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Abstract—This paper proposes a novel maximum power 
point tracking (MPPT) method based on the variant of the 
pigeon-inspired optimization (PIO) algorithm for 
photovoltaic (PV) systems under partial shading 
conditions (PSCs). The proposed method integrates the 
hierarchical network behavior of pigeon flock and revises 
the map and compass operator of the original PIO 
algorithm to improve optimization efficiency. In addition, 
the landmark operator is used to perform a small-scale 
search to achieve fast tracking. Based on the combination 
of these mechanisms and dual-mode dynamic tracking 
scheme, the proposed hierarchical pigeon-inspired 
optimization (HPIO) MPPT method has a powerful search 
ability to deal with PSCs. To verify the superiority of the 
proposed HPIO MPPT method, it is compared with other 
existing advanced MPPT methods in simulation and 
experiments. Compared with traditional MPPT techniques 
based on artificial intelligence, the proposed HPIO MPPT 
method has a higher success rate in tracking GMPP and 
excellent tracking speed under PSCs. And the HPIO 
method also shows excellent performance under complex 
PSC with multiple clusters and load-variation conditions.  
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I. INTRODUCTION
N recent years, photovoltaic (PV) power generation has 
attracted more and more attention because of the advantages 
of low operating cost and environmental friendliness. Since 
the maximum power point (MPP) of PV system changes with 
environmental conditions, MPP tracking (MPPT) has become a 
challenging task. PV array is composed of diodes and panels 
connected in series and parallel. When uneven light is 
irradiated on the PV array, partial shading conditions (PSCs) 
are formed. Thus, the diode causes the power-voltage (P-V) 
curve to have multiple peaks, and the realization of MPPT faces 
significantly increased difficulty [1]. 
Traditional MPPT algorithms, including perturbation and 
observation (P&O) algorithm [2], incremental conductance (IC) 
algorithm [3] and hill-climbing (HC) algorithm [4], were 
improved that adapts to rapid changes in irradiation. Conventional 
MPPT algorithms developed in the past are only suitable for PV 
systems with a single peak under uniform sunlight conditions, and 
they cannot track GMPP under PSCs effectively. In recent years, 
the application of soft computing methods to solve the MPPT 
problem under PSCs has become a hot topic. In [5]-[6], the use of 
artificial neural networks (ANN) and fuzzy logic control (FLC) to 
successfully track GMPP under PSCs were reported. However, 
these methods require extensive experience and involve complex 
calculations, which are not conducive to practical applications. In 
[7], a novel maximum power point scanning (MPPS) technique 
was developed, which can be integrated into the online or offline 
tester. [8] adopted an intelligent mechanism to systematically 
schedule the MPPT process, and used a novel skipping scheme to 
further minimize the search region. 
Bio-inspired algorithms are a new and important branch in 
the field of artificial intelligence (AI) which can well solve 
nonlinear and stochastic optimization problems and effectively 
improve the reliability of practical applications. Bio-inspired 
algorithms have two main categories: evolutionary algorithms 
and algorithms based on swarm intelligence. Typical 
evolutionary algorithms combined with MPPT applications are 
genetic algorithm (GA) [9] and differential evolution (DE) [10]. 
Reference [11] used GA to obtain the best member functions 
and control rules for FLC to improve the MPPT performance. 
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Reference [12] further improved the MPPT method based on 
DE, which can search for GMPP in a larger working area, 
thereby improving the ability to track GMPP. 
In recent years, many swarm intelligence (SI) algorithms 
have been developed and applied to achieve MPPT for PV 
systems. A hybrid MPPT method combined the adaptive P&O 
and particle swarm optimization (PSO), which is proposed in 
[13], proved that it has a real global tracking effect with short 
tracking time. [14] developed a novel method called adaptive 
radial movement optimization (ARMO), which can maximize 
convergence speed and output fluctuation during tracking. In 
[15], a hybrid MPPT method combining adaptive neuro-fuzzy 
in reference system and particle swarm optimization was 
applied, which can track the MPP rapidly with zero oscillation. 
Reference [16] developed a novel MPPT algorithm based on 
Flying Squirrel Search Optimization (FSSO), which showed a 
higher convergence speed and performed better than P&O 
algorithm and PSO algorithm. Reference [17] proposed a 
hybrid tracking technology, which can switch between 
traditional P&O and Flower Pollination Algorithm (FPA) by 
accurately detecting shading conditions. Reference [18] used 
improved fusion firefly algorithm (FFA) to track the GMPP 
under PSCs, which integrated the neighborhood attraction 
firefly algorithm (NaFA) and simplified firefly algorithm 
(SFA), and achieved a high efficiency to track the GMPP. 
Reference [19] presented a logarithmic PSO method, which 
reduced the power oscillation during the MPPT process and 
accelerated the convergence. In [20], a modified butterfly 
optimization algorithm (MBOA) was developed to solve the 
MPPT problem under PSCs, which distinguished different 
partial shadow conditions with fast convergence speed.  
The above studies have shown that various bio-inspired 
AI-based algorithms have better performance than traditional 
MPPT algorithms such as P&O, IC and HC, with higher 
tracking accuracy and faster tracking response. However, the 
selection of parameters and initial values has a great impact on 
the tracking performance of bio-inspired AI-based algorithms 
[21]. Inappropriate parameters and initial values may lead to 
local MPP (LMPP) or too long tracking time. Therefore, when 
designing parameters and initial values, it is necessary to find a 
balance between the three indicators of tracking success rate, 
tracking efficiency and tracking speed.  
Inspired by the behavior of homing pigeons in navigation, 
Duan et al. [22] proposed pigeon-inspired optimization (PIO) 
in 2014, which is a new SI algorithm. Pigeons can perceive the 
earth's magnetic field and use the sun as a compass to generate a 
map in their brains to convert the direction, which is relative to 
the sun, into the actual flight direction. At the same time, 
pigeons have the memory to distinguish familiar landmarks, so 
that they can reach their destination fast and accurately. PIO is 
built on the above-mentioned biological basis. In applications 
of unmanned aerial vehicle, PIO shows excellent performance 
with good convergence and high efficiency [23]. However, 
similar to other bio-inspired algorithms, PIO still has the 
general problem of premature convergence [24].  
Motivated by the aforementioned research gap, this paper 
improves the PIO algorithm, and proposes a hierarchical 
network in the flock of pigeons to revise the map and compass 
operator, so as to improve the optimization efficiency. 
Moreover, the landmark operator also ensures fast convergence 
to achieve fast tracking speed. Therefore, the proposed 
hierarchical pigeon-inspired optimization (HPIO) method can 
quickly and efficiently track GMPP under various PSCs. On the 
basis of above improvement, a tracking technique that switches 
between the HPIO and P&O algorithm in two modes is 
proposed. Simulations are carried out under 56 PSCs, and 
experiments are conducted for several cases. By comparing the 
other three existing advanced MPPT methods, the superiority 
of the proposed MPPT method is verified. The proposed MPPT 
method, which can switch between two MPPT modes, can be 
directly applied in actual operation and has good practicability. 
The contributions of this paper are listed as follows:  
1) Based on the research of hierarchical group dynamics in 
pigeon flock, a hierarchical network is constructed to revise map 
and compass operator of the original PIO algorithm, thus 
enhancing the global search ability and improving the tracking 
efficiency to track GMPP under PSCs. 
Fig. 1.  Equivalent model of PV array. 
Fig. 2.  The block diagram of the studied PV system. 
TABLE I  
IRRADIANCE VALUES OF FOUR CASES 
Cases 
Irradiance Values of PV panels(W/m2)
Panel 1 Panel 2 Panel 3 Panel 4 Panel 5 Pmax
Case 1 1000 1000 1000 1000 1000 498.4W
Case 2 1000 875 750 625 500 294.4W 
Case 3 1000 875 750 625 375 281.9W
Case 4 1000 875 375 250 125 172.9W
Fig. 3.  I-V and P-V characteristic curves of PV arrays under four cases. 
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2) A dual-mode dynamic tracking technique that switches
between two MPPT modes is proposed. “Intelligent Mode” 
quickly determines the approximate position of GMPP, while 
“Disturbance Mode” maintains efficient dynamic tracking.  
3) The proposed HPIO method is compared with other MPPT 
methods in specific cases and dynamic tracking tests with 
verification results. Tests under complex PSC with multiple 
clusters and tests under load-variation are also conducted to verify 
the effectiveness of the proposed method. 
II. MODELING OF PV ARRAY AND CHARACTERISTICS
UNDER PSCS 
Assuming that the number of series and parallel are Ns and Np, 
respectively, the I-V characteristics of the PV panel are [25]: 
0
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PV array is formed by connecting multiple PV panels in 
parallel or series, as shown in Fig. 1. The PV panel shaded 
under PSCs will cause the hot spot effect. To prevent damage to 
the PV panel due to overheating, it is necessary to connect a 
bypass diode to the PV panel in parallel. However, due to the 
conduction of the diode, the output characteristics of the PV 
array under PSCs will have multiple extreme points, and this 
phenomenon is obvious in a PV array composed of multiple PV 
panels in series. 
Fig. 2 shows the studied PV system, and the PV array consists 
of five modules connected in series. Table I shows the different 
irradiance combinations for the four GMPP locations. Fig. 3 
shows the I-V and P-V characteristic curves of the four cases.  In 
Case 1, the PV array receives the same radiance. Among the 
other three PSCs, the five PV panels of the PV array receive five 
different irradiances, and there are five MPPs on the P-V 
characteristic curve, but the location of GMPP is different. In 
Case 2, GMPP is located at GP2 near 85% Voc. In Case 3, 
GMPP is located at GP3 near 30% Voc. In Case 4, GMPP is 
located at GP4 near 65% Voc.  
III. THE PROPOSED METHOD
A. Principle of PIO Algorithm
Homing pigeons have played a significant role in transmitting
information in human history. Studies have found that the 
excellent homing ability of pigeons depends on the ability to 
use the geomagnetic field and the sun to determine the direction, 
which play the role of “map and compass” [22]. As the pigeon 
approaches the destination, the navigational role of the “map 
and compass” gradually weakens, and the navigation tools are 
eventually replaced with landmarks 26]. Inspired by the 
behaviors in homing pigeon navigation, Duan et al. proposed 
pigeon-inspired optimization (PIO) [22]. This novel 
bio-inspired intelligence algorithm includes two operators: map 
and compass operator, landmark operator. The former 
emphasizes the influence of the sun and the geomagnetic field 
on navigation, while the latter emphasizes the influence of 
landmarks. The process of the PIO algorithm can be divided 
into two parts:  
1) Map and Compass Operator
In multi-dimensional search space, the position and speed of
the pigeons are initialized and will be updated in each iteration. 
Its position and speed are denoted as xi and vi (i =1, 2, …, N). 
During each iteration, the pigeon flies toward the global 
optimal position and maintains a certain speed inertia, which 
makes the PIO algorithm have an excellent global search 
capability. Each pigeon updates its position xi and speed vi by: 
1 1( )k k R k ki i gbest iv v e rand x x
          (2) 
-1k k k
i i ix x v   (3) 
where R is the map and compass factor, the value range is set to 
0~1; rand is a random number with a value range of 0~1; k is 
the current iteration number; xgbest is the global optimal position 
obtained after k-1 iteration loops. 
2) Landmark Operator
When approaching the destination, the pigeons will rely on
nearby landmarks to optimize their position. The pigeons which 
are familiar with the landmark will fly directly to the 
destination, while other pigeons that are not familiar with the 
landmark will follow the former. According to the principle of 
the landmark operator, the number of pigeons will be reduced 
by half after each iteration. xcenter is the center position of the 
remaining pigeons and will be used as a landmark. Therefore, xi 
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where ɛ is a constant close to zero to ensure the validity of the 
equation. When the landmark operator stops, the PIO ends the 
iteration and obtains the historical global optimal position xp.  
B. The proposed Hierarchical PIO (HPIO)
Analyzing the map and the compass operator, it can be found
that the conventional PIO algorithm is easy to fall into the local 
extreme value. In the early stage of the PIO algorithm, it is 
hoped to have a strong global search capability, so as to keep 
Fig. 4.  The conceptual diagram of the hierarchical network of pigeon flocks.
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away from converging prematurely. To further improve the 
optimization efficiency of the PIO algorithm and prevent it 
from falling into a local optimal solution, this paper proposes 
the Hierarchical PIO Algorithm. This design is inspired by the 
implicit hierarchical network in the pigeon flock proposed by 
Nagy et al. in Nature [27], in which the relationship between 
leaders and followers is consistently manifested. In addition, 
[28] also shows that there is a hierarchical network of
directional interaction in the pigeon flock, and the individual 
quality of the pigeon can be used as a predictor to maintain a 
dominant position in the group structure. 
In the proposed HPIO algorithm, the hierarchical network 
consists of three layers. The first layer is considered to be the 
leaders of the pigeons of the second layer. The same is true for 
the relationship between the second and third layers. By letting 
followers imitate the leader's movement, the pigeon flock's 
movement decisions can be better optimized. Fig. 4 shows the 
conceptual diagram of the hierarchical network of pigeon 
flocks. 
1) Revised Map and Compass Operator
Initialize the position and velocity of the pigeon flock with
the population size of N, and the population size of each layer 
from the first to the third layer is denoted as N1, N2, N3. The 
research in [27] reveals that most individuals in the bird flock 
tend to assume leadership roles, and the level of leadership is 
likely to be related to individual navigation efficiency. In the 
proposed HPIO algorithm, before updating the position in each 
iteration, the pigeon flock is re-layered according to the ranking 
of the individual fitness function values: 
1 2 N 1 2 N( , , ... , ) [ , , ... , ]rank rank rankrank x x x x x x     (8) 
1 2 N 1 2 N( , , ... , ) [ , , ... , ]rank rank rankrank x x x v v v       (9) 
Thus, the position and velocity of each pigeon sorted 
according to the individual fitness value from large to small are 
obtained. They are denoted as xrank j and vrank j. In the process of 
updating the position in each iteration, the pigeon of the first 
layer, considered the current highest leader, flies to the 
historical optimal position, and other followers fly to the 
position where their leaders were before the update. Under this 
hierarchical network, all pigeons make new motion decisions at 
the same time, and there is no time delay in information 
transmission between individuals at different layers. The 
revised map and compass operators in the HPIO algorithm are 
expressed as: 
While j=1, …, N1, 
Fig. 5.  Flowchart of the proposed MPPT method combined with HPIO and P&O MPPT algorithms. 
Fig. 6.  Position changes of the pigeon flock during a single tracking process.
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Compared with the conventional PIO algorithm, in this 
operator, all the pigeons in the pigeon flock do not directly fly 
to the historical optimal position, but fly to different positions 
hierarchically. This makes the search scope further increase, so 
the HPIO algorithm has a stronger global search capability. 
In the stage of the revised map and compass operator, this 
study proposes a convergence judgment method based on the 
degree of clustering of pigeons. Denote the position distribution 
width of the pigeon group as  , the convergence condition is: 
Ak                                    (13) 
where A is the convergence factor. When (13) is satisfied, end 
the optimization of the current stage and enter the landmark 
operator. 
2) Consistent Landmark Operator
When approaching the destination, the pigeon tends to use
landmarks as the navigation tool. In this operator, the number 
of pigeons is reduced by half after each iteration, and the 
remaining pigeons fly to the center position xcenter. The 
contribution of the landmark operator makes the HPIO 
algorithm has a strong local search ability in the later stage 
while having a powerful global search ability in the early stage. 
In this study, the convergence condition of the landmark 
operator stage is defined as: 
=1kN   (14) 
When (14) is satisfied, obtain the historical global best 
position xgbest, and the process of the proposed algorithm is 
completed. 
3) HPIO-based MPPT Method
When the proposed MPPT method is applied, the position of
the pigeon is expressed as duty cycle D, and the fitness function 
is expressed as power P. 
 To use HPIO for designing MPPT, we need to determine the 
control variable, objective function and constraints for the 
optimization process. First, the control variable is chosen as the 
duty cycle D. Second, the objective function is max( )kjP . Third, 
the constraints include: min maxD D
k
jD  ( maxD  and minD  are 
chosen as 0.90 and 0.10 respectively), the maximum number of 
duty cycle changes is 50. 
 The process of the method is as follows: 
Step 1: Set the initial population number N=5, the number of 
pigeons in the first layer N1=1, the number of pigeons in the 
TABLE II 
THE PARAMETERS OF THE PV MODULE 
PV module data FG-2BTM-100 5S1P System
Maximum Power Pmax 99.68 W 498.4 W
Open circuit voltage Voc 23.3 V 116.5 V 
Short-circuit current Isc 6.4 A 6.4 A
Voltage at maximum power point Vmpp 17.8 V 89 V
Current at maximum power point Impp 5.6 A 5.6 A





Temperature coefficient of Isc 
0.006 (%/deg.C) 0.050102 
(%/deg.C)
TABLE III 
THE PARAMETERS OF CIRCUIT COMPONENTS 
Specification Parameter
Input Voltage at maximum power point (Vin) 89 V
Output Voltage at maximum power point (Vout) 223 V
Output Power of PV array at maximum power point (Pout) 498.4 W
Switching Frequency (fs) 20 kHz
L 2 mH
Cin 1 μF 
Cout 10 μF
TABLE IV 
SIMULATION RESULTS OF THE PROPOSED HPIO METHOD WITH DIFFERENT 















R = 0.40 0.3184 98.67 89.29% (50/56)
R = 0.45 0.3107 98.63 89.29% (50/56)
R = 0.50 0.3080 98.60 89.29% (50/56)
R = 0.55 0.2938 98.84 92.86% (52/56)
R = 0.60 0.2946 99.20 100.0% (56/56)
R = 0.65 0.2932 98.92 96.43% (54/56)
R = 0.70 0.2896 98.78 96.43% (54/56)
R = 0.75 0.2875 98.92 92.86% (52/56)
R = 0.80 0.2886 98.84 92.86% (52/56)
R = 0.85 0.2864 98.57 85.71% (48/56)
TABLE V 
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second layer N2=2, and the number of pigeons in the third layer 
N3=2. The duty cycle of pigeons is initialized with uniform 
distribution. 
Step 2: Output the duty cycle of all pigeons, measure the 
voltage and current of the PV system, and then calculate the 
power of each pigeon. Compare them with the previous 
historical global optimal power Pgbest obtained, and update the 
historical global optimal duty cycle g eb stg bD x . Set 1k k  . 
Step 3: Sort the pigeons by comparing the power values from 
large to small, thus establishing a top-down hierarchical 
network. 
Step 4: Implement the revised map and compass operator, and 
use the optimization mechanism of the hierarchical network to 
update the duty cycle and velocity of pigeons. 
Step 5: Check the first convergence condition: if the position 
distribution width of the pigeon flock k satisfies (13), jump to 
Step 6; otherwise, return to Step 2. 
Step 6: Use the same content as in Step 2. 
Step 7: Implement the landmark operator: update kN , the center 
duty cycle k kcenter centerD x  and the duty cycle of the remaining 
pigeons. 
Step 8: If the number of remaining pigeons kN satisfies (14), 
skip to Step 9; otherwise, return to Step 6. 
Step 9: End and output the historical global optimal duty 
cycle gbD . 
Furthermore, a tracking technique is introduced which 
switches between two MPPT modes. At the initial startup, the 
HPIO algorithm is activated to quickly determine the 
approximate location of GMPP, this process is called 
“Intelligent Mode”; then activate the P&O algorithm, so that 
the real-time tracking point is disturbed near the GMPP, this 
process is called “Disturbance Mode”. The “Intelligent Mode” 
can be reactivated when the irradiance changes are detected 
with the following condition: 
-1% | ( - ) / | 2%k k kP P P P                (15) 
where kP  and -1kP  represent the power values corresponding 
to the two adjacent duty cycles. 
The flowchart of the proposed method is shown in Fig. 5. Fig. 
6 shows the position changes of the pigeon flock during a single 
tracking process. 
Iteration 1: Sends five initial positions of pigeons and samples 
the voltage and current of the PV array to calculate the 
corresponding power of each duty cycle. In this iteration, D3 is 
Dgb. 
Iteration 2: Execute revised map and compass operator of 
HPIO algorithm to obtain the second generation of pigeons. In 
this iteration, D3 is the optimal position among the five 
positions again, and the position of D3 is the same as the 
previous iteration.  
Iteration 3: Repeat Iteration 2 and obtain the third generation 
of pigeons. D4 is the current optimal position among the five 
positions. Since 4( ) ( )gbP D P D , Dgb is replaced by D4. 
Iteration 4: Repeat the same process as the last iteration and 
obtain the fourth generation. D3 is the current optimal position. 
Since 3( ) = ( )gbP D P D , Dgb remains unchanged. 
Iteration 5: Repeat the same process as the last iteration and obtain 
the fifth generation. D2 is the current optimal position. Due to 
2( ) = ( )gbP D P D , Dgb remains unchanged. After this iteration, (13) is 
satisfied. Thus, the landmark operator will be executed in next 
iteration. 
Iteration 6: Execute the landmark operator of HPIO to obtain the 
sixth generation. Two pigeons with the worst positions in the 
previous iteration will be discarded, and the remaining three 
pigeons will be given new positions. By comparison, D2 is the 
current optimal position. Due to 2( ) ( )gbP D P D , Dgb is replaced 
by D2. 
Iteration 7: In this iteration, D5 will be discarded, D2 and D3 
will move toward the center of themselves. Since D2 and D3 are 
almost coincident in Iteration 6, Dgb will not change after 
Iteration 7. Since the change process of Iteration 7 is not 
obvious, the process of Iteration 7 is not drawn in Fig. 6. 
After Iteration 7, by continuing to execute the landmark 
operator, the number of pigeons N is reduced to one. And the 
convergence condition in (14) is satisfied. Thus, the iterative 
process of the HPIO stops and Dgb outputs as the historical 
global best. At this point, the HPIO algorithm has been 
completed. 
IV. SIMULATION RESULTS
To verify the effectiveness of the proposed HPIO-based 
MPPT method, a 500 W PV system is built, as shown in Fig. 2. 
The PV module is FG-2BTM-100, with the parameters shown 
in Table II. The parameters of circuit components are listed in 
Table III. The simulation studies are implemented under 
MATLAB/Simulink. 
The performance of the proposed HPIO method is compared 
with original PIO algorithm and four existing advanced MPPT 
techniques, including DPSO (Deterministic Particle Swarm 
Optimization) in [29], MFA (Modified Firefly Algorithm) in 
[30], OD (Overall Distribution) in [21], S-Jaya 
(cubic-spline-guided Jaya) in [31]. In addition, in order to show 
the comparison between the proposed method and the 
non-artificial intelligence-based method, MIC (Modified 
Incremental Conductance) in [32] is selected as the last 
comparison algorithm. In order to analyze the capability of 
different MPPT methods to deal with PSCs, it is necessary to set 
up multiple combinations of irradiance for simulation. The full 
sunshine condition is defined as receiving G0 = 1000 W/m2, 
while the partial shading conditions receive Gi = ni×G0 W/m2 
(ni×100% of the full sunshine). Thus, the irradiance value of each 
PV module is ni×1000(ni {0.125, 0.250, 0.375, 0.500, 0.625, 
0.750, 0.875, 1.000}). Based on the above analysis, 56 (C85) 
PSCs can be obtained. The average performances of the seven 
MPPT methods are obtained by combining the simulation results 
under 56 PSCs. 
A. Performance Evaluation
To accurately evaluate the performance, the performance of
the MPPT methods is compared through three indicators as 
follows: 





       (16) 
where Pm is the final maximum output power, and PMPP is the 
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theoretical value of the maximum output power. 
2) Tracking Time T
T is defined as the time for the PV system to reach a stable
output. It can be measured by the number of sampling cycles. 





         (17) 
where Nst is the number of successful tracking times, and Ns is 
the number of simulated times. 
The condition for judging the tracking success of the MPPT 
method is successfully tracking the peak where the GMPP is 
located and meets the following conditions: 






    (19) 
where Vm is the final output voltage of the PV system, and VMPP 
is the theoretical value of the output voltage at MPP.  





      (20) 
where Pave is defined as the average output power of the PV 
system using the MPPT algorithm for a period of Tave seconds 
after starting the MPPT algorithm. In this research, Tave is 
selected as 0.6 s. 
B. Determination of Parameters for HPIO
It can be seen from (10)-(12) that the value of R needs to be
determined for the proposed method. In this study, R is 
determined based on a large number of simulation results. First, 
based on preliminary simulation tests, it can be found that when 
the value of R is in the range of 0.40 to 0.85, the proposed HPIO 
method can realize MPPT with good results. To further 
determine the optimal value of R, R is set to 10 values (0.40, 
0.45, 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85), and ten 
HPIO methods with these different R values are tested under 56 
PSCs. Table IV shows the average performances of ten HPIO 
methods with different R under 56 PSCs. It can be seen that as 
the value of R increases, the tracking time gradually shortens. 
When the value of R is 0.60, the proposed HPIO method 
obtains the optimal tracking success rate and tracking 
efficiency. Based on the above analysis, the value of R is finally 
selected as 0.60. 
In the proposed HPIO MPPT method, the selection of 
parameter A needs to be adjusted according to the number Ns of 
series connected modules. In order to ensure that the flock of 
pigeons has gathered on the peak where the GMPP is located 
when the first convergence condition is met, the setting formula 





   (21) 
The coefficient "0.5" is set to ensure that "A" can be used as 
the duty cycle distribution width to determine the first stage of 
convergence. Therefore, the value of A should be set as 0.10. 
C. Comparative Simulated Results under 56 PSCs
Table V shows the parameters of the seven MPPT methods and
the average performance results under 56 PSCs. ε represents the 
convergence threshold of the three MPPT methods for 
comparison. When the difference between all duty cycles is less 
than ε, the MPPT algorithm ends and outputs the global best duty 
cycle Dgb. It can be seen that the DPSO method has a slow 
convergence speed and exhibits the lowest dynamic tracking 
efficiency. However, it has a strong shadow tracking ability to 
achieve successful tracking. The MFA method is easy to obtain a 
solution prematurely, thus its ability to deal with shadows is 
TABLE VI 
SIMULATION RESULTS OF SEVEN MPPT METHODS UNDER FOUR CASES 






time T (s) 
Static Tracking 









The proposed HPIO method 88.88 495.8 0.25 99.48 91.01 Yes
The DPSO method in [29] 88.88 495.8 0.45 99.48 75.15 Yes
The MFA method in [30] 94.41 479.2 0.20 96.15 90.60 No
The OD method in [21] 89.31 495.7 0.40 99.46 85.78 Yes
The S-Jaya method in [31] 88.43 495.8 0.35 99.48 90.31 Yes
The MIC method in [32] 88.88 495.8 0.56 99.48 80.94 Yes
The original PIO method 88.88 495.8 0.30 99.48 90.55 Yes
Case 
2 
The proposed HPIO method 98.23 292.1 0.30 99.21 93.45 Yes
The DPSO method in [29] 98.23 292.1 0.45 99.21 82.47 Yes
The MFA method in [30] 98.56 292.1 0.20 99.21 95.62 Yes
The OD method in [21] 98.56 292.1 0.40 99.21 91.68 Yes
The S-Jaya method in [31] 100.40 288.6 0.35 98.02 90.30 Yes
The MIC method in [32] 98.56 292.1 0.45 99.21 78.20 Yes
The original PIO method 98.23 292.1 0.30 99.21 92.62 Yes
Case 
3 
The proposed HPIO method 75.73  280.2 0.30 99.38 92.87 Yes
The DPSO method in [29] 76.06  280.1 0.42 99.35 82.27 Yes
The MFA method in [30] 75.38  280.1 0.20 99.35 94.67 Yes
The OD method in [21] 75.38  280.1 0.40 99.35 89.08 Yes
The S-Jaya method in [31] 75.73 280.2 0.35 99.38 91.72 Yes
The MIC method in [32] 75.00 279.7 0.41 99.21 79.34 Yes
The original PIO method 75.00 279.7 0.30 99.21 92.19 Yes
Case 
4 
The proposed HPIO method 34.86 172.1 0.30 99.55 90.65 Yes
The DPSO method in [29] 33.82 172.1 0.50 99.55 75.14 Yes
The MFA method in [30] 37.59 155.2 0.20 89.78 83.68 No
The OD method in [21] 34.62 172.3 0.40 99.67 83.48 Yes
The S-Jaya method in [31] 34.10 172.3 0.35 99.67 89.59 Yes
The MIC method in [32] 34.61 172.3 0.43 99.67 77.17 Yes
The original PIO method 34.78 172.1 0.30 99.55 87.87 Yes
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weak and easily leads to tracking failure. The OD method can 
complete the tracking process in a shorter time compared with 
the DPSO method, and it has a high tracking success rate while 
its dynamic performance is also better. The S-Jaya method 
shows good dynamic tracking performance. However, its static 
tracking efficiency is not well, and does not well achieve the 
requirement of accurate tracking to GMPP. Different from the 
above swarm-intelligence-based algorithm, the MIC method 
realizes intelligent scanning to the PV characteristic curve by 
using the relevant parameters of the PV array. Since its principle 
of tracking is based on the scanning method, it takes a long 
tracking time and has poor dynamic performance, but it has a 
high tracking success rate. Compared with the S-Jaya method, 
the original PIO method takes shorter tracking time and has a 
more comprehensive tracking performance. But compared with 
OD, DPSO and MIC methods, this method still has room for 
improvement in static tracking efficiency. Compared with the 
four advanced AI-based and one non-AI-based MPPT 
techniques above and the original PIO method, the proposed 
HPIO method has the highest tracking success rate, reaching 
100%, and has the highest dynamic tracking efficiency. 
Compared with the original PIO method, the tracking 
performance of the proposed method has overall been further 
improved. Furthermore, the proposed HPIO method has a fast 
convergence speed, second only to the MFA method. 
Although the static tracking efficiency of the proposed HPIO 
method is slightly lower than that of the OD, DPSO and MIC 
methods, due to its powerful shadow tracking ability, superior 
dynamic tracking efficiency and fast convergence speed, the 
proposed HPIO method exhibits the most superior 
comprehensive tracking performance among the seven MPPT 
methods. The proposed HPIO method can achieve superior 
tracking results in a shorter time and then output the historical 
optimal power point. According to the MPPT process proposed 
in this paper, the above seven MPPT methods are implemented 
in the first mode-"Intelligent Mode”. Next, the PV system 
enters the second mode-"Disturbance Mode”. With the regular 
disturbance of the duty cycle near the GMPP position, it 
continues to obtain higher tracking efficiency. The above 
analysis shows that the proposed HPIO method has excellent 
performances in dealing with complex PSCs.  
D. Specific Cases Analysis
Next, Table VI shows the simulation results of the seven
MPPT methods under four different cases given in Table I and 
Fig. 3. Later, we also give the results of the dynamic tracking 
test. 
1) Case 1: The output waveforms during the tracking
process of the seven MPPT methods are shown in Fig. 7. It can 
be observed that the proposed HPIO method completes 
tracking within 0.25s, and the static tracking efficiency reaches 
99.48%; and the dynamic tracking efficiency reaches 91.01%, 
the highest among the seven MPPT methods. The DPSO, MIC, 
S-Jaya and original PIO method complete the tracking within
0.45s, 0.56s, 0.35s and 0.3s respectively. Their static tracking
efficiency also reach 99.48%. The MFA method only takes 0.2s
to complete the tracking, but does not track to the location near
GMPP, the static tracking efficiency is only 96.15%. The OD
method completes the tracking within 0.4s, and the static
tracking efficiency reaches 99.46%. Due to the long tracking
Fig. 7.  The output waveforms during the tracking process in Case 1. 
Fig. 8.  The output waveforms during the tracking process in Case 2. 
Fig. 9.  The output waveforms during the tracking process in Case 3. 
Fig. 10.  The output waveforms during the tracking process in Case 4. 
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time, DPSO, OD and MIC methods show a low dynamic 
tracking efficiency while the dynamic tracking efficiency of the 
other four methods all reach more than 90%. Though the MFA 
method has the fastest tracking speed, it fails to track GMPP in 
this case, indicating that the MFA method lacks certain search 
ability.  
2) Case 2: It can be seen from Fig. 8 that the HPIO, DPSO,
MFA, OD, MIC and original PIO methods complete the 
tracking within 0.3s, 0.45s, 0.2s, 0.4s, 0.45s and 0.3s 
respectively, and the six MPPT methods finally achieve the 
same static tracking efficiency of 99.21%. The S-Jaya method 
completes the tracking within 0.35s, and the static tracking 
efficiency only reaches 98.02%. In this case, the MFA method 
shows the highest dynamic tracking efficiency of 95.62%; the 
HPIO method is second only with 93.45%; the dynamic 
tracking efficiency of MPPT methods except DPSO and MIC 
reach more than 90%. Obviously, the proposed HPIO method 
shows the tracking speed and dynamic tracking efficiency 
second only to the MFA method, and its static tracking 
efficiency is no less than that of the other six MPPT methods. 
3) Case 3: It can be seen from Fig. 9 that the proposed HPIO
and S-Jaya method complete the tracking within 0.3s and 0.35s 
respectively, and the static tracking efficiency reaches 99.38%. 
The DPSO, MFA and OD methods complete tracking within 
0.42s, 0.2s and 0.4s respectively. These three MPPT methods 
finally achieve the same static tracking efficiency of 99.35%. 
The MIC and original PIO method complete the tracking within 
0.41s and 0.30s respectively, and their static tracking efficiency 
reach 99.21%. In this case, the MFA method shows the highest 
dynamic tracking efficiency of 94.67%; the HPIO method is 
second only with 92.87%; the dynamic tracking efficiency of 
MPPT methods except DPSO, OD and MIC reach more than 
90%. The proposed HPIO method still shows the tracking 
speed and dynamic tracking efficiency second only to the MFA 
method and the highest static tracking efficiency among the six 
MPPT methods. 
4) Case 4: It can be observed from Fig. 10 that the proposed
HPIO and original PIO methods complete tracking within 0.3s, 
and the static tracking efficiency reaches 99.55%. The DPSO 
method still does not converge within 0.50s, and the maximum 
number of samplings is reached at this time so that it ends 
tracking and outputs the optimal point. The MFA method only 
needs 0.2s to complete the tracking; however, due to the overly 
fast convergence, the tracked position deviates from the GMPP, 
the static tracking efficiency is only 89.78%; thus, it fails to 
track the GMMP. The OD, S-Jaya and MIC method complete 
the tracking within 0.4s, 0.35s and 0.43s respectively, and the 
static efficiency reaches 99.67%. The proposed HPIO method 
shows the highest dynamic tracking efficiency of 90.65%; 
while the dynamic tracking efficiency of other MPPT methods 
fail to reach 90%. In Case 4, the MFA method fails to realize 
MPPT, again indicating that its shadow tracking ability is also 
lacking.  
5) Dynamic Tracking Test: In order to verify the
practicability of the MPPT design based on the two modes 
proposed in this paper for long-term tracking, dynamic tracking 
tests are carried out on the seven MPPT methods under the 
simulation environment of dynamic changes in irradiance and 
continuous switching of PSCs. The seven MPPT methods are 
tested using the MPPT framework based on two modes. Based 
on the EN50530 standard, a 30%-100% ramp with a slope of 
100W/m² and a dwell time of 10s is selected as the irradiance 
curve. It should be noted that the percentage specification of 
irradiance is related to STC, and 100% corresponds to 1000 
W/m² at 25 °C. The test profiles, including the selected 
irradiance curve and the percentage ni of the irradiance received 
by each PV panel in real time, are shown in Fig. 11. And Fig. 12 
shows the power waveforms of seven MPPT methods in the 
current test environment. It can be seen that all MPPT methods 
still keep track of GMPP during the whole process of changing 
environmental conditions. In the proposed MPPT framework 
based on two modes, the intelligent MPPT algorithm is 
restarted to find a new GMPP so that effectively dealing with 
PSC switching. 
6) Summary: Based on the analysis of the above four cases,
it can be seen that the proposed HPIO method still has perfect 
shadow tracking ability and high static and dynamic tracking 
efficiency in a relatively short tracking time, and has the best 
overall performance among the seven MPPT methods. It 
indicates that the proposed HPIO method has superior 
performance in dealing with complex PSCs.  
Through the change of duty cycle and voltage waveform of 
the proposed HPIO method, it can be seen that from the initial 
distribution to the end of the first stage of optimization, the 
change trend of duty cycle and voltage is relatively gentle due 
to the stratified movement, and will not gather to the current 
global optimal power point too quickly, thus realizing the 
precise search for various locations within the initial 
distribution range during the process of multiple iterations. In 
the second stage of optimization, due to the reduction of 
population size, the tracking time is very short. During this 
period, the duty cycle and voltage fluctuate around the global 
optimal power point to ensure that GMPP could be found. 
Fig. 11.  The test profiles for dynamic tracking test. 
Fig. 12.  The power waveforms during the dynamic tracking test. 
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E. Complex PSC with Multiple Clusters
Kermadi et al. [13] discussed that complex PSC may form
multiple clusters, and each cluster has its own middle peak 
(MHP). The P-V curve with multiple MHP brings difficulties to 
tracking MPP. In order to verify that the proposed HPIO 
method is still valid under PSC with multiple clusters, the 
following simulation results are given. The P-V characteristic 
curve of the PSC selected for the simulation is shown in Fig. 13. 
It can be seen that the curve has two MHPs, and GMPP is at the 
middle of the curve. In this curve, VMPP is 117.6V, and PMPP is 
281.0W. 
Fig. 14 shows the output waveforms of the proposed HPIO 
method in the current shading pattern. It can be observed from 
Fig. 14 that the proposed HPIO complete tracking within 0.6s, 
Vm is 115.3V and Pm is 275.0W. The static tracking efficiency 
reaches 97.86%, and the dynamic tracking efficiency within 
0.8s reaches 92.65%. Therefore, it can be concluded that the 
proposed HPIO method can still successfully track GMPP 
under complex PSC with multiple clusters. 
F. Load Changes under PSCs
In practical applications, in addition to constantly changing
irradiance conditions, load changes are also important external 
conditions that affect the dynamic operation of the PV system. 
In order to verify the effectiveness of the proposed MPPT 
design based on the two modes in response to load changes, 
load-varying tests are carried out on the proposed HPIO 
method. 
In this test, select Case 3, which is given in Table I and Fig. 3, 
as the PSC. VMPP is 76.38V, and PMPP is 281.9W. Fig. 15 shows 
the output waveforms of the proposed HPIO method during the 
load-variation test. The initial load value is R=100Ω. When 
t=0s, the MPPT method is started and GMPP is successfully 
traced. When t=1s, the load becomes R =50Ω; therefore, the 
controller detects the power fluctuation caused by the load 
change, and restarts the MPPT method. When t=2s, the load 
becomes R =100Ω; therefore, the MPPT method is restarted 
again. According to the results shown in Fig. 15, it can be seen 
that the load change conditions will not reduce the tracking 
performance of the proposed MPPT design based on two 
modes. 
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
The experimental platform consists of a solar array simulator 
(Chroma A62028), a boost converter, a load, a control circuit, 
an oscilloscope (Tektronix MDO 3024), as shown in Fig. 16. 
The parameters are shown in Table VII. The proposed HPIO 
MPPT method and the other three MPPT methods for 
comparison are implemented based on MCU RT1052 with 528 
MHz clock, 32 MB flash memory, 1 MB SRAM and ADC chip 
AD7606 with the resolution of 16 bits. Four cases given in Fig. 
3 are loaded into the solar array simulator to obtain the P-V and 
I-V curves under the four cases, shown in Fig. 17.
Fig. 13.  The P-V characteristic curve under complex PSC with multiple
clusters. 
Fig. 14.  The output waveforms under PSC with multiple clusters. 
Fig. 15.  The output waveforms during the load-variation test. 
Fig. 16.  The composition of the experimental platform. 
TABLE VII 
THE PARAMETERS OF CIRCUIT COMPONENTS 
Specification Parameter
Input Voltage at MPP (Vin) 84.2 V
Output Power of PV array at MPP (Pout) 507.0 W
Switching Frequency (fs) 20 kHz
L 5 mH
Cin  100 μF 
Cout 47 μF
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 The input voltage and inductor current of the boost converter 
pass through the voltage-voltage and current-voltage 
conversion circuit, and after being sampled by AD7606, they 
are transmitted to the program that implements the MPPT 
method. The MPPT methods adjust the position of the tracking 
point by outputting a duty cycle to the boost converter, thereby 
achieving MPPT technology. Due to the need to consider the 
response speed of the circuit in the steady state during each 
sampling process, the sampling time, which is from the 
controller output duty cycle to the collection of the voltage and 
current values, is set to 0.055s to meet the technical 
requirements of MPPT. In this section, three AI-based MPPT 
methods, that is, DPSO, MFA and OD, are selected to compare 
the tracking performance with the proposed HPIO method in 
the same experimental environment. Considering that the 
S-Jaya method exhibits weak tracking performance, the MIC
method requires additional parameters of the PV array so that it
causes inconvenience to the practical application, and the
Fig. 17.  The P-V and I-V curves under four cases in experiment. (a) Case 1. (b) Case 2. (c) Case 3. (d) Case 4. 
Fig. 18.  The output power and output voltage waveforms under Case 1. (a)
Proposed HPIO method. (b) DPSO method. (c) MFA method. (d) OD method.
Fig. 19.  The output power and output voltage waveforms under Case 2. (a)
Proposed HPIO method. (b) DPSO method. (c) MFA method. (d) OD method.
Fig. 20.  The output power and output voltage waveforms under Case 3. (a) 
Proposed HPIO method. (b) DPSO method. (c) MFA method. (d) OD method.
Fig. 21.  The output power and output voltage waveforms under Case 4. (a)
Proposed HPIO method. (b) DPSO method. (c) MFA method. (d) OD method. 
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original PIO method is the prototype of the HPIO method, these 
three methods are not selected as the comparison method. In the 
experiment, the duty cycle range of all MPPT methods is set at 
[0.1, 0.70]. The other parameters of the four MPPT methods in 
the experiment are the same as the other parameters of the 
simulation research. 
1) Case 1: Fig. 18 shows the output power and output voltage
waveforms of the PV system. For the proposed HPIO method,
it takes 1.416s to complete the MPPT process. After the power
stabilizes, the measured tracking power is 500.7W, and the
efficiency reaches 98.76%. For the DPSO method, MFA
method and OD method, the tracking time reaches 1.634s,
1.206s and 1.842s respectively, and the tracking efficiency also
reaches 97.75%. 96.79% and 97.73%. Compared with other
three MPPT methods, the proposed HPIO method has a higher
tracking efficiency. Although the MFA method has the fastest
tracking speed, its tracking efficiency is 1.97% lower than that
of the proposed HPIO method.
2) Case 2: As observed from Fig. 19, for the proposed HPIO
method, it takes 1.166s to complete the MPPT, and the tracking
efficiency reaches 99.81%. For the DPSO method, MFA
method and OD method, the tracking time is 1.982s, 1.078s and
1.686s respectively, and the tracking efficiency reaches 99.75%.
99.69% and 99.72%. In this case, the four MPPT methods
successfully track to the power point near GMPP. The proposed
HPIO method and MFA method have significantly faster
tracking speeds compared with the other two methods.
3) Case 3: As seen from Fig. 20, for the proposed HPIO
method, it takes 1.150s to complete the MPPT process, and the
tracking efficiency reaches 99.80%. For the DPSO method,
MFA method and OD method, the tracking time is 2.114s,
0.834s and 1.738s respectively, and the tracking efficiency
reaches 99.83%. 93.74% and 99.87% as well. The MFA
method can only track to the power point of 7.82% Voc away
from GMPP due to the fast convergence, which leads to the
failure of tracking GMPP. Moreover, due to the slow
convergence of the DPSO method, the MPPT ends when the
maximum number of samples is reached.
4) Case 4: As observed from Fig. 21, for the proposed HPIO
method, it takes 1.258s to complete the MPPT process with the
tracking efficiency of 98.72%. For the DPSO method, MFA
method and OD-PSO method, the tracking time is 2.126s,
1.100s and 1.898s respectively, and the tracking efficiency
reaches 98.72%, 98.19% and 98.88% too. Similarly, the
proposed HPIO and MFA have significantly faster tracking
speed than the other two MPPT methods. MFA has the fastest
tracking speed, but its tracking efficiency is slightly lower
among the four MPPT methods. Due to the slow convergence,
the DPSO method completes the MPPT with the slowest
tracking speed.
5) Summary: It can be seen that by comprehensively
considering multiple indicators of tracking success rate, 
tracking efficiency, and tracking speed, the proposed HPIO 
method shows better tracking performance than the DPSO 
method, the MFA method and the OD method. The proposed 
HPIO method solves the problem that the rapid convergence of 
the MFA method may fall into LMPP, and also solves the 
problem that the convergence speed of the DPSO method and 
the OD-PSO method is not fast enough for foreseeable practical 
applications. In addition, the tracking performance of the four 
MPPT methods tested under the four cases in the experiment is 
similar to the results obtained by the simulation, which further 
verifies the accuracy of this research. 
As the attention to the research on PV systems continues to 
increase, the need to solve the problem of dust accumulation has 
gradually emerged. The research in [33] shows that dust 
accumulation will cause a decrease in voltage and current, while 
the drop in the open voltage can be ignored and the reduction in 
the output current is the main reason for the power drop. It will 
also reduce the inertia against the variation in the P-V and I-V 
characteristic curves, thus adding certain difficulties to the 
realization of MPPT technology. In a well-ventilated installation 
environment, the degree of dust accumulation on each PV panel 
is the same, which will not directly lead to the production of PSC. 
However, in the actual production and operation process, the 
degree of dust accumulation on each panel may be different due 
to the influence of the terrain around the installation environment. 
At this time, even if the PV system receives uniform illumination, 
there may be multiple power extreme points on the actual P-V 
characteristic curve. The existing MPPT method that can track 
GMPP under PSCs can also cope with the problem of dust 
accumulation to a certain extent. 
VI. CONCLUSION
In this paper, a hierarchical pigeon-inspired optimization 
method is proposed for efficient and fast maximum power point 
tracking of PV system. In order to strengthen the global search 
capability, a hierarchical network in the pigeon flock is 
constructed to revise the map and compass operator of the 
original PIO algorithm to ensure superior tracking efficiency 
and tracking success rate. At the same time, the landmark 
operator can also ensure fast convergence to save tracking time. 
On this basis, a tracking mechanism that switches between 
“Intelligent Mode” and “Disturbance Mode” is proposed. With 
these two modes, not only can the problem of searching for 
GMPP under PSCs be effectively solved, but also long-term 
efficient dynamic tracking can be maintained. Comparative 
simulated results with 56 PSCs and experimental results under 
four typical irradiation cases verify the excellent tracking 
performance of the proposed HPIO method as compared with 
typical existing advanced MPPT techniques. Simulated results 
of dynamic tracking test also verify the effectiveness of the 
proposed MPPT framework based on two modes for practical 
applications. The proposed HPIO method effectively achieves a 
good balance between the two indicators of tracking efficiency 
and tracking speed in MPPT. To increase the practical 
application of the method further, it is important to carry out 
more research to deal with dust accumulation in future work too. 
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