No fault found (NFF) is a major threat in extremely dependable high-end process node integrated systems, in e.g., avionics. One category of NFFs is the intermittent resistive fault (IRF), often originating from bad (e.g., via-or TSV-based) interconnections. This paper will show the impact of these faults on the behavior of a digital CMOS circuit via simulation. As the occurrence rate of this kind of defects can take e.g., one month, while the duration of the defect can be as short as 50 ns, thus to evoke and detect these faults is a huge scienti¯c challenge. Two methods to detect short pulses induced by IRFs are proposed. To improve the task of maintenance of avionics and reduce the current high debugging costs, an on-chip data logging system with time stamp and stored environmental conditions is introduced. Finally, a hardware implementation of an IRF generator is presented.
Introduction
The major drawback of the developments in dimensions and complexity of electronic integrated systems ranging from Systems-on-Chip (SoC) up to Printed-Circuit Board (PCB)-based cabinets is a serious reduction in dependability. In these electronic systems, interconnection wiring is heavily dominating the infrastructure and hence potential faults in these parts are extremely important.
One category of interconnection faults which is extremely di±cult to detect is the NFF, although they are known under many di®erent names. 1, 2 A speci¯c category of NFFs is intermittent resistive faults (IRFs), characterized by random low-level resistive (burst) occurrences in time, randomly¯xed in locations, but repairable (at least in PCBs and cabinets) if found. By de¯nition, intermittent opens (R ¼ 1) and shorts (R ¼ 0) are also included in this class. Several examples of measured IRFs are known, e.g., Ref. 3 and one measured by us is shown in Fig. 1 . This category of faults ranks among the highest in terms of occurrence (> 50%) as well as cost is expected to increase in future technology nodes. 4, 13 The most likely root cause of IRFs is marginal or unstable interconnections. In advanced integrated circuits, there are a high number of interconnection wires and vias. In terms of aging, they can be subject to electro migration, temperature and mechanical stress 4 causing increased instability. In the emerging 3D chips many very deep and stress-sensitive Through-Silicon Vias (TSVs) are used as interconnection. 5 In the above cases, intermittent faults from various interconnections could occur. These interconnections can be used to connect transistors at chip level, but also digital as well as analogue/mixed-signal chips in the case of PCBs or as IPs in a (3D-TSV) SoC. For simplicity, we will consider only IRF on the inputs, outputs and power-supply lines of digital CMOS circuits in this paper.
The in°uence of intermittent faults on digital systems has been studied in many papers. [6] [7] [8] [9] [10] [11] In Ref. 7 the authors studied the impact of intermittent faults on the behavior of a reduced instruction set computing (RISC) microprocessor by using VHDL-based fault injection. The authors of Ref. 8 proposed a metric intermittent vulnerability factor to characterize the vulnerability of microprocessor structures to intermittent faults. In Refs. 10 and 11, Gil-Tom as et al. have generated fault models for intermittent faults at logic and RTL abstraction levels, and injected these faults in the VHDL model of a microcontroller to study its behavior in the presence of intermittent faults.
However, none of the previous work has considered the problem of IRFs in detail. For example, the authors of Ref. 9 modeled an IRF as an intermittent delay fault. In this paper, it is also shown that the intermittent delay fault model is not su±ciently accurate to model an IRF. In Ref. 12 we have proposed a model for IRFs and analyzed the in°uence of IRFs on analogue systems at the transistor level. In this paper, based on our model, the impact of IRFs on a digital system at transistor level will be investigated.
The paper is organized as follows. In Sec. 2, a generic simulation model for IRFs is introduced, based on ours and others experiences in practice. This model is suitable to be introduced in our fault-injection-based CAD environment for evaluating the behavior of digital CMOS circuits under IRFs. Section 3 shows Cadence Virtuoso simulation results of a full adder circuit where inputs and power-supply are subject to IRFs, while the output (logic) behavior as well as the supply current is being evaluated. Section 4 deals with the¯rst challenge to detect IRFs in digital circuits based on the previous observations; also the boundary conditions and an infrastructure are suggested for providing (stored) data to facilitate the debugging of IRFs in a test laboratory. Options to deal with the second big challenge of IRFs, namely, to enhance the probability of evoking IRFs is discussed in Sec. 5. Section 6 presents an IRF generator hardware platform which allows generating a real physical IRF at an interconnection for emulation-based fault injection. The paper is completed with conclusions in Sec. 7.
IRFs Model
To model an IRF, the behavior of several loose connections and cold soldering ball grids under harsh environmental conditions were measured. The values of resistances of loose connections and cold solders were accurately measured over time while thermal and vibration e®ects were generated using external stimulators. An example of a measured IRF is shown in Fig. 1 .
Based on this kind of experimental data, a software module has been developed that is able to provide these faults in a Cadence Virtuoso environment. The basic scheme of our IRF injector is shown in Fig. 2 . There are six parameters that can be set by determining their minimum and maximum possible values. In addition, any type of (random) distribution such as, for instance, uniform and Gaussian can be chosen according to the speci¯c requirements.
The actual values and distributions applied for our simulations in this paper are listed in Table 1 . The start of a high-rate intermittent burst begins with the random start time between 10 ns and 100 ns. Then, a random activation time (T-active) is chosen, during which a random resistance value R is assigned to this timeframe. This is the¯rst event of a potential burst of events (maximum set to 20 in this paper).
After that, an inactivation time (T-inactive) between events is randomly generated in which a fault-free situation exists (R ¼ 10 ). In the case of a burst (burst length> 1), there is a feedback loop and the same procedure will be followed again ( Fig. 2 ). After the last event of the burst, the safe time is generated, where again there will be a fault-free situation, thereby completing the intermittent fault procedure. To avoid any convergence problems in the simulator, the discontinuities in the burst are not only instantaneous but also incremental by adding a very small capacitance in the model.
In the model, the concept of seeds in random variable generation is used. It allows an easy replication of the same intermittent fault for comparisons during simulations. The model has been implemented in Verilog-A, replacing a normal wire in the net list by one including an IRF. Therefore, analogue, mixed-signal 12 as well as digital circuits can be evaluated at the transistor level. The next section will show some results of IRF simulation with respect to digital transistor circuits.
IRF Simulations of Digital CMOS Circuits
In order to evaluate the in°uence of the IRFs on the electrical behavior of digital circuits, a well-known concept of fault injection and simulation-based fault injection 8-10 are used. As a simple example, a static CMOS full adder circuit in 45 nm CMOS technology has been used. The circuit operates at a clock frequency of 3.3 GHz. The logic scheme is depicted in Fig. 3 (a); its transistor implementation is provided at a lower hierarchical level. The single (statistically) generated IRF in carry input C in is shown in Fig. 3 (b). It shows a burst of 20 changes in resistance from 1 k to 100 k ohm during 100 ns.
The°ip-°op clock Clk, inputs (X, Y , C in) and outputs (Sum, Sum-L, Cout, Cout-L) voltages and dynamic supply current Iddt are shown in Fig. 3 
(c).
Since the number of inputs is limited, a test pattern consisting of all possible input combinations is used. Therefore, the waveforms at the output will be repeated after eight clock pulses in case of fault-free behavior. This allows readers to detect any disturbance at outputs very easily by only looking at the waveforms.
As it can be seen in Fig. 3 (c), the carry input C in has been disturbed by the IRF (a burst of 20 pulses), but only in few cases (shown by stars) this has translated into an incorrect logic output after the°ip-°ops. This is because digital CMOS circuits are very robust with regard to disturbances; or in terms of testing, most of the injected faults are being masked.
However, in the analogue domain, dynamic power current (Iddt) disturbances can be noticed (bottom Fig. 3(c) ). This current disturbance is depicted in more detail in To investigate the relationship between the amount of Iddt disturbance and logic failure, the amount of Iddt in the fault-free and faulty situation was measured. The amount of Iddt increment due to IRF on C in is shown in Fig. 3(b) . Stars indicate if a resistive fault has caused a logic failure. As can be seen, there is not a direct relationship between the amount of Iddt increment and logic failure in the circuit. For example, during 7.11 ns to 12.15 ns the maximum amount Iddt increment is 333 A. However, the circuit has not failed during this period, but it has failed at 25 ns, 33 ns and 53 ns where the Iddt current increment is 219 A, 258 A and 220 A, respectively. These values can be detected by existing Iddt monitors (with a resolution of 2 A). 3 Embedded current instruments for IRFs will be the subject of another publication.
It is obvious that the relation of the used clock frequency in the system and the value of the resistive fault are of crucial importance. Hence, it is no surprise that in the case of the largest resistance, the biggest problems would be anticipated. Also, the other two inputs (X and Y ) of the full adder have been evaluated, but the one shown previously (C in) shows the largest impact on outputs and dynamic current. As another experiment, also an IRF has been inserted in the Vdd line; the generated IRF at Vdd is identical to Fig. 3 It can be concluded from the above simulation results that the impact of an IRF on Vdd (as well as with respect to Ground) is quite large. From these results, it becomes clear that analogue data is the best way of monitoring IRFs in digital circuits, due to avoiding the logic masking of IRFs.
Detection and Data Logging of IRFs
To tackle IRFs, there are two main problems to deal with in a practical situation. [14] [15] [16] The¯rst is the moment of occurrence, which can be any time in the future; major issue is that in worst cases it occurs rarely, and hence a very long test time is required or an online test solution has to be found. This will be discussed in detail in Sec. 5.
The second problem is that the duration of the occurrence can be very short, and often comes in bursts. This requires detection of very short events, and in terms of a pure digital approach, often very high sample rates or accurate small-delay control.
As previously discussed, the issue of NFF is a major source of maintenance costs, especially in avionics. The only provided information is that the digital system has failed in operation, while during testing in the laboratory the system behaves correctly. This fact suggests more likely that the conditions in the laboratory are not identical at the time the fault occurred. Often, the exact power-supply and environmental conditions (temperature, vibration) 4 are unknown. Providing this data to the test laboratory would dramatically increase the probability of failure detection during the testing.
In the following, these crucial issues i.e., detection of short-duration pulse and data logging will be dealt with in more detail.
Detection of bursts of long-duration resistive pulses
Whether or not an IRF manifests itself as logic fault, or is masked, depends on a number of factors. Let us assume rising-edge clocks which are used for sampling in the (state-storing)°ip-°ops. Important factors are the clock frequency being used in the circuit, and the momentary resistive R value of the IRF pulse(s). If the clock frequency is much faster than the pulse, and the RC (rise & fall) time of the IRF is much larger than the clock, logic faults are likely to appear. These long-duration resistive faults may cause late transition on the output and are more likely to be detected. A number of circuits have been suggested in the past to handle related tasks, like late-transition detection. 17 Bursts with extremely small inactive times and long-duration active times (as compared to the clock duration) will behave similarly as having a single long active time. Sometimes these IRFs are referred to as semi-IRFs.
Detection of bursts of short-duration resistive pulses
If the resistive pulses are much smaller than the clock, the situation is more di±cult. Depending on the location in time of an IRF pulse/burst (four cases), no logic faults will occur. Only in the case of the existence of a pulse during the rising clock edge, there could be a very small chance that a logic fault would occur. Likewise, in the case the duration is smaller than the clock, the RC time will not a®ect the circuit. Therefore, it is not possible to detect such an IRF via a logic fault in practice. This makes the IRF detection quite di±cult.
The simulation results in Sec. 3 show that using analogue data is the best way of monitoring IRFs in digital circuits. The reason is that short-duration resistive pulses slightly increase transition time of the output signal that is, in practice, not detectable by existing late-transition detection sensors. However, they noticeably increase the switching current of circuit which is detectable by existing current sensors. 3 By using these current sensors, undetectable short-duration resistive pulses can be converted to detectable short-duration voltage pulses. We have investigated the possibilities of detecting short-duration voltage pulses using synchronous and asynchronous methods.
In the synchronous method, one possibility is to use a number of°ip-°ops receiving the same input in parallel, but with di®erent clock delays. The°ip-°op outputs are all connected to a multi-input OR gate, basically detecting any output di®erences. The desired delay is constructed by using inverters.
The circuit in Fig. 6 has been simulated in Cadence Virtuoso with the Nangate 45 nm technology library. In the case the clock frequency is 3 GHz, this circuit can detect all pulses larger than 120 ps. The results are shown in Fig. 7 . The input signal (A) shows some IRF-derived pulses, shorter than the clock period. The output voltage (Out) shows that all the pulses are being detected. Experiments have shown that the minimum duration of the pulses is important and the position of the pulses does not in°uence the result.
Another possible method to detect short-duration voltage pulses is to use an asynchronous counter ( Fig. 8(a) ). In this method, the counter is made of several cascaded°ip-°ops. Each°ip-°op receives its clock from the previous°ip-°op's output, except the¯rst°ip-°op in which case its clock is connected to a data line (e.g., a current sensor output). The counter increments by one each time a lowto-high transition occurs on its input line. Basically, an asynchronous counter can capture any pulses with duration larger than the propagation delay of a°ip-°op. Fig. 8(b) depicts, how this method can detect IRFs. A D-type°ip-°op from the Nangate 45 nm technology library was used with the propagation time about 50 ps. As it can be seen, there are 16 short pulses in the range [50 ps, 70 ps] in line A. All short pulses are captured by the proposed circuit. This circuit is also able to detect IRFs by detecting a burst of short pulses. From the above, it can be concluded that both synchronous as well as asynchronous methods can be used to detect short-duration pulses induced by IRFs. In comparison with the synchronous method, the asynchronous method can detect pulses with shorter duration. It is also simpler and requires less hardware for implementation. However, to detect a burst occurrence, the asynchronous method considers only the number of transitions and not the burst duration, whereas the synchronous method is more accurate because it can take into account the number of transitions in a burst as well as its duration.
The burst length obtained from synchronous or asynchronous method can be used by data logger to distinguish between transient and intermittent faults.
Data logging, time stamps and environmental conditions
In this case an IRF is being detected by a transition detection circuit (TDC, Fig. 9 ), a°a g is raised to enable the measurement of the most local temperature, e.g., via a diode-based or our ring-oscillator embedded instrument 18 determined, e.g., also via our multi-purpose ring oscillator. 18 Several high risk regions, e.g., many serial vias or TSVs, can be determined by inductive fault analysis (IFA) techniques. 19 Any vibration could be monitored via existing MEMS-based sensors, 20 not necessarily locally integrated on-chip or even on top of the chip but, for example, located on the SoC-housing PCB. An internal clock in the SoC provides a timestamp of the IRF event. All this data can be loaded in an on-chip nonvolatile memory, but also an external memory could be used. The global setup of the scheme is shown in Fig. 9 . This data can be employed later on by a maintenance engineer for IRF debugging purposes; actually the same infrastructure can be used to make sure by measurement that the same conditions were present at the moment the IRFs appeared. It is obvious that this suggested infrastructure only makes (economically) sense in highly dependable systems, like avionics. In this case, it could greatly reduce the debug time of NFFs and hence (excessive repair) costs.
Enhancing the Probability of Evoking IRFs
As discussed before, the¯rst problem in IRFs is the moment of occurrence, which can be any time in the future; major issue is that in worst cases it occurs rarely, and hence a very long test time is required or an online test solution has to be found. In this section, a potential approach is presented.
Increasing the probability of evoking IRFs in general
Probably the most di±cult part with regard to IRFs is to be able to evoke the event within a reasonable (test) time scale. It is stressed that one has to think rather in Fig. 9 . Possible setup for a (partly on-chip) data-logging system to enable greatly improved debugging facilities for NFFs in the test lab. terms of stochastic than deterministic occurrence of IRFs. It has been shown that IRFs caused by bad interconnections (lines, vias, TSVs) are sensitive to low and high temperatures, as well as vibration. Actually, the large IFDIS system of Universal Synaptics 4 uses both. Temperatures between À70 C and 170 C are used, and vibrations with 50 mm displacement at low frequencies (20 Hz-50 Hz) applied to evoke NFFs. It is stressed that this bulky test setup is being used for large electrical modules and the wiring and connectors in between.
Based on this, the following idea has emerged with regard to e.g., interconnections between IPs in a SoC and potential IRFs. Try to locally heat up the temperature onchip near a layout-based high-risk IRF area (using standard IFA techniques 19 ) and by removing the heat subsequently (cool down after heating). By repeating this, a kind of temperature cycling is emulated, also causing mechanical stress (low vibration frequency). Both will increase the probability that e.g., cracks in vias and TSV will deteriorate momentary.
The question remains to what extent this can be emulated on-chip. It is reminded that the structures in an SoC are extremely small, and hence not the same temperature and vibration requirements hold as in the case of IFDIS. 4 
Increasing the probability of evoking of IRFs at chip level
We have investigated the possibilities of the above using a practical industrial example. We used a 90 nm CMOS heterogeneous multi-processor SoC. It uses an LFBGA 233 package, having a thermal resistance of junction-to-ambient of 33 C/W. Assuming an ambient temperature of 21 C and a maximum power dissipation of $ 1000 mW, the junction temperature will rise to 53 C in the case of maximum power dissipation. The possible change in temperature of the package is given to be 6 C/s, meaning a cool down to ambient would take 5 s. This results in a very low mechanical vibration frequency of 0.2 Hz. Compared to the large IFDIS system 4, the maximum temperature change is only 30%, while the mechanical vibration frequency is a factor 10 lower. Using the thermal expansion parameter of silicon to be 2:6 Â 10 À6 C À1 and a TSV of 1 m deep with a crack, around 0:1 Â 10 À3 m change in length would result. How this would a®ect the actual resistance of a crack/void has to be shown empirically. However, the above calculation is based on the global temperature changes of the whole chip. Locally on-chip, the temperatures can be monumentally much higher very near the source of power consumption, as is the mechanical vibration frequency resulting from rapid temperature changes; temperature variations have shown to follow 10 kHz changes at a few m distances. 21 Our research in this area is still ongoing. An interesting paper 22 relates to a somewhat similar issue, basically trying to emulate a burn-in infrastructure on-chip.
Emulation-Based IRF Injection Generator Implemented in Hardware
In Sec. 3, a simulation-based intermittent fault injection has been used to evaluate IRF e®ect on digital systems. However, simulation-based fault injection is timeconsuming, particularly in the case of IRFs. Emulation-based fault injection 23 is an alternative solution for accelerating fault injection. This technique also allows studying the behavior of a circuit in real time, and also large (PCB-based) systems can be validated in real-time. 24 An automated hardware/software platform for emulation-based IRF injection has been developed. The proposed emulation-based platform is composed of a host computer, an FPGA and a home-made PCB board which is shown in Fig. 10 . The host computer executes a MATLAB script which was generates a burst of random resistance values based on the model which was described in Sec. 2. The generated burst sequence can be transferred to the FPGA board by a serial communication link. The FPGA is responsible to synchronize and generate the control signals for the on-board programmable switches and potentiometers on the PCB board. The desired resistance range is provided by a combination of fast digital potentiometers and¯xed range resistors. An example of a generated IRF by our generator is shown in Fig. 11 .
There are two waveforms in this¯gure; one is a resistance sequence measured from the PCB board and the other is the expected sequence generated by the script. As it can be seen, the measured resistance sequence approximately follows the expected sequence with an inevitable error because of the parasitic capacitances of the existing switches and potentiometers. In future work, the proposed IRF generator will be used to evaluate the in°uence of IRFs on analogue and digital systems in real time.
Conclusions
In this paper, the e®ects of a special category of NFF, being single IRFs have been discussed. IRFs result from interconnection°aws which are random in time, but not in location(s). They are extremely di±cult to detect and diagnose and are hence very costly. Future processing nodes are likely to encounter NFFs much more than nowadays. A simulation fault-injection model for IRFs has been developed, based on measurement experiences. The parameters in this simulation fault-injection model can be extended and changed at will. A simple digital example has been investigated; at several locations (inputs and power lines), this type of fault was introduced and its outputs and currents investigated. Especially, IRFs in the power line have a significant in°uence on logic and analog Iddt currents. Detection of IRF-related pulses has been discussed and a possible solution for the di±cult case of very short pulses provided and validated. Monitoring output voltages and power-supply currents, together with power-supply and temperature/vibration data can log potential anomalies accompanied by a timestamp and subsequently stored in a log memory to support debug later on. In terms of scalability of the approach, a (top) ranking of the probabilities of IRF locations is suggested via existing IFA techniques. In addition, an innovative approach to emulate on-chip elevated temperature and even mechanical stress (vibration) could help to enhance the probability of IRF evoking. Finally, a hardware implementation of a fully programmable IRF generator has been designed and measured, which can help to detect weak spots in digital as well as analogue integrated circuits with respect to this important category of faults.
