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Abstract: An algorithm is presented for the general solution of a set of linear equations Ax = b. The method Lvorks 
exceptionally well for the solution of large sparse systems of linear equations, the co-efficient matrix A of which need 
not be symmetric but should have workable splits. The method can be applied to problems which arise in 
convection-diffusion, flow of fluids and oil reservoir modeling. The difference of the upper secondary diagonals (super 
diagonals) and the lower secondary diagonals (sub diagonals) of the matrix A leads to a decomposition of A into a 
difference of a symmetric matrix, having the same lower structure as that of A. and a strictly upper triangular matrix. 
The symmetric matrix is made diagonally dominant and the system is solved iteratively. 
1 Introduction 
In order to solve the following sparse system 
Ax=b (1.1) 
where A is n x n matrix and b is a n X 1 column matrix, five well known basic iterative methods 
can be considered (i) The RF Method (ii) The Jacobi Method (iii) The Gauss-Seidel Method (iv) 
The Successive Over-Relaxation (SOR) method (v) The Symmetric Successive Over-Relaxation 
(SSOR) Method. The developments presented by Lanczos [12], Golub and Varga [7], Hestenes 
and Stiefel [lo] are also of particular interest. 
Though in some cases the Jacobi, Gauss-Seidel, SOR, SSOR methods are defined relative to 
the fixed partitioning imposed on the co-efficient matrix A, methods are known to converge if 
the following conditions are satisfied 
(1) The co-efficient matrix A is symmetric and positive definite. 
(2) The diagonal elements of A are non-zero. 
An iterative solution method for the linear system of which the co-efficient matrix is a 
symmetric M-matrix is proposed by Meijerink and Van der Vorst [14]. As pointed out by 
Kershaw [ll] on a typical hard problem Meijerink and Van der Vorst method [14] is about 8000 
times faster than the point Gauss-Seidel method, 200 times faster than the alternating direction 
implicit method and 30 times faster than the block successive overrelaxation method with 
optimum relaxation factor. However, the algorithm is not so effective if the co-efficient matrix is 
not symmetric and positive definite. Some authors tackle the unsymmetric case by forming 
AATx = ATb but this approach leads to ill conditioning and increases the condition number. 
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We encounter problems in which A is not necessarily positive definite nor even symmetric. 
For the solution of this class of problems we have Fletcher’s [5] ‘ bi-CG algorithm’. Fletcher’s [S] 
method is based on the Lanczos method which resembles the two-term form of the conjugate 
gradient method. Wong [17] has also done some work, which is very effective for the problems he 
considers, using his ‘row-sums agreement factorization’. In fact very few methods for tackling 
such class of problems are presently available in the literature. The Manteuffel [13] adaptive 
procedure is also worth mentioning. Duff [4] has pointed out that for the more general case of 
unsymmetric linear systems there are no highly refined and efficient techniques. The method 
which is presented in this paper is very similar to Widlund’s [16] method which has been given 
recently. Widlund’s [16] method is closely related to the work by Concus and Golub [3]. They 
derive the algorithm using the Krylov sequence 
Y(O) KV’O’, . . . ( Ck- ‘+P, . . . . 
It is a Lanczos, conjugate gradient-like method for the solution of the equation Ax = b. The 
co-efficient matrix is broken in to a difference 
A=P-Q 
where P is the symmetric part of A and Q is the skew-symmetric part of A. Thus 
P=&4 +/IT) and Q = $(A -AT) 
where A* is the transpose of A. The Cholesky factors of the symmetric part are computed to save 
storage and arithmetic operations. Young and Jea [18,19] have studied the acceleration of 
Widlund’s [16] method. At present this method is the best available method for the nonsym- 
metrizable cases. The method works only if the coefficient matrix A is positive real. 
Our algorithm, the generalized Widlund’s method or the GW method, splits the unsymmetric 
matrix A in such a way that the symmetric part becomes diagonally dominant which can be 
decomposed into the Incomplete Cholesky factors [ll] or the Cholesky factors. The other matrix 
in the splitting becomes a triangular matrix. The method converges in the case when the 
coefficient matrix is nearly symmetric, for simplicity we call it e-semisymmetric (see Definition 
3.3). The method is guaranteed to converge if the coefficient matrix contains workable splits 
(Definition 3.2). The method presented in this paper has a universal scope of application. The 
only restriction is that A should have workable splits. 
In Section 2 we present notation and terminology. In Section 3 we describe our algorithm. The 
Section 4 contains the proof of convergence of the algorithm and in Section 5 the performance of 
the algorithm is explained with the help of examples and comparisons with standard methods. 
2. Notation and terminology 
Let (n) denote the set of positive integers. Let R”,” denote the set of all n x n real matrices 
A = [u~,~], for all i, j E (n). Let R”,*” c R”*” denote the set of real symmetric matrices. Let 
RI*” c R”*” denote the set of nonsymmetric matrices. Let R, n*n c R”-” denote the set of real lower 
trtangular matrices. Let R”,*” c R”.” denote the set of real upper triangular matrices, Let R” 
denote the real n-dimensional vector space of all real vectors r = [ri, r2, r,, . . . , r,]‘, where ri E R 
for all i E (~2). Similarly C”*“, C$n, Cl*‘, CrVn, C,“.“, C”, c are defined for complex matrices, 
vector spaces and vectors. 
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3. Description of algorithm 
Let the coefficient matrix of system (1.1) be such that A = [a,.,] E R:*", for all i. j E (n) is a 
nonsymmetric sparse matrix. Let A = L, + DA + 0" be the sphtting of A into strictly lower, 
diagonal, and strictly upper triangular matrices. Define S = L, + DA + Ll and H = Ll - U,. For 
certain diagonal matrices A E R",." consider the splitting 
A=(S+A)-(H+A) (3.1) 
where for all i, j E (n), the matrices 
S = [sij] E R",*", H= [hi,,] E R",," 
are such that 
s,,i = ai,i 9 s;,~ = ai,j if i > j, si,j = sj,i if i <j, 
hi,j=O if i>,j, hi,j = ai,j - ajVi if i <j. 
It can be easily arranged that, for a suitable A, (S + A) is symmetric and positive definite. Also 
(H + A) becomes an upper triangular matrix. 
As (S + A) is positive definite, it can be decomposed into the Incomplete Cholesky factors or 
the Cholesky factors i.e. (S + A) = LL*; L E R;*" and L* E R",,". We have the iterative system 
LL*x(~)=~+(H+A)x(~-~), KE(~). 
where x(O) is arbitrary. Substituting the values of x(~-‘) in turn we obtain, 
(LL*)-'(H+A)) + ((LL*)-*(H+A)]*+ ((LL~)-'(H+A))'+ ... 
+ ((LLT)-'(H+A))(K-1)](LLT)-16+ ((LL*)-'(H+A))~x(~). 
If G=(LL*)-'(H+A) then, 
xK= I+G+G2+G3+ --- +GK-l](LLT)-lb+GLx(o), [ 
K-l 
xcK)= c ( G}P (LL*)-'b+ G"x"'. 
[ 1 p=o 
We will need the following definitions and theorems in the discussion. 
(3.2) 
(3.3) 
Definition 3.1 (Young [20, p. 241). A matrix A is positive real if (u, Au) > 0 for all real u # 0. 
Theorem 3.1 (Young [20, p. 241). A matrix A is positive real if and only if A + AT is real and 
positive definite. 
Theorem 3.2 [Young [20, p. 24)). If A is a positive definite matrix, then for any nonsingular matrix 
L the matrix M given by 
M=LALH 
is positive definite. 
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Theorem 3.3 (Young [20, p. 801). S(G) < 1 if and onfy if there exists a positire definite matrix P 
such that the matrix M gioen by 
M=P-GPGH 
is positive definite. If G is real, then P can be taken to be real. 
Definition 3.2. A nonsymmetric matrix A E R:.” of system (l.l), having the GW splitting 
A = (S + A) - (H + A), is said to contain a pair of workable splits ((S + A). (H + A)) if, for an 
arbitrary nonnegative diagonal matrix A, A( H -t A)T is positive real. 
Such matrices arise in the solution of the linear systems resulting from the discretization of 
elliptic boundary value problems where the first order partial derivative terms have different 
signs. In general it is sufficient for matrices to have a pair of workable splits if for an arbitrary 
nonnegative diagonal matrix A the modulus of the inner product of (H + A) is less than the 
inner product of (S + A). In some cases the splitting 
A = (DA + u, + UAr) - (c/AT - LA), (s+A)=(D,+A+u,+u~) 
and 
(H+A)=(A+U,T-LJ 
makes A( H + A)T positive real. 
Definition 3.3. A matrix A = [a,,j] E R”*” is called an e-semisymmetric if for a small positive 
number E, 1 aj,j -a,,,1 <E, for all i#tj; i, jE(n). 
4. Convergence 
In this section we discuss the convergence of our method given by 
~(“+i)=Gx(“~+k, n=O, 1,2,3 ,... . (4.1) 
where the iteration matrix G E R”*” is given by 
G=(S+A)-‘(H+A) (4.2) 
and 
k= @+A)-‘b. (4.3) 
Let 5 = A-lb. Following (cf. [9]) the method (4.1) will converge if for any X(O) the sequence x(‘), 
#), x(3) ,*.. defined by (4.1) converges to _?. A necessary and sufficient condition for an iterative 
method to converge is that the spectral radius S(G) of the iteration matrix G is less than unity. 
Therefore, the method (4.1) converges when S(G) < 1. 
Lemma 4.1. Given A = (S + A) - (H + A), the GW splitting of a nonsymmetric matrix A contain- 
ing workable splits, the matrix 
N=A(H+A)T+(H+A)AT 
is positive definite. 
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Proof. A direct result of Theorem 3.1. 0 
Theorem 4.1. If the coefficient matrix A = [a,.j] E R:.“, of the system (1 .l) is r-semisymmetric and 
can be represented by A = S - CP where c -C A,/( n - 1) and A, is the smallest eigenvalue of S. a 
matrix defined in Section 3, for P = [pi.,] E R”,.“, 1 p,., 1 < 1, the method (4.1) with the iteration 
matrix G given by (4.2) converges. 
Proof. A = [a,.j] E Rz”’ is <-semisymmetric therefore aj, = ai,j + c for all i, j E (n). If S E R”,.“, 
then from (3.1) A = (S + A) - (EP + A) = S - cP and the iteration matrix G is given by 
G=S-‘(eP)=<[S-lP]. 
Consider 
(4.4) 
Now 
also 
[I S-’ [I 2 = spectral norm of S-’ < l/X,, 
II p II 2 G { II p II 00 IIp II 1 Y2 G b - 1L 
therefore (4.4) implies 
or 
11 dr’P II 2 < 1. 
Now Gk = E~[S-‘P]~ and, for large k, II Gk II ---* 0. Hence the result. 0 
Theorem 4.2. Given A = (S + A) - (H + A), the GW splitting of a nonsymmetric matrix A 
containing workable splits, the G W method converges. 
Proof. The iteration matrix for the GW splitting A = (S + A) - (H + A) is given by 
G= @+A)-‘(H+d). 
Consider 
K= P - GPGT =P-(S+A)-‘(H+A)P(H+A)T(S+A)-l 
=(S+A)-‘[(S+A)P(S+A)~-(H+A)P(H+A)~](s+A)? 
Let P be an identity matrix. Now 
K=(s+A)-‘[(s+A)(s+A)‘-(H+A)(H+A)~]((s+AJ-’jT. 
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Table 4.1 
Approximate number of multiplication operations needed for one iteration in the solution of Ax = 15. (A is an N x N 
matrix) 
Method No. of Operations 
SOR 
Gauss-Seidel 
Jacobi 
OAHM 
6N 
5N 
SN 
IN 
But (S+A)=A +(H+A), 
K= (S+A)-‘[(A + (H+A))(A~+ (H+A)~) - (H+A)(H+A)‘]((S+A)-l)T 
=(s+~)-'[AA~+A(H+~)~+(H+~)A~+(H+A)(H+A)~ 
= (S-A)-‘[AAT+A(H+A)~+ (H+A)A~]((S+A)-~)~. 
As AA is SPD, (AAT)l/* exists. Therefore, 
K=(S+A)-1(AAT)*‘2[I+(AAT)-1’2(/d(H+A)T 
+ (HfA)AT)((AAT)-1’2)T](~~T)*‘2((S+A)-1)T 
=[(S+A)-1(AAT)1’2][I+(AAT)-1’2(A(H+A)T 
+ (H+A)AT)((hIT)-“2)T][(S+A)-1(AAT)1’2]T. 
Using Lemma 4.1 and Theorem 3.2 it can be proved that K is positive definite and Theorem 3.3 
proves the statement. q 
At the end of this section (see Table 4.1) we give the approximate number of multiplication 
operations needed for the solution of (1.1) by the different iterative methods [14]. N denotes the 
order of the coefficient matrix A. The initial work, such as the work necessary for the estimation 
of the iteration-parameter for the SOR method and the work for the decomposition of the GW 
method into the Incomplete Cholesky factorization has been neglected. This work will in general 
be small compared to the computational work needed to carry the actual iterations. Accurate 
determination of the SOR parameter may be difficult in some circumstances. 
5. Numerical examples 
Several numerical examples were run to test the efficiency of the proposed algorithm and a 
small portion of this large testing is presented in this section. All computations were performed 
in double precision on the CRAY-1s computer at ULCC London. The results have been 
compared with the standard methods. The parameter for the SOR method is taken to be 1.20 in 
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cases for which the optimum parameter is not available or if the relation between the eigenvalues 
of the Jacobi matrix and the eigenvalues of the SOR matrix does not exist. The comparison is 
also made with the extrapolated iteration scheme, recently proposed by Albrecht and Klein [l], 
in the example given in the subsection 5.2. Over all impression is that the GW method may be 
useful if the SOR or ESOR diverges. The example in the subsection 5.1 is used to explain the 
GW algorithm. In most of the examples we considered the elliptic equation 
au,, + cuyy + du, + eu,, + fu = g( x, y) 
in the rectangular region R: 0 6 x < a, 0 < y < p, having Dirichlet bou 
suppose, for definiteness, that a > 0, c > 0 and f< 0 and all are bounded i 
its boundary B. Upon employing the second-order central differences 
difference approximation for the above equation becomes 
&vi+i.j + PzU.- i,j + P,Ll..j+ 1 + PdU.,j- 1 - P&,j = h2gij 
(5.1) 
ndary conditions. We 
n the region R and on 
procedures, the finite 
where the pi are functions of xi = ih, vj = jh, given by & = 2( Uij + Cij - fh%j), Pi = aij + $hdij, 
p2 = aij - $hd,,, & = cij + iheij, & = ci, - iheij. The notation aij refers to a( ih, jh), evaluated 
at the point where the computational molecule is centered. 
Example 5.1 (Ames [2, pp. 1021). As an example of the formulation, consider the equation 
b + lb,, + (Y2 + lb, - 
in the region 0 < x < 1,0 <y < 1 with 
U(X, 1) = 1. with h = i and using the 
3 4 
a 1 2 
U=l 
the boundary values ~(0, v) =y, ~(1, v) =y2, u(x, 0) = 0, 
following ‘natural’ mesh point labelling: 
we have four interior points. The coefficient matrix of the resulting system of linear equations is 
[ 
5.0 - 1.111 - 1.333 0.0 
- - 
A= 1.444 5.667 0.0 1.333 - 667 0 0 5 667 -1.111 * 
0.0 - 1.667 -1.444 6.333 
I 
The matrices S, H and the iteration matrix G of the GW method are given by 
- 1.667 0.0 
- 
s= 
- 1.667 
5.667 0.0 1.667 I 
0.0 5.667 -1.444 ’ 
-1.444 6.333 
-0.334 0.0 
0.0 - 0.334 
0.0 
0.0 
0.0 -0.333 I ’ 
0.0 0.0 
0.0 - 0.083 - 0.083 - 0.053 
G=S-‘Hz 0.0 - 0.025 - 0.025 - 0.085 
0.0 - 0.028 - 0.028 - 0.085 
0.0 - 0.013 - 0.013 -0.042 
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Table 5.1 
Eigenvalues using the natural mesh point numbering 
Jacobi Gauss-Seidel SOR GW 
0.4899950 0.2400901 (0.0685329,0.0000522) 0.0942883 
- 0.4899950 0.0000000 (0.0685329, - 0.0000522) 0.0000000 
0.0395396 0.0000000 ( - 0.0676404,0.0110243) 0.0000000 
- 0.0395396 0.0015634 ( - 0.0676404, 0.0110243) - - 0.0000867 
Table 5.2 
Eigenvalues using a red/black numbering 
Jacobi Gaus-Seidel SOR GW 
0.4899950 0.0000000 (0.0685329,0.0000522) 0.0000000 
- 0.4899950 0.0000000 (0.0685329, 0.0000522) - - 0.0187003 
0.0395396 0.2400901 ( - 0.0676404,0.0110243) 0.0000000 
- 0.0395396 0.0015634 ( - 0.0676404, 0.0110243) - 0.0000291 
We give a comparison of the iteration matrices of the Jacobi, the Gauss-Seidel, the SOR and 
the GW methods in the Table 5.1. 
Table 5.1 shows that the GW method is faster than the Jacobi, the Gauss-Seidel methods but it 
is slightly slower than the SOR method. If instead of the natural mesh point numbering a 
Red/Black ordering is used we find that the GW method, for the above problem, is four times 
faster than the SOR method. 
Table 5.2 shows that on the application of red/black ordering the GW method improves and 
is faster than the SOR method which is unaffected. In Tables 5.3 a number of similar problems 
of different order are considered and the asymptotic average rates of convergence of the different 
methods are compared with the GW method. In all the test examples we found that the GW 
method converges faster than the Jacobi method, the Gauss-Seidel method and the SOR method 
with optimum relaxation factor. 
Example 5.2 [Albrecht and Klein [l]]. Let 
1 .oo -1.49 0.00 0.00 
A= -1.49 1 .oo -5.41 0.00 
0.00 1.49 1 .oo -1.12 
0.00 0.00 -3.43 1 .oo 
Table 5.3 
Asymptotic average rate of convergence 
Order Jacobi Gauss-Seidel SOR GW 
4x4 0.7134519 1.4267202 2.6804414 3.9792157 
9x9 0.3579274 0.7158551 1.7946811 3.0593308 
16X16 0.2192175 0.4384349 1.3728495 2.6779509 
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A is tridiagonal and hence consistently ordered. The eigenvalues of the Jacobi iteration matrix 
J = I - A are P,,~ = 0.98 + 1.4Oi; P~,~ = - 0.98 f 1.4Oi. The eigenvalues of the SOR matrix in 
relation to the jacobi method are u,.* = 0.1403537 f 0.7530661; a, 4 = 2.0139853 f 10.87776311. 
In case of w = 1.2 the eigenvalues of the SOR matrix are (T,.~‘= - 1.8355695 f 3.95967501; 
03.4 = -0.0038545 f 0.00831501. In the case of under relaxation with wt, = 0.15261 the spectral 
radius of the SOR matrix is p( R,J = 0.99779. RWh has the eigenvalues X,,, = 0.7004 f 0.16541; 
X3,, = 0.9711 + 0.22931. As Re X, -C p2( Rub) the ESOR scheme converges faster than the SOR 
for properly chosen y. The best choice of y, = 0.5414 and wb = 0.0826 yields 
P( R&,)) = 0.9921. 
If we choose w = 1 we have X,.z = -0.9996 + 2.74401; X3., = 0. In this case y2 = 0.1899 yields 
P@,(Y,)) =0.8101 <P( Kh(~,)). 
This ESOR method is about 100 times faster than the SOR with optimum w = ob. The 
eigenvalues of the GW matrix are u, 23 = 0; a, = 0.0562372 which yields 
the asymptotic average rate of convergence = 2.8781765, 
which shows that the GW is very much faster than the ESOR. As there are only two off 
diagonals the difference of the work per iteration between the ESOR and the SW methods will 
not be significant (see Table 4.1). 
Example 5.3. Irregular region (Gerald [6, pp. 3641). In this example the GW method is applied to 
a system obtained by the discretization of the governing equations when the boundary of the 
region is not regular. Let us consider a semicircular plate of radius a having the base (the straight 
side) kept at a temperature of 0” while the circumference is held at co. We desire the steady-state 
temperatures. The theoretical solution is given by 
+, 0) = : f -qy2- 
n=* 2n-1 Q 
sin(2n - 1)0 
where (r, 8) are the polar co-ordinates of a point on the plate. The finite-difference method 
Fig. 5.1. 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
Fig 
-1 2 3 4 
-4 2 1 
1 -4.2247 1 
1 -5.4328 0 
1 0 -4 
1 1 - 
1 
1 
5 6 7 8 9 10 II 12 13 14 15 16 17 
1.0532 
0.12637 
2 1 
4 1 1 
I -4 1 0 1 
1 -4 1 
1 0 -4 2 
1 1 -4 1 
1 -4 1 
1 1 -4 1 
1 1.2637 -5.4328 
0 
1 
1 
0 1 
-4 2 
1 -4 1 
1 -4 1 
1 -4 1 
1.0532 - 4.2247 
1 
1 
;. 5.2. 
superimposes a gridwork on the plate. For the case a = 1, c = 100 and h = 0.2 we obtain the 
diagram shown in Fig. 5.1. 
The matrix A for the set of equations is shown in Fig. 5.2. 
Table 5.4 gives a comparison of the asymptotic average rate of convergence for different 
methods for a tolerance of lo-‘. 
Example 5.4. Frank’s problem (Westlake [15, p_ 1531). The GW method is not recommended, in 
general, for the solution of unsymmetric linear systems of equations which involve a full matrix 
S, defined in the GW algorithm, because of the high cost of finding the Cholesky factors of S. 
Let us consider the case of an unsymmetric linear system having a Frank’s matrix as the matrix 
of coefficients. Even though the matrix S is a full matrix, the solution can be found economically 
using the GW method. The reason is that the matrix S comes out to be another known matrix 
the inverse of which can be found by using the standard form given by Frank [S, p. 411. For 
example consider 
110000 
122000 
123300 
123440 
123455 
123456 
s = , 
122222 
123333 
123444 
123455 
123456 
A = 
Table 5.4 
Method Asymptotic average rate of convergence 
GW 1.5578707 
SOR(w. opt. rel. fat.) 0.9334373 
Gauss-Seidel 0.3691698 
Jacobi 0.1816239 
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Table 5.5 
No of iterations required by GW and Gauss-Seidel methods to reduce the error to IO-’ 
Order GW Gauss-Seidel Order GW Gauss-Seidel 
6X6 6 88 55X55 56 878 
9x9 9 137 68X68 69 1088 
10x10 10 153 79x79 81 1265 
15 x 15 17 234 89x89 89 1426 
20x20 22 314 100x100 100 1604 
25x25 27 395 110x110 111 1765 
37x37 38 588 125 x 125 127 2007 
and using the above mentioned Frank’s standard form 
2 -1 0 0 0 0 
-1 2 -1 0 0 0 
s-l= 0 -1 2 -1 0 0 0 -1 2 -1 - 
0 0 0 -1 2 -1 
_ 0 0 0 0 -1 l_ 
In this case the Jacobi and the SOR methods do not converge. The eigenvalues of the SOR 
matrix for wt, = 1.2 are u, 2 = 0.9781293 + 0.26232261; uj 4 = 0.7005667 + 0.21138571; a, = 
0.0002102 and a, = 0.5543978. The Gauss-Seidel method converges very very slowly. In the 
Table 5.5 we give the number of iterations taken for convergence by the Gauss-Seidel method 
and the GW method. The standard form for S-’ is not used and the Cholesky factors of S are 
found instead of incomplete Cholesky factors. 
Comparison with SOR 
Kahan and Varga [20, p. 3931 have shown that the SOR theory does not hold for the following 
unsymmetric case. 
Let the matrix of coefficients be 
l/a -1 0 
a=a 0 l/a -1 
-1 0 l/a 1 
where 0 Q (Y < 1. 
The matrix A is an M-matrix. In this case the point Jacobi matrix 0 1 0 
B=a 0 0 1 
[ 1 1 0 0 
is non-negative, irreducible and convergent. The eigenvalue of B are OL, aeZnii3, ae4ni3; hence 
p=S(B)=a 
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By direct computation the SOR matrix is 
I 
1-W 
(YU) 
0 
L, = 0 
aw(1 - w) (Y2w2 (lYU) . 1 
Young [20] has shown that the eigenvalues of L, are related to those of B by 
(X + w - 1)3 = 03$x. 
Hence, if w = 1, we have h = 0, ,3/2, -a312 and 
S( L,) = a3’2. 
S( L,) is a nonincreasing function of w as w increases from w = 0 to w = 1 [14]. Moreover, if we 
let 
P(X) = x + w - 1 - P3war. 
We have for w 2 1, 
P(-a 3”) = (w - l)(l + cP2) > 0. 
Since P(X) + - cc as h + - cc it follows that P(X) has a zero less than -a312 and hence if 
w # 1, 
S(L,) > ,3’2 = S( L,), 
which shows that S( L,) is minimized for w = 1. Thus. although the GS method is better than the 
J method, nevertheless, no improvement can be obtained in using the SOR method with w # 1 
even when the GS method is slowly convergent, as in the case when (Y is very close to unity. Thus 
the SOR theory does not hold for the case. 
On the other hand the matrix S of the GW method is given by 
1.0 --(Y 0.0 
s= -_(y 
I 
1.0 --(Y 
0.0 -a 1.0 1 
which is of standard form and its inverse can be found by the simple formula given by Burgoyne 
(see [S, p. 451). However, if this formula is not used and incomplete Cholesky factors of S are 
found a suitable value of A can make the GW method faster than the Gauss-Seidel method. Let 
us consider a case a = 0.5. Jacobi’s average rate of convergence comes out to be 0.6931472 and it 
needs 23 iterations to converge to correct solution for a tolerance lo-‘. SOR’s average rate of 
convergence comes out to be 0.7011728 and it needs 23 iterations for the above said tolerance. 
Gauss-Seidel’s average rate of convergence is 1.0397208 and it requires 16 iterations. The GW 
method takes 56 iterations with average rate of convergence equal to 0.2876821 when A = 0.0. If 
we take A = 0.1 * Cj zisi,j the rate of convergence comes out to be 1.0871256 and it takes only 15 
iterations to converge. 
Some other known examples and value of A 
A number of known problems were run on the computer. We report the results (see Table 5.6) 
of a few of them e.g. the Fiedler (see [S, p. 87]), the Todd and Greenwood [8, p. 501, the Martin 
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Table 5.6 
Rate of convergence of different methods; B = does not converge, n = Rate of convergence, u = X, +, 1 s,,, 1 
Problem 
Wilkinson 
Eberlein 
Forsythe (r = 0.0004) 
Todd and Greenwood 
Martin and Wilkinson 
Fiedler 
Method 
GW 
Jacobi 
Gauss-Seidel 
SOR 
GW 
Jacobi 
Gauss-Seidel 
SOR 
GW 
Jacobi 
Gauss-Seidel 
SOR 
GW 
Jacobi 
Gauss-Seidel 
SOR 
GW 
Jacobi 
Gauss-Seidel 
SOR 
GW 
Jacobi 
Gauss-Seidel 
SOR 
Value of A 
0.0 
0 
0 
0.0 
0.0 
0.0 
n 
9.9933967 
t9 
e 
8 
0.0750870 
e 
e 
e 
7.8240460 
e 
e 
e 
0.0000286 
e 
e 
e 
2.9578693 
0.4437786 
1.8957183 
1.2958875 
0.0369209 
e 
e 
e 
and Wilkinson [8, p. 881, the Wilkinson [15, p. 1391, the Forsythe [8, p. 1031 and the Eberlein [8, 
p. 861. Two values of A i.e. zero and Cj + j 1 si,j 1 are considered and the number of iterations 
taken by the different methods are found. In each case the parameter for the SOR is taken to be 
1.20. 
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