The main barrier to the sustained growth of wireless communications is the Shannon 
INTRODUCTION
The Shannon limit on channel capacity is already closely approached by some of today's wireless networks, leaving complex signal processing techniques room for only modest improvements in the data transmission deciding upon the splitting ratio of the jobs only once. To this end, we study static splitting rules that determine how jobs should be partitioned into fractions ( 1 , , N ), transferred over the different overlapping networks and reassembled, to minimize the expected download time of the entire job. We study this file-splitting problem in a queueing theoretical context. Modeling network performance using processor sharing (PS) based models [4, 19, 21] is applicable to a variety of communication networks, including CDMA, 1xEV-DO, WLAN, and UMTS-HSDPA. It was shown that PS models can actually model file transfers over WLANs accurately [14] , taking into account the complex dynamics of the protocol-stack, including their interactions.
In the literature on telecommunication systems, the concurrent use of multiple network resources in parallel was already described for a Public Switched Digital Network (PSDN) [7] . Here inverse multiplexing was proposed as a technique to perform the aggregation of multiple independent information channels across a network to create a single higher-rate information channel. Various approaches have appeared to exploit multiple transmission paths in parallel. Examples are using multielement antennas, as adopted by the IEEE802.11n standard [1] , splitting at the physical layer or switching datagrams at the link layer [5, 16] , and also using multiple TCP sessions in parallel to a file-server [20] . In the latter case each available network transports part of the requested data in a separate TCP session. Previous work has indicated that downloading from multiple networks concurrently may not always be beneficial [9] , but in general significant performance improvements can be realized [11, 13, 15] . Under these circumstances of using a combination of different network types, the transport layer approaches in particular have shown their applicability [15] , as they allow appropriate link layer adaptations for each TCP session. In addition, many papers have studied traffic distribution algorithms in a more theoretical framework. In Ref. [10] the authors investigate the same model as the one under consideration, but without the presence of background traffic and with the Join the Shortest Queue (JSQ) policy instead of the static splitting rules considered in the present article. In Refs. [17, 18] , the author analyzes a similar model but with FCFS queues and with probabilistic splitting. We further refer to Altman et al. [2] , who consider routing policies in a distributed versus centralized environment. In general our queueing model falls within the framework of fork-join queueing networks, see Ref. [3] for an extensive overview. In a recent article [12] , the theoretical foundation for a tail-optimal splitting rule is provided for light foreground load that is shown to work well with respect to both the tail asymptotics and the mean sojourn times.
In this article we study static job-splitting rules = ( 1 , , N ), where a job of size is split into N tasks of size i (i = 1, , N ), where the ith task is processed by PS node i, and reassembled upon completion of all the tasks. In addition, we assume the presence of background traffic at each of the nodes. The goal is to find a splitting rule * that minimizes [S 0 ], where S 0 is the total processing time of an entire foreground job, which generally depends on the file-size distributions and on the characteristics of the background traffic streams. Unfortunately, this model does not allow for an exact analysis. The complexity lies in the fact that the sojourn times of the fragments in the different PS nodes are generally correlated. Therefore, we develop a new approximation for [S 0 ], combining lightand heavy-traffic asymptotics, which then leads to an approximation for * . The approximation is validated by extensive simulations over a wide range of parameter combinations, including light-and heavy-tailed jobsize distributions, and mixtures of light-and heavy-load scenarios on foreground and background traffic. These simulations demonstrate that the differences between the approximated optimal splitting rule and the estimated optimum with respect to the expected foreground sojourn time are extremely small for a wide range of the parameter settings.
The organization of this article is as follows. In Section 2 the model is described and the notation is introduced. In Section 3 we analyze the performance of the model and use these insights to develop a new approximation method for determining the optimal split * . In Section 4 the accuracy of the approximation method is discussed in detail. Finally, in Section 5 we address a number of topics for further research.
MODEL DESCRIPTION
We consider a job-split model consisting of N parallel PS nodes, PS 1 , , PS N , operating at the same speed (see Figure 1) . Each of these PS nodes in our model corresponds to a communication network. Files are 
For stability, it is assumed that < 1. Note that if > 1 the stability condition may pose restrictions on the choice of the splitting rule . Denote by A := : < 1 , i.e., the set of combinations for which the stability conditions are met. A splitting rule is called feasible if ∈ A.
For an arbitrary foreground job, denote by S i the sojourn time of its ith task operating under the splitting rule . This is the time it takes the ith task to complete service at PS i . Denote S = (S 1 , , S N ). The sojourn time of a foreground job through the job-split model is denoted by
Our purpose is to find a splitting rule
For a non-negative random variable X with finite positive first moment, the squared coefficient of variation is denoted c 2 X . Finally, heavy-traffic limits for ↑ 1 are taken such that the total arrival rate is increased while the service-time distribution, the splitting rule and the proportions between the arrival rates 0 , 1 , , N remain fixed. Note that in this limiting regime, not all nodes tend to become unstable as ↑ 1. More precisely, node i becomes unstable for ↑ 1 only if i = , and otherwise node i remains stable as ↑ 1. Denote the set of potentially unstable queues by U := i : i = , where i and are defined in (1).
ANALYSIS
In general, the "cost function" [S 0 ] does not allow for an exact expression, and the optimization problem defined in (2) and (3) cannot be solved explicitly. The mathematical complexity is caused by the correlations between the sojourn times S 1 , , S N of the jobs at the different nodes. This dependence is caused by the fact that the (fragmented) foreground tasks arrive at the nodes simultaneously, and by the fact that their sizes 1 B, , N B are correlated. For this reason, in this section we will develop heuristic methods to approximate [S 0 ] and the optimal splitting rule * . The approximation of * is based on an interpolation between two components. The first component is based on the concept of reduced-load equivalence (RLE), and works well in light-traffic scenarios. The second component is based on heavy-load asymptotics, and complements the RLE-based approximation for heavyload scenarios.
In Section 3.1 we formulate some known results on multiclass PS models and present a number of simulation results that lead to observations that are useful for later reference. In Section 3.2 we outline the RLE-based approximation and in Section 3.3 we present the heavy-load approximation. Subsequently, in Section 3.4 both approximations for * are combined into our composed-split approximation, which interpolates between these two components. 
Preliminaries
Considering node i in isolation, it is easy to see that this node can be modelled as a two-class M/G/1-PS model, where class-1 represents the tasks originating from the foreground traffic and class-2 the background traffic. Class-1 tasks arrive according to a Poisson process with rate 0 and size i B, where B is the size of an arbitrary job. Similarly, class-2 jobs arrive according to a Poisson process with rate i and job size B. For this model, it is known that for given B = , the conditional expected sojourn time of a foreground task of size i at node i is given by:
, and hence, (2) and (3)), which is defined as the maximum of the (correlated) per task sojourn times is not known.
Prior to developing the approximations for the optimal splitting rule * , we perform numerical experiments based on simulations to gain insight in the optimization problem. This will lead to a number of important observations that will turn out to be useful for later reference. As an illustrative example, for the case N = 2 and
(1) = 1, Figure 2 shows the behavior of [S 0 ] for the traffic splitting rule = ( , 1 − ) ∈ A as a function of (0 < < 1), for different background and foreground load scenarios. To highlight the impact of the service-time distributions, results are shown for the extreme cases of deterministic service times (with c Figure 2 illustrates the behavioral differences between the various systems. In the absence of background traffic, the curves exhibit wedgeshaped behavior around their optimum, both for light ( 0 = 0 1) and moderate ( 0 = 0 9) foreground load. For non-zero but mild background load and light foreground load, the curve is nearly constant around its optimum. This is not the case if the background load becomes highly asymmetric ( 1 = 0, 2 = 0 9) in the presence of light foreground load; the system is not stable for all values of and exhibits a sharp increase in the mean sojourn time for slightly underestimated values of (below 0.95) and is rather forgiving to overestimations where it coincides with the system without background load. Considering the outcomes depicted in Figure 2 , it is clear that heavy foreground traffic yields a bended curve, showing that the cost function is highly sensitive to the choice . The most interesting observation from Figure 2 is that both the cost function [S 0 ] and optimal splitting ratio * are nearly insensitive to the jobsize distribution. This observation is quite remarkable: Although it is wellknown that the per-node mean sojourn times are (fully) insensitive to the distribution of the job sizes (see Eq. (4)), no general results are known for the expected value of the maximum of the per-task sojourn times, which in general are mutually dependent.
The question arises as to what the impact of the job-size distribution is on the correlations between the per-node sojourn times of the foreground tasks of sizes 1 B, , N B. Recall that the correlations between the sojourn times are caused by the foreground traffic, because (a) the foreground traffic stream generates simultaneous arrivals of tasks at each of the nodes, and (b) the job sizes of the per-node tasks 1 B, , N B are stochastically dependent. Intuitively, one may expect that the higher the foreground load, the stronger the correlations.
To validate this, we have performed simulation experiments for a twonode model, with
(1) = 1 and split rule = (1/2, 1/2), where 0 , 1 , and 2 are parameterized as follows 1 = 1 − 2 0 /3, 2 = 1/2 − 0 /3, and where 0 is varied between 0 and 3/2. In this way, 0 is varied over the interval [1/10, 3/2] such that the total load = 0 + 1 + 2 is kept fixed at value = 3/2, while the ratios between 1 and 2 are fixed to 1 = 2 2 . For each foreground job, we have calculated the statistical correlation between the two per-node tasks (both of size /2), and the mean sojourn times of the foreground jobs. Simulations have been run for 10 11 jobs, which led to extremely narrow confidence intervals (not shown here). This observation is rather intriguing. First, we observe an obvious dependence of the correlation between the per-task sojourn times with respect to the job-size distribution, where higher variability seems to imply a stronger correlation. This observation can be intuitively explained by the fact that the per-task sojourn times are positively correlated, while this correlation becomes most predominant for large job sizes, thus for outliers in the job size B. Hence, the higher the variability in the distribution of B, the more outliers in B and hence, the stronger the correlation. Second, the results show that the differences in correlations over the different servicetime distributions do not manifest themselves in significant differences in 
Reduced Load Approximation (RLA)
The Reduced Load Approximation (RLA) splits jobs into tasks according to the split rule (cf. Ref. [12] ): * RLA,i :=
This simple splitting rule * RLA = ( * RLA,1 , , * RLA,N ) cuts the foreground jobs into tasks proportional to 1 − i , i.e., the average amount of capacity not used by the background traffic at node i. Note that the RLA is insensitive to the job-size distribution (except of course for its mean (1) ), which is in line with Observation 1 in Section 3.1. In addition to its attractive simplicity, the RLA (5) is asymptotically tail optimal for the case of regularly varying service-time distributions (see Ref. [12] for details). Extensive numerical experimentation in Ref. [12] (and Table 1 in Section 4 below) reveals that the RLA leads to highly accurate approximations of * if either 0 ≈ 0 or if the nodes are fairly equally loaded, but that it may become inaccurate when one or more nodes are heavily loaded while others are not (see for example the right upper corner in Table 1 below). This raises the need for a refinement of the RLA to improve its accuracy for asymmetric background-load scenarios, which is the main goal of the present article. To this end, in the next section we use and combine known heavy-traffic asymptotics for multi-class PS models and Observation 1 to derive approximations for E [S 0 ], and hence for the optimal splitting of jobs * , under heavy-traffic assumptions.
Heavy Traffic Approximation (HTA)
In this section we will use heavy-traffic (HT) asymptotics for multi-class PS models to develop an approximation for [S 0 ], and hence of * , that meets these asymptotic HT-properties. To formulate these HT properties, recall that node i considered in isolation can be modeled as a two-class M/G/1 PS model, where class-1 jobs (representing background jobs at node i) arrive according to a Poisson process with rate 0 and service times i B, and where class-2 jobs (representing foreground jobs) arrive according to a Poisson process with rate i and service times B. Let S i ( ) denote the sojourn time of an arbitrary job of size at node i (regardless of its class). Zwart and Boxma [22] show that for > 0, i ∈ U , ∈ A, where ( ) is an exponentially distributed random variable with mean . Moreover, in Ref. [22] it is shown also that moment-wise convergence holds:
To this end, it is important to observe that the conditional results in (6) and (7) were proven for the classical single-class M/G/1 PS node, but are also directly applicable to multi-class M/G/1 PS nodes. Then, removing the conditioning with respect to the distribution of the size of the foreground tasks at node i in Eq. (6) leads to the following result for S i , the unconditional sojourn time for a job at node i:
where ( i ) is exponentially distributed with mean i , B is the job size, and where the random variables ( i ) and B are independent. Moreover, the kth moment of the unconditioned sojourn time of an arbitrary foreground job at node i has the following limiting HT-behavior:
We are now ready to use the HT-asymptotics (6) to (9) to develop a simple approximation for [S 0 ] that works well under HT-circumstances, i.e., where ↑ 1. In the absence of an exact analysis, we will construct a simple approximation for the joint probability distribution of
where S HTA,i ( i ) is the sojourn time of the ith fragment of an arbitrary foreground job of size (note that this fragment itself is of size i ). To this end, note that (6) implies the following limiting behavior for the marginal distributions of the conditional sojourn times S HTA,i ( 1 ):
Note that (11) is only valid for i ∈ U , because if i U then node i will not become unstable so that (1 − )S HTA,i ( i ) → 0 (a.s.), when ↑ 1 (see also Remark 3.2).
Next, we develop an approximation for [S 0 ] which satisfies the known heavy-traffic properties of the marginal per-task sojourn-time distributions formulated in (10) and (11) . Regarding the correlations, recall from Observation 1 (formulated in Section 3) that [S 0 ] at best weakly depends on the correlations between the per-task sojourn times. Therefore, although the per-task conditional sojourn times S HTA,1 ( 1 ), , S HTA,N ( N ) are clearly not independent, we assume that they are. Based on this assumption, we approximate the distribution of S HTA ( ) (defined in Eq. (10)) by assuming that S HTA,1 ( 1 ), , S HTA,N ( N ) (a) are exponentially distributed with mean i /(1 − i ), so that the marginal distributions satisfy the known HT behavior in (11) for i ∈ U (see also Remark 3.2), and (b) are mutually independent: For t 1 , , t N > 0, ∈ A, > 0,
We will now use the approximation in (12) , which covers the known HTlimiting behavior from (6)- (7), to derive a simple approximation for E [S 0 ] that works well when ↑ 1. To this end, for > 0, ∈ A, define
Then using Eq. (12), the distribution of S HTA,0 ( ) can be approximated as the distribution of the maximum of N independent exponentially distributed random variables with known parameters (given in Eq. (12) 
Note that it is readily verified that the so-obtained approximation of [S HTA,0 ( )] is linear in , so that the unconditioned cost function [S HTA,0 ] can be directly obtained by replacing by (1) in (14) . In this way, the cost function [S HTA,0 ] can be approximated by using Eqs. (12) to (14) and Eq. (21) , which leads to the following approximation for [S HTA,0 ]: 
Note that the approximate expression for [S HTA,0 ] in Eq. (15) is explicit, and hence, the computation time is negligible. Notice also that the righthand side of Eq. (15) 
The optimal split * HTA can then be approximated by evaluating Eq. (15) over all ∈ A, or by some non-linear optimization method. In practice, this causes no problem as N is not too large. Note that in the context of concurrent access for wireless networks, which was the main motivation for this study, N is indeed small, say 2 or 3. We refer to Remark 4.2 for a brief discussion on the complexity of the optimization.
Composed Split Approximation (CSA)
Now we combine both approaches in the following to obtain the composed-split approximation (CSA), 
and where * RLA,i is given in Eq. (5), and where * HTA,i can be obtained from Eqs. (15) to (17) . The interpolation factor i is taken such that i is independent of (and of i, see also Remark 3.3), while for light-traffic scenarios the RLA is dominant and for heavy-load scenarios the HTA is dominant. We refer Remark 3.3 below for a discussion on the choice of the interpolation factor. Remark 3.1. A complicating factor of the model is the complex correlation structure between the sojourn times of the individual tasks after a job has been split. In this context, we observe that the reduced load approximation (RLA) can be thought of as implying that there is "perfect" correlation in the sojourn times of the different tasks, and thus gives a lower bound on the mean sojourn times. To this end, note that under "perfect correlation," for all i, j = 1, , N , ∈ A and > 0,
Using Eq. (4), this set of equations (19) is readily seen to lead to the RLA defined in Eq. (5). In this way, the RLA can be seen as optimizing a lower bound for [S 0 ].
On the contrary, the HTA can be viewed as optimizing an upper bound for [S 0 ]. To this end, note that the simulation results shown in Figure 3 suggest that for fixed ∈ A the per-task sojourn times are positively correlated. Loosely speaking, the maximum of positively correlated random variables is stochastically dominated by the maximum of independent random variables with identical marginal distributions. Hence, such a dominance also holds for the expected values, so that the HTA defined in Eq. (15) gives an upper bound for [S 0 ], defined in Eq. (3). In that sense, the HTA is optimizing an upper bound.
Remark 3.2.
Recall that the HT behavior in (11) holds if and only if i ∈ U , i.e., for those nodes i for which i = , defined in (1). For i ∈ U , Eq. (11) shows that the conditional sojourn time for node i converges (both in distribution and moment-wise) to an exponential distribution with known mean. In contrast, the nodes i U do not become unstable for ↑ 1. However, note that in the HTA in (15) the marginal conditional sojourn-time distributions are approximated by (independent) exponential distributions for all i = 1, , N . Nonetheless, note that under HT circumstances (i.e., ≈ 1) the impact of the per-task sojourn times of nodes i for i U on [S 0 ] tends to vanish under HT-scalings. Remark 3.3. The choice of the interpolation factor i in Eq. (18) only depends on the background-load values. The benefit is its simplicity and the fact that i does not depend on , the parameter which is to be optimized. The drawback of this choice is that it does not accurately cover the HT behavior when ↑ 1 while 1 , , N are close to 0; this may happen when the foreground load 0 is large. One way to overcome this problem is to take as the interpolating factor i := i , defined in Eq. (1). The problem is that in this way, the interpolation factor itself depends on i which leads to a fixed-point equation to solve for i . We have checked the accuracy of the approximations based on i = i ; note that convergence of such fixed-point iteration can easily be shown to hold. Our results show that no significant improvement of the accuracy of the approximations is obtained.
NUMERICAL RESULTS
To assess the accuracy of the approximations for the optimal splitting rule , we have performed extensive numerical experimentation, comparing the approximation results with simulations. To cover a wide range of parameter combinations in a structured manner, we have varied the file-size distributions (deterministic, exponential, hyper-exponential, Pareto), and the load values of the foreground traffic (high, medium, low) and the background traffic (high, medium, low).
In our experiments various parameters scenarios were considered. For these parameter combinations, we calculated the following: Tables 1 to 5 show for each feasible combination of 1 and 2 the corresponding values of the optimal split determined by simulation * = ( * , 1 − * ), the approximated optimal split * app = ( * app , 1 − * app ) for app ∈ RLA, HTA, CSA , and the relative error in the cost function %, defined in (20) . To obtain highly accurate simulation results, experiments were run with extremely many jobs, up to 10 10 if needed, leading to very narrow confidence intervals (CIs), such that all digits in the Tables 1 to 5 To start, we compare the performance of the RLA (discussed in Section 3.2), the HTA (discussed in Section 3.3) and the CSA (discussed in Section 3.4). As an illustrative example, Table 1 shows the results for the case with 0 = 0 1 and exponential job-size distributions, for a variety of background-load combinations of ( 1 , 2 ).
We observe that the CSA indeed performs much better than both the RLA and the HTA. In fact, the RLA performs very well if 1 ≈ 2 , but tends to degrade significantly if 1 and 2 are far apart. This degradation in the accuracy becomes most apparent if 1 ≈ 0 and 2 ≈ 1, showing double-digit error percentages. This was to be expected, since the RLA (5) simply splits traffic proportional to the relative amounts of capacity not used by the background traffic, while one may suspect that the absolute values of the background traffic have a large impact on the sensitivity of the choice of the splitting rule with respect to the background-load values. As expected, the HTA is doing much better in those asymmetric heavyload scenarios, but tends to degrade somewhat when PS 1 is lightly loaded ( 1 = 0 1) and PS 2 is moderately loaded ( 2 = 0 7), leading to errors up to 3%. We observe that the CSA overall performs significantly better than the RLA and the HTA, in most cases leading to an error percentage less than 0.5%.
In short, the results in Table 1 indeed show that the usefulness of refining the simple and explicit RLA (introduced in Ref. [12] ) into the CSA, leading to extremely accurate results for most of the parameter combinations.
In the remainder of this section, we will further evaluate the accuracy of the CSA for a broad range of service-time distributions and combinations of foreground and background loads. Table 2 shows the results for light foreground load, with 0 = 0 1. The results show that the approximations are highly accurate over a wide range of backgroundload combinations and service-time distributions, with errors significantly less than 1%. The least favorable results from our approximation were consistently found when the background load is highly asymmetric ( 1 = 0 1 and 2 = 0 9), but even in those cases the results are highly accurate, with errors below 0.8%. Tables 3 and 4 performs extremely well in all cases considered, with errors significantly less than 1%, even for Pareto-2 distributed job sizes (thus with infinite variance) and highly asymmetric background-load scenarios. Note that in Tables 3 and 4 several combinations of ( 1 , 2 ) are omitted because they violate the stability conditions. Finally, to assess the accuracy of the approximation for heavily loaded foreground traffic, additional simulation runs were conducted for 0 = 1 8. Note that in this case, the set of -values for which the system is still stable is limited to ∈ (4/9; 1/2). To obtain an accurate estimate for * , we simulated [S
] for different -values with step size 0.001. The results shown in Table 5 demonstrate that the CSA is also extremely accurate for heavy foreground load scenarios. Note that the mean sojourn times and the optimal split are indeed remarkably insensitive with respect to the job-size distributions, which supports the validity of Observation 1 in Section 3.
To assess the accuracy of the approximation for N > 2, we also consider a model with N = 3 with Pareto-2 distributed service times with
(1) = 1. Table 6 show that the accuracy of the CSA is again excellent for N = 3. To summarize, the results in Tables 1 to 6 show that the CSA, which combines the benefits of the RLA and the HTA, leads to extremely accurate approximations for * over a wide range parameter settings.
Remark 4.1. In Section 3.1 we observed on the basis of preliminary simulation experiments that the mean sojourn times, and the optimal -values, are remarkably insensitive with respect to the service-time distributions (Observation 1), even for extremely variable job-size distributions. In this context, notice that the results shown in Tables 1 to  5 unanimously confirm this observation. (5) is explicit, the HTA is not, and can only be calculated numerically. This generally requires numerical optimization of over the set A. When N is not too large this causes no problem, because the evaluation of [S HTA,0 ] for given is explicit, and the set of -values is within the bounded set A for which standard non-linear optimization techniques are available. Note that discretization of the set A and then enumeration over all can also be done for small N . However, when N is large, the computation times may become significant. In those cases, a further simplification of the HTA seems to be needed. In this context, recall that in general not all queues become unstable as ↑ 1 (namely only those for which i ∈ U , see also Remark 3.2). Therefore, only the proper choice of i for i ∈ U may be crucial, whereas the cost function [S 0 ] may be expected to be fairly insensitive to the choice of i for i U as ↑ 1, i.e., becomes negligible in heavy traffic. This observation may lead to a dramatic reduction of the dimension of the optimization problem. Furthermore, for N → ∞ one may use asymptotic results from the powerful extreme-value theory to develop approximations for the HT behavior of [S 0 ]. These observations open up possibilities for further reducing the computational complexity of the calculation of * HTA . Finally, note that from an application point of view, in the context of wireless networks with concurrent access (a) N is rather small, say N ≤ 3, and (b) the job-split ratio does not have to be (re)calculated in real time, so that the computational requirements are not very strict.
TOPICS FOR FURTHER RESEARCH
The results presented in this article raise a number of challenging topics for further research. First, the simulation results in Figures 2 and 3 show that [S 0 ] is at least near-insensitive with respect to the distribution of the job size B. The question arises whether [S 0 ] is fully insensitive to the distribution of B, similar to the marginal distributions of the pertask sojourn times (see Eq. (4)). Even extremely long simulation runs do not give a definite answer whether [S 0 ] is fully insensitive to the distribution of B. Obtaining rigorous proofs of insensitivity properties, possibly under additional requirements on the job-size distribution, is a challenging topic for further research. Second, an intriguing observation made in Figures 3(a) and (b) is that the differences in correlations over different job-size distributions are evident but seem to have no impact on [S 0 ]. The impact of the correlations between the per-task sojourn times seems to cancel out when evaluating [S 0 ]. Currently, a full understanding of this phenomenon is lacking, and is left as a topic for follow-up research. Third, the Poisson assumption may be relaxed. In fact, we suspect that both the RLA and the HTA can be quite easily extended for example to renewal arrival processes, but it is unclear to what extent they can be further generalized to more realistic arrival processes that include correlations between job arrivals. Derivation of such approximations is a challenging subject for further research. Finally, the job-split model assumed a fixed splitting rule . However, it is likely that much better performance can be obtained if the splitting ratios are allowed to depend on the actual state of the system. Derivation and evaluation of such dynamic splitting policies address another appealing topic for follow-up research.
APPENDIX A
For self-containedness of the article, in this appendix we formulate a known result giving the expected value of maximum of a arbitrary number of exponentially distributed random variables. 
where S k (k = 1, , N ) is defined in (16) .
Proof. The derivation of Property 1 is trivial and requires only standard algebraic manipulations, and is left as an exercise to the reader.
To illustrate Property 1, let us work out (21) for the cases N = 2, 3 and 4. For N = 2, we have S = 1, 2 , S 1 = 1, 2 , and S 2 = (1, 2) , so that max X 1 , X 2 = 1 1
For N = 3, we have S = 1, 2, 3 , S 1 = 1, 2, 3 , S 2 = (1, 2), (1, 3), (2, 3) and S 3 = (1, 2, 3 
