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Abstract
A recently proposed new mechanism of D-term triggered dynamical supersymmetry breaking
is reviewed. Supersymmetry is dynamically broken by nonvanishing D-term vacuum expecta-
tion value, which is realized as a nontrivial solution of the gap equation in the self-consistent
approximation as in the case of Nambu-Jona-Lasinio model and BCS superconductivity.
1 Introduction
Supersymmetry (SUSY) is one of the attractive solutions to the hierarchy problem, but it has to
be broken spontaneously at low energy because of undiscovered superparticles. SUSY should
be broken nonperturbatively or dynamically [1, 2] according to nonrenormalization theorem
[3]. Although the mechanism of dynamical SUSY breaking (DSB) by F-term has been much
explored [4–8], models of DSB by D-term were not known. Several years ago, such a simple
mechanism of D-term DSB (DDSB) was proposed by H. Itoyama and the present author [9–11]
in which the nonvanishing vacuum expectation value (VEV) of D-term is dynamically realized
as a nontrivial solution of the gap equation in the self-consistent Hartree-Fock approximation
as in the case of Nambu-Jona-Lasinio (NJL) model [12,13] and BCS superconductivity [14,15].
In our mechanism, the gauge sector is extended to be N = 2 supersymmetric, and gaugino
becomes massive by the D-term VEV through the Dirac mass term with N = 2 partner fermion
of gaugino. Thus, our mechanism can be directly applied to Dirac gaugino scenario [16] which
is an interesting alternative extension of the minimal SUSY Standard Model (MSSM). Much
attentions have been paid to various phenomenological studies based on Dirac gaugino scenario
and its extensions [17–54].
This paper is organized as follows. In the next section, we start out from exhibiting the
component action from that of the superspace, state the set of assumptions we have made.
We review the original reasoning that has led us to the D-term triggered DSB. We set up the
background field formalism to be used in the subsequent sections, separating the three kinds
of background from the fluctuations. In section three, we elaborate upon our treatment of
the effective potential with the three kinds of background fields as well as the point of the
Hartree-Fock approximation in Refs. [9–11]. Section four is the main thrust of this paper.
We present our variational analyses of the effective potential in full detail. Treating one of
the order parameters F-term as an induced perturbation, we demonstrate that the stationary
values of D-term and an adjoint scalar field are determined by the intersection of the two real
curves, namely, the simultaneous solution to the gap equation and the equation of stationarity
for the adjoint scalar field. Numerical analysis is provided that demonstrates the existence of
such solution as well as the self-consistency of our analysis. The second variation of the scalar
potential is computed and the local stability of the vacuum is shown from the numerical data.
Section five will discuss the lifetime of our SUSY breaking vacuum. Unlike non-SUSY case, our
SUSY breaking vacuum is necessarily meta-stable because of positive semi-definiteness of the
vacuum energy in the rigid SUSY theory. Namely, the vacuum energy of our SUSY breaking
vacuum is higher than the SUSY vacuum which is a trivial solution of the gap equation. We will
show that the lifetime of our vacuum can be sufficiently large by adjusting parameters in the
1
theory. In section six, a realization of observed Higgs mass by extra U(1) D-term contributions
to Higgs mass will be discussed [55]. Summary is given in the last section.
2 The action, assumptions and some properties
The action we discuss is the general N = 1 supersymmetric action consisting of chiral superfield
Φa = (φa, ψa, F a) in the adjoint representation and the vector superfield V a = (λa, V aµ , D
a)
with three input functions, the Ka¨hler potential K(Φa, Φ¯a) with its gauging, the gauge kinetic
superfield τab(Φ
a) that follow from the second derivatives of a generic holomorphic function
F(Φa), and the superpotential W (Φa),
L =
∫
d4θK(Φa, Φ¯a) + (gauging) +
∫
d2θIm
1
2
τab(Φ
a)WαaWbα +
(∫
d2θW (Φa) + c.c.
)
. (1)
The gauge group is taken to be U(N) and, for simplicity, we assume that the theory is in the
unbroken phase of the entire gauge group, which can be accomplished by tuning the super-
potential. We also assume that third derivatives of F(Φa) at the scalar vacuum expectation
values (VEV’s) are non-vanishing.
The component Lagrangian of Eq. (1) reads
LU(N) = LKa¨hler + Lgauge + Lsup, (2)
where
LKa¨hler= gabDµφaDµφ¯b − i
2
gabψ
aσµD′µψ¯b +
i
2
gabD′µψaσµψ¯b + gabF aF¯ b
−1
2
gab,c¯F
aψ¯bψ¯c − 1
2
gbc,aF¯
cψaψb +
1√
2
gab(λ
cψak∗c
b + λ¯cψ¯bkc
a) +
1
2
DaDa, (3)
Lgauge=−1
2
FabλaσµDµλ¯b − 1
2
F¯abDµλaσµλ¯b − 1
4
gabF
a
µνF
bµν − 1
8
(ReF)abǫµνρσF aµνF bρσ
−
√
2i
8
(Fabcψcσν σ¯µλa − F¯abcλ¯aσ¯µσνψ¯c)F bµν +
√
2
4
(Fabcψcλa + F¯abcψ¯cλ¯a)Db
+
1
2
gabD
aDb +
i
4
FabcF cλaλb − i
4
F¯abcF¯ cλ¯aλ¯b
− i
8
Fabcdψcψdλaλb + i
8
F¯abcdψ¯cψ¯dλ¯aλ¯b, (4)
Lsup=F a∂aW − 1
2
∂a∂bWψ
aψb + c.c., (5)
where
Da = −1
2
(Fbf bacφ¯c + F¯bf bacφc) (6)
2
and f bac is the structure constant of SU(N). Note that an equation of motion for F
a is F a =
−gab∂bW + fermions. We also assume 〈F a〉tree = −〈gab∂bW 〉tree = 0 at the tree level. At the
lowest order in perturbation theory, there is no source which gives VEV to the auxiliary field
D0: 〈D0〉tree = 0. The U(N) gaugino is massless at the tree level while the fermionic partner
of the scalar gluon receives the tree level mass ma = m0 = 〈g00∂0∂0W 〉tree.
2.1 Original reasoning of DDSB
In Ref. [9], it was shown that the VEV of an auxiliary field D0 is non-vanishing in the Hartree-
Fock approximation. Therefore, the theory realizes the D-term dynamical supersymmetry
breaking.
The part of the Lagrangian providing the fermion mass matrix of size 2N is
− 1
2
(λa, ψa)
(
0 −
√
2
4
FabcDb
−
√
2
4
FabcDb ∂a∂cW
)(
λc
ψc
)
+ (c.c.). (7)
It was observed that the auxiliary Da field, which is an order parameter of N = 1 super-
symmetry, couples to the fermionic (but not bosonic) bilinears through the third prepotential
derivatives: the non-vanishing VEV of D0 immediately gives a Dirac mass of the fermions. The
equation of motion for the auxiliary field D0 implies
〈D0〉 = − 1
2
√
2
〈g00 (F0cdψdλc + F¯0cdψ¯dλ¯c)〉, (8)
telling us that the condensation of the Dirac bilinear is responsible for 〈D0〉 6= 0. This feature
reminds us of the electromagnetic U(1) symmetry breaking in BCS theory by Cooper pair
condensation or the chiral symmetry breaking in QCD by the quark-antiquark condensation.
We diagonalize the holomorphic part of the mass matrix:
MFa ≡
(
0 −
√
2
4
〈F0aaD0〉
−
√
2
4
〈F0aaD0〉 〈∂a∂aW 〉
)
. (9)
Note that the non-vanishing third prepotential derivatives are F0aa where a refers to the gen-
erators of the unbroken gauge group. By an orthogonal transformation, we obtain the two
eigenvalues of Eq. (9) for each generator, which are mixed Majorana-Dirac type :
Λ
(±)
a11=
1
2
〈∂a∂aW 〉
(
1±
√
1 +
〈F0aaD0〉2
2〈∂a∂aW 〉2
)
. (10)
Introducing
λ
(±)
a11 ≡
1
2
(
1±
√
1 + ∆2
11
)
, ∆2a11 ≡
〈F0aaD0〉2
2〈∂a∂aW 〉2 , (11)
3
we obtain
|Λ(±)a11|2 = |〈∂a∂aW 〉||λ(±)a11|2. (12)
It was also shown in ref. [9] that the non-vanishing F 0 term is induced by the consistency
of our procedure of computation. (See also [56,57]). This is because the stationary value of the
scalar fields gets shifted upon the variation (the vacuum condition). The final mass formula for
the SU(N) fermions is to be read off from
L(holo)mass = −
1
2
〈g0a,a〉〈F¯ 0〉ψaψa + i
4
〈F0aa〉〈F 0〉λaλa − 1
2
〈∂a∂aW 〉ψaψa +
√
2
4
〈F0aa〉ψaλa〈D0〉
(13)
We will write down the explicit form in the next subsection. See Eqs. (15), (16), (17) and (18).
A main remaining point is how to establish the procedure in which the stationary values of the
scalar fields, D0 and F 0 perturbatively induced are determined, which we will resolve in this
paper.
2.2 Quadratic part of the quantum action
In this subsection, we write down parts of the action with the background fields for the com-
putation of the one-loop determinant in the next section.
2.2.1 Fermionic part
Let us extract the fermion bilinears from Eqs. (3), (4) and (5) which are needed for our analysis
in what follows. Rescaling the fermion fields so that their kinetic terms become canonical, we
obtain
LF =− i
2
ψaσµ∂µψ¯
a +
i
2
(∂µψ
a)σµψ¯a − i
2
λaσµ∂µλ¯
a +
i
2
(∂µλ
a)σµλ¯a
−1
2
(
gbbg0b,b¯F
0
)
ψ¯bψ¯b − 1
2
(
gbbg0b,bF¯
0
)
ψbψb
+
√
2
4
(
F0aa
√
gaa ImFaaD0
)
ψaλa +
√
2
4
(
F¯0aa
√
gaa ImFaaD0
)
ψ¯aλ¯a
+
i
4
(F0aagaaF 0)λaλa − i
4
(F¯0aagaaF¯ 0) λ¯aλ¯a
−1
2
(gaa∂a∂aW )ψ
aψa − 1
2
(
gaa∂a∂aW
)
ψ¯aψ¯a. (14)
Here the fermion fields ψa, ψ¯a, λa, λ¯a are to be integrated to make a part of the effective
potential, while the gauge kinetic function Faa, the Ka¨hler metric gaa and their derivatives are
4
functions of the U(N) singlet c-number background scalar field ϕ0. The order parameters of
supersymmetry F 0, F¯ 0, and D0 are taken as background fields as well.
From the lagrangian LF , the holomorphic part of the mass matrix is read off as
Ma =
(
− i
2
gaaF0aaF 0 −
√
2
4
√
gaa(ImF)aaF0aaD0
−
√
2
4
√
gaa(ImF)aaF0aaD0 gaa∂a∂aW + gaag0a,aF¯ 0
)
=
(
maλλ m
a
λψ
maψλm
a
ψψ
)
. (15)
We parametrize this matrix such that, in the case of F 0 = F¯ 0 = 0, its form reduces to that of
Ref. [9,10]. The quantities with multiple indices such as F0aa receive U(N) invariant expectation
values: 〈F0aa〉 = 〈F000〉 e.t.c. We suppress the indices as we work with the unbroken U(N)
phase in this paper.
∆ ≡ −2mλψ
mψψ
, f ≡ 2imλλ
trM . (16)
The two eigenvalues of the holomorphic mass matrix are written as
Λ(±) ≡ (trM)λ(±), (17)
where
λ(±) =
1
2

1±
√
(1 + if)2 +
(
1 +
i
2
f
)2
∆2

 . (18)
These provide the masses for the two species of SU(N) fermions once the stationary values are
determined.
2.2.2 Bosonic part
Next, we extract the bosonic quantum bilinears from Eqs. (3), (4), and (5). Let
φa= δa0ϕ
0 +
√
gaa(ϕ)ϕ˜a, (19)
Aaµ=
√
(Im F)aaA˜aµ, (20)
F a=
√
gaa(ϕ)F˜ a, (21)
Da=
√
(Im F)aaD˜a (22)
where ϕ0 are the background field while ϕ˜a, A˜aµ, F˜
a and D˜a are the quantum scalar, vector and
auxiliary fields respectively.
We obtain
L(1)B = ∂µϕ˜a∂µϕ˜∗a −
1
4
F˜ aµνF˜
aµν + F˜ a ˜¯F a +
1
2
D˜aD˜a
+F˜ a
(
(
√
gaa∂aW ) + (g
aa∂a∂aW )ϕ˜
a
)
+ ˜¯F a
(
(
√
gaa∂aW ) + (g
aa∂a∂aW )ϕ˜
a∗) . (23)
We have also ignored −1
8
(Re F)abǫµνρσF aµνF bρσ as we eventually set ϕa to be constant in our
analysis and this term becomes a total derivative.
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2.3 Connection with the previous work
We here stop shortly to address the connection of ref. [9] with the previous work. Models of
dynamical supersymmetry breaking with non-vanishing F- and D-terms have been previously
proposed: they are, for instance, the 3-2 model [6] and the 4-1 model in [56]. In these models,
supersymmetry is unbroken at the tree level and is broken by the non-vanishing VEV of the
F-term through instanton generated superpotentials. Non-vanishing VEV of the D-term is also
induced, but is much smaller than that of the F-term.
In our mechanism, supersymmetry is unbroken at the tree level, and is broken in a self-
consistent Hartree-Fock approximation of the NJL type that produces a non-vanishing VEV
for the D-term. A non-vanishing VEV for the F-term is induced in our Hartree-Fock vacuum
that shifts the tree vacuum and we explore the region of the parameter space in which F-term
VEV is treated perturbatively.
We should mention that the way in which the two kinds of gauginos (or the gaugino and
the adjoint matter fermion) receive masses is an extension of that proposed in [16]: the pure
Dirac-type gaugino mass is generated in [16] while the mixed Majorana-Dirac type gaugino
masse is generated in our case, the Majorana part being given by the second derivative of the
superpotential. In [16], the dynamical origin of non-vanishing D-term VEV was not addressed.
As for the application to dynamical chiral symmetry breaking, a supersymmetric NJL type
model has been considered [58–61]. Chiral symmetry is not spontaneously broken in a super-
symmetric case. Even in softly broken supersymmetric theories, the chiral symmetry broken
phases are degenerate with the chirally symmetric ones. Thus, in supersymmetric theories, the
phase with broken chiral symmetry is no longer the energetically preferred ground state.
3 The effective potential in the Hartree-Fock approxi-
mation
The goal of this section is to determine the effective potential to the leading order in the Hartree-
Fock approximation. We will regulate one-loop integral by the dimensional reduction [62]. We
prepare a supersymmetric counterterm, and set the normalization condition. We make brief
comments on regularization and subtraction schemes in the end of section 4. We also change
the notation for expectation values in general from 〈...〉 to ...∗ as our main thrust of this paper
is the determination of the stationary values from the variational analysis.
In the Hartree-Fock approximation, one begins with considering the situation where one-
loop corrections in the original expansion in ~ become large and are comparable to the tree
6
level contribution. The optimal configuration of the effective potential to this order is found
by matching the tree against one-loop, varying with respect to the auxiliary fields. We start
the analysis of this kind for our effective potential. There are three constant background fields
as arguments of the effective potential: ϕ ≡ ϕ0 (complex), U(N) invariant background scalar,
D ≡ D0 (real) and F ≡ F 0 (complex). The latter two are the order parameters of N = 1
supersymmetry.
We vary our effective potential with respect to all these constant fields and examine the
stationary conditions. We also examine a second derivative at the stationary point along the
constraints of the auxiliary fields to understand better the Hartree-Fock corrected mass of the
scalar gluons. Let us denote our effective potential by V . It consists of three parts:
V = V tree + Vc.t. + V1−loop. (24)
The first term is the tree contributions, the second one is the counterterm and the last one is
the one-loop contributions. After the elimination of the auxiliary fields, the effective potential
is referred to as the scalar potential so as to be distinguished from the original V .
3.1 The tree part
To begin with, let us write down the tree part and find a parametrization by two complex and
one real parameters. We also introduce simplifying notation g00(ϕ, ϕ¯) ≡ g(ϕ, ϕ¯), (Im F(ϕ))00 ≡
Im F ′′(ϕ), ∂0W (ϕ) =W ′(ϕ), g00,0 ≡ ∂g, etc.
V tree(D,F, F¯ , ϕ, ϕ¯) = −gF F¯ − 1
2
(ImF ′′)D2 − FW ′ − F¯ W¯ ′. (25)
As a warm up, let us determine the vacuum configuration by a set of stationary conditions at
the tree level:
∂V tree
∂D
= 0, (26)
∂V tree
∂F
=
∂V tree
∂F¯
= 0, (27)
∂V tree
∂ϕ
=
∂V tree
∂ϕ¯
= 0. (28)
Eq. (26) determines the stationary value of D:
D = 0 ≡ D∗, (29)
while from Eq. (27), we obtain
F = −g−1(ϕ, ϕ¯)W¯ ′(ϕ¯) ≡ F∗(ϕ, ϕ¯). (30)
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Eq. (28) together with these two gives
W ′(ϕ∗) = 0, i.e. F∗(ϕ, ϕ¯) = 0, (31)
as well as
V treescalar(ϕ, ϕ¯) ≡ V tree(ϕ, ϕ¯,D∗ = 0, F = F∗(ϕ, ϕ¯), F¯ = F∗(ϕ, ϕ¯)) = g−1(ϕ, ϕ¯)|W ′(ϕ)|2. (32)
The negative coefficients of the RHS of Eq. (25) imply that both D and F profiles of the
potential have a maximum for a given ϕ. These signs are, of course, the right signs for the
stability of the scalar potential as is clear by completing the square. This is a trivial comment
to make here but will become less trivial later. The mass of the scalar gluons at tree level |ms∗|2
is read off from the second derivative at the stationary point:
∂2V tree(ϕ, ϕ¯)
∂ϕ∂ϕ¯
∣∣∣∣
ϕ∗,ϕ¯∗
= g−1(ϕ∗, ϕ¯∗) |W ′′(ϕ∗)|2 , (33)
ms(ϕ, ϕ¯) ≡ g−1(ϕ, ϕ¯)W ′′(ϕ), ms∗ = ms(ϕ∗, ϕ¯∗). (34)
As we have already introduced in Eq. (16), ∆ and r are defined by
∆ ≡ −2mλψ
mψψ
=
√
2
2
√
g−1(ImF ′′)−1F ′′′
g−1W ′′ + g−1∂gF¯
D ≡ r(ϕ, ϕ¯, F, F¯ )D. (35)
Recall that we have suppressed the indices, invoking the U(N) invariance of the expectation
values. Also
f3 ≡ g
−1F ′′′F
g−1W ′′ + g−1∂gF¯
, (36)
where f3 differs from f in Eq. (16) by
(g−1W ′′ + g−1∂gF¯ )f3 =
(
g−1W ′′ + g−1∂gF¯ − i
2
g−1F ′′′F
)
f. (37)
We obtain
F =
ms
g−1F ′′′ ε, F¯ =
m¯s
g−1F¯ ′′′ ε, ε =
f3 +
m¯s
ms
g−1∂g
g−1F¯ ′′′ |f3|2
1−
∣∣∣g−1∂gf3g−1F ′′′ ∣∣∣2
. (38)
We also see that the mass scales of the problem are set by ms∗, the scalar gluon mass and
g−1F ′′′∗ , the third prepotential derivative, (and g−1∂g), once the stationary value of the scalar
is determined.
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3.2 Treatment of UV infinity
In the NJL theory [12, 13], there is only one coupling constant carrying dimension −1 and the
dimensionless quantity is naturally formed by combining it with the relativistic cutoff, which is
interpreted as the onset of UV physics. In the theory under our concern, UV physics is specified
by the three input functions, K,F ,W and the UV scales and infinities reside in some of the
coefficients. Our supersymmetric counterterm [9, 10] is
Vc.t. = −1
2
Im
∫
d2θΛW0αW0α = −1
2
(ImΛ)D2. (39)
It is a counterterm associated with ImF ′′. We set up a renormalization condition
1
N2
∂2V
(∂D)2
∣∣∣∣
D=0,ϕ=ϕ∗,ϕ¯=ϕ¯∗
= 2c, (40)
and relate (or transmute) the original infinity of the dimensional reduction scheme with that
of ImF ′′. We have indicated that this condition is set up at D = 0 and the stationary point of
the scalar which we will determine. We stress again that the entire scheme is supersymmetric.
3.3 The one-loop part
The entire contribution of all particles in the theory to i· (the 1PI to one-loop) ≡ iΓ1−loop is
easy to compute, knowing (17), (18) and (2). It is given by
iΓ1−loop =
(∫
d4x
)∑
a
∫
d4k
(2π)4
ln
(
(|Λ(+)a |2 − k2 − iε)(|Λ(−)a |2 − k2 − iε)
(|ms,a|2 − k2 − iε)(−k2 − iε)
)
. (41)
In the unbroken U(N) phase, it is legitimate to replace
∑
a
by N2 and drop the index a as we
have said before. We obtain
V1−loop≡ (−i) 1
(
∫
d4x)
Γ1−loop (42)
=−N2 |trM|4
∫
d4lµ
(2π)4i
ln
(
(|λ(+)|2 − l2 − iε)(|λ(−)|2 − l2 − iε)
(
∣∣ ms
trM
∣∣2 − l2 − iε)(−l2 − iε)
)
≡N2|trM|4J. (43)
Note that |ms|2, whose stationary value give the tree mass squared of the scalar gluon, differ
from |trM|2:
|trM|2 =
∣∣∣∣ms − i2(g−1F ′′′)F + (g−1∂g)F¯
∣∣∣∣
2
. (44)
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To evaluate the integral in d-dimensions, we just quote
I(x2)≡−
∫
d4lµ
(2π)4i
log(x2 − l2 − iε), (45)
I(x2)− I(0)= 1
32π2
[
A(ε, γ)(x2)2 − (x2)2 log(x2)] (46)
where
A(ε, γ) =
1
2
− γ + 1
ε
, ε = 2− d
2
. (47)
We obtain
V1−loop=
N2|trM|4
32π2
[
A(ε, γ)
(
|λ(+)|4 + |λ(−)|4 −
∣∣∣ ms
trM
∣∣∣4)
−|λ(+)|4 log |λ(+)|2 − |λ(−)|4 log |λ(−)|2 +
∣∣∣ ms
trM
∣∣∣4 log ∣∣∣ ms
trM
∣∣∣4] . (48)
This again depends upon ∆, f and ϕ.
4 Stationary conditions and gap equation
4.1 Variational analyses
Now we turn to our variational problem. It is stated as in the tree case as
∂V
∂D
= 0, (49)
∂V
∂F
=
∂V
∂F¯
= 0, (50)
∂V
∂ϕ
=
∂V
∂ϕ¯
= 0. (51)
We will regard the solution to be obtained by considering Eqs. (49) and (51) first and solving
D and ϕ for F and F¯ :
D = D∗(F, F¯ ), ϕ = ϕ∗(F, F¯ ), ϕ¯ = ϕ¯∗(F, F¯ ). (52)
Eq. (50) is then
∂V (D = D∗(F, F¯ ), ϕ = ϕ∗(F, F¯ ), ϕ¯ = ϕ¯∗(F, F¯ ), F, F¯ )
∂F
∣∣∣∣
D,ϕ,ϕ¯,F¯ fixed
= 0 (53)
and its complex conjugate. These will determine F = F∗, F¯ = F¯∗.
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In this paper, we are going to work in the region where the magnitude |F∗| is small and can
be treated perturbatively. This means that, in the leading order, the problem posed by Eq.
(49) and Eq. (51) becomes
∂V (D,ϕ, ϕ¯, F = 0, F¯ = 0)
∂D
= 0, (54)
∂V (D,ϕ, ϕ¯, F = 0, F¯ = 0)
∂ϕ
=
∂V (D,ϕ, ϕ¯, F = 0, F¯ = 0)
∂ϕ¯
= 0. (55)
Eq. (54) is nothing but the gap equation given in [9, 10], while Eq. (55) is the stationary
conditions for the scalar. This is the variational problem which we should solve. A set of
stationary values (D∗, ϕ∗, ϕ¯∗) is determined as the solution.
4.2 The analysis in the region F∗ ≈ 0
Let us first determine V (D,ϕ, ϕ¯, F = 0, F¯ = 0) explicitly. We need to solve the normalization
condition.
2cN2 =
∂2V
(∂D)2
∣∣∣∣
D=0,∗
= −(ImF ′′∗ )− (ImΛ) +N2|trM|4
∂2J
(∂D)2
∣∣∣∣
D=0
, (56)
where J has been introduced in Eq. (43). At F, F¯ → 0,
∆→∆0 ≡ r0(ϕ, ϕ¯)D, r0 =
√
2
2
√
g−1(ImF ′′)−1F ′′′
g−1W ′′
, (57)
λ(±)→λ(±)0 =
1
2
(
1±
√
1 + ∆20
)
, (58)
where
ms
trM → 1, (59)
J → J0 ≡ 1
32π2
[
A(ε, γ)
{
1
2
(
1 +
1
2
∆20
)(
1 +
1
2
∆¯20
)
+
1
2
√
1 + ∆20
√
1 + ∆¯20 − 1
}
−|λ(+)0 |4 log |λ(+)0 |2 − |λ(−)0 |4 log |λ(−)0 |2
]
, (60)
essentially reducing the situation to that of Refs. [9, 10].
Note, however, that r and ∆ (or r0,∆0) are complex in general except those special cases
which include the case of the rigid N = 2 supersymmetry partially broken to N = 1 at the
tree vacua. For |∆0| ≪ 1,
J0 ≈ 1
32π2
[
A(ε, γ)
1
2
(∆20 + ∆¯
2
0)−
1
4
(∆20 + ∆¯
2
0) +O(|∆0|4−ε)
]
. (61)
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We solve the normalization condition for the number A to obtain
A =
1
2
+
32π2
|ms∗|4(r20∗ + r¯20∗)
(
2c+
ImF ′′∗
N2
+
ImΛ
N2
)
≡ A˜(c,Λ, ϕ∗, ϕ¯∗). (62)
We obtain
V0=V (D,ϕ, ϕ¯, F = 0, F¯ = 0)
=−1
2
ImF ′′D2 − 1
2
(ImΛ)D2
+
N2|ms|4
32π2
[
A˜(c,Λ, ϕ∗, ϕ¯∗)
{
1
2
(
1 +
1
2
∆20
)(
1 +
1
2
∆¯20
)
+
1
2
√
1 + ∆20
√
1 + ∆¯20 − 1
}
−|λ(+)0 |4 log |λ(+)0 |2 − |λ(−)0 |4 log |λ(−)0 |2
]
. (63)
After some calculation, this is found to be expressible as
V0
N2|ms|4 =
(
1
64π2
+ c˜− δ˜(ϕ, ϕ¯)
)(
∆0 + ∆¯0
2
)2
+
1
32π2
A˜
(
1
8
|∆0|4 + f(∆0, ∆¯0)
)
− 1
32π2
(
|λ(+)0 |4 log |λ(+)0 |2 + |λ(−)0 |4 log |λ(−)0 |2
)
, (64)
where
c˜=
c
|ms∗|4
(
r2
0∗
+r¯2
0∗
2
) , (65)
δ˜(ϕ, ϕ¯)=
1
2
(
ImF ′′
∗
N2
+ ImΛ
N2
(r2
0∗
+r¯2
0∗
)
2
|ms∗|4
)


ImF ′′/N2+ImΛ/N2
ImF ′′
∗
/N2+ImΛ/N2
|ms|4
|ms∗|4
( r0+r¯02 )
2
(
r2
0∗
+r¯2
0∗
2
)
− 1

 , (66)
f(∆0, ∆¯0)=
1
2
(√
1 + ∆20
√
1 + ∆¯20 − |∆0|2 − 1
)
. (67)
Note that
δ˜∗ ≡ δ˜(ϕ∗, ϕ¯∗) 6= 0, (68)
and
∣∣f(∆0, ∆¯0)∣∣ ≤ const for |∆0| ≫ 1. (69)
If r0 (and ∆0) is real, this is rewritten as
V0
N2|ms|4 =
((
c′ +
1
64π2
)
− δ
)
∆20 +
1
32π2
[
A˜
8
∆40 − λ(+)0
4
log λ
(+)
0
2 − λ(−)0
4
log λ
(−)
0
2
]
, (70)
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where c′ ≡ c
r2
0∗
|ms∗|4 is the rescaled number, and
δ(ϕ, ϕ¯) ≡ 1
2
(
ImF ′′
∗
N2
+ ImΛ
N2
r20∗|ms∗|4
) ImF ′′/N2+ImΛ/N2ImF ′′∗ /N2+ImΛ/N2
r2
0
|ms|4
r2
0∗
|ms∗|4
− 1

 . (71)
Clearly, there are two scales in our current problem |r0∗|−1/2 and |ms∗|, which are controlled
by the second superpotential derivative and the third prepotential derivative at the stationary
value ϕ∗.
Let us turn to the gap equation
∂V0
∂D
∣∣∣∣
ϕ,ϕ¯
= 0. (72)
For Eq. (64), scaling out |r0|2, we find
0=D
[(
1
64π2
+ c˜− δ˜
)
(1 + cos 2θ) +
A˜
32π2
{
1
2
|∆0|2 − (1− cos 2(θ − θ′))
}
− 1
32π2
{(
2 log |λ(+)0 |2 + 1
) 1
2
(
e2iθλ¯
(+)
0√
1 + ∆20
+
e−2iθλ(+)0√
1 + ∆¯20
)
|λ(+)0 |2
−
(
2 log |λ(−)0 |2 + 1
) 1
2
(
e2iθλ¯
(−)
0√
1 + ∆20
+
e−2iθλ(−)0√
1 + ∆¯20
)
|λ(−)0 |2
}]
, (73)
where
∆0 = |∆0|eiθ, r0 = |r0|eıθ, tan 2θ′ = |∆0|
2 sin 2θ
1 + |∆0|2 cos 2θ . (74)
Note that |1− cos 2(θ − θ′)| → 0 in the region θ ∼ 0 or |∆0| ≫ 1.
On the other hand, for Eq. (70) with ∆0 being real, N
2|ms|4 is scaled out and it is simply
given by the ∆0 derivative:
0=∆0
[
2
((
c′ +
1
64π2
)
− δ
)
+
1
32π2
{
A˜
2
∆20 −
1√
1 + ∆20
(
λ
(+)3
0
(
2 log λ
(+)2
0 + 1
)
− λ(−)30
(
2 log λ
(−)2
0 + 1
))}]
,
(75)
which is our original gap equation.1 In both cases, the solutions are given by the extremum
of the potential V0(D,ϕ, ϕ¯) in its D profile. We stress again that the D profile is not a direct
1We have introduced δ(ϕ, ϕ¯) such that its stationary value δ(ϕ∗, ϕ¯∗) = 0, which can therefore be ignored in
analyzing Eq. (75).
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stability criterion of the vacua, which is to be discussed with regard to the scalar potential
V0(D∗(ϕ, ϕ¯), ϕ, ϕ¯).
We next examine ∂V0
∂ϕ
∣∣∣
D,ϕ¯
= 0 and its complex conjugate. For Eq. (64), we obtain
2
∂
∂ϕ
(ln |ms|2) V0
N2|ms|4 =
(
∂δ˜
∂ϕ
)(
∆0 + ∆¯0
2
)2
−DPˆ
(
V0
N2|ms|4
)
−D
[
∂ ln r0
∂ϕ
∣∣∣∣
ϕ¯
+
∂ ln r¯0
∂ϕ¯
∣∣∣∣
ϕ
]
∂
∂D
(
V0
N2|ms|4
)
, (76)
and its complex conjugate where
Pˆ = i
(
∂θ
∂ϕ
)(
r0
∂
∂∆0
− r¯0 ∂
∂∆¯0
)
. (77)
The second term of the RHS of Eq. (76) is proportional to the gap equation Eq. (73). As for
the third term, after some calculation, we obtain
−Pˆ
(
V0
N2|ms|4
)
(
∂θ
∂ϕ
)
|∆||r0|
=
(
1
64π2
+ c˜− δ˜
)
sin 2θ +
1
32π2
A˜ sin 2(θ − θ′)
− 1
32π2
1
2
(
sin(2θ − θ′)
|1 + ∆20|1/2
+ sin 2(θ − θ′)
)
|λ(+)0 |2
(
2 log |λ(+)0 |2 + 1
)
+
1
32π2
1
2
(
sin(2θ − θ′)
|1 + ∆20|1/2
− sin 2(θ − θ′)
)
|λ(−)0 |2
(
2 log |λ(−)0 |2 + 1
)
≡ C(θ, |∆0|). (78)
In the RHS of Eqs. (76) and (78), we have regarded ∆0, ∆¯0, ϕ and ϕ¯ as independent variables.
For Eq. (70), with ∆0 real, we obtain
2∂(ln |ms|2) V0
N2|ms|4 =
(
∂δ
∂ϕ
)
∆20 −
∂∆0
∂ϕ
∂
∂∆0
(
V0
N2|ms|4
)
(79)
and its complex conjugate. Here in the last term of the RHS, we have regarded ∆0, ϕ, ϕ¯ as
independent variables.
Finally the stationary values (D∗, ϕ∗, ϕ¯∗) are determined by Eqs. (73) and (76) or by Eqs.
(75) and (79). Let us discuss the latter case first. As the second term of the RHS in Eq. (79)
is nothing but the gap equation Eq. (75), Eq. (79) can be safely replaced by
V0
N2|ms|4 =
∂δ
∂ϕ
2∂(ln |ms|2)∆
2
0, (80)
ϕ being real. The solution to Eq. (80) in the ∆0 profile is determined as the point of intersection
of the potential with the quadratic term having ϕ = ϕ¯ dependent coefficients. Actually, it is
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Figure 1: The schematic picture of the intersection of the two curves which represent the
solution to the gap equation (the red one) and the ϕ flat condition (the blue one). The
horizontal axis is denoted by ϕ/M and the vertical one by ∆0. The values at the stationary
point (∆0∗, ϕ∗ = ϕ¯∗) are read off from the intersection point.
a real curve in the full (∆0, ϕ = ϕ¯) plane. Likewise, the solution to the gap equation Eq.
(75), the condition of ∆0 extremum of the potential, provides us with another real curve in the
(∆0, ϕ = ϕ¯) plane. The values (∆0∗, ϕ∗ = ϕ¯∗) are the intersection of these two. The schematic
figure of the intersection is displayed in Figure 1. By tuning our original input functions, it is
possible to arrange such intersection. Conversely, as an inverse problem, for given ∆0∗ and the
height of the ∆0 profile, one can always find the values of the coefficients in Eq. (75) and the
coefficient function in Eq. (80) that accomplish this. Dynamical supersymmetry breaking has
been realized.
As for the former case, as in the latter case, we can safely replace Eq. (76) by
V0
N2|ms|4 =
(
∂δ˜
∂ϕ
)
2∂(ln |ms|2)
(
∆0 + ∆¯0
2
)2
+
(
∂θ
∂ϕ
)
|∆0|2
2∂(ln |ms|2)C. (81)
The values (∆0∗, ∆¯0∗, ϕ∗, ϕ¯∗) can be determined by the intersection of Eq. (73) and Eq. (81).
We will not carry out the (numerical) analysis for this case further in this paper.
4.3 Determination of F∗
Let us now turn to the analysis of the remaining equation of our variational problem, Eq. (50).
In our current treatment,
F = −1
g
W
′
+
1
g
∂
∂F¯
V1−loop ≈ −1
g
W
′
+
1
g
∂
∂F¯
V1−loop
∣∣∣∣
F=0
. (82)
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As the stationary values (D∗, ϕ∗, ϕ¯∗) are already determined, this equation and its complex
conjugate determine F∗ and F¯∗:
F∗ =
1
g(ϕ∗, ϕ¯∗)
(
−W ′(ϕ∗, ϕ¯∗) + ∂
∂F¯
V1−loop(D∗, ϕ∗, ϕ¯∗, F, F¯ )
∣∣∣∣
F=F¯=0
)
. (83)
Note that, knowing V1−loop explicitly in Eq. (48), the RHS can be evaluated. We can check the
consistency of our treatment through f3 in Eq. (36) by |f3| ≪ 1.
4.4 Numerical study of the gap equation
In this subsection, we study some numerical solutions to the gap equation Eq. (75) and the
stationary condition for ϕ Eq. (80) in the real ∆0 case. The equations we should study are
0 = 2
(
c′ +
1
64π2
)
+
1
32π2
{
A˜
2
∆20∗
− 1√
1 + ∆20∗
(
λ
(+)3
0
(
2 log λ
(+)2
0 + 1
)
− λ(−)30
(
2 log λ
(−)2
0 + 1
))∣∣∣∣∣
∆0=∆0∗
}
, (84)
V0
N2|ms∗|4 =
∂δ(ϕ,ϕ¯)
∂ϕ
∣∣∣
ϕ∗,ϕ¯∗
2∂(ln |ms∗|2)∆
2
0∗, (85)
where we note that δ(ϕ, ϕ¯) in the gap equation (75) vanishes at the stationary point in the real
∆0 case. By using Eqs. (70) and (71), the second condition can be rewritten after dividing by
∆20∗ as(
c′ +
1
64π2
)
+
1
32π2
[
A˜
8
∆20∗ −
1
∆20∗
(
|λ(+)0 |4 log |λ(+)0 |2 − |λ(−)0 |4 log |λ(−)0 |2
)∣∣∣∣
∆0=∆0∗
]
=
1
4N2∂ ln |ms∗|2
Im(F ′′∗ + Λ)
r20∗|ms∗|4
[
∂ ln Im(F ′′ + Λ)|ϕ∗,ϕ¯∗ −
∂(r0|ms|2)2|∗
(r20∗|ms∗|4)2
]
. (86)
The nontrivial solution ∆0∗ 6= 0 to the gap equation (84) is found by some region of the
parameters c′ and A˜, which was already done in [9]. This solution fixes the LHS of Eq. (86)
and ϕ∗ is determined by solving Eq. (86) in principle. In order to find ϕ∗ explicitly, the form of
the prepotential F and that of the superpotential W must be specified. Here, we take a simple
prepotential and a superpotential of the following type
F = c
2N
trϕ2 +
1
3!MN
trϕ3 ≡ 1
2
cϕ2 +
1
3!M
ϕ3, (87)
W =
m2
N
trϕ+
d
3!N
trϕ3 ≡ m2ϕ+ d
3!
ϕ3, (88)
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where c, d are dimensionless constants while m,M are dimensionful parameters. In particular,
M is a cutoff scale of the theory. This prepotential is minimal for DDSB. As for the super-
potential, at least two terms are required to be supersymmetric at tree level. We can take a
quadratic term ϕ2 instead of the cubic one, but in that case, RHS of Eq. (86) becomes singular
because of ∂ ln |ms|2 = 0.
Substituting these F and W into Eq. (86), we obtain(
c′ +
1
64π2
)
+
1
32π2
[
A˜
8
∆20∗ −
1
∆20∗
(
|λ(+)0 |4 log |λ(+)0 |2 − |λ(−)0 |4 log |λ(−)0 |2
)∣∣∣∣
∆0=∆0∗
]
=−Im(c+ Λ)(Im c)
4
N2
1
(dϕ∗/M)
2 , (89)
where we utilized the fact that 1/M, d, ϕ∗ are real and c is pure imaginary, which are necessary
for ∆0 = ∆¯0. Taking the coefficients c = i, d = 1 for further simplification, we can easily obtain
a solution by tuning N and ImΛ. We note 0 ≤ ϕ∗/M ≤ 1 for our effective theory to be valid.
In our analysis carried out in this paper, we consider the region where the magnitude of the
F-term is smaller compared to that of the D-term. Therefore, we need to check whether our
solutions satisfy this property consistently. Let us consider the ratio of the auxiliary fields:∣∣∣∣F∗D∗
∣∣∣∣=
∣∣∣∣∣−g
−1W
′
(ϕ¯∗) + g−1 ∂∂F¯ V1−loop(D∗, ϕ∗, ϕ¯∗, F, F¯ )
∣∣
F=F¯=0
∆0∗/r0∗
∣∣∣∣∣
=
∣∣∣∣∣ 1√2∆0∗ ϕ∗M
[(m
M
)2
+
1
2
(ϕ∗
M
)2]
+i
N2√
2∆0∗
(ϕ∗
M
)2 [ A˜
128π2
∆20∗ −
1
32π2
(|λ+0∗|4 log |λ+0∗|2 + |λ−0∗|4 log |λ−0∗|2 + 1)
+
1 +
∆2
0∗
2
32π2
√
1 + ∆20∗
{
(λ+0∗)
3
(
log |λ+0∗|2 +
1
2
)
− (λ−0∗)3
(
log |λ−0∗|2 +
1
2
)}]∣∣∣∣∣ , (90)
where the form of the prepotential and that of the superpotential in Eq. (87) and Eq. (88) are
assumed and we have put c = i, d = 1 in the second equality.
Now, the numerical solutions to the gap equation and the stationary condition for ϕ are
listed in Table 1. In these examples, we have taken some values of − N2
Im(i+Λ)
and m just for
an illustration and the ratio |F∗/D∗| and |f3∗| are evaluated. We can find that the F -term is
smaller than the D-term in some of these examples.
4.5 Mass of the scalar gluons
We now turn to the question of the second variations of the scalar
Vscalar = V (D = D∗(ϕ, ϕ¯), F = F∗(ϕ, ϕ¯) ≈ 0, F¯ = F¯∗(ϕ, ϕ¯) ≈ 0, ϕ, ϕ¯) (91)
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c′ + 1
64pi2
A˜/(4 · 32π2) ∆0∗ ϕ∗/M (− N2Im(i+Λ)) |F∗/D∗| |f3∗|
0.002 0.0001 0.477 0.707 (10000) 2.621 (m =M) 1.77
0.002 0.0001 0.477 0.707 (10000) 0.524 (m≪M) 0.35
0.002 0.0001 0.477 0.707 (10000) 0.860 (m = 0.4M) 0.58
0.003 0.001 1.3623 0.8639 (2000) 0.825 (m =M) >1
0.003 0.001 1.3623 0.8639 (2000) 0.224 (m≪M) 0.43
0.003 0.001 1.3623 0.5464 (5000) 1.092 (m =M) >1
0.003 0.001 1.3623 0.5464 (5000) 0.142 (m≪M) 0.27
0.003 0.001 1.3623 0.5464 (5000) 0.911 (m = 0.9M) 1.76
0.003 0.001 1.3623 0.3863 (10000) 1.444 (m =M) >1
0.003 0.001 1.3623 0.3863 (10000) 0.100 (m≪M) 0.19
0.003 0.001 1.3623 0.3863 (10000) 0.960 (m = 0.8M) 1.85
Table 1: Samples of numerical solutions for the gap equation and the stationary condition for
ϕ. The ratio |F∗/D∗| and |f3∗| are also evaluated for consistency check.
at the stationary point (D∗(ϕ∗, ϕ¯∗), 0, 0, ϕ∗, ϕ¯∗).2 It is convenient to separate V (D,F, F¯ , ϕ, ϕ¯)
into two parts:
V = V + V0. (92)
Here
V(F, F¯ , ϕ, ϕ¯)≈−gF F¯ − FW ′ − F¯ W¯ ′ + (∂FV1−loop)∗F + (∂F¯V1−loop)∗F¯
+
1
2
(∂2FV1−loop)∗F
2 +
1
2
(∂2F¯V1−loop)∗F¯
2 + (∂F∂F¯V1−loop)∗FF¯ , (93)
and
V0(D,ϕ, ϕ¯) = V (D,ϕ, ϕ¯, F = 0, F¯ = 0). (94)
In Eq. (93), we have extracted the F, F¯ dependence of V1−loop (Eq. (48)) and ∗ indicates
that they are evaluated at (D∗, ϕ∗, ϕ¯∗, 0, 0) after the derivatives are taken. Eq. (94) has been
computed in Eq. (63) and Eq. (70). We will compute the second partial derivatives and the
second variations of Vscalar.
2The discussion of this subsection has been further updated in [63].
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For V, ~yL = (F, F¯ ), ~yR = (ϕ, ϕ¯),
MRR∗ ≡
(
∂2V, ∂∂¯V
∂¯∂V, ∂¯2V
)
∗
≈ 0, (95)
MRL∗ ≡
(
∂∂FV, ∂∂F¯V
∂¯∂FV, ∂¯∂F¯V
)
∗
≈
(
−W ′′ + (∂∂FV1−loop), (∂∂F¯V1−loop)
(∂¯∂FV1−loop), −W ′′ + (∂¯∂F¯V1−loop)
)
∗
, (96)
MLR∗ = M
t
RL∗ , (97)
MLL∗ ≡
(
∂2FV, ∂F∂F¯V
∂F¯∂FV, ∂2F¯V
)
∗
≈
(
(∂2FV1−loop), −g + (∂F∂F¯V1−loop)
−g + (∂F¯∂FV1−loop), (∂2F¯V1−loop)
)
∗
. (98)
We obtain, after some computation,
δ2V∗ ≈ 1
2
δ~ytRMRL∗(−M−1LL∗)MLR∗δ~yR ≡
1
2
δ~y†R
(
Mϕϕ¯Mϕϕ
Mϕ¯ϕ¯Mϕ¯ϕ
)
∗
δ~yR (99)
where
Mϕϕ¯ = 1
g(G2 − |C|2)
(
G(|A|2 + |B|2) + CAB¯ + C¯A¯B) , (100)
Mϕϕ = 1
g(G2 − |C|2)
(
2GAB + CA2 + C¯B2
)
, G ≡ 1− ∂F∂F¯V1−loop
g
,
A ≡W ′′ − ∂∂FV1−loop, B ≡ −∂∂F¯V1−loop, C ≡
∂2
F¯
V1−loop
g
. (101)
We see that in the region |(∂F∂F¯V )0|∗, |(∂2FV )0|∗,≪ g∗, the matrixM∗ is well approximated by
M∗ ≈ 1
g
(
|A|2 + |B|2, 2AB
2A¯B¯, |A|2 + |B|2
)
∗
. (102)
The two eigenvalues are
1
g
(|A| ± |B|)2∗ =
1
g
(|W ′′ − (∂∂FV1−loop)| ± |(∂∂F¯V1−loop)|)2∗ , (103)
respectively, ensuring the positivity of (99).
For V0, yL = D, ~yR = (ϕ, ϕ¯),
MRR∗ =
(
∂2V0, ∂∂¯V0
∂¯∂V0, ∂¯
2V0
)
∗
, MRL∗ =
(
∂∂DV0
∂¯∂DV0
)
∗
, (104)
MLR∗ = M
∗
RL, MLL∗ = ∂
2
DV0∗. (105)
We know that the D profile of V0(D,ϕ, ϕ¯) near the stationary point is convex to the top and
we fit this by
V0 = Vh(ϕ, ϕ¯)− α(ϕ, ϕ¯)
2
(D −D∗(ϕ, ϕ¯))2 +O((D −D∗(ϕ, ϕ¯))4). (106)
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Here α is a positive real function of ϕ, ϕ¯ and Vh(ϕ, ϕ¯) = V0(D∗(ϕ, ϕ¯), ϕ, ϕ¯). One can check
−MRL∗M−1LL∗MLR∗ = α∗
(
∂D∗
∂¯D∗
)
∗
((∂D∗), (∂¯D∗))∗, (107)
while
MRR∗ =
(
∂2Vh ∂∂¯Vh
∂¯∂Vh ∂¯
2Vh
)
∗
− α
(
(∂D∗)2 |∂D∗|2
|∂D∗|2 (∂¯D∗)2
)
∗
(108)
and
δ2V0∗=
1
2
δ~yR
(
MRR∗ −MRL∗M−1LL∗MLR∗
)
∗ δ~yR
= δ~y†R
(
∂∂¯Vh ∂
2Vh
∂¯2Vh ∂∂¯Vh
)
∗
δ~yR ≡ δ~y†RMh∗~yR. (109)
The entire contribution of the second variation δ2V∗ = δ2V∗ + δ2V0∗ to the leading order in the
Hartree-Fock approximation is given by Eqs.(99), (109). The mass of the scalar gluons squared
is obtained by multiplying the combined mass matrix by g−1∗ :
g−1∗ (M∗ +Mh∗), (110)
generalizing the tree formula. In practice, we just need a well-approximated formula valid in the
region we work with and one can invoke the U(1) invariance to ensure that the two eigenvalues
of the complex scalar gluons are degenerate. Let us, therefore, use the expression
1
g
|W ′′ − (∂∂FV1−loop)|2∗ + ∂∂¯Vh∗
=
∣∣∣∣ϕ∗M − iN2
(ϕ∗
M
)2 [A(ε, γ)
32π2
{
(λ+0∗)
4 + (λ−0∗)
4 +
2
ϕ∗/M
− 2− 3
4
∆20∗ +
1
8
∆40∗
}
− 1
32π2
{
(λ+0∗)
4 log(λ+0∗)
2 + (λ−0∗)
4 log(λ−0∗)
2
+
3(1 +
∆2
0∗
2
)√
1 + ∆20∗
(
(λ−0∗)
3
(
log(λ−0∗)
2 +
1
2
)
− (λ+0∗)3
(
log(λ+0∗)
2 +
1
2
))}
− 2
32π2
1
ϕ∗/M
]∣∣∣∣∣
2
M2
+2N2
(ϕ∗
M
)2 [
2
(
c′ +
1
64π2
)
∆20∗ +
2
32π2
(
A˜
8
− (λ+0∗)4 log(λ+0∗)− (λ−0∗)4 log(λ−0∗)2
)
+
Im(i+ Λ)
N2
1
ϕ∗/M
]
M2 (111)
to check the local stability of the potential and the mass. The above expression is obtained for
our simple example of F and W
F = i
2
ϕ2 +
1
3!M
ϕ3, W = m2ϕ+
1
3!
ϕ3, (112)
20
c′ + 1
64pi2
A˜/(4 · 32π2) ∆0∗ ϕ∗/M (− N2Im(i+Λ)) scalar gluon mass
0.002 0.0001 0.477 0.707 (10000) 0.4998 + 0.0056 N2 + 8.607× 10−7N4
0.003 0.001 1.3623 0.8639 (2000) 0.7463 + 0.0106 N2 + 2.653× 10−4N4
0.003 0.001 1.3623 0.5464 (5000) 0.2986 + 0.0008 N2 + 4.694× 10−5N4
0.003 0.001 1.3623 0.3863 (10000) 0.1492 − 0.0024 N2 +7.235× 10−5N4
Table 2: Samples of numerical values for the scalar gluon masses.
and the real case ∆0 = ∆¯0 is applied. Using the numerical analyses carried out in the last
subsection, we have made a list of data on Eq. (111). Except for the last case in the Table
2, the scalar gluon masses squared are found to be positive for any N , which implies that our
stationary points are locally stable. Even in the last case, the stability is ensured for small N .
In these data, we have checked that the inequalities |(∂F∂F¯V1−loop)|∗, |(∂2FV1−loop)|∗ ≪ g∗ are
in fact satisfied. As a summary of our understanding, a schematic figure is drawn in Fig. 2,
which illustrates the local stability of the scalar potential at the vacuum of dynamically broken
supersymmetry in comparison with the well-known NJL potential.
Figure 2: Comparison of Vscalar around the stationary value (D∗, ϕ∗) with VNJL.
4.6 Choice of regularization and subtraction scheme
In this paper, we have considered the theory specified by the general N = 1 supersymmetric
lagrangian Eq. (1), have regularized the theory by the supersymmetric dimensional regulariza-
tion (dimensional reduction) and have subtracted the part of the 1/ǫ poles of the regularized
one-loop effective action in Eq. (48) by the supersymmetric subtraction scheme defined by the
condition Eq. (40). The original infinity is transmuted into the infinite constant Λ which is
the coefficient of the counterterm and the effective potential has been recast to describe the
behavior of the theory well below the UV cutoff residing in the prepotential function.
We now make brief comments on other regularizations and subtraction schemes which we
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did not employ in this paper. The relativistic momentum cutoff is a natural choice of the NJL
theory as we mentioned earlier but regularizing the integral Eq. (41) by the momentum cutoff
leads us to a rather unwieldy expression. See Ref. [10]. Unlike supersymmetric dimensional
reduction [62], the momentum cutoff perse, while preserving the equality between the Bose
and Fermi degrees of freedom, does not have a firm basis on the regularized action which the
supersymmetry algebra acts on. Moreover, as is clear from (A.1) of Ref. [10], the result violates
the positivity of the effective potential in the vicinity of the origin in the ∆ profile. This
violation is a necessity in the broken chiral symmetry of the NJL theory but here it contradicts
with the positive semi-definiteness of energy that the rigid supersymmetric theory possesses.
Turning to the choice of the subtraction scheme, one might also like to apply the “(modified)
minimal subtraction scheme” in our one-loop integral Eq. (48). While we do not know how to
justify this prescription here, the subsequent analyses proceed almost in the same way and the
main features of the equations obtained from our variational analyses and the conclusions are
unchanged.
5 Lifetime of metastable SUSY breaking vacuum
Combining the two facts that the trivial solution ∆0 = 0 of the gap equation is also a trivial
solution and the energy in rigid SUSY theories is positive semi-definite leads us that our SUSY
breaking vacuum is a local minimum. For our mechanism to be viable, we have to show that
our SUSY breaking vacuum is sufficiently long-lived during the decay into the true vacuum
with ∆0 = 0; in other words, the lifetime of our vacuum must be much longer than the age of
universe. Taking into account the nonvanishing F-term VEV induced by D-term VEV as well,
we carry out an order estimate of the lifetime of our SUSY breaking vacuum. Neglecting O(1)
quantities, we have
1
2
〈D0〉2 ∼ O(m2sΛ2), 〈V1−loop〉 ∼ O
( α
4π
N2m4s
)
∼ O (m4s) (113)
where Λ is a cutoff scale. Plugging these VEVs into Eq. (4.1) in [10]
|〈F 0〉|2 + ms〈g00∂0g00〉〈F
0〉+ 1
2
〈D0〉2 + 2〈g00〉〈V1−loop〉 = 0. (114)
leads to
〈F 0〉 ∼ O(msΛ) (115)
provided ms ≪ Λ.
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The decay rate of our vacuum to the true one is controlled by the factor exp[−|〈∆φ〉|4/〈∆V 〉]
as seen in Ref. [64], where 〈∆φ〉, 〈∆V 〉 are the scalar field distance and the potential height
between two vacua. These two quantities are estimated as follows.
〈F 0〉 = −〈g00〉〈∂0∂0W 〉〈∆φ0〉 = −ms〈∆φ0〉 ⇒ 〈∆φ0〉 ∼ O(Λ), (116)
〈∆V 〉 = |〈F 0〉|2 + 1
2
〈D0〉2 + 〈V1−loop〉 ∼ O(m2sΛ2). (117)
Using these results, the requirement of the longevity of our metastable vacuum is given by the
condition
|〈∆φ0〉|4
〈∆V 〉 ∼ O
(
Λ2
m2s
)
≫ 1, (118)
which is always satisfied as long as ms ≪ Λ.
6 Higgs Mass
In order to realize the observed Higgs mass 126 GeV in the MSSM, SUSY breaking scale would
be higher since the Higgs boson requires large radiative corrections from the top squarks. Also,
we have no signals for SUSY particles from the experiments at Large Hadron Collider (LHC).
Thus, the naturalness of MSSM becomes worse and worse. It is well known fact that Higgs
mass in the MSSM at tree level is smaller than the Z-boson mass, but it can be avoided if we
consider extensions of the MSSM.
In this section, we investigate implications of the mechanism of DDSB uncovered in [9–11],
coupling the system to the MSSM Higgs sector which includes the µ and Bµ terms [55]. The
pair of Higgs doublet superfields Hu, Hd is taken to be charged under the overall U(1):
LHiggs=
∫
d4θ
[
H†ue
−gY V1−g2V2−2euV0Hu +H
†
de
gY V1−g2V2−2edV0Hd
]
+
[(∫
d2θµHu ·Hd
)
− BµHu ·Hd + h.c.
]
. (119)
We have adopted notation X ·Y ≡ ǫABXAY B = XAYA = −Y ·X , ǫ12 = −ǫ21 = ǫ21 = −ǫ12 = 1.
V1,2,0 are vector superfields of the SM gauge group and that of the overall U(1) respectively
and the corresponding gauge couplings are denoted by gY,2 and eu,d respectively. Unlike the
MSSM case, the soft scalar Higgs masses m2Hu |Hu|2, m2Hd|Hd|2 are not introduced since they are
induced by D-term contributions in our framework.
To simplify the analysis in what follows while keeping the essence, we adopt the simplest
prepotential and superpotential exploited in Eqs. (87) and (88) of 5× 5 complex matrix scalar
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superfield ϕ :
F = c
2N
trϕ2 +
1
3!MN
trϕ3 , W =
m2
N
trϕ+
d
3!N
trϕ3 , (120)
where c is a pure imaginary number as discussed above, and m,M are mass parameters. Here
N = 5 and M (real number) sets the scale in the prepotential, which is the cutoff scale.
We embed the generators of the gauge group into the bases which expand ϕ:
ϕ ≡
(
T8 0
0 T3
)
+
√
3
5
Y
(
−1
3
13 0
0 1
2
12
)
+
15√
10
S , T3 =
3∑
a=1
T a
(
σa
2
)
. (121)
We have represented the overall U(1) and U(1)Y generators to be proportional to the unit
matrix and the traceless diagonal generator respectively. We analyze the case in which only S
receives its VEV, namely, the unbroken U(5) vacuum of the superpotential. We will make a
comment for those cases in which these do not hold, which lead to the kinetic mixing. We drop
octet T8 as it is irrelevant to the analysis below.
After a simple calculation, we obtain the non-vanishing prepotential derivatives
Faa= c
10
+
3
3!5
√
10M
(√
3
2
Y + S
)
, F00 = c
10
+
3S
3!5
√
10M
,
FY Y = c
10
+
3
3!5
√
10M
(√
1
6
Y + S
)
, Fa0 = 3
3!5
√
10M
T a,
FaY = 3
3!5
√
10M
√
3
2
T a, F0Y = 3
3!5
√
10M
Y , (122)
their VEV’s
〈Faa〉= 〈FY Y 〉 = 〈F00〉 = c
10
+
3
3!5
√
10M
〈S〉,
〈Fa0〉= 〈FaY 〉 = 〈F0Y 〉 = 0 , (123)
and the derivatives of the superpotential
∂aW =
3d
3!5
√
10
T a
(√
3
2
Y + S
)
,
∂0W =
m2√
10
+
3d
3!10
√
10
(∑
a
T aT a + Y 2 + S2
)
,
∂YW =
3d
3!5
√
10
(
3
4
∑
a
T aT a +
1
4
Y 2 +
√
3
2
SY
)
. (124)
We choose c = 10i but 〈S〉 is complex, not necessarily real.
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In this paper, we add Eq. (119) to Eq. (1) and consider a part relevant to 126 GeV Higgs
L=LHiggs +
∫
d2θIm
1
2
Fab(Φa)WαaWbα
=LHiggs + 1
4
[∫
d2θ(WaWa +WYWY +W0W0) + h.c.
]
+
1
4
[∫
d2θ(FaaY YWaWa + Faa0SWaWa + FY Y Y YWYWY + FY Y 0SWYWY
+F000SW0W0 + Fa0aT aWaW0 + FaY aT aWaWY + F0Y Y YW0WY ) + h.c.
]
. (125)
The third prepotential derivatives, which are now real numbers, can be read off from Eq. (123).
In our analysis, we take that the value of D0 VEV is determined essentially by our Hartree-
Fock approximation in [11]. This source of supersymmetry breaking is then fed to the Higgs
sector and its effects are given by a tree level analysis. We will argue the validity of this
procedure below.
6.1 Higgs potential and variations
Let us extract the part relevant to the Higgs potential in (125).
Lpot= |FHu|2 +
(
−gY
2
DY − euD0
)
|Hu|2 − g2H†u
∑
a
Da
σa
2
Hu
+|FHd|2 +
(gY
2
DY − edD0
)
|Hd|2 − g2H†d
∑
a
Da
σa
2
Hd
− (µHu · FHu + µFHd ·Hd +BµHu ·Hd + h.c.) +
1
2
(∑
a
DaDa + (DY )2 + (D0)2
)
+
1
2
∑
A,B,C=a,Y,0
Im(FABCϕC)DADB + Γ1−loop(D0) (126)
where ϕC = (T a, Y, S). The one-loop part of the effective potential in [9, 11] is denoted by
Γ1−loop(D0). Fermionic backgrounds are not needed in the potential analysis of Higgs and are
not included in Eq. (126).
Let us vary Lpot with respect to the auxiliary fields, replacing ϕC by their VEV 〈ϕC〉 =
(0, 0, 〈S〉).
δDa : 0 = (1 + ImF ′′′〈S〉)Da − g2H†u
σa
2
Hu − g2H†d
σa
2
Hd, (127)
δDY : 0 = (1 + ImF ′′′〈S〉)DY − gY
2
|Hu|2 + gY
2
|Hd|2, (128)
δD0 : 0 = (1 + ImF ′′′〈S〉)D0 − eu|Hu|2 − ed|Hd|2 + ∂Γ
1−loop(D0)
∂D0
. (129)
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Note that Faa0 = FY Y 0 = F000 ≡ F ′′′ and that Eq. (129) with eu = ed = 0 is in fact the gap
equation of [9, 11]. Eliminating the auxiliary fields (approximately), we obtain Higgs potential
VHiggs=
g22
2(1 + ImF ′′′〈S〉)
(
H†u
σa
2
Hu +H
†
d
σa
2
Hd
)2
+
g2Y
8(1 + ImF ′′′〈S〉)
(|Hu|2 − |Hd|2)2
+
1
2(1 + ImF ′′′〈S〉)
(
eu|Hu|2 + ed|Hd|2 − ∂Γ
1−loop(D0)
∂D0
∣∣∣∣
D0=D0∗
)2
+|µ|2(|Hu|2 + |Hd|2) + (BµHu ·Hd + h.c.). (130)
Here we have denoted byD0∗ the solution to Eq.(129) the improved gap equation. The deviation
δD0∗ of the value from D0∗ in [11] is in fact small by the ratio of electroweak scale and SUSY
breaking scale. Therefore, we approximate the solution to the improved gap equation by the
value ofD0∗ in [11] denoted as 〈D0〉. Taking into account the fact that ImF ′′′〈S〉 ∼ 〈S〉/M ≪ 1,
we neglect the term ImF ′′′〈S〉 at the leading order. The resulting Higgs potential at the leading
order is given by
VHiggs≃ g
2
2
2
(
H†u
σa
2
Hu +H
†
d
σa
2
Hd
)2
+
g2Y
8
(|Hu|2 − |Hd|2)2
+
1
2
(
eu|Hu|2 + ed|Hd|2 − 〈D0〉
)2
+ |µ|2(|Hu|2 + |Hd|2) + (BµHu ·Hd + h.c.)
=
g22 + g
2
Y
8
[|H0u|2 − |H0d |2]2 + 12 (eu|H0u|2 + ed|H0d |2 − 〈D0〉)2
+|µ|2 (|H0u|2 + |H0d |2)− (BµH0uH0d + h.c.)
=
g22 + g
2
Y
32
v4c22β +
v2
2
[
µ2 −Bµs2β
]
+
1
8
(
(eus
2
β + edc
2
β)v
2 − 2〈D0〉)2 (131)
where we have restricted the potential to the CP-even neutral sector of Higgs doublets Hu =
(H+u , H
0
u)
T , Hd = (H
0
d , H
−
d )
T in the second line since we are interested in the Higgs mass. In
the last line, the neutral components of Higgs fields are parametrized as
H0u =
1√
2
[
sβ(v + h) + cβH + i(cβA− sβG0)
]
, (132)
H0d =
1√
2
[
cβ(v + h)− sβH + i(sβA+ cβG0)
]
(133)
where we use the shorthand notations:
sβ ≡ sin β, cβ ≡ cos β, tβ ≡ tan β, s2β ≡ sin 2β, c2β ≡ cos 2β. (134)
G0 is the would-be Nambu-Goldstone boson eaten as the longitudinal component of Z-boson.
The VEV of Higgs field is v ≃ 246 GeV and g2Y +g22
4
v2 =M2Z in this convention.
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6.2 Estimate of the Higgs mass
We are now ready to calculate Higgs mass. As in the MSSM, the minimization of the scalar
potential ∂VHiggs/∂v
2 = ∂VHiggs/∂β = 0 allows us to express µ and Bµ in terms of other
parameters.
µ2 +
M2Z
2
=
1
2c2β
(
(eus
2
β + edc
2
β)v
2 − 2〈D0〉) (eus2β − edc2β) , (135)
M2A ≡
2Bµ
s2β
=2µ2 +
eu + ed
2
(
(eus
2
β + edc
2
β)v
2 − 2〈D0〉)
=−M2Z +
eu − ed
2c2β
(
(eus
2
β + edc
2
β)v
2 − 2〈D0〉) . (136)
It is straightforward to obtain the mass matrix for CP-even Higgs from the second derivative
of the potential,
M2 =
(
m2hh m
2
hH
m2hH m
2
HH
)
(137)
where each component is given by
m2hh=M
2
Zc
2
2β + v
2
(
eus
2
β + edc
2
β
)2
, (138)
m2HH =M
2
A +M
2
Zs
2
2β + v
2s22β
(
eu − ed
2
)2
, (139)
m2hH =−M2Zs2βc2β + v2s2β
(
eus
2
β + edc
2
β
)(eu − ed
2
)
. (140)
The eigenvalues of this mass matrix are found as
1
2
[
m2hh +m
2
HH ±
√
(m2hh −m2HH)2 + 4m4hH
]
(141)
and the lightest CP-even Higgs mass is
m2Higgs=
1
2
[
m2hh +m
2
HH −
√
(m2hh −m2HH)2 + 4m4hH
]
. (142)
In order for the µ-term to be allowed in the superpotential, we must have a condition eu+ed = 0
which is also required from an anomaly cancellation condition for the overall U(1). Then, the
Higgs mass can be expressed as
m2Higgs=
1
2
[
M2Z +M
2
A + e
2
uv
2 −
√
(M2A −M2Zc4β − c4βe2uv2)2 + s24β (M2Z + e2uv2)2
]
=
1
2
[
M˜2Z +M
2
A −
√(
M˜2Z +M
2
A
)2
− 4M˜2ZM2Ac22β
]
(143)
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where M˜2Z ≡ M2Z + e2uv2. It is interesting to see the correspondence between our expression of
Higgs mass (143) and that in the MSSM,
m2MSSM Higgs=
1
2
[
M2Z +M
2
A −
√
(M2Z +M
2
A)
2 − 4M2ZM2Ac22β
]
. (144)
As in the case of MSSM, the upper bound of Higgs mass can be obtained by taking a decoupling
limit M2A →∞,
m2Higgs → M˜2Zc22β. (145)
M˜Z can be large enough by taking O(1) charge eu
M˜Z ∼
√
(90 GeV)2 + (246 GeV)2 ∼ 262 GeV. (146)
Let us go back to the minimization conditions of Higgs potential with eu + ed = 0,
µ2 +
M2Z
2
=
eu
2c2β
(−c2βeuv2 − 2〈D0〉) , (147)
M2A=2µ
2 = −M2Z −
eu
c2β
(
euc2βv
2 − 2〈D0〉) (148)
which leads to
M2Z +M
2
A = −
eu
c2β
(
c2βeuv
2 + 2〈D0〉) . (149)
In order to satisfy this condition, the dominant part in the right-hand side of (149) eu〈D0〉/c2β
is required to be negative.
Using these conditions, we can eliminate M2A in Higgs mass (143).
m2Higgs=
1
2

−2eu
c2β
〈D0〉 −
√(
−2eu
c2β
〈D0〉
)2
+ 8c2βeuM˜2Z〈D0〉+ 4c22βM˜4Z


≃ M˜2Zc22β
(
1 +
c2βM˜
2
Z
2eu〈D0〉s
2
2β
)
(150)
where the approximation 〈D0〉 ≫ M˜2Z is applied in the second line.
A plot for 126 GeV Higgs mass as a function of cos 2β and eu is shown below. Here we
have taken eu < 0 and cos 2β > 0 to satisfy the condition eu〈D0〉/c2β < 0. We can immediately
see that 126 GeV Higgs mass is realized by O(1) charge eu, namely without fine-tuning of
parameters. Also, we found that the result is insensitive to the values of D-term VEV. This
fact is naturally expected from the non-decoupling nature of Higgs mass.
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Figure 3: A plot for 126 GeV Higgs mass as a function of cos 2β and eu. The result is insensitive
to the values of D-term VEV.
7 Summary
In this paper, we reviewed our recently proposed mechanism of D-term triggered dynamical
SUSY breaking [9–11,55]. The nonvanishing D-term VEV is dynamically realized as a nontrivial
solution of the gap equation in the Hartree-Fock approximation as in the case of NJL model
and BCS superconductivity. In our mechanism, since the gauge sector is extended to be N = 2
supersymmetric, gaugino becomes massive by the D-term VEV through the Dirac mass term
with N = 2 partner fermion of gaugino. Our mechanism can be directly applied to Dirac
gaugino scenario which much attention has been paid to.
A systematic analysis of the scalar potential was performed by treating the order parameters
of SUSY breaking D and F , and the adjoint scalar field as the background fields. It was shown
numerically that SUSY is indeed broken dynamically and our meta-stable vacuum is locally
stable. The lifetime of our meta-stable vacuum was also shown to be sufficiently long-lived.
As a phenomenological application, we have discussed how an observed Higgs mass can be
realized in the context of DDSB and have shown that it is naturally realized by an additional
overall U(1) D-term contribution to Higgs mass.
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