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Abstract 
Support Vector Machines (SVMs) are a classification technique used in data mining and machine learning that are particularly well suited for 
application with sparse data sets. A database of over 1100 hypervelocity impact tests using spherical aluminium projectiles against spaced 
aluminium armour (i.e. Whipple shield) was compiled and used to train four different SVMs. The SVMs were developed using a variety of 
input-attributes and Principal Component Analysis (PCA). Initially, a maximum accuracy of 75% was obtained for an SVM when applied to 
predict the perforated/not-perforated outcome of impact events not included in the training process. A number of tests were identified which 
were inconsistent with the pattern observed for other training data. By removing this conflicting data (<5% of the total number of entries), 
significant increases in the training and generalization accuracy (83%) were achieved. The qualitative outputs of the SVMs were investigated 
through comparison with classical ballistic limit curves and test data. Within a velocity range of ~3-8 km/s the SVMs demonstrated a good 
level of agreement with the classical ballistic limit curves and test data. The application of machine learning methods, including SVM, to 
predict impact outcomes is limited by the statistical quality of the training dataset. A broader and more homogenous distribution of test 
conditions, target geometries, materials, and outcomes (i.e. from well above to well below the ballistic limit) is required for machine learning 
to provide a high level of quantitative accuracy with consistent qualitatively output. Improvements to the training data set may be best 
achieved via a process in which the current SVMs are applied to identify the most valuable test conditions for future analysis. © 2015 
Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Asia-Oceania Association for Fire Science and Technology. 
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1. Introduction 
Predicting the outcome of complex impact events has historically been performed by algorithms ranging from highly 
empirical (e.g. THOR [1]) to analytically-based methods that are empirically adjusted or anchored (e.g. Walker-Anderson [2]). 
For the impact of micrometeoroid and orbital debris (MMOD) particles against spacecraft hardware, empirically-anchored 
analytical equations referred to as Ballistic Limit Equations (BLEs) are commonly used. The majority of BLEs in use today 
trace their origin back to the Whipple shield new non-optimum equation (NNO) [3] and are based on three distinct regimes of 
penetration phenomenology: 
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1. High-speed impacts (i.e. hypervelocity regime) where the projectile and holed-out bumper material are completely, or 
nearly completely, melted or vaporized by the impact. This material impulsively loads the rear wall, resulting in rupture 
and petalling; 
2. Intermediate-speed impacts (i.e. intermediate or shatter regime) where the penetration transitions between a low speed 
and high speed impact in a complicated way due to projectile fragmentation and melting; and 
3. Low-speed impact (i.e. low velocity regime) where the projectile is eroded or deformed but not fragmented by its 
passage through the bumper plate. Perforation of the rear wall is thus by a single fragment with a mass and speed equal 
to or less than the impacting projectile. 
 
In previous work [4], the JSC Whipple BLE (a recent update to the NNO Whipple shield BLE), was found to accurately 
predict approximately 72% of perforation/non-perforation outcomes for over 750 hypervelocity impact experiments. For such 
complex interactions, it is unlikely that significant improvements in this level of predictive accuracy are obtainable with 
conventionally-developed empirical algorithms. However, such multi-dimensional, non-linear complexity is well suited to 
computational intelligence or machine learning approaches.  
2. Revisiting the Application of Artificial Neural Networks for characterizing Whipple shield performance 
In [4] an Artificial Neural Network (ANN) was developed for predicting the performance of aluminium Whipple shields 
impacted at hypervelocity by spherical aluminium projectiles. The network, utilizing a 57/14/1 multilayer perceptron 
architecture, was initially trained on 90% of the impact test data, while the remaining 10% was used to assess the accuracy of 
the network and identify the ideal number of hidden layer neurons and learning parameters. The resulting network achieved an 
RMS error of 10% during the training phase for a 57/14/1 input/hidden layer/output architecture, corresponding to an accurate 
categorization of 90% of perforation/non-perforation experimental outcomes. However, on further examination of the outputs, 
some unusual qualitative trends were observed, examples of which are given in Fig. 1. For the examples shown, the 
performance predicted by the ANN is considered reasonable in the range of ~2-7 km/s, however predictions outside this velocity 
range are likely to be erroneous.  
Fig. 1. Examining the varying quality of outputs from the ANN developed in [4], compared to BLE outputs (JSC Whipple). For both the example design curve 
(left) and performance curve (right) the ANN shows reasonable predictions in the velocity range of ~2-7 km/s.  
Machine learning techniques like ANNs will ideally be trained upon a set of self-consistent data that provides a 
comprehensive and even sampling of the parameter space. In terms of hypervelocity impact on aluminium Whipple shields, this 
means: a wide distribution of shield materials, geometries, and impact conditions (e.g. velocities, angles, etc.), and; an even 
distribution of test results, not just about the pass/fail bifurcation, but across a range from well below the ballistic limit to well 
above the ballistic limit. The database compiled in [4] did not meet these ideals. Rather, the data was clustered about geometries 
of interest (e.g. corresponding to flight hardware), experimentally-accessible conditions (e.g. 7 km/s), and as-close-as-possible 
to target ballistic limits – demonstrated in Fig. 2. In general, for problems with inhomogenous sampling of the parameter space, 
machine learning methods have difficulty interpolating through sparsely populated regions (i.e. between clusters). Thus, in order 
to have generated the ballistic limit curves in Fig. 1, the training data was likely sparse at the velocity limits (i.e. < 2 km/s 
and > 7 km/s) and more densely populated at velocities between 2-7 km/s. 
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Fig. 2. Hitograms of the impact test database compiled in [4] in terms of impact velocity, a non-dimensional geometry parameter (tw2S/tb3)1/3, and the ratio of 
projectile diameter to BLE-calculated critical projectile diameter, dp/dc.  
3. Support Vector Machines 
Support Vector Machines (SVMs) are a classification technique used in data mining and machine learning which have roots 
in statistical learning theory. They have been developed for data sets which are typically high-dimensional and sparse [5], and as 
such may be better suited to application in characterizing data sets such as that depicted in Fig. 2 than an ANN. Given a dataset 
where each observation has a class label, namely positive or negative, the SVM tries to find a decision boundary that separates 
the two classes. Fig. 3 shows observations belonging to two separate classes represented by circles and stars. There are infinitely 
many lines that can separate these two classes of points; the SVM selects the line that maximizes the margin between the two 
classes by solving a constrained optimization problem. The data points which constrain the location of the decision boundary (or 
hyperplane) are known as support vectors, highlighted grey in Fig. 3a. Moving a support vector will affect the location of the 
decision boundary, while moving other vectors will have no effect. When the data is not linearly separable, the SVM can project 
the data into a higher dimensional space based on a kernel function. For example, the data set in Fig. 3b cannot be separated 
linearly in the x1-x2 dimensional space. However, if the data is processed via a homogenous polynomial kernel function, where 
ܭሺݔଵǡ ݔଶሻ ൌ Ȱሺݔଵሻ ή Ȱሺݔଶሻ, then ሺݔଵǡ ݔଶሻ ՜ ሺݖଵǡ ݖଶǡ ݖଷሻ ׷ൌ ൫ݔଵଶǡ ξʹݔଵݔଶǡ ݔଶଶ൯ the dataset becomes linearly separable in (z1, z2, z3) 
space, refer to Fig. 3c. An SVM using a sigmoid kernel function is equivalent to a two-layer perceptron neural network. Most 
kernels include a parameter, J, which defines how far the influence of each training example reaches (i.e. level of fitting). 
If the data remains linearly inseparable in the higher dimensional space, the SVM tries to maximize the margin while 
minimizing the number of misclassified data points. The cost of misclassification, typically denoted as C, can be specified by 
the user and, together with J, effectively drives the level of fitting for the SVM. A low cost, C, will permit a higher level of 
classification error but enable the hyperplane to be expressed on a lower-dimensional space than an SVM with a high cost. By 
specifying an overly high cost of misclassification, there is a risk that the SVM will over fit the data in an approaching-infinite 
dimensional space. For a further discussion of SVM theory, readers are directed to, e.g. [7][8]. 
 
b) 
 
 
c) 
 
Fig. 3. a) The SVM concept of a maximal margin hyperplane in a linearly separable dataset of two classes (circles and stars); b)  A non-linearly separable 
dataset in (x1, x2) two dimensional space; c) when projected into (z1, z2, z3) space via a polynomial kernel function the dataset becomes linearly seperable on the 
(z1, z2) plane (right) [6]. 
0 2 4 6 8 10
0
50
100
150
200
Velocity (km/s)
Fr
eq
ue
nc
y
0 5 10 15 20 25 30 35
0
20
40
60
80
100
120
140
(t
w
2 S/tb
3)1/3 (-)
Fr
eq
ue
nc
y
0 0.5 1 1.5 2
0
20
40
60
80
100
dp/dc
Fr
eq
ue
nc
y
y 
x 
a) 
525 S. Ryan et al. /  Procedia Engineering  103 ( 2015 )  522 – 529 
3.1. Principal Component Analysis (PCA) 
Principal component analysis (PCA) is a procedure by which we can learn about the distribution of a given dataset. PCA 
gives us a “data dependent reference frame”, i.e. PCA transforms the reference axes from that of the input parameter space to 
one which is defined in terms of the eigenvectors associated with the largest eigenvalues (principal components, PCs). The PCs 
are defined in order of eigenvector, i.e. the first PC represents the largest variance in the input data set, the second PC has the 
second largest variance, and so-on. In this study PCA is used as a method of noise reduction, dimensionality reduction and 
visualization.   
3.2. SVM for Whipple shield characterisation 
An initial SVM (SVM1) was developed with 30 input variables (referred to as attributes in SVM parlance), listed in Table 1,  
and outputs a Boolean ‘perforated/not-perforated’ classifier. For the SVM development, the database in [4] was extended with 
an 337 hypervelocity impact test exemplars, bringing the total number of test entries to 1106. Although providing additional 
data for the training algorithm, the new exemplars suffers from the same statistical limitations (i.e. clustering) as the original 
database.  The SVM was trained on a random selection incorporating 67% of the exemplars, while the remaining 33% were 
used to test the SVM performance. This process was repeated 10 times, utilizing 10-fold cross-validation to counteract over-
fitting. In defining the SVM, the misclassification cost, C, and kernel parameter J (for a Radial Basis Function kernel), were 
adjusted to optimize the accuracy of the SVM in predicting the outcomes of the test exemplars. The SVM1 was trained to an 
accuracy of 88.8%, from which the SVM1 was able to accurately predict 73.3% of the test data pass/fail outcomes. Fig. 4 shows 
the distribution of the 1106 exemplars, plotted in the principal component 1 and 2 space (PC1-PC2). A few key observations can 
be made: 1) the data is sparsely distributed across the PC1-PC2 domain, 2) there are clusters of data in the PC1-PC2 space, and 
3) the perforated and non-perforated exemplars are not clearly separable, indeed in a number of instances they overlap. The net 
correlation between the 30 input attributes and the network output (i.e. perforated/not-perforated) was determined for SVM1 and 
is given in Table 1, ranked in terms of relative importance to the outcome. For a negative correlation coefficient, an increase in 
this attribute (e.g. wall thickness) would correspond to a decreased likelihood that the attribute is associated with a ‘perforated’ 
output. The net correlation coefficient is assessed as the statistical correlation between matrices of the input attributes and the 
SVM outputs.  
Of the 30 input attributes for SVM1, 24 relate to the material properties of the projectile, bumper, and rear wall, four relate to 
the projectile and target geometry, and two relate to the impact conditions. A second SVM, SVM2, was trained on a reduced set 
of input attributes consisting of the four geometry terms, two conditional terms, and two material terms for each of the projectile, 
bumper, and rear wall. The density of each material was selected, together with the projectile hardness, bumper elongation and 
rear wall yield strength, highlighted in bold in Table 1. Hardness and elongation were selected for the projectile and bumper as 
they were found to have the highest correlation to the SVM class output for each component, respectively (see Table 1). For the 
rear wall, specific heat was identified as having the highest correlation, however this is considered a potentially spurious output, 
and thus the attribute with the next highest correlation, yield strength, was selected. The correlation rankings of the input 
attributes in Table 1, although providing a useful check of the SVM, are heavily influenced by the statistical sampling of the 
training data set. The machine may identify accidental correlations if we have unwittingly used, for example, high specific heat 
materials in shield designs which were not perforated, and low specific heat materials in designs which were perforated. 
Attributes may also be identified as having a high level of correlation if they statistically correlate with another key parameter 
(e.g. density). Finally, the correlations provided in Table 1 are based on all training exemplars. For the majority of the input 
attributes this calculation is quite straight forward – for instance an increase in rear wall thickness is expected to always 
correspond to a decreased likelihood of perforation. However, for some attributes the net correlation (i.e. positive or negative) 
may change between test exemplars. Impact velocity, for example, is expected to have a positive net correlation in the low 
velocity regime (i.e. increasing velocity will increase the likelihood of perforation), however in the shatter regime the net 
correlation will change to negative in some instances (i.e. increasing velocity will decrease the likelihood of perforation). For 
such input attributes, therefore, the net correlation coefficient may be misleading. 
For SVM2, the 12 input attributes were subject to PCA prior to training. The number of PCs was selected to maximize the test 
accuracy, peaking at 74.9% (training accuracy of 90.2%) for 11 PCs. The distribution of the 1106 exemplars is plotted in Fig. 4 
in the PC1-PC2 space. Compared to the SVM1, the SVM2 classes do not appear much more separable in PC1-PC2 space. 
Considering the similar level of test accuracy achieved for SVM1 and SVM2, there may be little difference in the separability of 
the data for the two machines, even when visualized in higher dimensional space. 
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Table 1. SVM1 input attributes ranked in descending order of correlation to the SVM class output.  
Attribute Correlation Abs. Correlation 
Wall Thickness (cm) -0.3158 0.3158 
Wall Specific Heat (J/kg.K) -0.2941 0.2941 
Projectile Diameter (cm) 0.2668 0.2668 
Projectile Hardness (HB) -0.2315 0.2315 
Projectile Shear Strength (MPa) -0.2311 0.2311 
Projectile Yield Strength (MPa) -0.2298 0.2298 
Projectile Density (g/cm3) -0.2269 0.2269 
Projectile Specific Heat (J/kg.K) -0.2250 0.2250 
Projectile Elongation (%) 0.2212 0.2212 
Bumper Elongation (%) -0.2179 0.2179 
Projectile Shear Modulus (GPa) -0.2013 0.2013 
Bumper Specific Heat (J/kg.K) -0.1925 0.1925 
Wall Yield Strength (MPa) -0.1752 0.1752 
Wall Shear Strength (MPa) -0.1743 0.1743 
Projectile Tensile Modulus (GPa) -0.1556 0.1556 
Wall Hardness (HB) -0.1516 0.1516 
Bumper Hardness (HB) 0.1470 0.1470 
Impact Angle (deg) 0.1465 0.1465 
Bumper Yield Strength (MPa) 0.1462 0.1462 
Bumper Shear Strength (MPa) 0.1347 0.1347 
Bumper Standoff (cm) 0.1112 0.1112 
Bumper Density (g/cm3) -0.1079 0.1079 
Wall Shear Modulus (GPa) -0.0756 0.0756 
Impact Velocity (km/s) 0.0597 0.0597 
Wall Tensile Modulus (GPa) 0.0583 0.0583 
Bumper Tensile Modulus (GPa) -0.0540 0.0540 
Bumper Thickness (cm) -0.0410 0.0410 
Wall Density (g/cm3) -0.0348 0.0348 
Bumper Shear Modulus (GPa) -0.0209 0.0209 
Wall Elongation (%) -0.0195 0.0195 
 
 
  
Fig. 4. The data exemplars on the subspace spanned by principal components 1 and 2, for SVM1 (left) and SVM2 (right). For both SVMs the data is clustered 
into dense data pockets separated by sparse regions. Within the data clusters a relatively high level of predictive accuracy would be expected, decreasing as the 
SVM moved outside the clustered regions. It should be noted that PCA was not used in training SVM1, but is applied post-training to aid in visualisation of the 
machine output. 
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3.3. Supplementing and filtering the input data set 
There are a number of issues which limit the applicability of machine learning techniques to the problem of characterising 
Whipple shield performance, including: 
x A dataset unevenly distributed in the problem space, incorporating clusters and sparsely populated regions; 
x Inconsistent reporting across the data sources, for instance in the definition of target failure. For the range of sources 
used to compile the impact test database, shield failure may be defined as clear perforation through the shield rear wall 
(i.e. transmission of light or a gas leak) or detached spallation from the rear wall; 
x Possibly erroneous entries amongst the data exemplars. For example, Appendix C of [9] is representative of this 
limitation, in which material types and their corresponding properties are inconsistently reported. 
 
To address these limitations, two manipulations of the data set were made: 
1) If the SVM confidently predicted the outcome of a test exemplar (> 67% probability) and the actual result was different, 
the data entry was tagged as “possibly erroneous”. Through this process 62 test entries were identified as possibly 
erroneous and temporarily removed from the database (5.6% of the original entries).  
2) To the original 30 input attributes we added critical diameter according to the JSC Whipple BLE, together with the 
ratio of projectile diameter to critical diameter.  
 
A third SVM (SVM3) using the same 11 PCs based on the same 12 input attributes as SVM2 was trained on the reduced 
dataset. A maximum test accuracy of 83.1% was achieved, with a corresponding training accuracy of 94.6%. A final, fourth 
SVM, SVM4, employed the original set of 30 input attributes plus the BLE-calculated critical projectile diameter, dc, and ratio of 
projectile diameter to critical diameter, dp/dc. SVM4 was trained on the reduced dataset with possibly erroneous data removed. A 
maximum test accuracy of 83.0% was achieved for SVM4, with a corresponding training accuracy of 96.1%. The two data 
classes are plotted in Fig. 5 for SVM3 and SVM4 in PC1-PC2 space. SVM3 appears almost identical to SVM2 (Fig. 4) in PC1-
PC2 space, however higher separability would be expected if viewed in a higher dimensional space due to the increased test 
accuracy of SVM3. SVM4 appears significanly different from the other three SVMs, showing a comparatively high level of 
seperability between the two data classes in the PC1-PC2 domain. 
Table 2 provides a summary of the SVM test and training accuracies. The improvement in SVM3 over SVM2 provides some 
evidence that the “possibly erroneous” data may not be reliable. It is not expected that the 62 test entries identified as ‘possibly 
erroneous’ are, in all cases, actually misreported tests. Rather, they are conditions which cause the SVM to lose accuracy in a 
general sense due to inconsistencies with the pattern observed for the other training data.  
  
Fig. 5. The data exemplars on the subspace spanned by principal components 1 and 2, for SVM3 (left) and SVM4 (right). The difference between the 12-attribute 
SVM with PCA (SVM3) and 32-attribute SVM incorporating additional attributes from the BLE (SVM4) is significant in PC1-PC2 space. The separability for 
both SVMs is comparable, and shows considerable improvement from SVM1. It should be noted that PCA was not used in training SVM4, but is applied post-
training to aid in visualisation of the machine output. 
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Table 2. Summary of the four SVMs and their relative accuracy. Training  accuracy relates to the RMS error experienced during training and test error relates to 
the error experienced for prediction of impact test results not included in the training process.  
SVM Data set Input attributes PCA Accuracy (%) Training Test 
1 Full 30 None 88.8 73.3 
2 Full 12 11 PCs 90.2 74.9 
3 Reduced 12 11 PCs 94.6 83.1 
4 Reduced 32 None 96.1 83.0 
 
Example ballistic limit curves generated by the four SVMs are shown in Fig. 6 for two representative Whipple shield 
configurations, plotted together with the JSC Whipple BLE curve and any applicable test data. In Fig. 6a all four SVMs are 
shown to correctly predict the results of all impact tests, as does the BLE. In Fig. 6b all four SVMs and the BLE are shown to be 
conservative (i.e. incorrectly classify failed shields as having passed). Of the SVMs, there is minimal discernable difference 
between the range of ~3-8 km/s, i.e. the velocity range emcompassing the bulk of the test data. At velocities below ~3 km/s the 
SVM2 and SVM3 are shown to provide a significantly reduced prediction of performance, suggesting that the reduced 
dimensionality of the problem did not enable adequate reproduction of the key patterns. Considering the sparcity of the data in 
this regime, however, this is not considered a significant flaw. A comparison between SVM2 and SVM3 within the 3-8 km/s 
range serves to highlight the effect of removing the “possibly erroneous” test data. The difference in the ballistic limits curves is 
not pronounced, however the influence on generalization accuracy is significant (see Test accuracy in Table 2).  This suggests 
that the “possibly erroneous” data points removed from the training dataset were not influential (i.e. the configurations or impact 
conditions of the possibly erroneous data were not similar to the two configurations examined in Fig. 6). The inclusion of BLE-
based inputs in SVM4 results in a higher level of agreement with the BLE, as expected. The SVM4 curves show a high level of 
similarity with SVM1, suggesting that there is no benefit in including BLE-based data to anchor the SVM output. The high level 
of generalization accuracy for SVM4 shown in Table 2 is considered tor result from the exclusion of the “possibly erroneous” 
data, rather than the inclusion of the BLE-based input variables.  
 
    
 
Fig. 6. Example performance curves for Whipple shields comparing the output of the four SVMs and the JSC Whipple BLE with test data. Left: 0.041 cm thick 
Al2024-T3 bumper, 0.635 cm thick Al2024-T3 rear wall, separated by 5.08 cm and impacted by spherical Al2017-T4 projectiles at 0q (test data from [10]); 
right: 0.1016 cm thick Al6061-T6 bumper, 0.318 cm thick Al2219-T87 rear wall, separated by 10.16 cm and impacted by spherical Al1100-O projectiles at 0q 
(test data from compared to test data from [11]).  
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
1 2 3 4 5 6 7 8 9 10
Pr
oj
ec
til
e 
di
am
et
er
 (c
m
) 
Velocity (km/s) 
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
1 2 3 4 5 6 7 8 9 10
Pr
oj
ec
til
e 
di
am
et
er
 (c
m
) 
Velocity (km/s) 
a) b) 
529 S. Ryan et al. /  Procedia Engineering  103 ( 2015 )  522 – 529 
4. Discussion and conclusions 
A series of four Support Vector Machines (SVMs) have been developed for characterising the performance of aluminium 
Whipple shields under hypervelocity impact of spherical aluminium projectiles. The SVMs have been trained on a randomly 
selected subset of a 1106-entry database, from which a 33% subset of the data has been excluded from the training and used to 
assess the predictive accuracy of the machines. Principal Component Analysis has been applied for two of the SVMs to decrease 
the dimensionality of the input attributes prior to training. Additionally, the correlation between input-attributes and machine 
output class labels (i.e. perforation/non-perforation result) have been ranked. Using the complete database, the SVMs were 
found to accurately predict the outcome of perforation/non-perforation events with a maximum 74.9% accuracy. A selection of 
62 test exemplars was found to induce conflict in the SVM training, in some instances likely due to misreported test data (a 
common difficulty when compiling historical test data). When these 62 entries were removed, the predictive accuracy of the 
SVMs increased to a maximum of 83%, together with decreased training (or RMS) error. In addition to reasonable levels of 
quantitative accuracy, example ballistic limit curves were generated from the SVMs and compared to curves described by the 
JSC Whipple shield Ballistic Limit Equation (BLE) and associated test data. Within the velocity range of 2-8 km/s, 
corresponding to the bulk of the training data entries, the predicted performance of the SVMs was shown to be comparable to 
the BLE. Additional features in the shatter regime related to the phenomena of projectile shatter, melt, and vaporization, were 
reproduced by the SVMs. Outside the velocity range of 2-8 km/s the SVMs are interpolating through very sparse data (or 
extrapolating) and are not considered applicable. 
It can be concluded that the application of machine learning methods, including SVM, to predict impact outcomes is limited 
by the statistical quality of the dataset. A broader and more homogenous distribution of test conditions, target geometries, 
materials, outcomes (i.e. from well below to well above the ballistic limit) etc. is required for machine learning methods to 
provide a high level of quantitative accuracy with consistent qualitatively output. Towards this end, techniques have been 
demonstrated to identify the most valuable test conditions for future analysis. Additionally, techniques to identify suspected 
erroneous data or data which may hamper efforts to identify key relationships or patterns in impact characterization have been 
developed. By removing the suspicious data from the training process (62, or less than 5% of the exemplars), significant 
improvements in both training and generalization error (i.e. predictive accuracy) were achieved.  
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