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Kernel estimates for nonautonomous
Kolmogorov equations with potential term
Markus Kunze, Luca Lorenzi∗, Abdelaziz Rhandi
TO THE MEMORY OF PROF. ALFREDO LORENZI
Abstract Using time dependent Lyapunov functions, we prove pointwise upper
bounds for the heat kernels of some nonautonomous Kolmogorov operators with
possibly unbounded drift and diffusion coefficients and a possibly unbounded po-
tential term.
1 introduction
We consider nonautonomous evolution equations{
∂tu(t,x) = A (t)u(t,x), (t,x) ∈ (s,1]×Rd,
u(s,x) = f (x), x ∈ Rd , (1)
where the time dependent operators A (t) are defined on smooth functions ϕ by
A (t)ϕ(x) =
d
∑
i j=1
qi j(t,x)Di jϕ(x)+
d
∑
i=1
Fi(t,x)Diϕ(x)−V(t,x)ϕ(x).
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We write A0(t) for the operator A (t)+V(t). Throughout this article, we will always
assume that the following hypothesis on the coefficients are satisfied.
Hypothesis 1 The coefficients qi j,Fj and V are defined on [0,1]×Rd for i, j =
1, . . .d. Moreover,
1. there exists an ς ∈ (0,1) such that qi j,Fj,V ∈ C
ς
2 ,ς
loc ([0,1]×Rd) for all i, j =
1, . . . ,d. Further, qi j ∈C0,1((0,1)×Rd);
2. the matrix Q = (qi j) is symmetric and uniformly elliptic in the sense that there
exists a number η > 0 such that
d
∑
i, j=1
qi j(t,x)ξiξ j ≥ η |ξ |2 for all ξ ∈Rd , (t,x) ∈ [0,1]×Rd;
3. V ≥ 0;
4. there exist a nonnegative function Z ∈C2(Rd) and a constant M ≥ 0 such that
lim|x|→∞ Z(x) = ∞ and we have A (t)Z(x) ≤ M, as well as η∆xZ(x)+F(t,x) ·
∇xZ(x)−V (t,x)Z(x)≤ M, for all (t,x) ∈ [0,1]×Rd;
5. there exists a nonnegative function Z0 ∈ C2(Rd) such that lim|x|→∞ Z0(x) = ∞
and we have A0(t)Z0(x)≤M, as well as η∆xZ0(x)+F(t,x) ·∇xZ0(x)≤M, for
all (t,x) ∈ [0,1]×Rd.
We summarize Hypothesis 1(4)-(5) saying that Z (resp. Z0) is a Lyapunov func-
tion for the operators A and η∆ + F ·∇x −V (resp. for the operators A0 and
η∆ +F ·∇x).
Clearly, 5 implies 4. However, for applications it will be important to differentiate
between Z and Z0.
The previous assumptions guarantee that, for any f ∈Cb(Rd), the Cauchy prob-
lem (1) admits a unique solution u ∈ Cb([s,1]×Rd)∩C1,2((s,1]×Rd). Moreover,
there exists an evolution family (G(t,s))(t,s)∈D ⊂ L (Cb(Rd)), where D = {(t,s) ∈
[0,1]2 : t ≥ s}, which governs Equation (1), i.e., u(t,x) = (G(t,s) f )(x). Here and
throughout the paper, the index “b” stands for boundedness.
By [2, Proposition 3.1], the operators G(t,s) are given by Green kernels g(t,s, ·, ·),
i.e., we have
G(t,s) f (x) =
∫
Rd
f (y)g(t,s,x,y)dy. (2)
Our aim is to prove estimates for the Green kernel g. Similar results as we present
here have been obtained in [10, 11, 12, 13] for autonomous equations without po-
tential term. The case of autonomous equations with potential term was treated in
[1, 8, 9]. Recently, generalizing techniques from [4] to the parabolic situation, the
authors of the present article extended these results also to nonautonomous equa-
tions and, even more importantly, allowed also unbounded diffusion coefficients,
see [7]. In this article, we extend the results of [7] to also allow potential terms in
the equation.
Applying our main abstract result (Theorem 6) in a concrete situation, we obtain
the following result. In its formulation, for s ≥ 0, we use the notation |x|s∗ to denote
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a smooth version of the s-th power of the absolute value function, i.e., |x|s∗ = |x|s
whenever |x| ≥ 1 and the map x 7→ |x|s∗ is twice continuously differentiable in Rd .
This is done to meet the differentiability requirement in Hypothesis 1(1), 3 and 5 and
also later differentiability requirements. If s = 0 or s > 1 we can choose |x|s∗ = |x|s
for any x ∈Rd as this is already twice continuously differentiable.
Theorem 2. Let k > d + 2, m,r ≥ 0 and p > 1 be given with p > m− 1 and r >
m− 2. We consider the (time independent) operator A (t) ≡A , defined on smooth
functions ϕ by
A ϕ(x) = (1+ |x|m∗ )∆ϕ(x)−|x|p−1x ·∇ϕ(x)−|x|rϕ(x).
Then we have the following estimates for the associated Green kernel g:
1. if p ≥ 12 (m+ r), then for α > p+1−mp−1 and ε < 1p+1−m we have
g(t,s,x,y)≤C(t− s)1−
α(m∨p)k
p+1−m e−ε(t−s)
α |y|p+1−m∗ ;
2. if p < 12(m+ r), then for ε < 2r+2−m and α > r−m+2r+m−2 , if r +m > 2, and α >
r+2−m
2(p−1) , if r+m ≤ 2, we have
g(t,s,x,y)≤C(t − s)1− α(2m∨2p∨r)kr+2−m e−ε(t−s)α |y|
1
2 (r+2−m)∗ ,
for all x,y ∈ Rd and s ∈ [0, t).
Here, C is a positive constant.
These bounds should be compared to the ones in [1, Example 3.3], where the case
m = 0 was considered. We would like to note that in Theorem 2 we have restricted
ourselves to the autonomous situation so that one can compare the results with those
in [1]. Genuinely nonautonomous examples can easily be constructed along the lines
of [7, Section 5].
2 Time dependent Lyapunov functions
In this section we introduce time dependent Lyapunov functions and prove that
they are integrable with respect to the measures gt,s(x,dy) := g(t,s,x,y)dy, where
g(t,s, ·, ·) is the Green kernel associated to the evolution operator G(t,s), see (2),
and g(t, ·,x, ·) ∈ L1((0,1)×Rd). To do so, it is important to have information about
the derivative of G(t,s) f with respect to s. We have the following result, taken from
[2, Lemma 3.4]. Here and in the rest of the paper, the index “c” stands for compactly
supported.
Lemma 1. 1. For f ∈C2c (Rd), s0 ≤ s1 ≤ t and x ∈ Rd we have
4 M. Kunze, L. Lorenzi, A. Rhandi
G(t,s1) f (x)−G(t,s0) f (x) =−
∫ s1
s0
G(t,σ)A (σ) f (x)dσ . (3)
2. For f ∈ C2(Rd), constant and positive outside a compact set, the function
G(t, ·)A (·) f (x) is integrable in [0, t] and for s0 ≤ s1 ≤ t we have
G(t,s1) f (x)−G(t,s0) f (x) ≥−
∫ s1
s0
G(t,σ)A (σ) f (x)dσ .
We note that in the case where V ≡ 0 part (2) in Lemma 1 follows trivially from
part (1), since in that situation G(t,s)1 ≡ 1 and A (t)1 = 0 so that equation (3)
holds for f = 1, cf. [6, Lemma 3.2].
Let us note some consequences of Lemma 1 for later use. First of all, part (1) of
the lemma implies that ∂sG(t,s) f = −G(t,s)A (s) f for f ∈C2c (Rd). Arguing as in
[7, Lemma 2.2], we see that for 0≤ a≤ b≤ t, x ∈Rd and ϕ ∈C1,2c ([a,b]×Rd), the
function s 7→ G(t,s)ϕ(s)(x) is differentiable in [a,b] and
∂sG(t,s)ϕ(s)(x) = G(t,s)∂sϕ(s)(x)−G(t,s)A (s)ϕ(s)(x).
Consequently, for such a function ϕ we have that
∫ b
a
G(t,s)
[
∂sϕ(s)−A (s)ϕ(s)
]
(x)ds = G(t,b)ϕ(b)(x)−G(t,a)ϕ(a)(x), (4)
for every x ∈ Rd .
As a consequence of formula (4) and [3, Corollary 3.11] we get the following
result.
Lemma 2. For any t ∈ (0,1] and any x ∈ Rd the function g(t, ·,x, ·) is continuous
(actually, locally Ho¨lder continuous) in (0, t)×Rd.
We now introduce time dependent Lyapunov functions.
Definition 1. Let t ∈ (0,1]. A time dependent Lyapunov function (on [0, t]) is a func-
tion 0 ≤W ∈C([0, t]×Rd)∩C1,2((0, t)×Rd) such that
1. W (s,x) ≤ Z(x) for all (s,x) ∈ [0, t]×Rd;
2. lim|x|→∞ W (s,x) = ∞, uniformly for s in compact subsets of [0, t);
3. there exists a function 0 ≤ h ∈ L1((0, t)) such that
∂sW (s,x)−A (s)W (s)≥−h(s)W (s) (5)
and
∂sW (s)− (η∆W (s)+F(s) ·∇xW (s)−V (s)W (s))≥−h(s)W (s) , (6)
on Rd , for every s ∈ (0, t).
Sometimes, we will say that W is a time dependent Lyapunov function with respect
to h to emphasize the dependence on h.
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Proposition 1. Let W be a time dependent Lyapunov function on [0, t] with respect
to h. Then for 0 ≤ s ≤ t and x ∈ Rd the function W (s) is integrable with respect to
the measure gt,s(x,dy). Moreover, setting
ζW (s,x) :=
∫
Rd
W (s,y)gt,s(x,dy)
we have
ζW (s,x) ≤ e
∫ t
s h(τ)dτW (t,x). (7)
Proof. Let us first note that by [2, Proposition 4.7] the function Z is integrable with
respect to gt,s(x,dy). Moreover,
G(t,s)Z(x) :=
∫
Rd
Z(y)gt,s(x,dy)≤ Z(x)+M(t − s). (8)
It thus follows immediately from domination that W (s) is integrable with respect to
gt,s(x,dy).
We now fix a sequence of functions ψn ∈C∞([0,∞)) such that
(i) ψn(τ) = τ for τ ∈ [0,n];
(ii) ψn(τ) ≡ const. for τ ≥ n+ 1;
(iii) 0≤ ψ ′n ≤ 1 and ψ ′′n ≤ 0.
Let us also fix 0≤ s< r< t. Note that, for any n∈N, the function Wn :=ψn◦W is the
sum of a function in C1,2c ([0,r]×Rd) and a positive constant. Indeed, W (s,σ)→ ∞
as |x| → ∞ uniformly on [0,r]. For a positive constant function, we have by Lemma
1(2) that
G(t,r)1−G(t,s)1≥−
∫ r
s
G(t,σ)A (σ)1dσ =
∫ r
s
G(t,σ)
[
∂s1−A (σ)1
]
dσ .
Combining this with Equation (4), it follows that
G(t,r)Wn(r)(x)−G(t,s)Wn(s)(x)
≥
∫ r
s
G(t,σ)
[
∂σWn(σ)−A (σ)Wn(σ)
]
(x)dσ
=
∫ r
s
G(t,σ)
[
ψ ′n(W (σ))
(
∂σW (σ)−A (σ)W (σ)
)]
(x)dσ
−
∫ r
s
G(t,σ)
[
V (σ)W (σ)ψ ′n(W (σ))−V (σ)ψn(W (σ))
]
(x)dσ
−
∫ r
s
G(t,σ)
[
ψ ′′n (W (σ))
(Q(σ)∇xW (σ) ·∇xW (σ))](x)dσ
≥ −
∫ r
s
G(t,σ)
[
ψ ′n(W (σ))h(σ)W (σ)
]
(x)dσ , (9)
for any x ∈ Rd , since G(t,s) preserves positivity and the condition ψ ′′n ≤ 0 implies
that yψ ′n(y)−ψn(y)≤ 0 for any y ≥ 0.
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We next want to let r ↑ t. We fix an increasing sequence (rk)⊂ (s, t), converging
to t as k → ∞. By monotone convergence, we clearly have
∫ rk
s
G(t,σ)
[
h(σ)Wn(σ)
]
(x)dσ →
∫ t
s
G(t,σ)
[
h(σ)Wn(σ)
]
(x)dσ
as k →∞. We now claim that G(t,rk)Wn(rk)(x)→G(t, t)Wn(t)(x) =Wn(t,x) as k →
∞. To see this, we note that for f ∈ Cb(Rd), the function (s,x) 7→ G(t,s) f (x) is
continuous in [0, t]×Rd as a consequence of [2, Theorem 4.11]. This immediately
implies that G(t,rk)Wn(t)(x)→G(t, t)Wn(t)(x) =Wn(t,x) as k→∞. Moreover, from
(8) it follows that
gt,s(Rd \B(0,R))≤ 1inf
Rd\B(0,R)Z
∫
Rd
Z(y)gt,s(x,dy)≤ Z(x)+Minf
Rd\B(0,R)Z
, (10)
where B(0,R) ⊂ Rd denotes the open ball centered at 0 with radius R, and the
right-hand side of (10) converges to zero as R → ∞. Hence, the set of measures
{gt,s(x,dy) : s ∈ [0, t]} is tight.
Taking into account that Wn(rk) is uniformly bounded and converges locally uni-
formly to Wn(t) as k → ∞, it is easy to see that
G(t,rk)Wn(rk)(x)−G(t,rk)Wn(t)(x) =
∫
Rd
(Wn(rk,y)−Wn(t,y))gt,rk (x,dy)→ 0
as k → ∞. Combining these two facts, it follows that G(t,rk)Wn(rk)(x)→ Wn(t,x)
as claimed.
Thus, letting r ↑ t in (9), we find that
Wn(t,x)−G(t,s)Wn(s)(x) ≥−
∫ t
s
G(t,σ)
[
ψ ′n(W (σ))h(σ)W (σ)
]
(x)dσ . (11)
Note that ψ ′n(W (σ))h(σ)W (σ) and Wn(s) converge increasingly to W (σ)h(σ)
and W (s), respectively, as n → ∞, for any σ ∈ [s, t]. Moreover, (8) implies that
G(t,σ)W (σ) ∈ (0,∞). Since each operator G(t,σ) preserves positivity, we can use
monotone convergence to let n → ∞ in (11), obtaining
W (t,x)−G(t,s)W (s)(x) ≥−
∫ t
s
h(σ)G(t,σ)W (σ)(x)dσ .
Equivalently,
ζW (t,x)− ζW (s,x)≥−
∫ t
s
h(σ)ζW (σ ,x)dσ , x ∈ Rd . (12)
This inequality yields (7). Indeed, the function Φ , defined by
Φ(τ) :=
(
ζW (t,x)+
∫ t
τ
h(σ)ζW (σ ,x)dσ
)
e
∫ τ
s h(σ)dσ ,
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is continuous on [s, t] and increasing since its weak derivative is nonnegative by
(12). Hence Φ(s)≤ Φ(t), from which (7) follows at once if we take again (12) into
account. ⊓⊔
Let us illustrate this in the situation of Theorem 2.
Proposition 2. Consider the (time independent) operator A (t)≡A , defined by
A ϕ(x) = (1+ |x|m∗ )∆ϕ(x)−|x|p−1x ·∇ϕ(x)−|x|rϕ(x),
where m,r ≥ 0 and p > 1. Moreover, assume one of the following situations:
(i) p > m− 1, β := p+ 1−m and δ < 1/β ;
(ii) r > m− 2, β := 12(r+ 2−m) and δ < 1/β .
Then the following properties hold true:
1. the function Z(x) := exp(δ |x|β∗ ) satisfies Part (4) of Hypothesis 1;
2. for 0 < ε < δ and α > α0, the function W (s,x) := exp(ε(t − s)α |x|β∗ ) is a time
dependent Lyapunov function in the sense of Definition 1. Here, α0 = βp−1 if
we assume condition (ii) and additionally m+ r ≤ 2. In all other cases, α0 =β
m+β−2 .
Proof. In the computations below, we assume that |x| ≥ 1 so that |x|s∗ = |x|s for
s ≥ 0. At the cost of slightly larger constants, these estimates can be extended to all
of Rd . We omit the details which can be obtained as in the proof of [7, Lemma 5.2]
(1) By direct computations, we see that
A Z(x) = δβ
[
(1+ |x|m)|x|β−2(d+β − 2+ δβ |x|β)−|x|p−1+β −|x|r]Z(x).
The highest power of |x| appearing in the first term is |x|m+2β−2 which, in case (i)
is exactly |x|p−1+β , in case (ii) it is exactly |x|r. In both cases, the highest power
in the square brackets has a negative coefficient in front, namely δβ − 1. Thus
lim|x|→∞ A Z(x) = −∞. It now follows from the continuity of A Z that A Z ≤ M
for a suitable constant M. Since η∆Z +F ·∇Z −VZ ≤ A Z, we conclude that the
function η∆Z +F ·∇Z−VZ is bounded from above as well.
(2) We note that since ε < δ , we have W (s,x) ≤ (Z(x)) εδ ≤ Z(x) for all s ∈ [0, t]
and x ∈ Rd so that (1) in Definition 1 is satisfied. Condition (2) is immediate from
the definition of W so that it only remains to verify condition (3).
A computation shows that
∂sW (s,x)−A W (s,x)
= − εα(t− s)α−1|x|βW (s,x)− εβ (t− s)αW (s,x)× (13)
×
[
(1+ |x|m)|x|β−2(d+β − 2+ εβ (t− s)α |x|β )−|x|p−1+β]+ |x|rW (s,x)
≥ − εα(t− s)α−1|x|βW (s,x)− εβ (t− s)αW (s,x)×
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×
[
(1+ |x|m)|x|β−2(d+β − 2+ δβ |x|β)−|x|p−1+β]+ |x|rW (s,x)
+ εβ 2(δ − ε)(t− s)α(1+ |x|m)|x|2β−2W (s,x)
≥ε(t − s)α−1|x|β ((δ − ε)β 2(t− s)|x|m+β−2−α)W (s,x)
− εβ (t− s)αW (s,x)
[
(1+ |x|m)|x|β−2(d+β − 2+ δβ |x|β)−|x|p−1+β −|x|r],
(14)
where in the last inequality we took into account that εβ (t − s)α < 1.
To further estimate ∂sW (s)−A W (s), we first assume that β +m− 2 ≥ 0. This
condition is satisfied under condition (i) and also under condition (ii) provided that
m+ r > 2. We set C :=
[
(δ − ε)β 2/α]− 1β+m−2 and distinguish two cases.
Case 1: |x| ≥C(t− s)− 1β+m−2 .
In this case (δ − ε)β 2(t − s)|x|β+m−2 ≥ α so that the first summand in (14) is
nonnegative. Replacing C with a larger constant if necessary, we can – as in the
proof of part (1) – ensure that also the second summand is positive so that overall
∂sW (s)−A W (s) ≥ 0 in this case.
Case 2: 1 ≤ |x|<C(t− s)− 1β+m−2 .
In this case, we start again from Estimate (13). We drop the terms involving
−|x|p−1+β and |x|r and, using that |x| ≥ 1, estimate further as follows:
W (s,x)−1(∂sW (s,x)−A W (s,x))
≥ − εα(t− s)α−1|x|β − 2εβ (t− s)α |x|m+β−2(d+β − 2+ εβ |x|β)
≥ − εα(t− s)α−1Cβ (t − s)−
β
m+β−2 − 2εβ (t− s)αCm+β−2(t − s)−1×
× (d+β − 2+ εβCβ(t − s)− βm+β−2 )
≥ − ˜C(t− s)α−1−
β
m+β−2 =: −h(s).
Note that h ∈ L1(0, t) since α − 1− β
m+β−2 >−1 by assumption.
Suppose now that m+β − 2 ≤ 0, so that |x|m+β−2 ≤ 1 for |x| ≥ 1. Taking again
into account that εβ (t − s)α < 1 and dropping the term involving |x|r, we derive
from (13) that
W (s,x)−1(∂sW (s,x)−A W (s,x))
≥ − ε(t− s)α−1|x|β(α + 2β −β (t− s)|x|p−1)− 2(d+β − 2),
for any |x| ≥ 1. We can now argue as above taking C = [(α + 2β )/β ] 1p−1 and dis-
tinguishing the cases |x| ≥C(t − s)− 1p−1 and 1 ≤ |x| <C(t − s)− 1p−1 . We conclude
that
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W (s,x)−1(∂sW (s,x)−A W (s,x)) ≥−εCβ (α + 2β )(t− s)α−1−
β
p−1 =: −h(s),
for any s ∈ (0, t), |x| ≥ 1, and h ∈ L1((0, t)) due to the condition on α .
We have thus proved (5) in Definition 1. The analogous estimate (6) for η∆x +
F ·∇x− c follows from observing that η∆xW +F ·∇xW − cW ≤A W . ⊓⊔
3 Kernel bounds in the case of bounded diffusion coefficients
Throughout this section, we set Q(a,b) := (a,b)×Rd and Q(a,b) := [a,b]×Rd for
any 0 ≤ a < b ≤ 1. Moreover, we assume that the coefficients qi j and their spatial
derivatives Dkqi j are bounded on Q(0,b) for i, j,k = 1, . . . ,d and every b < 1. We
will remove this additional boundedness assumption in the next section.
Fix now t ∈ [0,1]. For 0 ≤ a < b ≤ t, x ∈ Rd and k ≥ 1, we define the quantities
Γj(k,x,a,b) for j = 1,2 by
Γ1(k,x,a,b) :=
(∫
Q(a,b)
|F(s,y)|kg(t,s,x,y)dsdy
) 1
k
,
where g is the Green kernel associated with A , and
Γ2(k,x,a,b) :=
(∫
Q(a,b)
|V (s,y)|kg(t,s,x,y)dsdy
) 1
k
.
We also make an additional assumption about the parabolic equation governed
by the operators A0 without potential term. Hypothesis 1(5) guarantees that the
Cauchy problem (1) with A being replaced by A0 admits a unique solution u ∈
Cb(Q(s,1))∩C1,2(Q(s,1)) for any f ∈ Cb(Rd). The associated evolution operator
admits a Green kernel which we denote by g0. In the following lemma, we will deal
with the space H p,1(Q(a,b)) of all functions in W 0,1p (Q(a,b)) with distributional
time derivative in (W 0,1p′ (Q(a,b)))′, where 1/p+ 1/p′ = 1. We refer the reader to
[5, 10] for more details on these spaces. Here, we just prove the following result
which is crucial in the proof of Theorem 4 (cf. [10, Lemma 7.2]).
Lemma 3. Let u ∈ H p,1(Q(a,b))∩Cb(Q(a,b)) for some p ∈ (1,∞). Then, there
exists a sequence (un) ⊂C∞c (Rd+1) of smooth functions such that un tends to u in
W 0,1p (Q(a,b)) and locally uniformly in Q(a,b), and ∂tun converges to ∂tu weakly∗
in (W 0,1p′ (Q(a,b)))′ as n → ∞.
Proof. We split the proof in two steps: first we prove the statement with Q(a,b)
being replaced with Rd+1 and, then, using this result we complete the proof.
Step 1. Let ϑ ∈ C∞c (R) be a smooth function such that ϑ ≡ 1 in (−1,1) and
ϑ ≡ 0 in R \ (−2,2). For any σ > 0, any t ∈ R and any x ∈ Rd , set ϑσ (t,x) =
ϑ(|t|/σ)ϑ(|x|/σ). Next, we define the function un ∈C∞c (Rd+1) by setting
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un(t,x) = nd+1ϑn(t,x)
∫
Rd+1
u(s,y)ϑ1/n(t− s,x− y)dsdy
=: nd+1ϑn(t,x)(u ⋆ϑ1/n)(t,x) ,
for any (t,x) ∈ Rd+1 and any n ∈ N. Clearly, un converges to u in W 0,1p (Rd+1) and
locally uniformly in Rd+1.
Let us fix a function ψ ∈W 0,1p′ (Rd+1). Applying the Fubini-Tonelli theorem and
taking into account that ϑ1/n(r,z) = ϑ1/n(−r,−z) for any (r,z) ∈ Rd+1, we easily
deduce that 〈∂t un,ψ〉= 〈∂tu,ψn〉 for any n ∈ N, where ψn = nd+1ϑ1/n ⋆ (ϑnψ) and
〈·, ·〉 denotes the duality pairing of W 0,1p′ (Rd+1) and (W 0,1p′ (Rd+1))′. Since ψn con-
verges to ψ in W 0,1p′ (Rd+1) as n → ∞, we conclude that 〈∂tu,ψn〉 → 〈∂tu,ψ〉 as
n → ∞. This shows that ∂tun ∗⇀ ∂tu in (W 0,1p′ (Rd+1))′ as n → ∞.
Step 2. Let us now consider the general case. We extend u ∈ H p,1(Q(a,b))∩
Cb(Q(a,b)) to (3a− 2b,2b− a), by symmetry, first with respect to t = b and
then with respect to t = a. The so obtained function v belongs to H p,1(Q(3a−
2b,2b− a))∩Cb(Q(3a− 2b,2b− a)). Proving that v ∈W 0,1p (Q(3a− 2b,2b− a))∩
Cb(Q(3a− 2b,2b− a)) is immediate. Hence, it remains to prove that the distri-
butional derivative ∂tv belongs to (W 0,1p′ (Q(3a− 2b,2b− a)))′. To that end fix
ϕ ∈C∞c (Q(3a− 2b,2b− a)) and observe that∫
Q(3a−2b,2b−a)
v∂tϕ dt dx =
∫
Q(a,b)
u∂tΦ dt dx , (15)
where the function Φ = ϕ −ϕ(2b− ·, ·)−ϕ(2a− ·, ·)+ϕ(2a− 2b+ ·, ·) belongs
to W 0,1p′ (Q(a,b)). It follows immediately that 〈∂tv,ϕ〉 = 〈∂tu,Φ〉. The density of
C∞c (Q(a,b)) in W 0,1p′ (Q(a,b)) implies that ∂tv ∈ (W 0,1p′ (Q(3a− 2b,2b− a)))′.
We now fix a function ζ ∈ C∞c ((3a− 2b,2b− a)) such that ζ ≡ 1 in [a,b]. Ap-
plying Step 1 to the function (t,x) 7→ ζ (t)v(t,x), which belongs to H p,1(Rd+1)∩
Cb(Rd+1), we can find a sequence (un) ⊂ C∞c (Rd+1) converging to the function
ζv locally uniformly in Rd+1 and in W 0,1p (Rd+1), and such that ∂tun ∗⇀ ∂t(ζv)
in (W 0,1p′ (R
d+1))′. Clearly, un converges to u locally uniformly in Q(a,b) and in
W 0,1p (Q(a,b)). Moreover, fix ϕ ∈W 0,1p′ (Q(a,b)) and denote by ϕ the null extension
of ϕ to the whole of Rd+1. Clearly, ϕ belongs to W 0,1p′ (Rd+1). Since∫
Q(a,b)
∂tunϕ dt dx =
∫
Rd+1
∂tunϕ dt dx
and ∂tun ∗⇀ ∂t(vζ ) in (W 0,1p′ (Rd+1))′, from formula (15) and since ζ ′ϕ ≡ 0 and
ζϕ ≡ ϕ , it follows that
lim
n→∞
∫
Q(a,b)
∂tunϕ dt dx = 〈∂t(ζv),ϕ〉=
∫
Q(a,b)
vζ ′ϕ dt dx+ 〈∂tv,ζϕ〉
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= 〈∂tv,ϕ〉= 〈∂tu,ϕ〉 .
This completes the proof. ⊓⊔
Lemma 4. Let 0 ≤ a < b < t and x ∈ Rd . Moreover, assume that g0(t, ·,x, ·) ∈
L∞(Q(a,b)). Then, g(t, ·,x, ·) ∈ Cb(Q(a,b)). Moreover, if for some q > 1 we have
Γ1(q,x,a,b) < ∞ and Γ2(q,x,a,b) < ∞, then g(t, ·,x, ·) ∈ H p,1(Q(a˜, ˜b)) for all
p ∈ (1,q) and any a < a˜ < ˜b < b.
Proof. By the maximum principle, g(t, ·,x, ·) ≤ g0(t, ·,x, ·) almost surely. Hence,
g(t, ·,x, ·) ∈ L∞(Q(a,b)). The continuity of the function g(t, ·,x, ·) follows from
Lemma 2. To infer that g(t, ·,x, ·) belongs to H p,1(Q(a˜, ˜b)), for any a˜ and ˜b as in the
statement of the lemma, we want to use [10, Lemma 3.2] (see also [7, Lemma 3.2]
for the nonautonomous situation). We note that the proof of that lemma remains
valid for operators with potential term, provided that both Γ1(q,x,a,b) < ∞ and
Γ2(q,x,a,b)< ∞. Thus [7, Lemma 3.2] yields g ∈H p,1(Q(a˜, ˜b)) for all p ∈ (1,q).
⊓⊔
We next establish the kernel estimates. To that end, we use time-dependent Lya-
punov functions. We make the following assumptions.
Hypothesis 3 Fix 0 < t ≤ 1, x ∈ Rd and 0 < a0 < a < b < b0 < t. Let time de-
pendent Lyapunov functions W1,W2 with W1 ≤W2 and a weight function 1 ≤ w ∈
C1,2(Q(0, t)) be given such that
1. the functions w−2∂sw and w−2∇yw are bounded on Q(a0,b0);
2. there exist a constant k > d+2 and constants c1, . . . ,c7 ≥ 1, possibly depending
on the interval (a0,b0), such that
(i) w ≤ c1w k−2k W
2
k
1 , (ii) |Q∇yw| ≤ c2w
k−1
k W
1
k
1 ,
(iii) |Tr(QD2w)| ≤ c3w k−2k W
2
k
1 , (iv) |∂sw| ≤ c4w
k−2
k W
2
k
1 ,
(v) |∑di=1 Diqi j| ≤ c5w−
1
k W
1
k
2 ,
and
(vi) |F | ≤ c6w− 1k W
1
k
2 , (vii) V
1
2 ≤ c7w− 1k W
1
k
2 ,
on Q(a0,b0);
3. g0(t, ·,x, ·) ∈ L∞(Q(a0,b0)).
Having fixed t and x, we write ρ(s,y) := g(t,s,x,y) to simplify notation. We can
now prove the main result of this section.
Theorem 4. Assume Hypotheses 3. Then there exists a positive constant C1, depend-
ing only on d,k and η , such that
wρ ≤C1
[
c
k
2
1 sup
s∈(a0,b0)
ζW1(s)+
(
c
k
2
1
(b0− b) k2
+ ck2 + c
k
2
3 + c
k
2
4
)∫ b0
a0
ζW1(s)ds
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+
(
c
k
2
2 c
k
2
6 + c
k
5 + c
k
6 + c
k
7
)∫ b0
a0
ζW2(s)ds
]
(16)
in Q(a,b).
Proof. We first assume that the weight function w, along with its first order partial
derivatives is bounded. It follows from Hypothesis 3(2)(i) and (vi) that
Γ1(k/2,x,a0,b0)
k
2 =
∫
Q(a0,b0)
|F(s,y)| k2 g(t,s,x,y)dsdy
≤
∫
Q(a0,b0)
w(s,x)|F(s,x)| k2 g(t,s,x,y)dsdy
≤ c
k
2
6
∫
Q(a0,b0)
w(s,y)
1
2 W2(s,y)
1
2 g(t,s,x,y)dsdy
≤ c
k
4
1 c
k
2
6
∫
Q(a0,b0)
W2(s,y)g(t,s,x,y)dsdy < ∞,
as a consequence of Proposition 1. Moreover, using Hypothesis 3(2)(vii) instead, it
follows that
Γ2(k/2,x,a0,b0)
k
2 ≤ ck7
∫ b0
a0
ζW2(s,x)ds < ∞.
We thus infer from Lemma 4 that g(t, ·,x, ·) ∈ L∞(Q(a0,b0))∩H p,1(Q(a1,b1)) for
all p ∈ (1, k2), where a0 < a1 < a < b < b1 < b0.
Let ϑ : R→ R be a smooth function with ϑ(s) = 1 for s ∈ [a,b], ϑ(s) = 0 for
s ≥ b1, 0 ≤ ϑ ≤ 1 and |ϑ ′| ≤ 2(b1− b)−1 in R. Given ψ ∈C1,2c (Q(a1,b1)), we put
ϕ(s,y) := ϑ(s) k2 w(s,y)ψ(s,y). It follows from (4) that∫
Q(a1,b1)
[
∂sϕ(s,y)−A (s)ϕ(s,y)
]
ρ(s,y)dsdy = 0. (17)
We write ρ˜ := ϑ k2 ρ and note that wρ˜ ∈H p,1(Q(a1,b1)) for all p ∈ (1, k2), since w
and its derivatives are bounded. Thus with some standard computations involving
integration by parts we derive from (17) that∫
Q(a1,b1)
[〈Q∇y(wρ˜),∇yψ〉−ψ∂s(wρ˜)]dsdy
=
∫
Q(a1,b1)
ρ˜
(
2
d
∑
i, j=1
qi j(Diw)(D jψ)−
d
∑
i, j=1
w(Diqi j)(D jψ)+w〈F,∇yψ〉
)
dsdy
− k
2
∫
Q(a1,b1)
ρwψϑ k−2k ϑ ′ dsdy
+
∫
Q(a1,b1)
ψ
(
ρ˜Tr(QD2w)+ ρ˜〈F,∇yw〉− ρ˜Vw− ρ˜∂sw
)
dsdy ,
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where, with a slight abuse of notation, we denote by
∫
Q(a1,b1) ψ∂s(wρ)dsdy the
pairing between ∂s(wρ) ∈ (W 0,1p′ (Q(a1,b1)))′ and ψ ∈W 0,1p′ (Q(a1,b1)).
We now want to apply [7, Theorem 3.7] to the function u = wρ˜ and infer that
there exists a constant C, depending only on η ,d and k (but not on ‖Q‖∞), such that
‖wρ˜‖∞ ≤C
(
‖wρ˜‖∞,2 + ‖ρ˜Q∇yw‖k + ‖ρ˜Fw‖k +
d
∑
j=1
∥∥∥∥ρ˜w d∑
i=1
Diqi j
∥∥∥∥
k
+ ‖ρ˜Vw‖ k
2
+
k
b1− b‖ρwϑ
k−2
k ‖ k
2
+ ‖ρ˜Tr(QD2w)‖ k
2
+ ‖ρ˜∂sw‖ k
2
+ ‖ρ˜F ·∇yw‖ k
2
)
,
(18)
where for p ∈ [1,∞) we denote by ‖ f‖p the usual Lp-norm of the function f :
Q(a1,b1)→R. Moreover, ‖ f‖∞,2 := sups∈(a1,b1) ‖ f (s, ·)‖L2(Rd).
Note that a major tool in the proof of that theorem is the formula
∫
Q(a1,b1)
ϑ(v− ℓ)+∂tvdt dx = 12
[∫
Rd
ϑ(v(b1)− ℓ)2+dx−
∫
Rd
ϑ(v(a1)− ℓ)2+dx
]
.
(19)
satisfied by v = wρ˜ , any ℓ > 0 and any nonnegative function ϑ ∈ C∞c (Rd), if
p > d + 2. However, formula (19) is satisfied also in the case p ≤ d + 2, which is
our situation, if we additionally assume that v ∈Cb(Q(a1,b1)) (which follows from
Lemma 4). Its proof can be obtained arguing as in [7, Lemma 3.6] taking Lemma
3 into account, with slight and straightforward changes. Once formula (19) is es-
tablished, the proof of (18) follows the same lines as in [7, Theorem 3.7] with no
changes.
We now estimate the terms in the right-hand side of (18), using part (2) of Hy-
pothesis 3. We have
‖ρ˜Q∇yw‖kk =
∫
Q(a1,b1)
|ρ˜Q∇yw|k dsdy ≤ ck2
∫
Q(a1,b1)
ρ˜kwk−1W1 dsdy
≤ ck2‖ρ˜w‖k−1∞
∫ b1
a1
ζW1(s,x)ds.
Let us write Mk :=
∫ b1
a1
ζWk(s,x)ds and ¯M := sups∈(a1,b1) ζ1(s,x). With similar esti-
mates as above, we find
‖ρ˜Fw‖k ≤ c6‖ρ˜w‖
k−1
k
∞ M
1
k
2 ,
∥∥∥ρ˜w∑di=1 Diqi j∥∥∥k ≤ c5‖ρ˜w‖
k−1
k
∞ M
1
k
2 ,
‖ρ˜Vw‖ k
2
≤ c27‖ρ˜w‖
k−2
k
∞ M
2
k
2 , ‖ρwϑ
k−2
2 ‖ k
2
≤ c1‖ρ˜w‖
k−2
k
∞ M
2
k
1 ,
‖ρ˜Tr(QD2w)‖ k
2
≤ c3‖ρ˜w‖
k−2
k
∞ M
2
k
1 , ‖ρ˜∂sw‖ k2 ≤ c4‖ρ˜w‖
k−2
k
∞ M
2
k
1 ,
‖ρ˜F ·∇yw‖ k
2
≤ η−1c2c6‖ρ˜w‖
k−2
k
∞ M
2
k
2 , ‖wρ˜‖∞,2 ≤ c
k
4
1 ‖wρ˜‖
1
2
∞
¯M 12 .
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From (18) and the above estimates, we obtain the following inequality for X :=
‖wρ˜‖
1
k
∞ :
X k ≤ αX k2 +β X k−1+ γX k−2 ,
where α :=Cc
k
4
1
¯M
1
2 , β =C
(
c2M
1
k
1 +(c6 + c5d)M
1
k
2
)
and
γ =C
(
c1
b1− b + c3 + c4
)
M
2
k
1 +C(c2c6 + c
2
7)M
2
k
2 .
Estimating αX k/2 ≤ 14 X k +α2, we find
X k ≤ 43α
2 +
4
3 β X
k−1 +
4
3 γX
k−2. (20)
We note that the function
f (r) = rk − 43 β r
k−1− 43 γr
k−2− 43 α
2 =rk−2
(
r2 − 43β r−
4
3γ
)
− 43α
2
:=rk−2g(r)− 43α
2
is increasing in
(
4
3 β +
√
4
3 γ +
(4
3 α
2) 1k ,∞) since the functions r 7→ rk−2 and g are
positive and increasing. Moreover,
f
(
4
3 β +
√
4
3γ +
(
4
3 α
2
) 1
k
)
=
(
4
3 β +
√
4
3 γ +
(
4
3 α
2
) 1
k
)k−2
×
×
[(
4
3α
2
) 2
k
+
(
4
3
) 3
2 β γ 12 + 2
(
4
3
) k+2
2k
α
2
k
(√
3
3 β +
√γ
)]
− 43α
2
>
(
4
3α
2
) k−2
k
(
4
3 α
2
) 2
k
− 43α
2 = 0.
From these observations and inequality (20) it follows that X ≤ 43 β +
√
4
3 γ +( 4
3 α
2) 1k
. Equivalently,
‖ρ˜w‖∞ ≤ K1
(
α2 +β k + γ k2
)
,
for some positive constant K1. Taking into account that c≥ 1, one derives (16) from
this by plugging in the definitions of α,β ,γ and, then, letting a1 ↓ a0 and b1 ↑ b0.
To finish the proof of the theorem, it remains to remove the additional assumption
on the weight w. To that end, we set wε := w1+εw . Using Hypothesis 3(1), we see that
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wε , along with its partial derivatives is bounded. Straightforward computations show
that Part (2) of Hypothesis 3 is satisfied with the same constants c1, . . . ,c7. Thus the
first part of the proof shows that (18) is satisfied with w replaced with wε and the
constants on the right-hand side do not depend on ε . Thus, upon ε ↓ 0 we obtain
(18) for the original w. ⊓⊔
4 The case of general diffusion coefficients
We now remove the additional boundedness assumption imposed in Section 3. We
do this by approximating general diffusion coefficients with bounded ones, taking
advantage of the fact that the constant C1 obtained in Theorem 4 does not depend on
the supremum norm of the diffusion coefficients. More precisely, we approximate
the diffusion matrix Q as follows. Given a function ϕ ∈ C∞c (R) such that ϕ ≡ 1 in
(−1,1), ϕ ≡ 0 in R \ (−2,2) and |tϕ ′(t)| ≤ 2 for all t ∈ R, we define ϕn(s,x) :=
ϕ(W1(s,x)/n) for s ∈ [0, t] and x ∈ Rd . We put
q(n)i j (s,x) := ϕn(s,x)qi j(s,x)+ (1−ϕn(s,x))ηδi j ,
where δi j is the Kronecker delta, and define the operators An(s) by
An(s) :=
d
∑
i, j=1
q(n)i j (s)Di j +
d
∑
j=1
Fj(s)D j −V (s).
We collect some properties of the approximating operators, omitting the easy
proof.
Lemma 5. Each operator An satisfies Hypothesis 1 in [0, t], and its diffusion co-
efficients are bounded together with their first-order spatial derivatives. Moreover,
any time dependent Lyapunov function for the operator ∂s−A (s) on [0, t] is a time
dependent Lyapunov function for the operator ∂s −An(s) with respect to the same
h.
It follows that the parabolic equation (1) with A replaced with An is wellposed
and the solution is given through an evolution family (Gn(r,s))0≤s≤r≤t . Moreover,
for s< r the operator Gn(r,s) is given by a Green kernel gn(r,s, ·, ·). We write A 0n :=
An +V and denote the Green kernel associated to the operators A 0n by g0n.
We make the following assumptions.
Hypothesis 5 Fix 0 < t ≤ 1, x ∈ Rd and 0 < a0 < a < b < b0 < t and assume we
are given time dependent Lyapunov functions W1,W2 with W1 ≤W2 ≤ c0Z1−σ for
some constants c0 > 0 and σ ∈ (0,1) and a weight function 1 ≤ w ∈C2(Rd) such
that
1. Hypotheses 3(1)-(2) are satisfied;
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2. |∆yw| ≤ c8w k−2k W
2
k
1 and |Q∇yW1| ≤ c9w−
1
k W1W
1
k
2 on [a0,b0]×Rd , for certain
constants c8,c9 ≥ 1;
3. for n ∈ N we have g0n(t, ·,x, ·) ∈ L∞(Q(a,b)).
In order to prove kernel estimates for the Green kernel g, we apply Theorem 4 to
the operators An and then let n → ∞. To do so, we have to show that the operators
An satisfy Hypothesis 3.
Lemma 6. The operator An satisfies Hypothesis 3 with the same constants c1, c4,
c6, c7 and with c2, c3 and c5 being replaced, respectively, by 2c2, c3 + ηc8 and
c5 + 4c9.
Proof. Since part (1) is obvious and part (3) follows directly from part (3) in Hy-
pothesis 5, we only need to check part (2) of Hypothesis 3. Here, the estimates (i),
(iv), (vi) and (vii) are obvious, as they do not depend on the diffusion coefficients.
Let us next note that
|∇yw|= |Q−1Q∇yw| ≤ η−1c2w
k−1
k W
1
k
1 ,
so that
|Qn∇yw|= |ϕnQ∇yw+(1−ϕn)η∇yw| ≤ |Q∇yw|+η |∇yw| ≤ 2c2w
k−1
k W
1
k
1 .
This gives (ii) for Qn. As for (iii), we have
|Tr(QnD2w)| ≤ |Tr(QD2w)|+η |∆w| ≤ (c3 +ηc8)w
k−2
k W
2
k
1 .
It remains to check (v). We note that
d
∑
i=1
Diq
(n)
i j = ϕn
d
∑
i=1
Diqi j +
ϕ ′(W1/n)
n
[
(Q∇yW1) j −ηD jW1
]
.
As |tϕ ′(t)| ≤ 2, it follows that∣∣∣∣ϕ ′(W1/n)n [(Q∇yW1) j −ηD jW1]
∣∣∣∣≤ 2W1 (|Q∇yW1|+η |∇yW1|).
Consequently,
∣∣∣∣ d∑
i=1
Diq
(n)
i j
∣∣∣∣≤
∣∣∣∣ d∑
i=1
Diqi j
∣∣∣∣+ 2W1 (|Q∇yW1|+η |∇yW1|)≤ (c5 + 4c9)w−
1
k W
1
k
2 .
This finishes the proof. ⊓⊔
We shall need the following convergence result for the Green kernels.
Lemma 7. Fix r ≤ t and x ∈ Rd and define ρn(s,y) := gn(r,s,x,y) and ρ(s,y) :=
g(r,s,x,y) for s ∈ [0,r] and y ∈ Rd . Then ρn → ρ , locally uniformly in (0,r)×Rd .
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Proof. The proof is obtained as that of [7, Proposition 2.9]. We give a sketch. Using
Schauder interior estimates and a diagonal argument, one shows that for any f ∈
C2+ςc (Rd) Gn(·,s) f converges to G(·,s) f locally uniformly. This implies that the
measure ρn(s,y)dsdy converges weakly to the measure ρ(s,y)dsdy.
On the other hand, [3, Corollary 3.11] implies that for a compact set K ⊂Rd and
a compact interval J ⊂ (0,r) we have ‖ρn‖Cγ (J×K) ≤C for certain constants C > 0
and γ ∈ (0,1) independent of n. Thus, by compactness, a subsequence converges
locally uniformly to some continuous function ψ which, by the above, has to be ρ .
⊓⊔
We can now state and prove our main result.
Theorem 6. Assume Hypothesis 5. Then there exists a positive constant C1, depend-
ing only on d,k and η , such that
wρ ≤C1
[
c
k
2
1 sup
s∈(a0,b0)
ζW1(s)+
(
c
k
2
1
(b0− b) k2
+ ck2 + c
k
2
3 + c
k
2
4 + c
k
2
8
)∫ b0
a0
ζW1(s)ds
+
(
c
k
2
2 c
k
2
6 + c
k
5 + c
k
6 + c
k
7 + c
k
9
)∫ b0
a0
ζW2(s)ds
]
(21)
in (a,b)×Rd .
Proof. We apply Theorem 4 to the operators An. Taking Lemma 6 into account, we
obtain
wρn ≤C1
[
c
k
2
1 sup
s∈(a0,b0)
ζ1,n(s)+
(
c
k
2
2 c
k
2
6 +(c5 + 4c9)
k + ck6 + c
k
7
)∫ b0
a0
ζ2,n(s)ds
+
(
c
k
2
1
(b0− b) k2
+(2c2)k +(c3 +ηc8)
k
2 + c
k
2
4
)∫ b0
a0
ζ1,n(s)ds
]
, (22)
in (a,b), where ζ j,n(s) := ∫Rd Wj(x,y)gn(t,s,x,y)dy. Note that ζ j,n is well defined
by Proposition 1, since Wj is also a time dependent Lyapunov function for An by
Lemma 5. Since ρn → ρ locally uniformly by Lemma 7, Estimate (21) follows from
(22) upon n → ∞ once we prove that the right-hand sides also converge.
To that end, it suffices to prove that ζ j,n converges to ζWj uniformly on (a0,b0).
Using the estimate Wj ≤ c0Z1−σ and Ho¨lder’s inequality, we find
|ζ j,n(s)− ζ j(s)| ≤
∫
Rd
Wj(s)|ρn(s)−ρ(s)|dy
≤
∫
B(0,R)
Wj(s)|ρn(s)−ρ(s)|dy
+
∫
Rd\B(0,R)
Wj(s)ρn(s)dy+
∫
Rd\B(0,R)
Wj(s)ρ(s)dy
≤ ‖Wj‖L∞((a0,b0)×B(0,R))‖ρn−ρ‖L∞((a0,b0)×B(0,R))|B(0,R)| (23)
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+ c0
(∫
Rd\B(0,R)
Z(y)gn(t,s,x,y)dy
)1−σ
(gn(t,s,x,Rd \B(0,R)))σ
+ c0
(∫
Rd\B(0,R)
Z(y)g(t,s,x,y)dy
)1−σ
(g(t,s,x,Rd \B(0,R)))σ ,
where |B(0,R)| denotes the Lebesgue measure of the ball B(0,R). We first note
that, as a consequence of Equation (8) (which is also valid if G is replaced with
Gn since Z is also a Lyapunov function for An), the integrals
∫
Rd Z(y)gn(t,s,x,y)dy
are uniformly bounded. Arguing as in the proof of (10), it is easy to check that the
measures {gn(t,s,x,y)dy : s ∈ [0, t]} are tight. Therefore, the last two terms in (23)
can be bounded by any given ε > 0 if R is chosen large enough. Since ρn → ρ
locally uniformly, given R, also the first term in (23) can be bounded by ε if n is
large enough. Thus, altogether ζ j,n → ζ j uniformly on [a0,b0]. This finishes the
proof. ⊓⊔
5 Proof of Theorem 2
Let us come back to the example from Theorem 2. We start by observing that the
same computations as in the proof of Proposition 2 show that the function Z0(x) =
exp(δ |x|p+1−m∗ ) is a Lyapunov function for both the operators A0 and η∆x−F ·∇x.
To obtain estimates for the Green kernel associated with the operator A , we want
to apply Theorem 6. We assume that we are in the situation of Proposition 2 and pick
0 < ε0 < ε1 < ε2 < δ , where δ < 1/β , and α > βm+β−2 . For β ≥ 2, we define the
functions w,W1,W2 : [0, t]×Rd by
w(s,y) := eε0(t−s)
α |y|β∗ and Wj(s,y) := eε j(t−s)
α |y|β∗ .
Let us check the conditions of Theorem 6. As a consequence of Proposition
2, W1 and W2 are time dependent Lyapunov functions which obviously satisfy
W1 ≤W2 ≤ Z1−σ for suitable σ , where Z(y) := exp(δ |y|β∗ ). We have to verify that
with this choice of w,W1 and W2 Hypothesis 5 is satisfied. As before, we make only
computations assuming that |x| ≥ 1, omitting the details concerning the neighbor-
hood of the origin.
We now fix arbitrary a0,b0 ∈ (0, t) with a0 < b0. Note that w(s,y)−2∂sw(s,y) =
−ε0α(t − s)α−1|y|β e−ε0(t−s)α |y|β . This is clearly bounded. Similarly, one sees that
w−2∇yw is bounded.
Let us now turn to part (2) of Hypotheses 3 and 5. Since w ≤W1, clearly (2)(i) is
satisfied with c1 = 1. As for (2)(ii), we have
|Q(s,y)∇yw(s,y)|
w(s,y)1−1/kW1(s,y)1/k
= ε0β (t− s)α |y|β−1(1+ |y|m)e− 1k (ε1−ε0)(t−s)α |y|β .
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To bound this expression, we note that for τ,γ,z > 0, we have
zγ e−τz
β
= τ
− γβ (τzβ )
γ
β e−τz
β ≤ τ−
γ
β
(
γ
β
) γβ
e
− γβ =: τ−
γ
β C(γ,β ) ,
which follows from the fact that the maximum of the function t 7→ t pe−t on (0,∞)
is attained at the point t = p. Applying this estimate in the case where z = |y|,
τ = k−1(ε1 − ε0)(t − s)α , β = β and γ = β − 1+m, we get
|Q(s,y)∇yw(s,y)|
w(s,y)1−1/kW1(s,y)1/k
≤ 2ε0β (t− s)α
(
ε1 − ε0
k
)− β−1+mβ
(t − s)−α
β−1+m
β C(β − 1+m,β )
=: c¯(t− s)−
α(m−1)
β ≤ c¯(t− b0)
−α(m−1)+
β ,
for a certain constant c¯.
Thus we can choose the constant c2 as c¯(t − b0)−
α(m−1)+β , where c¯ is a univer-
sal constant. Note that c2 depends on the interval (a0,b0) only through the factor
(t − b0)−γ2 . As it turns out, similar estimates show that also for (2)(iii)–(vii) in Hy-
pothesis 3 and in Part (2) of Hypothesis 5 we can choose constants c3, . . . ,c9 of this
form, however with different exponents γ3, . . . ,γ9. We now determine the exponents
we can choose. To simplify the presentation, we drop constants from our notation
and write . to indicate a constant which merely depends on d,m, p,r,k,ε0,ε1,ε2.
As for (iii) we find
|Tr(QD2w(s,y))|
w(s,y)1−2/kW1(s,y)2/k
.
[
(t− s)α |y|β−2+m+(t− s)2α |y|2β−2+m]e− 2k (ε1−ε0)(t−s)α |y|β
.(t− s)2α(t− s)−α
2β−2+m
β ≤ (t − b0)−
α(m−2)+
β ,
so that here γ3 = (m−2)+β . The estimates
|∂sw(s,y)|
w(s,y)1−2/kW1(s,y)2/k
. (t − s)α−1|y|β e− 2k (ε1−ε0)(t−s)α |y|β
. (t − s)α−1(t− s)−α ≤ (t− b0)−1 ,
w(s,y)1/k|∑di=1 Diqi j(s,y)|
W2(s,y)1/k
. |y|me− 1k (ε2−ε0)(t−s)α |y|β . (t − s)− αmβ ≤ (t− b0)−
αm
β
and
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w(s,y)1/k|F(s,y)|
W2(s,y)1/k
= |y|pe− 1k (ε2−ε0)(t−s)α |y|β . (t− s)−
α p
β ≤ (t − b0)−
α p
β ,
show that in (iv), resp. (v), resp. (vi) we can choose γ4 = 1, resp. γ5 = αmβ resp.
γ6 = α pβ .
A similar estimate as for (vi) shows that in (vii) we can choose γ7 = αr2β .
Concerning part (2) of Hypothesis 5, we note that repeating the computations
for Hypothesis 3(2)(ii)-(iii) with m = 0, we see that in the estimate for |∆yw| and
|Q∇yW1| we can pick c8 = c9 = c¯.
Finally for part (3) of Hypothesis 3, we note that in this special situation the
boundedness of the Green kernel for the associated operators without potential term
can also be established using time dependent Lyapunov functions. This has been
done in [7].
We may thus invoke Theorem 6. To that end, given s ∈ (0, t), we choose a0 :=
max{s− (t− s)/2,s/2} and b0 := s+(t− s)/2 so that t − b0 = (t − s)/2 and b0 −
a0 ≤ t− s. Let us note that, as a consequence of Proposition 1,
ζWj (s,x) ≤ exp
(∫ t
s
h(τ)dτ
)
Wj(t,x) = exp
(∫ t
s
h(τ)dτ
)
.
Thus, recalling the form of h from the proof of Proposition 2, we see that there exists
a constant H, depending only on α,β and m, hence independent of (a0,b0), such
that ∫ b0
a0
ζWj (s)ds ≤ H(b0− a0)≤ H(t− s).
Thus, by Theorem 6, we find that, for a certain constant C, we have
wρ ≤C
(
(t − s)1− k2 +(t− s)1− α2β ((m−1)++p)k +(t− s)1− αβ Λk
)
, (24)
where Λ = m∨ p∨ r2 . To simplify this further, we note first that
Λ ≥ 1
2
((m− 1)++ p).
Now, let us assume that both p > m−1 and r > m−2 so that we can either assume
(i) or (ii) in Proposition 2. Note that in case (i), we have, by the choice of α , that
αΛ
β ≥
α p
β >
p
m+β − 2 =
p
p− 1 >
1
2
.
In case (ii), we distinguish the cases r+m > 2 and r+m ≤ 2. If r+m > 2 we have
αΛ
β ≥
αr
2β >
r
2(m+β − 2) =
r
r+m− 2 >
1
2
,
since r > m− 2. On the other hand, if r+m ≤ 2, then
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αΛ
β ≥
α p
β >
p
p− 1 >
1
2
,
Thus, the right-hand side of (24) can be estimated by a constant times (t− s)1− αβ Λk.
Therefore, if p ≥ 12(m+ r), we pick β = p+ 1−m. We have, for α > p+1−mp−1 ,
ε < 1p+1−m ,
g(t,s,x,y)≤C(t − s)1−
α(m∨p)k
p+1−m e−ε(t−s)
α |y|p+1−m∗ ,
for a certain constant C. On the other hand, for p < 12 (m+ r), we pick β = 12 (r+
2−m). So, we obtain
g(t,s,x,y)≤C(t− s)1−
α(2m∨2p∨r)
2(r+2−m) ke−ε(t−s)
α |y|
1
2 (r+2−m)∗ ,
for ε < 2
r+2−m and α >
r−m+2
r+m−2 if r+m > 2, and α >
r+2−m
2(p−1) if r +m ≤ 2, where,
again, C is a positive constant independent of t and s. This finishes the proof of
Theorem 2.
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