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SUPERSYMMETRIC POLYNOMIALS AND THE CENTER OF THE
WALLED BRAUER ALGEBRA
JI HYE JUNG1 AND MYUNGHO KIM2
Abstract. We study a commuting family of elements of the walled Brauer algebra Br,s(δ),
called the Jucys-Murphy elements, and show that the supersymmetric polynomials in these
elements belong to the center of the walled Brauer algebra. When Br,s(δ) is semisimple,
we show that those supersymmetric polynomials generate the center. Under the same as-
sumption, we define a maximal commutative subalgebra of Br,s(δ), called the Gelfand-Zetlin
subalgebra, and show that it is generated by the Jucys-Murphy elements. As an applica-
tion, we construct a complete set of primitive orthogonal idempotents of Br,s(δ), when it
is semisimple. We also give an alternative proof of a part of the classification theorem of
blocks of Br,s(δ) in non-semisimple cases, which appeared in the work of Cox-De Visscher-
Doty-Martin. Finally, we present an analogue of Jucys-Murpy elements for the quantized
walled Brauer algebra Hr,s(q, ρ) over C(q, ρ) and by taking the classical limit we show that
the supersymmetric polynomials in these elements generates the center. It follows that H.
Morton conjecture, which appeared in the study of the relation between the framed HOM-
FLY skein on the annulus and that on the rectangle with designated boundary points, holds
if we extend the scalar from Z[q±1, ρ±1](q−q−1) to C(q, ρ).
Introduction
The Jucys-Murphy elements of the group algebra C[Sr] of the symmetric group of r letters
are given by
Lk :=
k−1∑
j=1
(j, k) (1 ≤ k ≤ r),
where (a, b) denotes the transposition exchanging a and b for 1 ≤ a, b ≤ r. In particular,
L1 = 0 and Lk’s are commuting to each other. These elements were introduced independently
in [12, 24] and it was shown that the center of C[Sr] consists of all the symmetric polynomials
in these elements ([12, 25]). This remarkable fact leads various interesting studies. For
example, the ring homomorphism from the ring of symmetric polynomials to the center of
C[Sr], which is called the Jucys-Murphy specialization, has been studied by many researchers.
Let f(x1, . . . , xr) be a symmetric polynomial. Since the evaluation f(L1, · · · , Lr) belongs to
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the center of C[Sr], it can be written uniquely as a linear combination of the natural basis
{Cµ | µ is a partition of r} of the center, where Cµ denotes the sum of all permutations with
the same cycle type µ. That is, in the center of C[Sr], we have an equation
f(L1, . . . , Lr) =
∑
µ
afµCµ (a
f
µ ∈ C).
The problem to calculate coefficients afµ for various symmetric polynomials f is called the
class expansion problem. For the elementary symmetric polynomial ek and the power sum
symmetric polynomial pk, the class expansion problem has been completely solved in [12]
and [17], respectively. For the monomial symmetric polynomial mλ, a description of a
mλ
µ for
the partitions µ such that ℓ(µ) = r − |λ| was given in [22], where ℓ(µ) denotes the number
of nonzero parts of µ and |λ| denotes the sum of all the parts of λ. In [18], Lassalle solved
the problem for a large family of symmetric polynomials including complete homogeneous
symmetric polynomials hk. Feray reproduced Lassalle’s result in a different way ([9]). Another
application of Jucys-Murphy elements is Okounkov and Vershik’s beautiful approach to the
representation theory of the symmetric groups ([28]). Observing simultaneous eigenspaces
and eigenvalues of the Jucys-Murphy elements L1, . . . , Lr in an irreducible C[Sr]-module,
they gave a natural explanation about the appearance of Young diagrams and standard
tableaux in the representation theory of symmetric groups.
The walled Brauer algebra Br,s(δ) was introduced independently in [14] and [37] (See also
[1]). When δ = n, it was studied as the centralizer algebra of the action of general linear
Lie algebra gl(n) on the mixed tensor space. Moreover, when δ = m − n, it is related with
the centralizer algebra of the action of general linear Lie superalgebra gl(m,n) on the mixed
tensor superspace (See, for example, [2, 4, 34]). We call them the mixed Schur-Weyl dualities.
As the mixed Schur-Weyl duality can be regarded as the generalization of the Schur-Weyl
duality, one can consider the walled Brauer algebra as a natural generalization of the group
algebra C[Sr] of the symmetric group Sr. Actually, in the diagrammatic description of the
walled Brauer algebra Br,s(δ), it is easily seen that a copy of the group algebra C[Sr] of the
symmetric group Sr is contained in it as a subalgebra. Thus it is natural to try to find a nice
family of elements of Br,s(δ) containing the Jucys-Murphy elements of C[Sr] and possessing
similar properties with them.
In [2], Brundan and Stroppel defined a family of Jucys-Murphy elements xR1 , . . . , x
R
r+s of
Br,s(δ) and conjectured that the symmetric polynomials in x
R
1 , . . . , x
R
r+s generate the cen-
ter of Br,s(δ). In [32], Sartori and Stroppel worked in more general setting, which is called
the walled Brauer category. The category includes the usual walled Brauer algebra Br,s(δ)
as an idempotent truncation. If our focus restricts to the case of Br,s(δ), they defined the
Jucys-Murphy elements ξ1, . . . , ξr+s and conjectured that the doubly symmetric polynomials
which satisfy the Q-cancellation property with respect to the r-th and (r + 1)-th variables in
ξ1, . . . , ξr+s generate the center of Br,s(δ). A doubly symmetric polynomial which satisfies the
above Q-cancellation property is also called a supersymmetric polynomial in other literatures:
it is a polynomial in x1, . . . , xr, y1, . . . , ys, symmetric in x1, . . . , xr and in y1, . . . , ys respec-
tively, and the substitution xr = −y1 = t yields a polynomial in x1, . . . , xr−1, y2, . . . , ys, which
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is independent of t. Note also that in [29], Rui and Su introduced a family of elements of
Br,s(δ), called the Jucys-Murphy-like elements, in their study of affine walled Brauer algebras.
We are strongly motivated by the conjecture of [32]. In this paper, we define a family of
Jucys-Murphy elements L1, . . . , Lr+s of Br,s(δ), which can be regarded as a modification of the
ones in [32], and show that supersymmetric polynomials in L1, . . . , Lr+s is central in Br,s(δ).
Here, we make use of some relations between generators of Br,s(δ) and the Jucys-Murphy
elements (Proposition 2.4). Another key ingredient is a theorem by Stembridge [36] saying
that the ring of supersymmetric polynomials is generated by the power sum supersymmetric
polynomials. We study the eigenvalues of the supersymmetric polynomials in Jucys-Murphy
elements on the cell modules over Br,s(δ). Our main theorem is that for the case when
Br,s(δ) is semisimple, which is the case except finitely many values δ, the supersymmetric
polynomials in L1, . . . , Lr+s generate the center of Br,s(δ) (Theorem 3.5). It follows by
a modification of an argument, which was used by Li in [20] to produce a certain family of
symmetric polynomials. As an application, we can mimic the Okounkov-Vershik’s approach to
the representation theory of the symmetric groups: when Br,s(δ) is semisimple, we define the
Gelfand-Zetlin subalgebra ofBr,s(δ) as the subalgebra generated by centers of certain naturally
chosen subalgebras, which are isomorphic to walled Brauer algebras of lower ranks, and show
that it is generated by the Jucys-Murphy elements L1, . . . , Lr+s. Note that the Gelfand-Zetlin
subalgebra is a maximal commutative subalgebra of Br,s(δ), since the branching graph of
Br,s(δ) with respect to our choice of the family of subalgebras is multiplicity-free. A complete
set of primitive orthogonal idempotents of Br,s(δ) can now be constructed easily. In addition,
by observing a connection between the eigenvalues of the supersymmetric polynomials in
Jucys-Murphy elements and the conditions in the characterization of blocks of Br,s(δ) in
non-semisimple cases, we can recover a part of the classification theorem of blocks of Br,s(δ)
appeared in [3] (Proposition 5.3). This strengthens our belief that the center of Br,s(δ) is
generated by the supersymmetric polynomials in Jucys-Murphy elements, even when Br,s(δ)
is not semisimple (Conjecture 5.4). Lastly, we consider the case of the quantized walled Brauer
algebras. A family of one parameter deformation of Br,s(N) (N ∈ Z≥0) has been appeared in
[16] and a two parameter version has been introduced in [15] and [19]. Surprisingly enough,
in his study of a connection between the framed HOMFLY skein module on the annulus
and the one on the rectangle with designated input and output boundary points ([27]),
Hugh Morton conjectured that the center of the quantized walled Brauer algebra over Λ,
a certain localization of the ring of Laurent polynomials of two variables, is generated by
the supersymmetric polynomials in some commuting elements, so called Murphy operators,
which is a generalization of the ones in [7]. It turns out that Morton’s elements are natural
deformation of our Jucys-Murphy elements (See Definition 6.2 and Remark 6.7(2)). By taking
a suitable limit sending q to 1, we can use our main theorem to show that the supersymmetric
polynomials in those elements generate the center of the quantized walled Brauer algebra over
C(q, ρ) and hence Morton’s conjecture holds provided the base ring is extended from Λ to
C(q, ρ).
This paper is organized as follows: In Section 1, we briefly recall the definition of walled
Brauer algebras Br,s(δ) and their cell modules. In Section 2, we introduce the Jucys-Murphy
elements L1, . . . , Lr+s of Br,s(δ) and prove several relations between generators of Br,s(δ) and
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the Jucys-Murphy elements. Using these relations, we show that the supersymmetric polyno-
mials in L1, . . . , Lr+s belong to the center of Br,s(δ). In Section 3, we calculate the eigenval-
ues of supersymmetric polynomials in the Jucys-Murphy elements on cell modules. Based on
this calculation, we prove that when Br,s(δ) is semisimple, the supersymmetric polynomials
in L1, . . . , Lr+s generates the center of Br,s(δ). In Section 4, we define the Gelfand-Zetlin
subalgebra of Br,s(δ) and show that it is generated by L1, . . . , Lr+s when Br,s(δ) is semisim-
ple. In Section 5, we give an alternative proof of a part of the classification theorem of blocks
of Br,s(δ) given in [3]. Lastly, we present an analogue of Jucys-Murpy elements for the quan-
tized walled Brauer algebra Hr,s(q, ρ) and we show that the supersymmetric polynomials in
these elements generate the center.
Acknowledgements. The authors would like to thank Jonathan Brundan and Catharina
Stroppel for valuable discussions on their Jucys-Murphy elements, and thank Antonio Sartori
for explaining the modification in Remark 2.2. They also thank Hugh Morton for a valuable
comment.
1. Walled Brauer algebras and their Representations
In this section, we will recall the walled Brauer algebras and their cell modules. We mainly
follow the exposition in the papers [2, 3].
1.1. Walled Brauer algebras. Let r and s be nonnegative integers. An (r, s)-walled Brauer
diagram is a graph consisting of two rows with r+s vertices in each row such that the following
conditions hold:
(1) Each vertex is connected by a strand to exactly one other vertex.
(2) There is a vertical wall which separates the first r vertices from the last s vertices in
each row.
(3) A vertical strand connects a vertex on the top row with one on the bottom row, and
it cannot cross the wall. A horizontal strand connects vertices in the same row, and
it must cross the wall.
Note that the vertical strands are called the propagating lines and the horizontal strands
on the top row (respectively, on the bottom row) are called the northern arcs (respectively,
southern arcs) in [3].
Let δ be a complex number and let us denote Br,s(δ) the C-vector space spanned by the
basis consisting of all the (r, s)-walled Brauer diagrams. The dimension of Br,s(δ) equals to
(r+s)! (see, for example [2, (2.2)]). We define a multiplication of (r, s)-walled Brauer diagrams
as follows: For (r, s)-walled Brauer diagrams d1, d2, we put d1 under d2 and identify the top
vertices of d1 with the bottom vertices of d2. We remove the loops in the middle row, if
there exist. Then thus obtained diagram, denoted by d1 ∗ d2, is again an (r, s)-walled Brauer
diagram. We define the multiplication of d1 by d2
d1d2 := δ
n d1 ∗ d2 ∈ Br,s(δ),
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where n denotes the number of loops we removed in the middle row. Extending this multi-
plication by linearity, we obtain a multiplication on Br,s(δ), which can be easily seen to be
associative. We call thus obtained C-algebra the walled Brauer algebra.
For each (r, s)-walled Brauer diagram, we number the vertices in each row of it by 1, 2,
. . . , r + s in the order from left to right. Then we have the following set of generators
{si | 1 ≤ i ≤ r − 1} ∪ {sj | r + 1 ≤ j ≤ r + s− 1} ∪ {er,r+1}
of the algebra Br,s(δ) given by
si :=
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
· · · · · · · · ·
i i+ 1
,
..........................................
..........................................
.......................................
...................
...................
..........................................
..........................................
..........................................
..........................................
..
..
..
..
..
..
..
..
..
..
..
..
..
..
sj :=
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
· · · · · · · · · ,
j j + 1
..........................................
..........................................
..........................................
..........................................
.......................................
...................
...................
..........................................
..........................................
..
..
..
..
..
..
..
..
..
..
..
..
..
..
er,r+1 :=
•
•
•
•
•
•
•
•
•
•
•
•
· · · · · · .
1 r r + 1 r + s
..........................................
..........................................
..........................................
..........................................
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.....................
..
..
..
..
..
.
..
..
...
..
...
.....................
Let 0 ≤ t, t′ ≤ min(r, s). The subalgebra of Br,s(δ) generated by s1, . . . , sr−t−1 and
sr+t′+1, . . . , sr+s−1 can be identified with the group algebra C[Sr−t × Ss−t′ ] ≃ C[Sr−t] ⊗
C[Ss−t′ ], where Sk denotes the symmetric group of k letters. We will use this identification
for the rest of the paper. Let us define
(a, b) = (b, a) := sb−1 · · · sa+1sasa+1 · · · sb−1, for 1 ≤ a < b ≤ r or r + 1 ≤ a < b ≤ r + s,
ej,k := (sk−1 · · · sr+2sr+1)(sj · · · sr−2sr−1)er,r+1(sr−1sr−2 · · · sj)(sr+1sr+2 · · · sk−1)
for 1 ≤ j ≤ r, r + 1 ≤ k ≤ r + s.
Indeed, the above elements have simple forms as diagrams:
(a, b) = (b, a) =
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
a b1 r r + 1 r + s
· · · · · · · · · · · · if 1 ≤ a < b ≤ r,
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
......
......
......
......
.....
......
......
......
......
......
......
......
......
......
....
......
......
......
......
....
......
......
......
......
.....
......
......
......
......
....
......
......
......
......
.....
......
......
......
......
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
a b1 r r + 1 r + s
· · · · · · · · · · · · if r + 1 ≤ a < b ≤ r + s,
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
......
......
......
......
.....
......
......
......
......
......
......
......
......
......
.....
......
......
......
......
....
......
......
......
......
.....
......
......
......
......
....
......
......
......
......
.....
......
......
......
......
....
..
..
..
..
..
..
..
..
..
..
..
..
..
..
and
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ej,k =
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
j k1 r r + 1 r + s
· · · · · · · · · · · · .
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
..
..
..
..
..
..
..
..
..
..
..
..
..
........
.........
..........
..........
..............
....................
.........................................................................................................................
....................................................................................................................................
................
.............
.........
.........
........
....
Note that in [2], the elements (a, b) and −ej,k are called the transpositions in Br,s(δ).
There is a criterion of the semisimplicity for Br,s(δ):
Proposition 1.1. ([3, Theorem 6.3]) The walled Brauer algebra Br,s(δ) is semisimple if and
only if one of the followings holds:
(1) r = 0 or s = 0,
(2) δ /∈ Z,
(3) |δ| > r + s− 2,
(4) δ = 0, and (r, s) ∈ {(1, 2), (1, 3), (2, 1), (3, 1)}.
Hence the algebra Br,s(δ) is semisimple except for finitely many values δ ∈ C for a fixed
pair (r, s). Note that an analogue of the above for the quantized walled Brauer algebra is
proved in [30, Theorem 6.10].
1.2. Cell modules. A partition is a weakly decreasing sequence of nonnegative integers with
finitely many nonzero entries. For a partition µ = (µ1, µ2, · · · ), set |µ| :=
∑
i≥1 µi and set
ℓ(µ) := | {i ≥ 1 | µi 6= 0} |. Sometimes, we identify a partition µ = (µ1, µ2, · · · ) with the
Young diagram whose boxes are arranged in left-justified rows with the lengths µ1, µ2, · · · ,
and denote it by [µ].
Let us denote Λ the set of pair of partitions. An element in Λ is called a bipartition. Set
Λtr,s :=
{
(λL, λR) ∈ Λ | |λL| = r − t, |λR| = s− t
}
, Λr,s :=
min(r,s)⊔
t=0
Λtr,s,
Λ˙r,s =
{
Λr,s if δ 6= 0 or r 6= s or r = s = 0,
Λr,s − {(∅, ∅)} if δ = 0 and r = s 6= 0.
Define Jkr,s to be the subspace of Br,s(δ) spanned by the (r, s)-walled Brauer diagrams with
at least k horizontal strands at the top and at the bottom. Then Jkr,s is a two-sided ideal of
Br,s(δ) and J
k′
r,s ⊂ J
k
r,s for k
′ ≥ k.
Let λ = (λL, λR) be an element in Λtr,s for some 0 ≤ t ≤ min(r, s). Consider the subspace
Itr,s of the quotient space J
t
r,s/J
t+1
r,s spanned by Y
t
r,s, where Y
t
r,s denote the set of images of
the diagrams with exactly t horizontal strands at the top connecting the (r+1−k)-th vertex
to the (r + k)-th vertex for each k = 1, 2 . . . , t. We have dim Itr,s =
(
r
t
)(
s
t
)
t!(r − t)!(s − t)!.
Then the space Itr,s has a (Br,s(δ),C[Sr−t] ⊗ C[Ss−t])-bimodule structure given by the left
multiplication and the right multiplication, respectively. Now we define
Cr,s(λ) := I
t
r,s ⊗C[Sr−t]⊗C[Ss−t] S(λ
L)⊠ S(λR),
where S(λL) denotes the simple Sr−t-module parametrized the partition λ
L of r − t, and
S(λR) denotes the simpleSs−t-module parametrized the partition λ
R of s−t (see, for example,
[11]). Note that the bimodule Itr,s is free over C[Sr−t] ⊗ C[Ss−t] with basis X
t
r,s consisting
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of elements in Y tr,s in which no two vertical strands cross. The cardinality of X
t
r,s is
(
r
t
)(
s
t
)
t!.
Thus as vector spaces,
Cr,s(λ) =
⊕
τ∈Xtr,s
τ ⊗ (S(λL)⊠ S(λR)).
For λ ∈ Λ˙r,s, the cell module Cr,s(λ) has an irreducible head Dr,s(λ) and the family{
Dr,s(λ) | λ ∈ Λ˙r,s
}
is the complete set of mutually non-isomorphic simple modules over
Br,s(δ) (see [3, Theorem 2.7]). The elements in Λr,s are called the weights.
The cell modules are indecomposable. Moreover, we have
Lemma 1.2. ([2, Lemma 2.2]) For any λ ∈ Λr,s we have
EndBr,s(δ)(Cr,s(λ)) ≃ C.
2. Jucys-Murphy elements and supersymmetric polynomials
2.1. Jucys-Murphy elements.
Definition 2.1. For each 1 ≤ k ≤ r + s, we define
Lk :=

k−1∑
j=1
(j, k) if 1 ≤ k ≤ r,
−
r∑
j=1
ej,k +
k−1∑
j=r+1
(j, k) + δ if r + 1 ≤ k ≤ r + s.
We call these Lk’s the Jucys-Murphy elements of Br,s(δ). In particular, L1 = 0.
Remark 2.2. The above Jucys-Murphy elements are similar to those in [2] and those in
[32], but different. Precisely speaking, the parameter δ does not appear in the definitions of
Jucys-Murphy elements in [2, 32]. Actually, if we modify the definition of ξ11a, which was
defined as 01a in [32, (2.7)], into
ξ11a =
{
01a if a1 =↑,
δ1a if a1 =↓,
then the elements ξk1↑r↓s in [32, (2.7)] yields our element Lk of Br,s(δ). This modification is
due to Antonio Sartori.
Note that there are so called Jucys-Murphy-like elements of walled Brauer algebras, intro-
duced in [29], which are still different from ours.
The following relations will be used frequently.
Lemma 2.3. For all mutually distinct and admissible i, j, i′, j′, we have
(1) (i′, j′)ei,j = ei,j(i
′, j′),
(2) (i, i′)ei,j = ei′,j(i, i
′) and (j, j′)ei,j = ei,j′(j, j
′),
(3) ei,jei′,j′ = ei′,j′ei,j,
(4) ei,jei,j′ = ei,j(j, j
′) and ei,jei′j = ei,j(i, i
′),
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(5) ei,jei′,j′(i, i
′) = ei,jei′,j′(j, j
′),
Proof. They can be checked by direct calculations on (r, s)-walled Brauer diagrams. For
example, we can check the first equality in (4) as follows:
ei,jei,j′ =
•
•
•
•
•
••
•
•
•
•
•
i j j′
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
...
...
...
...
...
...
...
...
...
...
...
...
...
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
=
•
•
•
•
•
•
i j j′
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
..
..
..
..
..
..
=
•
•
•
•
•
••
•
•
•
•
•
i j j′
..
...
...
...
...
...
...
...
...
...
...
...
...
...
.
...
...
...
...
...
...
...
...
...
...
...
...
...
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
= ei,j(j, j
′) if j < j′,..........................
..
..
..
..
..
..
..
..
....
...................
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Since the other relations can be checked similarly, we omit their proofs. 
The following proposition will play an important role in the rest of this paper. Note that
similar relations in Brauer algebras appeared in [26, Proposition 2.3].
Proposition 2.4. We have the following relations:
(1) (i, i+ 1)Li+1 − Li(i, i + 1) = 1 for i 6= r,
(2) Li+1(i, i+ 1)− (i, i + 1)Li = 1 for i 6= r,
(3) er,r+1(Lr + Lr+1) = (Lr + Lr+1)er,r+1 = 0,
(4) (i, i+ 1)Lk = Lk(i, i + 1) for k 6= i, i+ 1,
(5) er,r+1Lk = Lker,r+1 for k 6= r, r + 1.
Proof. (1) When 1 ≤ i ≤ r−1, the relation (1) is well-known. Assume that r+1 ≤ i ≤ r+s−1.
Then we have
(i, i + 1)Li+1 = (i, i+ 1)
(
−
r∑
j=1
ej,i+1 +
i∑
j=r+1
(j, i + 1) + δ
)
= −
r∑
j=1
ej,i(i, i+ 1) +
i−1∑
j=r+1
(i, i + 1)(j, i + 1) + 1 + δ(i, i + 1)
=
(
−
r∑
j=1
ej,i +
i−1∑
j=r+1
(j, i) + δ
)
(i, i+ 1) + 1 = Li(i, i + 1) + 1.
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(2) It follows from (1) that
Li+1(i, i + 1) = (i, i+ 1)(Li(i, i + 1) + 1)(i, i + 1) = (i, i + 1)Li + 1.
(3) By direct calculations and Lemma 2.3 (4), we get
er,r+1(Lr + Lr+1) = er,r+1
( r−1∑
j=1
(j, r) −
r∑
j=1
ej,r+1 + δ
)
=
r−1∑
j=1
er,r+1(j, r)−
r−1∑
j=1
er,r+1(j, r)− δer,r+1 + δer,r+1 = 0.
Similarly, by Lemma 2.3 (2) and (4), we have
(Lr + Lr+1)er,r+1 =
( r−1∑
j=1
(j, r)−
r∑
j=1
ej,r+1 + δ
)
er,r+1
=
r−1∑
j=1
ej,r+1(j, r)−
r−1∑
j=1
ej,r+1(j, r) − δer,r+1 + δer,r+1 = 0.
(4) For i ≥ k + 1, it is trivial that Lk(i, i + 1) = (i, i + 1)Lk. For i < k − 1 < k ≤ r, it is
well-known that (i, i+1) commutes with Lk. Assume that i < r < k. Then from Lemma 2.3
(1),(2) and direct calculations, we have
(i, i+ 1)Lk = (i, i+ 1)
(
−
r∑
j=1
ej,k +
k−1∑
j=r+1
(j, k) + δ
)
= −
r∑
j=1
j 6=i,i+1
ej,k(i, i+ 1)− ei+1,k(i, i + 1)− ei,k(i, i + 1)
+
k−1∑
j=r+1
(j, k)(i, i + 1) + δ(i, i + 1)
=
(
−
r∑
j=1
ej,k +
k−1∑
j=r+1
(j, k) + δ
)
(i, i + 1) = Lk(i, i + 1).
Assume that r < i < k − 1. Then we can check that
(i, i+ 1)Lk = (i, i+ 1)
(
−
r∑
j=1
ej,k +
k−1∑
j=r+1
(j, k) + δ
)
= −
r∑
j=1
ej,k(i, i + 1) +
k−1∑
j=r+1
j 6=i,i+1
(j, k)(i, i + 1) + δ(i, i + 1)
+(i, i+ 1)(i, k) + (i, i + 1)(i + 1, k)
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= −
r∑
j=1
ej,k(i, i + 1) +
k−1∑
j=r+1
j 6=i,i+1
(j, k)(i, i + 1) + δ(i, i + 1)
+(i+ 1, k)(i, i + 1) + (i, k)(i, i + 1)
=
(
−
r∑
j=1
ej,k +
k−1∑
j=r+1
(j, k) + δ
)
(i, i + 1) = Lk(i, i + 1).
(5) If k < r, it is trivial that er,r+1Lk = Lker,r+1. Let k ≥ r + 2. Then we have
er,r+1Lk = er,r+1
(
−
r∑
j=1
ej,k +
k−1∑
j=r+1
(j, k) + δ
)
= −
r−1∑
j=1
er,r+1ej,k − er,r+1(r + 1, k) +
k−1∑
j=r+1
er,r+1(j, k) + δer,r+1
= −
r−1∑
j=1
ej,ker,r+1 +
k−1∑
j=r+2
er,r+1(j, k) + δer,r+1
=
(
−
r∑
j=1
ej,k +
k−1∑
j=r+1
(j, k) + δ
)
er,r+1 = Lker,r+1,
as desired. In the fourth equality, we use er,ker,r+1 = er,k(r+1, k) = (r+1, k)er,r+1 obtained
by Lemma 2.3 (2) and (4). 
Remark 2.5. For each a ∈ C, we have variants of the Jucys-Murphy elements: set
Lak :=
{
Lk + a if 1 ≤ k ≤ r,
Lk − a if r + 1 ≤ k ≤ r + s.
It is easy to see that the above proposition holds with Lak instead of Lk. All the other parts
of the rest of this paper will be also valid, after a small modification.
Proposition 2.6. The elements Lk’s are commuting to each other.
Proof. It is well-known that the elements L1, . . . , Lr are commuting to each other. Let Br be
the subalgebra of Br,s(δ) generated by s1, . . . , sr−1 and let Br+a be the subalgebra generated
by s1, . . . , sr−1, er,r+1, sr+1, . . . sr+a−1 for 1 ≤ a ≤ s. Then we have L1, . . . , Lr+a−1, Lr+a ∈
Br+a for 0 ≤ a ≤ s. On the other hand, by Proposition 2.4 (4) and (5), we know that the
element Lr+a commutes with the generators of Br+a−1 for each 1 ≤ a ≤ s. Therefore, Lr+a
commutes with L1, . . . , Lr+a−1, as desired. 
Proposition 2.7. For each k ∈ Z≥0, the element
Lk1 + · · ·+ L
k
r + (−1)
k+1(Lkr+1 + · · ·+ L
k
r+s)
belongs to the center of Br,s(δ).
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Proof. From Proposition 2.4 (1) and (2), we have
(i, i+ 1)(Li + Li+1) = (Li + Li+1)(i, i + 1),
(i, i+ 1)(LiLi+1) = (Li+1Li)(i, i + 1) = (LiLi+1)(i, i + 1)
for i 6= r. Thus (i, i + 1) commutes with every symmetric polynomials in Li and Li+1. In
particular, it commutes with the power sum symmetric polynomials Lki + L
k
i+1 (k ≥ 0).
Combining this fact with Proposition 2.4 (4), it follows that
(i, i + 1)(Lk1 + · · ·+ L
k
r) = (L
k
1 + · · ·+ L
k
r )(i, i + 1)
(i, i + 1)(Lkr+1 + · · · + L
k
r+s) = (L
k
r+1 + · · ·+ L
k
r+s)(i, i + 1)
for all i 6= r.
From Proposition 2.4 (3), we obtain
er,r+1(L
k
r + (−1)
k+1Lkr+1) = 0 = (L
k
r + (−1)
k+1Lkr+1)er,r+1.
Hence, by using Proposition 2.4 (5), we conclude that Lk1+· · ·+L
k
r+(−1)
k+1(Lkr+1+· · ·+L
k
r+s)
is in the center of Br,s(δ), since it commutes with all the generators. 
When k = 1, the above was shown in [2, Lemma 2.1]. Indeed, the element zr,s in [2,
Lemma 2.1] is the same as L1 + · · ·+ Lr+s − sδ.
2.2. Supersymmetric polynomials. In this section we recall the notion of supersymmetric
polynomials. For details on supersymmetric polynomials, see for example, [23].
Definition 2.8. Let r, s be nonnegative integers. We say that an element p in the polynomial
ring C[x1, . . . , xr, y1 . . . , ys] is supersymmetric if
(1) p is doubly symmetric; i.e, it is symmetric in x1, . . . , xr and y1, . . . , ys separately,
(2) p satisfies the cancellation property ; i.e., the substitution xr = −y1 = t yields a
polynomial in x1, . . . , xr−1, y2, . . . , ys which is independent of t.
We denote Sr,s[x; y] the set of supersymmetric polynomials in x1, . . . , xr, y1 . . . , ys. It is a
C-subalgebra of C[x1, . . . , xr, y1 . . . , ys]
Sr×Ss , the algebra of doubly symmetric polynomials.
For k ≥ 0, the k-th power sum supersymmetric polynomial is given by
pk(x1, . . . , xr, y1, . . . , ys) := x
k
1 + · · ·+ x
k
r + (−1)
k+1(yk1 + · · ·+ y
k
s ).
It is easy to see that pk belongs to Sr,s[x; y]. In [36], Stembridge showed that Sr,s[x; y] is
generated by {pk | k ≥ 0}. Hence the following is an immediate consequence of Proposition
2.7.
Corollary 2.9. For every supersymmetric polynomial p in Sr,s[x; y], the element
p(L1, . . . , Lr+s)
belongs to the center Z(Br,s(δ)) of Br,s(δ).
Remark 2.10. If we take the modification in Remark 2.2 and focus on the case of Br,s(δ),
then the above corollary corresponds to [32, Corollary 7.2], Note that in [32, Corollary 7.2]
they used a description of the center of the degenerate affine walled Brauer algebra.
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The elementary supersymmetric polynomials
ek(x1, . . . , xr, y1, . . . , ys) (k ∈ Z≥0)
are given by the generating function
∞∑
k=0
ek(x1, . . . , xr, y1, . . . , ys)z
k =
∏r
i=1(1 + xiz)∏s
j=1(1− yjz)
.
It is also known that {ek | k ∈ Z≥0} generates the ring of supersymmetric polynomials ([36,
Corollary]). Then the lemma below follows immediately.
Lemma 2.11. Let (a1, . . . , ar, b1, . . . , bs) and (c1, . . . , cr, d1, . . . , ds) be elements in C
r+s.
Then the followings are equivalent.
(1) For every supersymmetric polynomial p ∈ Sr,s[x; y], we have
p(a1, . . . , ar, b1, . . . , bs) = p(c1, . . . , cr, d1, . . . , ds).
(2) We have an equality ∏r
i=1(1 + aiz)∏s
j=1(1− bjz)
=
∏r
i=1(1 + ciz)∏s
j=1(1− djz)
of rational functions in z.
For a partition µ = (µ1, µ2, . . .), a filling of µ with entries 1, . . . , |µ| is called a standard
tableau of shape µ, when the entries in each row and each column are strictly increasing, from
left to right and from top to bottom, respectively. Let tµ be the standard tableau such that
the entries 1, 2, . . . , |µ| appear in increasing order from left to right along successive rows.
Recall that, for a box u in [µ], the content of u is given by the integer b−a, where u is located
(a, b)-position in [µ]. For 1 ≤ i ≤ |µ|, we define cont(µ, i) to be the content of the box in
µ with entry i in the tableau tµ. It is called the content of µ at i. Note that the multiset
{cont(µ, i) | 1 ≤ i ≤ |µ|} determines the Young diagram [µ] and hence the partition µ.
For each λ ∈ Λtr,s, set
c(λ, i) :=

cont(λL, i) if 1 ≤ i ≤ r − t,
0 if r − t+ 1 ≤ i ≤ r + t,
cont(λR, i− r − t) + δ if r + t+ 1 ≤ i ≤ r + s.
Lemma 2.12. Assume that Br,s(δ) is semisimple. If λ 6= µ for λ, µ ∈ Λr,s, then there is a
supersymmetric polynomial pλ,µ such that
pλ,µ((c(λ, i))1≤i≤r+s) 6= p
λ,µ((c(µ, i))1≤i≤r+s).
Remark 2.13. If we combine [3, Corollary 7.7] with Lemma 5.2 in the last section, then the
above lemma follows. But we include the following proof for completeness.
Proof. Let λ ∈ Λtr,s, µ ∈ Λ
t′
r,s for some 0 ≤ t, t
′ ≤ min(r, s).
Suppose that
p((c(λ, i))1≤i≤r+s) = p((c(µ, i))1≤i≤r+s)
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for every p ∈ Sr,s[x; y]. Equivalently,∏r−t
i=1(1 + cont(λ
L, i)z)∏r+s
j=r+t+1(1− (cont(λ
R, j) + δ)z)
=
∏r−t′
i=1 (1 + cont(µ
L, i)z)∏r+s
j=r+t′+1(1− (cont(µ
R, j) + δ)z)
.(2.1)
We shall show that λ = µ for all cases in Proposition 1.1.
Case (1) : Assume that r = 0 or s = 0. Then we have t = t′ = 0.
Assume that s = 0. Then λR = µR = ∅ and we have
r∏
i=1
(1 + cont(λL, i)z) =
r∏
i=1
(1 + cont(µL, i)z).
It follows that the multisets of contents of λL and µL are the same. Thus λL = µL. The
proof for the case r = 0 is the same.
Case (2), (3) : Assume that δ /∈ Z or |δ| > r+ s−2. We may further assume that r > 0
and s > 0 so that r + s− 2 ≥ 0. Now we have∏r−t
i=1(1 + cont(λ
L, i)z) =
∏r−t′
i=1 (1 + cont(µ
L, i)z) and∏r+s
j=r+t+1(1− (cont(λ
R, j) + δ)z) =
∏r+s
j=r+t′+1(1− (cont(µ
R, j) + δ)z).(2.2)
Indeed if δ /∈ Z then it is trivial. Otherwise, we have
|cont(λL, i) + cont(λR, j)| ≤ (r − t− 1) + (s − t− 1) ≤ r + s− 2 < |δ|,
|cont(µL, i) + cont(µR, j)| ≤ (r − t′ − 1) + (s− t′ − 1) ≤ r + s− 2 < |δ|.
It follows that the multiset of nonzero contents of λL is the same as the one of µL and the
multiset of contents of λR which are not equal to −δ is the same as the one of µR.
Note that {
j | cont(λR, i) = −δ
}
=
{
j | cont(µR, j) = −δ
}
= ∅.
Indeed it it trivial if δ /∈ Z and otherwise we have
|cont(λR, i)| ≤ s− t− 1 ≤ r + s− t− 2 ≤ r + s− 2 < |δ|,
|cont(µR, i)| ≤ s− t′ − 1 ≤ r + s− t′ − 2 ≤ r + s− 2 < |δ|.
Hence, observing the degree of (2.2), we have t = t′. Thus the multiset of contents of λL is
the same as the one of µL and the multiset of contents of λR is the same as the one of µR. It
follows that λ = µ.
Case (4) : Assume δ = 0 and (r, s) ∈ {(1, 2), (2, 1), (1, 3), (3, 1)}. If (r, s) = (3, 1), then
we have{
(c(λ, i))1≤i≤4 | λ ∈ Λ˙3,1
}
=
{
(0, 1, 2, 0), (0, 1,−1, 0), (0,−1,−2, 0), (0, 1, 0, 0), (0,−1, 0, 0)
}
.
It is easy to observe that (2.1) holds if and only if λ = µ.
The cases (r, s) ∈ {(1, 2), (2, 1), (1, 3)} can be checked in a similar way. 
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3. Center of the walled Brauer algebra
By Proposition 2.7, the power sum supersymmetric polynomials in the Jucys-Murphy
elements belong to the center of Br,s(δ). Hence they act by scalar multiplications on a cell
module by Lemma 1.2. More precisely, we have
Proposition 3.1. For λ ∈ Λtr,s and for k ≥ 0, we have
pk(L1, . . . , Lr, Lr+1, . . . , Lr+s) =
r−t∑
i=1
cont(λL, i)k + (−1)k+1
s−t∑
i=1
(cont(λR, i) + δ)k
on the cell module Cr,s(λ).
When k = 1, the above can be obtained from [2, Lemma 2.3] directly, because zr,s in [2,
Lemma 2.3] is the same as L1 + · · ·+ Lr+s − sδ.
To prove Proposition 3.1, we need the following lemma. We use the same technique in [2,
Lemma 2.3]. For reader’s convenience, we include a proof.
Lemma 3.2. For each 1 ≤ t ≤ min(r, s), set
τt := er,r+1er−1,r+2 · · · er−t+1,r+t ∈ Br,s(δ).(3.1)
We have
(1) (Lr + Lr+1)τt = (Lr−1 + Lr+2)τt = · · · = (Lr−t+1 + Lr+t)τt = 0,
(2)
(
−
∑r
i=r−t+1 ei,j +
∑r+t
i=r+1(i, j)
)
τt = 0 for any j ≥ r + t+ 1.
Proof. (1) Let I := {1, . . . , r− t}, J = {r+ t+1, . . . , r+ s} and K := {r− t+1, . . . , r}. For
a ∈ K, let a˜ := 2r + 1− a. We shall show that
(La + La˜)τt = 0 for all a ∈ K.
We can obtain the following relations using Lemma 2.3:
(1) ((i, a) − ei,a˜)ea,a˜ = 0 for i ∈ I,
(2) ((i, a) − ei,a˜)ei,˜iea,a˜ = 0 for i ∈ K, i < a,
(3) (−ea,a˜ + δ)ea,a˜ = 0,
(4) (−ei,a˜ + (˜i, a˜))ei,˜iea,a˜ = 0 for i ∈ K, i > a.
More precisely, we can check that
(1) ((i, a) − ei,a˜)ea,a˜ = ei,a˜(i, a) − ei,a˜(i, a) = 0,
(2) ((i, a) − ei,a˜)ei,˜iea,a˜ = ea,˜i(i, a)ea,a˜ − ei,a˜(˜i, a˜)ea,a˜ = ea,˜iei,a˜(i, a)− ei,a˜ea,˜i(˜i, a˜) = 0,
(3) (−ea,a˜ + δ)ea,a˜ = −δea,a˜ + δea,a˜ = 0,
(4) (−ei,a˜ + (˜i, a˜))ei,˜iea,a˜ = −ei,a˜(a˜, i˜)ea,a˜ + ei,a˜(˜i, a˜)ea,a˜ = −ei,a˜ea,˜i(a˜, i˜) + ei,a˜ea,˜i(˜i, a˜) = 0.
We separate La =
∑
i∈I(i, a) +
∑
i<a,i∈K(i, a), and
La˜ = −
∑
i∈I
ei,a˜ −
∑
i<a,i∈K
ei,a˜ − ea,a˜ −
∑
i>a,i∈K
ei,a˜ +
∑
i>a,i∈K
(˜i, a˜) + δ.
SUPERSYMMETRIC POLYNOMIALS AND THE CENTER OF THE WALLED BRAUER ALGEBRA 15
Note that all the factors in (3.1) are commuting to each other by Lemma 2.3 (3). Using the
relations (1)-(4), we have (La + La˜)τt = 0.
(2) For i ∈ K and j ∈ J , we have
(−ei,j + (˜i, j))ei,˜i = −ei,j(j, i˜) + ei,j (˜i, j) = 0.
Thus we have
(−ei,j + (˜i, j))τt = 0.
It follows that(
−
r∑
i=r−t+1
ei,j +
r+t∑
i=r+1
(i, j)
)
τt =
r∑
i=r−t+1
(−ei,j + (˜i, j))τt = 0.

Now we prove Proposition 3.1.
Proof. In Cr,s(λ), the element τ ⊗ v generates Cr,s(λ) as a Br,s(δ)-module, where τ is the
image of τt = er,r+1er−1,r+2 · · · er−t+1,r+t (t ≥ 1) or 1 (t = 0) in J
t
r,s/J
t+1
r,s and v is a non-zero
vector in S(λL)⊠ S(λR). Since pk(L1, . . . , Lr+s) is central, it is enough to show that
pk(L1, . . . , Lr, Lr+1, . . . , Lr+s)(τ ⊗ v)
=
( r−t∑
i=1
cont(λL, i)k + (−1)k+1
s−t∑
i=1
(cont(λR, i) + δ)k
)
(τ ⊗ v),
for all k ≥ 1. By Lemma 3.2 (1), we know that
(Lkr−t+1 + · · ·+ L
k
r + (−1)
k+1(Lkr+1 + · · ·+ L
k
r+t))τt = 0.
Hence it is enough to show that( r−t∑
j=1
Lkj
)(
τ ⊗ v
)
=
( r−t∑
i=1
cont(λL, i)k
)
τ ⊗ v and,
( r+s∑
j=r+t+1
Lkj
)(
τ ⊗ v
)
=
( s−t∑
j=1
(cont(λR, j) + δ)k
)
τ ⊗ v.
Note that (Lk1 + · · · + L
k
r−t)τ = τ(L
k
1 + · · · + L
k
r−t) and L
k
1 + · · · + L
k
r−t ∈ C[Sr−t] ⊗ 1 ⊂
C[Sr−t]⊗C[Ss−t]. Moreover, L
k
1 + · · ·+L
k
r−t corresponds to a symmetric polynomial in the
Jucys-Murphy elements of C[Sr−t] under the isomorphism 〈s1, . . . , sr−t−1〉 ≃ C[Sr−t]. Thus
we obtain
(Lk1 + · · ·+ L
k
r−t)τ ⊗ v = τ(L
k
1 + · · · + L
k
r−t)⊗ v
= τ ⊗ (Lk1 + · · ·+ L
k
r−t)v = τ ⊗
( r−t∑
i=1
cont(λL, i)k
)
v,
where the last equality follows from the fact that a symmetric polynomial in Jucys-Murphy
elements of a symmetric group acts on a simple module S(µ) associated with a partition µ by
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the scalar multiplication, which is given by the evaluation of the polynomial at the contents
of µ ([24]). See also [5, Theorem 1.1].
When 1 ≤ i ≤ r − t, and r + t+ 1 ≤ j ≤ r + s, we get ei,jτ = 0 on J
t
r,s/J
t+1
r,s because ei,j
makes another horizontal strand. Combining this and Lemma 3.2 (2), we have
Ljτ =
( j−1∑
i=r+t+1
(i, j) + δ
)
τ = τ
( j−1∑
i=r+t+1
(i, j) + δ
)
for r + t+ 1 ≤ j ≤ r + s
on J tr,s/J
t+1
r,s . Note that we used the fact that τ commutes with (p, q), if p, q ≥ r + t+ 1. By
repeating this procedure, we obtain
Lkj τ = τ
( j−1∑
i=r+t+1
(i, j) + δ
)k
for r + t+ 1 ≤ j ≤ r + s
on J tr,s/J
t+1
r,s . Now we have( r+s∑
j=r+t+1
Lkj
)(
τ ⊗ v
)
=
r+s∑
j=r+t+1
τ
( j−1∑
i=r+t+1
(i, j) + δ
)k
⊗ v = τ ⊗
( r+s∑
j=r+t+1
( j−1∑
i=r+t+1
(i, j) + δ
)k)
v,
because
∑j−1
i=r+t+1(i, j) + δ ∈ 1⊗ C[Ss−t] ⊂ C[Sr−t]⊗ C[Ss−t]. Since the element
r+s∑
j=r+t+1
( j−1∑
i=r+t+1
(i, j) + δ
)k
is a symmetric polynomial in the Jucys-Murphy elements of the subalgebra 1⊗C[Ss−t] under
the isomorphism 〈sr+t+1, . . . , sr+s−1〉 ≃ C[Ss−t], it follows again by [24] (see also [5, Theorem
1.1]) that ( r+s∑
j=r+t+1
( j−1∑
i=r+t+1
(i, j) + δ
)k)
v =
( s−t∑
j=1
(cont(λR, j) + δ)k
)
v.
Therefore, we obtain the desired assertion. 
Corollary 3.3. Let f be a supersymmetric polynomial in Sr,s[x; y]. Then we have
f(L1, . . . , Lr, Lr+1, . . . , Lr+s) = f(c(λ, 1), . . . , c(λ, r), c(λ, r + 1), . . . , c(λ, r + s))
on Cr,s(λ) for every λ ∈ Λr,s.
Proof. It follows immediately from the above proposition and the fact that Sr,s[x; y] is gen-
erated by the power sum supersymmetric polynomials ([36]). 
The proof of the following lemma is identical to the argument in [20, Theorem 3.3]. We
reproduce it here in a slightly more general setting for reader’s convenience.
Lemma 3.4. ([20, Theorem 3.3]) Let S be a C-subalgebra of the polynomial ring C[X1, . . . ,
Xm] and let
(k11, . . . , k1m), . . . , (kn1, . . . , knm)(3.2)
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be n sequences of elements in C for some positive integer n. Assume that
for each 1 ≤ i 6= j ≤ n, there exists an element p in S(3.3)
such that p(i) 6= p(j),
where p(i) denotes the value p(ki1, . . . , kim).
Then there exists a family of elements p1, . . . , pn in S such that
p1(1) p1(2) · · · p1(n)
p2(1) p2(2) · · · p2(n)
· · · · · · · · · · · ·
pn(1) pn(2) · · · pn(n)
6= 0.
Proof. We will proceed by induction on n. Let (k1, k2, . . . , km) be a sequence of elements in
C. There exists an element p such that p(k1, k2, . . . , km) 6= 0. For example, we can take a
nonzero constant polynomial as p.
Now assume that n > 1 and that the assertion holds for all 1 ≤ i ≤ n − 1. Consider the
first n− 1 sequences
(k11, . . . , k1m), . . . , (kn−11, . . . , kn−1m)
of (3.2). Then, for 1 ≤ i 6= j ≤ n− 1 there exists a polynomial p ∈ S such that p(i) 6= p(j),
by the assumption (3.3). Now, by the induction hypothesis, we assume that there exists a
family of polynomials p1, . . . , pn−1 in S such that
p1(1) p1(2) · · · p1(n− 1)
p2(1) p2(2) · · · p2(n− 1)
· · · · · · · · · · · ·
pn−1(1) pn−1(2) · · · pn−1(n − 1)
6= 0.(3.4)
Applying elementary row operations to the above matrix, we may further assume that
pi(j) = 0 (1 ≤ j < i ≤ n− 1), and pi(i) = 1 (1 ≤ i ≤ n− 1)(3.5)
(see, [20, Lemma 3.5]). In particular, the determinant of the above matrix is 1.
Suppose that for every element p ∈ S we have
d(p) :=
p1(1) p1(2) · · · p1(n− 1) p1(n)
p2(1) p2(2) · · · p2(n− 1) p2(n)
· · · · · · · · · · · · · · ·
pn−1(1) pn−1(2) · · · pn−1(n− 1) pn−1(n)
p(1) p(2) · · · p(n− 1) p(n)
= 0.
Then, by (3.4), (3.5) and the determinant expansion by minors, we have
p(n) = k1p(1) + k2p(2) + · · · + kn−1p(n− 1),
for some kj ∈ C, which is independent of p for 1 ≤ j ≤ n − 1. Note that pn−1p is also in S
so that we have
pn−1p(n) = k1pn−1p(1) + k2pn−1p(2) + · · ·+ kn−1pn−1p(n− 1) = kn−1p(n− 1),
since pn−1(j) = 0 for 1 ≤ j ≤ n− 2 and pn−1(n− 1) = 1.
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Assume that pn−1(n) 6= 0. Then we have
p(n) =
kn−1
pn−1(n)
p(n− 1),
for all polynomial p ∈ S. Taking a nonzero constant polynomial p ∈ S, we have
kn−1
pn−1(n)
= 1
so that p(n) = p(n − 1) for all polynomials p in S. It is a contradiction to the assumption
(3.3) for i = n− 1, j = n.
Thus we have pn−1(n) = 0. It implies that kn−1p(n − 1) = 0. Taking a nonzero constant
polynomial p, we have kn−1 = 0. Repeating this process similarly with pj instead of pn−1, we
have kj = 0 for j = 1, . . . , n− 1 and hence p(n) = 0. But it is impossible, since p is arbitrary.
Thus we conclude that there exists an element p in S such that d(p) 6= 0. 
Now we present our main theorem.
Theorem 3.5. If the walled Brauer algebras Br,s(δ) is semisimple, then the supersymmetric
polynomials in L1, . . . , Lr+s generate the center of Br,s(δ).
Proof. By Lemma 2.12, we can apply the Proposition 3.4 to the case S = Sr,s[x; y] with the
sequences {
(c(λ, i))1≤i≤r+s | λ ∈ Λ˙r,s
}
.
Thus we obtain a set of supersymmetric polynomials
{
pλ ∈ Sr,s[x; y] | λ ∈ Λ˙r,s
}
such that
the matrix (
(pλ(µ))
)
λ,µ∈Λ˙r,s
is nonsingular, where pλ(µ) := pλ(c(µ, 1), . . . , c(µ, r + s)).
Assume that there is a family of complex numbers
{
aλ ∈ C | λ ∈ Λ˙r,s
}
such that∑
λ
aλpλ(L1, . . . , Lr+s) = 0.
By Corollary 3.3, we have ∑
λ
aλpλ(µ) = 0 for all µ ∈ Λ˙r,s.
Hence aλ = 0 for all λ ∈ Λ˙r,s so that
pλ(L1, . . . , Lr+s) (λ ∈ Λ˙r,s)
are linearly independent.
On the other hand, if Br,s(δ) is semisimple, the dimension of the center is the same as
the number of the isomorphism classes of simple modules, and hence it is identical to the
cardinality of Λ˙r,s. Thus we conclude that
{
pλ(L1, . . . , Lr+s) | λ ∈ Λ˙r,s
}
is a basis of the
center, as desired. 
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4. Gelfand-Zetlin subalgebras
In this section, we assume that Br,s(δ) is semisimple. For the sake of simplicity, we assume
further that r ≥ s. For 1 ≤ a ≤ r + s, let Ba be the subalgebra of Br,s(δ) generated by
Ba =
{
〈s1, . . . , sa−1〉 if 1 ≤ a ≤ r,
〈s1, . . . , sr−1, er,r+1, sr+1 . . . sa−1〉 if r + 1 ≤ a ≤ r + s.
Set B0 := C. Then we have a tower of subalgebras
C = B0 ⊂ B1 ⊂ · · · ⊂ Br+s−1 ⊂ Br+s = Br,s(δ).
This tower of subalgebras are compatible with the Jucys-Murphy elements in the following
sense: for each 1 ≤ a ≤ r + s, L1, . . . , La are contained in Ba and they are exactly the
Jucys-Murphy elements of Ba under the isomorphism
Ba ≃
{
Ba,0(δ) if 1 ≤ a ≤ r,
Br,a−r(δ) if r + 1 ≤ a ≤ r + s.
The above isomorphisms are obtained by checking that the generators of Ba produce all the
(r, s)-walled Brauer diagrams with r + s − a vertical strands connecting the k-th vertex on
the top row with the k-th vertex on the bottom row for each a+1 ≤ k ≤ r+ s. In particular,
Ba is semisimple for all 0 ≤ a ≤ r + s. Set
Λa :=

{∅} if a = 0,
Λa,0 if 1 ≤ a ≤ r,
Λr,a−r if r + 1 ≤ a ≤ r + s.
For λ ∈ Λa, we define
Ca(λ) :=

C if a = 0,
Ca,0(λ) if 1 ≤ a ≤ r,
Cr,a−r(λ) if r + 1 ≤ a ≤ r + s.
For 1 ≤ a ≤ r and λ ∈ Λa, we have
ResBaBa−1 Ca(λ) ≃
⊕
µ
Ca−1(µ),(4.1)
where the sum runs over the weights µ ∈ Λa−1 such that the skew Young diagram [λ
L]/[µL]
consists of a single box. This is nothing but the branching rule for symmetric groups. For
r + 1 ≤ a ≤ r + s and λ ∈ Λa, it is shown in [10, Theorem 3.16] that
ResBaBa−1 Ca(λ) ≃
⊕
µ
Ca−1(µ),(4.2)
where the sum runs over the weights µ ∈ Λa−1 such that either the diagram [µ
L]/[λL] consists
of a single box, or the diagram [λR]/[µR] consists of a single box (see also [3, Corollary 3.6]).
In particular, for 1 ≤ a ≤ r + s, the restriction of any simple module of Ba to Ba−1 is
multiplicity-free so that the above decompositions are canonical. From now on, we identify
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Ca−1(µ) in the right hand side in (4.1), (4.2) with the unique simple submodule of Ca(λ)
which is isomorphic to it.
Let B be the branching graph of Br,s(δ): the set of vertices is given by
⊔r+s
a=0 Λa and
the two vertices µ ∈ Λa and λ ∈ Λa+1 are joined by an arrow from µ to λ if and only
if HomBa(Ca(µ),Res
Ba+1
Ba
Ca+1(λ)) 6= 0. Iterating the restrictions, we obtain a canonical
decomposition of a simple Br,s-module Cr,s(λ) into a direct sum of simple B0-module, i.e.,
1-dimensional subspaces
Cr,s(λ) =
⊕
T
VT ,
where the sum runs over all the paths T in B from ∅ to λ. Taking a non-zero vector vT
for each path T in B from ∅ to λ, we obtain a basis {vT | T : a path in B from ∅ to λ} of
Cr,s(λ), called the Gelfand-Zetlin basis (shortly, GZ-basis) of Cr,s(λ).
Let Ar,s be the subalgebra of Br,s(δ) generated by Z(B1), . . . , Z(Br+s), where Z(Ba) de-
notes the center of Ba. We call Ar,s theGelfand-Zetlin subalgebra (shortly, the GZ-subalgebra)
of Br,s(δ). Note that Ar,s is commutative.
Proposition 4.1. The GZ-subalgebra Ar,s is generated by L1, . . . , Lr+s.
Proof. By Proposition 2.7, we have L1 + · · · + La−1 ∈ Z(Ba−1) and L1 + · · · + La−1 + La ∈
Z(Ba). It follows that La ∈ Ar,s for 1 ≤ a ≤ r + s. On the other hand, by Theorem 3.5,
each Z(Ba) is contained in the subalgebra of Ba generated by L1, . . . , La, and hence Ar,s is
generated by L1, . . . , Lr+s. 
By Wedderbun-Artin theorem, we have a C-algebra isomorphism
Br,s(δ) ≃
⊕
λ∈Λr,s
EndC(Cr,s(λ)).(4.3)
For each λ ∈ Λr,s, we identify the algebra EndC(Cr,s(λ)) with the algebra of dimC Cr,s(λ) ×
dimCCr,s(λ) matrices over C, by taking a GZ-basis of Cr,s(λ). Then we have the following
proposition whose proof is identical to the one of [28, Proposition 1.1].
Proposition 4.2. The GZ-subalgebra Ar,s is identified with the set of all the diagonal ma-
trices. In particular, Ar,s is a maximal commutative subalgebra of Br,s(δ).
For a path T in B given by
T = ∅ → λ1 → · · · → λr+s−1 → λr+s, (λa ∈ Λa),
set
cT (i) :=

content of [λLi ]/[λ
L
i−1] if 1 ≤ i ≤ r,
−content of [λLi−1]/[λ
L
i ] if r + 1 ≤ i ≤ r + s, [λ
L
i−1]/[λ
L
i ] is a single box
content of [λRi ]/[λ
R
i−1] + δ, if r + 1 ≤ i ≤ r + s, [λ
R
i ]/[λ
R
i−1] is a single box.
The below was shown for the case 1 ≤ i ≤ r in [24] (see also [5, Theorem 1.1] and [28, Section
5]).
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Proposition 4.3. Let T be given as the above. Then we have
Li vT = cT (i)vT (1 ≤ i ≤ r + s).
Proof. For each λ ∈
⊔r+s
a=0 Λa, set
c(λ) :=
|λL|∑
j=1
cont(λL, j) +
|λR|∑
j=1
(cont(λR, j) + δ).
Observe that
c(λi)− c(λi−1) = cT (i) for 1 ≤ i ≤ r + s.
On the other hand, by Proposition 3.1, we know
(L1 + · · ·+ Li)vT = c(λi)vT for 1 ≤ i ≤ r + s.
In particular, we have
LivT = (c(λi)− c(λi−1))vT = cT (i)vT ,
as desired. 
The following is an analogue of [25, Theorem 2.1]. See also [21, Definition 3.1].
Proposition 4.4. For each 1 ≤ i ≤ r + s, set
C(i) := {cT (i) | T : a path in B from ∅ to λ for some λ ∈ Λr+s} .
The following elements form a complete set of primitive orthogonal idempotents of Br,s(δ):
IT :=
r+s∏
i=1
∏
c∈C(i)
c 6=cT (i)
Li − c
cT (i) − c
.
Proof. Combining Proposition 4.1 and Proposition 4.2, we know that T = T ′ if and only if
cT (i) = cT ′(i) for all 1 ≤ i ≤ r + s (see [28, Remark 1.2]). Hence we have
IT vT ′ =
r+s∏
i=1
∏
c∈C(i)
c 6=cT (i)
cT ′(i)− c
cT (i)− c
= δT,T ′vT ′ ,
as desired. 
Remark 4.5. The above can be proved by checking that a path T inB is uniquely determined
by (cT (i))1≤i≤r+s, whenever the triple (r, s, δ) belongs to one of the cases in Proposition 1.1.
22 JI HYE JUNG AND MYUNGHO KIM
5. Blocks of walled Brauer algebra
In this section, we return to the cases in which r, s and δ are arbitrarily chosen. We say
that two simple Br,s(δ)-modules Dr,s(λ) and Dr,s(µ) belong to the same block if there exists
a sequence of simple Br,s(δ)-modules Dr,s(λ) = D1,D2, ...,Dk = Dr,s(µ) such that either
Ext1Br,s(δ)(Di,Di+1) 6= 0 or Ext
1
Br,s(δ)
(Di+1,Di) 6= 0, for all 1 ≤ i < k. For each λ ∈ Λ˙r,s,
every element z in the center acts on Dr,s(λ) by a scalar multiple, say ψλ(z). The assignment
z 7→ ψλ(z) defines a C-algebra homomorphism
ψλ : Z(Br,s(δ)) → C,
and we call ψλ the central character afforded by Dr,s(λ). Two simple modules Dr,s(λ) and
Dr,s(µ) belong to the same block if and only if the central characters ψλ and ψµ are identical
(see, for example, [13, Chapter I, Proposition 10.15]). Note that the scalar multiplication
on Cr,s(λ) induced by a central element z equals to ψλ(z), because Dr,s(λ) is a quotient of
Cr,s(λ).
We will say that (λL, λR) and (µL, µR) are δ-balanced if there is a pairing of the boxes in
[λL]/([λL]∩[µL]) with those in [λR]/([λR]∩[µR]) and a pairing of the boxes in [µL]/([λL]∩[µL])
with those in [µR]/([λR] ∩ [µR]) such that the contents of each pair sum to −δ. In [3], the
blocks of Br,s(δ) are classified as follows:
Proposition 5.1. ([3, Corollary 7.7] ) Two simple modules Dr,s(λ) and Dr,s(µ) are in the
same block of Br,s(δ) if and only if the weights λ and µ are δ-balanced.
The following lemma shows that the notion of δ-balanced weights is closely related to the
contents evaluation of supersymmetric polynomials.
Lemma 5.2. Two weights λ = (λL, λR) and µ = (µL, µR) are δ-balanced if and only if
p((c(λ, i))1≤i≤r+s) = p((c(µ, i))1≤i≤r+s)
for every supersymmetric polynomial p ∈ Sr,s[x; y].
Proof. Recall that for λ, µ ∈ Λr,s we have
p((c(λ, i))1≤i≤r+s) = p((c(µ, i))1≤i≤r+s)
for every supersymmetric polynomial p ∈ Sr,s[x; y] if and only if the equation (2.1)∏r−t
i=1(1 + cont(λ
L, i)z)∏r+s
j=r+t+1(1− (cont(λ
R, j) + δ)z)
=
∏r−t′
i=1 (1 + cont(µ
L, i)z)∏r+s
j=r+t′+1(1− (cont(µ
R, j) + δ)z)
holds. It is equivalent to saying that
♯
{
u ∈ [λL] | content of the box u = k
}
− ♯
{
u ∈ [λR] | content of the box u = −δ − k
}
= ♯
{
u ∈ [µL] | content of the box u = k
}
− ♯
{
u ∈ [µR] | content of the box u = −δ − k
}
for all k ∈ Z.
It is shown in [3, Lemma 8.1] that the above condition is equivalent to saying that λ and
µ are δ-balanced. 
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We give an alternative proof of a part of the classification theorem of blocks of Br,s(δ),
appeared in [3].
Proposition 5.3. ([3, Corollary 7.3]) If two simple modules Dr,s(λ) and Dr,s(µ) are in the
same block of Br,s(δ), then the weights λ and µ are δ-balanced.
Proof. We have ψλ = ψµ. In particular, by Corollary 2.9, and Corollary 3.3, we have
p((c(λ, i))1≤i≤r+s) = ψλ(p(L1, . . . , Lr+s)) = ψµ(p(L1, . . . , Lr+s)) = p((c(µ, i))1≤i≤r+s)
for every supersymmetric polynomial p ∈ Sr,s[x; y]. Hence λ and µ are δ-balanced by the
above lemma. 
We expect that the following generalization of our main theorem holds. Note that it
corresponds to [32, Conjecture 7.4], if we take the modification given in Remark 2.2 and
focus on Br,s(δ).
Conjecture 5.4. (see also [32, Conjecture 7.4]) For every δ ∈ C, the center of walled Brauer
algebra Br,s(δ) is generated by the supersymmetric polynomials in the Jucys-Murphy elements
L1, . . . , Lr+s.
Remark 5.5. If the above conjecture is true, then the central characters ψλ and ψµ are
identical for every δ-balanced pair λ and µ. Indeed, the central characters are given by
the contents evaluation of supersymmetric polynomials in Jucys-Murphy elements, and by
Lemma 5.2, the contents evaluations are identical whenever λ and µ are δ-balanced. In
turn, the simple modules Dr,s(λ) and Dr,s(µ) belong to the same block. It would recover [3,
Corollary 7.7], the other direction of the classification of the blocks of Br,s(δ).
We close the paper with an example supporting the above conjecture in small degree.
Example 5.6. Let r = 2, s = 2. By the method in [35], we obtain a basis of the centralizer
ZB2,2(δ)(C[S2 × S2]) of the subalgebra C[S2 × S2] in B2,2(δ). Each element of the basis
corresponds to a walled generalized cycle types. For the detail, see [35, Section 7]. We
enumerate thus obtained elements as follows:
C1 = 1, C2 = (1, 2), C3 = (3, 4) C4 = e2,3 + e1,3 + e1,4 + e2,4,
C5 = e1,3e2,4 + e1,4e2,3, C6 = C2C3, C7 = C2C4, C8 = C3C4,
C9 = C2C5, C10 = C4C6.
In particular, we have dimZB2,2(δ)(C[S2×S2]) = 10. Note that an element in the centralizer
ZB2,2(δ)(C[S2 ×S2]) is central in B2,2(δ) if and only if it commutes with the generator e2,3.
Now the equation ( 10∑
i=1
aiCi
)
e2,3 − e2,3
( 10∑
i=1
aiCi
)
= 0
yields the following system of 4 linear equations:
a2 + a4 + δa7 + a10 = 0, a3 + a4 + δa8 + a10 = 0,
a5 + a7 + a8 + δa9 = 0, a6 + a7 + a8 + δa10 = 0.
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From the above, we obtain a basis of Z(B2,2(δ)):
{B1 := 1, B2 := C4 − C2 − C3, B3 := C8 − δC3 − C5 − C6, B4 := C7 − δC2 − C5 − C6,
B5 := C9 − δC5, B6 = C10 − C3 − δC6 − C2 }.
In particular, we have dimZ(B2,2(δ)) = 6, which is independent from δ (see also the conjec-
ture on the dimension of the center of the Brauer algebra in [35, Introduction]).
On the other hand, we obtain the following equalities by direct calculations:
p0(L1, L2, L3, L4) = 1 = B1,
p1(L1, L2, L3, L4) = 2δC1 +C2 + C3 −C4 = 2δB1 −B2,
e2(L1, L2, L3, L4) = (3δ
2 + 1)C1 + 2δC2 + 3δC3 − 2δC4 + C5 + C6 − C8
= (3δ2 + 1)B1 − 2δB2 −B3,
p2(L1, L2, L3, L4) = −2δ
2C1 − 2δC3 + δC4 − C7 + C8 = −2δ
2B1 + δB2 +B3 −B4,
e3(L1, L2, L3, L4) = (4δ
3 + 4δ)C1 + (3δ
2 + 1)C2 + (6δ
2 + 1)C3 + (−3δ
2 − 1)C4 + 2δC5
+3δC6 − 3δC8 + C9
= (4δ3 + 4δ)B1 + (−3δ
2 − 1)B2 − 3δB3 +B5,
p3(L1, L2, L3, L4) = (2δ
3 + 3δ)C1 + C2 + (3δ
2 + 1)C3 + (−δ
2 − 2)C4 + δC7 − 2δC8 + C9 + C10
= (2δ3 + 3δ)B1 + (−δ
2 − 2)B2 − 2δB3 + δB4 +B5 +B6.
Observe that the matrix
1 2δ 3δ2 + 1 −2δ2 4δ3 + 4δ 2δ3 + 3δ
0 −1 −2δ δ −3δ2 − 1 −δ2 − 2
0 0 −1 1 −3δ −2δ
0 0 0 −1 0 δ
0 0 0 0 1 1
0 0 0 0 0 1

is invertible for every δ ∈ C. Hence the evaluation of {p0, p1, p2, p3, e2, e3} at L1, L2, L3, L4
becomes a basis of the center Z(B2,2(δ)) for every δ ∈ C, and hence the supersymmetric
polynomials in L1, L2, L3, L4 generate the center.
6. Center of the quantized walled Brauer algebra
In this section, we establish an analogue of Theorem 3.5 for the quantized walled Brauer
algebra Hr,s(q, ρ). The following definition appeared in [15, 19].
Definition 6.1. Let r and s be nonnegative integers. Let R be an integral domain and let
q, ρ be elements in R such that q−1, ρ−1 and δ := ρ−ρ
−1
q−q−1
lie in R. We denote by HRr,s(q, ρ) the
associative algebra with 1 over R generated by S1, . . . , Sr−1, Sr+1, . . . , Sr+s−1, Er,r+1 with
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the defining relations
(Si − q)(Si + q
−1) = 0, SiSi+1Si = Si+1SiSi+1, SiSj = SjSi (|i− j| > 1),
E2r,r+1 = δEr,r+1, Er,r+1Sj = SjEr,r+1 (j 6= r − 1, r + 1),
ρEr,r+1 = Er,r+1Sr−1Er,r+1 = Er,r+1Sr+1Er,r+1,
Er,r+1S
−1
r−1Sr+1Er,r+1Sr−1 = Er,r+1S
−1
r−1Sr+1Er,r+1Sr+1,
Sr−1Er,r+1S
−1
r−1Sr+1Er,r+1 = Sr+1Er,r+1S
−1
r−1Sr+1Er,r+1.
Note that the element S−1i in the last two relations is given by S
−1
i = Si− (q− q
−1)1 from
the relation in the first line.
By [19], the algebra HRr,s(q, ρ) has an R-linear basis which is in bijection with (r, s)-
walled Brauer diagrams: for each (r, s)-walled Brauer diagram c, we attach a monomial
Tc ∈ H
R
r,s(q, ρ) in Si, S
−1
i , Er,r+1 so that the expression of each basis element does not depend
on the choice of the base ring R. See [19] for the explicit expression. It is called the standard
monomial basis. See also [6, 10, 16].
Now assume that we have a ring homomorphism φ : R → S for some integral domain S.
Then HSr,s(φ(q), φ(ρ)) becomes an R-algebra via φ, and we have an R-algebra homomorphism
φ˜ : HRr,s(q, ρ) → H
S
r,s(φ(q), φ(ρ)), sending the generators Er,r+1 and Si’s to themselves. By
the definition of standard monomial basis, the homomorphism φ˜ sends Tc to Tc for each
(r, s)-walled Brauer diagram c. Note that {Tc} ⊂ H
S
r,s(φ(q), φ(ρ)) is a linearly independent
subset over R if and only if φ is injective. Hence, if φ is injective, then φ˜ is also injective
and the image of φ˜ is isomorphic to HRr,s(q, ρ) as an R-algebra. In particular, the image of φ˜
has an R-basis {Tc} so that it can be characterized as the R-subalgebra of H
S
r,s(φ(q), φ(ρ))
generated by Er,r+1, Si (i = 1, . . . , r − 1, r + 1, . . . , r + s− 1).
The following definition is motivated by Definition 2.1 as well as [27].
Definition 6.2. Set
L1 := 0, Lr+1 := ρ
( r∑
j=1
−Ej,r+1 + δ
)
∈ HRr,s(q, ρ),
where
Ej,k := (Sk−1 · · ·Sr+1)(S
−1
j · · ·S
−1
r−1)Er,r+1(S
−1
r−1 · · · S
−1
j )(Sr+1 · · ·Sk−1) for j ≤ r < k.
Then we define
Lk :=
{
S−1k−1Lk−1S
−1
k−1 + S
−1
k−1 if 2 ≤ k ≤ r,
Sk−1Lk−1Sk−1 + Sk−1 if r + 2 ≤ k ≤ r + s.
(6.1)
We call these Lk’s the Jucys-Murphy elements of H
R
r,s(q, ρ) .
For convenience, we set
T(a,b) = T(b,a) :=
{
S−1b−1 · · ·S
−1
a+1S
−1
a S
−1
a+1 · · ·S
−1
b−1 for 1 ≤ a < b ≤ r,
Sb−1 · · ·Sa+1SaSa+1 · · ·Sb−1 for r + 1 ≤ a < b ≤ r + s.
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Calculating Lk, we have
Lk =
{∑k−1
j=1 T(j,k) if 2 ≤ k ≤ r,
ρ
(∑r
j=1−Ej,k + δ
)
+ ρ2
∑k−1
j=r+1 T(j,k) if r + 2 ≤ k ≤ r + s.
Remark 6.3. The elements L1, . . . ,Lr can be considered as Jucys-Murphy elements of Hecke
algebra HRr (q), which were firstly introduced in [7]. Indeed, if we replace T(i,i+1) and q in [7]
with q−1S−1i and q
−2, respectively, we get L˜i = qLi (i ≥ 2), where L˜i is the image of Murphy
operator called in [7].
Proposition 6.5 is analogous to Proposition 2.4. To prove it, we need a lemma.
Lemma 6.4. For all admissible i, j, k, we have
(1) SiT(j,k) = T(j,k)Si and SiEj,k = Ej,kSi for i, i+ 1 6= j, k,
(2) SiEi,k = Ei+1,kSi − (q − q
−1)Ei+1,k and Ei,kSi = SiEi+1,k − (q − q
−1)Ei+1,k,
(3) Er,r+1Ej,k = Ej,kEr,r+1 for j 6= r, k 6= r + 1,
(4) Er,r+1Ei,r+1 = ρ
−1Er,r+1T(i,r) and Ei,r+1Er,r+1 = ρ
−1T(i,r)Er,r+1 for i 6= r,
Er,r+1Er,k = ρ Er,r+1T(r+1,k) and Er,kEr,r+1 = ρ T(r+1,k)Er,r+1 for k 6= r + 1.
Proof. (1)The first relation can be checked from the defining relations SiSi+1Si = Si+1SiSi+1
and SiSj = SjSi (|i − j| > 1). For the second relation, it is trivial when i ≤ j − 2 or
k + 1 ≤ i. Let j + 1 ≤ i < r. Note that Si−1Er,k = Er,kSi−1. We have
S−1i Ej,k = S
−1
i S
−1
j · · ·S
−1
r−1Er,kS
−1
r−1 · · · S
−1
j
= S−1j · · ·S
−1
i S
−1
i−1S
−1
i · · ·S
−1
r−1Er,kS
−1
r−1 · · ·S
−1
j
= S−1j · · ·S
−1
i−1S
−1
i S
−1
i−1 · · · S
−1
r−1Er,kS
−1
r−1 · · ·S
−1
j
= S−1j · · ·S
−1
r−1Er,kS
−1
r−1 · · ·S
−1
i−1S
−1
i S
−1
i−1 · · ·S
−1
j
= S−1j · · ·S
−1
r−1Er,kS
−1
r−1 · · ·S
−1
i S
−1
i−1S
−1
i · · ·S
−1
j
= S−1j · · ·S
−1
r−1Er,kS
−1
r−1 · · ·S
−1
j S
−1
i
= Ej,kS
−1
i ,
hence Ej,kSi = SiEj,k. Similarly, we can obtain SiEj,k = Ej,kSi for r < i ≤ k − 2.
(2) By the definition of Ei,k, we get
SiEi,k = Ei+1,kS
−1
i = Ei+1,k(Si − (q − q
−1)1) = Ei+1,kSi − (q − q
−1)Ei+1,k.
Similarly, we can obtain another relation.
(3) From the last two defining relations of HRr,s(q, ρ), we get
Er,r+1S
−1
r−1Sr+1Er,r+1Sr+1S
−1
r−1 = S
−1
r−1Sr+1Er,r+1S
−1
r−1Sr+1Er,r+1,
that is, Er,r+1Er−1,r+2 = Er−1,r+2Er,r+1. Using it and relations SiEr,r+1 = Er,r+1Si (i 6=
r − 1, r + 1), we get the desired relations.
(4) From the defining relations of HRr,s(q, ρ), we have ρ
−1Er,r+1 = Er,r+1S
−1
r−1Er,r+1. Using
it and relations SiEr,r+1 = Er,r+1Si (i 6= r − 1, r + 1), we obtain the first relation as follows:
Er,r+1Ei,r+1 = Er,r+1S
−1
i · · · S
−1
r−1Er,r+1S
−1
r−1 · · · S
−1
i
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= S−1i · · ·S
−1
r−2Er,r+1S
−1
r−1Er,r+1S
−1
r−1 · · ·S
−1
i
= ρ−1S−1i · · ·S
−1
r−2Er,r+1S
−1
r−1 · · ·S
−1
i
= ρ−1Er,r+1T(i,r).
Similarly we can get the second relation. Using ρEr,r+1 = Er,r+1Sr+1Er,r+1, we obtain the
third and the fourth relation. 
Proposition 6.5. We have the following relations:
(1) SiLi+1 − LiSi = 1− (q − q
−1)Li for i < r,
Li+1Si − SiLi = 1− (q − q
−1)Li for i < r,
(2) SiLi+1 − LiSi = 1 + (q − q
−1)Li+1 for i > r,
Li+1Si − SiLi = 1 + (q − q
−1)Li+1 for i > r,
(3) Er,r+1(Lr + Lr+1) = (Lr + Lr+1)Er,r+1 = 0,
(4) SiLk = LkSi for k 6= i, i+ 1,
(5) Er,r+1Lk = LkEr,r+1 for k 6= r, r + 1.
Proof. (1),(2) The relations can be checked from the definition of Li in (6.1) and the defining
relations (Si − q)(Si + q
−1) = 0. The relations in (1) can be also obtained from [7, Lemma
2.3(ii),(iii)].
(3) From Lemma 6.4 (4) and E2r,r+1 = δEr,r+1, we get
Er,r+1(Lr + Lr+1) = Er,r+1
( r−1∑
j=1
T(j,r) + ρ
r∑
j=1
−Ej,r+1 + ρδ
)
=
r−1∑
j=1
Er,r+1T(j,r) − Er,r+1T(j,r) − ρδEr,r+1 + ρδEr,r+1 = 0.
By similar manner, we can obtain the second relation.
(4) The case i ≥ k + 1 is trivial. Let i < k − 1 < k ≤ r. Then one can check that
Si(T(i,k) + T(i+1,k)) = (T(i,k) + T(i+1,k))Si.(6.2)
Here, we use the relations
SiT(i,k) = T(i+1,k)Si − (q − q
−1)T(i+1,k), T(i,k)Si = SiT(i+1,k) − (q − q
−1)T(i+1,k),
which can be obtained from the defining relations of HRr,s(q, ρ). Using (6.2) and Lemma 6.4
(1), we obtain SiLk = LkSi.
Let i < r < k. By Lemma 6.4 (2), we have Si(Ei,k + Ei+1,k) = (Ei,k + Ei+1,k)Si. From it
and Lemma 6.4 (1), we obtain the desired result. For r < i < k − 1, we can get the same
relation as (6.2) from the relations
SiT(i,k) = T(i+1,k)Si + (q − q
−1)T(i,k), T(i,k)Si = SiT(i+1,k) + (q − q
−1)T(i,k).
From it and Lemma 6.4 (1), we can obtain SiLk = LkSi, as desired.
(5) If k < r, it is trivial. Let k ≥ r + 2. From Lemma 6.4 (1),(3) and (4), we can obtain
Er,r+1Lk = Er,r+1Lk. 
28 JI HYE JUNG AND MYUNGHO KIM
Corollary 6.6. The elements Lk’s are commuting with each other and every supersymmetric
polynomials in L1, . . . ,Lr+s belong to the center Z(H
R
r,s(q, ρ)) of H
R
r,s(q, ρ).
Proof. Replacing (i, i+ 1) = si, er,r+1 with Si, Er,r+1, respectively, we can obtain the results
by the same proofs as for Proposition 2.6 and 2.7. 
Remark 6.7. (1) The fact that L1+· · ·+Lr+s belongs to Z(H
R
r,s(q, ρ)) was also shown in [30,
Proposition 2.5]. Indeed, the element cr,s in [30, Proposition 2.5] is −ρ
−1(L1+· · ·+Lr+s)+sδ.
(2) Set Λ := Z[q±1, ρ±1](q−q−1), the localization of the Laurent polynomial ring in q and ρ
at (q − q−1). Then the above corollary was shown in [27, Theorem 1] by a skein theoretic
description of HΛr,s(q, ρ). Let us explain it more precisely. Hugh Morton studied a relation
between the framed HOMFLY skein module on the annulus and the center of the framed
HOMFLY skein module on the rectangle with designated inputs and outputs boundary points.
The latter skein module with a naturally defined multiplication is isomorphic to HΛr,s(q, ρ),
where the parameters s and v used there correspond to q−1 and ρ, respectively. The diagrams
corresponding to the generators are:
Si =
..
...
..
...
...
...
...
...
...
...
...
...
...
...
....................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
N N N
N N N
H H
· · · · · · · · ·
i i+ 1
,
........................................
........................................
.......................................
..
..
..
..
..
..
.
..
..
..
..
..
..
..
. ........................................
........................................
........................................
........................................
..
..
..
..
..
..
..
..
..
..
..
..
..
Sj =
..
...
..
...
...
...
...
...
...
...
...
...
...
...
....................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
N N
H H N
N
H H
· · · · · · · · · ,
j j + 1
........................................
........................................
........................................
........................................
.....................................
........................................
..........................................
..
..
..
..
..
..
.
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
..
..
..
..
..
Er,r+1 =
..
...
...
...
...
...
...
...
...
...
...
...
..
...
....................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
N N N
N
H H
· · · · · · .
1 r r + 1 r + s
........................................
........................................
........................................
........................................
..
..
..
..
..
..
..
..
..
..
..
..
..
.....................
...
...
..
..
..
..
...
...
....
..................
Morton introduced certain elements T (j), U(k), which have the relations with Li’s as follows:
T (j) = −(q − q−1)Lj + 1 (1 ≤ j ≤ r),
U(k) = ρ−2(q − q−1)Lr+k + ρ
−2 (1 ≤ k ≤ s).
The elements T (j) and U(k), which is called Murphy operators in [27], correspond to simple
braid diagrams in the skein theoretic description. See [27, Section 3] for the diagrammatic
presentation of T (j) and U(k). It was shown that the elements of the form
r∑
j=1
(ρ−1 T (j))m −
s∑
k=1
(ρU(k))m (m ∈ Z≥0)
belong to the center of HΛr,s(q, ρ). Moreover it was conjectured that the above elements
generate the center of HΛr,s(q, ρ). Note that it is equivalent to saying that the supersymmetric
polynomials in Li’s generate the center of H
Λ
r,s(q, ρ).
(3) Recently A. M. Semikhatov and I. Y. Tipunin introduced some elements {J(r)i ; 1 ≤
i ≤ r+ s} having similar diagrammatic presentations to T (j) and U(k), which are also called
Jucys-Murphy elements in [33, Section 2.4]. In particular, J(r)r+k coincides with U(k) for
1 ≤ k ≤ s under an isomorphism between their algebra qwBr,s and H
C(q,ρ)
r,s (q, ρ).
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We set Hr,s(q, ρ) := H
C(q,ρ)
r,s (q, ρ) and Hr,s(N) := H
C(q)
r,s (q, qN ) for N ∈ Z≥0, respectively.
The latter algebra appeared in [16] for the first time. Note that H
C(q,ρ)
r,s (q, ρ) is semisimple
by, for example, [30, Theorem 6.10]. We call these two families the quantized walled Brauer
algebras. For the representation theory of these algebras, see, for example, [6, 8, 30] and
references therein. In particular, the set Λ˙r,s parametrizes the isomorphism classes of simple
modules of Hr,s(q, ρ) and Hr,s(N) as well as the ones of Br,s(δ). Thus we know that
dimC(q,ρ) Z(Hr,s(q, ρ)) = dimC Z(Br,s(δ)),
where δ is generic. If Hr,s(N) are semisimple, then
dimC Z(Br,s(N)) = dimC(q) Z(Hr,s(N)),
since Br,s(N) is also semisimple by comparing [30, Theorem 6.10] with Proposition 1.1.
Theorem 6.8. Suppose that Hr,s(N) are semisimple. Then the center Z(Hr,s(N)) of Hr,s(N)
is generated by the supersymmetric polynomials in the Jucys-Murphy elements L1, . . . ,Lr+s
with coefficients in C(q).
The center Z(Hr,s(q, ρ)) of Hr,s(q, ρ) is also generated by the supersymmetric polynomials
in the Jucys-Murphy elements L1, . . . ,Lr+s with coefficients in C(q, ρ).
Proof. Set d = dimZ(Br,s(N)) = |Λ˙r,s|. Let
{Pi ∈ Sr,s[x; y] | 1 ≤ i ≤ d}
be a set of supersymmetric polynomials such that {Pi(L1, . . . , Lr+s) ∈ Br,s(N) | 1 ≤ i ≤ d}
forms a basis of Z(Br,s(N)). We will show first that
{Pi(L1, . . . ,Lr+s) ∈ Hr,s(N) | 1 ≤ i ≤ d}
is a linearly independent subset of Hr,s(N) over C(q). Assume that there exists a nontrival
C(q)-linear relation
d∑
i=1
ai(q)Pi(L1, . . . ,Lr+s) = 0.
Then by multiplying the least common multiple of the denominators, we may assume that
ai(q) ∈ C[q] for all i. Dividing the above by a suitable power of q− 1, we may further assume
that there exists i0 such that ai0(1) 6= 0. Now let us denote by HC[q±1] the C[q
±1]-subalgebra
of Hr,s(N) generated by Er,r+1 and Si’s. Recall that HC[q±1] is isomorphic to H
C[q±1]
r,s (q, qN ).
Then we have a ring homomorphism φq=1 : C[q
±1]→ C and C[q±1]-algebra homomorphism
φ˜q=1 : HC[q±1] → Br,s(N), Er,r+1 7→ Er,r+1, Si 7→ (i, i + 1),
which can be justified by checking the defining relations. For example, we have
φ˜q=1(E
2
r,r+1 − δEr,r+1) = E
2
r,r+1 − φq=1
(qN − q−N
q − q−1
)
Er,r+1 = E
2
r,r+1 −NEr,r+1 = 0.
Note that Lk ∈ HC[q±1] and φq=1(Lk) = Lk for all 1 ≤ k ≤ r + s. Hence we have
0 = φ˜q=1
( d∑
i=1
ai(q)Pi(L1, . . . ,Lr+s)
)
=
d∑
i=1
ai(1)Pi
(
L1, . . . , Lr+s
)
.
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It follows that ai(1) = 0 for all 1 ≤ i ≤ d, which yields a contradiction since ai0(1) 6= 0. Thus
{Pi(L1, . . . ,Lr+s) ∈ Hr,s(N) | 1 ≤ i ≤ d} is linearly independent over C(q), as desired.
Next, we consider the set
(6.3) {Pi(L1, . . . ,Lr+s) ∈ Hr,s(q, ρ) | 1 ≤ i ≤ d}
and assume that there exists a nontrivial C(q, ρ)-linear relation
(6.4)
d∑
i=1
ai(q, ρ)Pi(L1, . . . ,Lr+s) = 0.
By multiplying the least common multiple of the denominators and then dividing a suitable
power of ρ − qN , we may assume that ai(q, ρ) ∈ C[q, ρ] (1 ≤ i ≤ d) and there exists i0 such
that ai0(q, q
N ) 6= 0. Now consider the ring homomorphism φρ=qN : A → C(q) given by
q 7→ q, ρ 7→ qN and the A-algebra homomorphism given by
φ˜ρ=qN : HA → Hr,s(N) Er,r+1 7→ Er,r+1, Si 7→ Si,
where A = C[q±1, ρ±1, ρ−ρ
−1
q−q−1
] ⊂ C(q, ρ) and HA is the A-subalgebra of Hr,s(q, ρ) generated
by Er,r+1 and Si’s. Since Lk ∈ HA and φq=ρN (Lk) = Lk for all 1 ≤ k ≤ r+s, applying φ˜ρ=qN
to (6.4) yields a contradiction to the facts that ai0(q, q
N ) 6= 0, similarly as before. Hence the
set (6.3) is linearly independent over C(q, ρ), as desired. 
References
[1] G. Benkart, M. Chakrabarti, T. Halverson, R. Leduc, C. Lee and J. Stroomer, Tensor product representa-
tions of general linear groups and their connections with Brauer algebrs, J. Algebra 166 (1994), 529–567.
MR 1280591 (95d:20071)
[2] J. Brundan and C. Stroppel, Gradings on walled Brauer algebras and Khovanov’s arc algebra, Adv. Math.
231 (2012), no. 2, 709–773. MR 2955190
[3] A. Cox, M. De Visscher, S. Doty, and P. Martin, On the blocks of the walled Brauer algebra, J. Algebra
320 (2008), no. 1, 169–212. MR 2417984 (2009c:16094)
[4] J. Comes and B. Wilson, Deligne’s category Rep(GLδ) and representations of general linear supergroups,
Represent. Theory 16 (2012), 568–609. MR 2998810
[5] P. Diaconis and C. Greene, Applications of Murphy’s elements, Stanford University Tech. Report, No.
335 (1989).
[6] R. Dipper, S. Doty and F. Stoll, The quantized walled Brauer algebra and mixed tensor space, Algebr.
Represent. Theory 17 (2014), no. 2, 675–701. MR 3181742
[7] R. Dipper, G. James, Blocks and idempotents of Hecke algebras of general linear groups, Proc. London
Math. Soc. s3-54 (1987), no. 1, 57–82. MR 0872250 (88m:20084)
[8] J. Enyang, Cellular bases of the two-parameter version of the centraliser algebra for the mixed tensor
representations of the quantum general linear group, Combinatorial representation theory and related
topics (Japanese) (Kyoto, 2002), Surikaisekikenkyusho Kokyuroku no.1310 (2003), 134-153. MR 2012192.
[9] V. Fe´ray, On complete functions in Jucys-Murphy elements, Ann. Comb. 16 (2012), no. 4, 677–707.
MR 3000438
[10] T. Halverson, Characters of the centralizer algebras of mixed tensor representations of GL(r,C) and the
quantum group Uq(gl(r,C)), Pacific J. Math. 174 (1996), no. 2, 359–410. MR 1405593 (97h:17017)
[11] G. James and A. Kerber, The Representation Theory of the Symmetric Group, Encyclopedia of Mathe-
matics and its Applications, 16. Addison-Wesley Publishing Co., Reading, Mass., 1981. xxviii+510 pp.
MR 0644144 (83k:20003)
SUPERSYMMETRIC POLYNOMIALS AND THE CENTER OF THE WALLED BRAUER ALGEBRA 31
[12] A.-A. A. Jucys, Symmetric polynomials and the center of the symmetric group ring, Rep. Mathematical
Phys. 5 (1974), no. 1, 107–112. MR 0419576 (54 #7597)
[13] G. Karpilovsky, The Jacobson radical of group algebras, North-Holland Mathematics Studies, vol.135,
North-Holland Publishing Co., Amsterdam, 1987, Notas de Matema´tica [Mathematical Notes], 115.
MR 886889 (88g:16013)
[14] K. Koike, On the decomposition of tensor products of the representations of classical groups: by means of
the universal characters, Adv. Math. 74 (1989), no. 1, 57–86. MR 0991410 (90j:22014)
[15] M. Kosuda and J. Murakami, The centralizer algebras of mixed tensor representations of Uq(gln) and
the HOMFLY polynomial of links, Proc. Japan Acad. Ser. A Math. Sci.68 (1992), no. 6, 148–151.
MR 1179388.
[16] M. Kosuda and J. Murakami, Centralizer algebras of the mixed tensor representations of quantum group
Uq(gl(n,C)), Osaka J. Math. 30 (1993), no. 3, 475–507. MR 1240008.
[17] A. Lascoux and J.-Y. Thibon, Vertex operators and the class algebras of symmetric groups, J. Math. Sci.
(N. Y.) 121 (2004), no. 3, 2380–2392. MR 1879068 (2003b:20019)
[18] M. Lassalle, Class expansion of some symmetric functions in Jucys-Murphy elements, J. Algebra 394
(2013), 397–443. MR 3092727
[19] R. Leduc, A two-parameter version of the centralizer algebra of the mixed tensor representations of the
general linear group and quantum general linear group, Thesis (Ph.D.) The University of Wisconsin -
Madison. 1994. 151 pp. MR 2691209
[20] Y. Li, Jucys-Murphy elements and centres of cellular algebras, Bull. Aust. Math. Soc. 85 (2012), no. 2,
261–270. MR 2891540
[21] A. Mathas, Seminormal forms and Gram determinants for cellular algebras, J. Reine Angew. Math. 619
(2008), 141–173. MR 2414949 (2009e:16059)
[22] S. Matsumoto and J. Novak, Jucys-Murphy elements and unitary matrix integrals, Int. Math. Res. Not.
IMRN (2013), no. 2, 362–397. MR 3010693
[23] E. Moens, Supersymmetric Schur functions and Lie superalgebra representations, Ph.D. thesis, Ghent
University, 2007.
[24] G. E. Murphy, A new construction of Young’s seminormal representation of the symmetric group, J.
Algebra 69 (1981), no. 1, 287–291. MR 0617079 (82h:20014)
[25] G. E. Murphy, The idempotents of the symmetric group and Nakayama’s conjecture, J. Algebra 81 (1983),
no. 1, 258–265. MR 696137 (84k:20007)
[26] M. Nazarov, Young’s orhogonal form for Brauer’s centralizer algebra, J. Algebra 182 (1996), no. 3, 664–
693. MR 1398116 (97m:20057)
[27] H. Morton, Power sums and Homfly skein theory, Invariants of knots and 3-manifolds (Kyoto, 2001),
235–244, Geom. Topol. Monogr., 4, Geom. Topol. Publ., Coventry, 2002. MR 2002613
[28] A. Okounkov and A. Vershik, A new approach to the representation theory of the symmetric groups.II, J.
Math. Sci. (N. Y.) 131 (2005), no. 2, 5471–5494. MR 2050688 (2005c:20024)
[29] H. Rui and Y. Su, Affine walled Brauer algebras and super Schur-Weyl duality, Adv. Math. 285 (2015),
28–71. MR 3406495.
[30] H. Rui and L. Song, The representations of quantized walled Brauer algebras, J. Pure Appl. Algebra 219
(2015), no. 5, 1496–1518. MR 3299691
[31] A. Sartori, The degenerate affine walled Brauer algebras, J. Algebra 417 (2014), 198–233. MR 3244645
[32] A. Sartori and C. Stroppel, Walled Brauer algebras as idempotent truncations of level 2 cyclotomic quo-
tients, J. Algebra 440 (2015), 602–638. MR 3373407
[33] A. M. Semikhatov and I. Y. Tipunin, Quantum walled Brauer algebra: commuting families, baxterization,
and representations, J. Phys. A: Math. Theor. 50 (2017), 065202.
[34] C. L. Shader and D. Moon, Mixed tensor representations and representations for the general linear Lie
superalgebras, Comm. Algebra 30 (2002), no. 2, 839–857. MR 1883028 (2003a:17005)
[35] A. Shalile, On the center of the Brauer algebra, Algebr. Represent. Theory 16 (2013), no. 1, 65–100.
MR 3018181
32 JI HYE JUNG AND MYUNGHO KIM
[36] J. R. Stembridge, A characterization of supersymmetric polynomials, J. Algebra 95 (1985), no. 2, 439–444.
MR 0801279 (87a:11022)
[37] V. Turaev, Operator invariants of tangles, and R-matrices, Math. USSR-Izv. 35 (1990), no. 2, 411–444.
MR 1024455 (91e:17011)
Sogang research team for discrete and geometric structures, Department of Mathematics,
Sogang university Seoul 04107, Korea
E-mail address: jung.ji.hye@hotmail.com
Department of Mathematics, Kyung Hee University, Seoul 02447, Korea
E-mail address: mkim@khu.ac.kr
