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We argue that the Anderson and Kondo models turn out to be irrelevant for the description of 
some strongly correlated electron systems and suggest the mechanism for the formation of many-
body states (heavy fermions) being an alternative to the Kondo one. This mechanism involves the 
quantum tunneling of a heavy particle between the states in the double-well potential. 
PACS: 71.27.+a 
 
1. One of the main approaches currently used in the physics of strongly correlated electron 
systems (SCES) for treating the behavior of both an individual magnetic impurity and a periodic 
array of magnetic centers in metals is based on the Anderson model [1, 2], as well as on the 
Schrieffer–Wolff transformation [3] leading to its representation in the form of the Kondo model 
[4]. In the last decade, however, several researchers put forward the arguments challenging this 
conventional description. In particular, it was shown in [5] that the Kondo impurity model is 
inappropriate for interpreting the behavior of electrical resistivity and magnetoresistance in the 
lanthanum hexaboride (LaB6) doped by Ce and Ho in the regime of isolated magnetic impurity. 
Indeed, the low-temperature increase of electrical resistivity is the feature of the weak localization 
of charge carriers, whereas the negative magnetoresistance observed in СexLa1-xB6 and HoxLa1-xB6 
(x=0.005-0.01) at liquid helium temperatures corresponds to the formation of the spin-polaron type 
many-body states in LaB6 near the magnetic rare-earth (RE) ions. Earlier, it was shown in [6] that 
the Kondo lattice model is also inapplicable for dense CeB6 magnetic system. Indeed, at low 
temperatures, this commonly believed Kondo-lattice compound exhibits the weak localization of 
charge carriers (~T -0.37) and anomalous Hall effect [6], induced spin polarization [7], and 
ferromagnetic spin fluctuations [8, 9] rather than the Kondo screening of Ce ions’ magnetic 
moment. Similar situation occurs in CeAl3 and CeCu6 intermetallic compounds with the record high 
values of the effective mass of heavy fermions (m*=10001600 m0, see [10,11]). With the decrease 
of temperature, these compounds which were usually treated as archetypal examples of the Kondo-
lattice exhibit an additional magnetic response (ferromagnetic fluctuations) instead of the Kondo 
screening of the magnetic moment of Ce
3+
 ions by itinerant electrons in the vicinity of the 
characteristic spin fluctuation temperature TK~5 K [12]. In addition, an activation-type behavior of 
the Hall coefficient was observed in these paramagnetic metals [12,13] (see Fig. 1). In [14], it was 
reported that the metal-insulator transition observed in the so called Kondo insulators Tm1-xYbxB12, 
but in the strong pulsed magnetic field up to 50T it is accompanied with arising of a component of 
magnetization corresponding to the many-body in-gap resonance in the electron density of states 
near the Fermi level, which also does not agree with the predictions of the Kondo model. 
The aforementioned examples as well as the other ones reported in literature clearly 
demonstrate that at least in the SCES under discussion (i) the mechanism underlying the formation 
of heavy fermions in the vicinity of RE-ions is different from the Kondo one, (ii) the localization 
radius for these many-body states (heavy fermions) turns out to be nearly equal to the lattice 
constant (~5 Å) being much smaller than that of the "Kondo cloud" (>20 Å), and (3) the strong 
local spin fluctuations near rare earth ions lead to the formation of both heavy fermions and the 
spin-polarized nanodomains (ferrons, following the terminology of [15, 16]). 
Currently, for the theoretical description of many-body effects in strongly correlated electron 
systems, the anisotropic Kondo model (AKM) is often used instead of the conventional Kondo 
approach. Application of various kind AKM approaches (see, e.g. [17-22]) and of the spin-boson 
Hamiltonian [23, 24] has quite recently provided an opportunity to develop an adequate description 
of the continuous quantum phase transition (for example, in [17, 21] the Bose-Fermi-Kondo model 
for an array of magnetic impurities coupled both to the fermionic reservoir and to the dissipative 
boson subsystem was used). It also allowed obtaining the values of the anomalous exponent 
characterizing the behavior of dynamic magnetic susceptibility, which are in a good agreement with 
the experimental data [17,21]. Moreover, the values of other parameters were found which are 
relevant to the non-Fermi-liquid behavior of the system at the quantum critical point (QCP) [18, 
21]. In contrast to that, the results obtained by the calculations in the framework of the periodic 
Anderson model predict the scenario of the first order phase transition at QCP, which does not 
correspond to any actual situation [25, 26]. At the same time, the nature of the local (non-Kondo) 
spin fluctuations is not addressed at all in these models. In [17-22], for example, the fluctuations are 
described in terms of the coupling to the dissipative boson reservoir. 
Taking into account that the anisotropic Kondo model is a special case of the spin-boson 
Hamiltonian describing the properties of the dissipative two-state system [23], it is natural to argue 
that the origin of spin fluctuations is related to the quantum oscillations of a heavy particle 
(magnetic ion) between the states in the double-well potential. The equivalence of the spin-boson 
Hamiltonian (see the diagram in inset of Fig. 1) and the AKM Hamiltonian (see Eqs. (3.58)-(3.65) 
in [23]) allows one to find the correspondence between the parameters of both these models. 
It is worth noting that in LaB6 and CeB6 hexaborides, we have a loosely bound state of a rare-
earth ion in the rigid covalent boron sub-lattice. The existence of boron vacancies leads to the 
displacements of R
3+
 ions from the central positions within the large size crystallographic cavities 
formed by the B24 cuboctahedrons (see Fig. 2). Eventually, this gives rise to the emergence of the 
double-well potentials. Such arising two-level systems are reliably manifest of themselves in LaB6 
and СexLa1-xB6 at the measurements of the low temperature specific heat [27-28]. In contrast to that, 
the formation of the double-well potential in CeAl3, CeСu6, and other cerium-based intermetallic 
compounds seems to be related to the existence of several electronic configurations closely spaced 
in energy (quantum chemistry nature of the double-well potential). We believe that the activation 
type dependence of the Hall coefficient in the archetypal heavy-fermion metals CeAl3 and CeСu6 
(Fig.1, [12]) is related just to the temperature-dependent tunneling of Сe3+ ions between the levels 
in the neighboring potential wells. It is worth noting also that the quantum oscillations of 
Сe3+(Ho3+) ions in the double-well potential appeared in cavities of B24 of the LaB6 matrix (see 
inset of Fig. 1) allow us to interpret not only the formation of heavy fermions, but also the effects of 
weak localization and strong negative magnetoresistance reported in [5] for these both Kramers and 
non-Kramers RE-ions. 
Let us also emphasize that the novel concept put forward here, which clarifies the 
mechanisms underlying the formation of the many-body states interprets in the natural way a strong 
scattering of charge carriers by spin fluctuations as well as arising of both antiferromagnetic and 
ferromagnetic local spin fluctuations, the nature of which is determined by the transitions between 
the quantum states in the double-well potential. It is clear that in the dense magnetic systems 
exhibiting quantum oscillations of rare-earth ions, one could expect the effect of spin polarization of 
the states in the 5d band accompanied by arising of nanosize ferromagnetic domains, which should 
take part in the formation of the complicated magnetic structure together with localized magnetic 
moments (4f and 5d components of antiferromagnetic ordering). 
In conclusion, we can say that in the analysis of applicability of different approaches to the 
description of strongly correlated electron systems, it is important to distinguish the Kondo effect as 
its manifesting itself in the formation of the singlet (nonmagnetic) ground state resulting from the 
spin-flip scattering of itinerant electrons by the localized magnetic moment of a rare-earth ion, and 
the widely used term "Kondo model", which is, in fact, equivalent to the s-d exchange model 
proposed for the first time by Vonsovskii [29]. At the same time, it was shown, e.g. in [5, 6], that 
the Kondo effect is irrelevant to the formation of many-body states of different nature, whereas the 
anisotropic s-d exchange model (or AKM) turns out to be suitable for the description of the many-
body effects only so far as it is equivalent to the spin-boson Hamiltonian. However, if we do not 
want to lose the physical meaning of the obtained results, which can be hidden by the mathematical 
formalism, it is quite important to realize the difference mentioned above. In our opinion, it is not a 
good idea, to use the Kondo-related terminology since it completely changes the physical meaning 
of the phenomena under study and misleads experimentalists, discovering the Kondo resonances in 
the compounds with Kramers and non-Kramers magnetic 4f ions (for CeB6 and PrB6, see e.g. 
[30,31]). 
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Figure captions 
 
Fig. 1. Temperature dependence of the Hall coefficient RH(Т) for CeAl3 and CeCu6 compounds. We 
use the inverse logarithmic (activation-type) scale. Parameter Ea1 corresponds to the activation 
energy [12]. The inset illustrates the dependence of potential energy on the generalized coordinate 
V(q) for the double-well potential (with the barrier height V0). This dependence forms the basis for 
the spin-boson description of the dissipative systems characterized by two states (see [23]). In the 
diagram, we also show the heavy magnetic ion, performing quantum oscillations in the double-well 
potential. 
Fig. 2. (a) unit cell of the RB6, structure; (b) the change in the location of R
3+
 ions near the boron 
vacancy (shown by large arrow). Small arrows indicate the displacements of rare-earth ions from 
the equilibrium positions in B24 cuboctahedrons in direction from the boron vacancy, leading to the 
formation of the double-well potentials in four unit cells neighboring to the vacancy. 
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