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ABSTRACT OF THE DISSERTATION

SCALABLE PROFILING AND VISUALIZATION FOR CHARACTERIZING
MICROBIOMES

by
Camilo Valdes

Florida International University, 2020

Miami, Florida

Professor Giri Narasimhan, Major Professor

Metagenomics is the study of the combined genetic material found in microbiome
samples, and it serves as an instrument for studying microbial communities, their biodiversities, and the relationships to their host environments. Creating, interpreting,
and understanding microbial community profiles produced from microbiome samples
is a challenging task as it requires large computational resources along with innovative
techniques to process and analyze datasets that can contain terabytes of information.
The community profiles are critical because they provide information about what
microorganisms are present in the sample, and in what proportions. This is particularly important as many human diseases and environmental disasters are linked to
changes in microbiome compositions.
In this work we propose novel approaches for the creation and interpretation of
microbial community profiles. This includes: (a) a cloud-based, distributed computational system that generates detailed community profiles by processing large DNA
sequencing datasets against large reference genome collections, (b) the creation of
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microbiome maps: interpretable, high-resolution visualizations of community profiles, and (c) a machine learning framework for characterizing microbiomes from the
microbiome maps that delivers deep insights into microbial communities.
The proposed approaches have been implemented in three software solutions:
Flint, a large scale profiling framework for commercial cloud systems that can process
millions of DNA sequencing fragments and produces microbial community profiles at a
very low cost; Jasper, a novel method for creating microbiome maps, which visualizes
the abundance profiles based on the Hilbert curve; and Amber, a machine learning
framework for characterizing microbiomes using the microbiome maps generated by
Jasper with high accuracy.
Results show that Flint scales well for reference genome collections that are an
order of magnitude larger than those used by competing tools, while using less than a
minute to profile a million reads on the cloud with 65 commodity processors. Microbiome maps produced by Jasper are compact, scalable representations of extremely
complex microbial community profiles with numerous demonstrable advantages, including the ability to display latent relationships that are hard to elicit. Finally,
experiments show that by using images as input instead of unstructured tabular input, the carefully engineered software, Amber, can outperform other sophisticated
machine learning tools available for classification of microbiomes.
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CHAPTER 1
INTRODUCTION

Microbes are everywhere [171], and a microbiome is the collection of all the genetic material of all microbes that inhabit a particular environmental niche such as
the human body, earth soil, and the water in oceans and lakes. When we think
of microbes, we usually think about the bad ones, pathogens, the ones that cause
disease [3] and make us sick. But not all microbes are bad: some help us digest
foods [100, 101], while others keep us safe even before we are born [1]. Studying
and understanding the relationships between us and the microbes that inhabit us is
a crucial step in understanding our relationship to our surroundings as many human
diseases and environmental disasters are linked to changes in microbiome compositions [63, 80, 168, 175].
Metagenomics is one of the the lens through which we study microbiomes. Profiling a microbiome is a critical step to probe the microbial diversity and to tell us what
microorganisms are present, and in what proportions. When combined with other
omics studies, it can serve as an instrument to go beyond microbial biodiversities and
to study their complex relationships to their hosts and environments.
A powerful tool for creating microbial community profiles from microbiome samples is high-throughput DNA sequencing [105]. Advances in recent years have steadily
reduced the cost of sequencing, and have led to the generation of an increasing number
of extremely large and complex metagenomic datasets [13, 26]. Current approaches for
generating community profiles from metagenomic whole-genome sequencing (mWGS)
datasets do not “scale”, often opting to deal with: (i) a smaller, curated collection of
microbial reference genomes, and/or (ii) mWGS datasets that contain a small amount
of sequenced genetic material. However, the arrival of low-cost DNA sequencing has
created a “data deluge” – the genome collections have been growing exponentially, as
1

have the mWGS dataset sizes and cohorts. To put things in perspective, the RefSeq
database (v.92) [109, 113] contains 173,055 bacterial genomes, comprising over 400
GB of data (see Figure 2.3); also, the sequence repository for the Human Microbiome Project (HMP) [71] contains many terabytes of sequence data from thousands
of healthy human microbiome samples. The consequence of readily available low-cost
DNA sequencing has been that microbiome samples are out-pacing the computational
resources that are required to analyze them.
Standard genomics and transcriptomics analyses for DNA sequencing datasets
usually begin by aligning sequencing reads to a reference genome [147, 158], and
producing abundance counts [148]; but in microbial community profiling analyses,
the alignment step is performed against a collection of reference genomes that can
be extremely large, slowing down the entire operation. Fast k-mer based strategies
have been developed to improve metagenomic profiling [132, 167], but they achieve
high speeds by confining their searches to small, curated reference databases created
from a subset of selected genomes from a larger database. Alternative k-mer indexbuilding strategies exist, but only at species-level resolutions [177]. LiveKraken [142]
is a real-time classification tool for metagenomics, and is based on the Kraken [167]
method for profiling microbiome samples. It is implemented as a instrument module
that classifies reads as soon as they are produced by the sequencer, and uses the
same approach as the HiLive [95] mapper, but extends it to metagenomic datasets.
Since LiveKraken uses a k-mer based index for the reference genomes, its scalability
is limited by the size of the index that can be stored, and is therefore not well suited
for large genome collections [109].
1.1

Motivation and Goals
The analysis of massive metagenomic datasets poses a computational challenge

as current tools generate large intermediate results, and require the creation of enor2

mous indexes to catalog the ever increasing sets of reference genome collections [156].
New analysis paradigms are needed that leverage modern streaming architectures for
processing large amounts of data, and that use cloud-based distributed computational
pipelines. Such computational strategies must be matched with visualization strategies to create interpretable results from all the data that low-cost DNA sequencing is
generating. The goal of this dissertation is to address these needs, and to create powerful computational tools that create interpretable results from microbial community
profiles. This dissertation focuses on three questions for processing and analyzing
metagenomics DNA sequencing data.

Profile: How to design a scalable distributed computational framework for profiling
large mWGS datasets in a commercial cloud environment using a large collection
of reference microbial genomes?
Microbial community profiling for mWGS datasets usually starts by aligning the
sequenced DNA reads to a collection of microbial reference genomes. Current
profiling tools are designed to work against a small representative collection of
microbial genomes, and do not scale well to larger genome collections. However,
large reference genome collections are capable of providing a more complete and
accurate profile of the bacterial population in a microbiome sample. Chapter
4 presents Flint, a scalable, efficient, and affordable approach to this problem
that runs on commercial cloud platforms, thus bringing big data solutions within
the reach of laboratories with modest resources.
Visualize: How to visualize microbial community profiles from microbiome samples
at high resolution?
Microbial community profiles from mWGS datasets synthesize information from
billions of sequenced DNA reads coming from the genomes of the thousands of
microbes present in a microbiome. Analyzing and understanding these pro3

files can be a challenge since the data they represent is complex. Particularly
challenging is their visualization and interpretability, as existing techniques are
inadequate when the number of identified taxa is in the thousands. Chapter 5
presents Jasper, a technique for visualizing microbial community profiles succinctly using a space-filling Hilbert curve that transforms community profiles
into interpretable 2D images called Microbiome Maps.
Characterize: How to build a distributed machine learning framework for characterizing microbiomes and creating interpretable results?
Chapter 7 presents Amber, a custom machine learning framework and architecture for recognizing patterns in microbial community profiles from microbiome
samples. The method uses as input the 2D microbial images that are created
using the Hilbert curve (Chapter 5), and is able to classify microbiome samples
with high accuracy. As described later, by using the Hilbert order imposed
on the 2D images, the classifier is able to outperform competing classifiers by
learning the unique characteristics, and latent relationships, present in a microbiome.

1.2

Research Contributions
The contributions of this dissertation are as follows: a scalable approach for

profiling microbiome samples against a large collection of microbial reference genomes,
a scalable technique for visualizing microbial community profiles using a space-filling
Hilbert curve, and a machine learning framework based on custom-built artificial
neural networks that capitalizes on the properties of scalable visualizations. Finally,
we present novel applications of the approaches described above, some of which are
explored in detail, while others are only briefly discussed. Specifically, the work in
this dissertation resulted in the following software systems:
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1. Flint: is a pipeline for fast real-time profiling of microbiome samples. It is
designed to process large mWGS datasets mapped against a large collection
of reference genomes. It takes advantage of parallel computational pipelines
and streaming architectures to quickly align DNA reads against a reference
collection of 44K microbial reference genomes. Flint runs on Amazon’s Elastic
MapReduce cloud service, and is able to profile 1 million Illumina paired-end
reads against 44K genomes on 64 machines in 67 seconds – an order of magnitude
faster than the state of the art.
2. Jasper: is a system that offers techniques for creating Microbiome Maps by
transforming microbial community profiles into a 2D image using a space-filling
Hilbert curve. We describe how we convert mWGS, and 16S rRNA gene sequencing, microbial community profiles into synthetic 2D images using two
different arrangements: a Taxonomic Ordering which creates taxonomic neighborhoods of related taxa, and a Labeled Ordering which creates neighborhoods
of related taxa relevant to specific biological conditions.
3. Amber: is a machine learning framework for characterizing microbiome samples
from images constructed from microbial community profiles. Our framework
takes advantage of the custom metagenomic Hilbert images created by Jasper
and as a first step, we implement a custom convolutional neural network (CNN)
that can accurately classify samples using a custom network architecture tuned
to perform well with metagenomic Hilbert images as inputs. We show that
the microbiome maps created by Jasper give Amber an advantage over other
classifiers that use raw tabular data as inputs.

This dissertation addresses the lack of powerful computational tools for profiling
large microbiome samples against large collections of bacterial genomes. In addition,
this proposal also addresses the need to develop improved analysis pipelines that
5

produce results that are readily interpreted and deciphered without the assistance of
expert data scientists.
1.3

Hardware and Software Environments
Here we describe the software and hardware environments used in our experi-

ments. Some of the concepts and technical terms used in the description here are
reviewed and described in more detail in Chapter 2.
All software development and experiments with data sets were carried out on multiple systems spanning single machines, local servers, and remote clusters hosted on
third-party cloud providers. A GitHub repository is available at https://github.
com/camilo-v that contains all the source code, along with documentation and instructions on how to run the software, and set up any computational clusters.
All software development was carried out on a MacBook Pro, running macOS
Mojave (version 10.14) with an Intel Core i7 processor, 16 GB of RAM, and 512 GB
of storage. Initial testing and experiments were also carried out in a server machine at
the Computer Science Department at Florida International University [133]; the machine has 792 GB of RAM, and 48 Intel Xeon processors (E5-2650, 2.20 GHz). Testing
and development in a cloud environment was performed in Amazon Web Services [11]
using the Amazon S3 storage service, Elastic Compute Cloud (EC2), and Elastic Map
Reduce (EMR) service. Multiple cluster configurations were tested in EMR, and the
instance type “c4.2xlarge” was selected for offering a good balance of performance
and cost (see section 1.3.1 for more information). All the necessary Python packages,
and external libraries, are documented in [52], as well as the default runtime parameters and configurations for launching the EMR cluster. The project websites for the
three software systems resulting from this dissertation are located at the following
three URLs: https:/biorg.cs.fiu.edu/flint, https:/biorg.cs.fiu.
edu/jasper, and https:/biorg.cs.fiu.edu/amber.
6

Figure 1.1: Cluster layout of the basic distributed architecture in our application. The Bowtie2 mapper is pre-installed in each worker node during
the cluster provisioning step. Reference database partitions (“Index”) are
also copied into each worker node.

1.3.1

Spark EMR Cluster

The computational framework for the work described in Chapter 4 was primarily
implemented using the MapReduce model [34], and deployed in a cluster launched in
Amazon Web Services’s [11] Elastic Map Reduce (EMR) service. The cluster consisted
of multiple worker machines (a computational “worker” node), each with 15 GB of
RAM, 8 vCPUs (each being a hyperthread of a single Intel Xeon core), and 100 GB
of disk storage. Each of the worker computational nodes work in parallel to align the
input sequencing DNA reads to a shard of the reference database (Figure 1.1); after
the alignment step is completed, each worker node acts as a regular Spark executor
node. By leveraging the work of multiple machines working at the same time, we are
able to align a large number of reads to a large database of reference genomes much
more efficient manner than only using a single powerful machine.
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1.3.2

EMR Cluster Provisioning

A Spark [173] cluster was created using the AWS Console with the following software configuration: EMR-5.7.0, Hadoop 2.8.4, Ganglia 3.7.2, Hive 2.3.3, Hue 4.2.0,
Spark 2.3.1, and Pig 0.17.0. The cluster was composed of homogeneous machines for
both the driver node and worker nodes, and each machine was an Amazon machine
instance of type “c4.2xlarge”. These instances contain 8 vCPUs, 15 GB of RAM,
100 GB of EBS storage, and each cost on average $0.123 USD to run per hour on
the “us-east” availability zone on the Spot market as of this writing. Newer instances
(“c5.2xlarge”) are also available for use, but their availability is infrequent in
large numbers, in addition to having a higher cost per hour to run.
A custom provisioning bash shell script was used to pre-install all the necessary
utilities, security certificates, third-party library/packages, and DNA mapper executables in the cluster; the shell script was included as a “Bootstrap Action” in the
EMR provisioning step to copy all the run-time assets into the local file system of
each worker node so that it was available to each worker during runtime. Once the
cluster was created, each reference database shard was copied into each worker node
directly from the S3 bucket storage. Deploying the EMR cluster was relatively fast,
and the entire process took about 15 minutes using 64 “c4.2xlarge” instances. The
machines were acquired from Amazon’s EC2 Spot Market [10], which offers machine
instances at reduced cost.
1.4

Road Map for the Dissertation
The dissertation is organized as follows. Chapter 2 contains a review of the

relevant literature on the methods, datasets, and systems used by researchers for
the analysis of microbiome samples. These methods, datasets, and systems span
the spectrum from computational pipelines and infrastructure, to visualization tech-
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niques for displaying community profiles, and also machine learning frameworks and
architectures for characterizing microbiomes.
Chapter 3 describes the primary data foundation for our projects: a large collection of microbial reference genomes from the Ensembl repository [42]. These reference
genomes are the bedrock upon which Flint (Chapter 4), Jasper (Chapter 5), and
Amber (Chapter 7) are built on. Chapter 3 contains detailed information on how we
process the microbial genome collections, and the steps that are required for preparing
the genomes so that we can use them to profile microbiomes samples.
Chapter 4 describes the Flint system which was developed to support this
work, and published in [153]. Flint is a large scale microbial community profiling
system that runs on cloud infrastructure such as Amazon Web Services [11], and can
profile millions of whole-genome sequencing reads very fast and at reduced cost. The
community abundance profiles from Flint have strain-level resolution for a collection
of 44K microbial reference genomes.
Chapter 5 describes the Jasper framework for visualizing microbial community
profiles. It describes the basic space-filling curve technique that we use to convert
microbial community profiles into 2D image representations that form the basis of a
Microbiome Maps. The resulting 2D images are easy to interpret, and can synthesize
the very complex information present in a microbiome sample.
Chapter 6 contains some applications for the Microbiome Maps created by the
technique in Chapter 5. These applications are animated movies of time-series microbiome samples that show how different microbiomes behave across time; how microbiomes change from site to site in the human body; and finally, how the microbiome
of patients with chronic kidney disease (CKD) progresses through different stages of
disease.
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Chapter 7 describes a machine learning framework and architecture that can
learn and identify microbial patterns present in microbiomes by learning the patterns
found in Microbiome Maps. We create and train custom artificial neural networks
that can learn to recognize patterns in large collections of 2D microbial images generated with the technique in Chapter 5, and also discuss how the interpretability
of the microbial community profile models can be a useful device for characterizing
microbiome samples.
Lastly, in Chapter 8, we provide some concluding remarks and perspectives, and
suggestions for future work.
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CHAPTER 2
BACKGROUND AND REVIEW

Metagenomic DNA sequencing datasets are very complex, and their analysis necessitates a collection of tools and technologies that straddle the boundaries between
the fields of computer science and biology. This chapter describes some of the underlying technologies and methods that researchers use to generate the samples in
laboratories, as well as some of the analytical tools and computational infrastructure
that are required to profile, visualize, and characterize them.
2.1

High-Throughput DNA Sequencing
High-throughput DNA sequencing technologies provide powerful tools that can

be used for profiling microbiomes [105]. These technologies have revolutionized the
study of organisms by giving researchers powerful instruments with which to study
their genomes. These technologies became widely available to researchers around 2008
[108] and have become increasingly affordable over the years. The National Human
Genome Research Institute (NHGRI) has tracked the costs of sequencing technologies
since 2001 [111]. Figures 2.1 and 2.2 show the trajectories of sequencing costs for
generating 1 million DNA bases and 3 billion DNA bases (roughly the size of the
human genome), respectively. NHGRI notes that sequencing costs have plummeted
since about 2008 when high-throughput technologies became widely available, and
they superimpose the cost of sequencing with that of Moore’s Law [107], or the
observed trend of computing hardware to reduce in cost by a factor of two about
every 18 months.
The key to Figures 2.1 and 2.2 is that the cost of producing DNA sequencing data
keeps out-pacing the costs of the computing resources that are required to analyze
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Figure 2.1: Cost of Sequencing 1 Million DNA Nucleobases.
NHGRI estimated costs through the years (2001-2019) of generating 1 million DNA nucleic bases (A, T, G, C). Costs only include wet-lab resources,
and does not reflect costs of analyzing the generated data [111].

the data, and the general observation is that there is a “DNA data deluge” as DNA
sequencing keeps getting cheaper and cheaper.
Reduced sequencing costs has created a boom in the sequencing of new microbial
genomes [110, 97], and as of January 6, 2020, the RefSeq Bacteria [113] database from
the National Center for Biotechnology Information (NCBI) has cataloged over 60K
bacterial species (Figure 2.3).
The types of datasets that high-throughput DNA sequencing technologies create
depend on the extraction protocols that are used by laboratories to generate the
necessary sequencing libraries that are used as input to the sequencing instruments
[13, 67, 105]. Protocols exist for capturing messenger-RNA [108, 138, 158, 162], as
well as the raw DNA sequence of an organism [65, 99, 134]. In the context of microbial
studies, technologies that capture the raw DNA sequence generate “Whole Genome
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Figure 2.2: Cost of Sequencing a Human-Sized Genome. NHGRI
estimated costs from 2001-2019 of generating a human-sized genome, or of
generating over 3 billion DNA nucleobases [111].

Sequencing” data, while technologies that capture DNA from gene regions generate
“16S rRNA gene sequencing” data. These two technologies, whole-genome and 16S
rRNA gene sequencing, capture different parts of a microbe’s genome: whole-genome
sequencing captures pieces of the microbe’s genome, while 16S rRNA gene sequencing
captures parts of the 16S rRNA gene. From a analysis perspective, the taxonomic
tree lineage that defines relationship among close microbial organisms is the main
factor that differentiates the two technologies: whole-genome sequencing datasets
provide a higher resolution of detection than 16S rRNA gene sequencing experiments
[124]. 16S rRNA gene sequencing experiments are cheaper to produce, and also
generate much less data [124], and their advantage is that we can generate a larger
number of samples to study a given biological condition. Standard genomics and
transcriptomics analyses for sequencing datasets usually begin by aligning sequencing
reads to a reference genome [147, 158], and producing abundance counts [148]; but
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Figure 2.3: RefSeq Bacteria. Number of unique accession identifiers in
NCBI’s RefSeq database. The blue line tracks the growth of new bacterial
species submitted to the RefSeq project database. The red line, “Total Accessions”, tracks the overall number of unique identifiers for bacterial sequence
records in RefSeq. The orange line, “Nucleotides”, tracks the number of
unique nucleotide bacterial records derived from the International Nucleotide
Sequence Database Collaboration (INSDC) project. The green and purple
lines track the number of unique records for bacterial “Transcripts” (mRNA
sequences) and bacterial “Proteins” in RefSeq. More information can be accessed at https://www.ncbi.nlm.nih.gov/refseq/statistics/.

in metagenomic analyses, the alignment step is performed against a collection of
reference genomes that can be extremely large, slowing down the entire operation.
2.2

Cloud Computing
To deal with the barrage of DNA sequencing data, distributed cloud computing

platforms and frameworks such as Amazon Web Services [11], Apache Hadoop [143],
and Apache Spark [173] have been used by researchers to take advantage of parallel
computational pipelines, and economies of scale: large DNA sequencing workloads
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can be distributed in a computational cluster that is comprised of many cheap, offthe-shelf computational nodes, that is located off-site and requested on demand, i.e.,
using “cloud services”.
These cloud-based solutions have been successfully used in the past for human genomics [85], human transcriptomics [127], and more recently for microbial community
profiling applications [70, 178]. An example of one of these cloud setups is a cluster deployed in AWS that is composed of homogeneous Amazon Machine Instances
(AMI) of type c4.2xlarge: These instances contain 8 vCPUs, 15 GB of RAM, 100 GB
of EBS storage, and cost on average $0.123 USD each to run per hour through the
Spot [10] market. Newer instances (such as those of c5.2xlarge variety) are available
for use, but their availability is infrequent in large numbers, in addition to having a
higher cost per hour to run.
Another advantage of these cloud-based solutions is their support for software
assets and resources that provide researchers with powerful tool-chains with which
to build scalable solutions that can handle large datasets. The following sub-sections
describe some of the more recent software libraries that are used to deal with large
amounts of data in a distributed computational infrastructure.
2.2.1

Spark and MapReduce

The MapReduce model [34] provides a fast computational model for developing
programs that execute in parallel across a cluster of machines (see Figure 2.4). The
Spark framework [173] extended the MapReduce model by offering a rich API and
a computational engine that allows in-memory computation of all steps in a mapreduce pipeline. Both the MapReduce model and the Spark framework have been
popular in DNA sequencing contexts as they have been used in speeding up the
crucial read-alignment steps in the analysis of single-organism sequencing datasets,
as researchers have framed the read-alignment and quantification tasks in terms of
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map and reduce operations. For example, Langmead et al. used it to align human
sequencing reads using the Bowtie read-mapping utility [86] and searched for single
nucleotide polymorphisms (SNPs); while Roberts et al. [127] used it to speed up
the quantification of human gene transcripts by the expectation-maximization (EM)
algorithm.
Spark has been used in metagenomic analyses [60] for mapping sequencing reads
against small genome reference and for clustering metagenomes [125]. Zhou et al.
developed MetaSpark [178] to align metagenomic reads to reference genomes. The
tool employs Spark’s Resilient Distributed Dataset (RDD) [174] to cache reference
genome and read information across worker nodes in the cluster. MetaSpark was
developed with two reference datasets: a 0.6 GB reference, and a larger 1.3 GB
from RefSeq’s archived bacterial repository. SparkHit [70] developed by Huang et al.
includes a metagenomic mapping utility called “SparkHit-recruiter” that performs
much faster than MetaSpark, albeit with similar small sets of reference genomes.
Zhou et al. developed MetaSpark [178] to align metagenomic reads to reference
genomes. The tool employs Spark’s Resilient Distributed Dataset (RDD) [174] – the
main programming abstraction for working with large datasets – to cache reference
genome and read information across worker nodes in the cluster. By using Spark’s
RDD, MetaSpark is able to align more reads than previous tools. MetaSpark was
developed with two reference datasets of bacterial genomes: a 0.6 GB reference, and
the larger 1.3 GB from RefSeq’s bacterial repository. These reference sets are small
compared to the 170 GB reference set of Ensembl, and because of MetaSpark’s use
of an RDD to hold its index, it is unlikely that MetaSpark can scale to use them: the
contents of an RDD are limited to available memory, and large reference sets would
require correspondingly large memory allocations. It is worth pointing out the RDD
memory limitations of MetaSpark in aligning reads: it took 201 minutes (3.35 hours)
to align 1 million reads to the small 0.6 GB reference using 10 nodes [178].
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Figure 2.4: Distributed Execution Framework. Typical layout of a
distributed computational cluster such as the ones available in AWS. The
Master node contains the Driver Program, a piece of software that contains
the main logic. The Cluster Manager handles communication between the
master node and any Worker Nodes, whose primary task is to execute jobs.
Each Worker Node is usually a cheap, off-the-shelf machine that contains
moderate resources. The power of the such a setup is that all the Worker
Nodes run at the same time, and developers can utilize this parallelization
to process very large datasets quickly and at reduced costs [153].

SparkHit [70] was developed by Huang et al. as a toolbox for scalable genomic
analysis and also included the necessary optimizations for the preprocessing. SparkHit
includes a metagenomic mapping utility called “SparkHit-recruiter” that performs
much faster than MetaSpark with similar sets of reference genomes. SparkHit performs well with large dataset of reads and small reference genome sets — the authors
profiled 2.3 TB of whole genome sequencing reads against only 21 genomes in a little
over an hour and a half. The limitation of SparkHit is that it builds its reference index
using a k-mer strategy that does not scale to large collections of reference genomes
[109], as well as having to rebuild the index for the reference database with each run,
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as it assumes that the reference genomes being profiled will be changed with each
new analysis as is the case with metagenomic sequence assembly experiments [50].
This assumption, and the method of index building, makes SparkHit unsuitable for
profiling large metagenomic datasets against large collections of reference genomes.
2.3

Streaming Techniques
In order to process the large quantities of both input metagenomic datasets,

and the large collections of reference genomes to profile against, new paradigms are
required that take advantage of highly parallelizable cloud infrastructure, as well as
real-time data streams for consuming large input datasets that cannot be held in
memory.
LiveKraken [142] was developed as a real-time classification tool that improves
overall analysis times, and is based on the popular Kraken [167] method for profiling metagenomic samples in Kraken-based workflows. LiveKraken uses the same
approach as the HiLive [95] real-time mapper for Illumina reads, but extends it to
metagenomic datasets. LiveKraken can ingest reads directly from the sequencing
instrument in illumina’s binary basecall format (BCL) before the instrument’s run
finishes, allowing real-time profiling of metagenomic datasets. Reads are consumed
as they are produced at the instrument, and the metagenomic profile produced by
LiveKraken is continuously updated. LiveKraken points the way to future classification systems that use streams of data as input, but its limitation is that it uses a k-mer
based reference index — in its publication, LiveKraken was tested with an archived
version of RefSeq (circa 2015) that only contained 2,787 bacterial genomes. Since
then, RefSeq has grown to over 50k genomes in the latest release (version 92), and
creating a K-mer based index of it would require substantial computational resources.
More recently, a Spark streaming-based aligner has been developed that uses
streams of data to map reads single reference genomes. The tool, StreamAligner [126],
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is implemented with Spark and the Spark-streaming API, and uses novel MapReducebased techniques to align reads to the reference genome of a single organism. Unlike
other methods, it creates its own reference genome index using suffix arrays in a distributed manner that reduces index-build times, and can then be stored in memory
during an analysis run. By using the Spark streaming API, StreamAligner can continuously align reads to a single reference genome without the need of storing the input
reads in local storage, and although StreamAligner has high performance when using
a single genome, there is no evidence if it can scale to metagenomic workflows where
tens of thousands of genomes are used, and the footprint of the reference genomes
are much larger than could be fit in memory.
2.4

Visualizing Data
Visualizing the results of an analysis is a critical step that can help reveal patterns

and structures that are sometimes not evident in the raw numbers alone. Many techniques exist for visualizing tabular data and their corresponding descriptive statistics,
and tools such as box plots, gene pies, scatter plots, bar charts, and histograms are all
very popular for visualizing biological data [39]. These tools are also very popular in
the field of metagenomics because they can be used to aggregate the results of many
microbial community profiles, creating large descriptive charts that summarize a lot
of information, albeit at higher levels of abstraction [49, 72, 149], see Figure 2.5.
Box plots, histograms, and other tools for generic tabular data can also be used
in metagenomics studies to display the results of individual microbiome samples,
however, because of the hierarchical nature of microbial taxonomies, they are not
suitable for displaying the underlying structure and relationships that are present in
the large reference genome collections that are being profiled.
Alternative plotting devices exist that can display relationships among entities,
and the Circos tool [82] has been very popular for its ability to create “ribbons”
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Figure 2.5: Visualizing Microbial Community Profiles with Bar
Charts. An analysis of the structure and function of healthy human microbiomes. The bar charts do a great job of summarizing large amounts of data
for the conditions in the study, but details are lost for individual samples.
Figure 2 from the paper by Huttenhower et al. [72], and reproduced with
permission. Copyright 2012, Springer Nature.

among pairs of related objects. In metagenomics, Circos has been used to display the
relationship of microbes, and the study by Porcar et al. [121]
Plotting hierarchical data can be achieved using many types of plots such as
trees, and a particularly effective one is a Sankey diagram [161], which creates a flow
diagram (usually from left to right) of bifurcating structures that clearly depict a
parent-child relationship — it is similar to a tree drawn sideways. The Plotly library
[120] for the R language [123] is a popular library for creating such plots. Figure 2.7
contains such a plot from a paper by Porcar [121] displaying a hierarchy of microbes
in a study of taxonomic composition in solar panels from Berkeley, CA, United States.
2.5

Space Filling Curves
Space-filling curves are popular in scientific computing applications for their abil-

ity to speed-up computations, optimize complex data structures, and simplify algorithms [18]. Trees are particularly interesting structures that can be optimized with
space-filling curves because it is possible to generate sequential orderings of the nodes
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Figure 2.6: Circos Plot for Microbial Ecology. A Circos diagram
showing the relationships between genus-level microbes in solar panels. A
Circos plot uses a circular backbone structure to display entities, and ribbons
drawn between pairs of entities to display relationships. Figure 5 from Porcar
et al. [121], and reproduced with permission. Copyright 2018, Porcar, Louie,
Kosina, Van Goethem, Bowen, Tanner and Northen.

of the tree in which parent and children nodes are neighbors in a two-dimensional
plane. The combination of trees and space-filling curves is useful in many fields [16].
In metagenomics we can use them because the taxonomy of bacteria is represented
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as a classification tree based on the biological characteristics of bacterial taxa, with
the leaf nodes representing individual bacterial strains.
2.5.1

Hilbert Curve

The Hilbert Curve [66] is one of the more prominent examples of space-filling
curves; and its construction is based on a recursive partitioning of a 2D plane into
four sub-squares (Figure 2.8). Many applications exploit the order that space-filling
curves impose on data, and a particular application has been the visualization of
high-dimensional data. The first use of the Hilbert Curve as a visualization tool was
proposed by Keim in 1996 [77] to represent stock market data, and since then, it
has been used for visualizing genomic data [35, 12], and also for visualizing DNA
alignments of whole bacterial genomes [165].

Figure 2.7: Microbial Ecology Sankey Diagram. A taxonomic analysis
using a sankey diagram showing a hierarchical structure of microbes. Figure
3 from Porcar et al. [121], and reproduced with permission. Copyright 2018,
Porcar, Louie, Kosina, Van Goethem, Bowen, Tanner and Northen.

22

Figure 2.8: Hilbert Curve Levels. First four iterations (levels) of the
Hilbert curve show the 2D square recursively partitioned into 4 sections at
each iteration (level) of the curve.

In human genomics, using the HCV is a straightforward affair as the natural
linear order of genomic positions can be easily visualized by the curve, and there are
tools and software libraries for creating Hilbert curve images from human sequencing
experiments such as HilbertVis [12] and HilbertCurve [59]. Both HilbertVis and
HilbertCurve apply HCV to genomics in the context of a single human genome: a
single genome scaffold is modeled as a one-dimensional (1D) line in which each interval
is taken to be a single genomic position, but the HilbertCurve library can also stitch
together multiple chromosomes so that they can all be displayed on a single image,
but the display is nevertheless that of a single genome. To date, the HCV technique
has not been applied to metagenomics datasets.

23

2.6

Artificial Intelligence and Machine Learning
The field of artificial intelligence (AI) is a field in computer science that studies

so-called thinking by machines, and can be defined as “the effort to automate intellectual tasks normally performed by humans” [31]. AI has practical applications in
the fields of computer vision [40], self-driving cars [29, 45, 130], and medical imaging [61, 64] to name a few. Machine Learning is a sub-field of artificial intelligence
(see Figure 2.9) and is a set of technologies that can learn to recognize patterns in
a dataset by being exposed to those patterns in a different training dataset [31, 54].
Machine learning techniques differentiate themselves from other techniques in AI in
that machine learning systems do not have a predefined set of rules that govern the
behavior of the system — the system automatically learns the rules. The Deep Learning technique itself is a sub-field of machine learning (Figure 2.9), and differentiates
itself from other shallow learning techniques by creating successive layers of representations [31, 54]. Consider the case of trying to classify pictures of a dog using a Deep
Learning system: different layers would learn different characteristics and traits, so
say the first layer would learn to identify lines, another layer would learn to identify
shapes such as eyes, noses, and ears; and another layer would learn to identify faces,
and so on until the final layer would decide if the picture we are looking at contains
a dog or not. The following section, section 2.6.1, contains a detailed explanation of
the technique.
2.6.1

Deep Learning

Deep learning is a Machine Learning technique that allows for the development
of systems that accumulate knowledge from experience by modeling problems as a
hierarchy of concepts, with higher level concepts defined by connected simpler concepts [54]. The method is called Deep Learning because if we were to visualize the
procedure, then we end up with concepts layered one on top of each other, spread
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Figure 2.9: Artificial Intelligence, Machine Learning, and Deep
Learning. The relationship between the fields of Artificial Intelligence, Machine Learning, and Deep Learning reproduced and based on the book by
François Chollet, Deep Learning with Python [31].

out in many layers (Figure 2.10). Artificial Neural Networks (ANNs) are prototypical
examples of deep learning networks. The recent advent of accessible low-cost computing, especially with inexpensive graphical processing units (GPU), has allowed the
development of large deep learning systems that can extract patterns from raw data;
researchers have successfully used this capacity in fields as wide ranging as law enforcement [136], biomedical image segmentation [62], and the analysis of non-coding
RNA sequences [14].
A type of specialized neural network known as a Convolutional Neural Network
(CNN) [89] has been found to be particularly effective for processing data that have
grid-like topologies. Unlike traditional neural networks which use matrix multiplication to model the interactions between input and output neurons in each layer, CNNs
use convolution operations in at least one layer, which has the effect of creating a
sparse connectivity graph between the input and output units. The benefit of using
convolutions over matrix multiplications is that it allows CNNs to describe complex
interactions between many variables only using simple sparse connections between the
units in adjacent layers. CNNs also have the advantage of producing high-level ab-
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Figure 2.10: Character Classification. A stylized depiction of a Deep
Learning neural network for classifying character letters (“A”, “B”, “C”,
etc.) Each layer in the model can learn to represent the network’s input into
increasing levels of relevant and abstract representations. Inspired by Figure
1.6 from the book by François Chollet, Deep Learning with Python [31].

stract objects rather than just a class for a classification job, or continuous real-values
for regression problems.
Modern deep learning frameworks [2] are able to detect, classify, and diagnose
diseases such as skin cancer [41] (using 2D images), segment brain tumors [64] (using
2D image slices taken from CT or MRI scans), detect anomalies in electrocardiograms
[36, 150] (using numerical signal data) and more recently, they have also been used
in metagenomics to classify multiple diseases [87, 112] (using OTUs) and to classify disease stages [46] (using numerical OTU abundance and phylogenetic distance
matrices). These deep learning frameworks are remarkably robust, and CNNs in particular are particularly powerful when working with image datasets as can be seen in
many applications such as hand-written digit recognition [89], the modeling of digital
pathology images [98], and the segmentation of 2D and 3D microscopy biomedical
imaging datasets [62].
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Generative adversarial networks (GAN) [55] are a compelling combination of
two CNN models working against each other (hence the word “adversarial”) to create
new content. A GAN is comprised of two models, a generator which learns to create feasible data, and a discriminator which learns to identify the generator’s data
from real data. As the GAN is trained with real data, the generator model becomes
progressively better at generating data that looks “real”, while the discriminator
models becomes progressively worse at distinguishing real data from generated data.
GANs are useful for simulating real-like images, and they have applications in driving simulators [130], medical image analysis [170], and reducing overfitting via data
augmentation [22].
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CHAPTER 3
MICROBIAL REFERENCE GENOMES
AND CLOUD INFRASTRUCTURE

This chapter describes the primary genomic reference data that we used to build
the software systems described in this dissertation, i.e., the collection of microbial
reference genomes. It also provides details on the preprocessing applied to these
datasets. Finally, this chapter also describes the cluster infrastructure used for carrying out our experiments. When appropriate, the chapter provides details on the
commands, parameters, and environments used in the steps.
3.1

Reference Genomes
Bacterial Genomes for our reference database were downloaded from the En-

sembl Bacteria [42] repository. Multiple versions of the Ensembl Bacteria database
were processed and analyzed, from Ensembl Bacteria versions 38 through 45. The
version we use, 45, contains 44,048 bacterial genomes (strain level), and these were
downloaded in FASTA format, accounting for over 4.7 million individual FASTA
reference files. The collection included reference sequences for fully assembled chromosomes and plasmids, as well as sequences for draft-quality supercontigs, the latter
accounting for most of the reference files in our database.
In total, the 44K bacterial genomes had a data footprint of 170 GB. It took four
days to download the data from the Ensembl repository with a custom user script
that employed the wget command.
In addition, genome annotations were also downloaded for each of the 44K
genomes; the annotations were downloaded from the Entrez database [131] at the
National Center for Biotechnology Information (NCBI) using the Bio package in a
Python script.
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3.2

Reference Genome Preprocessing
Before the microbial genomes could be used with our analysis pipelines, and

before they were deployed on our cluster, they were prepared appropriately. The
preprocessing of the genomes involved expanding/extracting the downloaded reference sequence files, reformatting FASTA headers so that the reference files contained
specific taxonomic lineage information, partitioning the big FASTA file into a specific
number of partitions (denoted by the parameter N , and finally indexing each of the
resulting partitions. In summary, our preprocessing pipeline consisted of the following
steps:
1. Genome Download
2. FASTA Extraction
3. Annotation Preparation
4. Reference Database Partitioning
5. Reference Database Indexing
The following subsections describe the particulars of each of the aforementioned
steps. The machine named “castalia” at the School of Computing and Information
Sciences at Florida International University [133] was used in all the preprocessing
steps described below, as well as to obtain a benchmark performance with a single
machine. The machine runs the Linux operating system, has over 10 TB of disk
storage, 768 GB of RAM, and 48 Intel Xeon CPUs (E5-2650 v4, 2.20GHz).

Downloading the Genomes
We downloaded the Ensembl database (v.45) from the public FTP site located
at ftp.ensemblgenomes.org. Ensembl stores the genome FASTA files in “col29

lection” directories, and we recursively downloaded the “dna” directory in each of
the bacterial sub-folders. In total, 4,672,683 FASTA files were downloaded, with a
data footprint on disk of just over 170 GB — these accounted for 44,048 bacterial
strains.

FASTA Extraction
Ensembl distributes the FASTA files in the “gzip” [47] format, and in order for
us to be able to further enhance them for use in our cluster, we needed to extract them.
Extracting all the 4.6 million FASTA files took over one day on the “castalia”
machine.

Annotation Preparation
Each FASTA record from the Ensembl database contains minimal information
about the lineage of each bacteria. In order to create meaningful reports, as well
as to compare the advantages and disadvantages of using a large bacterial reference database, we added additional annotations to each of the header strings of the
FASTA records in all of the sequences. The additional information that we added included information such as the “Taxonomic ID”, “start coordinate”, “end
coordinate”, and a optimized “Sequence ID” string that we could efficiently
parse in the MapReduce operations [34].
3.2.1

Partitioning and Indexing the Reference Genomes

Reference Database Partitioning
Note that if all the sequences were to be concatenated into a single file, it would
be of size 170 GB, then the indexers such as Bowtie2 [84] and Kallisto [24] would
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Figure 3.1: Bacterial genome reference database partitions. Red
labels indicates the average disk size in gigabytes (GB, y-axis) of a single
partition when partitioning the full reference database into N -number of
partitions (x-axis).

either be too slow, run out of memory, or would crash since they were designed for
human genomes, which are approximately of size 3 GB.
Partitioning is a powerful technique that has been shown to be useful for detecting
bacterial genomes [152] and mapping long-reads from nanopore sequencing [48] in
resource-constrained platforms.
The idea of partitioning is to split the reference database such that each partition
when indexed is just small enough to fit in the memory space of a small to mediumsized Amazon Elastic Compute Cloud (EC2) machine, since otherwise the individual
machines would end up slowing down due to thrashing. The average partition sizes
as a function of the number of partitions are shown in Figure 3.1). Once partitioned,
the index of each partition would be placed on a Spark worker nodes [173]. Note that
the partitions are not all exactly the same size because each partition has to contain
only complete genomes, not partial ones as in [48].
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Indexing the Reference Database
Part of the process of preparing a reference database of genomes for DNA mapping is to create a reference Index [147] — an optimized data structure that the DNA
mapper uses to map the input sequencing DNA reads to the putative reference sequences of origin. The process is resource intensive and often took multiple days to
complete. The resulting reference database shards were each indexed independently
and sequentially on the “castalia” machine, a process that took roughly two and
a half days using the “bowtie2-build” utility. Since the partitions were not all of
the same exact size, the resulting indexes showed some variations in size, as shown in
Table 4.1).
3.3

Cloud Infrastructure
Once all the shards of the reference genome database have been indexed, we

upload all of them into a bucket in Amazon’s Simple Storage Service (S3) [11]. Uploading the partitioned reference genome through the AWS website is not a feasible
option as the web user-interface is designed for relatively small files, so instead, we
used the AWS command line utility (CLI) to perform the upload to the S3 bucket.
Uploading the reference genome’s shards took 50 minutes with 57 seconds using the
command in Listing 3.1.
1

aws s3 cp /ensembl/partitions s3://references/ensembl/partitions
--recursive

Listing 3.1: The command used to upload partitions to the S3 bucket.

3.3.1

AWS Cloud Cluster

The cluster consists of multiple “commodity” worker machines (a computational
“worker” node), each with 15 GB of RAM, 8 vCPUs (each being a hyperthread of

32

a single Intel Xeon core), and 100 GB of disk storage. A Spark [173] cluster was
created using the AWS Console with the following software configuration: EMR5.7.0, Hadoop 2.8.4, Ganglia 3.7.2, Hive 2.3.3, Hue 4.2.0, Spark 2.3.1, and Pig 0.17.0
in the US East (N. Virginia) region.
The cluster is composed of homogeneous machines for both the driver node and
worker nodes, and each machine is an Amazon machine instance of type c4.2xlarge.
These instances contain 8 vCPUs, 15 GB of RAM, 100 GB of EBS storage, and each
cost on average $0.123 USD to run per hour on the “us-east” availability zone on the
Spot [10] market as of this writing in January 2019. Newer instances (c5.2xlarge) are
also available for use, but their availability is infrequent in large numbers, in addition
to having a higher cost per hour to run.

Cost Analysis
All experiments were conducted using Amazon’s Elastic MapReduce service
(EMR) [6] and used the c4.2xlarge machine instance type. These machines contain 8 vCPUs, 15 GB of RAM, and 100 GB of EBS storage, and provide a good
balance between cost and performance. At the time of this writing, each machine
instance type costs around $0.123 USD in the Amazon’s Spot market [10]. The Spot
market offers machines at a reduced cost as they are machines that have been reserved by other customers but are currently not being used, and rather than have the
machines be idle, the purchasing customer offers them at a reduced cost.

Read Data Streaming
Resilient Distributed Datasets (RDD) [174] are robust programming abstractions
that can be used to persist data across a cluster of machines. The primary source
of input to the cluster are sequencing reads taken from a datastream in batches that
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are processed by the MapReduce pipeline. Reads are consumed either directly from
their location in an Amazon S3 bucket, the local file system of the master node, or
from a datastream source. The stream of reads in transformed into an RDD that is
consumed by the master node, which then broadcasts it out into all the worker nodes
in the cluster. Note that the input RDD of reads is partitioned into sets of reads that
are each independently aligned to a reference genome partition in each of the worker
nodes of the cluster.
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CHAPTER 4
LARGE-SCALE MICROBIAL COMMUNITY PROFILING
IN THE CLOUD

Bacterial metagenomics profiling for metagenomic whole sequencing (mWGS)
usually starts by aligning sequencing reads to a collection of reference genomes. Current profiling tools are designed to work against a small representative collection
of genomes, and do not scale well to larger reference genome collections. However,
large reference genome collections are capable of providing a more complete and accurate profile of the bacterial population in a metagenomics dataset. In this paper,
we discuss a scalable, efficient, and affordable approach to this problem, bringing
big data, high-performance computing solutions within the reach of laboratories and
researchers with modest resources.
We developed Flint, a metagenomics profiling pipeline that is built on top of
the Apache Spark framework [173], and is designed for fast real-time profiling of
metagenomic samples against a large collection of reference genomes. Flint takes
advantage of Spark’s built-in parallelism and streaming engine architecture to quickly
map reads against a large (170 GB) reference collection of 44,048 bacterial genomes
from Ensembl. Flint runs on Amazon’s Elastic MapReduce service, and is able to
profile 1 million Illumina paired-end reads against over 40K genomes on 64 machines
in 67 seconds – an order of magnitude faster than the state of the art, while using a
reference genome collection that is an order of magnitude larger than that used by
the competing tools. Streaming the sequencing reads allows this approach to sustain
mapping rates of 55 million reads per hour, at an hourly cluster cost of $8.00 USD,
while avoiding the necessity of storing large quantities of intermediate alignments.
Such prices make microbiome profiling using high-performance computing affordable
for all researchers.
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4.1

Microbial Community Profiling
Microbes are ubiquitous and a microbiome is a community of microbes that

inhabit a particular environmental niche such as the human body, earth soil, and
the water in oceans and lakes. Metagenomics is the study of the combined genetic
material found in microbiome samples, and it serves as an instrument for studying
microbial biodiversities and their relationships to humans. Profiling a microbiome is
a critical task that tells us what microorganisms are present, and in what proportions;
this is particularly important as many human diseases are linked to changes in human
microbiome composition [63, 80, 168, 175], and large research projects have started
to investigate the relationships between the two [33].
A powerful tool for profiling microbiomes is high-throughput DNA sequencing
[105], and whole metagenome sequencing experiments generate data that give us a
lens through which we can study and profile microbiomes at a higher resolution than
16S amplicon-based sequencing analyses [124].
Advances in sequencing technologies have steadily reduced the cost of sequencing
and have led to an ever increasing number of extremely large and complex metagenomic data sets [13, 26]. The resulting computational challenges for analysis tools
include the storage management of even larger intermediate results and larger indexes
of the reference genome collections [156], and the resulting increase in processing time
that make it impossible to process the data sets on commodity workstations or laptops. Powerful multi-user servers and clusters are an option, but the cost of systems
with higher processor speeds, greater storage volumes, and huge memory sizes are
out of reach for small laboratories.
To deal with the deluge of sequencing data, distributed cloud computing platforms and frameworks such as Amazon Web Services [11], Apache Hadoop [143], and
Apache Spark [173] have been used by researchers to take advantage of parallel com36

putation and economies of scale. Thus, large sequencing workloads are distributed on
a cloud cluster that is comprised of many inexpensive, off-the-shelf compute nodes.
These cloud-based solutions have been successfully used for human genomics [85],
transcriptomics [127], and more recently for metagenomics applications [178, 70] (see
Section 4.2).
Standard genomics and transcriptomics analyses for sequencing datasets usually
begin by aligning sequencing reads to a reference genome [147, 158], and producing
abundance counts [148]; but in metagenomic analyses, the alignment step is performed
against a collection of reference genomes that can be extremely large, slowing down
the entire operation. The MapReduce model [34] along with the Spark framework
have been popular in speeding up these crucial steps when dealing with sequence
datasets from a single organism. This was achieved by framing the read alignment
and quantification tasks in terms of map and reduce operations [86, 127].
4.2

Approach

4.2.1

Spark and MapReduce

The MapReduce model was originally developed by researchers from Google [34],
and most notably popularized by the Apache Hadoop [143] open-source project from
the Apache Foundation [144]. The Apache Spark [173] project further expanded the
Hadoop project and introduced new optimizations for enhanced calculation speeds
and improved programming paradigms [174]. The MapReduce model abstracts away
much of the boiler-plate programming details of developing distributed applications,
freeing developers to focus more on algorithm-specific issues. The framework requires
the user to flesh out two distinct steps: the map() step, and the reduce() step.
These functions are executed on two clusters of processors, each map() working on
a different fragment of the dataset. The map() function produces as output a set
of tuples, each consisting of a (key, value) pair; while the reduce() function
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merges the output of the map() function by coalescing or aggregating tuples with
the same key.
The MapReduce model and the Spark framework have been employed in a number of sequence data analysis workflows [27, 60]. The Crossbow project from 2009 used
Spark’s MapReduce implementation to identify Single Nucleotide Polymorphisms
(SNPs) in human samples [85]; eXpress-D used Spark to implement the expectation maximization (EM) algorithm for ambiguous DNA-fragment assignment [127].
Spark has also been used in metagenomic analyses [60] for mapping sequencing reads
against small reference databases and for clustering metagenomes [125].
A natural approach to use the Spark framework for the analysis of mWGS
datasets is to partition the input of reads into smaller subsets of reads to be processed by worker nodes in a Spark cluster. This strategy works well when the dataset
of reads is large. The limitation of this strategy is that it does not scale to large
collections of reference genomes because a data structure (index) of the reference collection of genomes must either be duplicated in each of the worker nodes, or multiple
passes of the input will need to be used. Indexes built from large reference collections
using a k-mer based strategy are often too large to be accommodated on a single
commodity machine on the cloud [109]. Fast k-mer based strategies have been used
for profiling mWGS datasets [132, 167]. But they trade-off speed for the size of the
indexes. More recently, alternative index-building strategies were developed [177].
However, these were achieved only at species-level resolutions and were not designed
for use with a cloud-based infrastructure.
Zhou et al. developed MetaSpark [178] to align metagenomic reads to reference
genomes. The tool employs Spark’s Resilient Distributed Dataset (RDD) [174] – a
critical programming abstraction for working with large datasets. RDDs were used to
cache information on reference genomes and reads across worker nodes in the cluster.
By using Spark’s RDD, MetaSpark is able to align more reads than previous tools.
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MetaSpark was developed with two reference datasets of bacterial genomes: a small
reference collection of size 0.6 GB, and a larger one from RefSeq’s bacterial repository
of size 1.3 GB. These reference sets are small compared to the 170 GB reference set
of Ensembl. Since MetaSpark uses an RDD to hold the index of the reference genome
collection, it is unlikely that MetaSpark can scale to use them because the contents of
an RDD are limited by the available memory, which are not standard in commodity
machines on the cloud. More specifically, MetaSpark took 201 minutes (3.35 hours)
to align 1 million reads to the small 0.6 GB reference using 10 nodes [178].
SparkHit [70] was developed by Huang et al. as a toolbox for scalable genomic
analysis and also included the necessary optimizations for the preprocessing. SparkHit
includes a metagenomic mapping utility called “SparkHit-recruiter” that performs
much faster than MetaSpark with similar sets of reference genomes. SparkHit performs well with large dataset of reads and small reference genome sets — the authors
profiled 2.3 TB of whole genome sequencing reads against only 21 genomes in a little
over an hour and a half. The limitation of SparkHit is that it builds its reference index
using a k-mer strategy that does not scale to large collections of reference genomes
[109], especially if the reference database changes with each study that is analyzed.
Thus, SparkHit does not scale well and is unsuitable for profiling large metagenomic
datasets against large collections of reference genomes.
4.2.2

Streaming Techniques

In order to process the large quantities of both input metagenomic datasets, and
the large collections of reference genomes to profile against, new analysis paradigms
are required that take advantage of highly parallelizable cloud infrastructure, as well
as real-time data streams for consuming large input datasets.
LiveKraken [142] was developed as a real-time classification tool that improves
overall analysis times, and is based on the popular Kraken [167] method for pro-
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filing metagenomic samples in Kraken-based workflows. LiveKraken uses the same
approach as the HiLive [95], a real-time mapper for Illumina reads, but extends it
to metagenomic datasets. LiveKraken can ingest reads directly from the sequencing
instrument in Illumina’s binary basecall format (BCL) before the instrument’s run
finishes, allowing real-time profiling of metagenomic datasets. Reads are consumed
as they are produced at the instrument, and the metagenomic profile produced by
LiveKraken is continuously updated. LiveKraken points the way to future classification systems that use streams of data as input, but its limitation is that it uses
a k-mer based reference index. In fact, as reported in their publication, LiveKraken
was tested with an archived version of RefSeq (circa 2015) that only contained 2,787
bacterial genomes. Since then, RefSeq has grown to over 50K genomes in the latest
release (version 92), and creating a k-mer based index of it would require substantial
computational resources, not available on commodity machines.
More recently, a Spark streaming-based aligner was developed that uses streams
of data to map reads single reference genomes. The tool, StreamAligner [126], was
implemented with the Spark-streaming API and used novel MapReduce-based techniques to align reads to the reference genome of a single organism. Unlike other
methods, it creates its own reference genome index using suffix arrays in a distributed
manner that reduces index-build times, and can then be stored in memory during an
analysis run. With the Spark streaming API, StreamAligner can continuously align
reads to a single reference genome without the need to store the input reads in local
storage. Although StreamAligner has high performance when using a single genome,
there is no evidence that it can be scaled up to metagenomic workflows where tens
of thousands of genomes are involved, and the footprint of the index of the reference
genomes are too large to fit in memory.
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Figure 4.1: Overview of the Flint System. Reference genomes are
partitioned so that a large reference set is be distributed across a Spark
cluster, and the number of partitions matches the number of worker nodes.
Samples are streamed into the cluster to avoid storage overheads as shards
of 250K reads. Reads are aligned to the distributed reference genomes using
a double MapReduce pipeline that continually updates metagenomic profiles
as samples streamed into the cluster. Read alignments are never stored, and
processed by each worker node as soon as they are produced.
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4.3

Methods

4.3.1

A “Double” MapReduce

A natural approach to using MapReduce for large metagenomic analyses tasks
is as follows. The map step divides the task of mapping the reads against a genomic
index by having each map processor work on a part of the index, and the reduce
step aggregates all the hits to each genome and constructs the microbial profile of
the metagenomic sample. Since the full genomic index is too large to be farmed out
to each map node in the cluster, we adopt the approach of building indexes from
each “shard” of the reference genome database and providing each cluster node with
a smaller index. Such an approach allows for much larger reference databases to be
processed for mapping the reads.
Following up on the aforementioned idea, one way to perform the MapReduce
is to have the map function produce tuples of the form hg, 1i, for every read r that
is aligned to genome g, while the reduce function aggregates all tuples of the form
hg, 1i to obtain the abundance of genome g in the sample being analyzed, effectively
generating output tuples of the form hg, A(g)i, where A(g) is the reported abundance
of genome g in the sample being analyzed.
Unfortunately, a read may align to multiple genomes. Instead of counting a hit
for every genome that the read aligns to, or counting it for only one of the genomes
that the read aligns to, we follow the algorithm of Valdes et al. [152], which assigns fractional counts for the genomes that a read aligns to. In order to implement
fractional counts, we employ a novel double MapReduce algorithm. In the modified
MapReduce, the map function generates alignments in SAM format [93] by dispatching a subprocess of the Bowtie2 aligner and produces tuples of the form hr, (g, 1)i, for
every read r that is aligned to genomes g. All tuples for the same read are aggregated
by the first reduce step to generate tuples of the form hr, (g, 1/C(r))i. The second
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map step generates contributions of reads for a given genome, and the second reduce
step aggregates all tuples of the form hg, ci to obtain the abundance of genome g in

Figure 4.2: MapReduce Workflow. Metagenomic samples can be
streamed in from a distributed filesystem into the cluster were they are
stored in an RDD. The first map step generates alignments through Bowtie2
and feeds its resulting pairs to the first reduce step, which aggregates the
genomes that a single reads aligns to. The second map step generates read
contributions that are used in the second reduce step to aggregate all the
read contributions for a single genome. This results in an abundance matrix
containing the abundances of each genome in the sample being analyzed.
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the sample being analyzed, effectively generating output tuples of the form hg, A(g)i,
where A(g) is the reported abundance of genome g in the sample being analyzed
obtained by aggregating all the fractional contributions of reads that map to that
genome. Note that all intermediate tuples are stored in RDDs, one for each step.
4.3.2

Reference Genome Preparation

Before we can use the bacterial genomes in the cluster, they need to be prepared. The process entails creating a Bowtie2 index for each shard of the reference
database, and specific details on this procedure can be found in Section 3.2. Briefly,
the reference genomes are divided into smaller partitions that are each independently
indexed by Bowtie2. The index preparation step can take considerable computational
resources and time with a single machine. A parallel version of the indexing system
can greatly improve performance and will be automated in the next release of Flint.
As described in Section 3.2.1, once the partitions have been indexed they are then
copied to an Amazon S3 [8] bucket that serves as a staging location for the reference
shards. The staging S3 bucket holds the index so that worker nodes can copy it during
their provisioning step and the analysis can start; the S3 bucket is also public, and
researchers can download copies of the prepared indices for their use.
It should be noted that Ensembl’s bacterial genome collections have grown only
modestly in the last couple of releases to minimize redundancy, and reference indices
for new Ensembl releases can be built relatively quickly with utility scripts provided
by Flint. The cost of building a partitioned reference index is only accrued the first
time it is built for a cluster of a particular size, and as part of the release of the Flint
project, we are making available partitioned indices of Ensembl (v.45) with 48, 64,
128, 256, and 512 fragments. We anticipate that such precomputed indexes would
be useful for researchers employing clusters of those sizes. These indices, along with
the scripts necessary to build future versions, can be found in the GitHub repository
through the project website.
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We currently use minimal annotations that keep track of basic attributes for each
bacterial strain; these include taxonomic identifiers, assembly lengths, etc. Future
releases of the software will include a more robust annotations package that will
contain data on gram staining, pathogenicity, and other properties.
Flint uses a streaming model to quickly map a large number of reads to a
large collection of reference bacterial genomes by using a distributed index. Resilient
Distributed Datasets (RDD) [174] are robust programming abstractions that can be
used to persist data across a cluster of machines. We ingest reads from datastreams
in batches of 500,000 reads that are processed by our mapreduce pipeline. Reads
are consumed either directly from their location in an Amazon S3 bucket, or from a
datastream source. An RDD of the input read stream is created in the master node
that is then broadcasted out into all the worker nodes in the cluster. The input RDD
of reads is partitioned into sets of reads that are each independently aligned to a
reference genome partition in each of the worker nodes. The Bowtie2 DNA aligner
is used internally in Spark worker nodes to align reads to the local partition of the
reference index, by using a MapReduce that continuously streams reads into worker
nodes. Output alignments are parsed and tabulated by worker nodes, and then sent
back to master node as alignment tasks finish. Flint can be deployed on any Spark
cluster, as long as the necessary software dependencies are in place; the partitioned
reference index for Ensembl’s 44K genomes is made available at the Flint website,
and scripts are provided as part of the provisioning step that copy the partitions into
worker nodes.
4.3.3

Cluster Provisioning

Our computational framework is primarily implemented using the MapReduce
model [34], and deployed in a cluster using the Elastic Map Reduce (EMR) service
offered by AWS (Amazon Web Services) [11]. Each of the worker computational
nodes will execute in parallel to align the input sequencing DNA reads to a “shard”
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of the reference database (Figure 4.2); after the alignment step is completed, each
worker node acts as a regular Spark executor node. By leveraging the work of multiple
machines working at the same time, Flint is able to align a large number of reads
to a large database of reference genomes in a much more efficient manner than that
achieved by using a single powerful machine.
4.4

Results and Discussion

4.4.1

Benchmarking the Mapping of Reads

With the goal of benchmarking our experimental setup, we used a prototypical microbiome data set from HMP – reads from a Nasopharynx sample (sample ID
SRS072346), which contained 66,780 paired-end reads. Bowtie2 took 12 hours to complete the mapping using up almost all the 768 GB RAM available on the “castalia”
machine. Note that “castalia” is not a commodity machine because it has 48 processors and has a large RAM.
4.4.2

Mapping Reads on the Cloud
No. Partitions
1
4
6
8
12
16
24
32
48
64
128

Partition Disk Size (GB) Bowtie2 Map Time
170
12:05:31
40
0:30:24
28
0:15:28
21
0:10:53
13
0:06:48
10
0:05:27
7
0:05:00
5
0:04:25
3.5
0:01:30
2.6
0:00:52
1.3
0:00:35

Table 4.1: Reference Database Partitions. Average size of a partition
(“Partition Disk Size (GB)”) after splitting the reference collection, along
with estimated running times for aligning 66k HMP reads against the partition (“Bowtie2 Map Time”).
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Figure 4.3: Bowtie2 Partition Map Time. Run times for aligning 66k
HMP reads using Bowtie2 against different reference database partitions.

Table 4.1 shows the time taken to map all the reads against the indexed partitions
for different values of N , the size of the cluster on the cloud. Our benchmarking
experiments with a partition into four shards took roughly 30 minutes, while with
a partition into 64 shards, it took less than a minute to map all the reads. This is
shown in Figure 4.3.
Note that the benchmarking runtimes from Table 4.1 are for only one randomly
chosen partition, and they do not reflect the actual times that we achieved in the
cluster using all the partitions for a given partition size class.
4.4.3

Comparing Flint to Existing Tools

As part of its evaluation, we compared the abundance profiles generated by
Flint to those provided by HMP and those generated by Kraken [167]. Note that
Kraken is a k-mer-based algorithm to align reads to genomic sequences and is known
to be one of the most accurate ones [103].
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We selected an anterior nares sample (SRS019067) with 528k reads from the
Human Microbiome Project (HMP) and analyzed it with Kraken (2.0.7-beta) and
Flint and compared the results to those provided by HMP in their community
abundance profiles. HMP reported 36.7% aligned reads using a bacterial database of
1,751 genomes, while Kraken was able to classify 36% of the reads using their RefSeq
bacterial database of 14,506 genomes; in contrast, Flint was able to align 81% of the
reads using Ensembl’s 44K bacterial genomes. The increased number of aligned reads
is due to the larger number of genomes in Ensembl. Kraken uses RefSeq’s bacterial
genomes collection, while Ensembl contains many draft genomes that increases the
probability for mapping a read. Flint also aligns reads with Bowtie2 directly to
the bacterial strain genomes, and does not apply lowest common ancestor (LCA)
assignment to reads as Kraken does, which should mitigate any database diversity
influences (genus, species, and strain ratios) as noted by Nasko et al. [109]. As shown
in Figure 4.4, both Flint and Kraken identify roughly the same set of genera, but
at the species level, Flint identifies significantly more species.
MetaSpark [178] and SparkHit [70] are methods built on the Spark framework
with a cluster infrastructure similar to that of Flint, but their lack of support for
large genome references makes direct comparison impossible. MetaSpark has a 201
minute runtime for 1 million reads with 10 nodes, profiled against a 0.6 GB reference
of bacterial genomes from NCBI. In comparison, Flint takes 67 seconds to profile 1
million paired-end reads against Ensembl’s 44,048 genomes (170 GB) with 64 nodes.
4.4.4

Reference Genome Collections

Creating the Bowtie2 index for the sharded collection of bacterial genomes is
a one-time operation and the index can be reused across cluster deployments until
an updated collection is available. With a 64 worker-node cluster, we created 64
reference shards, each of average size 2.6 GB. The total sequential indexing time for
the 64 shards was 1d 20h 4m 33s on a single machine. When we used an LSF cluster
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Figure 4.4: Kraken2 Comparison. Community abundance profile comparison for an HMP anterior nares sample (SRS019067) generated by Flint
and Kraken. Red branches are lineages identified only by Flint blue
branches are lineages identified by Kraken only, and green branches are lineages identified by both. The outermost ring represents the species identified
by either Flint (red), Kraken (blue), or both (green).
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[145] that indexed the 64 shards in parallel, the total indexing time came down to
just over three hours.

Figure 4.5: Phylogenetic tree showing taxa identified by Flint using 44K
Ensembl bacterial genomes (blue), and using 5K NCBI’s Genomes references
(red) with an input of 1M randomly selected reads from the HMP anterior
nares sample (SRS015996). Genomes are considered as identified if the average coverage in their genomic sequence is 80% or more.

Existing metagenomic profiling tools such as MetaSpark and SparkHit use an
archived version of RefSeq as their reference genomes database — MetaSpark’s collection of RefSeq bacterial references has a size of 1.3 GB and contains about 5K
genomes. The Ensembl database used by Flint contains roughly nine times the
number of genomes (and has size 170 GB), and we looked into how a metagenomic
profile could be different by looking at how many genomes are identified by using a
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large or small reference collection. To do this, we randomly selected 1M reads from
an HMP anterior nares sample (SRS015996) and aligned its reads using Bowtie2 to
two genome reference indices: the large collection created from the 44K Ensembl
bacterial genomes, and a small collection created from 5,591 bacterial representative
and reference genomes from NCBI’s Genomes (RepNG) (these are not the same 5K
genomes from the MetaSpark collection, as our collection was sourced from the bacterial genomes in GenBank at
ftp://ftp.ncbi.nih.gov/genomes/genbank/bacteria).
We investigated how many clades were identified by both references. Figure 4.5
displays the results and shows a phylogenetic tree (created with the Interactive Tree
Of Life (iTOL) visualization tool [92]) showing the differences in the phylogenetic
diversity of the taxa identified in the anterior nares sample. Genomes are called as
“present” by selecting only those genomes that have an average coverage greater than
80% along their genomic sequence. Nodes at the inner level of the figure represent the
phylum taxonomic level, while nodes in the outer rings are at the species level. Green
branches represents the clades identified by both references, blue branches represent
clades identified only using Ensembl, and red branches are clades identified only using
the RepNG reference set. Note that the number of clades identified by Ensembl at
the higher Class and Genus taxonomic levels outnumber those identified when only
using the RepNG subset. We had expected RepNG to be contained in the Ensembl
collection. However, this turned out not to be the case.
4.4.5

Experimental Setup

As mentioned earlier, the computational framework is primarily implemented
using the MapReduce model [34], and deployed on a cluster launched using Amazon
Web Services [11] Elastic Map Reduce (EMR) service. Each of the worker computational nodes will work in parallel to align the input sequencing DNA reads to a shard
of the reference database; after the alignment step is completed, each worker node
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acts as a regular Spark executor node. By leveraging the work of multiple machines
working at the same time, we are able to align millions of reads to the over 44K
reference genomes in a much more efficient manner than either using only a single
machine with considerable computational resources, or using other parallel computation approaches. Benchmarking tests were performed on Spark clusters of size 48, 64,
and 128 worker nodes, all deployed using Amazon’s EMR service at very low costs.
4.4.6

Measuring Accuracy Using Simulated Datasets

To get a measure of the accuracy of Flint’s read-alignment pipeline and to
test the robustness of the streaming infrastructure, we simulated synthetic Illumina
reads using the InSilicoSeq metagenomic simulator [58]. These were meant to test
the accuracy of the overall pipeline, to verify that the streaming system would not
introduce any duplicate artifacts, and to verify that the reduce steps in the Spark
cluster did not exclude any of the output alignments. We created 12 datasets ranging
in size from one read to one million reads, created with a log-normal abundance profile,
and using the default error model for the HiSeq sequencing instrument available in
InSilicoSeq. For each size setting, we created three replicates.
Table 4.2 outlines the results for the synthetic datasets described above. Dataset
evaluations were performed on a 64 worker-node cluster on AWS, with each worker
node containing 8 vCPUs and 15 GB of memory. Flint achieves good performance
with the HiSeq dataset achieving 99% sensitivity across all three HiSeq replicates.
Alignment times on the 64 node Spark cluster using the database of 44K Ensembl
bacterial genomes show that 1 million reads are aligned in just over 1 minute with
no loss of sensitivity. The “Reads” column contains the number of reads that were
generated; note that reads are mated in a unique pair, as either the left mate (oriented 30 − 50 ), or the right mate (oriented 50 − 30 ), forming a “paired-end fragment”.
The “Alignments” column contains the number of alignments that are produced by
correctly aligning a single unique pair of reads with the correct orientation: the left
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Paired Reads
(×2)

Number of
Alignments

Running
Time

Alignment
Rate

% Sensitivity

1
5
50
500
2,500
5,000
25,000
50,000
125,000
250,000
375,000
500,000

1
23
172
1,356
8,592
23,791
74,543
103,835
187,349
275,917
513,954
617,933

2s 344ms
2s 400ms
2s 376ms
2s 455ms
2s 517ms
3s 193ms
5s 138ms
8s 320ms
15s 788ms
29s 18ms
45s 91ms
1m 14s 713ms

100%
100%
100%
100%
90%
94%
96%
93%
95%
93%
95%
96%

100%
100%
100%
100%
98%
99%
100%
99%
100%
97%
99%
99%

Table 4.2: HiSeq Synthetic Datasets. Average alignment times and
alignment rates for three synthetic datasets aligned against Ensembl’s 44K
bacterial genomes. Alignment rate measures the number of paired reads that
were correctly aligned, and sensitivity is the proportion of aligned paired
reads that were mapped correctly to the genome from which they were generated. Evaluations were performed on a 64 worker-node Spark cluster. Note
that the number of reads aligned can be obtained by multiplying the number
of paired reads in the first column by 2.

read aligns 30 − 50 , and the right read aligns 50 − 30 , with an insert gap in between
them (the gap varies, and can be as low as 50 bases, or as high as 250). Note that
these output alignments are not stored by the system, but rather they are processed
as soon as they are generated by the worker nodes in the cluster. The “Alignment
Rate” is calculated by dividing the number of correctly aligned read pairs by the total
number of pairs generated for each dataset (note that a read can only be found in a
single pair). The “Sensitivity” is conditional on the number of correctly aligned read
pairs, and measures the proportion of aligned paired-end reads that were mapped
correctly to the genome from which they were generated by InSilicoSeq.
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4.4.7

Human Metagenomic Samples

After verifying the performance of the Flint system on simulated datasets, we
tested the capabilities of the system on real metagenomic samples from the Human
Microbiome Project (HMP) [71], which was generated using an Illumina-based sequencing system. We therefore expected a comparable performance with the HMP
data as with the synthetic dataset.

Cluster Benchmarks
Before testing the system with sequencing data from metagenomic studies of human microbiome samples, we ran a benchmark of randomly sampled paired-end reads
from a HMP anterior nares sample (SRS015996) to confirm our previous observations
on the synthetic datasets. Each of these read datasets was then processed through
the Flint system running on a 64 worker-node cluster in AWS. Table 4.3 presents
the runtimes for each of the datasets. As expected, Flint processed 1 million reads
from this HMP sample in about 67 seconds.

Sequencing Data from Human Samples
For the experiments reported here, we considered 753 HMP samples for their
abundance profiles and surveyed the number of unique genera (i.e., genus richness)
as reported in the community abundance profiles provided by HMP. Based on the
distribution of genus richness values, we selected three representative samples with
varying richness values (and, thus, varying diversity). We picked (i) an anterior nares
sample (SRS019067, 528k reads) with 8 unique genera (low diversity class), (ii) a stool
sample (SRS065504, 116M reads) with 60 unique genera (medium diversity class), and
(iii) a supragingival plaque sample (SRS017511, 56M reads) with 133 unique genera
(high diversity class). We speculated that the high diversity samples would contain
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Paired Reads
(×2)

Number of
Alignments

Running
Time

Cluster Memory
(GB)

1
5
50
500
2,500
5,000
25,000
50,000
125,000
250,000
375,000
500,000

0
36
902
9252
53,918
106,160
538,594
1,006,122
2,349,518
5,327,040
8,439,356
10,710,420

2s 320ms
2s 422ms
2s 336ms
2s 316ms
2s 455ms
2s 700ms
5s 437ms
8s 318ms
17s 164ms
33s 950ms
50s 880ms
1m 7s 609ms

4
4
4
4.3
4.5
4.9
5.2
5.8
6.4
7.6
9.5
10.3

Table 4.3: Initial Cluster Benchmarks. Average alignment times on
a 64 worker-node cluster for a set of randomly selected reads from a HMP
throat sample. The number of alignments column contains the output alignments that were generated by each set of reads; these alignments were processed as soon as they were produced and were not stored, therefore minimizing the local storage requirements necessary for profiling metagenomic
samples.

reads from a larger number of organisms, and the alignment system would spend
more time and resources locating their origins in comparison to the samples with low
diversity.
Table 4.4 contains the results from processing the reads from the three selected
samples using Flint. The sample with the biggest number of paired-end reads,
sample SRS065504 with 116 million paired-end reads, was profiled against Ensembl’s
44K genomes in about 105 minutes. The sample with 56 million paired-end reads was
profiled in about 94 minutes; while the sample with the lowest number of paired-end
reads was profiled in 53 seconds. Note that the sample with 56 million paired-end
reads had the highest genus richness of the 3 samples and took the most amount of
time per read.
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We conjecture that among all the HMP body sites, the gut is the most rigorously
studied with the most sequenced genomes in the Ensembl database. Consequently, a
much larger number of strains of each of the gut microbiomes are likely to be present
in the Ensembl collection. As a result, the indexes are likely to be more dense, making
the mapping of every read more time consuming.

Diversity
Class

Unique
Genera

Paired-End
Reads

Alignment
Time

Streamed
Shards

Alignments
per Shard

Low
Medium
High

8
60
133

528,988
116,734,970
56,085,526

0h 0m 53s
1h 45m 30s
1h 34m 51s

2
234
113

1,763,227
1,471,036
1,535,626

Table 4.4: HMP Sample Analysis. Diversity classes were established
based on the number of unique genera in 753 HMP samples. Three samples
were selected from each diversity class and analyzed in a 64 worker-node cluster. Alignment execution time measures the total time to align all the sample
reads against Ensembl’s 44K bacterial genomes. The “Streamed Shards” are
the number of 250K read sets that are streamed into the cluster, and the
“Alignments per Shard” is the average number of alignments produced by
each shard.

Streaming Performance
The samples in Table 4.4 were streamed into the cluster through Spark’s streaming engine. The entire sample is not ingested all at once, but rather, we stream in
shards of each sample so that clusters do not get overwhelmed with too much data
and cause a cluster failure. To determine the ideal number of reads to include in a
stream shard, we studied the results in Table 4.3 and Figure 4.6. Panel B in Figure 4.6
displays a logarithmic curve of the alignment times for all 12 sizes of the paired-end
read datasets, and while we can align one million reads in about 67 seconds, doing
so creates so many alignments that each of the Spark executor processes running in
each worker node could run out of memory. We looked for the “knee-in-the-curve” in
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Figure 4.6: Initial Benchmarks. Figure A displays the running time for
12 paired-end read datasets on a 64 worker-node cluster. These 12 datasets
were used to estimate the optimal number of reads that a 64 worker-node
cluster could handle without memory saturation or network overloading.
Note that while 1 million paired-end reads can be mapped in 67 seconds
against 44K bacterial strains, it is not ideal to ingest 1M reads at once
as the cluster’s memory will be overwhelmed with the alignments that are
produced. Figure B displays the logarithmic running time of the 12 datasets,
and the 250K paired-end read dataset was chosen as a good trade-off between
speed and resource availability.
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Figure 4.6 panel B, marked by the vertical magenta line, and identified a size of 250K
paired-end reads as a good trade-off between shard size and cluster performance.
When we analyzed the three HMP samples in table 4.4 we set the streaming shard
size to this optimal size of 250K reads, and 2 shards were created for the anterior
nares sample (low diversity, 500K reads), 234 shards were created for the stool sample
(medium diversity, 116M reads), and 113 shards for the supragingival plaque sample
(high diversity, 56M reads). The performance results suggest that the choice of shard
size was good.

Cloud Cost Analysis
All experiments were conducted using Amazon’s Elastic MapReduce service
(EMR) [6] and used the c4.2xlarge machine instance type. At the time of the
experimental runs, each machine cost $0.123 USD in the Amazon’s Spot market [10].
All results reported here were obtained on a cluster of 65 total machines (64 workernodes, one master node) with a cost of $0.123 USD per node, for an overall cluster
cost of $8.00 per hour. Thus, processing cost averages to $ 0.15 USD per million
reads and $ 150 USD for a billion reads, making it extremely affordable for even the
average researcher across the globe.
4.4.8

Scaling to Larger Reference Collections

The current architecture of Flint is designed to work with large reference collections such as Ensembl’s “Bacteria” collection. Figure 4.1 illustrates the current
architecture of the system, and one of the primary concepts of the current cluster layout is that each worker node is provided with a single piece of the partitioned reference
collection. This layout works well with the current size of Ensembl (44K genomes)
but much larger collections such as RefSeq’s full catalog might pose a problem as
they contain upwards of 170K genomes.
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It must be noted though, that RefSeq’s full catalog contains a lot of redundancy
as closely related genomes are part of the catalog; this is in contrast to Ensembl’s
strategy of maintaining a very well curated database that aims to have a wide breadth
of taxonomic coverage, while mitigating redundant species. Our discussion here is not
specific to RefSeq’s 170K genome catalog, but to how our architecture will handle
scalability as the reference genome collection grows in the future.
One approach to handle larger reference genome collections is to modify the
system so that each worker node is given multiple partitions of the reference collection,
rather than just a single one like in the current implementation (Listing 4.1). In this
modified layout, RefSeq’s 170K genomes could be partitioned into N partitions (say
256), and each worker node could be given a small subset of these (say four per node).
As long as we maintain the size of each partition small enough (say 3 GB), we should
be able to keep using clusters of size 64 with the current configurations from Section
4.3.3. However, if we wanted to support larger partitions, then we would need to
increase the capacity of the worker machines so that we could handle the increase
partition sizes (we would need more RAM memory and CPU resources).
Creating the necessary number of partitions to support a larger collection would
proceed with the same steps as those outlined in Section 3.2.1, with the only difference being that the number of partitions to generate would be much higher. Before
partitioning the reference collection, we would have to establish what type of cluster
we would be using (number of CPUs, RAM, etc.) and how many worker machines
the cluster would have. Care would have to be taken so that the number of partitions
given to each worker node is uniform, this would mitigate any issues with workers
being idle because they have a small number of partitions compared to others. Indexing would remain unchanged from the steps in Section 3.2.1 as the indexing step
follows the partitioning step.
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Each worker node in the cluster would now be responsible for aligning the input
set of reads across multiple partitions, instead of aligning them across a single one as
before. The process of aligning reads against multiple partitions would cause a delay
in getting data back to the master node, so the streaming settings and task managers
would have to be modified to account for the delays, but the distributed architecture
of the cluster should be able to support it without much engineering modifications.

Figure 4.7: Modified Cluster Architecture. Support for larger reference collections such as RefSeq could be achieved by having each worker
node in the cluster work on multiple partitions, rather than a single one as
is the case in the current architecture.

The script for handling the alignment to a reference genome is spark jobs.py,
and the function align with bowtie2() is main code block that needs modifica-
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tion. The current function dispatches a Bowtie2 subprocess to align the reads. The
function relies on having a single index path and a single index name. To support multiple reference indices, we would need to modify the function in Listing 4.1
so that it can loop through a collection of multiple partitions. Lines 4 through 14 in
Listing 4.1 would be placed in a loop that would iterate through the different partitions, and append its set of resulting alignments to the alignments[] list declared
in line two.
1

def align_with_bowtie2(iterator):

2

alignments = []

3

reads_list = broadcast_sample_reads.value

4

bowtieCMD = getBowtie2Command(bowtie2_node_path=bowtie2_node_path,

5

bowtie2_index_path=bowtie2_index_path,

6

bowtie2_index_name=bowtie2_index_name,

7

bowtie2_number_threads=bowtie2_number_threads)

8
9

try:
align_subprocess = sp.Popen(bowtieCMD, stdin=sp.PIPE,
stdout=sp.PIPE, stderr=sp.PIPE)

10

pickled_reads_list = pickle.dumps(reads_list)

11

alignment_output = align_subprocess.communicate(

12

input=pickled_reads_list.decode(’latin-1’)

13

)

14

for a_read in alignment_output.strip().decode().splitlines():

15

alignment = a_read.split("\t")[0] + "\t" +
a_read.split("\t")[2]

16
17
18

alignments.append(alignment)
except sp.CalledProcessError as err:
sys.exit(-1)

19
20

return iter(alignments)

Listing 4.1: Original alignment function (single partition).
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4.5

Conclusion
In this chapter we have shown how large metagenomic samples comprising mil-

lions of paired-end reads can be profiled against a large collection of reference bacterial
genomes in a fast and economical way. Our implementation relies on the Spark framework to distribute the job of aligning millions of sequencing reads against Ensembl’s
large collection of 44K bacterial genomes.
By combining streaming, a sophisticated double MapReduce algorithm, affordable cloud computing services, Flint brings sophisticated metagenomic analyses
within reach of small research groups with modest resources.
Additional materials, simulation datasets, partitioned reference indices, and links
to the GitHub website with the source code and installation instructions can be found
on the Flint project website at
http://biorg.cs.fiu.edu/flint.
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CHAPTER 5
MICROBIOME MAPS: HILBERT CURVE VISUALIZATIONS OF
MICROBIAL COMMUNITY PROFILES

5.1

Introduction
Microbiome samples are now routinely created by means of low-cost, high through-

put metagenomics DNA sequencing. The next steps in the analysis is the creation
of microbial community abundance profiles [25], obtained by mapping the sequenced
reads against a collection of microbial genomes from a reference genome collection like
Ensembl [42] or RefSeq [113]. Tools such as Flint [153] and Kraken 2 [166] facilitate
the process to create detailed microbial abundance profiles for tens of thousands of
genomes for both metagenomic whole-genome DNA sequencing (mWGS) as well as
16S-amplicon sequencing (16S).
Metagenomic profiles contain relative abundance values for the entire collection
of microbial taxa present in a sample, and these profiles can be easily viewed with
stacked bar charts, pie charts, Krona plots [115], or using data analysis software suites
such as Tableau [141], or MS Excel [106]. Such tools are readily available to the public
and allow for data exploration, but are designed for the analysis of generic tabular
data, and do not consider domain-specific information (taxonomic, phylogenetic, etc.)
that may be crucial for the interpretation of metagenomics datasets. Recent tools such
as WHAM! [38] allow for explicit metagenomics-focused analyses, making it possible
to dig down into the data and create useful visualizations for descriptive analyses.
We argue that the complex latent properties of microbiomes embedded in community abundance profiles such as taxonomic hierarchies and other relationships are
not easily described and visualized in traditional generic plotting mechanisms such
as stacked bar-charts or line-plots. The problem gets more acute as the sizes of our
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reference genome collections continues to grow exponentially over time [109], and
even novel tools such as Krona are not able to keep up and display large amounts of
reference genomes (Figure 6.4).
In this work we consider the problem of succinctly visualizing a microbiome, and
specifically, visualizing metagenomic community abundance profiles, along with their
latent structured labels (e.g., taxonomic description or biological property) with the
use of a visualization technique called the Hilbert Curve Visualization (HCV). We discuss the challenges of scalable visualization of billions of measurements for hundreds of
thousands of microbial genomes, and argue that alternative visualization techniques
are useful when trying to combine many factors of metagenomic information in order
to create interpretable images that can lead to improved understanding.
5.2

Approach
As mentioned earlier, we use a technique called the Hilbert curve visualization

(HCV) to succinctly visualize the microbial community abundance profiles of a large
number of genomes (up to 44K). These profiles contain the relative abundance measurements of thousands of genomes, and they are ordered along a space-filling curve
in a 2D square using the Hilbert curve [66], thus making it possible to visualize the
profile of a single metagenomic sample. In the resulting Hilbert image, each position
is a genome from the reference database, and the intensity of the position’s color
value represents the abundance of a genome in the sample.
As discussed below, depending on the ordering of the genomes that is selected,
different “microbial neighborhoods” are created, allowing for different interpretations
of the clusters of bright segments, i.e., “hotspots”, of abundant genomes in the images. Fixing the position of a genome results in visualizations that allow for quick
comparisons of the abundance of the same genome or sets of genomes in multiple
microbiome samples.
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Figure 5.1: Hilbert Curve Visualization of Metagenomic Samples.
(A) The first five iterations of the Hilbert curve: the “Level 1” curve is
obtained by connecting the centers of the four initial squares as shown; the
Level k curve is obtained by a recursive partitioning of each square from
Level k − 1, creating four Level k − 1 curves and connecting them as outlined
by the “Level 1” curve, rotated appropriately. At level k, the original square
is divided into 2k × 2k small squares, each of whose centers is visited by
the Level k Hilbert curve. (B) A representative image of a mWGS Buccal
Mucosa sample (SRS045254) from the Human Microbiome Project (HMP)
created using a “taxonomic ordering” of 44K reference genomes from the
Ensembl database. The intensity of each position in the image represents the
abundance of one microbial genome. Groups of segments are labeled by the
groups induced by the ordering of the taxa on the Hilbert curve. Additional
Hilbert curve images for more mWGS samples, as well as other 16S samples
at full resolution, are available via links from biorg.cs.fiu.edu/jasper
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5.2.1

Space-Filling Curves

Space-filling curves are popular in scientific computing applications for their ability to speed-up computations, optimize complex data structures, and simplify algorithms [18]. Trees are particularly interesting structures that can be optimized with
space-filling curves because it is possible to generate sequential orderings of the nodes
of the tree in which parent and children nodes are neighbors in a 2D plane. The
combination of trees and space-filling curves has been shown to be useful in many
fields [16], and in metagenomics this can be useful because the microbial genomes in
a reference database are classified using a taxonomy tree with a hierarchy of levels
(Strain, Species, Genus, etc.). For data from mWGS experiments, we can presume
the leaf nodes of the taxonomy tree to be microbial strains (Figure 5.3, panel (B));
for 16S data, the leaf nodes are usually species or genera. Clades of the taxonomy
tree correspond to microbial neighborhoods in the resulting visualization.
5.2.2

The Hilbert Curve

The Hilbert Curve is one of the more prominent examples of space-filling curves,
and its construction is based on a recursive partitioning of a square region in the
2D plane and connecting the centers of these squares in a specific order. To provide
a recursive definition of the curve, Figure 5.1 (A) shows the curve at Level 1 when
there are only four squares to connect. The curve at Level k is defined recursively by
dividing the original square into four squares, each with a Level k − 1 curve in it and
then connecting these pieces using the template of the Level 1 curve after appropriate
rotations of the four curves (Figure 5.2).
Many applications exploit the order that space-filling curves impose on data, and
a particular application has been the visualization of high-dimensional data. The first
use of the Hilbert Curve as a visualization tool was proposed by Keim in 1996 [77] to
represent stock market data, and since then, it has been used for visualizing genomic
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Figure 5.2: Detailed Hilbert Curve Levels. First four iterations (levels)
of the Hilbert curve show the 2D square recursively partitioned into 4 sections
at each iteration (level) of the curve.

data [35, 12], and also for visualizing DNA alignments of whole bacterial genomes
[165].
In human genomics, using the HCV is a straightforward affair as the natural
linear order of genomic positions can be easily visualized by the curve, and there are
tools and software libraries for creating Hilbert curve images from human sequencing
experiments such as HilbertVis [12] and HilbertCurve [59]. Both HilbertVis and
HilbertCurve apply HCV to genomics in the context of a single human genome: a
single genome scaffold is modeled as a one-dimensional (1D) line in which each interval
is taken to be a single genomic position, but the HilbertCurve library can also stitch
together multiple chromosomes so that they can all be displayed on a single image,
but the display is nevertheless that of a single genome. To date, the HCV technique
has not been applied to metagenomics datasets.
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5.2.3

Ordering the Genomes Along the Space-Filling Curve

Visualizing microbial community profiles is non-trivial as there exists no natural
linear ordering for the thousands of genomes in the reference database, and we argue
that in trying to order thousands of genomes the answer is not a single “true” order, but rather, multiple different orderings that provide different perspectives of the
metagenomics data being visualized.
Custom orderings based on a single sample (say, ordered by decreasing abundance
values in a single sample) are not that informative when using a HCV, since the main
advantage of these visualizations is in the ability to locate the same genome in the
same position on the image for different related samples. Even using the average
abundance value from a cohort is not so useful because different cohorts cannot be
readily visually compared.
Thus, the value of our visualizations lies in specifying useful orderings that are
not dependent on a single attribute of one, or multiple samples, but rather, on some
global properties and biological interpretations that are useful for the researcher.

Linear Orderings: Below, we discuss two classes of orderings that are shown to
be useful for the visualization.
1. Taxonomic Ordering: Ordering of reference genomes as per the taxonomic
tree from Ensembl Genomes [43].
2. Labeled Ordering: Ordering as per a user-supplied labeling scheme.
We show with experiments in Chapter 6 that the microbiome maps resulting
from the orderings mentioned above are expressive in that researchers can use them
to quickly identify groups of taxa that are abundant or differentially abundant without
losing any context imposed by the ordering (i.e., taxonomic hierarchies or biological
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Figure 5.3: Taxonomic Ordering. (A) A Taxonomic Ordering of 44,048
microbial reference genomes from Ensembl Bacteria. Microbial neighborhoods are drawn based on a taxonomic tree for microbial classification. The
image depicts the distribution of Genera in the reference genome database,
and the size of each neighborhood is consistent with the number of genomes
that belong to it. (B) A taxonomic hierarchical tree with three (3) levels
of rankings for the genomes in the reference database: Genus, Species, and
Strain. The taxonomic tree is linearized to create a 1D linear order for the
tree’s leaves (Strains). (C) The 1D linear order is then laid out onto a 2D
plane using a Hilbert curve, which creates microbial neighborhoods of related
taxa.

conditions). Other useful orderings may exist and Jasper provides a basic framework
that allows one to creatively explore other possible orderings.
Microbiome Maps offer a quick and visual way to readily identify “hotspots” in
“microbial neighborhoods”, i.e., groups of related microbes, that can contextualize
the important features of the metagenomic samples under study.
5.3

Methods
Visualizing a microbiome’s abundance profile starts by aligning, or classifying,

sequencing reads against a reference collection of microbial genomes, and creating
counts of the number of reads that align (or are classified) to each genome. The Flint
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[153] software facilitates the profiling of mWGS datasets, while the Kraken 2 software
does it for 16S datasets. For the images shown in this paper, Flint uses a reference
collection of 44,408 microbial genomes from the Ensembl Bacteria database [42], while
Kraken 2 uses a “16S” reference of 5,127 genomes which contains references from
Greengenes [37], SILVA [122], and RDP [32]. Once the profiles have been created, we
use them as input to the Jasper tool which creates a Hilbert image for each sample.
The input to Jasper can represent a single metagenomic sample, or multiple
ones if given in a labeled matrix, and its output will be metagenomic Hilbert images
for each sample provided as input. Documentation on the type of profiles, along
with matrix formatting guidelines, are all available in the documentation page of the
GitHub repository, and detailed parameters, along with sample command calls for
both Flint and Kraken 2 are available in the project website.
Different linear orderings of the taxa on the Hilbert curve result in different images. Users may select from two options: a taxonomic ordering (Figure 5.3) which
uses the linear order from Ensembl’s taxonomic tree, or a user-defined labeled ordering (Figure 5.4) which determines the order based on a labeling from a biological
grouping of samples provided by the user. Both orderings place microbial genomes
along the curve in a specific order. Note that unlike other genomic HCV techniques,
metagenomic Hilbert images do not depict single genomic positions, but rather, they
display thousands of genomes.
5.3.1

Microbial Neighborhoods

Different linear orderings produce different Hilbert visualizations, with each resulting in clusters of related microbes along neighboring regions in the 2D plane. The
clustering creates unique areas that resemble community neighborhoods in popular
consumer mapping applications like Google Maps [56], and we term these areas Microbial Neighborhoods (Figure 5.3, panel (A)) as they represent microbes belonging to
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Figure 5.4: Labeled Ordering. (A) Samples are processed in a M x
N matrix that contains M labeled samples, and N microbial taxa. The
user specifies the ordering of the biological conditions that the M samples
belong to. For each labeled grouping, the taxa with the highest mean relative abundance is identified and used as an anchor for a linear order in the
Hilbert curve.(B) Resulting Hilbert curve image for 3 samples (SRS024557,
SRS045254, SRS063478) for a buccal mucosa condition, built using an averaging ordering scheme from 8 HMP body sites.

either the same taxonomic group, or the same biological condition — the idea being
that they are clustering around a common theme (taxonomic or biological).
One advantage of the Microbial Neighborhoods, using the Taxonomic Ordering is
that when the genomes are laid out in the Hilbert image without any abundance color
mappings, the distribution of the reference genome database can be quickly illustrated
(Figure 5.3, panel (A)). Larger clades with more taxa (leaves) occupy larger tracts
of the image. Thus, we can see from Figure 5.1 (B) and 5.3 (A) that the Ensembl
database contains a large number of strains from the Streptococcus and Staphylococcus
genera. Displaying a reference genome database using the Hilbert curve is a way of
understanding the microbial diversity of the database.

71

Taxonomic Neighborhoods
The first option for ordering genomes along the Hilbert curve is the taxonomic
ordering which determines a 1D linear order based on a genome’s taxonomic lineage.
In this ordering, pairs of taxa belonging to the same taxonomic group (say the same
Genus or Species) are placed close to each other along the curve, and consequently,
close to each other in the Hilbert image. This ordering scheme creates Taxonomic
Neighborhoods that envelop related taxa based on their taxonomic lineage, and as seen
in Figure 5.3, multiple taxonomic levels can be displayed at the same time in a single
image. The ability of the Hilbert image to display multiple levels of the taxonomic tree
all at once, while at the same time providing high-resolution abundance information
for single genomes, is a compelling advantage over visualizing data with other means
as the sheer number of data points (single genome measurements) would overwhelm
any other 1D visualization.

Linearizing Trees
Illustrating a taxonomic tree as a 2D Hilbert curve starts by finding a linear order
of the leaf nodes in the tree. Figure 5.3, panel (B), depicts a fictitious taxonomic tree
with 16 leaf nodes (microbial strains in this example) that are ordered along a 1D
line using a taxonomic ordering scheme (section 5.3.1) which groups the 16 strains
according to their parent species and genus groups. Figure 5.3, Panel (C), illustrates
how the 16 strains would be laid out on a 2D plane, and how the taxonomic hierarchies
are represented as strain, species, and genus areas in the Hilbert image.
Note that establishing a linear order for a tree structure is non-trivial as trees
do not have a “start” or “finish”, nor do they have a “right” side or a “left” side.
Different orderings result by performing a permutation of the children at any given
node of the tree. Algorithms for finding an optimal order have been proposed such
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as the one described in [17], but the optimal order relies on the tree having a certain
property such as it being a binary tree, and for a distance measure to be calculated.
The taxonomic ordering linearizes a tree by using taxonomic data taken from
Ensembl’s Pan-taxonomic Compara [44] and Ensembl Genomes [43] databases, and
we use Ensembl’s taxonomic information as the basis for building a taxonomic tree
structure that is linearized and used as the foundation for the Hilbert image. The
genomes in the reference database are annotated so that we can establish a lineage up
to the phylum level, and in the case when we profile mWGS data, the leafs of the tree
are taken to be microbial strains; in the case when we profile 16S data, then the leafs
of the tree are taken to be microbial species. For both mWGS data and 16S data,
the 2D square that bounds the Hilbert image represents all the genus-level groups in
our taxonomic tree; we do this because we found that drawing the curve at the genus
level amounts to a good compromise between information and visual appeal.

Condition Neighborhoods
The second option for ordering genomes along the Hilbert curve is the labeled
ordering (Figure 5.4), which creates “Condition Neighborhoods” by using an ordering
scheme that determines the 1D linear order based on a user-supplied labeling of
samples provided as a labeled m × n sample matrix M , where m are sample rows,
and n are the genomes in the reference database; if we have i samples, and j reference
genomes, then the cells in the matrix correspond to abundance values for genome nj
in sample mi .
Establishing the 1D linear order for multiple biological conditions (Figure 5.4,
panel (A)) starts by ordering the number of conditions k in some meaningful order,
C1 , C2 , ..., Ck , provided by the user. Note that the conditions may represent different
disease states (if we are comparing disease samples), time intervals (if we are com-
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paring a time series), or locations (if we are comparing body sites, or environmental
sites); the conditions are not limited to the aforementioned list, as users can supply
their own. Once we have a condition ordering established, the next task is to identify
taxa whose average relative abundance is highest in C1 and order them first, followed
by taxa whose average relative abundance is highest in C2 , and so on, until we terminate the ordering by taxa that are not abundant in any of the conditions. Once we
have established the ordering, we can then draw the Hilbert images for each of the
samples from the input sample matrix M .
Although one can argue that every taxon must be highest in one of the k conditions, this is not meaningful unless its presence is above the threshold of noise, which
we determine when we normalize the input matrix M . In general, if a taxon is most
abundant in multiple conditions (something that we have not seen in practice), then
we assign it to the first condition as determined by the input ordering criteria. After
the conditions have been organized along the curve, taxonomic information is used
to order genomes within the range of the condition.
Note that in this ordering, the Hilbert image is still visualizing one sample, but
it is displaying the abundance characteristics of the biological condition for which the
sample is most prevalent in — “hotspots” will therefore appear in one of the conditions, and users can readily tell what condition the sample belongs by identifying the
area, i.e., neighborhood, that represents the condition in the image. Clusters of bright
positions will also appear in other neighborhoods (Figure 5.5), as other conditions
will contain taxa with high relative abundances, but not in the same quantities as for
the condition that the sample belongs to.
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Adding New Samples and Genomes
For the taxonomic order, the preservation of a genome’s locality in the plot is
a key advantage when adding new samples, as they can be added to a dataset of
microbiome maps without having to modify the map’s topology significantly: the
dimensions of each microbiome map (width × height) correspond to the number of
genomes in our reference database, and as long as the reference database does not
change, then the microbiome map’s underlying topology should remain constant for
new samples.
For the labeled ordering, the preservation of locality for a genome is a little more
delicate as the assignment of a genome to a neighborhood is done by identifying taxa
whose mean relative abundance is highest in a group of samples. If the new sample
to be added changes a taxa’s mean relative abundance in the sample’s group, then
it could affect the map’s topology. Note that this is a disadvantage to all mapping
orders that rely on precomputing a value to place taxa in a neighborhood — specially
when that value is computed across a group of samples, as new samples will require
their re-evaluation.
Adding new genomes to the reference collection could affect all existing plots
because the positions of the existing genomes in the map could change when new
genomes are added in the middle of the ordering. One possible solution is to leave
“blank” (i.e., unassigned) pixels or areas on the map to allow for future additions
to the reference database. This could be implemented by inserting the gap so that
the next clade always starts at the boundary of a square region of size 2k × 2k , for
a predetermined value of k. Nevertheless, the addition of new taxa into an existing
ordering will also change the relative abundance of all or almost all taxa changing the
intensities of the pixels by some amount.
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Figure 5.5: Chronic Kidney Disease Stages. Hilbert curve visualizations for 16S samples of five stages of chronic kidney disease, along with a
control sample. Each panel represents the mean relative abundance of 3 samples for each stage, and displays 5,127 species. Regions marked A shows a
group of microbes that appear in all stages, while region marked B appears in
almost all stages except CKD3 (absent), and Control (lowered abundance).
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5.4

Results and Discussion
We created “microbiome maps” for two groups of metagenomic datasets: 24

mWGS normal samples taken from the Human Microbiome Project (HMP) [71],
and 18 fecal samples (16S) from a collaboration with Kangwon National University
and Seoul National University in Korea. The 24 samples from HMP represent 8
different body sites, and the 18 samples from the Korea study represent five stages
of Chronic Kidney Disease (CKD), along with a normal control set. We analyzed the
mWGS HMP samples with the Flint software [153], and the 16S CKD samples with
Kraken 2 [166]. For the HMP samples, the metagenomic profiles contained relative
abundance measurements for 44,048 microbial strains, and for the CKD samples, the
metagenomic profiles contained relative abundance measurements for 5,127 microbial
species.
Three samples were selected for our study from HMP from each of the eight
following body sites: Buccal Mucosa, Gastro-Intestinal Tract, Nares, Palatine Tonsils,
Posterior Fornix, Supragingival Plaque, Throat, and Tongue Dorsum.
Eighteen fecal samples were obtained from CKD patients of Kangwon and Seoul
National University Hospitals. The samples were selected based on their glomerular
filtration rate (see Kidney Disease Improving Global Outcomes (KDIGO) [78]), and a
total of six groups were created: Control, CKD Stage 1 (CKD 1), CKD Stage 2 (CKD
2), CKD Stage 3 (CKD 3), CKD Stage 4 & 5 non-dialysis dependent (CKD 4-5ND),
and CKD Stage 5 dialysis dependent (CKD 5). The CKD stages were determined
based on the worsening function of the kidney patients, and three samples from each
group were used.
5.4.1

Comparison to Other Methods

The WHAM! and iMAP suite of tools for exploring the profiles create standard
visualizations including stacked-bar plots, cluster heatmaps, etc., which are helpful
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for condensing the summarized information for multiple samples. However, they lack
the ability to convey nuanced information on about 44,000 bacterial strains in a
single sample while retaining the perspective of the latent metagenomic relationships
(common and/or unique taxa). The Hilbert curve visualizations are easy to interpret:
with a quick glance, one can capture the prominent taxonomic groups and even
capture groups of co-occurring taxa. With a shift in perspective, the visualization can
help to identify the body site (for HMP) or disease condition (CKD) that characterizes
the samples.
5.4.2

Metagenomic Visualizations

The community abundance profiles from Flint and Kraken 2 for the HMP and
CKD datasets were converted into Hilbert curve visualizations: for both datasets we
created a set of images using a taxonomic ordering, and another set using a labeled
ordering. Note that the images with the taxonomic ordering contain taxonomic clade
border lines at the Genus level, because we found this level of resolution to be a
good trade-off between image interpretability and taxonomic lineages. Going to a
higher level would have resulted in images with vast neighborhoods, and going a level
deeper would have resulted in images that contained too many borders. For images
done with the labeled ordering, the clade border lines are drawn so as to fence off the
different labels specified by the user.
Metagenomic Hilbert images for mWGS and 16S data communicate abundance
information at different levels of a genome’s lineage: for mWGS samples, each position
in the image displays information about microbial strains (the resolution at which
abundances are reported by Flint[153]); for 16S samples, each position in the image
displays information about microbial species (the resolution at which abundances are
reported by Kraken 2 [166]).
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Figure 5.3, panel (A), contains a representative image from one sample of the
HMP dataset (sample SRS019119, Nares) ordered using the taxonomic ordering scheme.
In this image we can clearly see that the Streptococcus and Staphylococcus groups are
abundant in the Nares sample. While the dominant group would have been obvious
even in a traditional 1D plot, the Hilbert curve visualization ensures that the smaller
taxonomic groups are not overshadowed by the more abundant groups. Identifying
the most abundant taxonomic clades in a sample only takes a quick glance at the
image.
Figure 5.4, panel (B), contains another representative image from a Buccal Mucosa sample from the set of 18 HMP samples. This image also contains the same 44K
reference genomes from 5.3, panel (A), but they have been ordered using the labeled
ordering scheme. Using this scheme, we have ordered the reference genomes based
on the highest mean relative abundance of a genome in its labeled cohort, and the
resulting image can then display the profile of any sample (or the cohort’s average)
using the computed order. The advantage of this ordering scheme is that identifying
the biological condition that the sample belongs to is effortless: one need only look at
the neighborhood that contains the most hotspots (Buccal Mucosa in this case). Additionally, one can readily see that the buccal mucosa site shares some microbes with
those typically abundant in the throat, palatine tonsils, posterior fornix, supragingival
plaque, tongue dorsum, and the GI tract.
Figure 5.5 comprises 16S samples from the CKD analysis arranged using the
labeled ordering scheme. Here, we observe five stages of CKD, and the control, and are
displaying the abundances for 5,127 species. Just as we did with the ordering in Figure
5.4, we ordered each of the species in the profiles based on mean relative abundance
of each CKD stage: the most prominent taxa in CKD Stage 1 are surrounded by
the labeled border of the CKD 1 area, the most prominent taxa in CKD Stage 2 are
surrounded by the border of the CKD 2 area, and so on. Each image on the panel
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corresponds to the highest mean relative abundance in the samples from each of the
CKD conditions. It is not surprising that the respective regions are more lit up when
the samples are from the appropriate cohort. Thus, we can readily identify the stage
of each sample by looking at the density of hotspots in each labeled area.
What is more significant is the way these plots show the microbes shared by
different stages of the disease. For example, region marked A in the figure shows a
group of microbes that appear in all stages, while the region marked B appears in
almost all stages except CKD3 (absent) and Control (lowered abundance).
A significant point to note is that by fixing the orderings of the taxa, Jasper’s
visualizations can be used to effectively present groups of metagenomic samples that
can be partitioned temporally (longitudinal studies), spatially (body sites or environmental sites), by disease types or subtypes (e.g., ulcerative colitis vs Crohn’s disease),
by disease stages (as in CKD), and by developmental stages (infant gut at different
stages of development). Additionally, it is readily possible to create average microbiome maps (Figure ), aggregate maps (Figure ), and differential maps (Figure 6.35)
showing either average, aggregate, or differential abundances, respectively. Finally,
animations can help enhance the visual appeal for some of these groups of samples,
as discussed in Chapter 6.6.2.

Visual Inspector Tool
Jasper also offers the Visual Inspector, a tool for interactively inspecting and
exploring the “microbiome maps”. The inspector can load an image along with a
set of annotations, and users can mouse over and click on a location of the loaded
“microbiome map” to get information about the microbial genome represented at that
location. Details on the inspector can be found at the project’s website and Section
6.7. An obvious enhancement to the visual inspector tool is the ability to zoom into
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specific regions of the “microbiome map”, and/or to select a region of the image for
inspection and further exploration.
5.5

Summary and Conclusion
In this chapter we have shown how the Hilbert curve visualization technique can

be used to compactly visualize metagenomic community abundance profiles from both
mWGS and 16S rRNA gene sequencing datasets. The resulting microbiome maps
display the relative abundance of microbial genomes in an interpretable manner, and
can convey information about multiple latent factors of the reference genomes in the
samples under study.
The Hilbert curve is used to lay out the microbes from the reference database in
two different ordering schemes that can be used to draw a microbiome map image:
the first, the taxonomic ordering relies on taxonomy information from the Ensembl
Genomes database, and can be used to create images that express abundance values
in the context of the taxonomic clades that the microbial genomes belong to. The
second, the labeled ordering is dependent on a user-specified labeling of biological
conditions for a cohort of samples, and can express the abundance values of the
profile in the context of a user-defined biological interpretation.
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CHAPTER 6
APPLICATIONS OF MICROBIOME MAPS

As discussed in Chapter 5, Jasper uses a technique called the Hilbert curve
visualization (HCV) to visualize the microbial community abundance profiles of a
large number of genomes (up to 44K). These profiles contain the relative abundance
measurements of thousands of genomes. These genomic taxa are ordered along a
space-filling curve in a 2D square using the Hilbert curve and the relative abundance values are translated into intensities of pixel values along the curve. In the
resulting Microbiome Map, each position corresponds to a genome from the reference
database, and the intensity of the position’s color value represents the abundance of
that genome in the sample. The impetus for the Jasper project is that traditional
visualization techniques that display community abundance profiles do not take into
account underlying information.
To showcase the potential of our technique, we analyzed 12 samples from the
Human Microbiome Project (HMP) and created detailed abundance profiles and microbiome maps. We also analyzed a set of 18 samples from a Chronic Kidney Disease
(CKD) study, and 15 samples from a Infant Gut Microbiome study.
For the experiments reported here, community abundance profiles from Flint
and Kraken 2 for the HMP and CKD sample datasets were converted into microbiome
maps using Jasper. The input to Jasper can represent a single metagenomic sample, or multiple ones if given in a labeled matrix, and its output will be microbiome
maps for each sample provided as input.
This chapter contains detailed discussions on the results of our experiments with
Jasper on visualizing these data sets.
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6.1

Existing Tools for Visualizing Microbial Profiles
Visualizing a microbiome’s abundance profile is achieved by mapping each read

against a reference collection of microbial genomes and creating counts of the number
of reads that map to each genome. A typical community abundance profile of a
microbiome sample (HMP tongue dorsum, SRS019389) is shown in Figure 6.1, and it
is simply stored as a text file with strain names and abundance values. We can choose
to plot the single tongue dorsum profile from Figure 6.1 using a pie chart (Figure 6.2),
or a bubble plot (Figure 6.3), but what we immediately notice is that these plots
cannot display the abundance profiles of large genome collections such as the 44K
from Ensembl. Recently, the Krona visualization software [115] was developed for
interactively displaying microbial abundance profiles (Figure 6.4), but the software
is also not able to display profiles with a large number of genomes; Krona (version
2.4) will not even run with the full profile for the tongue dorsum sample from Figure
6.1 which contains 44K genomes: the plot in Figure 6.4 is only able to display 20K
genomes, as trying to use the software with 44K genomes crashes the program. Bar
charts are another popular tool for displaying abundance profiles, and they can even
be used to display multiple samples, and not just a single one. Figure 6.5 contains
such a plot, and it displays fifteen bars representing fifteen time-points at which the
microbiome of a single patient was sampled [51].
In all of the aforementioned visualization techniques, one can readily see the top
players, i.e., the taxa with the highest abundance. However, all of them have poor
resolution for the taxa with relatively small abundance, making visual comparisons
of two samples difficult — this is exacerbated when one sample contains a different
set of highly abundant taxa than other samples, as trying to only focus on the most
abundant would result in a different set of taxa displayed. In particular, quickly determining the change in abundance of a single taxon is not convenient. Furthermore,
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none of them have the ability to visually compare clades or groups of taxa between
two samples. These differences are further discussed in the sections to follow.

Figure 6.1: Tongue Dorsum Profile. A tabular representation of a
typical community abundance profile as generated by the Flint software.
Only the first 10 rows out of 44K are shown.

6.2

Overview of Experiments with Microbiome Maps

6.2.1

Experiments with Orderings

In a metagenomics context, different linear orderings of the taxa on the Hilbert
curve result in different microbiome maps. Users may select from one of two options:
a taxonomic ordering which uses the linear order from Ensembl’s taxonomic tree, or
a user-defined labeled ordering which determines the order based on a labeling from
a biological grouping of samples provided by the user. For both datasets (HMP and
CKD) we created both a taxonomic ordering and a labeled ordering, converting each
into corresponding visualizations.

Taxonomic Ordering
The taxonomic ordering scheme is based on a taxonomic hierarchy of microbial
lineages. Each level of the taxonomic tree is parsed and laid out on the curve (see
Figure 5.2 from Chapter 5). We take taxonomic information from Ensembl Genomes
84

Figure 6.2: Tongue Dorsum Profile - Pie Chart. A pie chart of the
abundance values for the full profile of Figure 6.1 generated by the Tableau
[141] software.

[43] and use it to create the basic structure for our microbiome maps. For optimization
purposes, we compute the orderings at the Genus, Species, and Strain levels. In
our visualizations, one image represents one sample, and the outermost 2D square
represents a union of all the different genera in our reference database.
Lines are drawn to fence off different genera, and these create the “microbial
neighborhoods” mentioned in 5.3.1 and that encompass related clades of microbial
species and strains in the taxonomy 6.6. Thus, a useful byproduct of the taxonomic
ordering and its microbiome map is that the area of a “microbial neighborhood”
corresponding to a specific genus reflects its size (i.e., the number of reference genomes
from that genus) in the database. In Figure 6.7, we can see that the Streptococcus and
Staphylococcus genera contain a lot of genomes in our database, while the Yersinia
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Figure 6.3: Tongue Dorsum Profile - Bubble Plot. A bubble plot of
the abundance values for the tongue dorsum profile of Figure 6.1. The size of
the bubble represents a relative abundance value of the profiled genome at the
strain level (note that labels display the genus and species, and are truncated
for display purposes). Plot generated by the Tableau [141] software.
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Figure 6.4: Metagenomic Profile - Krona Plot. A screenshot of an
interactive Krona plot displaying the abundance profile of the tongue dorsum
sample from Figure 6.1. The black bands at the bottom and bottom-right of
the plot are caused by the need to pack a large number of reference genomes
in a small section of the circle.
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genus contains a relatively smaller set. Visualizations such as these for a reference
database are helpful because they inform future sequencing projects if we wanted to
achieve better parity for the references.

Labeled Ordering
The second option for ordering genomes along the Hilbert curve is the labeled
ordering. This is an ordering scheme that determines the 1D linear order based on a
user-supplied labeling of samples provided as a labeled m×n sample matrix M , where
each of the m rows correspond to samples, and each of the n columns correspond to
genomes in the reference database; if we have m samples, and n reference genomes,
then the cells in the matrix corresponds to abundance values for a genome ni in a
sample mj . Figure 6.8 contains the basic layout for a case of 8 body sites from HMP.

Figure 6.5: 16 Samples - Stacked Bar Chart. A stacked bar chart
representation of a community abundance profile for 16 time points generated
by the Tableau software [141] for the study from [51].
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Figure 6.6: Taxonomic Ordering. Basic layout of the taxonomic ordering. Each unit of the map is assigned to one taxon in the taxonomic ordering.
Each clade in the taxonomy tree appears consecutively on the taxonomic ordering and gets assigned a region in the map. As shown, these clades can
be outlined, if needed, creating microbial neighborhoods of taxonomically
related taxa. The size of an outlined region is proportional to the number of
species in that taxonomic clade.

Note that in this ordering, each taxon is assigned a condition that it best “represents”. A taxon is grouped under condition i if its average abundance is highest
in the samples corresponding to condition i. Then, the conditions are ordered along
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Figure 6.7: Taxonomic Ordering at the genus level. Clades at the
genus level are outlined as microbial neighborhoods. The sizes of the neighborhoods correspond to the number of child species in the taxonomy tree.

the Hilbert curve. Within the condition, all taxa are ordered using the taxonomic
ordering described earlier. Note that the labeled arrangement is still visualizing one
sample, but it is effectively displaying the abundance characteristics of the biological condition to which the sample belong. In other words, if the sample belongs to
condition i, then it is most likely to display “hotspots” in the region of the map cor-
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Figure 6.8: Labeled Ordering. A labeled ordering of an example profile
that contains 7 biological conditions. The ordering is for 44K genomes from
Ensembl, and they are ordered based on their mean relative abundance in
the samples with that condition.

responding to that condition, making it easy for users to visually classify samples by
their visualizations. With real samples that may be part of more than one condition
or in between two conditions (e.g., stages of a disease), hotspots may also appear
in other neighborhoods. However, the utility is best recognized with the examples
shown. See Figures 6.18 - 6.25 for some examples.
As mentioned above, the conditions need to be ordered along the Hilbert curve.
Deciding the ordering of the biological conditions, C1 , C2 , ..., Ck , is obvious if a natural
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ordering exists based on the biological description or if it is provided by the user. For
example, natural orderings exist if the conditions represent different stages of disease
progression, time points in a longitudinal study, or sampling locations (ordering of
the organs within the digestive system, or in environmental sites). After ordering the
conditions, we identify all taxa whose average relative abundance is highest in C1 and
order them first, followed by taxa whose average relative abundance is highest in C2 ,
and so on, breaking ties arbitrarily. Once we have established the ordering, we can
then draw the labeled ordering for each of the samples from the input matrix M .

6.2.2

Reference Genome Collections

Ensembl Genomes
Our starting reference database of microbial genomes was downloaded from the
Ensembl Bacteria [42] repository (version 45). A total of 44,048 bacterial genomes
(Strain level) were downloaded in FASTA format, accounting for about 4.7 million
individual FASTA references. The collection included reference sequences for fully
assembled chromosomes and plasmids, as well as sequences for draft-quality supercontigs, the latter amounting for most of the reference files in our database. We
followed the same preprocessing steps used in Valdes et al. for the Flint project
[153], and in Section 3.2.

Kraken 2 Genomes
For processing 16S amplicon sequencing data, we used the RDP database of
bacterial and archaeal 16S rRNA sequences [32]. Downloading the library with taxonomy information and indexing reference genomes were performed by Kraken 2 [166]
taxonomic classification tool by utility “kraken2-build"” using the command in
Listing 6.1.
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1

THREADS=32

2
3

kraken2-build --threads ${THREADS} --download-taxonomy \
--db /path/to/Kraken2/database

4
5

kraken2-build --threads ${THREADS} --download-library bacteria
--no-masking \
--db /path/to/Kraken2/database

6
7

kraken2-build --threads ${THREADS} --build --db
/path/to/Kraken2/database

Listing 6.1: The command used to process data with Kraken 2.

To estimate relative abundance from Kraken 2 classification results, we used
Bracken [96]. Therefore, we built the Bracken database of read-length k-mers derived
from the Kraken 2 RDP database mentioned above using the “bracken-build”
command in Listing 6.2.
1

THREADS=32

2
3

bracken-build -d /path/to/Kraken2/database -t ${THREADS}

Listing 6.2: The command used to process data with Bracken.

This completes the description of the processing of the genomes used in the
profiling by Kraken 2.

RefSeq Bacterial Genomes
A total of 12,116 “complete” (i.e., their genomes have no gaps) bacterial genomes
were downloaded from RefSeq v.92 [113]. We will refer to this set as the RefSeq collection. The indexing and annotation step was performed with the Flint prepossessing
module [153].
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6.3

Processing the Microbiome Datasets
We created microbiome map visualizations for three groups of datasets: 24

mWGS samples from the Human Microbiome Project (HMP) [71] obtained from
healthy individuals, 18 16S disease samples from a collaboration with Kangwon National University School of Medicine in Korea, and 15 mWGS gut microbiome samples
taken from a single patient ([51]). The 24 samples from HMP represent 8 different
body sites, the 18 samples from the Kangwon study represent 5 stages of Chronic Kidney Disease (CKD), along with a normal control set, and the 15 gut microbiome samples represent 15 days from an infant patient’s antibiotic treatment with Vancomycin
and Ticarcillin-Clavulanate (6 days before treatment, 9 days after treatment). We
analyzed the mWGS HMP samples with the Flint software [153], Since Flint is not
designed for profiling data from 16S rRNA sequencing data, the 16S CKD samples
were analyzed with Kraken 2 [166], and the 15 gut microbiome samples were profiled
directly with Bowtie2 in a single machine (no Flint cluster) to test the visualization
of a reduced set of reference genomes. For the HMP samples, the abundance profiles
contained relative abundance measurements for 44,048 microbial strains (details in
Section 6.3.1); for the CKD samples, the abundance profiles contained relative abundance measurements for 5,127 microbial species (dtails in Section 6.3.2); and for the
gut microbiome samples, the abundance profiles contained measurements for 12,116
microbial strains (details in Section 6.3.3).
6.3.1

HMP Sample Processing

Samples from the human microbiome project (Figure 6.9) were downloaded and
then processed using the Flint software. Table 6.1 shows the samples and their body
sites that were selected from HMP for processing.
HMP samples were processed using Flint (version RC4.B20191120) running
on AWS [9]. Samples were downloaded and preprocessed, and then analyzed with
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Body Site

Sample 1

Sample 2

Sample 3

Buccal Mucosa
Gastrointestinal Tract
Nares
Palatine Tonsils
Posterior Fornix
Supragingival Plaque
Throat
Tongue Dorsum

SRS045254
SRS014683
SRS011105
SRS015061
SRS014343
SRS017088
SRS013948
SRS045127

SRS024557
SRS050422
SRS014901
SRS019126
SRS047335
SRS047265
SRS015062
SRS013502

SRS063478
SRS064276
SRS019119
SRS063351
SRS078197
SRS065310
SRS065335
SRS055495

Table 6.1: HMP Samples. Eight (8) body sites were selected from the
HMP (version 1 project repository) based on their representative number of
samples (how many samples each body site contained), as well as the number
of DNA sequencing reads that passed a HMP complexity filter (MAPQ score
> 20) for each sample.

the following command-line parameters (Listing 6.3) using a “c4.8xlarge” EMR
instance.
1

URL_FOR_SPARK_CLUSTER="yarn"

2

YARN_QUEUE="default"

3

DEPLOY_MODE="client"

4
5

spark-submit --jars ${KINESIS_LIB_PATH} \

6

--master ${URL_FOR_SPARK_CLUSTER} \

7

--deploy-mode ${DEPLOY_MODE} \

8

--queue ${YARN_QUEUE} \

9

${PROJECT_DIR}/flint.py --samples ${CONF_SAMPLES_JSON} \

10

--output_local \

11

--report_all \

12

--coalesce_output \

13

--stream_dir

Listing 6.3: Flint parameters for AWS EMR.

95

Figure 6.9: HMP Samples. Sample class distribution for the collection from the Human Microbiome Project. Four body sites dominate the
distribution – Buccal Mucosa, Gastrointestinal Tract, Nares, and Posterior
Fornix.

The JSON configuration from Listing 6.4 was used to run the Flint software in an
EMR cluster in AWS. Note the use of Ensembl version 45, and the use of 32 threads
for the read-alingment step using Bowtie2.
1

{

2

"partition_size": "64",

3

"bowtie2_path": "/home/hadoop/apps/bowtie2-2.3.4.1-linux-x86_64",

4

"bowtie2_index_path": "/mnt/bio_data/index",

5

"bowtie2_index_name": "ensembl_v45",

6

"bowtie2_threads": "32",

7

"annotations": {

8

"bucket": "your_bucket_name",

9

"path": "path/to/ensembl/annotations.txt" },

10

"streaming_app_name": "HMP Analysis",

11

"batch_duration": "0.25",

12

"output_dir": "/home/hadoop/flint/output",

13

"samples_bucket": "hmp-samples",
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"samples":[

14

{

15

"id": "SRS0XXXXX",

16

"sample_format": "tab5",

17

"sample_type": "paired",

18

"sample_dir": "batch-analysis/batch-01",

19

"shard_dir": "shards"
}

20

]

21
22

}

Listing 6.4: JSON configuration for Flint.

6.3.2

Chronic Kidney Disease Sample Processing

18 samples were obtained from a study from Kangwon National University School
of Medicine for Chronic Kidney Disease (CKD). The samples represented samples
from healthy subjects along with samples from patients at one of five stages of
CKD, where disease stage is defined by Kidney Disease Improving Global Outcomes
(KDIGO) [78].
The taxonomic profiles were obtained using the Kraken 2 taxonomic classifier,
followed by a Bracken abundance estimator with the following commands:
1

kraken2 --db /path/to/Kraken2/database \

2

--report-zero-counts \

3

--threads ${THREADS} \

4

--report /path/to/Kraken2/report \

5

--paired /path/to/fastq/pair1 /path/to/fastq/pair2 >
/path/to/output/Kraken-report

6
7

bracken -d /path/to/Kraken2/database \

8

-i /path/to/Kraken2/report \

9

-o /path/to/output/Braken-report

Listing 6.5: Kraken and Bracken run parameters for the CKD dataset.
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6.3.3

Infant Gut Sample Processing

Premature Infant Gut mWGS samples were obtained from a study (BioProject
ID PRJNA301903) by Gibson et al. [51]. For our analysis, we have selected the
patient with anonymized ID “107.2” who was sampled at 15 time points, or Days of
Life (DOL), as listed in Table 6.2.
Sample ID

Day of Life (DOL)

SRX1551579
SRX1551431
SRX1551337
SRX1551595
SRX1551531
SRX1551823
SRX1551847
SRX1552075
SRX1551997
SRX1551533
SRX1551367
SRX1551561
SRX1551739
SRX1552021
SRX1552055

28.2
29.5
31.5
32
33.1
34.5
37
38.3
38.8
41.7
41.9
46.4
56.2
57.9
64.5

Table 6.2: Infant Gut Samples. Fifteen days of a patient’s antibiotic
treatment (Vancomycin and Ticarcillin-Clavulanate). Day 28.2 through day
34.5 are before treatment, while day 37 through 64.5 are after treatment.

To obtain the abundance profile for each sample, we mapped raw metagenomic
reads against 12,116 RefSeq bacterial reference genomes with Bowtie2 [84]. Then,
using the alignment file, we calculated the average coverage of each genome using the
following formula:
C=

NL
,
G

(6.1)

where C is the average coverage, N is the total number of reads that align to the
given sequence, L is the length of the metagenomic read, G is the genome sequence
length. Finally, we obtained a relative abundance by normalizing average coverage.
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6.4

Visualizations with Microbiome Maps
This section discusses microbiome maps for the HMP samples mentioned in Sec-

tion 6.3.1. Two sets of images were created using the taxonomic ordering and labeled
ordering. Full resolution images are available for download via a github link from the
project’s website, biorg.cs.fiu.edu/jasper/. The goal here is to use a small
sample of visualizations to highlight the strengths and weaknesses of Jasper.
6.4.1

HMP Taxonomic Ordering

Figures 6.10 - 6.17 contain 3 sets of microbiome map images for each of the 8
conditions that we analyzed from HMP. Captions contain the HMP sample IDs for
each image. The community abundance profiles for each of these were generated
with Flint. We can see in these figures one of the inherent advantages of using the
Hilbert curve with a static taxonomic order: the location of the genomes in each of
the figures does not change, and we can easily compare and contrast images quickly
by just glancing at them. The color intensity of each pixel region corresponds to the
same genome across all the images, so we can identify what genomes are present, or
absent, in the images by focusing on an area. Overlay of images can readily help to
identify differences between images. Neighborhoods remain fixed for all maps, so we
can easily see when a neighborhood (say Streptococus) is missing, i.e., not colored,
from a sample as in Figure 6.11.
Figure 6.10 shows that for the buccal mucosa sample, the dominant genus is
Streptococcus, and is quite distinct form the gut microbiome, which is dominated
by Bifidobacterium (Figure 6.11), or anterior nares, which consists overwhelmingly
of Staphylococcus species (Figure 6.12). We can see that for the posterior fornix
sample (Figure 6.14) the dominant genus is Lactobacillus, but the Streptococcus and
Eneterococcus genera also turn up, but not at the intensity of Lactobacillus. The
supragingival plaque sample (Figure 6.15) has the Streptococcus neighborhood show99

ing a strong presence, which contrasts to the throat sample (Figure 6.16) in which a
lot of smaller neighborhoods predominate. Lastly, the tongue dorsum sample (Figure
6.17) has high abundance across the entire Neisseria and Streptococus neighborhoods,
and interestingly, both neighborhoods contain hotspots corresponding to species and
strains from these genera whose abundance is high (relative to the rest of that genus).

Figure 6.10: Sample SRS024557 from the HMP Buccal Mucosa set.
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Figure 6.11: Sample SRS014683 from the HMP Gastrointestinal Tract set.

6.4.2

HMP Labeled Ordering

Figures 6.18 - 6.25 contain two sets of metagenomic Hilbert images that represent
the average relative abundance of each taxon (i.e., averaged over all HMP samples
from Table 6.1 for that site). Each image represents the 44K genomes from Ensembl,
and their ordering is based on the highest mean relative abundance for the samples
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Figure 6.12: Sample SRS011105 from the HMP Nares set.

in each condition. Captions contain the HMP body site that the samples belong to.
Community abundance profiles for each of these were generated with Flint.
It is interesting to see that for samples from a specific body site the hotspots
are mostly confined to that labeled region on the microbiome map. For example, the
hotspots in Figure 6.18 and 6.20 are largely confined to the region labeled “Buccal
Mucosa” and “Nares”, respectively. However, due to the proximity of the other
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Figure 6.13: Sample SRS015061 from the HMP Palatine Tonsils set.

oral sampling sites, it does show smaller hotspots in other regions such as throat,
supragingival plaque, etc. The samples from the GI tract appear to share fewer
hotspots with other regions 6.19. Similar conclusions can be drawn from Figures 6.21
through 6.25.
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Figure 6.14: Sample SRS014343 from the HMP Posterior Fornix set.

6.5

Visualizations - CKD Study
This section contains metagenomic Hilbert curve visualizations for the CKD

samples from section 6.3.2. As with the HMP samples, two sets of images were
created using the taxonomic ordering and labeled ordering. Full resolution images are
available for download via a github link from the project’s website:
biorg.cs.fiu.edu/jasper.
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Figure 6.15: Sample SRS017088 from the HMP Supragingival Plaque set.

6.5.1

CKD Taxonomic Ordering

Figures 6.26 - 6.31 contain three sets of metagenomic Hilbert images for each of
the five CKD stages, and also for the control normal. Community abundance profiles
for each of these CKD images were generated with Kraken 2, and each image segment
represents the relative abundance of 5,127 bacterial species.
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Figure 6.16: Sample SRS013948 from the HMP Throat set.

6.5.2

CKD Labeled Ordering

Figures 6.32 - 6.34 contain two sets of metagenomic Hilbert images that represent
the average relative abundnace for the CKD samples. Each image represents the 5,127
genomes from the Kraken 2 16S database, and the genome’s ordering is based on the
highest mean relative abundance for the samples in each CKD stage. Community
abundance profiles for each of these were generated with Kraken 2.
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Figure 6.17: Sample SRS013502 from the HMP Tongue Dorsum.
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Figure 6.18: Buccal Mucosa Average Abundance
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Figure 6.19: Gastrointestinal Tract Average Abundance
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Figure 6.20: Nares Average Abundance
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Figure 6.21: Palatine Tonsils Average Abundance
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Figure 6.22: Posterior Fornix Average Abundance
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Figure 6.23: Supragingival Plaque Average Abundance
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Figure 6.24: Throat Average Abundance
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Figure 6.25: Tongue Dorsum Average Abundance
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(a) Sample 1

(b) Sample 2

(c) Sample 3

Figure 6.26: CKD Stage 1, Taxonomic Ordering

(a) Sample 4

(b) Sample 5

(c) Sample 6

Figure 6.27: CKD Stage 2, Taxonomic Ordering

(a) Sample 7

(b) Sample 8

(c) Sample 9

Figure 6.28: CKD Stage 3, Taxonomic Ordering
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(a) Sample 10

(b) Sample 11

(c) Sample 12

Figure 6.29: CKD Stage 4, Taxonomic Ordering

(a) Sample 13

(b) Sample 14

(c) Sample 15

Figure 6.30: CKD Stage 5, Taxonomic Ordering

(a) Sample 16

(b) Sample 17

(c) Sample 18

Figure 6.31: CKD Control Normals: Taxonomic Ordering
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(a) CKD 1 Average Abundance

(b) CKD 2 Average Abundance

Figure 6.32: CKD Stage 1 & 2, Labeled Ordering

(a) CKD 3 Average Abundance

(b) CKD 4 Average Abundance

Figure 6.33: CKD Stage 3 & 4, Labeled Ordering

(a) CKD 5 Average Abundance

(b) CKD Control Average Abundance

Figure 6.34: CKD Stage 5 & Normal Control, Labeled Ordering
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6.6

Variations on Microbiome Maps

6.6.1

Differential Profiles

In addition to being able to display relative abundances, a microbiome map can
also be useful do display the p-values from a differential abundance analyses. Figure
6.35 contains a figure which displays the p-values from a differential analysis of the
buccal mucosa and gastrointestinal tract datasets from HMP. Each image location
corresponds to a genome, but the color of the location is the intensity of the p-value
for the hypothesis that the relative abundance for the two conditions are different,
with lower p-values having a brighter intensity, and only p-values ≤ 0.05 being colored.
Note how one can visually identify taxa that are significantly different between the
two body sites.
6.6.2

Animated Movies

Jasper produces a single image for each sample it is given as input, using either
a taxonomic ordering or a labeled ordering. Images can be used as a single frame
of animations that show abundance hotspots, and their evolution across samples or
biological conditions. Figure 5.5 displays an example of how the microbiome “evolves”
as the disease stage progresses. Figure 6.36 contains image frames from a study
by [51], and shows how the microbiome of a single patient evolves over the course
of several days. One can see the changes in the map due to the administration
of antibiotics (Vancomycin & Ticarcillin-Clavulanate) on day 35, and the changes
during the recuperation period that ensues (days 38 - 64). In particular, the figure
highlights how one could focus on the genus Enterococcus and see how it is nearly
exterminated after the antibiotic is administered, but bounces back with a vengeance,
barely three days layer (see day 41), and remaining at that level for a month (see day
64). Neighboring genera seem to remain unaffected by the treatment. Full resolution
images and movies are available on the project’s website.
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Figure 6.35: Differential Abundance. P-value microbiome map of an
analysis of differentially abundant taxa in buccal mucosa and gastrointestinal
tract. Color intensity corresponds to p-value significance with lower p-values
being more bright. Only p-values ≤ 0.05 are displayed.

6.6.3

Composite Maps

A meaningful advantage of fixing the locations of taxa in the microbiome maps
is that visualizations can be used to effectively present composite images of multiple
maps. One concept for a composite map is that of an “average” map that displays
the mean abundance values of a set of samples, and Figure 6.37 contains such a plot
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Figure 6.36: Animated Microbiome Map. Selected frames of an animated time-series visualization of 12,116 strains for a single patient from
[51]. Panel (A): zoomed regions of the Enterococcus neighborhood as it
progresses through the antibiotic response. Panel (B): Full resolution animated microbiome map is available at the project’s repository via links from
biorg.cs.fiu.edu/jasper

created from six (HMP) buccal mucosa samples (SRS024557, SRS045254, SRS063478,
SRS014683, SRS050422, and SRS064276). Figure 6.37 displays the mean abundance
of the six samples (as pixel intensities). In the buccal mucosa average map, the
signature Streptococus neighborhood of the buccal mucosa can be clearly seen as the
neighborhood with the largest concentration of hot spots of abundant taxa. Also note
that almost all the neighborhoods have a hot spot, but their density is not as high
as in Streptococus. Another type of composite plot is that of a “aggregate” plot that
collects the abundance values for a group of samples — grouped in any meaningful
way that is valuable to a user. An example would be to create an aggregate map of
a set of samples that have a common factor to them, say the general location from
which they where collected: one could see the creation of an aggregate map of the
human mouth that displayed the aggregate abundance values of samples taken from
the “palatine tonsils”, “buccal mucosa”, and “supragingival plaque” regions, as an
example. To aggregate the samples in such a map, we could use a SUM() function
that sums all the abundance values for the strains found. Note that an aggregate
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map that uses the SUM() would be similar to an average map that use the mean,
the only difference would be that the intensities shown in the average map would be
normalized by the number of samples it represents.

Figure 6.37: Buccal Mucosa Average Map. A composite map created
from the averaged abundance profiles of six HMP buccal mucosa samples.
Note the Streptococus neighborhood, a signature region for buccal mucosa
samples.
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6.7

Metagenomic Hilbert Inspector
As part of the Jasper release, we also offer a way for users to interactively

inspect the microbiome maps they have created. We provide a tool with which users
can load an image along with a set of annotations, and then click on a given segment
of the Hilbert image and get information about the underlying microbial genome,
along with other metadata. Details on the inspector can be found at the project’s
website and Section 6.7.
The inspector tool runs on python and relies on the OpenCV [23] and hilbertcurve
[4] libraries. Users are able to load a microbiome map generated by Jasper by calling
the “jasper-image-viewer.py” script supplied in the “utilities” folder of
the main project directory. The program relies on three parameters to run:

1. “-i” The path to an image created by Jasper in .png format.
2. “-l” A text file with an ordered set of annotations that describes the order of
the genomes in the image (this is provided by Jasper as part of its output).
3. “-p” The level of the curve that Jasper used to create the image (also provided
as part of the output).

The basic command call for the image viewer is outlined in Listing 6.6, and users
can click on any area of the image and the program will provide information on the
genome that was located at the position of the mouse click. Figure 6.38 contains a
screenshot of the image viewer displaying an image from the CKD dataset.
1

jasper-image-viewer.py -i /path/to/jasper-image.png

2

-l /path/to/ordered-annotations.txt

3

-p 7

Listing 6.6: Command call for launching the Jasper visual inspector.
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Figure 6.38: Image Viewer. The Jasper image viewer utility being
used to inspect a CKD image. The hand (top) clicked on the Streptomyces
neighborhood, and the program displayed the image segment Streptomyces
sp. gba 94-10 as the species that was clicked on.
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CHAPTER 7
CHARACTERIZING MICROBIOMES WITH
CONVOLUTIONAL NEURAL NETWORKS

7.1

Introduction
Community abundance profiles give us a lens through which we can study mi-

crobiomes in varying levels of detail. In previous chapters we showed how to compute
these community profiles and how to visualize them succinctly. Here we consider
the problem of studying collections of microbiome profiles. An important followup
challenge is to identify distinctive sets of features of cohorts of microbiomes so that
these cohorts can be characterized. Characterizing microbiomes is an important
task because it can help us understand the micro-ecosystem, and its functional and
compositional characteristics under different biological and environmental conditions.
This has practical applications in several fields including food safety and agronomy
[19, 20, 57], and monitoring of foods during fermentation [76, 90, 102, 119, 140]. For
example, in planetary exploration, it is important for NASA to characterize all Marsbound probes and rovers so that they do not contaminate Mars with Earth’s microbes
[163, 28, 83, 146, 155]. Characterizing cohorts of microbiomes thus has applications
in associating the features with spatial location, identifying features that characterize
diseased samples from healthy, one disease subtype from another, treated samples
from untreated, different types or dosages of drugs, stages of development, and so
much more.
Characterizing microbiomes can be done in one of two ways. One possible approach is to identify microbiome-related biomarkers for cohorts of samples. For example, the presence of Gardnerella species in vaginal microbiomes is often a biomarker
for bacterial vaginosis [15, 104]. A second and more general approach is to build
a computational model, i.e., a machine learning (ML) model that can automatically
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label or classify a new microbiome sample based on its community abundance profile.
We follow the latter approach of building computational models.
In this chapter, we consider the problem of characterizing microbiomes using
existing and well-known ML techniques on their abundance profiles. Our favored
method represents a departure from the standard ML approaches in the following
sense. While the obvious approach is to consider the abundance profiles as a matrix
of values to be input into any of multiple standard ML tools, we use the microbiome
maps computed in Chapter 5 and then train a convolutional neural network (CNN)
model [89]. We discuss the challenges of training CNNs when the number of samples
is small, as well as how to optimize microbiome maps for CNNs. We discuss how
current machine learning frameworks can be successfully employed in the field of
metagenomics, and used to interpret the diverse relationships in a microbiome.
7.2

Approach
Modern deep learning frameworks [2] are able to detect, classify, and diagnose

diseases such as skin cancer [41] (using 2D images), segment brain tumors [64] (using
2D image slices taken from CT or MRI scans), detect anomalies in electrocardiograms [36, 150] (using numerical signal data) and more recently, they have also been
used in metagenomics to classify multiple diseases [87, 112] (using OTUs) and to
classify disease stages [46] (using numerical OTU abundance and phylogenetic distance matrices). These deep learning frameworks are robust. CNNs are particularly
powerful at classification and segmentation tasks when working with image datasets
[54, 62, 89, 98, 157]. CNN architectures are primarily designed to work with images,
and we take advantage of this assumption to analyze microbiome map visualizations.
7.2.1

Convolutional Neural Networks

Convolutional Neural Networks (CNN) [89] are a specific type of neural network
that work well with data whose structure has a grid-like topology. Unlike traditional
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neural networks in which each neuron of each layer uses matrix multiplication to model
the interactions between its inputs and output, CNNs use convolution operations in at
least one layer, which has the effect of creating a sparse connectivity graph between the
input and output units. The benefit of using convolutions over matrix multiplications
is that it allows CNNs to describe complex interactions between many variables only
using simple sparse connections between the units in adjacent layers — this gives
CNNs the ability to learn local patterns, unlike traditional fully-connected networks
that learn global patterns [31]. CNNs also have the advantage of producing highlevel abstract objects rather than just a class for a classification job, or continuous
real-values for regression problems.
Convolutional layers in a CNN are specifically designed to work well with images,
and take as input a volume with shape “width, height, depth” where “width”
and “height” are the width and height of the input images, and “depth” is the
number of channels that the image has: a color image would have “depth=3”, the
depth being a channel for each color in the RGB spectrum. CNNs are primarily built
using three types of layers: convolutional layers, pooling layers, and fully-connected
layers. These layers are defined below:

Fully Connected Layer: Typically found in traditional neural networks, each neuron in such a layer is connected to every neuron in the previous layer, allowing
the entire previous layer to impact its output.
Pooling Layer: This layer downsamples its inputs from the previous effectively
decreasing the “width” and “height” without changing the “depth”.
Convolutional Layer: In this type of layer each neuron is only connected to a
subset (neighborhood) of neurons in the preceding layer.

127

Convolutional networks transform the input volume of images (“width, height,
depth”) into an output volume of feature maps: convolutional layers create small
patches (usually 3 × 3, or 5 × 5) over the input feature map and slide them across
every position. These patches are called convolutional kernels and they compute the
dot product of the kernel at each position with the values of the input at the same
position. The depth of the output volume is arbitrary, and it is set by a parameter
in the convolutional layer — each depth-level in the output volume represents a filter
on the image that creates a feature map of the kernel that was used to create the
filter. Figure 7.1 contains a visual representation of how a convolutional layer works.
Pooling layers as mentioned previously, downsample the feature maps that they
take as input. Similar to convolutional layers, these layers operate through small
patches (usually 2 × 2) that are slid across the feature map, but unlike the convolutional layers, they use a hard-coded max() function, a type of aggregation or averaging function to transform the output of the previous layer. The purpose of these
layers is to make succeeding convolutional layers look at wider patches of the original
image — this downsampling is what makes convolutional networks understand higher
levels of abstractions (Figure 7.2).
The last set of layers in most CNNs are fully connected layers. These layers
operate in the same manner as traditional feed-forward neural networks, and their
function is to classify the input images. The very last output layer will often be
composed of neurons that have a softmax activation function that will create a
probability distribution across the classes that are being graded: if we were trying to
classify images that contained “dogs” using a convolutional network (does the image
contain a dog? Yes? No?), then the output layer would have a single neuron whose
output would be the probability that the image contains a dog.
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Figure 7.1: Convolutional Operations. Input images are turned into an
input volume and small patches (convolutional kernels) and are slid across
the input. The kernels compute the dot product with the input values at the
same location, and the result is a output feature map of filters applied to the
image. Figure inspired by Francois Chollet in Deep Learning with Python,
(Figure 5.4, page 125) [31].

7.2.2

U-Net

The strength of convolutional networks is in their ability to perform classification
tasks on images, and their traditional applications concern the assignment of a class
label to an image. A “U-Net” is a modified convolutional architecture proposed by
Ronneberger in 2015 [128] that contains two symmetrical paths of layers that first
129

Figure 7.2: Higher Levels of Abstractions. A simple look at how a
CNN would arrive at the answer for a Dog. Initial layers will learn to recognize local features such as lines, curves, and blobs of color; while succeeding
layers will learn to recognize legs, ears, and snouts. Inspired by Figure 5.2
(page 123) from Deep Learning with Python by Francois Chollet [31]

perform a contraction and downsampling of the input, and then perform an expansion
and upsampling. The architecture has been popular for segmenting objects of interest
in images, and it has been particularly useful in biomedical imaging applications
[69, 81, 151, 169].
Figure 7.3 contains the Ronneberger U-Net architecture from [128], and we can
see that the network creates a distinct “U” shape by the union of its contracting path
(left side) and expanding path (right side). The left side of a U-Net is a convolutional
network with convolutional and pooling layers, but unlike a full convolutional network,
it does not have any fully connected layers. The interesting part of this contracting
path is that the depth of the output volume after each convolutional layer is doubled
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from that of the preceding convolutional layer, and this is done to make the network
sensitive to the complex objects in the input. In the contracting path, the first
four levels of contraction are comprised by two convolutional layers followed by a
pooling layer until we reach the “bottom” of the “U” where the two convolutional
layers are followed by a “up-convolution” layer, sometimes called a “deconvolution”
layer, but more accurately described as a transposed convolutional layer. It is at this
point that the expanding path starts, and the right side of the U-Net is basically the
mirror image of the left side, but going in the opposite direction. The function of the
transposed convolutional layers is to upsample the input feature maps coming from
the contracting path on the left side of the U-Net, and each upsampling of the input
is followed by two convolution operations to reduce upsampling artifacts.

Figure 7.3: U-Net Architecture. The Ronneberger U-Net used for image segmentation. The architecture gets its name from the distinctive “U”
shape formed by its two paths: the left side performs the convolutional operations, while the right side performs the deconvolutional operations. The
output of a U-Net is a feature segmentation map. Figure 1 from the paper by Ronneberger [128], and reproduced with permission. Copyright 2015,
Springer Nature.
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7.3

Methods
The CNN architecture in the Amber framework is designed specifically for the

characterization of microbiome samples generated from DNA sequencing experiments.
Our characterization framework takes advantage of a convolutional network’s powerful
set of techniques for image classification (through a convolutional network architecture). Our framework is able to process samples using whole-genome or 16S rRNA
gene metagenomic sequencing datasets. We start by creating detailed microbial community profiles with tools such as Flint and Kraken 2. The community profiles for
both mWGS and 16S rRNA data are then transformed into microbiome maps by the
Jasper system using the taxonomic ordering. A CNN-based neural network is then
trained to learn patterns in those images by designing a CNN architecture. CNNs can
take advantage of the proximity of related taxonomic groups in a microbial neighborhood of a microbiome map (see Section 5.3.1 for more on microbial neighborhoods).
Our framework is designed around the traditional layer architecture of a convolutional network (Section 7.2.1). We use the convolutional architecture to develop a
classification framework that is able to classify microbiome samples using synthetic
2D microbiome maps.
After the training is completed with profile images of labeled microbiome samples, the trained CNNs are able to classify or label new and unlabeled samples by
analyzing the presence or absence of the same patterns that are coded into the CNNs.
7.3.1

Convolutions for Microbial Neighborhoods

The primary instrument employed in our framework is convolutional operations
on microbiome maps created with the Hilbert curve. The convolutional architecture
and a typical microbiome map are shown in Figure 7.4. The native resolution of the
image shown here is 256 × 256, which corresponds to a Hilbert curve at level 8. (For
more on the level of the curve, refer to Figure 5.1 and Section 5.2.2.) The divisions in
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Figure 7.4: Convolutions on Microbial Neighborhoods. A microbiome map (panel (A)) created using the Hilbert curve, and scaled for display purposes. The native resolution for each image is 256 × 256, which
corresponds to a Hilbert curve at level eight. Panel (B) shows how the
Hilbert curve is recursively built by recursive partitioning of a square into
four, and the first three levels of the curve are shown. Panel (C) shows the
first stage of our convolutional architecture that we use for our microbiome
classifier. Patches of size (5 × 5) are used in the initial convolutional layers,
and they create 64 filters which comprise the “Output Feature Map”. A
max() pooling layer is used to downsample the feature map in the following
round of convolutional layers.

the image called Microbial Neighborhoods represent different taxa as per a taxonomic
ordering of microbial genomes. (See Section 5.3.1 for more on taxonomic ordering.)
The patterns in the same neighborhoods in cohorts of images are spotted and learned
by the CNN. We start by creating convolutional kernels of size 5 × 5 and slide them
across the image to create 64 filters. All the filters taken together represent the output
feature map of the first layer, which is then feed to a pooling layer that downsamples
the images. Note that the architecture for the transposed convolutional layers is
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similar to the ones depicted in Figure 7.4, but we use a transposed convolutional
layer rather than a convolutional one.
7.3.2

The Amber CNN Model

We implemented our framework using the TensorFlow library [2] version 2.1.0 in
Python. The images that we are using are of relatively small sizes, as each pixel in the
image represents a bacterial genome from a reference genome collection. Two sizes of
images are used which correspond to the sizes of the reference genome database that
is used to create the community profiles: a 256 × 256 image is created for community
profiles that use 44K genomes, and a 128×128 image is used when we use 5K genomes;
these sizes also correspond to the underlying DNA sequencing technology that was
used to create them: the whole-genome datasets profile a larger set of microbes which
result in the larger images (256 × 256 pixels), while the 16S rRNA gene sequencing
dataset profiles a smaller set of microbes which result in the smaller image (128 × 128
pixels).
Figure 7.5 contains a textual description of the Amber CNN model. In typical
CNN fashion, the model starts with a set (five here) of alternating convolutional and
pooling layers. Note that in the figure, we see that the first convolutional layer’s
output shape is 250 × 250 × 16 which corresponds to the model used when 44K
genomes (mWGS data) are used in the microbiome map; the output shapes changes
to 120 × 120 × 16 when 5K genomes are used (16S rRNA). Following the convolutional and pooling layers, we see that a pair of dropout layers are used to prevent
overfitting — these layers randomly set a fraction of its input neurons to zero during
the weight updates throughout the training run. The last layer of the network is a
densely-connected layer with a softmax activation function that creates a probability distribution over the output classes of the dataset (12 body sites for the HMP
dataset, and six conditions for the CKD dataset). The model uses the Adam optimizer
[79] to update the network’s weights, with a learning rate set to 0.001.
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Figure 7.5: Amber CNN Architecture I. The primary architecture
of the Amber CNN model when 44K genomes are profiled. The network
starts with the typical CNN architecture of having alternating convolutional
and pooling layers (lines 5-23). After the last pooling layer, we introduce a
dropout layer (line 25) and flatten its output (line 27). The flattened input is
used as input to a densely connected layer (line 29) which feeds into another
dropout layer before delivering its output to a softmax layer (line 33) which
contains 12 neurons (one for each class in the HMP dataset).

Although the images are small, training on a laptop computer is not feasible as
the underlying hardware components are not designed for training with a large set
of images. A powerful machine with 48 CPUs and 768 GB of RAM memory might
seem like a good option, but such machines are slow to train a large CNN model —
we tried such a setup using the “castalia” machine (see Section 3.2) and it took
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over 14 hours to train a test network of four convolutional layers and four pooling
layers, using a subset of 250 (256 × 256) images. Training CNNs is much faster using
computing machines with graphical processing units (GPU) [94, 137, 154], as the
GPUs have a lot of small processing cores that can perform many simple operations
very quickly and in parallel; this benefits CNNs because the weight updates in the
training step are nothing more than matrix multiplications which can be performed
by the GPU extremely quickly. We first trained our model using the “castalia”
machine and saw training runs taking multiple hours: as low as six hours, and as high
as 10 hours for 200 epochs (the discrepancy being due to the load that the machine
was under while running the experiments as other users were also executing jobs).
We then moved the training of the model to another machine equipped with two
NVIDIA GeForce GTX 1080 Ti GPUs, each with 3, 584 cores and 11GB or RAM
memory. Training on the NVIDIA GPU was substantially faster as we saw average
training runs lasting no more than 5 minutes depending on the machine’s job loads.

Training in the Cloud
We previously developed the capability of running the Flint system on Amazon
Web Services (AWS) [9] (Section 4.2) using a distributed cluster architecture that runs
on commodity machines (Section 4.3.3) running in a master-worker configuration.
The primary building block of a cloud cluster is a simple machine (worker node) that
is configured with the desired software libraries. Such machines are usually quite
affordable through the AWS Spot Market [10]. AWS provides a basic building block
for machine learning workflows called a Amazon Deep Learning AMI [5] which we
use to bootstrap the process of creating a cluster used to run our training models.
Training a TensorFlow model in a distributed cluster is similar to the processing
previously performed in Chapter 3 and 4, with a cluster architecture similar to the
layout in Figure 1.1. A master node is deployed which will serve as the primary execu136

Figure 7.6: Amber CNN Architecture II. Illustrated version of the
Amber CNN model. The model starts with an input volume measuring
width × height × depth, where the width and height are the corresponding
width and height of the input images (256 × 256 for mWGS, and 128 × 128
for 16S), and the depth corresponds to the number of channels: three for
RGB images, one for grayscale. The model starts by using a 7 × 7 kernel,
and learning 16 filters. Notice that as the model gets deeper and deeper,
we learn more and more filters (16, 32, 64, and 128) and the dimensions of
the output volumes get smaller and smaller (250, 125, 62, 31, and 15) which
is typical for a CNN that is learning higher levels of abstraction with each
subsequent layer.

tion point for the training script. Multiple worker nodes are also deployed, and these
nodes are the ones that will perform the bulk of the computation. A configuration
script runs during the cluster provisioning step that loads all the necessary software
libraries that we will be using; libraries such as Pandas, Numpy, Scikit-Learn, ScikitImage, and others are all installed on both the master and worker nodes during the
provisioning step.
Training runs are started on the master node using a Python script that contains the code for creating the convolutional network using TensorFlow. This script
performs any preprocessing that is required and prepares the training, test, and val137

idation datasets. Once everything is assembled, and the convolutional network has
been created, the script compiles the network and initiates the training run on the
worker nodes. The Tensorboard tool [2] is available in the cluster for visualizing the
graph that TensorFlow has created and for debugging purposes.
7.4

Results and Discussion
Flint [153] (Chapter 4) and Jasper (Chapter 5) make the process of creating

microbial profiles and microbiome maps relatively straightforward. We used Flint
and Jasper to create profiles and microbiome maps from 328 samples from healthy
human subjects from the Human Microbiome Project (HMP) [149]. We also used
Kraken 2 and Jasper to create profiles and maps from a dataset of samples from
patients at one of five different stages of Chronic Kidney Disease (CKD). The 328
samples from the HMP dataset were sampled from 12 different body sites: “Attached & Keratinized Gingiva”, “Buccal Mucosa”, “Gastrointestinal Tract”, “Nares”,
“Oral”, “Palatine Tonsils”, “Posterior Fornix”, “Retroauricular Crease”, “Supragingival Plaque”, “Throat”, “Tongue Dorsum”, and “Vaginal”. The CKD samples were selected based on their glomerular filtration rate (see Kidney Disease Improving Global
Outcomes (KDIGO) [78]), and a total of six classes were created: Control, CKD
Stage 1 (CKD 1), CKD Stage 2 (CKD 2), CKD Stage 3 (CKD 3), CKD Stage 4 &
5 non-dialysis dependent (CKD 4-5ND), and CKD Stage 5 dialysis dependent (CKD
5). The CKD stages were determined based on the worsening function of the kidney
patients [78].
7.4.1

Comparison to other Classifiers

The ability to correctly classify microbiome samples using Microbiome Maps was
tested by first evaluating seven well-known classifiers with the community abundance
profiles that were used to create the microbiome maps. The community profiles were
used as input in their tabular form to the following classifiers: “Nearest Neighbor”,
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Figure 7.7: Synthetic Data Classification. Seven classifiers were tested
with synthetic datasets created with the scikit-learn library [117], using code
adapted from scikit-learn’s examples [118]. The “Original Data” depicts the
original data points (x, y) created for the trials with two classes, A and B,
for three datasets, Dataset 1 (created using the make_moons() function),
Dataset 2 (created using the make_circles() function), and Dataset 3
(created using a randomized make_classification() function). Overall
accuracy for each classifier is displayed in each box (label in dark font).
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“Support Vector Machine (linear)”, “Support Vector Machine (Radial)”, “Random
Forest”, “Naı̈ve Bayes”, “Multi-Layer Perceptron (Neural Net)”, and “AdaBoost”.
To start the comparison, we created three synthetic datasets of random (x, y)
coordinate points using the scikit − learn library [117]. To start the comparison, we
created three datasets of random (x, y) coordinate points using the scikit − learn library [117] (Figure 7.7). The three datasets were created using the make_moons(),
make_circles(), and make_classification() functions from scikit-learn.
These functions create a series of pseudo-random points suitable for classification
trials by first creating points along a sine wave (make_moons()), or along a circle
(make_circles()), and then adding Gaussian noise to spread them out. The third
dataset was created by calling the make_classification() function and modifying the return set of points with a random set of numbers drawn from a uniform distribution using the numpy library [114] (note that we use make_classification()
as a convenience function to get the correct input shape as required by the classifiers). These three datasets were benchmarked against the seven classifiers, and their
classification boundaries plotted (Figure 7.7). The goal of this experiment was to
get familiar with the classifier’s decision boundaries, as well as to try to understand
on what type of dataset each classifier would perform the best. Note that detailed
parameters for the classifiers tested are available in Appendix 1.
After running the seven classifiers with synthetic data, we tested their performance with the 328 samples from HMP and 12 classes (body sites). We took the
community profiles generated by Flint in their tabular form and used it as input.
Figure 7.8 contains the results of the trial. When using the tabular-numerical profile,
the “Neural Net” classifier performed the best with 85% accuracy, and “Naı̈ve Bayes”
came in second with 84%. The “AdaBoost” classifier performed the worst with 51%.
The Amber CNN obtained a classification accuracy of 92% when trained with a set
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Figure 7.8: HMP Data. Mean accuracy of the seven classifiers when run
with profiles created with Flint. The community profiles contained 44K
microbial genomes (features), and 12 classes from HMP human body sites.
Panel (A) contains the results of the classifiers with a tabular (numerical)
profile used as input. Panel (B) is used for comparison, and displays the
mean accuracy of running the Amber CNN with the two orders (taxonomic
and labeled) using the same tabular profiles converted to microbiome maps.

of images created the taxonomic ordering scheme; Amber obtained a accuracy of
81% when trained with labeled-order images.
We also tested the seven classifiers with community profiles for the CKD set.
The data for these profiles was created from 16S rRNA gene sequencing and therefore
had a lower resolution (less microbes to profile against) than the mWGS profiles from
the HMP set. We used the Kraken 2 software [166] to create the profiles using their
“16S” database. The results for this trial are displayed in Figure 7.9. Note that the
overall accuracy for this set is below that of the HMP set, a likely result due to the
smaller number of microbes present in the profile which is to be expected since the
16S rRNA gene sequencing experiments are very different from HMP’s whole-genome
sequencing. Just like in the HMP trial, the “Neural Net” classifier is the one with the
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highest accuracy at 38%. Section 7.4.3 contains more details on training the model
using the 16S CKD dataset.

Figure 7.9: Chronic Kidney Disease Data. Mean accuracy of the seven
classifiers when run with profiles created with Kraken 2. Unlike the profiles
created with Flint these profiles only contained 5K microbial genomes, and
6 classes (CKD stages plus control). Panel (A) contains the results of the
classifiers with a tabular (numerical) profile used as input. Panel (B) is used
for comparison, and displays the mean accuracy of running the Amber CNN
with the two orders (taxonomic and labeled) using the same tabular profiles
converted to microbiome maps.

7.4.2

Training with HMP Body Site Maps

After gauging the performance of the seven classifiers with tabular data (Section
7.4.1), we proceeded to test the performance of our custom convolutional neural
network (Section 7.3.2) trained with two datasets of microbiome map images: the
first, a collection of 328 healthy human subjects from the human microbiome project
(HMP); the second, a collection of 200 samples from patients with multiple stages
of chronic kidney disease collected from Kangwon and Seoul National University
Hospitals (Section 7.4.3). Each of the two previously mentioned datasets were divided
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out corresponding training and testing sets, with a 70/30 split, or 70% of the dataset
being distributed into the training set, and 30% for the testing set.

HMP Body Sites
The HMP dataset is comprised of 12 classes representing the collection sites
from healthy human subjects: “Attached & Keratinized Gingiva”, “Buccal Mucosa”,
“Gastrointestinal Tract”, “Nares”, “Oral”, “Palatine Tonsils”, “Posterior Fornix”,
“Retroauricular Crease”, “Supragingival Plaque”, “Throat”, “Tongue Dorsum”, “Vaginal”, and “Vaginal Introitus”. Figure 6.9 displays a distribution of the number of
samples in each class.

Figure 7.10: Training with HMP Data. Accuracy (purple, gray lines)
and loss (red, blue lines) for training and testing the Amber CNN with the
328 HMP samples for 100 epochs. While both training (99%) and testing
(92%) accuracy are high, the diverging paths of the training and testing loss
indicate that the model is overfitting the data.

Microbial community abundance profiles were generated for each of the samples
in the HMP dataset using the Flint software (Chapter 4), and then the profile for
each sample was converted into a set of microbiome maps (Chapter 5) using the two
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ordering schemes described in Sections 5.3.1. Note that the microbiome maps in
this dataset consist of the transformed abundance profiles for 44K genomes profiled
against each of the HMP samples using mWGS data. For these microbiome maps,
each image has dimension 256×256 and contains 3 RGB color channels. Each pixel in
the image corresponds to a genome in the database (see Section 5.3.1). The training
accuracy of the model with 12 classes (each a body site from which the sample was
collected from) after 160 epochs of training is 0.99, and testing accuracy is 0.85.
Figure 7.10 displays a representative training experiment done with the HMP
dataset (12 body site classes). The experimental run consisted of training the Amber CNN for 100 epochs with the HMP microbiome maps. After the 100 epochs
of training, we see that the training accuracy of the model is 99%, and the testing
accuracy is 92%. However, we can see from the traces of the training and testing
losses that our model overfits the data by a large amount. We can see this by the
characteristic overfitting indication of diverging training and testing losses. Overfitting starts from about epoch 15, and lasts for the duration of the training run. The
loss outlines tell us how good the model is performing after each epoch, and while
our training loss is decreasing after each epoch, our testing loss is increasing, which
tells us right away that our model is not generalizing well.
After analyzing the results for the HMP body site dataset, and determining that
the model was overfitting the data, we applied two well-known techniques [91] for
minimizing overfitting: regularization [30, 172, 176] and data augmentation [68, 116,
135]. We implemented the regularization technique by adding two dropout layers [75]
to the network: the first layer right after the last pooling layer, and the second layer
right before the last densely connected softmax layer (lines 25 and 31 in Figure 7.5).
Data augmentation was implemented by using a custom ImageDataGenerator
class using the Keras and Tensorflow libraries. Appendix 1, Section A1.2 contains
the particulars on the data augmentation procedures.
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Figure 7.12 displays the results after applying the two techniques to address
overfitting. The overall accuracy for the model went down, to 87% training accuracy
and 89% testing accuracy, but we can see the effect that the dropout layers and the
data augmentation had: the trajectory of both the training and test losses follow the
same path without any divergence as in the original model. Note that it is unusual
for the training accuracy to be lower than the testing accuracy as the model is being
optimized with the training set. This effect is usually the result of applying the
dropout regularization technique as dropout layers set the input of some fraction of
neurons to zero, effectively disabling them. However, dropout layers only apply their
effects during the training step, and not during the testing step, and their effect is
generally reflected in the training accuracy being lower than the testing accuracy.
Table 7.1 contains a detailed classification report for the HMP dataset. In the
table, the “No. Samples” column contains the number of representative samples for

(a) Augmented buccal mucosa microbiome map.

(b) Augmented nares microbiome map.

Figure 7.11: Augmented microbiome maps. Representative images of
performing data augmentation for reducing overfitting. The HMP training
dataset used by the Amber CNN was augmented by a set of augmented images that were modified by rotating them, as well as adjusting the luminosity,
and transparency properties, as well as RGB color channel levels.
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Figure 7.12: HMP Training Corrected for Overfitting. Accuracy
(purple, gray lines) and loss (red, blue lines) for training and testing the
Amber CNN (with dropout layers) with 328 augmented HMP samples for
200 epochs (all 12 classes). Training and testing accuracies decreased to 87%
and 89% respectively, but there was no separation in the trajectories of the
training and testing losses.

a given class, and we can see that when the number of samples is greater than 5,
then the performance of the model is generally very good (for the exception of the
tongue dorsum class). Classes with such a small number of samples are probably not
being represented very well in the training and testing datasets, and the model might
not be being exposed to a sufficiently large number of samples to learn from them.
To test this hypothesis, we removed the classes that had less than seven samples
(the classes that had a f1 score of 0.00), and this resulted in a new dataset that
contained only eight classes and 310 samples (the “Attached/Keratinized Gingiva”,
“Oral”, “Palatine Tonsils”, and “Vaginal” classes and their samples were removed).
We re-trained the Amber CNN model with the new eight-class dataset and saw
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Class

No. Samples

Precision

Recall

F1 Score

Attached/Keratinized Gingiva
Buccal Mucosa
Gastrointestinal Tract
Nares
Oral
Palatine Tonsils
Posterior Fornix
Retroauricular Crease
Supragingival Plaque
Throat
Tongue Dorsum
Vaginal

4
74
49
94
4
5
54
15
10
7
7
5

0.00
1.00
0.67
0.82
0.00
0.00
0.96
0.50
1.00
1.00
0.25
0.00

0.00
1.00
1.00
0.95
0.00
0.00
0.92
1.00
1.00
0.92
0.50
0.00

0.00
1.00
0.80
0.88
0.00
0.00
0.94
0.67
1.00
0.96
0.33
0.00

Table 7.1: HMP Classification Report (12 Classes). Evaluation of the
performance of the Amber CNN model in classifying the twelve classes of the
HMP dataset. The model performs very good for many of the classes, but
fails notably for a couple of classes (those with an F1 score of 0.00). Classes
with an F1 score of 0.00 should probably be dropped, as their number of
samples is not enough to be used. The “No. Samples” column contains the
number of input samples for each class. The “Precision” column contains the
proportion of positive classifications that was correct, the “Recall” column
contains the proportion of actual positive classifications, and the “F1 Score”
column contains the harmonic mean of the precision and recall columns.

that the training accuracy went up to 99%, and the testing accuracy went to 94%,
suggesting that the model sees a substantial improvement in accuracy when classes
are represented in sufficient (i.e., at least seven) classes. Table 7.2 contains a detailed
report on the model’s performance across the eight classes.
In order to better understand how the Amber CNN model is learning to characterize the HMP classes, we created a visualization of the model’s convolutional layer’s
activation functions. Figure 7.13 displays the activations at each layer, starting at
the initial layers (top of figure) all the way to the fifth layer (bottom). Following the
design of our model (Figure 7.5), the initial layers of our model start by learning to
identify classes by focusing on concrete visual features that we can readily identify.
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Class

No. Samples

Precision

Recall

F1 Score

Buccal Mucosa
Gastrointestinal Tract
Nares
Posterior Fornix
Retroauricular Crease
Supragingival Plaque
Throat
Tongue Dorsum

74
49
94
54
15
10
7
7

1.00
1.00
1.00
0.93
0.33
0.95
1.00
0.80

0.88
1.00
1.00
1.00
0.50
0.95
1.00
1.00

0.93
1.00
1.00
0.96
0.40
0.95
1.00
0.89

Table 7.2: HMP Classification Report (8 Classes). Evaluation of
the performance of the Amber CNN model in classifying a reduced set of
eight classes of the HMP dataset. The model performs very good achieving
a training accuracy of 0.99% and a testing accuracy of 0.94%.

As we go deeper and deeper into the convolutional layers, we start to see that the
model is learning to identify classes (buccal mucosa in Figure 7.13) by focusing more
on higher levels of abstraction, and less on details that we can understand visually.
This is the result of applying the pooling layers after each convolutional layer, as we
are forcing the deeper layers to focus more on higher levels of abstractions.
A great example of what is happening in Figure 7.13 comes from the Spanish
artist Pablo Picasso [160]: in 1945 he created a series of lithographs to portray a bull
at various levels of abstraction. Figure 7.14 shows the Picasso images, with the bull
drawn in great detail in the drawings of the first column, and then progressively being
drawn at higher levels of abstraction in the remaining columns, finishing with the bull
in its most simple (and unmistakable) form in the last drawing of the last column. The
bull abstractions from Picasso are analogous to how the CNN is learning to identify
microbiome map classes: the early layers of the model are learning to identify maps
in great detail, but by the time we get to the deeper layers (“Convolution 5” in
Figure 7.13), the CNN is learning to identify maps at higher levels of abstractions.
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To human eyes, the abstracted layers in the deeper layers are not as attractive as the
ones sketched by Picasso, but we can “observe” the abstracted microbiome images.

Figure 7.13: HMP CNN Activations. Visualization of the convolutional
layer’s activations for the HMP buccal mucosa class. The buccal mucosa class
is characterized by having a significantly abundant Streptococcus genus, and
we can see that the model is learning that in the initial convolutional layers
(top) when it learns 16 and 32 filters.
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Figure 7.14: Bull Abstractions, 1945. A series of lithographs by Pablo
Picasso to represent higher levels of abstractions of a bull. The images show
that to represent a bull, it is not necessary to learn fine details, but sometimes, a simple set of lines suffices.
Image taken from https://drawpaintacademy.com/the-bull

7.4.3

Training with Chronic Kidney Disease Maps

After training the Amber CNN with the HMP/mWGS datasets, we proceeded
to train with the 16S rRNA gene sequencing data for the chronic kidney disease
(CKD) patients. This dataset consisted of 200 samples obtained from CKD patients
of Kangwon and Seoul National University Hospitals, and comprised a total of 6
classes, (5 stages of CKD, and control). Representative microbiome map images for
this dataset can be seen in Section 6.5, and they depict the community abundance
profiles generated by the Kraken 2 software using their “16S” database of 5K microbial
genomes. The native resolution of the images is 128 × 128 pixels.
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Figure 7.15: Training with CKD Data. Accuracy (purple, gray lines)
and loss (red, blue lines) for training and testing the Amber CNN with
the 200 HMP samples for 200 epochs. For the CKD dataset, the training
accuracy was high (99%), however, the testing accuracy was low (40%). Note
the diverging paths of the training and test losses, which indicate that the
model is overfitting the data substantially.

Figure 7.15 displays the accuracy and loss for training the Amber model with
the CKD dataset across 200 epochs. Note that training accuracy converges to 99%
after about 80 epochs, but the testing accuracy does not match it, and it settles to
41% — this is slightly higher than the “neural net” classifier from figure 7.9 which
achieved 38% testing accuracy. An issue that is present with training the model
using the CKD dataset is that the model overfits the data, and this can be seen in
the characteristic diverging training and testing loss lines in Figure 7.15. We can see
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that the loss traces start to diverge early on, and their gap grows considerably by the
end of the training.

Figure 7.16: CKD Data Corrected for Overfitting. Accuracy (purple,
gray lines) and loss (red, blue lines) for training and testing the Amber CNN
(with dropout layers) with 200 augmented CKD samples for 200 epochs.
Training accuracy was retained at 99%, while the testing accuracy dropped
slightly to 39%. Overfitting was reduced, but not completely eliminated,
which suggests that more training data should be used.

We applied the same two techniques to tackle overfitting as we did with the
HMP dataset, namely the use of dropout layers in the model and data augmentation
for the microbiome maps. Figure 7.16 contains the updated results for training the
model, and we can see that trajectories of the training and testing losses are not
diverging as much as they did in Figure 7.15. The model is still overfitting the
data, but not to the level it was before. Table 7.3 contains detailed performance
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Class

No. Samples

Precision

Recall

F1 Score

CKD 1
CKD 2
CKD 3
CKD 4
CKD 5
Control

27
31
28
28
31
55

0.25
0.44
0.75
0.25
0.17
0.50

0.17
0.73
0.50
0.17
0.20
0.33

0.20
0.55
0.60
0.20
0.18
0.40

Table 7.3: CKD Classification Report. Evaluation of the performance
of the Amber CNN model in classifying the six classes of the CKD dataset.
The model performs best when discriminating among the CKD 2 and CKD
3 classes, and worst for the CKD 5 class. The “No. Samples” column contains the number of input samples for each class. The “Precision” column
contains the proportion of positive classifications that was correct, the “Recall” column contains the proportion of actual positive classifications, and
the “F1 Score” column contains the harmonic mean of the precision and
recall columns.

measures for the model’s accuracy over the six classes, and we can see that the model
performs best at distinguishing between CKD 2 and CKD 3 (F1 scores of 0.55 and
0.60 respectively), and worst at distinguishing CKD 5 (F1 score of 0.18). While the
dropout and data augmentation techniques helped mitigate overfitting in the HMP
data, it is not helping as much in this case. A reason for this could be that the CNN
model is too complex to generalize well to 16S data and its reduced number of profiled
genomes. The current Amber model contains 13 million trainable parameters (Figure
7.5) and this could just prove to be an overly-complex model for training with 16S
data and its smaller number of profiled genomes. A solution could be to design the
Amber model to be adaptive to the number of genomes that are represented in a
microbiome map: large reference collections could use the current CNN model with
its 15 layers and 13M parameters, but smaller collections could use a modified CNN
model with less layers and parameters.
The resulting accuracy for the CKD dataset is not as high as those achieved
with the HMP dataset. We attribute this to multiple factors. The images from the
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HMP dataset generated by Flint were larger and more detailed than the ones from
the CKD dataset, since each image from the HMP dataset represented abundance
information from 44K strain-level genomes. In contrast, the CKD images generated
by Kraken 2 were coarser and represented abundance information on only about
5K genus, or species-level, with lot less differentiation between the genomes [124].
Consequently, there are more subtle patterns in the HMP images from which the
CNN could learn and exploit for its performance. We see further evidence of this
claim in Figure 7.20 below, which shows that Amber performs better with Flintś
profiles of 44K genomes than with profiles from the same samples but constructed
with only 2K genomes in the reference collection.

Alternative Training Strategies
In addition to the main training schemes outlined in Sections 7.4.2 and 7.4.3,
we also explored alternative strategies for training the Amber CNN with modified
HMP and CKD datasets. These alternative training strategies are described in the
following subsections.
7.4.4

Training with No Borders

As part of the development of the Amber CNN model, we experimented with
training our network with microbiome maps that contained no visible borders around
their respective neighborhoods. Our initial hypothesis was that the neighborhood
demarcation lines would have a negative impact on the accuracy of our network, but
as we found out, both the training and testing accuracies were much higher when we
trained our network with images with borders around the neighborhoods.
7.4.5

Training with Two Datasets

In the primary training scheme for the Amber CNN, we trained the network
7.4.2 with two independent datasets: the HMP dataset and the CKD dataset. The
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CNN was trained independently with each dataset, that is, we trained and evaluated
the CNN with the HMP dataset and we separately trained and evaluated the CNN
with the 16S rRNA gene dataset.
We explored a scheme that combined both sets of images and trained and evaluated the CNN with both. Our hypothesis was that the increased number of images
(by combining the datasets) would give us a larger dataset to train our network.
Unfortunately that was not the case as both datasets are generated with different
reference collections (44K for HMP, 5K for CKD) and different sequencing technologies (mWGS vs 16S). The result is that the microbiome maps for both datasets have
different dimensions (256 × 256 for HMP/mWGS, and 128 × 128 for CKD/16S) which
caused the CNN to not generalize well for either dataset. The best training accuracy
we could achieve was 71%, with a testing accuracy of 67%. We tried to normalize
both sets of images to the same dimensions (scale both datasets up to 256 × 256, scale
down to 128 × 128) but it did not help increase accuracy of the model as the HMP

(a) Microbiome Map with Border.

(b) Microbiome Map with No Border.

Figure 7.17: Alternative Training Images. Training and testing accuracies were much higher when training with microbiome maps with borders
around neighborhoods.
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Figure 7.18: Accuracy with No Border. Training and testing accuracy
when evaluation the Amber CNN for 160 epochs with the HMP dataset, but
the microbiome maps contained no visible neighborhood borders. Training
accuracy finished at 94%, while testing finished at 84%.

maps were too distorted and compacted (scaling down), or the CKD maps were too
blurry (scaling up).
7.5

Profile Classification Comparison
Recall that the HMP dataset is comprised of 12 classes representing the collec-

tion sites from healthy human subjects: “Attached & Keratinized Gingiva”, “Buccal
Mucosa”, “Gastrointestinal Tract”, “Nares”, “Oral”, “Palatine Tonsils”, “Posterior
Fornix”, “Retroauricular Crease”, “Supragingival Plaque”, “Throat”, “Tongue Dorsum”, and “Vaginal”.
We compared the profiles generated by Flint (using 44K genomes) to those
available publicly available from the HMP website. The HMP profiles are publicly
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Figure 7.19: Loss with No Border. Training and testing loss when
evaluation the Amber CNN for 160 epochs with the HMP dataset, but the
microbiome maps contained no visible neighborhood borders.

available and were generated by profiling a custom curated reference genome database
of 2K genomes. Both sets of profiles use mWGS data. Figure 7.20 depicts the results
of training with the HMP profiles (orange bars) and training with profiles created
with Flint (blue bars). We can see that for the tabular data (panel (A)), the results
are comparable, with the HMP profiles generating better results with the “Nearest Neighbors”, “SVM-Linear”, and “AdaBoost” classifiers; Flint profiles generate
slightly better results with “Naive Bayes”, and both basically being the same for
“Random Forest”, and the “Neural Net”. For the image data (panel (B)) the results
are a little different. The results in these bars show the performance of the Amber
CNN model using microbiome maps created by both Flint and the public HMP
profiles using the taxonomic 5.3.1 and labeled orderings 5.3.1. We can see that the
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profiles created by Flint yield a higher accuracy than those from HMP in both sets
of Amber orderings, with the Amber taxonomic set with Flint profiles producing
a testing accuracy of 92%, compared to 82% for HMP. These results are encouraging as they demonstrate the utility of converting the numerical tabular profiles to a
microbiome map, and not just using the tabular profiles directly.

Figure 7.20: Profile Comparison. Testing accuracies for seven classifiers
and the Amber CNN model. Panel (A) contains seven classifiers whose
input is numerical tab-separated data, and panel (B) contains results for the
Amber CNN model which uses microbiome map images as input. “Neural
Net (baseline)” represents the simplest model for a neural network which
consisted of a single 10-neuron layer trained for 10 epochs. The “Neural
Net” classifier consisted of 10, 100-neuron layers trained for 1, 000 epochs.

7.6

Summary & Conclusion
This chapter highlights the importance of the microbiome maps presented in

Chapters 5 by showing that its value goes well beyond succinct representations and
the useful applications discussed in Chapter 6. This chapter shows the enormous value
of the resulting images in machine learning applications such as Amber. This chapter
shows that it is possible to leverage the information and patterns in microbiome maps
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to create a convolutional neural network model that is able to classify microbiome
samples with high accuracy. The resulting software called Amber performs its best
when the number of classes is sufficiently large (seven or more samples per class),
and also when the number of genomes that are part of the profile is large. The
results of our experiments with the 16S CKD dataset once again showed that the
microbiome maps lead to machine learning models with higher accuracies. However,
the experiments with 16S datasets suggested a lot of room for improvement because
the accuracy was much lower than the ones achieved with wMGS data.
The Amber CNN model continues to undergo fine-tuning and improvements.
The source code, along with all training datasets and resources, will be made available
at the project’s website at
http://biorg.cs.fiu.edu/amber.
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CHAPTER 8
CONCLUSION

The analysis of massive metagenomic datasets poses a computational challenge
because (i) current tools generate large intermediate results and (ii) require the creation of enormous indexes to catalog the ever increasing sets of reference genome
collections [156]. New paradigms are needed that go beyond exploiting basic parallelism in computations, that leverage modern streaming architectures for processing
large amounts of data, and that use cloud-based distributed computational pipelines.
Such computational strategies must be matched with visualization strategies to create
interpretable results from all the data that low-cost DNA sequencing is generating.
Finally, sophisticated machine learning techniques can be fine-tuned and engineered
to learn more patterns from the metagenomic datasets and microbiome maps than
has been achieved so far.
8.1

Microbial Community Profiling in the Cloud
Microbial community profiling for mWGS datasets usually starts by aligning the

sequenced DNA reads to a collection of microbial reference genomes. Current profiling tools are designed to work against a small representative collection of microbial
genomes, and do not scale well to larger genome collections. However, large reference
genome collections are capable of providing a more complete and accurate profile of
the bacterial population in a microbiome sample.
The Flint system outlined in Chapter 4 address the computational challenge by
showing how large metagenomic datasets can be profiled against a large collection of
reference bacterial genomes in a fast and economical way. Our implementation relies
on the freely available Spark framework to distribute the alignment of millions of
sequencing reads against Ensembl’s collection of 44K bacterial genomes. The reference
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genomes are partitioned in order to distribute the genome sequences across worker
machines, and this allows us to use large collections of reference sequences. By using
the well-known Bowtie2 aligner under the hood in the worker-nodes, we are able to
maintain fast alignment rates, without loss of accuracy.
To date, profiling metagenomic samples against thousands of reference genomes
has not been possible for research groups with access to modest computing resources.
This is due to the size of the reference genomes and the financial costs of the computing
resources necessary to employ them. By using distributed frameworks such as Spark,
along with affordable cloud computing services such as Amazon’s EMR, we are able
to distribute a large collection of reference genomes (totaling 170 GB of reference
sequence, and 4.6 million assembly FASTA files) and use a MapReduce strategy to
profile millions of metagenomic sequencing reads against them in a matter of hours,
and at minimal financial costs, thus bringing sophisticated metagenomic analyses
within reach of small research groups with modest resources and achieving a small
measure of much-needed democratization in metagenomics.
Flint is open source software written in Python and available under the MIT
License (MIT). The source code can be obtained at the GitHub repository which
includes instructions and documentation on provisioning an EMR cluster, deploying
the necessary partitioned reference genome indices into worker nodes, and launching
an analysis job. Links to additional materials, simulation datasets, source code, and
partitioned reference indices can be found on the Flint project website at
http://biorg.cs.fiu.edu/.
8.2

Visualizations of Microbial Community Profiles
Microbial community profiles from mWGS datasets synthesize information from

billions of sequenced DNA reads coming from the genomes of the thousands of microbes present in a microbiome. Analyzing and understanding these profiles can
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be a challenge since the data they represent is complex. Particularly challenging is
their visualization and interpretability, as existing techniques are inadequate when the
number of identified taxa is in the thousands. The Jasper system (Chapters 5 and 6)
shows how the Hilbert curve visualization technique can be used to visualize metagenomic community abundance profiles from both mWGS and 16S DNA sequencing
datasets. The resulting “microbiome maps” display the relative abundance of microbial genomes in a succinct, intuitive and interpretable manner, and can communicate
multiple latent factors of the reference genomes in the samples under study.
The Hilbert curve is used to lay out the microbes from the reference database in
two different ordering schemes that can be used to draw a microbiome map. The first
is the taxonomic ordering, which relies on taxonomy information from the Ensembl
Genomes database, and can be used to create maps that express abundance values in
the context of the taxonomic clades that the microbial genomes belong to. The second
is the labeled ordering, which is dependent on a user-specified labeling of biological
conditions for each sample, and can express the abundance values of the profile in the
context of a biological interpretation for a cohort of samples.
Jasper is accessible through the command line, but we are working on creating
a full graphical user interface (GUI) that will allow users to explore and immerse
themselves in the maps by clicking on microbial neighborhoods that will bring a
neighborhood into full view, allowing users to inspect individual members of the
microbiome in greater detail. This envisions a Google Maps for microbiomes. Jasper
is open source software written in Python and R, and uses OpenCV [23], hilbert curve
[4], and HilbertCurve (R) [59]. It is available under a GPL 3 license, and obtained
from biorg.cs.fiu.edu/jasper, where additional materials are also available.
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8.3

Characterizing Microbiomes
The microbiome maps generated with the technique from Chapter 5 are a power-

ful visualization tool for representing the dynamicity of microbiome samples: they can
display thousands of microbial genomes and their corresponding relative abundances,
while at the same time embedding the context of microbial relationships and their
taxonomies under multiple biological conditions. The embedding of this information
creates distinctive visual patterns in a microbiome map that could be used to uniquely
identify the biological conditions for the sample from which the map originated. Tha
maps could also be used to identify the microbial taxonomic clades dominant in a set
of samples.
Chapter 7 addresses the problem of characterizing microbiomes using microbiome
maps created from the microbial community abundance profiles generated with DNA
sequencing data from whole-genome and 16S rRNA gene sequencing technologies.
We addressed the problem of developing and training convolutional neural networks
(CNNs) [89] directly with microbiome maps. CNNs are a type of artificial neural
network (ANN) useful for characterization of cohorts of inputs.
The CNN architecture in the Amber framework is designed specifically for the
characterization of microbiome maps generated from microbiome sequencing data.
The framework takes advantage of a CNN’s established ability to segment and classify
images. The framework automatically takes advantage of patterns in the images,
which appear in the images because of the proximity of related taxonomic groups in
the various microbial neighborhoods of a microbiome map.
The Amber framework is available under the GNU public license (version 3.0),
and is available to download at the project’s url: biorg.cs.fiu.edu/amber,
which also contains links to the GitHub source.
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8.4

Future Work

8.4.1

The Future of Flint

The Flint system described in Chapter 4 outlines a fast and efficient software
framework for creating microbial community profiles. The output of the system is a
set of abundance profiles for each sample given as input. An enhancement for the
system that we have explored is the real-time reporting of the abundance values as
they are being generated. Such a system would allow users to see microbial community
profiles in real time. A pipeline currently exists for this type of system with the use
of data warehousing solutions such as Amazon RedShift [7]. The RedShift service
is a cloud service for maintaining data warehouses that can easily connect to client
applications such as visual analytics tools like Tableau [141]. The Flint system
works by accumulating microbial abundances from worker machines, and we could
modify it to also send data to a RedShift instance; a client machine such as a desktop
or laptop computer could run Tableau at the same time, and use a data connector
to connect to the RedShift instance that is receiving data from Flint. By doing the
above, the Tableau tool would be able to visualize the community profile in real-time
as its being generated, and this would create a powerful visualization and reporting
solution for researchers in the field.

A Fleet of Cooperating Clusters
The Flint system (Chapter 4) describes a single cluster of commodity machines
running in the cloud. An exciting extension of the system would be to create a fleet
(pipeline or network) of clusters: one could deploy a task force of multiple clusters,
each working on a different task, but cooperating to analyze multiple datasets and
synchronizing their output. The system could activate clusters as they are needed,
and decommission them after they are no longer needed. The fleet would not have
164

to be composed of the same types of cluster, as different roles could be assigned to
different clusters. Some clusters could be dedicated to performing abundance profiling
tasks such as the current Flint cluster, but others could be provisioned to support
other types of tasks such as annotation and visualization (similar to the PlotTwist
web app [53], but built on a cloud cluster and not as a Shiny RStudio app [129]).
Another interesting role for clusters in the fleet could be that of knowledge-guided
analysis clusters – a take on the platform provided by KnowEnG [21]; in this role,
clusters in the fleet could be assigned a task that relies on prior knowledge to enhance
the analysis based on a pre-existing knowledge bank of microbial signatures [159],
gene-set enrichment [139], and functional annotations [88].

Sequencing Instrument Integration
The current implementation of Flint assumes that the input files are stored in
a distributed file system such as Amazon’s S3 [8] or Hadoop’s HDFS [143]. The files
are assumed to be a collection of pre-processed sequencing read that were created by
a high-throughput sequencing instrument such as an Illumina Hi-Seq instrument [74].
An extension to the Flint system could be a instrument plug-in that streams the
reads as soon as they are created inside the instrument; this could create a highly
automated and integrated system that is constantly producing and analyzing data.
8.4.2

Peering Down the Road for Jasper

The Jasper system from Chapter 5 creates microbiome maps as 2D image representations of microbial community profiles. As part of the first release of Jasper we
released a basic image inspector that users can use to inspect the microbiome maps
they create: users can load an image alongside a set of annotations, and the inspector
tool will allow them to use a computer-mouse to point to specific locations in the
image and have the tool display the name of the microbial genome that they clicked
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on. The tool is a proof of concept and a natural next-step is to create a fully featured
tool with a graphical user interface. We envision a tool that will allow users to not
only click on a region of the image and get feedback, but also to mouse-over regions to
get quick visual feedback, as well as to allow them to zoom into particular microbial
neighborhoods — a behavior similar to that of a consumer mapping application like
Google Maps [56], and a visual “DIFF” tool like Kaleidoscope [73].
The tool could also have a back-end connected to multiple annotation providers,
API servers, and online resources. Similar to the proposed connections of priorknowledge resources in the Flint fleet, the Jasper toolkit could integrate with
a data source of microbial signatures [159], gene-set enrichment collections [139],
and functional annotations [88], but also contain additional sources for inspecting
individual genomes in details such as connections to organism-specific databases such
as the pseudomonas.com database [164].
As a visual tool, the Jasper toolkit could facilitate context-switching for users so
that they can analyze their microbiome maps through different factors. This could be
done by giving users the ability to switch between different orderings with the click of
a button, and the mechanism would give users the ability to apply different orderings
and not have to decide between one or the other: a window could be implemented
that displays two orders side-by-side (similar to Figure 8.2), and give the user the
ability to mark a microbial strain in one order and have it highlighted in the other.
Having an interactive visual tool would open the possibilities for exploring more
immersive experiences for creating Hilbert curves in higher dimensions. We could
start by generalizing the Hilbert curve to three dimensions, so that we construct a
space filling curve to occupy the unit cube, and not the unit square. This would give
us an extra dimension to use in the building of our microbiome maps, and we could
construct Microbiome Cubes that contain an additional layer of information. Time
could be used as the extra dimension such that the same microbial strain occupies
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the a sub-volume of the cube, but the values at each vertex point in the 3D folding
of the curve contain the abundance values of that strain across a time-series analysis.
Having a 3D Microbiome Cube could also enhance the Amber framework as we could
use 3D convolutions in the model.

Figure 8.1: A 3D Hilbert Curve. The top two volumes represent two
variants of the first iteration of the curve in 3D space, while the bottom two
volumes represent the second iteration of the top volume above it. Figure 8.2
from the book by Michael Bader, “Space-Filling Curves” [16] and reproduced
with permission. Copyright 2016, Springer.

Kaleidoscope is a visual “DIFF” tool that can identify differences between two
text files, two images, and two directories. We present it here as a example of what
a GUI Jasper toolkit app can be, and Figures 8.2 through 8.5 contain a set of
microbiome map images that have been loaded into it. The Kaleidoscope tool allows
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for a visual inspection of two images side by side, but we see a Jasper toolkit app that
can interactively do what Kaleidoscope is doing: zoom into the images and clicking on
a pixel to get an inspector with copious details about the genome that was clicked. The
inspector would contain data from multiple sources, and could present the user with
data about the microbe’s pathogenicity, shape, taxonomic lineage, metabolism, etc.
The screenshots presented in Figures 8.2 through 8.5 are used as an example of what
the interactivity model for the Jasper toolkit could be like, and while Kaleidoscope
is great to prototype such a tool, it was not meant to explore microbiome maps as it
is just a “DIFF” tool designed for tracking changes (but it does give us a glimpse of
what could be built).

Figure 8.2: Two Maps Side by Side. A visual DIFF of two microbiome
maps for a HMP buccal mucosa (left) and anterior nares (right) samples.

Exploring Optimal Orderings
Establishing a linear order for a tree structure is an important step for setting
the order that microbial strains are laid out in the microbiome map using the Hilbert
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Figure 8.3: Difference Slices. Overlaid differences in Kaleidoscope of
two microbiome maps for a HMP buccal mucosa (left) and anterior nares
(right) samples. The two images are layered on top of each other, and the
pendulum in the middle (black line) allows the user to see what is “behind”
(right image) and “above” (left image) the two images.

curve. The set of terminal nodes in the taxonomic tree (microbial strains) do not
have a “start” or “finish”, nor does it have a “right” side or a “left” side. Different
orderings of this set can result by performing a permutation of tree’s nodes, or of any
node, at any given level of the taxonomic tree. Algorithms for finding an optimal
order have been proposed such as the one described in [17], but they rely on the tree
having a certain property such as it being a binary tree, and for a distance measure
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Figure 8.4: Color Difference. A Kaleidoscope color difference image of
two microbiome maps for a HMP buccal mucosa (left) and anterior nares
(right) samples. The two images are layered on top of each other two display
what is common on both images (green) and what is different (dark areas),
with red-tinted areas being what is unique to the left image, and blue-tinted
images being what is unique to the right image.

to be calculated. We can continue to explore this space in future work, and look into
ways of representing taxonomic trees as binary trees such that we can establish a
linear order.
Recall that in the labeled ordering 5.3.1, each taxon is assigned a condition that
best “represents” it (a condition given by the user). A taxon is grouped under con-
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Figure 8.5: Zoom. Kaleidoscope can zoom into the difference image from
Figure 8.4, and users can navigate by using the navigation map in the topright.

dition i if its average abundance is highest in the group of sample corresponding to
condition i. One issue with this construction is that there are taxa that should belong
to another condition on account of being “lowest” for that condition, or that “should”
belong to another condition owing to them being prominent biomarkers for that condition. More work here is needed to allow for representative taxa to be anchored to
a user-specified condition, or to a condition that is supported by the literature —
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this could be achieved by automatically connecting Jasper to a reference annotation
authority database that contains such information.

8.4.3

Variations on the Theme of Amber

Finally, the Amber framework from Chapter 7 is a machine learning framework
for characterizing microbiomes using microbiome maps. The model proves quite effective at discriminating the HMP body sites, and we show that it outperforms other
models even when we select a smaller number of genomes as in Section 7.4.2. The
model does not perform as well with the smaller 16S CKD dataset 7.4.3, and part of
the future work for this project is to create an adaptive model that takes into account
the number of genomes that are being profiled. The current model architecture in
Section 7.3.2 contains a lot of convolutional-pooling layer pairs that might not be
suitable for abundance profiles with a smaller amount of profiled genomes, and an
enhancement to the implementation would be a architecture that grows and shrinks
depending on the size of the profile (the number of genomes), so that profiles with a
smaller set of genomes would use a less-complex model, i.e., a model with a smaller
set of convolutional-pooling layer pairs.
We also want to explore the area of data augmentation for time-series analyses
by means of generative adversarial nets (GAN) [55]. In some time-series analyses,
data points are not able to be collected, and by training a GAN with a set of related
microbiome maps, we could explore how to create completely synthetic samples to
interpolate between two time points. A GAN could also be used as the basis for a
simulator that generates simulated community profiles for benchmarking purposes, a
valuable tool that could be useful for researchers doing tool development.
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APPENDIX 1
A1.1

Classifier Parameters

The code-block in Listing 1.1 declares the classifier instances and their respective
paramenters. When no parameters are explicitly listed, then the default parameters
are used. Details can be found at the scikit-learn API url
https://scikit-learn.org/stable/modules/classes.html.
1
2
3
4
5

6
7
8
9

classifiers = [
KNeighborsClassifier("3"),
SVC(kernel="linear", C="0.025"),
SVC(gamma="2", C="1"),
RandomForestClassifier(max_depth="5", n_estimators="10",
max_features="1"),
GaussianNB(),
MLPClassifier(alpha="1", max_iter="100"),
AdaBoostClassifier()
]

Listing 1.1: Classifier parameters.

A1.2

Data Augmentation

Data augmentation for the Amber CNN was performed by implementing a custom ImageDataGenerator using the Keras and Tensorflow libraries. The main
function is in Listing 1.2.
1

from tensorflow.keras.preprocessing.image import ImageDataGenerator

2
3

img_h, img_w = 256

4
5
6
7
8
9

train_datagen = ImageDataGenerator(rotation_range=10,
width_shift_range=0.1,
height_shift_range=0.1, shear_range=0.15,
zoom_range=0.1, channel_shift_range=0.2,
horizontal_flip=False)

10
11
12
13

14
15
16
17
18
19
20
21

for subsite_dir in listdir(train_dir):
for hilbert_img in listdir(subsite_dir_path):
image_gen = train_datagen.flow(img,
save_to_dir=subsite_augmented_dir,
save_prefix=’aug’, save_format=’png’, batch_size=1)
total_aug_imgs = 0
for aug_img in image_gen:
total_aug_imgs += 1
overall_imgs_created += 1
if total_aug_imgs == files_to_generate or
overall_imgs_created == target_number_samples:
break

Listing 1.2: Code for creating augmented microbiome maps.
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