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Abstract
We present a numerical framework for computing nested quadrature rules for various weight functions. The well-
known Kronrod method extends the Gauss-Legendre quadrature by adding new optimal nodes to the existing
Gauss nodes for integration of higher order polynomials. Our numerical method generalizes the Kronrod rule for
any continuous probability density function on real line with finite moments. We develop a bi-level optimization
scheme to solve moment-matching conditions for two levels of main and nested rule and use a penalty method
to enforce the constraints on the limits of the nodes and weights. We demonstrate our nested quadrature rule for
probability measures on finite/infinite and symmetric/asymmetric supports. We generate Gauss-Kronrod-Patterson
rules by slightly modifying our algorithm and present results associated with Chebyshev polynomials which are
not reported elsewhere. We finally show the application of our nested rules in construction of sparse grids where
we validate the accuracy and efficiency of such nested quadrature-based sparse grids on parameterized boundary
and initial value problems in multiple dimensions.
Keywords: Nested Quadrature, Optimal Quadrature, Sparse Grids, Numerical Integration, Polynomial
Approximation
1. Introduction
A quadrature formula for integration takes the form∫
Γ
f(x)ω(x)dx =
n∑
i=1
wif(xi),
where the weight ω : Γ→ R is a positive measurable function with finite moments. The weights wi and nodes xi
are selected to maximize the order p for which the above integral is exact for all polynomials f with degree up to
p. The well-known optimal rule for integration in one variable is Gauss quadrature which integrates polynomials
of degree p = 2n− 1 or less with n nodes.
In many scientific computing applications such as uncertainty quantification (UQ), integrals are evaluated via
quadrature rules where each quadrature node typically corresponds to an expensive simulation. When integrals
with differing accuracies (i.e., polynomial exactness) are desired for error estimation or extrapolation, it is therefore
desirable to use a nested quadrature rule where each formula is a subset of a node set with higher degree of
exactness. A generic strategy is to start with a n1 rule and enrich it with n2−n1 > 0 nodes where the resulting n2
nodes with a new set of weights integrates higher order polynomials.
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Kronrod [1] extended the well-known Gauss-Legendre formulas by adding n + 1 points to existing n Gauss
points in some cases. The resulting nodes integrate with accuracy p = 3n + 1 for n even, and p = 3n + 2 for n
odd. He showed that this is the best possible extension in terms of the maximum degree of exactness and provided
tables for up to n = 40 points.
In this paper we propose a systematic optimization algorithm that generates nested quadrature formulas for
general continuous univariate distributions. Our algorithm is simple and easily implemented in which we satisfy
moment-matching conditions that are governed by three-term recurrence rules for orthogonal polynomials. The
complete pseudocode is provided in this paper; we plan to distribute the MATLAB implementation of our algorithm
in a public repository in the future.
The organization of this paper is as follows. In Section 2 we briefly discuss mathematical setting of Gauss
quadrature, Kronrod’s extension for nested quadrature and our nested rule. We describe in detail the computational
framework for generating the proposed nested quadrature rule in Section 3, and present numerical results in Section
4. Finally, Section 5 discusses the concluding remarks.
2. Univariate Quadrature
2.1. Notation
Let ω(x) be a given non-negative weight function (or a probability density function) whose support is Γ ⊂ R
where Γ need not be compact. The space L2ω(Γ) is the set of functions f defined by
L2ω(Γ) =
{
f : Γ→ R ∣∣ ‖f‖ <∞} , ‖f‖2 = (f, f) , (f, g) = ∫
Γ
f(x)g(x)ω(x)dx.
We assume that the weight function has finite, non-vanishing moments for squared polynomials of all orders, i.e.,
0 <
∫
Γ
(xα)
2
ω(x) <∞, α ∈ N0.
The assumption above ensures that polynomials are linearly independent in L2ω . Throughout we use α to denote
the degree of a polynomial. Given an integrable function f , we will also use the notation
I(f) =
∫
Γ
f(x)ω(x)dx. (1)
In this paper we seek to construct two sets of n1 and n2 points
{
x
(q)
1
}n1
q=1
⊂
{
x
(q)
2
}n2
q=1
⊂ Γ with positive weights
w
(q)
1 , w
(q)
2 > 0 such that
I(f1) =
n1∑
q=1
w
(q)
1 f1(x
(q)
1 ), f1 ∈ Πα1 (2a)
I(f2) =
n2∑
q=1
w
(q)
2 f2(x
(q)
2 ), f2 ∈ Πα2 , (2b)
where Πα is the space of polynomials up to degree α:
Πα = span
{
xα
∣∣ α ∈ N0} . (3)
In (2) we assume α1 < α2; throughout this paper we use α1, α2 to denote the polynomials degrees for f1 and f2.
In many applications, the integrand f in (1) exhibits smoothness (e.g., integrable high-order derivatives), which
implies high-order convergence when approximating f by a polynomial. Assuming f is smooth, we expect the
quadrature rules in (2) applied to f to be good approximations to I(f) if Πα1 is a large enough subspace. Our
main goal in this paper is then to make Πα1 and Πα2 as large as possible while keeping n1, n2 as small as possible.
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In principle, our numerical method applies to general weight functions in multiple dimensions, but will suffer
from the standard complications associated with the curse of dimensionality. In this paper, we restrict our attention
and numerical examples to computation of univariate nested quadrature rules for a number of standard weight
functions.
2.2. Gauss Quadrature
It is well known that the ω-Gauss quadrature rule is optimal quadrature rule for univariate integration, in terms
of polynomial accuracy. To define this rule, we first prescribe an orthonormal basis for polynomials. Such a
basis of orthonormal polynomials can be constructed via a Gram-Schmidt procedure, with elements pn(·), where
deg pn = n. Orthonormal polynomials are unique up to a multipicative sign, and satisfy the three-term recurrence
relation
xpn(x) =
√
bnpn−1(x) + anpn(x) +
√
bn+1pn+1(x), (4)
for n ≥ 0, with p−1 ≡ 0 and p0 ≡ 1/
√
b0 to seed the recurrence. The recurrence coefficients are given by
an = (xpn, pn), b
2
n =
(pn, pn)
(pn−1, pn−1)
,
for n ≥ 0, with b20 = (p0, p0). Explicit formulas for the an and bn coefficients are available for various classical
orthogonal polynomial families, such as the Legendre and Hermite polynomials [2]. Gaussian quadrature rules are
n-point rules that exactly integrate polynomials in Π2n−1 [3, 4], and have essentially complete characterizations.
Theorem 2.1 (Gaussian quadrature). Let x1, . . . , xn be the roots of the nth orthogonal polynomial pn(x) and let
w1, . . . , wn be the solution of the system of equations
n∑
q=1
pj(x
(q))w(q) =
{√
b0, if j = 0
0, if j = 1, . . . , n− 1. (5)
Then y(q) ∈ Γ and v(q) > 0 for q = 1, 2, . . . , n and∫
Γ
ω(x)p(x)dx =
n∑
q=1
p(x(q))w(q) (6)
holds for all polynomials p ∈ Π2n−1.
Having knowledge of only a finite number of recurrence coefficients an, bn, one can compute the Gauss
quadrature rule via well established algorithmic strategies in [5, 6].
2.3. Kronrod Nested Rule
Two different Gauss quadrature sets with e.g. n and n+ 1 nodes can estimate functions with different degrees
e.g. 2n − 1 and 2n + 1. The natural question is: what is the maximum degree that the combination of these two
sets i.e. 2n + 1 nodes can integrate. Kronrod showed that for the same amount of labour i.e. 2n + 1 nodes in
conjunction with n-node Gaussian rule one can integrate 3n+ 1 (n even) and 3n+ 2 (n odd) polynomials.
Given the Gaussian quadrature A with n points Kronrod found quadrature B different than A that has the
maximum possible accuracy. To construct quadrature B, let ln(x) denote the degree-n Legendre polynomial, and
define k2n+1(x) = ln(x)pn+1(x) as a polynomial of degree 2n + 1 where pn is a polynomial of degree n. The
polynomial k2n+1 is defined such that it is orthogonal to all powers xi for i = 0, . . . , n. Let the roots of k2n+1 be
x1, . . . , x2n+1. The (2n+ 1)-point interpolatory quadrature rule of the form
B(f) =
2n+1∑
i=1
wif(xi)dx,
has an accuracy no less than 2n. However, the accuracy of this rule is substantially larger than 2n.
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Theorem 2.2 (Kronrod Rule [1]). Quadrature B(f) has an accuracy of 3n+ 1 for even n and of 3n+ 2 for odd
n.
Kronrod found these quadrature sets for Legendre polynomials up to 40 points. Our numerical method finds
nested quadrature rules for arbitrary high order and various weight functions.
2.4. Nested Rule via Numerical Optimization
The Kronrod rule revolves around the ability to find the root of the polynomial k2n+1 and as mentioned it has
been proven for certain number of nodes and polynomial degrees and weight function. Similarly to the Kronrod
rule we construct a nested rule which centers around the direct moment-matching conditions for the lower and the
upper rule. The following result states the essence of our nested numerical quadrature:
Proposition 2.1. Let n1, n2, α1, α2 ∈ N be given, with n1 < n2 and α1 < α2. Suppose that
{
x
(q)
1
}n1
q=1
⊂{
x
(q)
2
}n2
q=1
and
{
w
(q)
1
}n1
q=1
,
{
w
(q)
2
}n2
q=1
are the solution of two systems of equations
n1∑
q=1
pj(x
(q)
1 )w
(q)
1 =
{√
b0, if j = 0
0, if j = 1, . . . , α1
n2∑
q=1
pj(x
(q)
2 )w
(q)
2 =
{√
b0, if j = 0
0, if j = 1, . . . , α2
(7)
then ∫
Γ
ω(x)p1(x)dx =
n1∑
q=1
p1(x
(q)
1 )w
(q)
1 ,
∫
Γ
ω(x)p2(x)dx =
n2∑
q=1
p2(x
(q)
2 )w
(q)
2 (8)
holds for all polynomials p1 ∈ Πα1 , p2 ∈ Πα2 .
We note that that
∫
Γ
pj(x)ω(x)dx = 0 when j 6= 0 due to orthogonality, and hence Equations (7) are simply
moment-matching conditions over two different polynomial spaces Πα1 and Πα2 . The existence of quadrature
rules satisfying the above conditions does not guarantee the positivity of weights nor it ensures that the nodes lie in
Γ. We enforce these conditions in our numerical method, which is explained in the next section. We also provide
a general guideline for the choices of n1, n2 and α1, α2.
We finally note that Proposition 2.1 can be generalized for multi-dimensional polynomials however the rela-
tionship between n1, n2, α1, α2 is less obvious, and the computational cost becomes prohibitive. Hence we focus
onlly on computation of univariate nested rules in this paper. Next, we briefly discuss the multivariate construction
of quadrature rules based on the Smolyak algorithm which is known to enjoy efficiency gains from using univariate
nested rules.
In the next section we provide a computational framework that solves a constrained version of (7) via opti-
mization.
3. Numerical Method
We aim to compute nodes x1 =
{
x
(1)
1 , . . . , x
(n1)
1
}
⊂ x2 =
{
x
(1)
2 , . . . , x
(n2)
2
}
∈ Γ and positive weights
w1 =
{
w
(1)
1 , . . . , w
(n1)
1
}
,w2 =
{
w
(1)
2 , . . . , w
(n2)
2
}
∈ (0,∞) that satisfies (7) up to a tolerance of a prescribed
4
 > 0. We directly formulate (7) as
R1(d1) = Vα1(x1)w1 −
√
b0e1,α1+1 = 0,
R2(d2) = Vα2(x2)w2 −
√
b0e1,α2+1 = 0,
x1 ⊂ x2 ∈ Γ,
w1,w2 > 0,
(9)
where V denotes the Vandermonde matrix, e.g. Vα1 is the Vandermonde matrix that consists of polynomial
evaluations up to degree α1, e1,αi+1 is the first unit vector with size αi + 1 and d1 = (x1,w1),d2 = (x2,w2)
are decision variables. Instead of solving this constrained root finding problem, we introduce a closely related
constrained minimization problem on decision variables d = (x2,w):
min
x2,w
||R||2
subject to x2 ∈ Γ,
w > 0.
(10)
Above we have eliminated the decision variable x1, since x1 ⊂ x2. We have also introduced the vectors R and
w, defined as
R =
[
R1
R2
]
, w =
[
w1
w2
]
. (11)
The total number of decision variables above is n1 + 2n2. Ideally we need the solution to (9), which also solves
(10), but the reverse is not necessarily true. In practice we fix the polynomial degree α2, solve (10), and when the
solution exhibits nonzero values of ‖R‖, we decrease α2 and repeat. Using this strategy, we empirically find that
we can satisfy ‖R‖ ≤  in all situations we have tried i.e. we have been able to re-generate available Kronrod rules
with very small tolerances, and we have been able to find new nested quadrature rules.
Our approach therefore effectively solves (9) via repeated applications of (10). Our numerical approach to
solve (10) is a modification of the algorithm in [7]. We describe in brief the ingredients of this algorithm, and in
more detail the portions that are specific to our construction. The overall algorithm has four major steps, each of
which are described in the subsequent sections:
1. Section 3.1 Penalization: transforming constrained root finding into unconstrained minimization problem by
augmenting the objective with penalty functions
2. Section 3.2 Iteration: Gauss-Newton algorithm for unconstrained minimization
3. Section 3.3 Regularization: numerical regularization to address ill-conditioned Gauss-Newton update steps
4. Section 3.4 Initialization: specification of an initial guess
3.1. Penalty Method
We use penalty methods to solve the constrained optimization problem (10) by adding a high cost for vio-
lated constraints to the objective function. We subsequently solve an unconstrained minimization problem on the
augmented objective.
We choose a popular penalty function, the non-negative and smooth quadratic function. Taking as an example
Γ = [−1, 1], the constraints and corresponding penalties Pj , j = 1, . . . , 2n2 + n1 as a function of the 2n2 + n1
decision variables d = (x2,w) can be expressed as
−1 ≤ x(j)2 ≤ 1 =⇒ Pj (d) = (max[0, xj − 1,−1− xj ])2 , j = 1, . . . , n2
w
(j)
2 ≥ 0 =⇒ Pn2+j (d) = (max[0,−wj ])2 , j = 1, . . . , n2
w
(j)
1 ≥ 0 =⇒ P2n2+j (d) = (max[0,−wj ])2 , j = 1, . . . , n1.
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The total penalty in this case is then expressed as
P 2 (d) =
2n2+n1∑
j=1
P 2j (d) .
The penalty approach solves the constrained problem (10) by using a sequence of unconstrained problems
indexed by k ∈ N with objective functions
g (ck,d) =
∥∥∥R˜k∥∥∥2
2
= ‖R‖22 + c2kP 2 (d) , (12)
where
R˜k =

R
ckP1
ckP2
...
ckP2n2+n1
 .
The positive constants ck are monotonically increasing with k, i.e., ck+1 > ck. Each unconstrained optimization
yields an updated solution point dk, and as ck →∞ the solution point of the unconstrained problem will converge
to the solution of constrained problem.
We now formulate an unconstrained minimization problem with sequence of increasing ck associated with the
objectives g in (12) for the decision variables d = (x2,w),
min
d
g(ck,d) (13)
which provides an approximation to the solution of the constrained root-finding problem (9). We specify the
constants ck as follows: if d is the current iterate for the decision variables, we use the formula
ck = max
{
A,
1
||R(d)||2
}
,
where A is a tunable parameter that is meant to be large and set to A = 103 in our numerical examples. We also
note that we never have ck = ∞ so that our iterations cannot exactly constrain the computed solution to lie in
the feasible set. In practice we reformulate constraints to have non-zero penalty within a small radius inside the
feasible set. For example, instead of enforcing wj > 0, we enforce wj > 10−6.
3.2. The Gauss-Newton Minimization
Now that the constrained problem (10) is transformed to a sequence of unconstrained problems (13), we can
use standard unconstrained optimization tools such as gradient descent or Newton’s method.
The gradient-based approaches require the Jacobian of the objective function with respect to the decision
variables. We define
J(d) =
[
J1
J2
]
=
[
∂R1/∂d
∂R2/∂d
]
∈ R(α1+α2+2)×(2n2+n1), J˜k = ∂R˜k
∂d
=

J
ck∂P1/∂d
ck∂P2/∂d
...
ck∂P2n2+n1/∂d
 , (14)
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where ∂Pj∂d ∈ R1×(2n2+n1) is the Jacobian of Pj with respect to the decision variables. We note that the Lipschitz
continuity as well as easy evaluation of Jacobians are ensured using the quadratic penalty function. For instance,
the first part of J has entries
(J1)m,i =
∂p1m
(
x
(i)
1
)
∂x
(i)
1
wi, (J1)m,n1+i = p1m(x1
(i)), (15)
for m = 0, . . . , α1, i = 1, . . . , n1 where we define p1 as in Section 2.4. The formula is similar for entries of
J2. Computing entries of the Jacobian matrix J is straightforward since we only need to compute derivatives of
univariate polynomials. A manipulation of the three-term recurrence relation (4) yields the recurrence√
bm+1p
′
m+1(x) = (x− am)p′m(x)−
√
bmp
′
m−1(x) + pm(x),
which is used to evaluate the partial derivatives in J .
We use the same index iterations k as that defining the sequence of unconstrained problems (13); Thus, our
choice of ck changes at each iteration. A simple gradient descent is based on the update with the form
dk+1 = dk − α∂‖R˜k‖2
∂d
,
∂‖R˜k‖2
∂d
=
J˜Tk R˜
‖R˜k‖2
,
with α a customizable step length that is frequently optimized via, e.g., a line-search algorithm. In contrast, a
variant of Newton’s method applied to a rectangular systems is the Gauss-Newton method [3], with update iteration
dk+1 = dk −∆d, ∆d =
(
J˜Tk J˜k
)−1
J˜Tk R˜k, (16)
where both J˜k and R˜k are evaluated at dk. The iteration above reduces to the standard Newton’s method when the
system is square, i.e., α1 + α2 + 2 = 2n2 + n1. It is well known that Newton’s method converges quadratically
to a local solution for a sufficiently close initial guess d0 versus the gradient descent which has linear convergence
[8]. We use Gauss-Newton iterations that we find robust for our numerical algorithm.
Starting with an initial guess d0, we repeatedly apply the Gauss-Newton iteration (16) until a stopping criterion
is met. We terminate our iterations when the residual norm falls below a user-defined threshold , i.e., when
||R˜||2 < .
We also define another useful quantity to monitor during the iteration process which is the magnitude of the
Newton decrement. This measure often reflects quantitative proximity to the optimal point [9]. Based on its
definition, the Newton decrement is the norm of the Newton step in the quadratic norm defined by the Hessian.
I.e., the Newton decrement norm for a function f(x), is ||∆d||∇2f(x) = (∆dT∇2f(x)∆d)1/2, where ∇2f is the
Hessian of f . In our minimization procedure with non-squared systems we define
η =
(
∆dT (J˜Tk R˜k)
)1/2
, (17)
as a surrogate for a Hessian-based Newton decrement, which decreases as d→ d∗.
Finally we note that, for a given nested quadrature rule with (n1, n2, α1, α2) we cannot guarantee that a solution
to (9) exists. In this case our Gauss-Newton iterations will exhibit residual norms stagnating at some positive value
while the Newton decrement is almost zero. When this occurs, we either re-initialize our decision variables or
decrease the magnitude of the higher order α2 and continue the optimization procedure. By gradually decreasing
α2, we find a successful combination of (n1, n2, α1, α2) that meet the residual tolerance criterion.
3.3. Tikhonov Regularization
The evaluation of the Newton update (16) is a critical part of our scheme. In our rectangular system, the update
is the least-squares solution ∆d to the linear system
J˜∆d = R˜,
7
where J˜ = J˜k
(
dk
)
, and R˜ = R˜k
(
dk
)
and in this section we omit explicit notational dependence on the iteration
index k. Based on our numerical experience, the Jacobian J˜ can be ill-conditioned. Therefore, to effectively solve
the above least-squares problem we consider a generic regularization of the equality:
minimize
∆d
||J˜∆d− R˜||p subject to ||∆d||q < τ, (18)
where p, q, and τ are free parameters. The Pareto curve that characterizes the trade off between the objective norm
and solution norm is shown to be convex in [10, 11] for generic norms 1 ≤ (p, q) <∞. In this paper we utilize a 2-
norm regularization i.e. p = q = 2 which can be solved via an approach in [12]; however, this procedure provides
no clear guideline on choosing τ . Thus we adopt an alternative approach based on Tikhonov regularization. This
approach is a penalized version of the p = q = 2 optimization (18):
∆dλ = argmin
{
||J˜∆d− R˜||22 + λ||∆d||22
}
, (19)
where λ is a regularization parameter that can be selected by the user. However, this parameter can significantly
impact the quality of the solution with respect to the original least-squares problem. Assuming that a value for λ
is prescribed, the solution to (19) can be obtained via the singular value decomposition (SVD) of J˜ . The SVD of
matrix J˜N×M (for N < M) is given by
J˜ =
N∑
i=1
uiσiv
T
i , (20)
where σi are singular values (in decreasing order), and ui and vk are the corresponding left- and right-singular
vectors, respectively. The solution ∆dλ is then obtained as
∆dλ =
N∑
i=1
ρi
uTi R˜
σi
vi, (21)
where ρi are Tikhonov filter factors denoted by
ρi =
σ2i
σ2i + λ
2
'
{
1 σi  λ,
σ2i /λ
2 σi  λ.
(22)
Tikhonov regularization filters singular values that are below the threshold λ. Therefore a suitable λ is bounded by
the extremal singular values of J˜ . One approach to select the regularization parameter is to analyze the “L-curve”
of singular values [13, 14] and choose λ that correponds to the corner of L-curve that has the maximum curvature.
Approximation of the curvature with respect to singular value index can be used to find the index with maximum
curvature, and the singular value corresponding to this index prescribes λ.
In practice, we evaluate the curvature of the singular value spectrum via finite differences on log(σi) (where
the singular values are directly computed) and choose the singular value that corresponds to the first spike in the
spectrum. The regularization parameter can be updated after several, e.g., 30−50, Gauss-Newton iterations. In our
small size, i.e., univariate, problems a small number of fixed appropriate λ throughout the Gauss-Newton scheme
also yields the desirable solutions.
In our experiments we also find that adding a regularization parameter to all singular values and computing the
regularized Newton step as ∆dλ =
∑N
i=1[(u
T
i R˜)/(σi + λ)]vi enhances the convergence when d is close to the
root i.e. ||R˜|| is sufficiently small.
3.4. Initialization
The first step of the algorithm requires an initial guess d0 for nodes and weights. Mimicking the Kronrod
approach, we choose n1 for the number of nested nodes and n2 = 2n1 + 1 for the number of main nodes. We also
fix the order for the nested rule based on Gauss quadrature (similarly to Kronrod rule) i.e. α1 = 2n1 − 1. The
order for the main rule α2 is varied until a desired residual norm is achieved. We initialize the main and nested
nodes in an interlacing order as depicted in the Figure 1.
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Figure 1: Configuration of initial nested and main nodes for n1 = 3, n2 = 2n1 + 1 = 7. The nested nodes x1 are shown with
circumscribed circles (◦), whereas the main nodes x2 are marked with ×.
We consider ω a probability density in all cases (i.e., b0 = 1) so that the weights for main and nested rules are
normalized to yield
∑
i w
(i) = 1. We initialize nodes based on the Gauss quadrature nodes for the main rule. Once
the main rule is initialized the nested nodes are readily available as shown in Figure 1. The weights for main and
nested rules are simply considered as uniform values i.e. w1 = 1/n1,w2 = 1/n2.
Remark 3.1. For unbounded weights e.g. Gaussian weight function the optimal main rule has an order much
smaller than the optimal Gauss quadrature order. That means the nodes are located in a much shorter range
compared to original Gauss quadrature. To incorporate this effect we use the ratio between the maximum value of
the Gaussian quadrature with α2 degree i.e. b(α2 + 1)/2c nodes where b.c is the floor function and the Gaussian
quadrature with n2 nodes. We use this ratio to shrink the range of Gaussian quadrature with n2 nodes.
Algorithm 1 summarizes our numerical method for nested quadrature, including the steps in Sections 3.1–3.4.
Algorithm 1 Nested Quadrature Generation
1: Initialize nodes and weights, n1 for the nested nodes and n2 = 2n1 + 1 for the main nodes associated with the
given orthogonal polynomial system cf. Section 3.4.
2: Specify the residual tolerance e.g.  = 10−12
3: Set α∗2 = 0
4: while ||R˜|| >  do
5: Compute R˜ and J˜ using (12), (9), (14), and (15).
6: Determine the Tikhonov parameter λ from the SVD of J˜
7: Compute the Newton step ∆d from (21)
8: Update the decision variables dk+1 = dk −∆d.
9: Compute the residual norm ||R˜||2 and Newton decrement η from (17).
10: if η <  and ||R˜||2   then
11: α2 ← α2 − 1 and go to line 4.
12: end if
13: end while
14: if α2 = α∗2 then
15: Return
16: else
17: α∗2 ← α2, α2 ← α2 + 1 and go to line 4
18: end if
4. Numerical Examples
4.1. Univariate examples
In this section we investigate the effectiveness of the nested quadrature rules on evaluating univariate integrals.
Some of these experiments serve as validation where we verify existing nested rules. The remaining experiments
focus on highlighting the computation of new rules using the general methodology we have introduced.
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In addition to quadrature corresponding to Kronrod rules, we have also generated existing and new quadrature
for Gauss-Kronrod-Patterson rules which we briefly describe at this juncture.
Patterson [15] extended Kronrod rule by generating nested sequences of univariate quadrature rules. In other
words, a Kronrod-Patterson rule with accuracy level i adds a number of points to the preceding level set Xi
sequentially and updates the weights accordingly. As such this procedure results in Xi ⊂ Xi+1 ⊂ . . .. These
nodes have been specifically obtained for Legendre polynomials [15] and later in a similar fashion for Hermite
polynomials [16]. To investigate these rules we slightly amend our algorithm and generate some of these rules in
addition to sequential nested rules for Chebyshev polynomials, which to our knowledge are new.
To generate Kronrod-Patterson sequential nested rules, we use an initial guess with fixed n1 number of points
and optimize n1 + 1 additional points. The sequence starts with n1 = 1 and x
(1)
1 = 0 which integrates α1 = 1
order. The next step is to add 1 + 1 = 2 points and optimize their locations and weights (while the initial 1 point is
fixed) to achieve an optimal order e.g. α2 = 5 in the case of Legendre and Chebyshev. At this point the new rule
with n2 = 3 and α2 = 5 is considered as the nested rule for the next step where 3 + 1 = 4 points are added to find
a new optimal 7-point rule. This procedure is continued for larger number of points.
It is noted that we only consider R2 residual and its associated constraints’ residual (since R1 = 0 already)
at each sequential optimization and compute R2 as a function of (x2,w2). However, the Jacobian only includes
the derivatives of R2 with respect to additional x2\x1 nodes and the weights w2. As such the resulting Newton
update has n2 − n1 + n2 = 3n1 + 2 entries. These values are concatenated to n1 zeros to update the current
iteration (x2,w2).
4.1.1. Verification of Existing Rules: Bounded Domains
In our numerical experiments for integration on bounded domains we always find the Kronrod relationship
given n1, i.e.,
n2 = 2n1 + 1, α1 = 2n1 − 1, α2 =
{
3n1 + 1, n even
3n1 + 2, n odd
(23)
for all tested values of n1. We will consider three different polynomial families: Legendre, Chebyshev and asym-
metric Jacobi. We report existing results on Legendre Polynomial in this section and show the results for Chebyshev
and Jacobi in section 4.1.3. Figure 2 shows the initial and final nodes and weights for the Legendre polynomial
associated with n1 = 7, n2 = 15, α1 = 13, α2 = 23.
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Figure 2: Initial nodes and weights (two left plots), final nodes and weights (two right plots) for Legendre polynomial associated
with n1 = 7, n2 = 15, α1 = 13, α2 = 23.
Figure 13 shows the sequence of nested quadrature for Gauss-Kronrod-Patterson rules. These rules are associ-
ated with n2 = 3, 7, 15, 31, 63 and α2 = 5, 11, 23, 47, 95. Our algorithm found a lower order (α2 = 91 instead of
α2 = 95) for the 63-point rule which we report in the next section however we were able to recover these existing
points when we used an initial guess close to the optimal points reported in [17].
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Figure 3: Optimized nested sequence of quadrature rules n2 = 3, 7, 15, 31, 63 for Legendre polynomial with orders α2 =
5, 11, 23, 47, 95.
4.1.2. Verification of Existing Rules: Unbounded Domains
To generate existing rules for unbounded domains we consider the sequence of nested rules associated with the
Gaussian weight function ω(x) ∝ e−x2 . We generate n2 = 3, 9, 19, 35 nodes corresponding to polynomial orders
α2 = 5, 15, 29, 51 for tolerance  = 10−12. For n2 = 19, 35 we used initial guesses close to those reported in [17]
and were able to recover similar nodes cf. Figure 4. The computed 19-point rule has two (symmetric) nodes with
negative weights. To recover this rule we relaxed our optimization with no constraint on positive weights. This
rule is the only quadrature with negative weights throughout this paper and we generated it to solely verify the
existing rule.
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Figure 4: Optimized nested sequence of quadrature rules n2 = 3, 9, 19, 35 for weight function ω(x) ∝ e−x
2
.
4.1.3. Generation of New Rules: Bounded Domains
The optimal quadrature for high polynomial order (and high number of nodes) i.e. n1 = 100, n2 = 201, α1 =
199, α2 = 301 for both cases of Legendre and Chebyshev is shown in Figure 5. The MATLAB scheme takes 173
and 261 iterations which amount to 36.17 sec and 53.18 sec respectively for these cases on a personal desktop
computer with Intel Core i7− 5930K @3.5 GHz CPU.
The experiment for asymmetric Jacobi is associated with α = 0, β = 0.3. Figure 6 shows the optimal nodes
and weights for n1 = 10 and n1 = 100. Again we emphasize that we find the Kronrod rule cf. Equation (23).
Now that we have quadrature nodes for high polynomial order we can test the well-documented Circle Theo-
rem. The theorem states that the Gaussian weights, suitably normalized and plotted against the Gaussian nodes,
lie asymptotically for large orders on the upper half of the unit circle centered at the origin in the case of Jacobi
weight functions [18]. In other words,
nw
piω(x)
∼
√
1− x2 as n→ ∞
where x,w are the quadrature node and weight and ω(x) is the weight function evaluated at node x. Figure 7 shows
the above relationship for both main n2 = 201 and nested n1 = 100 rules associated with Legendre polynomial
cf. Figure 5.
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Figure 5: Optimal main and nested nodes and weights for Legendre (top) and Chebyshev (bottom) polynomials associated with
n1 = 100, n2 = 201, α1 = 199, α2 = 301.
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Figure 6: Optimal main and nested rules for asymmetric Jacobi with α = 0, β = 0.3 for n1 = 10, n2 = 21, α1 = 19, α2 = 31
(two left figures) and n1 = 100, n2 = 201, α1 = 199, α2 = 301 (two right figures).
The Gauss-Kronrod-Patterson rule associated with the Legendre polynomial is shown in Figure 8. As men-
tioned earlier we find the nodes for highest order in this case without using the initial guess that we used to generate
nodes in Figure 13.
We also used our method to generate a sequence of nested points for quadrature under the Chebyshev weight.
We generated these points for tolerance  = 10−12 which attains polynomial accuracy similar to the Legendre case,
cf. Figure 9. For the last rule we started with 63 points, and we found after optimization that six of these points have
negligible weights (w ∼ 10−15 which is comparable to our constraint tolerance). These points were automatically
flagged for removal, so the final set has 57 points. The residual norm with these 57 points is ||R2||2 = 1.51e− 14.
4.1.4. Generation of New Rules: Unbounded Domains
We now use our numerical method to find nested rules for polynomial families whose orthogonality measure
has support on infinite, domains such as the Hermite and Laguerre families.
The weight functions for these two cases are ω(x) ∝ xρGe−x2 and ω(x) ∝ xρLe−x. It is easy to show that
these two weight functions are transformable to each other with xL = x2G where xL and xG denote the domain
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Figure 7: Circle Theorem for main and nested rule associated with Legendre polynomial.
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Figure 8: Optimized nested sequence of quadrature rules n2 = 3, 7, 15, 31, 63 for Legendre polynomial with orders α2 =
5, 11, 23, 47, 91.
for weight functions associated with Laguerre and Hermite polynomials. Using this transformation we can show
ρL = (ρG − 1)/2. Having this transformation and having the ability to generate quadrature for any ρL or ρG one
only needs to generate quadrature points for one of these families. For example generating an n-point rule where
n is even for Hermite families is equivalent to generating an n/2-point rule for Laguerre families. However, it
should be noted that the maximum integrable order for Laguerre is half of the Hermite case due to the xL = x2G
transformation.
We find in our numerical experiments that the relationship between the number of points and the polynomial
accuracy of the rule does not attain the accuracy of a Kronrod rule, i.e., given n1 we do not achieve the parameter
n2, α1, and α2 specified in (23). Table 2 lists different values of the number of nodes and polynomial orders for
successful cases i.e. cases that achieve tolerance less than 10−14. The optimization for highest case in this table
n1 = 15 required 1755 iterations and 5.88 sec to achieve the desired tolerance. The results in the table demonstrate
that in many cases the accuracy α2 of the main rule is smaller than 3n1 + 1 or 3n2 + 2.
Table 1: Nested rule for Hermite polynomials with ρG = 0
i = 1 i = 2 i = 1 i = 2 i = 1 i = 2 i = 1 i = 2
ni 1 3 2 5 3 7 4 9
αi 1 5 3 7 5 9 7 11
ni 5 11 6 13 7 15 8 17
αi 9 15 11 17 13 19 15 21
ni 9 19 10 21 11 23 12 25
αi 17 23 19 25 21 27 23 31
ni 13 27 14 29 15 31
αi 25 33 27 35 29 37
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Figure 9: Optimized nested sequence of quadrature rules n2 = 3, 7, 15, 31, 57 for Chebyshev polynomial with orders α2 =
5, 11, 23, 47, 95.
For cases with large number of nodes however we find that we can achieve higher order while maintaining
a small tolerance, e.g.,  = 10−14. This might be attributed to the large number of degrees of freedom in this
optimization as well as extremely small weights on the tails. Figure 10 shows the optimal nodes and weights
for two cases of a small number of nodes n1 = 15, n2 = 31, α1 = 29, α2 = 37 and high number of nodes
n1 = 100, n2 = 201, α1 = 199, α2 = 301 for Hermite polynomial. The result for n1 = 100 takes 1977 iterations
and 177.32 sec. With our algorithm we can similarly repeat this experiment for ρG = 1 where we have shown the
results in Figure 11.
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Figure 10: Optimal main and nested rules for Hermite for n1 = 15, n2 = 31, α1 = 29, α2 = 37 (two left figures) and
n1 = 100, n2 = 201, α1 = 199, α2 = 301 (two right figures) with ρG = 0.
As discussed previously, we use the half of the optimized Hermite rule as the Laguerre rule. Figure 12 shows
the optimized Hermite rule n1 = 100, n2 = 202, α1 = 199, α2 = 301 and the Laguerre rule n1 = 50, n2 =
101, α1 = 99, α2 = 150 which takes 56.21 sec and 3253 iterations to achieve a residual norm ||R˜||2 ' 10−14.
Note that n2 is even in the case of Hermite rule and the accuracy of Laguerre rules are halved. It is also noted that
the absicca for these rules are according to xL = x2G.
Finally we generate the Gauss-Kronrod-Patterson rule for Hermite polynomials with ρG = 1. The achieved
orders for n2 = 3, 7, 15, 31 are α2 = 5, 9, 15, 35 respectively. We use these nodes in Section 4.2.2 to generate a
Sparse Grid for integration in multiple dimensions.
4.1.5. Univariate Integration: Linear Elastic Problem
We investigate the accuracy of our nested quadrature rule via estimation of statistical moments for the displace-
ment in a linear elastic structure with uncertain material properties. The L-bracket domain shown in Figure 14 is
partitioned into 978 standard triangular elements that are used to discretize a linear elastic PDE that predicts dis-
placement. The modulus of elasticity is parameterized as one lognormal variable E = 10−6 + exp(ξ) for all
elements. We are interested in the displacement, u, in the direction of point load, see Figure 14. This displacement
is a function of the elasticity, so that u = u(ξ), where ξ is taken as a standard normal random variable. We esti-
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Figure 11: Optimal main and nested rules for Hermite for n1 = 15, n2 = 31, α1 = 29, α2 = 37 (two left figures) and
n1 = 100, n2 = 201, α1 = 199, α2 = 301 (two right figures) with ρG = 1.
mate the mean and variance of u(ξ) by generating nested quadrature rules in the ξ variable and evaluating u at the
abscissae of these rules. Each evaluation of u requires the solution of a PDE, so this is an example of a case where
parsimony of quadrature rules sizes is useful. The mean and variance of u are estimated via nested quadrature rules
and are compared against “true” values, which are computed using a 100-point Gaussian quadrature rule.
For a given quadrature rule (ξi, wi)ni=1, the mean and standard deviation are estimated as
µ =
n∑
i=1
u(ξi)wi, σ =
√√√√ n∑
i=1
u2(ξi)wi − µ2 (24)
Subsequently the errors in mean and standard deviation are obtained as
eµ = |(µ− µtrue)/µtrue|, eσ = |(σ − σtrue)/σtrue| (25)
where µtrue and σtrue are the “true” mean and standard deviation. We also compute the error between the main
and nested rule evaluations as
eI = |(µ1 − µ2)/µ2| (26)
where µ1 and µ2 are mean values evaluated with nested and main rule respectively.
The Poisson’s ratio is ν = 0.3, and the plane stress condition is assumed. We consider two sets for our analysis:
i) a nested rule with n1 = 7, n2 = 15 set and compare with an 15-point Gauss quadrature which is the total number
of points and ii) a nested rule with n1 = 8, n2 = 17 and compare with 17-point Gauss quadrature. We choose the
Gauss quadrature sets such that their number is equal to n2.
It is evident from Table 2 that the main (n2-point) quadrature rules have less accuracy compared to n2-point
Gaussian quadrature. This is expected since Gaussian rules integrate higher-degree polynomials exactly. However,
we see that the nested quadrature rules attain comparable accuracy for eµ and eI , which thus supports usage of
these rules in cases when re-use of function evaluations is paramount.
Table 2: Error in mean and standard deviation for the linear elastic structure
Quadrature rule eµ eσ number of nodes eI
Nested nodes 4.375e-06 8.757e-03 7 4.3752e-06Main nodes 5.745e-10 8.240e-05 7⊕8=15
Gauss quadrature 4.9141e-12 1.2708e-08 15
Nested nodes 2.918e-07 2.333e-03 8 2.9185e-07Main nodes 2.550e-11 1.485e-05 8⊕9=17
Gauss quadrature 3.6890e-12 2.1421e-10 17
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Figure 12: Optimized Hermite rule for n1 = 100, n2 = 202, α1 = 199, α2 = 301 (two left figures) and Laguerre nested rules
for n1 = 50, n2 = 101, α1 = 99, α2 = 150 (two right figures). The top and bottom figures show a linear and logarithmic
scale, respectively, for the vertical axis.
4.2. Multivariate examples via sparse grids
We compute multivariate integration formulas via sparse grids, which manipulate univariate quadrature rules
to form a multivariate quadrature rule. The ability to generate nested univariate quadrature rules, which is the main
topic of this paper, yields sparse grid constructions that have a relatively small number of function evaluations.
This idea is not new, but our procedure affords flexibility: we can generate nested rules for quite general univariate
weight functions. We demonstrate the savings using this strategy on some test cases.
4.2.1. Sparse Grids for Multivariate Quadrature
Sparse grids are multivariate quadrature rules formed from unions of tensorized univariate rules. Consider a
tensorial Γ as in Section 2.1, and for simplicity assume that the univariate domains Γj = Γ1 and weights ωj = ω1
are the same. Let Xi denote a univariate quadrature rule (nodes and weights) of “level” i ≥ 1, and define X0 = ∅.
The number of points ni in the quadrature rule Xi is increasing with i, but can be freely chosen. For multi-index
i ∈ Nd, a d-variate tensorial rule and its corresponding weights are
Ad,i = Xi1 ⊗ . . .⊗ Xid , w(q) =
d∏
r=1
w
(qr)
ir
. (27)
The difference between sequential univariate levels is expressed as
∆i = Xi − Xi−1, i ≥ 1, (28)
This approximation difference is used to construct a d-variate, level-k-accurate sparse grid operator [19, 20] for
any k ∈ N as,
Ad,k =
k−1∑
r=0
∑
i∈Nd
|i|=d+r
∆i1 ⊗ . . .⊗∆id =
k−1∑
r=k−d
(−1)k−1−r
(
d− 1
k − 1− r
) ∑
i∈Nd
|i|=d+r
Xi1 ⊗ . . .⊗ Xid , (29)
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Figure 13: Optimized nested sequence of quadrature rules n2 = 3, 7, 15, 31 and α2 = 5, 9, 15, 35 for Hermite polynomials with
ρG = 1.
Figure 14: Linear elastic L-bracket with random Young’s modulus
where the latter equality is shown in [21].
If the univariate quadrature rule Xi exactly integrate univariate polynomials of order 2i − 1 or less, then the
Smolyak rule Ad,k is exact for d-variate polynomials of total order 2k − 1 [22]. It is reasonable to use Gauss
quadrature rules for the Xi to obtain optimal efficiency, but since the differences ∆i appear in the Smolyak con-
struction, then utilizing nested rules satisfying Xi ⊂ Xi+1 can generate sparse grids with many fewer nodes than
non-nested constructions. One can use, for example, nested Clenshaw-Curtis rules [23], the nested Gauss-Patterson
or Gauss-Kronrod rules [15, 24, 25], or Leja sequences [26].
Sparse grids is a popular rule for integration in many computational applications. The main reason is the easy
construction of multidimensional rule from a univariate rule while yielding small number of points. As mentioned
sparse grid construction results in fewer nodes by using nested univariate rules. Another alternative to sparse
grid for integration in multi-dimensions is the designed quadrature which directly satisfies moment-matching
conditions for multidimensional polynomial spaces, guarantees all positive weights and has been shown to use far
fewer nodes for integration for the same level of accuracy [7].
Our multidimensional sparse grid rules are constructed via (29), but with tensorized quadrature rules formed
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via Xi that only approximately integrate polynomials. I.e., the univariate rules Xi only integrate polynomials up
to the accurate certified by ‖R‖2 ≤  from the optimization (10). This univariate error translates into an error
committed for multivariate quadrature rules. For simplicity, we state this result for a tensorial probability density
function with identical univariate marginals.
Proposition 4.1. Assume ω(x) is a univariate probability density function. Let Xi, i = 1, . . . , be a sequence
of univariate quadrature rules, and for each i assume that the residual vector R defined in (9) and (11) satisfies
‖R‖2 < , where the residual vector for Xi is associated with a univariate polynomial space Παi . Then, given
some multi-index i ∈ Nd0, we have for any p ∈ ⊗dq=1Παiq ,
|Ad,i(p)− I(p)| ≤ ‖p‖d(1 + )d−1
d∏
q=1
√
αiq + 1,
where
I(p) :=
∫
Γ
p(x)
(
d∏
q=1
ω(xq)
)
dx1 · · · dxd,
and ‖p‖ is the∏dq=1 ω(xq)-weighted L2(Γ) norm.
Proof. Given a multi-index i ∈ Nd0, we define
α = αi := (αi1 , . . . , αid)
T ∈ Nd0,
Let p ∈ ⊗dq=1Παiq . Then there are coefficients p̂j such that
p(·) =
∑
j≤αi
p̂jpj(·),
where
pj(x) =
d∏
k=1
pjk(xk), x = (x1, . . . , xd)
T ∈ Rd.
Then
|Ad,i(p)− I(p)|2 ≤
∑
j≤αi
|p̂j | |Ad,i(pj)− I(pj)|
2 ≤
∑
j≤αi
p̂2j
∑
j≤αi
|Ad,i(pj)− I(pj)|2
 . (30)
The first term, by Parseval’s equality, is ‖p‖2. To bound the second term, we first show that, given r, s ∈ Rd
satisfying
sup
q=1,...,d
|sq − rq| ≤ , sup
q=1,...,d
|sq| ≤ 1, (31)
then Dk(s, r) :=
∣∣∣∏kq=1 sq −∏kq=1 rq∣∣∣ satisfies
Dk(s, r) ≤ k(1 + )k−1, k = 1, . . . , d. (32)
This result can be established by induction, by first noting that D1(s, r) ≤ . For some k ≥ 2 assume Dk−1 ≤
(k − 1)(1 + )k−2, then
Dk = |
∏k
q=1 sq −
∏k
q=1 rq|
= |∏kq=1 sq − sk∏k−1q=1 rq + sk∏k−1q=1 rq −∏kq=1 rq|
= |sk
(∏k−1
q=1 sq −
∏k−1
q=1 rq
)
+ (sk − rk)
∏k−1
q=1 rq|
≤ |sk|Dk−1 + |sk − rk|
∏k−1
q=1 |rq|.
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Since |sq| ≤ 1 and |sq − rq| ≤ , this implies that |rq| ≤ 1 + . Using the inductive hypothesis
Dk ≤ Dk−1 + 
∏k−1
q=1(1 + )
≤ (k − 1)(1 + )k−2 + (1 + )k−1
≤ (k − 1)(1 + )k−1 + (1 + )k−1 = k(1 + )k−1
yields (32). Note then that
|Ad,i(pj)− I(pj)| =
∣∣∣∣∣
d∏
q=1
Xiq (pjq )−
d∏
q=1
I(pjq )
∣∣∣∣∣ .
Since ω is a probability density, then |I(pjq )| ≤ 1 for all jq . Furthermore, if the univariate rules Xi comprising
Ad,i satisfy the residual condition ‖R‖2 ≤  as in Algorithm 1, then∣∣Xiq (pjq )− I(pjq )∣∣ = ∣∣Rjq ∣∣ ≤ ‖R‖2 ≤ .
Thus, defining sq = Xiq (pjq ) and rq = I(pjq ) satisfies (31), so that∣∣∣∣∣
d∏
q=1
Xiq (pjq )−
d∏
q=1
I(pjq )
∣∣∣∣∣ = Dd(s, r) ≤ d(1 + )d−1.
Using this in (30) (and noting the summation has
d∏
q=1
(αiq + 1) terms) yields the conclusion.
The above characterization expresses the error committed by a tensorized quadrature rule when the composite
univariate rules commit  error on a particular subspace. Our error bound does not directly translate into an error
committed by a sparse grid construction, but it does suggest that sparse grid multivariate qudarature errors can also
scale like . In addition, we observe in the following numerical experiments that our sparse grids constructed from
-approximate univariate grids perform well in practice.
4.2.2. Multivariate Integration on Sparse Grids: Nonlinear ODE
As mentioned previously, sparse grids are a common tool for integration in multiple dimensions. Application
of nested quadrature rules in construction of sparse grids are useful since they reduce the total number of nodes
in a sparse grid, and come with inexpensive error estimates. In this example we use our nested quadrature rule in
construction of sparse grids to estimate the statistical moments for a parameterized nonlinear ordinary differential
equation.
We consider the Lotka-Volterra equations, classical predator-prey equations, which are primarily used to de-
scribe the dynamics of biological systems. In particular, the evolution of population for species x and y is modeled
as
∂x
∂t
= ax− bxy, x(0) = x0
∂y
∂t
= cxy − dy, y(0) = y0
where x and y are the population of preys and predators and a, b, c, d are modeled as random variables
a = exp (0.1ξ1) + 1, b = 2 exp (0.1ξ2) + 0.5
c = exp (0.1ξ3) + 2, d = 3 exp (0.1ξ4) + 1
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where the ξi are mutually independent and identically distributed random variables, each having distribution with
weight ω(x) ∝ xe−x2 identical to the weight we used in Gauss-Kronrod-Patterson section 4.1.4. The initial
population is x0 = 3, y0 = 3. We use a fourth order Runge-Kutta time integration method to simulate the time
trajectory of the population for the range t ∈ [0, 10] with the time-step dt = 0.05. Some solution realizations for
the prey population are shown in Figure 15.
We now estimate the mean and variance of the prey population at time 2, x(2), which are computed as in (24)
via two quadrature rules: i) a sparse grid constructed from univariate nested quadrature rules and ii) the sparse grid
constructed with univariate Gauss quadrature rules. We compute the relative error in mean and standard deviation
similarly to Equation (25) and use a 2881-point in d = 4 dimensions[17] to find the true mean and standard
deviation.
We follow the sparse grid construction in [22] and use |X1| = 1, |X2| = 3, |X3| = 3, |X4| = 7 , |X5| =
7, |X6| = 7-point univariate rules (where |.| denotes the size of set) for accuracy levels i = 1, . . . , 6. The
construction in [22] yields a rule for integration of order 2i − 1 corresponding to each level i. It should be noted
that the three univariate rules i.e. [1, 3, 7]-point rules used in this example are nested consecutively i.e. 1-point rule
is nested to the 3-point rule and 3-point rule is nested to 7-point rule as we generated them in Section 4.1.4.
The sparse grid construction in d = 4 dimensions yields n = [1, 9, 33, 81, 193, 385] and n = [1, 9, 41, 137, 385, 953]
for six accuracy levels corresponding to nested quadrature and Gauss quadrature respectively.
Figure 15 shows the relative errors in mean and standard deviation with respect to both nested quadrature
and Gauss quadrature. It is apparent that using the nested quadrature rule requires smaller number of function
evaluations in addition to yielding relatively smaller errors.
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Figure 15: Left: Realizations of prey’s time history. Center and right: Relative error in mean and standard deviation for the
nonlinear ODE
4.2.3. Multivariate Integration on Sparse Grids: Elliptic PDE
In this example we use sparse grid with nested quadrature to estimate the statistical moment for the steady state
heat distribution. Such distribution is modeled via an elliptic PDE with the form
−∇.(a(x, ξ)∇u(x, ξ)) = 1 x ∈ Ω
u(x, ξ) = u0 x ∈ ∂Ω
where c is the heat conductivity which we consider as a random field in our example. We assume a Karhunen-Loeve
expansion in the form of
a(x, ξ) = φ0 +
d∑
i=1
√
λiφi(x)ξi
20
with ξi ∼ U [−1, 1] and φ0 is a positive constant. The eigenvalues and eigenmodes are obtained from decomposi-
tion of a Gaussian covariance kernel
C(x,x′) = exp
(
− ||x− x
′||22
2l2c
)
, (33)
with lc =
√
2/2.
The spatial domain Ω and Dirichlet boundary condition are shown in Figure 16. We truncate the expansion at
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Figure 16: Finite element mesh with Dirichlet boundary condition (left) and a solution realization for the heat equation (right).
d = 10, capturing almost 90% of the energy in the random field,
∑10
i=1
√
λi/
∑500
i=1
√
λi = 0.8825. The value φ0
is fixed at φ0 = 3.
Similarly to previous example we use three univariate rules and consider [1,3,3,7]-point rules for accuracy
levels i = 1, . . . , 4. The sparse grid construction for d = 10 results in n = [1, 21, 201, 1201] and n =
[1, 21, 221, 1581] nodes for four accuracy levels corresponding to nested quadrature and Gauss quadrature re-
spectively.
Finally, we use a 5281-point rule for estimating the true mean and standard deviation and focus on a particular
node with coordinate [0.0037,−0.0024] in the spatial domain to study the convergence. Figure 17 shows the
relative errors in mean and standard deviation. It is again evident that relatively better accuracy is gained with
smaller number of nodes when using a nested quadrature rule.
5. Concluding Remarks
A numerical method for systematic generation of nested quadrature rules is presented. Our method uses a
flexible bi-level optimization that solves the moment-matching conditions for the main and nested rule. The con-
straints, namely the node bounds and weight positivity are enforced throughout the optimization via a penalty
method. We generalize the Gauss-Kronrod rule for various weight functions including those with finite/infinite
and symmetric/asymmetric supports. The extension of algorithm to generate Gauss-Kronod-Patterson rules i.e.
nested sequence of quadrature is also discussed. In particular results for the nested sequence of Chebyshev quadra-
ture are tabulated which have not been reported elsewhere. We used our nested univariate rules to construct sparse
grids for integration in multiple dimensions. We showed the improved efficiency and accuracy of the resulting
multidimensional quadrature on parameterized initial and boundary value problems when compared with Gauss
quadrature-based sparse grids.
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