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Abstract 
Molecular modeling is vital for gaining insight into experimental results and 
discovering molecular properties not yet characterized by experiment. Depending on the 
type of molecule under investigation, certain methods will yield more accurate and 
revealing answers. In the first project, a state-averaged, multireference complete active 
space (CAS) approach was used for the determination of the vertical excitation energies 
of valence and Rydberg states of para-benzyne. Orbitals were generated with a 10- and 
32-state averaged multiconfigurational self consistent field (MCSCF) approach. Electron 
correlation was included using multireference configuration interaction with singles and 
doubles (MR-CISD), including Pople correction for size extensivity (MR-CISD+Q), 
averaged quadratic coupled cluster (MR-AQCC) and MR-AQCC based on linear 
response theory (MR-AQCC-LRT). There is a very high density of electronic states in 
this diradical system - there are more than seventeen states within 7 e V of the ground 
state including two 3s Rydberg states. Of the thirty-two states characterized, fifteen were 
multi-configurational, including the ground 1 Ag state, providing further evidence for the 
necessity of a multireference approach for p-benzyne. In the second project, three new 
isomeric dipyridoannulenes have been synthesized and characterized. These molecules 
possess differing conjugation pathways between the substituent alkoxy donating groups 
and the pyridyl acceptor groups. Optical absorption and emission properties of the 
dipyridoannulenes and their corresponding acyclic precursors were measured and 
correlated to structural differences, and used to evaluate conjugation effectiveness and 
charge-transfer pathways. Optical properties of protonated dipyridoannulenes were also 
measured and found to be somewhat insensitive to the degree of protonation. Density 
lV 
functional studies of these systems at the B3L YP/6-31 G* level provided insight into the 
stabilities, polarities and quinoidal character. An analysis of the HOMO and LUMO 
molecular orbitals provided further information regarding charge - transfer behavior. 
These systems are good metal binding candidates as the pyridine moiety can act as both 
an electron acceptor and a site for metal coordination. 
v 
Molecular Modeling of para-benzyne and a Series of Push-Pull 
(14)-Pyridoannulenes 
Today. molecular modeling is widely used to reveal detailed information about molecular 
geometrics. energetics. and propcnics. Frequently. theoretical calculations arc used in 
conjunction with experimental data. Characterization methods such as spccuoscopy contain a 
wealth of information about the species under study. However. depending on the lcchnique, the 
rcsullS arc often difficult to interpret. Calculations can be used to further clucidale spectroscopic 
data. Molecular modeling is also used independently of experiment Many experiments arc 
expensive, long. and sometimes impossible for ccrtain species of molecules. Thus, modeling 
rcsullS can provide scientists with valuable information withoul the difficulties of canying out 
the actual experiments. 
In this report, two projects arc described. Jn the first project. very high level multircfcrcncc 
methods were used to study the electronic states of the paro·bcnzync diradicaJ, electronic stales 
that have never been characlcrizcd before. The second project is a collaborative cfTon in which 
density functional theory was used to funhcr charaC1crizc three new isomeric dipyridoannulcncs 
synthesized by experimental collaborators. 
Introduction 
1,4 didchydrobcnz:cnc. or paro-bcnzync, is a diradicaJ intcnncdialC f ormcd by the 8crgman 
cyclization1 of (Z)-hcxa-3-cn-l,s..diync. This n:action has been studjcd extensively using 
computationaJ2·" and experimental mcthods. 't.-lA in pan due to the potential for anti-rumor 
activity of the diradiad intermediates f onncd from the cyclization of natunl1 product containing 
cncdiyncs. such as dyncmicin and calichc:amicin. 
I 
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Figure 1. Bergman cyclization of (Z)-hexa-3-en-1,5-<liyne. 
Many of the publications which have examined this class of molecules focus theoretically on 
establishing both efficient and accurate methods to describe the energetics of Bergman 
reactions,25"36•6•37•38•5•9 while others discuss the effects of substituents on the cyclization.39.28•40-
46,24,2,47-50 The most challenging aspect of a theoretical characterization of the Bergman 
cyclization, and other similar electrocyclizations, is the resulting diradical intermediate. Radicals 
and diradicals are difficult to characterize experimentally and equally challenging to electronic 
structure methods since they mostly possess multireference character.51 •53 For instance, the 
ground state of p-benzyne is a multiconfigurational singlet due to through-bond coupling54•55 
and spin polarization56 of the radical electrons. 
Early studies of the Bergman cyclization and resulting p-benzyne intermediate used 
restricted electron correlation5 and active space multireference9•11 methods but with limited 
success in reproducing the experimentally determined reaction barrier and endothermicity. 
Previous studies have also explored the use of density functional theory with pure2•6 and hybrid46 
functionals. Around the years 2000-2001 evidence started to appear in the literature that 
unrestricted DFT calculations were necessary for describing properly the energetics of the 
Bergman reaction. Schreiner and coworkers compared high level Brueckner orbital coupled 
cluster (BCCD) calculations using double zeta basis sets to unrestricted BL YP/6-31 G* results 
with good agreement to each other and to the experimental data. 57 Grafenstein et. al. achieved 
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similar results using unrestricted approaches and LSD and GGA functionals.35 Agreement 
between experimental and DFT results improved further when broken symmetry approaches, i.e. 
using a starting wavefunction in which the HOMO and LUMO orbitals are mixed, were 
employed. 38 A number of reports have utilized density functional theory to treat related diradical 
systems with qualitative success in spite of their multireference character.24·30·31·58·4·59·60.32.47-49,61 
However, unless there are experimental methods available against which to calibrate the results, 
it is difficult to know a priori whether or not the DFT method is capturing properly the physical 
nature of the systems. In addition, it has recently come to light that DFT often fails to properly 
characterize isomeric energies of large hydrocarbon systems. 62"64 
There have been numerous studies14'65•66•56'67"72•73a-b of the p-benzyne singlet ground state 
( 1 Ag) however to our knowledge there have been very few reports of the characterization of the 
excited states other than the low lying triplet. Slipchenko and Krylov have characterized the 
ground state singlet and lowest triplet state and reported that there is a high density of states in 
the range 4 to 7 eV due to extensive orbital quasi-degeneracy.73 Huang et. al. employed 
CASPT2 to examine the singlet, triplet and anionic states of o-, m- and p-benzyne and the 
associated adiabatic excitation energies.74 In their work, they were able to characterize the 
adiabatic excitation energies for 8 low lying D2h singlet states. Clark, Davidson and Zaleski have 
reported on a variety of singlet and triplet potential energy surfaces related to the overall 
Bergman cyclization, including a number of excited states of (Z}-hexa-3-en-1,5-diyne. 44 
State-averaged MCSCF allows the simultaneous determination of multiple electronic states 
of importance to a particular molecular system. This is particularly useful for systems, like p-
benzyne, that possess orbitals that are nearly degenerate or display a high density of low energy 
electronic states. Orbitals from state-averaged MCSCF are particularly well suited for 
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subsequent multireference Configuration Interaction with singles and doubles (MR-CISD) 
calculations on excited states. 75 
It is well known that truncated CI (such as MR-CISD) suffers from the size-extensivity 
problem.76 Several methods have been developed in order to remedy this deficiency. A very 
popular and straightforward approach is the a posteriori Davidson correction,77•78 which has been 
originally developed for the single reference case, but which has been extended to the 
multireference case as well.79•80 Several variants of the Davidson correction have been 
developed81 from which the Pople correction (labeled as MR-CISD+Q) will be used in this 
work. 82 A very good and practical method, which takes size extensivity into account from the 
very beginning, is given by the averaged coupled pair functional (MR-ACPF)83 and averaged 
quadratic coupled cluster84 (AQCC) methods. The slightly different approximation used in MR-
AQCC has been shown to solve the problem of overshooting in MR-ACPF.84 A review on these 
and related methods has been published previously.85 Most recently, MR-AQCC has been 
successfully applied to bond stretch isomerization m cyclobutadiene, 
benzo[l,2:4,5]dicyclobutadiene86•51 and propellanes.87 The MR-AQCC method is state-specific 
and treats each electronic state individually. In order to obtain a balanced description of all 
electronic states of interest an AQCC version based on linear response theory (LRT) has been 
developed (MR-AQCC-LRn,88 which allows the simultaneous computation of a set of excited 
states within the AQCC formalism and is expected to give a better balanced energetic description 
in such cases than the standard, state-specific AQCC method. 
In this work we present an application of the multireference methods (MR-AQCC, MR-
AQCC-LRT, MR-CISD+Q, MR-CISD) to the characterization of the p-benzyne diradical 
ground state along with a series of low lying singlet states. As discussed above, we favor the 
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MR-AQCC approach; however, for higher excited states these methods sometimes show 
convergence problems due to intruder states. These problems could not always be resolved. 
Fortunately, the standard MR-CISD and MR-CISD+Q orbital occupations and energies, 
respectively, agree very closely with AQCC results, when available. Therefore, we have made 
extensive use of these methods as well. A maximum of 26 valence states were computed as 
listed below with at least one state per irreducible representation, along with a series of relatively 
low lying 3s Rydberg states. We identify Rydberg states and examine the singlet-triplet 
splitting. 
Computational Details 
Vertical excitation energies were computed for p-benzyne using a D2h optimized ground state 
geometry reported by Slipchenko and Krlyov73 and computed using the Spin Flip method as 
implemented into density functional theory (SF-DFT), along with the 6-31 lG* basis set. (D2h 
geometry: Rc-e<H> = l.3549A, Rc<H>-C(H) = l.4186A, Rc-u = l.0762A, L C(H)-C-C(H) = 
124.93°, L C-C(H)-C(H) = 117.54°, L H-C-C = L H-C-C(H) = 118.65°; see also Figure 2.) 
This geometry is in agreement with the structure more recently reported by the Krylov group at 
the EOM-SF-CCSD/6-31G* level oftheory.89 The dehydro-carbon atoms are aligned with the 
x-axis and the molecular plane coincides with the xy-plane of the coordinate system. 
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Figure 2. Geometry of p-benzyne used for determining vertical excitations. 
Vertical excitations are uncorrected for zero-point vibrational energy differences and transition 
moments are not averaged over nuclear motion. Four different basis sets were employed, based 
on the Dunning all-electron correlation consistent basis sets;90•91 cc-pVDZ, cc-pVTZ, aug-cc-
pVDZ, and d-aug-cc-pVDZ with the most diffuse p- and d-functions on C and the most diffuse 
p-function on H removed. The first three basis sets aim at an improved description of valence 
states, whereas the last one is dedicated to the computation of the lowest (3s) Rydberg states. 
Computing Valence States 
The orbital space for the MCSCF calculations was divided into doubly occupied (DOCC) 
and complete active space (CAS) sections. The DOCC orbitals were constrained to be doubly 
occupied in all configuration state functions (CSFs) and in the CAS all possible CSFs were 
constructed for a given state symmetry. Two sets of complete active spaces were used; 
CAS(2,2) contains as active orbitals the 6ag and 5b3u radical centers on the dehydrocarbons while 
CAS(8,8) includes these orbitals and adds the pi and pi* orbitals of the aromatic ring (lb1u, 2b1u, 
lb2g, 2b2g, lb3g, lau.) A complete analysis of the molecular orbitals in p-benzyne has been 
published previously.56 
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A variety of state-averaging (SA)-MCSCF schemes were used. We began by averaging over 
10 singlet states; 1-3 1Ag; 1B3u; 1B1u; 1B28; 
1B3g; 1B2u; 1Au and 1Btg· The three 1Ag states were 
chosen in order to represent the two 1 Ag states of the CAS(2,2) calculation plus an additional 1 Ag 
state since it was found that at the MRCI level the latter was located energetically below the 
second one. From the other irreducible representations one state per symmetry was chosen. 
To more fully characterize the singlet - triplet energy gap we also performed a 2-state (1 1 Ag 
and 1 3B3u) averaged CASSCF (8,8) calculation. Finally, we performed CASSCF (2,2) 
calculations using state averaging over 4 states (1-2 1Ag; 1B3u and 3B3u) for comparison with 
previously published results for p-benzyne. 
MR-CISD and MR-AQCC calculations92 were performed using the orbitals from the state 
averaged MCSCF procedure described above. The CAS(2,2) and CAS(8,8) references spaces 
were identical to the CASSCF spaces defined above. Size-extensivity corrections were 
computed by means of the Pople method (MR-CISD+Q).82·93·80•92 Single and double 
substitutions of reference--0ccupied orbitals by virtual orbitals in all reference configurations 
created the total CSF expansion space for the MR-CISD, MR-CISD+Q, MR-AQCC and MR-
AQCC-LRT calculations. In the correlated calculations, electrons in the six core orbitals were 
kept frozen; 1-2 ag, 1-2 b3u, 1 b1u and 1 big· The interacting space restriction
94 was always used. 
Computing Rydberg States 
Following the experience with simultaneous calculation of valence and Rydberg states for 
formaldehyde,95·96 the CAS(8,8) orbital space of the MCSCF calculations for the valence states 
was augmented by one auxiliary (AUX) orbital for the description of the 3s (7ag) Rydberg 
orbital. Individual Rydberg configurations were constructed as single excitations from the 
valence orbitals into the 3s AUX Rydberg orbital. 
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Our SA-MCSCF for the Rydberg calculations included 32 states; 4 states per irreducible 
representation. The reference space for the MR-CISD calculations was identical to the CSF 
space of the MCSCF calculation. Otherwise procedures were performed as for the valence state 
calculations described above. 
The calculations were carried out using the COLUMBUS program system97"99 employing the 
atomic orbital integral package from DALTON.100 
Results 
Characterizing the Valence States of Singlet p-benzyne. 
We have characterized IO valence-excited singlet states (1-3 1Ag; 1B3u; 1Bru; 1B2g; 1B3g; 1B2u; 
1Au and 1B1g) and associated vertical excitations of p-benzyne using MCSCF state-averaging and 
MR-CISD, MR-CISD+Q, MR-AQCC and MR-AQCC-LRT methods. In what follows we will 
refer to these calculations as SA(IO)-MR-CISD, SA(IO)-MR-AQCC, etc. The IO-state averaged 
MCSCF calculations were performed in order to provide adequate orbitals for the subsequent 
correlated calculations. We chose a IO-state averaging scheme as there are 8 states possible 
under D2h symmetry and preliminary results indicated that inclusion of two additional Ag states 
was necessary for convergence. Calculations with different state averaging schemes (3-SA and 
5-SA; not reported here) and 32-SA (vide infra), some including the BJu triplet state, indicate that 
there was little dependence of the results on the averaging scheme chosen. Vertical excitation 
energies, leading electron configurations (contributors greater than 10%) and oscillator strengths 
for all valence singlet states of p-benzyne using the 10 state averaging scheme and the cc-p VTZ 
basis set are given in Table 1. Results using the cc-pVDZ and aug-cc-pVDZ basis sets can be 
found in the Supplementary Materials. Excitations are characterized by the symmetry of the 
excited state. At all levels of theory the ground state singlet of p-benzyne is two-
configurational. At the CAS{8,8) cc-pVTZ SA-IO MR-CI level the leading configurations are 
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51 % cr0 (cr*)27t121tl1tl and 24% cr2 (cr*)0 7t121tl1tl. (Table 1; cr is the 6ag symmetric molecular 
orbital, and cr* is the 5b3u antisymmetric molecular orbital. 1ti, 1t2 and 1t3 are the pi bonding 
orbitals lb1u, lb2g and lb3g, and 1t4, 1t5 and1t6 are the anti-bonding orbitals of symmetry 2b1u, lau 
and 2b2g, respectively.) It is no surprise that the CSF with a doubly occupied cr* is the leading 
configuration - through bond coupling between diradical electrons via the intervening sigma 
bonds results in a highest occupied molecular orbital ofb3u symmetry.55·54·56 
As shown in Table 1 and Figure 3, including electron correlation (MCSCF 7 MRCI) and 
Pople corrections for size extensivity generally lowers the state energies in all cases except for 
the 21Ag and 1B2u states. The Pople correction stabilizes the 3
1Ag and 1B3u states most 
significantly, lowering the MRCI energy by 0.54 and 1.1 eV, respectively. At the AQCC level, 
there were two states that were not convergent due to an inadequate reference space - 31 Ag and 
1B3u; therefore, these states are missing in the AQCC results in Table 1 and Figure 3. Generally, 
there is very good agreement between CISD+Q and AQCC so in cases where AQCC is not 
convergent the +Q results will be used. There is some state reordering with different methods; 
particularly the relative positioning of the 21 Ag, 31 Ag and 1 B3u energies in the overall manifold of 
states. For instance, the 21Ag state lies at 4.22 eV in the MCSCF results but then climbs higher 
in the manifold of states as the methods progress from MCSCF7MRCISD7AQCC but is then 
again stabilized to 4.54 eV with AQCC-LRT. However, in the AQCC-LRT results there is a 
significant stabilization of the 1B3u and 31Ag states. This results in the 21Ag state as the 7th 
highest lying valence state in the LRT manifold, as opposed to lying as the 3"\ 5th and 5th highest 
lying state with MCSCF, MRCISD and AQCC, respectively. There is a particularly high density 
of states between 4.0 and 4.6 eV in the LRT results. This can be seen most clearly in Figure 3. 
MRCISD+Q and AQCC stabilize all states relative to MRCI except for the 21 Ag state. In most 
9 
cases AQCC-LRT energies are higher than AQCC energies. Overall, basis set effects were not 
significant. As expected, increasing basis set diffuseness lowers the energy of all states as does 
increasing from double-zeta to triple-zeta. When discussing the 10-SA results below, all 
energies cited are MRCI+QffZ energies unless otherwise noted. 
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Table 1. SA(IO)-MC-SCF, MR-CISD, MR-CISD+Q, MR-AQCC and MR-AQCC/LRT Vertical 
Excitation Energies ( e V) from the 1 Ag ground state using CAS(8,8) reference wave function and 
the cc-pvTZ basis set. MCSCF oscillator strengths are provided in parenthesis for transitions 
allowed by symmetry. 
State Dominant configuration in 
MRCI 
1 Ag 51% (a*)27t127tl7tl + 
24% a21t121tl1tl 
MC-
SCF8 
Eexc 
MR-
CISD8 
Eexc 
1B2g 68% a 1(a*)27t127t217tl 3.65 3.44 
1BJg 69% a 1(a*)27t127tl7t31 3.99 3.69 
1Btu 58% cr2(a*)17t127t217tl + 15% 4.26 4.20 
a 1( a*)27t117tl7tl (l.685E-3) 
1Au 67% a 2(a*)17t127tl7t31 4.56 4.39 
2 1Ag 72% a 1(a*)17ti27tl7t31(7ts)1 4.22 4.46 
3 1Ag 29% a 27t127tl7tl + 5.32 4.98 
19% cr2( a*)27t127t3 2 + 
I B1g 
12% ( a*)27t 127t2 27t3 2 + 
11 % at( a*)17t127t217tl(7t/)1 
58% a 1( a*)17t127tl7tl + 11 % 
( a*i7t127t217tl( 7t4 *)I 
27% (a*)27tt27t217tl(7t/)1 + 
19% (a*i7t127tl7t31(7t/)1 + 
12% cr27t127t217tl(7t/)1 
54% a 1(a*)17t127t217tl(7ts·)1 + 
I I 2 2 I( *)I 20% a (a*) 7t1 7t2 7t3 7t4 
6.19 5.08 
(l.119E-2) 
5.23 5.36 
(1.504E-3) 
6.35 6.14 
MR-
CISD+Q8 
Eexc 
3.30 
3.45 
4.17 
4.25 
4.60 
4.44 
3.98 
5.38 
5.96 
AQCC8 
Eexc 
3.27 
3.42 
4.18 
4.22 
4.63 
b 
b 
5.35 
5.94 
LRT8 
Eexc 
3.33 
3.52 
4.18 
4.28 
4.54 
4.34 
4.10 
5.36 
6.01 
"Total ground state energies (a.u.): -229.53819 (MCSCF); -230.24777 (MR-CISD); -230.40155 (MR-
CISD+Q); -230.39385 (MR-AQCC);-230.36481 (MR-AQCC-LRT). bCalculation not converged; 
reference space not adequate. 
In addition to identifying the two-configurational 1 Ag state as the ground state, all methods 
used herein predict a high density of valence states above the ground state; there are eight states 
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within a 3.0-5.5 eV window of excitation energy from the ground state. This is in good 
agreement with the estimate given previously by Slipchenko and Krylov - using their Spin-Flip 
method they predicted more than seven states in a 4 to 7 eV energy window.101 In our wo~ the 
two lowest excited states arc the single-configurational 1B21 and 1831 states at 3.30 and 3.45 eV, 
respectively, followed by a two-configurational 1B3u state at 3.98 eV, a two-configurational 1B1u 
state at 4.17 eV and a single configurational ·~state at 4.25 eV. The lowest excited 1A1 state is 
four..configurational and occurs at 4.44 cV while the next excited 1 A1 state is singlc-
configurational and comes in at 4.60 eV. The remaining states (1B2u and 1B1a) arc three- and 
two-configurational at 5.38 and 5.96 eV, respectively. Oscillator strengths were calculated using 
MC-SCF. The most prominent transition is predicted to occur at 3.98 eV, corresponding to the 
1B3u state. Visualization of the active orbitals confinns the similarity of the p-benzyene 7t 
orbitals to the Jt orbitals of benzene. However, in the case of p-bcnzyne, all excitations in the 
window from -3.3-4.4 eV, except for the 21A1 and 
18,. states, arc from the 7t system to the aa• 
system. Therefore, the spectrum cannot be seen in analogy to the n-n• transitions of the 
benzene electronic spectrum. Huang ct. al. employed CASPT2 to examine the adiabatic 
excitation energies for eight low lying singlet states of p-bcnzync. A direct energetic comparison 
with our results is not possible due to the gcomcuy optimized nature of their excited states; 
however, the energetic orderings and electronic nature, i.e. dominant configurations, arc similar. 
While it was not the major focus of their work. they also provided a CASPT2(12, 12) vertical 
excitation of 3.11 eV for the lowest lying excited state singlet. Our result of 3.30 eV 
(MRCISD+Q) is in reasonable agrccmcnt with this." 
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3.0 MR-CISD MR-MCSCF MR-AQCC AQCC-LRT 
Figure 3. A comparison of valence states for p-benzyne calculated using 10-SA and MCSCF, 
MR-CISD, MR-AQCC and MR-AQCC-LRT. Results are not shown for MRCISD+Q as they 
are within 0.03 eV agreement of the AQCC results. 
Characterizing 3s Rydberg States of para - Benzyne. 
We have performed a 32-state averaged CAS(8,8) MCSCF calculation to identify low lying 
3s Rydberg states of p-benzyne. The states were selected for averaging by including four states 
for each of the 8 irreducible representations under D2h symmetry. The MCSCF results provided 
orbitals for the subsequent MR-CISD and MR-CISD+Q calculations. MR-AQCC was not 
included in the analysis of Rydberg states because of convergence problems with higher excited 
states. The states and computed transitions are displayed graphically in Figure 4 and 5, 
respectively. 
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Figure 4. A comparison of valence and Rydberg states for p-benzyne calculated using 32-SA 
and MCSCF and MR-CISD. 
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The 32-SA results are comparable to the 10-SA results for the ten lowest lying valence states 
characterized in Table 1 and Figure 3, i.e. states computed with different averaging schemes 
possess the same orbital character and very similar excitation energies. In addition, the 32-SA 
results provide information about higher lying states including the identification of 6 and 5 
Rydberg states, at the MCSCF and MRCI levels, respectively. Rydberg states were 
characterized as those states having dominant configurations with either a sigma or a pi electron 
excited into the 3s orbital; for example, the lowest Rydberg state at the MRCISD+Q level was 
21BJu at 6.12 eV with a configuration of70% cr17t127ti27tl3s1. Rydberg states were also identified 
by calculating the expectation values of the <Z2> component (perpendicular to the xy-molecular 
plane) of the quadrupole tensor for each state. In all cases identified as Rydberg states by an 
examination of electron configurations, the corresponding <Z2> value was almost twice as large 
as for non-Rydberg states. 
As with the 10-SA results, the state ordering depended on the method employed (Figure 4.) 
Unlike the 10-SA results, the character of many of the higher lying states also changed with 
inclusion of electron correlation. For example, using MCSCF the fourth 1A8 state, at 6.79 eV, 
exhibited the character: 55% cr1(cr•)17t127t217tl(7t4•)1 whereas at the MRCI level the same state 
was 53% cr2(cr•)27t127t{ All together, there are 12 states that change character; 21B2g, 41Ag, 
Rydberg character at one or both of these levels of theory. For instance, six Rydberg states were 
identified at the MCSCF level; 21B2g, 21BJu, 21Au, 31B38, 3
1B1u and 41B2u· The lowest MCSCF 
Rydberg state, 31B38, is two-configurational, appears at 6.72 eV and has a dominant 
. • 2 2 2 13 1 320,1 --2 2 2 13 l configuration of 56% ( cr ) 7t1 7t2 7t3 s + 10 cr 7t1 7t2 7t3 s . Five Rydberg states were 
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31B3g) were also Rydberg in character using MCSCF. This is mainly a state reordering effect. 
At the MRCI level the other MCSCF Rydberg states, 21B2g, 21Au and 31B1u, adopt non-Rydberg 
character while the state of corresponding symmetry one level higher {3 1B2g, 31Au and 41B1u) 
adopts the same Rydberg character as previously exhibited at the MCSCF level. The only 
Rydberg state found at the MCSCF level without a higher lying partner in the MRCI manifold of 
states is 41B2u. More infonnation regarding the character and excitation energies for all 32 states 
may be found in the Supplementary Materials. 
Oscillator strengths were calculated using MC-SCF. The most prominent transition is 
predicted to occur at 7.59 eV (MR-CISD+Q) corresponding to the 31B2u state. Of those states 
characterized as Rydberg using MRCI, only 21B3u and 41B1u have non-zero transition 
probabilities. The simulated spectrum is shown in Figure 5. 
It should be noted that in this work we have examined only 3s Rydberg states in order to 
detennine where the series of Rydberg states begins. In view of the high density of states for p-
benzyne, we abstained from including higher Rydberg states in our calculations. 
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Figure S. Calculated spectrum for p-bcnzync using oscillator strengths (f) from MCSCF and 
excitation energies from lhc 32-SA CAS(8,8)+AUX MR-CISO+Q/d-aug<q>VDZ lc:vcl of 
lhcory. Transitions associated wilh Rydberg stalCS arc indicated wilh a boldface (R). 
Charocleri:ing the singleMrip/e/ gap /11 para-Ben:yne 
In order to more fully characterize the singlet-triplet splitting in p-bcnzync, and to compare 
with previous results, we have pcrfonncd a 2-statc averaged CAS(8,8) MCSCF calculation. 
averaging over the ground 1 A1 state along wilh the low lying Je,. state. The MCSCF results 
provided orbitals for the subsequent MR-CISD, MR-CISD+Q, MR-AQCC and MR-AQCC-
LRT calculations (Table 2). 
The adiabatic singlet triplet splitting was mcasun:d by Wenthold ct. al. to be -3.8 ±0.S 
kcaVmol using ncgati\i:-ion pholoclcctron spectroscopy. In that same report. an alrcntivc value 
of -2.1:0.4 kc.al/mol was also prcscntcd.1m There have been a number of theoretical calculations 
on the adiabatic singlet-triplet splitting and taken together lhcsc f'C\ul a significant dcpcndcncc 
on basis and geometry 
employed. 10, ll,19,I0).7,.IOl,71..&'.27.IOj,TJ.106.J).ICJ1.IOOSJ:U7M..6.109..6lli.J,l I0.7.10.I 11,101.14 There have been 
fewer reports on the vertical cnagy gap bct\\-ccn the ground stale singlet and the lowest triplet 
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state. 72•89•44 Vertical singlet-triplet values calculated in this study using 3 different basis sets (cc-
pvDZ, aug-cc-pvDZ and cc-pvTZ) are reported in Table 2. Our CAS(8,8) 2-state averaged 
MRCISD results are in good agreement with previously published Equation-of-Motion Spin-Flip 
CCSD results89 as well as with spin-restricted ensemble-referenced Kohn-Sham (REKS) B3L YP 
values.72 The MRCISD+Q values predict a splitting that is 0.08 eV larger than these results. 
Our MCSCF results are in better agreement with these higher, correlated calculations than 
previously published CASSCF(8,8)/6-31G* results.44 This could be due to the larger basis sets 
employed in this study or the benefits obtained from a state-average approach. 
Table 2. Vertical Exciation energies for the Singlet-Triplet Transition (eV) for p-benzyne using 
MC-SCF, MR-CISD, MR-CISD+Q, MR-AQCC and MR-AQCC/LRT CAS(8,8) cc-pvDZ, aug-
cc-pvDZ and cc-pvTZ and averaging over 2 states (1 1A8; 3B3u). 
Method cc-pVDZ aug-cc-p VDZ cc-pVTZ 
MCSCF 0.1713 0.1713 0.1640 
CISD 0.2274 0.2277 0.2138 
CISD+Q 0.3031 0.3095 0.2901 
AQCC 0.3496 0.3613 0.3482 
AQCC-LRT 0.2990 0.3032 0.2870 
Comparison with previous results: Reference 
EOM-SF-CCSD/6-31 G* 0.22 89 
REKS-B3L YP/6-31 G(D) 0.21 72 
CASSCF(8,8)/6-3 l G* 0.13 44 
CASSCF(2,2)/6-3 l G* 0.04 44 
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Results obtained using the smaller CAS(2,2) active space 
One of the simplest, and most common, approaches to describing diradicals is to use the 
two-electrons in two-orbital model112·113 and this active space has been used previously for 
studying properties of p-benzyne.44•9•14·111 For comparison purposes, we also performed a series 
of calculations using the CAS(2,2) minimum reference space. This leads to three possible orbital 
occupations - 6ag 2, 6ag 5b3u and 5b} and four resulting electronic states; 1,2 1 Ag, 3B 3u and 1 BJu· 
The first and the last occupation give rise to states 1-2 1 Ag. The second orbital occupation gives 
rise to a singlet and triplet state of B3u symmetry. We began by including these four states into 
the state-averaging scheme; however, interaction with the 7t orbitals (states derived from a larger 
active space) indicated that the (2,2) approach was not adequate. The inadequacy was apparent 
from the large change in energy between the MRCI and MRCI+Q values (see Table 3). In 
particular, the 21Ag and 1B3u states were not well represented. The results indicated that a 
configuration containing a 1 b2g ~ 2b2g orbital excitation appeared in the CI wavefunction that 
was not included in the CAS(2,2) reference space. This one and other 7t orbital related 
configurations are included in the CAS(8,8) treatments described above. 
Table 3. CAS(2,2) SA(4)-MC-SCF, MR-CISD, MR-CISD+Q and MR-AQCC Vertical 
Excitation Energies (eV) from the 1Ag ground state using CAS(2,2) reference wave function and 
the cc-pvTZ basis set. 
State Dominant configuration in MC-SCFa MR-CISDa MR- AQCCa 
MRCI CISD+Qa 
l 1A 57% ( cr*)2 + 25% cr2 g 
3
B3u 83% cr1(cr*)1 0.02 0.15 0.26 0.28 
I 
B3u 80% cr1(cr*)1 7.51 5.78 4.35 3.72 
21A g 56% cr2 + 24% (cr*)2 7.93 6.16 4.63 b 
"Total ground state energies (a.u.): -229.43431 (MCSCF); -230.19256 (MR-CISD); -230.37403 (MR-
CISD+Q); -230.36891 (MR-AQCC). bCalculation not converged; reference space not adequate. 
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Summary 
The ground and singlet excited states of p-benzyne have been determined using a variety of 
multireference methods; MR-CISD, MR-CISD+Q, MR-AQCC and MR-AQCC-LRT, and 
utilizing orbitals obtained from CAS(8,8) and 10- and 32-state averaged MCSCF. These results 
indicate that there is a high density of electronic states above the two-configurational singlet 
ground state including other states that are multi-configurational. The seven lowest excitations 
are from the 1t system to the in-plane crcr* system on the dehydrocarbons except for 21 Ag and 
1B3u. The ordering of electronic states was dependent on the inclusion of electron correlation and 
in some cases the character of the states changed as well. Five Rydberg states were identified at 
the MRCI level; two of which display non-zero transition probabilities. The 3s Rydberg states 
were shown to arise from either excitation of a cr/cr* or 1t electron. The vertical singlet-triplet 
gap for p-benzyne was computed to be 0.29 eV using a two state-averaged CAS(8,8) 
MRCISD+Q/cc-pVTZ treatment. Finally, our investigation into the reliability of a CAS(2,2) 
approach for p-benzyne showed that at least one important configuration characterized by a 
1t~1t* orbital excitation is missing in the CAS(2,2) reference wave function for the calculation 
of the 21Ag and 1BJu states. 
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In addition to examining the excited states of p-benzyne, density functional theory {DFT} 
calculations were used in order to gain insight into the experimental results of our experimental 
collaborators, namely the characterization of three new isomeric dipyridoannulenes. It is 
important to note that in the p-benzyne study, multireference methods were used because p-
benzyne is an open-shell molecule. Thus, it is best described by multireference methods. In 
contrast, closed shell systems such as annulenes are well described by density functional theory. 
The idea behind density functional theory is that if the electron density is known, then the total 
energy and many other properties can be obtained. DFT calculations are faster than wavefunction 
based methods and capture some amounts of dynamical electron correlation.59 Overall, DFT is 
widely used to characterize closed shell molecules. Using density functional theory, the charge-
transfer behavior, stabilities, polarities, and quinoidal characters of the new molecules were 
examined, providing greater understanding of their behavior. 
Introduction 
Cyclic structures composed exclusively of arenes and arenes bridged by unsaturated linkers, 
dehydrobenzoannulenes (DBAs), have been known for many years.114 In particular, o-DBAs, 
DBAs where benzene or substituted benzene rings are connected via the o-position by 
(poly)alkynyl spacers have been attractive targets (Figure 6). In large part this can be attributed 
to the synthetic accessibility of such molecules via highly reliable palladium coupling 
strategies.115 Unmodified o-DBAs have been prepared to model graphyne substructures,116 as 
precursors to carbon tubes and onions, 117 to examine molecular strain, 118•119 and aromaticity. 120 
Cyclophane derived o-DBAs hybrids have been used to probe aromaticity in the annulene 
framework, 121 while pyrene hybrids have also been used to examine photoisomerism. 122 An 
o-DBA bearing a crown ether was examined for supramolecular assemblage. 123 
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More recently, investigators have begun to focus on annulenes and related compounds with 
pendant electron-donors and -acceptors. The Haley group has extensively examined [18]-
annulenes bearing either alkoxy or dialkylamino electron-donors and nitro electron-acceptors 
(e.g. la-c). 124 These compounds were shown to exhibit second-order NLO properties. 125 Later, 
this same group explored a series of bis[14]- and [15]-annulenes (e.g. 2a-c) and compared them 
to their acyclic precursors. 126 The results clearly demonstrated that conjugation effectiveness, 
electron density, planarity, and geometry of charge-transfer pathways profoundly affect the 
optical properties, stability, and aggregation propensity of DBAs. One disadvantage of these 
prior systems is that they are generally inappropriate for metal binding. The amino groups, 
which might be able to interact with metals through their lone pairs, are the electron donors and 
thus are partially positively charged, while the electron-accepting nitro groups are considered 
poor ligands in general. 
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1c; R1, R3=N02; R2,R4=NBu2 2c; Rh R3=N02; R2,~=NBu2 
Figure 6. Annulenes and related donor acceptor systems. 
There are now several examples of o-DBAs possessing heterocycles such as thiophene 
127 or 
phthalocyanines in the place of some or all of the carbocyclic arenes. 128 The inclusion of 
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heterocycles as part of the annulene allows for metal binding, although it is possible for small 
[12]-o-DBAs to bind metals such as Ni(O) within the central cavity by simultaneous coordination 
to all of the triple bonds.129 Many of these compounds have been prepared with the aim of 
developing new sensors. 
More recently, reports have begun to surface where pyridine rings are being used to replace the 
electron accepting nitrobenzene in similar structures, simultaneously providing an electron-
acceptor and a site for metal coordination. The Bunz group has released a series of papers on 3, 
which was shown to behave as a bidentate ligand for appropriate metal cations and whose 
absorption spectrum was shown to be highly sensitive to acid. 130-132• The only pyridine 
possessing DBA reported to date are a C3-symmetric [12]-annulene (4) and a related, but highly 
strained twistophane. 133 Annulene 4 was shown to undergo significant spectral changes in the 
presence of small amounts Pd(ll) and acid while the twistophane was sensitive to Hg(II) in 
addition to Pd(ll). A series of cruciform type structures with pyridine electron acceptors have 
also been recently reported. 134 Here we wish to report our entry into this area with the synthesis 
and characterization of a series of three new donon-acceptor [14]-dehydropyridoannulenes (5-7). 
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Figure 7. Conjugation paths in annulenes 5 -7. 
These new compounds have interesting conjugation paths. Previous studies on alkyne-
containing structures have demonstrated the influence that the conjugation path can have on 
electronic structure.135•137 As seen in resonance contributor Sa (Figure 7), compound 5 has a 
"bent" conjugation route (a) from the oxygen on the right to the nitrogen on the right via an 
intervening arene and three triple bonds. Likewise, the left oxygen and nitrogen have a bent 
conjugation path. According to prior literature, any cross conjugation (i.e. right oxygen to left 
nitrogen or left oxygen to right nitrogen of 5) is expected to be insignificant. 124 In the case of 6, 
there is a shorter, linear conjugation route (b) between the oxygen on the right and the nitrogen 
on the left that only goes through a single acetylene spacer. This can be visualized by resonance 
contributor 6a. The nitrogen on the right is also in resonance with the oxygen on the left. In 
unsymmetrical annulene 7, however, the oxygen on the right has conjugation paths to both 
nitrogens, while only cross conjugation is available to the oxygen on the left to either nitrogen. 
Since the final step of the synthesis is the closure of the annulene by formation of the butadiyne 
bridge, the penultimate precursors will provide excellent information about the role of bent 
conjugation paths. 
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Results and Discussion 
The synthesis of all new isomeric dipyridoannulenes as well as experimental characterization 
(including all spectroscopic results) were performed by collaborators Matthew G. Lauer, James 
W. Leslie, Ashley Mynar, Shelly A. Stamper, Anthony D. Martinez, Adrian J. Bray, Senai 
Negassi, Kevin McDonald, Eric Ferraris, Aaron Muzny, Shawn McAvoy, Chris Miller, Keith A. 
Walters (Pl) and Keith C. Russell (Pl) at Northern Kentucky University. 
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Figure 8. 1 H NMR Spectra for the Aromatic Region of Annulenes 5-7. 
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NMR Spectra. Figure 8 shows the aromatic region of the 1H NMR spectra for annulenes 5-7. 
The assignments for symmetric annulenes 5 and 6 allow for facile determination of the protons 
in 7. 
Comparison of chemical shift differences between [14]-dehydrobenzoannluenes and their 
precursors has been frequently used as a probe of aromaticity. 8•9•138•139 These studies have 
clearly demonstrated that the alkene protons are more sensitive to effects of cyclization than are 
any arene protons. However, upon cyclization from their precursors, arene protons of 
dehydrobenzoannulenes generally experience a down-field chemical shift. Likewise, the protons 
in 5-7 and their precursors experience similar chemical shift differences upon cyclization (Table 
4). The most sensitive protons are those adjacent to the single alkyne bridges, rather than the 
butadiyne bridge. The analysis ofHb is interesting. This proton shows a shift difference of 0.45 
ppm in the 13 ~ 5 cyclization. However, in the conversion of 19 to 7, the difference in chemical 
shift for this proton is only 0.03 ppm. All other protons show nearly the same chemical shift 
differential when comparing symmetric annulene 5 and 6 to unsymmetric annulene 7. The 
explanation for this might be rationalized by examination of the resonance paths available to the 
precursors as well as the annulenes. In the case of precursor 13, only cross conjugation paths are 
available between oxygens and nitrogens. After cyclization to annulene 5, the bent conjugation 
path through the butadiyne bridge becomes available. This is the only path of direct conjugation 
between both oxygens and nitrogens. In the case of precursor 19, the linear conjugation path is 
available to the right oxygen I left nitrogen pair, while cross conjugation is the only route 
available to the right nitrogen. Once converted to annulene 7, the bent conjugation path is also 
possible for the right nitrogen. However, the shorter, linear conjugation route is dominant due to 
smaller charge separation. Thus the cyclization has little effect on proton Hb. 
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Table4. Chemical Shift Difference of Arene Protons upon Cyclization. 
A.5, ppm 
Proton 13 -7 5 16-7 6 19-7 7 A{A5t 
a 0.32 0.29 0.03 
b 0.45 0.03 0.42 
c 0.29 0.2 0.09 
d 0.18 0.19 -0.01 
a' 0.44 0.44 0.00 
b' 0.15 0.15 0.00 
c' 0.18 0.23 -0.05 
d' 0.22 0.22 0.00 
a for a-d = (13 -7 5) - (19 -7 7); for a'-d' = (16 -7 6) - (19 -7 7). 
Computational Studies. Simplified compounds 5'-i, the methyl analogues of 5-7, were used 
for computational analysis. The structures of 5'-7'were obtained by geometry optimization, 
without symmetry constraint, using the B3L YP density functional with the 6-31 G* basis set as 
implemented in the GAUSSIAN03 140 program. The B3LYP/6-31G* treatment has been shown 
to adequately describe similar systems.126 Harmonic frequency analysis was used to confirm all 
structures as stationary points on the respective potential energy surface. As expected, the 
conjugated backbones of 5'-iare planar with the methoxy groups oriented trans above and 
below the plane. Calculated bond lengths are provided in Table 5. Bond length alternation can 
yield insight regarding the aromaticity present in these systems as well as the nature of charge 
transfer between donor and acceptor moieties. Quinoidal character (8r; Equation 1) is a measure 
often used to describe bond length alternation and the corresponding degree of charge transfer 
present along conjugated hydrocarbon backbones. 141 '142 For calibration the 8r value in benzene 
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is 0, while fully quinoidal rings have values between 0.08 - 0.10. Quinoidal values for pyridine 
and diethynyl pyridine, calculated at the B3LYP/6-31G* level of theory, are 0.0145 and 0.0223, 
respectively. 
ar =[(a+ a1 )12-(b + b1 )12]+ [(c + c1 )12-(b + b1 )12] 
2 
Eqn 1 
Table 5. Calculated bond lengths and quinoidal character, (8r), of s'-i. 
Donor Quinoid Character 
a a' b b' c c' 8r ( a-c) 
s 1.4130 1.3871 1.3871 1.4124 1.4124 1.4255 0.0098 
6' 1.4132 1.3874 1.3874 1.4120 1.4120 1.4251 0.0097 
7' 1.4130 1.3872 1.3874 1.4123 1.4120 1.4252 0.0095 
s 
6' 
i 
d 
1.4082 
1.3492 
1.4082 
g 
1.4302 
1.4311 
1.4307 
Acceptor 
d' e 
1.4302 1.3869 
1.4311 1.3320 
1.4303 1.3869 
g' h 
1.4082 1.3477 
1.3492 1.4057 
1.3492 1.4058 
e' f 
1.3477 1.4008 
1.4057 1.4005 
1.3478 1.4007 
h' 
1.3869 1.3311 
1.3320 1.3869 
1.3320 1.3869 
r 
1.3311 
1.3869 
1.3313 
i' 
1.4008 
1.4005 
1.4006 
8r (d-f) 
0.0253 
0.0231 
0.0252 
or (g-i) 
0.0253 
0.0231 
0.0229 
The quinoidal behavior is similar for s'-7'; or values in the donor substituted rings are small 
indicating a small degree of quinoidial character while the or values in the acceptor rings range 
from 0.0229 - 0.0253, similar in range to quinoidal values reported for donor/acceptor 
substituted diphenylacetylene, 144 tetrakis(phenylethynyl)benzenes and 
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bis(dehydrobenzoannuleno)benzenes. 126 Interestingly, the quinoidal character of the pyridine 
rings in 5'is larger (0.0253) than in 6' (0.0231) perhaps indicating better charge transfer in this 
system. Molecule 7', with nitrogen atoms on opposite sides of the diacteylene bridge, shows a 
slightly larger quinoidal character for the pyridine ring with the N pointed away from the donor 
group (0.0253) than for the pyridine group pointed towards the donor group (0.0229). 
The B3L YP/6-31 G* energetics are shown in the Supplemental Information. Energetically, 6' is 
the most stable while 5' is the least stable, although all systems are within 0.7 kcal/mol of being 
isoenergetic. Polarity is inversely proportional to stability; 6' is the least polar while 5' has a 
large dipole moment (6.8241 D). 
The HOMO and LUMO energies were also examined and calculated optical gaps where 
compared to the electronic spectra. The HOMO-LUMO gaps of 5' -7' are very similar. There is 
good agreement between the experimental absorption maxima and the wavelengths associated 
with the calculated optical gaps suggesting that the first excited states of 5 - 7 are dominated by 
the HOMO - LUMO transition. 
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Table 6. Calculated and Experimental HOMO-LUMO Band Gaps of 5' - 7' 
Calculated• Experimental 
E(HOMO) E(LUMO) &E(L-H) J..(nm) J..(nm) 
5' 
-0.214 -0.078 0.136 335 331 
6' 
-0.211 -0.076 0.135 338 330 
7' 
-0.212 -0.077 0.135 338 330 
• Energies are in atomic units, a.u. 
Molecular orbitals for s' - i are shown in Figure 9. It is immediately obvious that the HOMOs 
and LUMOs of s' -i contain more 1t and n• character, respectively, in the pyridine rings than in 
the donor rings. It is also remarkable that the electron density in each HOMO is detocalized 
throughout the systems, particularly on the donor ring while in the LUMO the electron density is 
now depleted from the donor ring and localizes along the diacetylene bridge and on the two 
pyridine rings. This is most noticeable in s'which has the least amount of HOMO electron 
density on the butadiyne bridge. Alt LUMOs are strikingly similar. In the HOMO of 
unsymmetrical 7', there is increased electron density along the right hand side (orientation as 
shown in Figure 9, below) but the LUMO of 1' looks just like the other LUM Os. 
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Figure 9. Molecular orbital images of s' - 1'. The upper and lower plots are the LUMO and 
HOMO, respectively. 
The calculated optical gaps and MOs for s' - 7'can be compared to those of the parent 
hydrocarbon (21), the parent dipyridyl system (22) and the di-donor compound (23). As can 
been seen in Figure 10, the donor/acceptor modifications change the molecular orbitals very 
little. 
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A(LUMO-HOMO) = 338 run ~UMO-HOMO) = 335 run A(LUMO-HOMO) = 333 run 
23 
Figure 10. Molecular orbital images of21- 23. The upper and lower plots are the LUMO and 
HOMO, respectively. 
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Table 7. Energetics of 13', 16' and 19'calculated at the B3L YP/6-31G* level of theory. 
13' 
16' 
19' 
Total Energy (a.u.) 
-1260.061 13 
-1260.062 80 
-1260.064 59 
LIB (kcal/mol) 
2.1700 
1.1175 
0.0000 
µ(D) 
4.6278 
0.5750 
3.5820 
Table 8. Calculated and Experimental HOMO-LUMO Band Gaps of 13', 16' and 19' 
Calculated a Experimental 
E(HOMO) E(LUMO) LIB (L-H) A.(nm) A.(nm) 
13' 
-0.209 -0.068 0.141 323 346 
16' -0.207 -0.068 0.139 328 350 
19' 
-0.202 -0.066 0.136 335 350 
a Energies are in atomic units, a.u. 
A 5000 step Low Mode - Monte Carlo conformational search143-145 of the MM2 146 and 
OPLS2005 147 potential energy surfaces revealed the same lowest energy structures for 
precursors 13', 16' and 19'. These molecules are non-planar, tweezer-like structures with the 
untethered terminal acetylenes pointed towards one another approximately 3.9A apart. Front and 
side views of the lowest energy conformer for each system are shown in Figure 11. The 
precursor molecules are relatively rigid, with 7-16 structures found for each ensemble within -12 
kcal/mol. All lowest energy structures have acetylenes oriented towards one another while 
higher energy structures adopt a "W'' shape with the acetelynes oriented away from each other 
on the outside of the molecule. The methoxy orientations increase the ensemble flexibility; the 
lowest energy structure for 16'contains trans methoxyl groups however 13'and 19' adopt less 
symmetric orientations. Each of the low energy structures found in the force field study was 
subjected to a full geometry optimization at the B3L YP/6-31G* level of theory, resulting in very 
similar structures, confirming the accuracy of the force field results. The density functional 
33 
results reveal that 19' is the most stable isomer while 16' and 13' are 1.12 and 2.17 kcal/mol 
higher in energy. The more symmetric 16' is the least polar. The molecular orbitals reveal 7t and 
n* character, respectively, in the pyridine and donor rings in the HOMO and LUMO orbitals in 
agreement with the spectroscopic results (vide infra). Calculated optical gaps are within 15 - 23 
nm of experimentally measured absorbance peaks and do not correspond to maximum 
absorbance signals. This is likely due to the conformational flexibility present in the precursors 
that is not available to the cyclized s', 6' and 7'where agreement between calculated and 
measured Amax was greater. 
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f 'N 19' f 'N 
Figure 11. Lowest energy conformations (topmost - front view; second column - side view) and 
molecular orbital images of 13', 16' and 19'. The upper and lower MO plots are the LUMO and 
HOMO, respectively. 
Absorption Spectroscopy. Absorption spectra of precursors 13, 16, and 19 are shown in 
Figure 12 (supporting information) and Table 9. In each spectrum, three characteristic bands are 
observed of moderate extinction. The bands are assigned as 1t, 7t* transitions, and are similar to 
those observed with other aromatic 1t-conjugated systems. There is little difference between the 
three spectra, likely due to the available free rotation in the precursor systems. 
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Table 9. Absorption and Emission Properties of 13, 16, 19, 5, 6, and 73 
Absorption Emission 
Amax( nm) Emax(M"1 cm"1) 
13 251 51900 411 
303 25700 
346 15900 
16 251 43000 405 
307 19300 
350 14200 
19 250 90600 408 
306 51500 
350 31200 
5 309 62200 457 
321 64700 
331 66500 
364 19900 
402 4500 
6 313 66600 444 
330 104200 
359 28100 
384 10000 
7 313 49500 452 
330 61700 
361 26000 
407 8600 
a All spectra recorded in CH2Ch 
Absorption spectra of 5, 6, and 7 are shown in Figure 13 (supporting information) and Table 9. 
Like their precursors, three major 1t, 1t* bands are observed. However, each of these complexes 
exhibits a ca. 50 nm red-shift due to a combination of the forced planarity of the systems and the 
extended pi-conjugation available in these molecules. It is interesting to note the enhanced fine 
structure observed in 5, presumably an indication of greater vibronic coupling between the 
ground and excited states. While this side band is observed in all three spectra, it has a 
significantly higher contribution in the spectrum of 5. The "bent" conjugation present in 5 is 
likely responsible for this increased coupling, as the conjugation path is significantly lengthened 
in comparison to 6, as suggested by the quinoidal values (vide supra). While the quinoidal 
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values for 6 are less than 5 and 7, its lowest energy band is not as red-shifted as the other 
systems. The extended red absorption in 5 and 7 could also be indicative of some extended 
intermolecular interactions between molecules in the ground state as a result of their higher 
dipole moments. As expected, the absorption spectrum for 7 exhibits some of the character of 
both previous spectra, although the fine structure is not pronounced (presumably due to only one 
side of the system exhibiting the "bent" charge transfer). While the long-wavelength absorption 
tail observed for 7 might suggest intramolecular charge transfer, this observation is not illustrated 
in the calculations. The presence of excimer-like aggregates in polyaromatic systems148 can also 
produce similar spectra. While absorption concentration studies on 5 and 7 exhibit a linear 
relationship, a marked negative deviation for 6 is observed, further suggesting aggregation. 
Emission Spectroscopy. Emission spectra of precursors 13, 16, and 19 are shown in Figure 
14 (supporting information) and Table 9. The strong emission observed from these systems 
exhibit fluorescence typical of a 1t, n* excited state, with an intense primary band along with a 
vibronic side band red-shifted ca. 20 nm from the primary band. Again, there is little variation 
between the three spectra, other than a slight blue-shift in the primary band of 16. This shift 
could be indicative of the presence of linear conjugation in this precursor. 
Emission spectra of 5, 6, and 7 are show in Figure 15 (supporting information) and Table 9. 
Again, a strong fluorescence is observed from these systems typical of a 1t, 1t* excited state, 
although the vibronic side band is not as prominent. As with the absorption spectra, the emission 
bands for the final systems are red-shifted ca. 50 nm from their precursors due to the extended 
conjugation from the forced planarity. Like the absorption spectra, the peak for 6 is ca. 10 nm 
blue-shifted from the other two systems. The emission spectra, however, are largely similar, 
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suggesting very similar excited states. This similarity is supported by the LUMO MO 
calculations for these systems. 
TF A Titrations. One application for these systems could be as ion sensors. The protonation 
of the pyridyl nitrogens in our systems will likely alter their HOMO and LUMO levels and their 
subsequent spectroscopy. Recent work by other researchers have examined pyridyl protonation 
through titration with trifluoroacetic acid (TF A) in methanol 149 and CH2Ch 150 to provide a 
controlled environment to study the spectral changes. Absorption and emission data for TF A 
titrations of 13, 16, and 19 are shown in Figures 16 and 14 (supporting information), 
respectively. Absorption and emission data for TFA titrations of 5, 6, and 7 are shown in Figures 
17 and 15 (supporting information), respectively. For each precursor, the absorption spectra 
decidedly red-shift, but the nature of the new bands differ. The cross-conjugation present in 13 
exhibits a single new band at 370 nm, while the linear conjugation in 16 produces two new 
bands. Furthermore, the degree of change in 16 is considerably larger than in 13. While the linear 
conjugation results in the most stable system (vide supra), the protonated product exhibits a 
considerable increase in vibronic coupling between the donor and acceptor moieties that lead to 
the greatly red-shifted spectrum. The absorption spectra of 17 exhibit the greatest complexity of 
the three, likely due to the two different pyridyl environments. While some differences exist in 
the precursor titration spectra, the final systems exhibit remarkably similar spectra. In all cases 
the primary band decreases while two new bands appear slightly red-shifted to the original 
spectral features. The bent conjugation in 5 retains much of the fine structure previously 
observed, so protonation does not greatly alter this structural feature. The linear conjugation in 6 
again leads to more pronounced spectral features, again presumably due to vibronic coupling. 
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In previous research by Haley and coworkers, 126 different emission spectra are obtained as 
subsequent pyridyl nitrogens are protonated. Interestingly, our emission spectra do not exhibit 
multiple signatures suggesting multiple protonations. Instead, the fluorescence is rapidly 
quenched upon TFA addition and exhibits very little, if any, red-shifting. It is likely that the 
protonation of the first pyridyl nitrogen alters the MO structure such that an alternate excited-
state is populated that rapidly decays non-radiatively. Further protonation of the second nitrogen 
does not significantly alter the excited-state manifold such that a radiative decay is again 
observed. The only red-shifted spectral signature of a protonated form is seen in 16 and 6, where 
the linear conjugation pathway again produces stronger coupling. While the 440 nm band does 
not persist in 16, even after addition of 10 molar equivalents of TF A, a band at 530 nm persists 
for 6. 
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Figure 16. Absorption TFA titration of (a) 13, (b) 16, and (c) 19. Spectra are recorded in 
CH2Ch. Spectra are recorded after sequential aliquot addition of a methanol TF A solution. 
Absorption intensity trends are indicated by arrows. 
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Figure 17. Absorption TFA titration of (a) 5, (b) 6, and (c) 7. Spectra are recorded in CH2Ch. 
Spectra are recorded after sequential aliquot addition of a methanol TF A solution. Absorption 
intensity trends are indicated by arrows. 
An examination of the molecular orbitals for the protonated forms of s'- 7'are shown in Figure 
18 along with the calculated HOMO-LUMO optical gaps. The mono-protonated forms of s'- 7' 
show significant charge transfer transitions from the HOMO to the LUMO. In all three cases the 
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orbitals in the HOMO are delocalized along one side of the molecule connecting the donor ring 
with one of the pyridyl rings; in the LUMO the delocalization shifts to the alternate pyridyl ring 
with significant diminishment of electron density around the donor ring. The di-protonated 
systems also exhibit significant charge transfer from the HOMO to the LUMO. In these systems 
the HOMO also contains a high level of electron density around the donor ring but with much 
less density delocalized onto the pyridyl rings/butadiene bridge. In the LUMO of s' • 2H and 7' • 
2H the density shifts to the "opposite" side of the molecule encompassing the pyridyl rings and 
the butadiyne bridge while in 6' • 2H the LUMO density is delocalized exclusively over the three 
rings with no electron density in the butadiyne bridge. The calculated HOMO - LUMO 
transitions correspond to absorbance peaks (Figure 17) in only one case; the weakest band in the 
TFA titration of 6 (430 run) likely corresponds with the calculated HOMO-LUMO optical gap of 
the diprotonated form at 439 run. The discrepancy for all other systems likely reflects solvent 
effects which were not included in the computational results. 
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Figure 18. Molecular orbital images of mono- and di-protonated forms of s' - 7' . The upper and 
lower plots are the LUMO and HOMO, respectively. 
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Conclusions 
We have synthesized three new isomeric dipyridoannulenes in good yields from readily 
accessible building blocks. The annulenes and their acyclic precursors were analyzed for their 
optical properties, electronic structure and behavior in acidic environments. These molecules 
possess interesting conjugation paths as supported by both spectroscopic and theoretical 
examination. 
There is good agreement between the experimental absorption maxima for the 
dipyridoannulenes and the wavelengths associated with the calculated optical gaps suggesting 
that the first excited states are dominated by the HOMO - LUMO transition. Molecular orbital 
images show that there is charge transfer from the donor ring in the HOMO to the diacetylene 
bridge in the LUMO of the dipyridoannulenes while in the acyclic precursors the charge transfer 
is less significant. 
Protonation studies show marked changes in the absorption bands and emission intensities. The 
linear conjugation lends itself to the greatest spectral changes. These results suggest that the 
synthesized systems could be utilized in ion sensing applications. 
The NMR chemical shift differences between the annulenes and the corresponding TIPS-
protected precursors support the introduction of new conjugation paths upon cyclization. 
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Figure 12. Absorption spectra of (a) 13, (b) 16, and (c) 19. Spectra are recorded in CH2Cli. 
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Figure 13. Absorption spectra of (a) 5, (b) 6, and (c) 7. Spectra are recorded in CH2Ch. 
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Figure 14. Emission spectra and TFA titration of (a) 13, (b) 16, and (c) 19. Spectra are recorded 
in CH2C}i. Spectra are recorded after sequential aliquot addition (0.5 mol equiv.) of a methanol 
TF A solution. Emission intensity decreases with added TF A. 
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Figure 15. Emission spectra and TFA titration of (a) 5, (b) 6, and (c) 7. Spectra are recorded in 
CH2Ch. Spectra are recorded after sequential aliquot addition (0.5 mol equiv.) of a methanol 
TF A solution. Emission intensity decreases with added TF A. 
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Appendix B: List of Tables 
Table 1. SA(lO)-MC-SCF, MR-CISD, MR-CISD+Q, MR-AQCC and MR-AQCC/LRT Vertical 
Excitation Energies ( e V) from the 1 Ag ground state using CAS(8,8) reference wave function and 
the cc-pvTZ basis set. MCSCF oscillator strengths are provided in parenthesis for transitions 
allowed by symmetry. 
Table 2. Vertical Exciation energies for the Singlet-Triplet Transition ( e V) for p-benzyne using 
MC-SCF, MR-CISD, MR-CISD+Q, MR-AQCC and MR-AQCC/LRT CAS(8,8) cc-pvDZ, aug-
cc-pvDZ and cc-pvTZ and averaging over 2 states (I 1Ag; 3B3u). 
Table 3. CAS(2,2) SA(4)-MC-SCF, MR-CISD, MR-CISD+Q and MR-AQCC Vertical 
Excitation Energies ( e V) from the 1 Ag ground state using CAS(2,2) reference wave function and 
the cc-pvTZ basis set. 
Table 4. Chemical Shift Difference of Arene Protons upon Cyclization. 
Table 5. Calculated bond lengths and quinoidal character, (or), of 5 ' -7'. 
Table 6. Calculated and Experimental HOMO-LUMO Band Gaps of 5' - 7' 
Table 7. Energetics of 13', 16' and 19'calculated at the B3LYP/6-31G* level of theory. 
Table 8. Calculated and Experimental HOMO-LUMO Band Gaps of 13 ', 16' and 19' 
Table 9. Absorption and Emission Properties of 13, 16, 19, 5, 6, and 7a 
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Appendix C: List of Figures 
Figure 1. Bergman cyclization of (Z)-hexa-3-en-1,5-diyne. 
Figure 2. Geometry of p-benzyne used for determining vertical excitations. 
Figure 3. A comparison of valence states for p-benzyne calculated using 10-SA and MCSCF, 
MR-CISD, AQCC and AQCC-LRT. Results are not shown for MRCISD+Q as they are within 
0.03 eV agreement of the AQCC results. 
Figure 4. A comparison of valence and Rydberg states for p-benzyne calculated using 32-SA 
and MCSCF and MR-CISD. 
Figure 5. Calculated spectrum for p-benzyne using oscillator strengths (t) from MCSCF and 
excitation energies from the 23-SA CAS(8,8)+AUX MR-CISD+Q/d-aug-ccpVDZ level of 
theory. Transitions associated with Rydberg states are indicated with a boldface (R). 
Figure 6. Annulenes and related donor acceptor systems. 
Figure 7. Conjugation paths in annulenes 5 -7. 
Figure 8. 1H NMR Spectra for the Aromatic Region of Annulenes 5-7. 
Figure 9. Molecular orbital images of 5' - 7'. The upper and lower plots are the LUMO and 
HOMO, respectively. 
Figure 10. Molecular orbital images of 21 - 23. The upper and lower plots are the LUMO and 
HOMO, respectively. 
Figure 11. Lowest energy conformations (topmost - front view; second column - side view) 
and molecular orbital images of 13', 16' and 19'. The upper and lower MO plots are the LUMO 
and HOMO, respectively. 
Figure 12. Absorption spectra of (a) 13, (b) 16, and (c) 19. Spectra are recorded in CH2Ch. 
Figure 13. Absorption spectra of (a) S, (b) 6, and (c) 7. Spectra are recorded in CH2Cli. 
Figure 14. Emission spectra and TFA titration of (a) 13, (b) 16, and (c) 19 recorded in CH2Ch. 
Figure 15. Emission spectra and TFA titration of (a) S, (b) 6, and (c) 7. Spectra are recorded in 
CH2Ch. 
Figure 16. Absorption TFA titration of (a) 13, (b) 16, and (c) 19. Spectra are recorded in 
CH2Ch. Spectra are recorded after sequential aliquot addition of a methanol TF A solution. 
Absorption intensity trends are indicated by arrows. 
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Figure 17. Absorption TFA titration of (a) 5, (b) 6, and (c) 7. Spectra are recorded in CH2Ch. 
Spectra are recorded after sequential aliquot addition of a methanol TF A solution. Absorption 
intensity trends are indicated by arrows. 
Figure 18. Molecular orbital images of mono- and di-protonated forms of 5' - 7'. The upper and 
lower plots are the LUMO and HOMO, respectively. 
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