Environmental noise effects on entanglement fidelity of exchange-coupled
  semiconductor spin qubits by Throckmorton, Robert E. et al.
Environmental noise effects on entanglement fidelity of exchange-coupled
semiconductor spin qubits
Robert E. Throckmorton,1 Edwin Barnes,1, 2 and S. Das Sarma1
1Condensed Matter Theory Center and Joint Quantum Institute, Department of Physics,
University of Maryland, College Park, Maryland 20742-4111 USA
2Department of Physics, Virginia Tech, Blacksburg, Virginia 24061, USA
(Dated: February 8, 2017)
We investigate the effect of magnetic field and charge noise on the generation of entanglement
between two Heisenberg exchange-coupled electron spins in a double quantum dot. We focus on
exchange-driven evolution that would ideally take an initial unentangled tensor product state to a
maximally-entangled state in the absence of noise. The presence of noise obviously adversely affects
the attainment of maximal entanglement, which we study quantitatively and exactly. To quantify the
effects of noise, we calculate two-qubit coherence times and entanglement fidelity, both of which can
be extracted from simulations or measurements of the return probability as a function of interaction
time, i.e., the time period during which the exchange coupling remains effective between the two
spins. We perform these calculations for a broad range of noise strengths that includes the regime
of recent experiments. We find that the two types of noise reduce the amount of entanglement in
qualitatively distinct ways and that, although charge noise generally leads to faster decoherence,
the relative importance of the two types of noise in entanglement creation depends sensitively on
the strength of the exchange coupling. Our results can be used to determine the level of noise
suppression needed to reach quantum error correction thresholds. We provide quantitative guidance
for the requisite noise constraints necessary to eventually reach the > 99% fidelity consistent with
the quantum error correction threshold.
I. INTRODUCTION
Electron spins in semiconductor quantum dots are an
attractive platform for quantum computation for two rea-
sons. One is the simple fact that this platform is compat-
ible with the existing semiconductor electronics industry,
making scalability much more feasible1. The other is the
possibility of faster operations compared to other plat-
forms, such as trapped ions or atoms and qubits based
on superconducting circuits. These advantages have pro-
vided the impetus behind the substantial theoretical and
experimental progress on GaAs- and Si-based systems
that has been made over the past decade. High-fidelity
single-qubit gates and control over multiqubit arrays
have been demonstrated in several different types of spin
qubits, including single-spin Loss-DiVincenzo qubits2–8,
double-dot singlet-triplet qubits9–15, triple-dot exchange-
only qubits16–20, and hybrid qubits21–23 consisting of
three electrons confined in a double quantum dot.
Universal quantum computation requires not only
high-fidelity initialization, readout, and single-qubit
gates, but two-qubit entangling gates as well. While
there has also been progress in achieving the latter24–28,
with two-qubit gate fidelities as high as 90% reported in
recent work28, fidelities have not yet reached the thresh-
olds necessary for quantum error correction schemes29.
This is due in large part to decoherence caused by en-
vironmental noise. The two main sources of noise are
magnetic field noise, hereafter referred to simply as field
noise, due to both nuclear spins in the host semiconduc-
tor (Overhauser noise)30 and fluctuations in the applied
magnetic field, and charge noise due to charge fluctua-
tions on nearby impurities or on the electrostatic gates
used to confine electrons, leading to noise in the exchange
coupling between the spins31. Field noise is especially
large in GaAs; in fact, it is the dominant source of noise in
this material and cannot be eliminated as the only stable
isotopes of Ga and As have nonzero nuclear spin. How-
ever, its effects can be considerably reduced by dynamical
decoupling32–35 or Bayesian estimation of Hamiltonian
parameters13,36. On the other hand, field noise is less of
a problem in Si; of the three stable isotopes, only 29Si
has a nonzero nuclear spin, and the concentration of this
isotope can be greatly reduced via isotopic purification37.
However, charge noise continues to be a serious problem
in Si, and the field noise arising from fluctuations in the
applied magnetic field remains an issue.
Developing a theoretical understanding of the effects of
noise on entanglement creation in a system of two spin
qubits is therefore of great importance for future progress
in building a semiconductor-based quantum computer.
However, a systematic investigation of the effects of both
field and charge noise on our ability to create entangle-
ment has not been conducted previously. A number of
works have introduced dynamical noise-suppression tech-
niques, such as the dynamical decoupling and Bayesian
estimation methods mentioned above, as well as dynam-
ically corrected gates38–46, which partially cancel out the
effects of noise by applying carefully designed pulse se-
quences. In addition, several works have studied the
decoherence of an initially prepared entangled state of
two or more qubits subject to various types of noise47–51.
There has also been some theoretical work on the dy-
namics of two coupled electron spins under a constant
exchange coupling and applied magnetic field gradient.
Two early treatments52,53 mostly focused on field noise,
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but included a limited discussion of charge noise as well.
In more recent works, we have studied the effects of noise
on single-qubit coherence54 and on the state preserva-
tion of two exchange-coupled qubits55. However, none
of these works provides a comprehensive analysis of how
noise limits entanglement generation in two-spin-qubit
systems subject to realistic noise. The question of how
much noise is tolerable in the implementation of two-
qubit gates at the error correction threshold remains un-
known. The goal of the present work is to address this
question, which is obviously of vital importance if semi-
conductor spin quantum computing is going to be a prac-
tical reality in the future.
Most of the aforementioned works make use of the qua-
sistatic bath approximation56 in which the noise is mod-
eled by averaging the return probability over a Gaussian
distribution of magnetic fields and exchange couplings. It
is well known that the actual field and charge noise in spin
qubit experiments both have a complicated frequency de-
pendence. Much work has been devoted to measuring
this dependence14,58 since it plays an important role in
experiments that study or manipulate spin evolution over
time scales exceeding a few hundred nanoseconds. On the
other hand, for experiments that focus on shorter time
scales, the Gaussian quasistatic model has been shown to
work well in fitting experimental data15,19,54,57. Since our
focus here is on characterizing the effects of noise in these
types of experiments, we employ the quasistatic model
throughout this work. While a detailed investigation of
the effects of frequency-dependent noise is important, it
is beyond the scope of our present work.
The objective of our work is to calculate the fidelity of
entanglement generation of two Heisenberg-coupled elec-
tron spins in the presence of field and charge noise, start-
ing from the “classical” unentangled state |↑↓〉. Suppose
we allow the system to evolve from this initial state under
the Heisenberg Hamiltonian with no magnetic field gra-
dient, i.e., under the influence of the exchange coupling
J alone. In the complete absence of noise, the system
will evolve into one of two maximally entangled states,
|ME1〉 = 1√2 (|↑↓〉−i |↓↑〉) and |ME2〉 = 1√2 (|↑↓〉+i |↓↑〉),
after times t = pi/2J and t = 3pi/2J , respectively. The
fidelities for producing these states are closely related to
an intrinsic two-qubit coherence time, which we denote
by T ∗2 , and to the steady-state return probability. We em-
phasize that this T ∗2 , to be defined precisely in Sec. IIB
below, is not the same as the free induction decay time
for a single electron spin—this is a two-electron property
(the 2 in the subscript of T ∗2 here refers to two qubits
or two coupled spins) that measures the suppression of
entanglement creation between the two qubits. For the
ideal entangling operation, the return probability oscil-
lates in time about 12 with an amplitude of
1
2 . Both the
average (steady-state) value and the amplitude of oscilla-
tions are important for quantifying the maximum amount
of entanglement that can be generated. The intrinsic co-
herence time is a measure of the decay rate of the os-
cillation amplitude of the return probability under the
influence of disorder, and is thus a measure of the time
scale over which one can maximally entangle two elec-
tron spins. The steady-state value of the return prob-
ability can also be influenced by noise, and deviations
away from 12 will lead to a further, time-independent
reduction of entanglement. Our results can be used to
determine to what extent the noise must be reduced in
order to achieve two-qubit entanglement fidelities that
exceed quantum error correction thresholds. We also
calculate the fidelities for producing the states, |ME1〉
and |ME2〉, which are defined as the disorder-averaged
probabilities that, after performing the operations that,
ideally, would evolve the system from the unentangled
|↑↓〉 state to these maximally entangled states, we will
measure the system to be in the appropriate state59,60.
Our main findings are as follows. We find that the co-
herence time decreases as we increase either type of noise,
but that charge noise has a noticeably greater effect. As
a very important check, we find that, in the absence of
magnetic disorder, the coherence time is inversely pro-
portional to the charge noise strength for low disorder,
in agreement with the quasistatic bath approximation56;
the fact that this is only approximate in our case is due
to the fact that we only allow for positive exchange cou-
pling strengths, consistent with the experimental situ-
ation in exchange-coupled semiconductor spin systems.
We also find that, in general, in the complete absence of
field noise, the steady-state return probability is always
1
2 . This means that one can still achieve maximal entan-
glement as long as the operation is done over a time scale
much shorter than T ∗2 . If there is any field noise, however,
then the steady-state return probability is larger than 12 ,
leading to a reduction in the entanglement fidelity regard-
less of how quickly the entanglement is generated. Our
results for the entangled state fidelities follow a somewhat
different trend to that of T ∗2 —we find that whereas T
∗
2
is much more sensitive to charge noise than field noise,
the entanglement fidelity for preparing state |ME1〉 is es-
sentially equally sensitive to both types of noise. On the
other hand, the fidelity for preparing |ME2〉 is affected
less by field noise than by charge noise. This follows from
the basic observation that it takes three times longer to
prepare |ME2〉 combined with the fact that charge noise
tends to dominate on longer time scales. We note that
similar analytic results to those that we find here are
obtained for a triple quantum dot system in Ref. 61.
Although these results would suggest that, in theory,
charge noise would generally be a more severe problem for
realizing a maximally entangled state than field noise, we
should note that, as mentioned before, field noise tends
to be much larger than charge noise in actual experi-
ments, at least in GaAs, meaning that field noise is the
dominant cause of decoherence and thus loss of entangle-
ment fidelity by the simple virtue of being the dominant
source of noise in the system. However, it is possible
to mitigate the effects of field noise by increasing the
exchange coupling. If we quantify the strengths of the
two types of noise present in the system by the stan-
2
dard deviations of their respective distributions, σh for
field noise and σJ for charge noise, then we will find
that all of the quantities we calculate depend on the
noise strengths only in the dimensionless combinations,
σh/J0 and σJ/J0, where J0 is the mean of the exchange-
coupling distribution. It has been shown that as J0 is
increased, σh remains approximately constant, while σJ
increases roughly linearly.54 Thus, even though field noise
is strong in GaAs, it is possible to mitigate its effects by
simply increasing the exchange coupling, leaving charge
noise as the main contributor to loss of entanglement
fidelity. This observation suggests that comparable en-
tanglement fidelities can be achieved in both GaAs and
Si systems, even when isotopic purification is employed
in the latter case, as one can reduce the effective dimen-
sionless field noise even in GaAs simply by increasing
the exchange coupling strength. Of course, single-qubit
operations (i.e., spin rotations) are also directly affected
by field noise, but powerful dynamical decoupling tech-
niques could mitigate field noise effects on single qubit
operations. In the current work, we focus entirely on two-
qubit exchange gate operations as the subject of single-
qubit operations for semiconductor spin qubit systems
have already been studied rather exhaustively both the-
oretically and experimentally with single qubit fidelity
already reaching 99% in some situations.
The rest of the paper is organized as follows. In Sec.
II, we review the Heisenberg Hamiltonian from which
our results ultimately derive, review the known results
for the eigenstates, eigenenergies, and return probability,
and define the disorder average and intrinsic coherence
time. Section III is dedicated to our main results for
the steady-state return probability, coherence time, and
fidelity. We first give results in the limits of no field noise
and no charge noise, showing that we can obtain some
purely analytical results in these limits. We then give
our exact numerical results for the general case in which
both types of noise are present. We give our conclusions
in Sec. IV.
II. MODEL AND DEFINITIONS
In this section, we review the Hamiltonian and eigen-
states of the two-spin Heisenberg model, as well as the re-
turn probability and magnetization for the system start-
ing from a “classical” unentangled |↑↓〉 state. We also
give our definition of the intrinsic coherence time, T ∗2 ,
which we will be using throughout this paper.
A. Heisenberg Hamiltonian
Our Hamiltonian is that of two electron spins coupled
via a disordered Heisenberg exchange coupling subject to
magnetic fields52,53,55:
H = J ~S1 · ~S2 + h1S1,z + h2S2,z. (1)
Here, we take the magnetic fields h1 and h2 to have Gaus-
sian distributions with a mean of h0 and standard devi-
ation σh, hereafter called the “strength” of the disorder,
fhi(hi) =
1
σh
√
2pi
e−(hi−h0)
2/2σ2h , (2)
and the exchange coupling to have a truncated Gaussian
distribution (i.e., we restrict J to non-negative values)
with a mean of J0 and standard deviation σJ ,
fJ(J) =
1
σJ
√
2pi
2
1 + erf
(
J0
σJ
√
2
)e−(J−J0)2/2σ2J . (3)
This Hamiltonian conserves the z component of the to-
tal spin, Sz = S1,z + S2,z; we will focus on the Sz = 0
subspace from this point on, as there is only one eigen-
state in each of the Sz = ±1 subspaces, and therefore
the dynamics of the system within these subspaces will
be trivial.
The effective Hamiltonian describing the Sz = 0 sub-
space is
Heff =
1
2Jσx +
1
2δhσz − 14J, (4)
where δh = h1 − h2. This Hamiltonian is written in
the |↑↓〉 and |↓↑〉 basis, with the former being the “top”
component of our spinors. Our subsequent calculations
will be simplified by noting that the distribution of δh
is also Gaussian, with zero mean and standard deviation
σh
√
2:
fδh(δh) =
1
2σh
√
pi
e−(δh)
2/4σ2h . (5)
Diagonalizing the effective Hamiltonian52,53,55, one finds
that the energy eigenvalues are
E± = − 14J ± 12
√
J2 + (δh)2, (6)
and the associated eigenstates are
ψ± =

1√
2
√
1± δh√
J2+(δh)2
± 1√
2
√
1∓ δh√
J2+(δh)2
 . (7)
Let us now consider initializing the system in the |↑↓〉
state. We now give the result for the return probability,
P↑↓(t) = |〈↑↓ |Ψ(t)〉|2, which is53,55
P↑↓(t) = 1− J
2
J2 + (δh)2
sin2
[
1
2
√
J2 + (δh)2t
]
. (8)
We denote the disorder average of a quantity A as [A]α,
which is defined simply as
[A]α =
∫ ∞
−∞
d(δh)
∫ ∞
0
dJ fδh(δh)fJ(J)A. (9)
In general, this average must be evaluated numerically;
however, as we will see below, there are special cases in
which it is possible to obtain analytical results.
3
B. Definition of T ∗2
We now define the intrinsic coherence time, T ∗2 . We
will see below that the disorder-averaged return proba-
bility shows oscillations that decay in amplitude, tending
toward a steady-state value. We define T ∗2 as the time
that it takes for the amplitude of these oscillations about
the steady-state value to decay to 1/e times the initial
amplitude. We wish to emphasize two points about T ∗2 .
First, this definition is purely operational—it is indepen-
dent of the detailed time dependence of the amplitude
and is used purely for convenience. Any other reason-
able definition of T ∗2 will result in the same conclusions.
Second, T ∗2 here is not related to the free-induction decay
time of a single qubit—rather, it is a two-qubit property,
as already emphasized in Sec. I. It is a measure of the
rate at which our ability to entangle the two qubits is
suppressed as the time scale of entanglement generation
is increased. Also note that the dimensionless number
J0T
∗
2 gives the number of coherent oscillations exhibited
in the return probability before it decays.
We may connect this decay of the oscillation amplitude
of the return probability to entanglement of the two elec-
tron spins as follows. Let us first consider the case with
no noise and no magnetic field gradient. In this case,
we find that the return probability is just the oscillatory
function,
P↑↓(t) =
1 + cos Jt
2
. (10)
We therefore see that the return probability oscillates
around 12 with an amplitude of
1
2 . If we let the system
evolve for a time t = pi/2J , then the return probability
will be exactly 12 , while the state of the system will be
the maximally entangled state,
e−ipiσx/4 |↑↓〉 = 1√
2
(|↑↓〉 − i |↓↑〉) = |ME1〉 , (11)
which differs from the singlet and triplet states by only
single-qubit operations. We may also realize a maximally
entangled state by evolving the system for a time t =
3pi/2J ; in this case, we obtain
e−3ipiσx/4 |↑↓〉 = − 1√
2
(|↑↓〉+ i |↓↑〉) = − |ME2〉 . (12)
We thus see that a return probability of the form given in
Eq. (10) indicates an operation that is capable of produc-
ing a maximally entangled state. These operations are
in fact
√
SWAP gates up to single-qubit rotations. Any
deviations from this form, whether due to the amplitude
decaying or due to a shift in the value about which the
probability oscillates, indicate a reduction in our abil-
ity to produce such maximal entanglement. Therefore,
one may view T ∗2 as an operationally defined character-
istic time scale over which the two-qubit entanglement
decays.
III. RETURN PROBABILITY AND
COHERENCE TIME
We now present our results for the disorder-averaged
return probability [P↑↓(t)]α and the intrinsic coherence
times T ∗2 extracted from it. We first present the general
formula for the return probability, and then show that,
in the σh = 0 and σJ = 0 limits, we can obtain some
closed-form analytical results.
If we substitute Eq. (8) into Eq. (9), use the trigono-
metric identity, sin2 θ = 1−cos 2θ2 , and rewrite in terms of
the real part of a complex-valued expression, we obtain
[P↑↓(t)]α = 1− 1
2piσhσJ
√
2
[
1 + erf
(
J0
σJ
√
2
)] ∫ ∞
−∞
d(δh)
∫ ∞
0
dJ
J2
J2 + (δh)2
e−(δh)
2/4σ2he−(J−J0)
2/2σ2J
+
1
2piσhσJ
√
2
[
1 + erf
(
J0
σJ
√
2
)]Re [∫ ∞
−∞
d(δh)
∫ ∞
0
dJ
J2
J2 + (δh)2
e−(δh)
2/4σ2he−(J−J0)
2/2σ2J ei
√
J2+(δh)2t
]
.
(13)
We now show that the first two terms of the above ex-
pression give the steady-state return probability, which
we will denote by PS , so that all of the oscillations about
said steady-state value come from the third term. Let us
denote the integral in the third term by I(t):
I(t) =
∫ ∞
−∞
d(δh)
∫ ∞
0
dJ
J2
J2 + (δh)2
e−(δh)
2/4σ2h
× e−(J−J0)2/2σ2J ei
√
J2+(δh)2t (14)
If we rewrite this in polar coordinates, δh = r cos θ and
4
J = r sin θ, we obtain
I(t) = 2
∫ ∞
0
dr
∫ pi/2
0
dθ r sin2 θe−r
2 cos2 θ/4σ2h
× e−(r sin θ−J0)2/2σ2J eirt. (15)
We now take the Fourier transform,
I(ω) =
∫ ∞
−∞
dt I(t)e−iωt, (16)
of this expression, obtaining, for ω ≥ 0,
I(ω) = 2
∫ ∞
0
dr
∫ pi/2
0
dθ r sin2 θe−r
2 cos2 θ/4σ2h
× e−(r sin θ−J0)2/2σ2J · 2piδ(ω − r)
= 4piω
∫ pi/2
0
dθ sin2 θe−ω
2 cos2 θ/4σ2he−(ω sin θ−J0)
2/2σ2J .
(17)
We thus see that I(ω = 0) = 0, and thus the third term in
[P↑↓(t)]α simply represents oscillations about the steady-
state value, which is given by the first two terms:
PS = 1− 1
2piσhσJ
√
2
[
1 + erf
(
J0
σJ
√
2
)]
×
∫ ∞
−∞
d(δh)
∫ ∞
0
dJ
J2
J2 + (δh)2
e−(δh)
2/4σ2h
× e−(J−J0)2/2σ2J . (18)
A. σh = 0 limit
Now we turn our attention to the σh = 0 limit. In this
case, the steady-state return probability is just
PS = 1− 1
σJ
√
2pi
[
1 + erf
(
J0
σJ
√
2
)] ∫ ∞
0
dJ e−(J−J0)
2/2σ2J
=
1
2
. (19)
We can also obtain a closed-form analytical solution for
the return probability as a function of time. Our formula
for [P↑↓(t)]α becomes
[P↑↓(t)]α =
1
2
+
1
σJ
√
2pi
[
1 + erf
(
J0
σJ
√
2
)]
× Re
[∫ ∞
0
dJ e−(J−J0)
2/2σ2J eiJt
]
. (20)
The integral can be evaluated analytically in terms of the
error function; we obtain
[P↑↓(t)]α =
1
2
+
1
2
[
1 + erf
(
J0
σJ
√
2
)]e−σ2J t2/2
×
{
cos J0t+ Re
[
eiJ0terf
(
J0
σJ
√
2
+ i
σJ t√
2
)]}
.
(21)
We now show that, in the limit, σJ  J0, it is possible
to obtain an approximate analytical expression for T ∗2 .
In this limit, we may drop the imaginary part of the
argument of the error function, obtaining
[P↑↓(t)]α ≈ 12 (1 + e−σ
2
J t
2/2 cos J0t). (22)
This approximation only holds if t  J0
σ2J
. We see that,
in this limit, the return probability has a Gaussian decay
towards its steady-state value. We can now simply read
off the value of T ∗2 , obtaining
T ∗2 ≈
√
2
σJ
. (23)
For small σJ ( J0), we thus see that our approximation
is justified, though it will begin to break down for larger
σJ . We have thus recovered the result for T
∗
2 found in
the quasistatic bath approximation56. Note that, unlike
in the treatment of Ref. 56, we truncate the Gaussian
distribution to positive values of the exchange coupling
only. If we had not done so, then the above formula
would in fact be exact.
We should note that, because the return probability os-
cillates around 12 , the amplitude of the oscillations must
initially be 12 because the probability at t = 0 is 1. This
indicates that the decoherence caused by charge noise is
due entirely to decay of the amplitude of these oscilla-
tions.
B. σJ = 0 limit
We now consider the σJ = 0 limit. Here, the steady-
state return probability becomes
PS = 1− 1
4σh
√
pi
∫ ∞
−∞
d(δh)
J20
J20 + (δh)
2
e−(δh)
2/4σ2h
= 1− J0
√
pi
4σh
eJ
2
0/4σ
2
herfc
(
J0
2σh
)
. (24)
We present a plot of this result in Fig. 1. We thus see the
“memory retention” effect pointed out in Ref. 55. How-
ever, this effect is actually detrimental to our ability to
realize a maximally entangled state. This result neces-
sarily implies that the amplitude of the oscillations in the
return probability will always be less than 12 . This indi-
cates that, in addition to the decay of the oscillations of
the return probability, field noise also causes decoherence
by shifting the steady-state return probability to a value
greater than 12 . This dichotomy between quantum mem-
ory and quantum entanglement is understandable since
any retained memory of the initial non-entangled state
can only hinder achieving maximal entanglement in the
final state.
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FIG. 1: Plot of PS as a function of σh/J0 for σJ = 0.
The expression for the return probability as a function
of time, which cannot be evaluated in closed form, is
[P↑↓(t)]α = 1− J0
√
pi
4σh
eJ
2
0/4σ
2
herfc
(
J0
2σh
)
+
1
4σh
√
pi
Re
[∫ ∞
−∞
d(δh)
J20
J20 + (δh)
2
e−(δh)
2/4σ2h
× ei
√
J20+(δh)
2t
]
. (25)
C. Numerical results for σh = 0 and for σJ = 0
We now present our numerical results in the above two
limits. In general, we cannot determine T ∗2 from an ana-
lytical formula, and thus we must extract it numerically
from the return probability curve. We now describe how
we do so. We attempt to find a curve of the form,
PE(t) = PS + (1− PS)e−(t/T∗2 )α , (26)
which closely approximates the “envelope” of the return
probability curve in the vicinity of the time at which the
amplitude of the return probability appears to reach 1/e
times its value at t = 0. We simply adjust T ∗2 and α until
we obtain the most satisfactory fit, and then we read off
T ∗2 . We show several illustrations of this fit in Fig. 2
(the third example given is for a case in which neither
σh nor σJ are zero; we treat this general case in Sec.
III D). We emphasize that we do not attempt to fit the
exact “envelope” of the return probability curve for all
times, but only in the vicinity of T ∗2 . Our typical best fit
value of α falls in the range of 0.5–2.0 depending on the
details of the parameters (i.e., σh, σJ , J0, etc.) although
no significance should be attached to the precise value
of α since all we are trying to do here is to extract an
operationally meaningful value of T ∗2 through an accurate
numerical fitting to the exact two-qubit dynamics.
We now give our results so obtained in the σh = 0 and
σJ = 0 limits. We show our results for the σh = 0 limit
in Fig. 3 and those for the σJ = 0 limit in Fig. 4.
There are two observations we make about these re-
sults. First, we have verified our approximation for T ∗2
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FIG. 2: Examples of our envelope-fitting procedure for σh = 0
and σJ/J0 = 0.015 (top left), σh/J0 = 0.25 and σJ = 0 (top
right), and σh/J0 = 1.25 and σJ/J0 = 0.075 (bottom). Here,
the red curve is the return probability as a function of time,
the black curve is the approximation to the envelope given in
Eq. (26), and the dashed line is a guide showing where the
amplitude of the oscillations in the return probability becomes
1/e times its maximum value. In these examples, the values
of α and T ∗2 are α = 2 and J0T
∗
2 = 94.5 (top left), α = 0.575
and J0T
∗
2 = 71.5 (top right), and α = 0.8 and J0T
∗
2 = 7.37
(bottom).
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FIG. 3: Plot of J0T
∗
2 for σh = 0 as a function of σJ/J0 on
a log-log scale (left) and a log-linear scale (right). The black
dots are the numerical values extracted from plots of the re-
turn probability as a function of time, while the red curves
are the analytic approximation, Eq. (23), derived for small
values of σJ/J0.
for σh = 0 and small σJ , but also see that the approx-
imation appears to work very well, not just when σJ is
comparable to J0, but even when it is large. The second
observation is that the T ∗2 values that we obtain when
σh = 0 and σJ varies are much smaller than those that
we obtain for σJ = 0 for comparable values of σh. We
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FIG. 4: Plot of J0T
∗
2 for σJ = 0 as a function of σh/J0 on a
log-log scale (left) and a log-linear scale (right).
will see later that this results in a given amount of field
noise causing less of an overall loss of entanglement fi-
delity than an identical amount of charge noise would,
despite the fact that field noise causes both a decay of
the oscillations in the return probability and a shift of the
steady-state return probability, while charge noise only
causes a decay of oscillations.
D. General results
Finally, we give plots of our general results for T ∗2
and PS as functions of σh/J0 and σJ/J0. We first
present such plots over the region, 0 ≤ σh/J0 ≤ 2.5 and
0 ≤ σJ/J0 ≤ 0.15, in Fig. 5 since these are within the
expected regime of experimental interest in GaAs and Si
systems. We note that typically the charge noise is much
weaker than the field noise except for isotopically pure Si
where the two may be comparable in magnitude with the
field noise arising simply from fluctuations in the applied
magnetic field in contrast to GaAs where the main source
of field noise is Overhauser nuclear field fluctuations. We
find that the return probability as a function of σh/J0
does not change noticeably if we fix σJ/J0 to a nonzero
value, rather than to zero. We also see the clear trends
in T ∗2 that our results for the σh = 0 and σJ = 0 lim-
its imply, namely, that it decreases if we increase either
type of disorder, but increasing σJ/J0 has a quantita-
tively stronger effect than σh/J0. We indicate on these
plots the strength of the disorder present in the experi-
ments described in Ref. 15. We also present “slices” of
the plot of the coherence time for constant σh/J0 and
σJ/J0 in Fig. 6.
E. “Quality factor”
We now present our results for the coherence time in
an alternate form, in terms of a “quality factor”, which
we may directly obtain from our results for T ∗2 , and
which will prove useful in our discussions about entan-
glement fidelity below. We define this quality factor op-
erationally as Q = e−1/J0T
∗
2 . We first plot it over the
domain of current physical interest, 0 ≤ σh/J0 ≤ 2.5 and
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FIG. 5: (Left) Plot of the steady-state return probabil-
ity PS as a function of σh/J0 and σJ/J0 over the region,
0 ≤ σh/J0 ≤ 2.5 and 0 ≤ σJ/J0 ≤ 0.15. The dashed line
indicates points at which PS = 0.75. (Right) Plot of the (di-
mensionless) coherence time, J0T
∗
2 , over the same domain.
The dashed lines indicate points at which J0T
∗
2 = 5, 8, and
10. In both plots, the gray dots represent the strength of the
noise present in the experiments described in Ref. 15.
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FIG. 6: (Top left) Plots of the (dimensionless) coherence time,
J0T
∗
2 , as a function of σJ/J0 for several values of σh/J0. (Top
right) Plots of the same as a function of σh/J0 for several
values of σJ/J0. (Bottom) Plot of the return probability as
a function of σh/J0 for σJ = 0.03J0. We only present this
value because the results for larger values of σJ do not differ
significantly from this curve.
0 ≤ σJ/J0 ≤ 0.15, in Fig. 7; we also show “slices” of this
plot for constant σh/J0 and σJ/J0 in Fig. 8. As with our
T ∗2 results, we also show where the experimental data of
Ref. 15 fall within this region. We see that some of the
experimental data already have quality factors exceeding
0.95.
Finally, we provide plots over smaller regions in Fig.
9, namely, 0 ≤ σh/J0 ≤ 0.02 and 0 ≤ σJ/J0 ≤ 0.02,
and 0 ≤ σh/J0 ≤ 0.005 and 0 ≤ σJ/J0 ≤ 0.005. In this
case, due to the fact that the quality factors are close to
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1 (at least 0.986), we instead plot log(1 − Q) for visual
clarity, where log is the common logarithm. The results
shown in Fig. 9 provide the constraints on the noise that
must be achieved in future experiments in order for the
semiconductor spin quantum computing platform to ap-
proach the quantum error correction threshold.
IV. FIDELITY
We now determine the fidelity for producing the two
maximally entangled states, |ME1〉 and |ME2〉, from the
unentangled state, |↑↓〉. The fidelity FS of preparation
of a state |S〉 from some initial state |I〉 is defined as the
disorder-averaged probability that, upon measuring the
state of the system after performing the operation O that
would ideally transform |I〉 into |S〉, we will actually find
it in the state |S〉59,60:
FS =
[
|〈S|O|I〉|2
]
α
. (27)
We should emphasize that this definition of the fidelity
is dependent on the initial state of the system and thus
should not be thought of as a two-qubit entangling gate
fidelity. It is more properly thought of as a state fidelity
that characterizes the role of noise and decoherence in
the generation of entanglement starting from a specific,
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unentangled initial state. However, we expect the two
fidelities (our state fidelity and the entangling gate fi-
delity) not to be very different from each other; in par-
ticular, they should manifest similar qualitative depen-
dence on the noise. Our goal is to illustrate the role of
both changes in the steady-state return probability and
in the intrinsic decoherence time in reducing these entan-
glement fidelities, assuming that we start from a maxi-
mally unentangled state. We will now apply this defini-
tion to |ME1〉 and − |ME2〉, which are the states that
we would ideally obtain under simple time evolution by
t = pi/2J0 and t = 3pi/2J0, respectively. We begin with
the state, |ME1〉. We find that the probability at time
t for obtaining this state, starting from the initial state,
|↑↓〉, is
PME1(t) =
1
2
+
J
2
√
J2 + (δh)2
sin
[√
J2 + (δh)2t
]
. (28)
The fidelity for the preparation of |ME1〉 is then simply
the disorder average of this probability at time t = pi/2J0:
FME1 =
[
PME1
(
pi
2J0
)]
α
. (29)
Similarly, the probability for entering the state, |ME2〉,
at time t is
PME2(t) =
1
2
− J
2
√
J2 + (δh)2
sin
[√
J2 + (δh)2t
]
, (30)
and the fidelity of preparation of this state is simply the
disorder average of this probability at time t = 3pi/2J0:
FME2 =
[
PME2
(
3pi
2J0
)]
α
. (31)
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We now evaluate these averages, first in the σh = 0 and
σJ = 0 limits, and then for general disorder strengths.
A. σh = 0 limit
We first consider the σh = 0 limit. Here, we find that
we can derive closed-form analytical expressions for the
fidelities. We may write FME1 as
FME1 =
1
2
+
1
σJ
√
2pi
1
1 + erf(J0/σJ
√
2)
× Im
[∫ ∞
0
dJ e−(J−J0)
2/2σ2J+ipiJ/2J0
]
. (32)
This integral may be evaluated in terms of the error func-
tion; we obtain
FME1 =
1
2
+
1
2[1 + erf(J0/σJ
√
2)
× e−pi2σ2J/8J20 Re
[
1 + erf
(
J0
σJ
√
2
+ i
piσJ
2
√
2J0
)]
.
(33)
A similar calculation for FME2 yields
FME2 =
1
2
+
1
2[1 + erf(J0/σJ
√
2)
× e−9pi2σ2J/8J20 Re
[
1 + erf
(
J0
σJ
√
2
+ i
3piσJ
2
√
2J0
)]
.
(34)
We provide plots of these fidelities in Fig. 10. We see
that, while charge noise reduces the fidelity of both op-
erations, it has a greater effect on the fidelity for pro-
ducing |ME2〉. This is not surprising, as this operation
takes longer to execute than the one for |ME1〉. We
also note that there is a value of σJ/J0 at which FME2
actually goes below 12 , then turns around and steadily
increases, saturating at 12 , implying that the system is
actually slightly more likely to go into the state, |ME1〉.
This is likely an artifact because we truncate the distri-
bution of exchange couplings to non-negative values only.
B. σJ = 0 limit
We now consider the σJ = 0 limit. Unlike the σh =
0 limit, we cannot obtain analytical expressions for the
fidelities. The expressions for the fidelities are
FME1 =
1
2
+
1
2σh
√
pi
∫ ∞
−∞
d(δh)
J0
2
√
J20 + (δh)
2
e−(δh)
2/4σ2h
× sin
[
pi
2J0
√
J20 + (δh)
2
]
(35)
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FIG. 10: Plots of FME1 (left) and FME2 (right) as a function
of σJ/J0 for σh = 0.
and
FME2 =
1
2
− 1
2σh
√
pi
∫ ∞
−∞
d(δh)
J0
2
√
J20 + (δh)
2
e−(δh)
2/4σ2h
× sin
[
3pi
2J0
√
J20 + (δh)
2
]
. (36)
We plot these expressions in Fig. 11. We see a similar
trend as before in the σh = 0 limit, namely, that both
fidelities are reduced, but FME2 decreases more rapidly.
We note that field noise seems to have as strong an effect
on FME1 as charge noise does, but that field noise has
less of an effect on FME2 than charge noise.
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FIG. 11: Plots of FME1 (left) and FME2 (right) as a function
of σh/J0 for σJ = 0.
C. General results
Finally, we present our results for arbitrary σh and σJ .
We first present a plot of the fidelities FME1 and FME2
over the region, 0 < σh/J0 ≤ 2.5 and 0 < σJ/J0 ≤ 0.15
in Fig. 12, as well as “slices” of these plots for con-
stant σh/J0 and constant σJ/J0 in Figs. 13 and 14, re-
spectively. We also indicate experimental values of the
disorder, extracted from the data of Ref. 15. We note
that fidelities for realizing the state, |ME1〉, in excess
of 90% have been achieved, but that those for realizing
|ME2〉 fall short of this value. We also see that these
values fall short of the threshold required in order to
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implement error correction codes; the surface code er-
ror correction schemes with the lowest thresholds require
a fidelity of roughly 99% in all operations. Therefore,
we are interested in finding the regions within which we
achieve such high fidelities. We therefore present plots
of both fidelities over the region, 0 < σh/J0 ≤ 0.02
and 0 < σJ/J0 ≤ 0.02, in Fig. 15, and over the region,
0 < σh/J0 ≤ 0.005 and 0 < σJ/J0 ≤ 0.005, in Fig. 16.
Because of how close to 1 the fidelities are, we instead plot
the common logarithm of the infidelities IFS = 1−FS for
visual clarity. We see that, in both regions, one can al-
ready achieve a fidelity within the error correction thresh-
old for values of σh and σJ around 0.02J0. We can also
very clearly see that both types of noise have roughly the
same effect on FME1 , but that charge noise has more of
an effect on FME2 than field noise does.
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FIG. 12: Plots of FME1 (left) and FME2 (right) as a func-
tion of σh and σJ over the region, 0 < σh/J0 ≤ 2.5 and
0 < σJ/J0 ≤ 0.15. We also show contours (dashed lines)
over which these fidelities achieve specific values indicated on
the plots. The gray dots represent the strength of the noise
present in the experiments described in Ref. 15.
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FIG. 13: Plots of the fidelities, FME1 (left) and FME2 (right)
as a function of σJ/J0 for several values of σh/J0.
Overall, our results show that a given magnitude of
field noise, as measured by σh/J0, has less of an effect
on the fidelities for realizing maximally entangled states
than an identical amount of charge noise, as measured
by σJ/J0. While they have identical effects on FME1 ,
we see that the amount of field noise needed to obtain a
given effect on FME2 is about a factor of 3 larger than the
amount of charge noise needed to see the same effect. In
this sense, we may claim that charge noise is more detri-
mental to our ability to realize a maximally entangled
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FIG. 14: Plots of the fidelities, FME1 (left) and FME2 (right)
as a function of σh/J0 for several values of σJ/J0.
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FIG. 15: Plots of the (common) logarithms of the infidelities,
IFS = 1 − FS , over the region, 0 < σh/J0 ≤ 0.02 and 0 <
σJ/J0 ≤ 0.02. The labels on the contours are the values of
the infidelities along said contours.
state than field noise. We may break down the effects
caused directly by these two types of noise contributing
to the decrease in fidelity as follows. Charge noise has a
single effect, namely, to cause a decay of the amplitude
of the oscillations in the return probability; it has no ef-
fect on the steady-state value of the return probability.
Field noise also damps out the oscillations in the return
probability, but a given amount of field noise will have
less of an effect on it than the same amount of charge
noise would. However, field noise has a second effect—it
also increases the steady-state return probability. This,
too, is harmful to the creation of a maximally-entangled
state. Overall, we see that these effects result in an FME1
that is just as adversely affected by a given amount of
field noise as by the same amount of charge noise, but
FME2 is affected more strongly by charge noise than by
field noise. However, we see that field noise affects FME2
even more strongly than it does the “quality factor” Q
described earlier. This shows that the damping of the
oscillations of the return probability is not the only phe-
nomenon that affects the entanglement fidelity—the fact
that the return probability, and thus the initial ampli-
tude of the return probability oscillations, differ from 12
also has an effect.
We should note, however, in light of the above discus-
sion that, in actual GaAs experimental setups, the field
noise is much larger in magnitude than charge noise, as
can be seen from Fig. 12. This indicates that, at least
in practice, field noise is a bigger problem for entangle-
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FIG. 16: Plots of the (common) logarithms of the infidelities,
IFS = 1 − FS , over the region, 0 < σh/J0 ≤ 0.005 and 0 <
σJ/J0 ≤ 0.005. The labels on the contours are the values of
the infidelities along said contours.
ment in GaAs simply because it is the dominant source
of noise in the system. Even in this case, we may still
reduce the effect of field noise by increasing J0—note
that the fidelity, like the return probability and T ∗2 , de-
pends on the strength of the two types of noise only in
the combinations, σh/J0 and σJ/J0. It turns out that,
as we tune J0, σh remains constant, while σJ increases
roughly linearly54. This means that, while we cannot
reduce the effect of charge noise by simply increasing
the exchange coupling, we can reduce the effect of field
noise. This is especially helpful for GaAs systems since
one cannot eliminate field noise through isotopic purifica-
tion schemes as one can in Si. Other things being equal,
however, it is obvious that Si has a great advantage over
GaAs simply by virtue of its much lower field noise since
Overhauser nuclear fluctuations can be almost entirely
eliminated in Si, but not in GaAs. On the other hand,
the advantage of having much weaker field noise in Si
would be seriously compromised if the charge noise in Si
turns out to be stronger than in GaAs.
V. DISCUSSION
We have determined the intrinsic coherence time, T ∗2 ,
the steady-state return probability, PS , and the fideli-
ties FME1 and FME2 for producing the maximally en-
tangled states |ME1〉 and |ME2〉, respectively, starting
from the unentangled state, |↑↓〉, for a system of two elec-
tron spins coupled via the Heisenberg exchange coupling
with both magnetic field and charge noise as a function
of the strength of both types of noise. We employed
the quasistatic bath approximation, taking the distribu-
tions for both types of noise to be Gaussian; in the case
of charge noise, we truncated the distribution so that
the exchange coupling is always positive. These results
are of direct and immediate relevance to current quan-
tum computing experiments on coupled electron spins in
quantum dots since we have focused on standard experi-
mental observables (return probability) and used realistic
noise models. In fact, we indicate the values of the dis-
order that have recently been estimated experimentally
in our presented results15. The main goal of our work
is to calculate the fidelity of operations that maximally
entangle two electron spins, starting from an unentan-
gled state. This is an important problem, as universal
quantum computation requires the ability to perform at
least one such two-qubit operation, along with arbitrary
single-qubit rotations.
We find that, while both types of noise suppress T ∗2 ,
electronic noise has a far greater effect, indicating that
charge noise is much more effective at causing decoher-
ence in the system than field noise. We also calculate
the steady-state return probability and show that only
field noise has any significant effect on it. While the fact
that charge noise lowers T ∗2 more than field noise would
at first seem to indicate that it is much more harmful
to our ability to entangle the electronic spins, the sit-
uation is more subtle in the presence of both types of
noise. Because charge noise does not change the steady-
state return probability, our “na¨ıve” entangling operation
still closely approximates the ideal
√
SWAP entangling
operation as long as it is performed over a time scale
much smaller than T ∗2 . This is not the case with field
noise, however: any amount of field noise will change the
steady-state return probability, and thus our “na¨ıve” op-
eration will deviate from the ideal
√
SWAP entangling
operation regardless of how quickly it is performed. We
thus expect that field noise is more harmful to perform-
ing such an operation than our results for T ∗2 would sug-
gest, and this is in fact borne out in our results for the
entanglement fidelities. We find that FME1 is just as
greatly reduced by a given magnitude of field noise as
by an equal amount of charge noise. On the other hand,
FME2 is not affected as much by field noise as it is by
charge noise, but it is still reduced more than the “qual-
ity factor” Q = e−1/J0T
∗
2 is. This fact helps to illustrate
the effect of the steady-state return probability shift on
the fidelity. One must, however, take into account the
fact that field and charge noise are typically not of com-
parable magnitudes in semiconductors, and thus, their
actual harmful effects on two-qubit operations would de-
pend strongly on their actual magnitudes. This is why
we have presented results in this work covering wide pa-
rameter regimes for both field and charge noise strengths.
Our results imply that a given amount of charge noise
overall has a more detrimental effect on entanglement fi-
delity than an equal amount of field noise; while both
types of noise affect the fidelity for producing |ME1〉
equally, charge noise has more of an effect on that for
producing |ME2〉 than field noise does. We see, how-
ever, that, at least in GaAs, field noise is much stronger
than charge noise, and thus is a bigger problem in this
material. Such noise, however, can be made much smaller
in Si than in GaAs, since isotopic purification can greatly
reduce the presence of magnetic isotopes of Si (29Si, to
be exact), while no such reduction is possible in GaAs
because the only stable isotopes of Ga and As have non-
zero spin. The same concerns about unavoidable field
noise in GaAs arise in P-doped Si as well owing to the
fact that the only stable isotope of P, 31P, has a non-zero
spin; however, the field noise will not be as great as in
11
GaAs since not all of the nuclei present in the sample are
magnetic. There is, however, another way to reduce the
effects of field noise that works for both materials. We
can take advantage of the fact that σh essentially remains
constant as one changes the average exchange coupling
J0, while σJ is roughly linear
54 in J0. This means that,
since the fidelities and the return probability depend only
on σh/J0 and σJ/J0, one can reduce the effects of field
noise simply by increasing J0. In fact, as can be seen
from the experimental points indicated in Fig. 12, it is
possible to achieve fidelities in excess of 90% for produc-
ing the state |ME1〉 or close to 90% for producing |ME2〉
in current GaAs-based experimental setups by doing this.
Recent experimental work28 suggests that a similar ap-
proach can be used to suppress charge noise by creating
a large magnetic field gradient across the double quan-
tum dot, provided Bayesian estimation or dynamical de-
coupling are used simultaneously to mitigate field noise.
Our findings indicate that if both σh/J0 and σJ/J0 are
reduced down to the 1% level, then entanglement fideli-
ties at or beyond surface code thresholds of 99% can be
achieved.
Our work also implies that Si systems in the end are
far superior to GaAs in terms of achieving ideal two-qubit
gate operations by virtue of the fact that in Si the field
noise can, in principle, be reduced to arbitrarily small val-
ues by eliminating background nuclear spin fluctuations.
Charge noise, on the other hand, is likely to be similar in
both systems. Therefore, Si obviously has a great advan-
tage over GaAs in terms of noise. This is not to say that
Si has a clear advantage over GaAs; there are challenges
associated with Si as a material platform as well. For
one, the charge carriers in Si have a much higher effec-
tive mass than in GaAs. This means that one is forced
to fabricate much smaller dots in order to confine indi-
vidual electrons. Another issue is valley degeneracy of
energy levels, which complicates the task of isolating two
nondegenerate levels to use as qubit states. Valley effects
relevant to Si quantum dots have been studied to some
extent in the literature62,63. Our detailed numerical re-
sults presented in this paper provide a quantitative guide
on how much both types of noise must be suppressed in
experimental systems for achieving the fidelities above
99% that are necessary for further progress in the field.
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