An automaton with concurrency relations A is a labeled transition system with a collection of binary relations indicating when two actions in a given state of the automaton can occur independently of each other. The concurrency relations induce a natural equivalence relation for nite computation sequences. We investigate two graph-theoretic representations of the equivalence classes of computation sequences and obtain that under suitable assumptions on A they are isomorphic. Furthermore, the graphs are shown to carry a monoid operation re ecting precisely the composition of computations. This generalizes fundamental graph-theoretical representation results due to Mazurkiewicz in trace theory.
Introduction
In the theory of concurrency, many di erent models have been investigated intensively including, e.g., Petri nets ( Re85]), CCS ( Mi80] ) and CSP ( Ho78] ). The behaviour of Petri nets led Mazurkiewicz ( Ma77, Ma88] ) to the investigation of trace alphabets and their associated trace monoids, a mathematical model for the sequential behaviour of a parallel system in which the order of two independent actions is regarded as irrelevant. Trace theory has now a well-developed mathematical theory, see AR88, Di90, DR94] for surveys. One of its foundational results ( Ma88] ), used in many di cult applications 1: Introduction 2 (cf. Oc85, Zi87, Di90, GRS91, Th90, EM95]) is that each element of the (algebraically de ned) trace monoid has a graph-theoretical representation. It is the aim of this paper to generalize this result and related versions of it to the context of automata with concurrency relations.
Let us recall basic notions of trace theory and of automata with concurrency relations. As introduced by Mazurkiewicz Ma88] , trace alphabets are pairs (E; I) consisting of a set E of unlabeled actions or events and an irre exive symmetric binary relation I on E indicating, when two actions are independent. Two sequences ab and ba are declared equivalent if (a; b) 2 I. This generates a congruence I on the free monoid E ? of all words over E, and the quotient M(E; I) := E ? = I is called the trace monoid (or free partially commutative monoid) over (E; I).
In trace alphabets, a single binary relation on E is used to represent the concurrency relation for all pairs of actions. Here, we will consider a more general model of labeled transition systems in which the concurrency relation depends not only on the two arriving actions, but also on the present state of the system. An automaton with concurrency relations is a tuple A = (Q; E; T; k) where Q is the set of states, E as before the set of events or actions, T Q E Q the transition relation (assumed deterministic), and k= (k q ) q2Q is a collection of concurrency relations k q for E, indexed by the possible states q 2 Q. Let CS(A) comprise all nite computation sequences of A, with concatenation as (partially de ned) monoid operation. We declare two sequences (p; a; q)(q; b; r) and (p; b; q 0 )(q 0 ; a; r) equivalent, if a k p b. As before, this induces a congruence on CS(A); thus intuitively, two computation sequences are equivalent, if they represent "interleaved views" of a single computation. The quotient M(A) = CS(A) = f0g (formally supplemented with 0 to obtain an everywhere de ned monoid operation) is called the concurrency monoid associated with A. Obviously, if A has only one state, i.e., Q = fqg, the canonical bijection between CS(A) and E ? induces an isomorphism between the quotient monoids CS(A) = and E ? = kq ; hence concurrency monoids provide a generalization of trace monoids.
Automata with concurrency relations were introduced and studied in Dr90, Dr92, BD93, BD94, Ku94b], where their domains of computation sequences were investigated and shown to be closely related with event domains and dI-domains arising in denotational semantics of programming languages. Similar structures, in a slightly di erent form, and their applications were investigated independently in KP90]. These automata also generalize asynchronous transition systems ( Be87]). Related structures have been used to provide a semantics for CCS ( BC88] ) and to model properties of computation sequences in term rewriting systems, in the -calculus and of data ow networks ( HL79, Le78, PSS90, S89b] ). Very recently, a formalization using several independence relations of the operational semantics of Occam was given in BR94]. of the distributive lattice ( ]# ; ). This procedure is standard in lattice theory ( Bi73, Gr78, DP90]) and also known from the theory of stable event structures ( Wi87] ). This poset (Pr( ); ) carries a natural labeling function taking values in E, which completes the de nition of PR( ). One of our main results is that, although de ned quite di erently, the labeled partial orders DO( ) and PR( ) are isomorphic. This result provides the basis for our further investigation of the dependence order DO( ). We show that the linear extensions of the partial order DO( ) precisely give rise to the computation sequences equivalent to . In particular, two computation sequences and are equivalent if (and, clearly, only if) their dependence orders DO( ) and DO( ) coincide. Also, we characterize for an arbitrary labeled poset when it is isomorphic to a dependence order DO( ), for some computation sequence . Finally, we de ne a multiplication on the set of (isomorphism classes of) dependence orders DO( ) and show that we obtain a monoid isomorphic to the concurrency monoid M(A). This generalizes classical results of Mazurkiewicz ( Ma88, Di90] ).
From the present work the question arises which further results of trace theory resting on the representation of traces by graphs can now be transferred into the more general context of concurrent automata. Recently, this has been achieved for the results on the logical de nability of recognizable and aperiodic languages in trace monoids (cf. Th90, EM95]): Using the present graph-theoretic representation, it is shown for nite stably concurrent automata A, that a language L M(A) is recognizable i it is de nable by monadic second order logic. For a large class (but not all) of stably concurrent automata A, the aperiodic languages in M(A) coincide with the rst order de nable ones ( DK95a] ). Extending the present graph-theoretic representation to in nite computation sequences, similar results on recognizable and logically de nable languages of in nite computations can be proved.
We note that a more detailed investigation of the connection implicitly arisen here between computations in stably concurrent automata and stable event structures (via distributive lattices) might be fruitful.
In order to make the paper self-contained, we recall for the convenience of the reader the basic notions from lattice theory as well as the results from Panangaden and Stark ( PS88]), Droste ( Dr92] ) and Kuske ( Ku94a, Ku94b] ), as far as needed for the proofs.
Concurrent computations
In this section we will introduce the automata with concurrency relations, our concept of concurrent computation, a rst graph-theoretic representation, and present some results from the literature that form the basis for our proofs. We call q 0 the domain of , denoted by dom , q n the codomain, denoted by cod , and n the length j j of . Formally, we put dom = cod = > with > 6 2 Q. The sequence a 1 a 2 : : :a n is called event sequence of , denoted by evs . We let ev = fa 1 ; a 2 ; : : :; a n g, . Also, we let 1 := ]. It easily follows that any two equivalent computation sequences have the same length, domain, codomain and event set. If x = ] we therefore can de ne domx = dom , cod x = cod , jxj = j j and ev x = ev . Also, let evs x = fevs j g, the set of event sequences of x. We now obtain the monoid M(A) of computations associated with A by letting M(A) = CS(A) = f0g, where 0 is an additional symbol. That is, for ; 2 CS(A) we have ] ] = ] if is de ned and ] ] = 0 otherwise. Also, x 0 = 0 x = 0 and x 1 = 1 x = x for any x 2 M(A).
Clearly, with this operation M(A) is a monoid with 1 as unit (and with 0 as zero). Next we show why these automata and their monoids provide a generalization of trace alphabets and trace monoids. Let (E; I) be a trace alphabet. Then A = (Q; E; T; k) with Q = fqg, T = Q E Q and k q = I is an automaton with concurrency relations. This automaton will be called automaton induced by (E; I). A sequence A = (p 1 ; p 2 ; : : :; p n ) of elements p i 2 P is an order-preserving enumeration of P if n = jPj and p i < p j implies i < j. Then a computation sequence is called the linearisation of P induced by A if dom = q and evs = l(p 1 )l(p 2 ) : : : l(p n ). We say that is a linearisation of P, if it is the linearisation induced by some order-preserving enumeration.
Let Lin(P) denote the set of all linearisations of P.
An order-preserving enumeration A can be considered as a linear extension of the partial order on P. But we will mainly focus on the sequence aspect of A. Observe that the automaton induced by a trace alphabet is always stably concurrent. The requirement of the implication ")" has also been called cube axiom, and the implication "(" is called the inverse cube axiom. An automaton A is called concurrent, if it satis es the cube axiom.
The premisses of the cube axiom (the inverse cube axiom) are depicted by the picture of Example 2.4 (Example 2.5, respectively). The following pictures then describe the requirements of these two axioms by dotted lines. The cube axiom arose several times in the literature, see e.g. PS88, S89a, Dr90, Dr92, Ku94a, Ku94b]. In a more speci c situation, the inverse cube axiom has been introduced by Panangaden, Shanbhogue and Stark in PSS90] for input/output automata. They showed that these automata compute precisely stable functions between coherent dIdomains. In Dr94a], Droste characterized the recognizable languages in M(A) if A is a nite stably concurrent automaton. Kuske Ku94a, Ku94b] proved that stably concurrent automata generate, via their domains of computations, precisely the class of dI-domains.
Let A be an automaton with concurrency relations where any order-preserving enumeration of the dependence order DO( ) for any computation sequence induces a linearisation with . Examples 2.4 and 2.5 imply that A is "almost" stably concurrent.
2: Concurrent computations 11
Later on, we will see that any stably concurrent automaton has this property. It might be possible to prove our results for "almost" stably concurrent automata. However, this would be only a slight generalization and would make the proofs considerably more complicated. Therefore the rest of Sect. 2 deals with basic properties of the monoid (M(A); ) for stably concurrent automata A. These monoids will be called concurrency monoids.
For the proofs of these properties, we refer the reader to Dr92, Ku94a, Ku94b]. In Dr90] it is shown that a residuum operation can be de ned on a concurrent automaton. Such residuum operations have been investigated in PS88, S89a] . It is crucial in all the proofs we do not present here. Obviously, x is a left divisor of y i x y, i.e. left divisibility is an order on concurrency monoids. This order can be extended to an order on the in nite computations. If one restricts the consideration to those computations that start in a given initial state, these orders are certain domains (algebraic cpo's) that are closely related with event domains Wi87], concrete domains and dI-domains Be78] (see Dr90, Dr92, Ku94a, Ku94b]). Basic order-theoretic de nitions of lattices and distributivity will be given in Sect. 3. Proposition 2.8 ( Ku94b]) Let A be a stably concurrent automaton and x 2 M(A) nf0g. Then (fy 2 M(A) j y xg; ) is a nite distributive lattice.
In Ku94b], Kuske even showed that an inverse implication holds for a large class of automata including (among others) concurrent automata: If (fy 2 M(A) j y xg; ) is distributive for any x 2 M(A), then A is stably concurrent. Now we introduce some order-theoretic notions: Let (P; ) be a poset. If x; y 2 P, we call y a direct cover of x (denoted x? ?<y) if x < y and there are no elements between x and y. The pair h x; y i is called a prime interval. Let h x; y i and h x 0 ; y 0 i be prime intervals. We say that h x 0 ; y 0 i is a direct cover of h x; y i i x? ?<x 0 , y? ?<y 0 and x 0 6 = y. Let >? ?< denote the smallest equivalence relation on the set of all prime intervals that contains ? ?<. For any x 2 P, let x# := fy 2 P j y xg and x" := fy 2 P j x yg. Because of Example 2.4 and 2.5 we restricted the consideration to stably concurrent automata. By Prop. 2.8 we see that they are closely related with nite distributive lattices. Therefore the following section is a short excursion into the eld of nite distributive lattices.
Finite distributive lattices
In this section we recall, for the convenience of the reader, some basic de nitions and results on partially ordered sets and on nite distributive lattices, cf. Bi73, Gr78, DP90] for proofs and further explanations.
Let (P; ) be a partially ordered set (poset). Let (P i ; ) for i = 1; 2 be partially ordered sets and f : P 1 ?! P 2 be a function. f is an order-isomorphism if it is a bijection with x y i f(x) f(y) for any x; y 2 P 1 .
3: Finite distributive lattices 14
The following propositions describe the key properties of nite distributive lattices that will be used in our investigations frequently, without mentioning them again. For a comprehensive proof see, for instance, DP90]. Conversely, let (P; ) be a nite partially ordered set. Then (D(P; ); ) is a nite distributive lattice, and (P; ) and (J (D(P; )); ) are isomorphic.
The following property is well known from lattice theory. It might be proved using Prop. 3.1. Later on we will also use the following technical results.
Proposition 3.4 Let (L; ) be a nite distributive lattice, x 2 L and y 1 ; y 2 2 J (L; ) such that y 1 ; y 2 6 x. Then x _ y 1 2 J (x" ; ). Moreover, y 1 y 2 i x _ y 1 x _ y 2 . Proof: Let a; b 2 L with x fa;bg and a_b = x_y 1 . Then we have y 1 = y 1^( x_y 1 ) = y 1^( a_b) = (y 1^a )_(y 1^b ). Since y 1 is join-irreducible in (L; ), this implies (without any loss of generality) y 1 = y 1^a , i.e. y 1 a. Thus, we have fx;y 1 g a x_y 1 . Hence, a = x _ y 1 proving that x _ y 1 is join-irreducible in the distributive lattice (x" ; ).
Clearly, y 1 y 2 implies x _ y 1 x _ y 2 . Suppose conversely x _ y 1 x _ y 2 . Then y 1 x _ y 2 . Since y 1 6 x, we obtain y 1 y 2 from the fact that y 1 is a prime in (L; ).2 3: Finite distributive lattices 15 Lemma 3.5 Let (P; ) be a partially ordered set, D P downward closed in (P; ), x 2 D and y 2 P n D. If To check the second inclusion, rst let x 0 2 D with x 6 x 0 . Since D is downward closed and y 2 P n D, we get y 6 x 0 , so x 0 2 P n (x" y" ). Now let y 0 2 P n D with y 0 < y. Suppose x y 0 . Then x < y. By the assumption in the proposition, y is a direct cover of x. This implies y 0 = x 2 D, a contradiction to the choice of y 0 . Hence x 6 y 0 implying y 0 2 P n (x" y" ).
For the second part of the lemma, assume that there exists z 2 P with x < z < y. Then z 2 y# nfx;yg. By the assumption, this is a subset of Pn(x" y" ). Hence z 2 Pn(x" y" ), contradicting x < z. 2
Let (P; ) be a partially ordered set, x; y 2 P and x k y or x? ?<y. Using D = x#, Lemma 3.5 states the existence of a downward closed set M with (x# y# ) n fx;yg M P n (x" y" ). For y? ?<x, we obtain the existence of such a set considering D = y#. Conversely, if M is downward closed with (x# y# ) n fx;yg M P n (x" y" ), the second part of Lemma 3.5 implies x k y, x? ?<y or y? ?<x. Hence For the rest of this paper, we assume that A = (Q; E; T; k) is a stably concurrent automaton.
As pointed out earlier, this assumption is essential for us because it enables us to use Prop. 2.8 and hence the distributive lattice theory of Sect. 3.
For 2 CS(A) we will de ne a second labeled partial order PR( ). Also, we will show that there is a one-to-one correspondence between the order-preserving enumerations of PR( ) and the set ]. Also, we will prove that the labeled partial orders DO( ) and PR( ) are isomorphic. Hence any order-preserving enumeration of DO( ) induces a linearisation with . In Dr94a], Droste proved a generalization of the Levy Lemma to concurrency monoids. Here, we will give an alternative proof using dependence orders. Now we will give the de nition of PR( ). By Prop. is a labeled partial order. At rst sight, this lpo PR( ) has nothing to do with the lpo DO( ). Thm. 4.8 will show that they are isomorphic in the following natural sense:
De nition 4.1 Let P i = (P i ; i ; l i ; q i ) for i = 1; 2 be lpo's and let f : P 1 ?! P 2 be a function. f is an isomorphism from P 1 to P 2 i it is an order-isomorphism from (P 1 ; 1 ) onto (P 2 ; 2 ), l 2 (f(x)) = l 1 (x) for any x 2 P 1 , and q 1 = q 2 . P 1 and P 2 are isomorphic (denoted P 1 = P 2 ), if there exists an isomorphism from P 1 to P 2 .
Next we show that DO( ) is rigid, i.e. it has only the trivial isomorphism 1 : DO( ) ?! DO( ) with 1(x) = x.
Proposition 4.2 Let 2 CS(A). Then 1 : DO( ) ?! DO( ) is the only isomorphism from DO( ) to DO( ).
Proof Obviously, 1 is an isomorphism. Let f : DO( ) ?! DO( ) be any isomorphism. Observe that the set O a := fa i j 1 i j j a g is a chain in DO( ) for any a 2 E. As usually, let f Oa denote the restriction of f to O a . Since l(x) = l(f(x)) for x 2 O ( ), Proof: Let = 1 2 : : : n with i 2 T and i := 1 2 : : : i for i = 1; : : : ; n, and 0 = . Let i 2 f0;1;:::;n?1g. Then 
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By Prop. 4.5, any order-preserving enumeration of PR( ) induces a linearisation whenever A is stably concurrent (see Examples 2.4 and 2.5 for automata where this is not the case). Furthermore, by Thm. 4.6, any such linearisation is equivalent with . Hence we get a natural mapping from the order-preserving enumerations of PR( ) to ]. By Prop. 4.4 this mapping is surjective. Since obviously two order-preserving enumerations that induce the same computation sequence are equal, it is injective, too. In this sense, there is a one-to-one correspondence between the set of all order-preserving enumerations of PR( ) and the set ].
We now prepare the proof that DO( ) and PR( ) are isomorphic.
Recall that by Lemma 3.5 a downward closed subset M of Pr( ) with (x# y# )nfx; yg M Pr( ) n (x" y" ) exists i x k y, x? ?<y or y? ?<x where the relation ? ?< has to be understood in the partially ordered set (Pr( ); ) rather than in the lattice ( ]# ; ). The following proposition describes when x; y 2 Pr( ) are order-theoretically incomparable in terms of the concurrency relations of A. This will be crucial also later on. 2 Pr( ) n (x" y" ) M. Hence there exists an order-preserving enumeration A = (a 1 ; a 2 ; : : :; a n ; x; y; b 1 ; b 2 ; : : : ; b m ) of Pr( ) with M = fa 1 ; a 2 ; : : :; a n g. In Sect. 2 we de ned the dependence orders DO( ). While DO( ) is computed using the set evs( ]), we de ned PR( ) in terms of the nite distributive lattice ( ]# ; ). The following theorem shows that these two labeled partial orders are isomorphic.
Theorem 4.8 Let 2 CS(A). Then DO( ) = PR( ).
Proof: Let x; y 2 Pr( ) with l (x) = l (y). Suppose, x and y are incomparable with 4: Dependence orders 20 respect to . Then M := (x# y# ) n fx;yg is downward closed in (Pr( ); ). By Prop. 4.7 we conclude l (x) k cod W M l (y), a contradiction since k cod W M is irre exive. Hence, the elements x of Pr( ) with l (x) = a form a chain in Pr( ) for any a 2 E. For x 2 Pr( ), de ne n (x) := jfy 2 Pr( ) j y x; l (x) = l (y)gj, i.e. x is the n (x)-th element of this chain. Obviously, l (x) = l (y) and n (x) = n (y) imply x = y. Thus, the mapping f : Pr( ) ?! E N x 7 ?! l (x) n (x) is injective. Since is a linearisation of PR( ), jfx 2 Pr( ) j l (x) = agj = j j a for any a 2 E. More speci cally, we have the following equivalence.
Corollary 4.9 Let ; 2 CS(A). Then the following statements are equivalent:
1. .
DO( ) = DO( ).

2 Lin(DO( )).
Furthermore, any order-preserving enumeration of DO( ) induces a linearisation.
Proof: By the construction of DO( ), the implication (1) ) (2) is trivial. By Lemma 2.3, 2 Lin(DO( )). Hence (2) ) (3). Thm. 4.6 and 4.8 prove the implication (3) ) (1).
The nal statement follows from Prop. 4.5 and Thm. 4.8. Cor. 4.9 shows how the equivalence between computation sequences is captured by the dependence orders. Subsequently, as a consequence of the previous results, we will show how to rediscover the preorder . from the dependence orders.
De nition 4.10 Let P= (P; ; l; q) be an lpo and ; 6 = X P be downward closed in P. Then X = (X; \ (X X); l X ; q) is called the downward closed substructure of P with domain X. Conversely, let DO( ) be a downward closed substructure of DO( ). Let A be the order-preserving enumeration of DO( ) that induces . Furthermore, let B be an orderpreserving enumeration of ( O ( )n O ( ); v). Then the sequence AB is an order-preserving enumeration of DO( ). It induces a computation sequence , since A induces . By Cor. 4.9, and hence . . Now assume X is a downward closed substructure of DO( ). Let X be the domain of X. Then there exists an order-preserving enumeration A = (x 1 ; x 2 ; : : :; x n ) of DO( ) and i n such that X = fx 1 ; x 2 ; : : :; x i g. Let Conversely let 0 be a merge of 0 and 0 . Then there exist order-preserving enumerations G and D of DO( ) and DO( ), respectively, that induce 0 and 0 . These two order-preserving enumerations can be interleaved in such a way that the resulting sequence is an order-preserving enumeration of DO( ) that induces 0 . Hence 0 2 Lin(DO( )). 2
An important tool in trace theory is the Levy Lemma. This lemma has been generalized by Droste in Dr94a] to the realm of concurrency monoids. Here, we give an alternative 4: Dependence orders 23 proof based on the dependence orders. First, we have to introduce some more notations.
We de ne a partial function @ : E ? Q ?! CS(A) as follows: Let w 2 E + and q 2 Q. Then w@q is de ned i there exists a computation sequence with dom = q and evs = w. In this case, w@q = . Furthermore, @q = where denotes the empty word over E. As before, let A be a stably concurrent automaton. As shown above, any computation sequence induces a labeled partial order DO( ). It is easy to nd labeled partial orders that are not induced by any computation sequence. Choose, for instance, a labeled partial order with two incomparable elements that carry equal labels. Or assume the automaton contains a state p 2 Q and an event a 2 E such that there is no transition (p; a; q) 2 T.
Then the one-point lpo with domain p and label a cannot be generated by a computation sequence.
Suppose, A is induced by a trace alphabet (E; I). It is a well known fact from trace theory that an lpo (P; v;l;q) is generated by a computation sequence of A i it is the re exive and transitive closure of a dependence graph. Here, a dependence graph is a nite, labeled directed, acyclic graph (V; K; l) such that (x; y) 2 K K ?1 i (l(x); l(y)) 6 2 I.
The aim of this section is to obtain this result in the general case, i.e. to describe all lpo's over A that are generated by a computation sequence.
As usually in automata theory, we de ne a transition function on A that describes the change of the state of an automaton in response to a nite sequence of actions. Suppose A is the automaton induced by the trace alphabet (E; I). Then q:w A (l; M P j?1 (p i ; p j )) always equals q. Hence, p i C A p j i (l(p i ); l(p j )) 6 2 I. Therefore, this construction generalizes the dependence graphs from trace theory (see Ma88] ). Now we de ne nice lpo's. Later on we will see that these are precisely the lpo's generated by computation sequences.
De nition 5.1 Let P= (P; v;l;q) be an lpo and A = (p 1 ; p 2 ; : : : ; p n ) an order-preserving enumeration. If q:w A (l; P) 6 = ? and if (C A ) ? =v we call Pa nice labeled partial order with respect to A. An lpo is called nice lpo if it is nice with respect to some order-preserving enumeration.
Observe that for the automaton induced by a trace alphabet a lpo is nice i it is the re exive and transitive closure of a dependence graph.
The de nition of a nice lpo Pseems to depend on the given order-preserving enumeration A. Later we will see that, indeed, then P is a nice lpo with respect to all order-preserving enumerations. First of all we show that PR( ) is nice with respect to all order-preserving enumerations. Hence we obtain l (p i ) k q:w A (l ;M) l (p j ), a contradiction to p i C A p j . Thus p i < p j , and it follows that (C A ) ? .
Suppose conversely p i ? ?<p j in (Pr( ); ). Then i < j. By Lemma 3.5, we again obtain that M := M P j?1 (p i ; p j ) satis es the conditions of Prop. 4.7. This proposition yields p i C A p j . Since ? ?< ? = , this implies that (C A ) ? .
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The following proposition shows that any nice lpo can be generated by a computation sequence.
Proposition 5.3 Let P = (P; v;l;q) be a nice lpo with respect to A = (p 1 ; p 2 ; : : : p n ).
Then there exists a linearisation of P induced by A with PR( ) = P.
Proof: As above, de ne P i to be the downward closed set fp 1 ; p 2 ; : : : ; p i g for i = 1; 2; : : : ; n. Since P is nice, there exist states q i := q:w A (l; P i ). Setting q 0 := q, we nd transitions i = (q i?1 ; l(p i ); q i ) for i = 1; 2; : : : ; n. Then := 1 2 : : : n is the linearisation induced by A. Now we prove that PR( ) = P.
Let Pr( 1 ) = fx 1 g and Pr( 1 2 : : : i )nPr( 1 2 : : : i?1 ) = fx i g for i = 2; 3; : : : ; n. Then B := (x 1 ; x 2 ; : : : ; x n ) is an order-preserving enumeration of PR( ). We will show that the bijection f : Pr( ) ?! P x i 7 ?! p i is an isomorphism. Clearly, l (x i ) = ev i = l(p i ) = l(f(x i )). Hence it remains to argue that f is an order-isomorphism. Clearly, the restriction of f to Pr( 1 ) is an order-isomorphism from (Pr( 1 ); ) onto (P 1 ; v). For the induction step assume that 2 j n, = 1 2 : : : j?1 and the restriction of f to Pr( ) is an order-isomorphism from (Pr( ); ) to (P j?1 ; v). We have to prove that the restriction of f to Pr( j ) is an order-isomorphism to (P j ; v). For this aim, it has to be shown that for all x 2 Pr( ), we have x x j i f(x) v p j . By Prop.
5.2, (C B ) ? = . Since P is nice, we also have (C A ) ? =v. Hence it su ces to prove that (?)
x i C B x j () p i C A p j for x i 2 Pr( ) (i.e. for i < j).
Thus suppose i < j. Let X j?1 := fx 1 ; x 2 ; : : :; x j?1 g, M = M X j?1 (x i ; x j ) = X j?1 n x i "
and M 0 = M P j?1 (p i ; p j ). Since f X j?1 is an order-isomorphism, we get f(M) = M 0 . We have already noted that l (x k ) = l(p k ) for 1 k n, so w B (l ; M) = w A (l; M 0 ) follows. Now suppose that P is a nice lpo with respect to A. By Prop. 5.3, P = PR( ) for some computation sequence . Prop. 5.2 states that PR( ) is nice with respect to any order-preserving enumeration. Hence, P is also nice with respect to any order-preserving enumeration, as we claimed earlier.
The following theorem summarizes the results we obtained in this section. Recall that M(A), endowed with the concatenation operation, is a monoid. Now, by Theorem 5.4, the question arises how to endow the set of nice lpo's with an operation such that DO is an isomorphism between monoids. This question will be considered in the next section.
Multiplication of lpo's
The aim of this section is to de ne a binary operation of nice lpo's such that DO( ) DO( ) = DO( ) for ; 2 CS(A) with cod = dom . This new operation of composition is more elaborated than the parallel and the sequential composition of pomsets de ned e.g. in Gi88], since both of them do not work under the present context. The rst question is: Given two nice lpo's P 1 and P 2 generated by computation sequences and , respectively, when does cod = dom hold? For 2 CS(A) we have cod = (dom ): evs . Thus let A be any order{preserving enumeration of DO( ). Then cod = dom i dom :w A (l ; O ( )) = dom . Now let P i = (P i ; v;l i ; q i ) be two nice lpo's (i = 1; 2) and A (B) an order{preserving enumeration of P 1 (P 2 ) with P 1 \ P 2 = ; (if P 1 and P 2 are not disjoint, replace P 2 by an 6: Multiplication of lpo's 28 isomorphic copy satisfying this assumption). If q 1 :w A (l 1 ; P 1 ) 6 = q 2 de ne P 1 P 2 := DO(0). Now we consider the case q 1 :w A (l 1 ; P 1 ) = q 2 . For x 2 P 1 and z 2 P 2 de ne w(x; z) := w A (l 1 ; P 1 n x" ) w B (l 2 ; z# nfzg). Let x z i not l 1 (x) k q 1 :w(x;z) l 2 (z). We again make the convention k ? = ;, such that, whenever q 1 :w(x; z) is unde ned, we have x z.
On P 1 P 2 we de ne v as the smallest partial order containing v 1 , v 2 and , i.e. v:= (v 1 v 2 ) ? . Since is a subset of P 1 P 2 this equals v 1 v 2 (v 1 v 2 ).
Now we de ne the product of two nice lpo's P 1 and P 2 with q 1 :w A (l 1 ; P 1 ) = q 2 and P 1 \ P 2 = ; by putting P 1 P 2 := (P 1 P 2 ; v;l 1 l 2 ; q 1 ): Since P 1 nx" is downward closed in P 1 , by Prop. 5.2 (a) and 5.3, q 0 := q 1 :w A (l 1 ; P 1 nx") does not depend on A. The following example shows that q = q 0 :w B (l 2 ; z# nfzg), and hence depend on the order{preserving enumeration B. Later on we will see that v does not depend on the concrete choice of B. We will consider the elements x = c 1 2 P 1 and z = d 1 2 P 2 and two order{preserving enumerations of P 2 . Obviously, q 0 = q 1 :w A (l 1 ; P 1 n x" ) = 0. (ii) Now we consider the order{preserving enumeration B = (b 1 ; a 1 ; d 1 ) of P 2 . In this case q = 7 and hence x 6 z holds. According to the example above we should endow and v with an index that indicates the enumeration of P 2 in consideration. Since this will be clear from the context we use and v without any index. If A is the automaton induced by the trace alphabet (E; I), we obviously have x z i (l 1 (x); l 2 (z)) 6 2 I. Hence our construction generalizes the construction known in trace theory (cf. Ma88, p. 301]). Now we show: Theorem 6.2 Let A be a stably concurrent automaton and ; 2 CS(A).
Then DO( ) DO( ) = DO( ).
Proof: By Theorem 4.8, we have to show PR( ) PR( ) = PR( ). If = 0, we obtain DO( ) DO( ) = DO(0) since (dom ):w A (l ; Pr( )) = cod 6 = dom for any order{preserving enumeration A of PR( ). Now suppose 6 = 0, i.e. cod = dom . We abbreviate P 1 = PR( ), P 2 = PR( ), P 3 = PR( ) and P 4 = P 1 P 2 with P i = (P i ; v i ; l i ; q i ). For simplicity, we assume P 1 \ P 2 = ;. Let Since P 1 is a downward closed subset of P 3 , f P 1 is well de ned and an isomorphism to P 1 . Furthermore, jP 3 n P 1 j = jP 3 j ? jP 1 j = j j ? j j = j j = jP 2 j. Since x 7 ! x " ] for ] v 3 x v 3 ] is an order{isomorphism to ( ]# ; ), by Prop. 3.4, g := f (P 3 nP 1 ) is well de ned and an order{isomorphism onto (P 2 ; v 2 ). The following result ensures that g is 6: Multiplication of lpo's 30 an isomorphism from (P 3 n P 1 ; v 3 ; l 3 ) onto (P 2 ; v 2 ; l 2 ).
Claim 1 Let y 2 P 3 n P 1 . Then l 3 (y) = l 2 (f(y)). Proof of Claim 1: Since Till now we showed that f : P 3 ?! P 1 P 2 is a bijective function that preserves the labels and preserves and re ects the order if restricted to P 1 and P 3 n P 1 , respectively. Thus, it remains to show that for x 2 P 1 and y 2 P 3 n P 1 , we have x v 3 y if and only if f(x) v 4 f(y). Note here that if x k y or x? ?<y, then by Lemma 3.5, M P 1 (x; y) is downward closed in (P 3 ; v 3 ).
Let A = (x 1 ; x 2 ; : : :; x n ) be an order{preserving enumeration of (P 1 ; v 1 ) and B = (y 1 ; y 2 ; : : :; y m ) one of (P 2 ; v 2 ). For i = 1; 2; : : : ; m let x n+i := g ?1 (y i ). Since g is an order{isomorphism and since P 1 is downward closed in P 3 , the sequence C = (x 1 ; x 2 ; : : :; x n+m ) is an order{preserving enumeration of (P 3 ; v 3 ).
Claim 2 For x 2 P 1 and y 2 P 3 n P 1 with x k y or x? ?<y the following holds:
w C (l 3 ; M P 1 (x; y)) = w(x; f(y)):
Proof of Claim 2: Recall that w(x; f(y)) = w A (l 1 ; P 1 n x" ) w B (l 2 ; f(y)# nff(y)g) by de nition. Let (z 1 ; z 2 ; : : :; z k ) be the subsequence of C that comprises all elements of M := M P 1 (x; y). Then there exists i k such that fz 1 ; z 2 ; : : :; z i g P 1 and fz i+1 ; z i+2 ; : : : ; z k g P 3 n P 1 . By M = (P 1 n x" ) (y# n(P 1 fyg)), we therefore have fz 1 ; z 2 ; : : :; z i g = P 1 n x" and fz i+1 ; z i+2 ; : : : ; z k g = y# n(P 1 fyg). Since g : (P 3 n P 1 ; v 3 ) ?! (P 2 ; v 2 ) is an order{isomorphism, we have g(y# n(P 1 fyg)) = g(y)# nfg(y)g. Therefore we get: w B (l 2 ; f(y)# nff(y)g) = l 2 (f(z i+1 ))l 2 (f(z i+2 )) : : : l 2 (f(z k )) = l 3 (z i+1 )l 3 (z i+2 ) : : : l 3 (z k ) = w C (l 3 ; y# n(P 1 fyg)):
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Therefore we obtain w C (l 3 ; M) = l 3 (z 1 )l 3 (z 2 ) : : : l 3 (z k ) = w C (l 3 ; P 1 n x" ) w C (l 3 ; y# n(P 1 fyg) = w A (l 1 ; P 1 n x" ) w B (l 2 ; f(y)# nff(y)g) = w(x; f(y));
proving Claim 2.
Now we are able to nish the proof that f : (P 3 ; v 3 ) ?! (P 1 P 2 ; v 4 ) is an order{ isomorphism. Recall that it remains only to show that x v 3 y for x 2 P 1 and y 2 P 3 n P 1 holds i f(x) v 4 f(y) holds. Assume x v 3 y. Then there exist x 0 2 P 1 and y 0 2 P 3 n P 1 such that x v 3 x 0 ? ?<y 0 v 3 y in (P 3 ; v 3 ). By Lemma 3.5, M := M P 1 (x 0 ; y 0 ) is downward closed and lies between (x 0 # y 0 #)nfx 0 ; y 0 g and P 3 n(x 0 " y 0 "). This implies by Prop. v 2 ), there exist x 0 2 P 1 and y 0 2 P 3 n P 1 such that f(x) v 1 f(x 0 ) f(y 0 ) v 2 f(y). This already implies x v 3 x 0 and y 0 v 3 y. Since P 1 is downward closed in P 3 , we have y 0 6 v 3 x 0 . Suppose that x 0 and y 0 are incomparable. By Lemma 3.5, the set M := M P 1 (x 0 ; y 0 ) is downward closed in P 3 and (x 0 # y 0 #) n fx 0 ; y 0 ) M P 3 n (x 0 " y 0 "). Hence, by Prop. 4.7, l 3 (x 0 ) and l 3 (y 0 ) are concurrent in the state q := cod W M. Similarly as above, we have q = q 3 :w C (l 3 ; M) = q 1 :w(x 0 ; f(y 0 )). Therefore, l 1 (f(x 0 )) k q 1 :w(x 0 ;f(y 0 )) l 2 (y 0 ), a contradiction to f(x 0 ) f(y 0 ). Hence we have x 0 v 3 y 0 and therefore x v 3 y.
2
We conclude our investigations on stably concurrent automata with a summarizing result. It follows from Thm. 5.4 and 6.2. Corollary 6.3 Let A be a stably concurrent automaton. Then DO and PR are isomorphisms (up to isomorphism between lpo's) from the monoid (M(A); ) to the monoid of all nice lpo's over A with the multiplication constructed above.
If A is the automaton induced by the trace alphabet (E; D), this corollary is a direct generalization of Ma88, Theorem 2.3.6.].
