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ABSTRACT
Microseismic data provides important information about the subsurface during hydraulic frac-
turing jobs. However, microseismic signals are not as easy to identify as conventional seismic
signals. I developed a new technique to detect microseismic signals by measuring displacement
information along with the three-dimensional time coherence analysis of the 3D particles motion
(linearity). It was tested on microseismic data from a horizontal well in the Marcellus Shale. The
method multiplies the linearity calculation with a function of the amplitude of oscillation that is
generated using the envelope. In addition, I developed techniques to detect signals from the new,
weighted linearity (or the traditional, unweighted linearity) that help with the goal of more effective
signal detection. The results from the new method show that it can detect 16 signals from two mi-
croseismic datasets, including barely noticeable (amplitude of 0.0003), weak (amplitude of 0.002),
and strong (amplitude of 0.02) signals. These were compared with the results from the traditional,
unweighted linearity calculation, where I detect only 9 signals and give results contaminated with
noise. This indicates that there is a 40% improvement in signal detection using the new approach.
Furthermore, the weighted linearity showed more detail in the signals and less noise compared to
unweighted linearity results. With this new approach, I am able to detect signals that unweighted
linearity cannot identify, while not compromising the quality of signals detectable by linearity.
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NOMENCLATURE
3D Three-dimensional
Cp Global polarization
λ eigenvalues
N Total number of samples
V Variance-Covariance matrix
P eigenvectors of the matrix V
d Displacement
ns Number of Samples
H Hilbert Transform
f Frequency
m Meters
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1. INTRODUCTION
Microseismic data analysis is a topic of interest in many areas of geophysics. These seismic
signals are induced by temporal changes in stress fields within the Earth’s subsurface, such as those
associated with earthquakes, fluid injection, and oil and gas production [2, 3]. The demand for
microseismic monitoring has increased rapidly in recent years due to the increase in exploration
for unconventional resources, high demand of hydrocarbons, and earthquake forecasting [4, 5].
Microseismic data is now recorded continuously, and this type of data provides a high chance to
detect small events that cannot be seen by the conventional amplitude based triggered recording
system [6]. Monitoring both small and large subsurface events are essential for understanding the
reservoir system and stimulation process, evaluating the hydraulic fracturing injection program,
focusing the drilling process, and increasing the production volume [7, 8].
Detecting signals, when incorporated with a velocity model, is important for event location
(monitoring microseismic) and other applications. The main objective of signal detection is to be
able to differentiate between signal arrivals and noise (e.g. multiples, ground roll, etc.). However,
microseismic primary signals and reflections are not always easy to identify (e.g. S waves in
perforation events, P waves in fracture events) due to low signal to noise ratio and the relatively
small amplitudes compared to conventional seismic events [9, 10, 11]. This often leads to either
missing whole events or mislocating them due to inaccurate time picks. For example, in this
study it was seen that miss-picking an event by 1 milliseconds leads to a minimum of 5 meters
mislocation, therefore, an accurate signal pick is essential to locate events.
There are multiple techniques used on continuously recorded microseismicity data to detect
events [12], such as using displacement amplitudes, short-term-long-term average ratio (STA/LTA)
[13], and trajectories of particle motions [14]. Specifically, application of linearity for signal de-
tection was first introduced by Samson in 1977 in his signal detector design to analyze teleseismic
waves in very efficient computational way in the frequency domain. Linearity has also been used to
identify seismic reflections from deep geothermal reservoirs (e.g. [15, 16, 17]). However, these re-
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flected signals were not clearly identifiable in the linearity results, so they performed a 3D inversion
on these results to better detect deep subsurface structure of field from the linearity. Furthermore,
linearity has recently been applied to microseismic data. For example, Mukuhira et al. (2017) used
spectral matrix analysis of 3D particle motion in the time-frequency domain on microseismic. The
linearity was evaluated in a frequency band with highest power to avoid noise. In addition, a sta-
tistical approach, which detect polarization variation between two moving windows, was used to
identify P and S arrivals [6]
My research will be focusing on the linearity of particle motion, where coherent signals have
linear particle motions and incoherent signals (noise) have circular motions [17, 14]. In addition,
linearity increases quickly with the arrival of coherent waves on the three geophone components
(e.g. signal) and decreases for incoherent noise [18].
There are many cases where linearity results show low values at signal arrival times where
high values are expected. This occurs for multiple reasons. For example, different (linear) signals
(e.g. P coda and S wave) could arrive at the exact same time but with a different polarization
direction and phase, so they interfere with each other to produce a nonlinear behavior, as shown by
the red circle in Figure 1.1. Different linear signals could also arrive at very close times leading to
linearity results showing a broad window in time with high linearity values, which makes it difficult
to differentiate the arrival signals in the linearity calculations that are clearly seen in the data, as
shown by the red rectangle in Figure 1.2. I propose a new technique to resolve these issues by
including displacement information with the linearity calculations, with the goal of more effective
signal detection. An important challenge is that linearity is not directly related to the amplitude of
a seismic signal. I will show that weighting the linearity result by an appropriately chosen measure
of signal amplitude gives results that more effectively highlight individual arrivals, allowing for
the development of a new method of signal detection using this modified linearity.
Below I first review the microseismic data examined in the paper. I then summarize the new
event detection approach using weighted linearity. Finally, I apply the method to data and compare
results to standard linearity to show the improvement in event detection derived in this study.
2
Figure 1.1: Schematic showing the effect of the simultaneous arrival of two signals with different
linear polarization directions, resulting in an observed signal with circular polarization.
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Figure 1.2: Left panel: shows the vertical component of data from a perforation event in stage 2.
The data was filtered using a bandpass filter with frequencies of 5 Hz, 10 Hz, 250 Hz, and 300 Hz.
The twelve traces represent the number of geophones in the monitoring well. Right panel: shows
the result of linearity calculation from the unfiltered data, with the red box indicating the arrival
times of the S wave. This shows that the S wave arrives within the red box in the linearity are not
clear, while they are in the filtered data (left panel).
4
2. DATA
My research applies microcosmic data from two of Marcellus Shale horizontal wells. The two
subject wells (Well 1H and Well 2H) are located in Tioga County, Pennsylvania [19]. Both wells
were drilled horizontally approximately 61 m, and completed as cemented laterals in the objective
Marcellus Shale formation (see figure 2.1). Figure 2.1 shows the seven stages of hydraulic fractures
treatments (for gas production) using ”plug and perf” completion.
Well 1H was treated five weeks after well 2H, with different quantities of Slick-water, sand,
and Jordan sand. There were five perforation clusters at each stage and each cluster has 0.3 m
length [19]. The microseismic events were recorded at each stage (perforation and fracture events
were recorded separately) by stationary 12 multi-component geophones that were located in the
monitoring well (1V) shown in Figure 2.1. The monitoring well is a vertical well that is located
in between the horizontal wells and very close to stage 2 in well 1H (see Figure 2.1). The lower
3 geophones are located in the Marcellus Shale formation and the rest are located in the above
Skaneateles Shale member. In addition, the geophones vertical spacing is around 11 m, and the
sampling rate is 0.25 ms. Halliburton provided velocity values with depths at the well (1V) that
were used in their microseismic fracture mapping analysis [19]. I have incorporated these values
as part of my locationing analysis. This project focuses on microseismic data from well 1H only.
5
Figure 2.1: Left panel: a map view of wells 1H, 2H, and the monitoring well (1V) at the Marcellus
Shale formation. The different colors represent the fracturing stages, and stage 1 in well 1H is
represented by the red line (top right). Right panel: Lateral side view of the wells, and the green
squares inside well 1V represent the 12 Geophones. The Figure courtesy of Halliburton [1]
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3. METHOD
In this section I will show the steps for calculating the traditional linearity and the new weighted
linearity approach introduced in this study. In addition, I describe the preferred technique to mea-
sure displacement information and will discuss the developed techniques for detecting signals.
3.1 Linearity Calculation
The linearity of the particle motion is represented by the global polarization coefficient (Cp)
ranging from 0.00 and 1.00, where higher values (closer to 1) correspond to linear behavior and
lower values represent non-linear behavior [17, 14]:
Cp =
(λ1− λ2)2 + (λ2− λ3)2 + (λ1− λ3)2
2 ∗ (λ1 + λ2 + λ3)2 . (3.1)
The values in the Cp equation are the eigenvalues of a variance-covariance matrix (V ), which
is obtained from discrete time series vectors (recorded signals on three components geophones
(Sx, Sy, Sz)): [16]
V =

Cxx Cxy Cxz
Cyx Cyy Cyz
Czx Czy Czz
 , (3.2)
where
Cij =
∑N
n=0(Si(n)− Si) ∗ (Sj(n)− Sj)
N
, i, j = x, y, z, (3.3)
u(t) = [Sx(t), Sy(t), Sz(t)], (3.4)
u(t) = recorded signal by a geophone and N = Total number of samples. The diagonal values
of this matrix are the variance for each of the three directional components, and the off-diagonal
values are the covariance between the directional components. The covariance matrix satisfies the
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relationship in following equations: [16]
V Pi = λiPi, (3.5)
|V − λiI| = 0, (3.6)
where pi = eigenvectors of the matrix V , and λi = eigenvalues. The first eigenvalue represents
the direction of polarization [17].
In this study, the elements of the variance-covariance matrix are only calculated in the time
domain because all frequencies in the microseismic data (usually between 0 Hz and 1500 Hz) are
needed in order to capture all present signals (weak, strong, and contaminated with noise), and
the source-receiver distance is relatively small, so signals will be stronger and has lower noise
compared to higher source-receiver distances. In contrast, most of the previous studies (e.g. [14,
20, 15]) used a spectral matrix (time and frequency domain, e.g. the first element Cxx (t,f)), where
the shift of the calculation is in time and scale is in frequency. They used the spectral matrix due
to source-receiver distance being large (e.g. reflection seismic from geothermal reservoirs). This
allows them to choose certain frequencies (usually low frequencies, e.g. 0 Hz-20 Hz) that contain
good signals and to eliminate the rest of the frequencies that contain noise.
I used a moving window method [21, 22, 23, 12] to calculate the global polarization coefficient
as a function of time, which helps to detect different signals within a discrete time series vector.
I choose the size of the moving window where the linearity is calculated as twice the period of a
signal, and the time of the increment by which the processing window is moved is 1 sample.
I wrote a python code (Weighted and Unweighted linearity code), which can found in Appendix
D, to calculate the linearity for the 12 three component (3C) Geophones used in this research.
After evaluating several linearity calculations, I found that it is optimal to calculate linearity
from unfiltered data rather than filtered data because filtered data produces high linearity values
at times where signals do not exist. For example, in Figure 3.1 the linearity values before the P
arrivals are high in the middle panel (linearity from filtered data) since the frequencies below 10
8
Hz were filtered out, while the linearity values are close to zero at same times in the right panel
(linearity from unfiltered data).
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Figure 3.1: Left panel: shows the vertical component of data from a perforation event in stage 2.
The data was filtered using a bandpass filter with frequencies of 5 Hz, 10 Hz, 250 Hz, and 300 Hz.
Middle panel: shows the result of linearity calculation using the filtered data (left panel). The plot
has global scaling between 0 and 1. Right panel: shows the result of linearity calculation using the
filtered data (left panel). the plot has global scaling between 0 and 1. In addition, the black shaded
peaks represent linearity values over 0.75
3.2 Displacement Measurements
The traditional, unweighted linearity can be improved by amplitude weighting to better identify
signals in the cases where signals are arriving at the exact same time or very close times. In my
displacement analysis, I seek to obtain the best possible estimate of the amplitude of oscillation
9
(d) at the time point at which the linearity is calculated. I have tested four different approaches
of displacement measurements (d1 through d4) on perforation and fracturing data and compared
them in the appendix A to determine the optimal method.
d =
√
dx2 + dy2 + dz2, (3.7)
d1 =
√√√√ 1
ns
i=ns∑
i=1
(d2i ), (3.8)
d2 =
1
ns
i=ns∑
n=1
di, (3.9)
d3 =
√√√√ 1
ns
i=ns∑
n=1
di, (3.10)
d4 = E(t) =
√
ui(t)2 +H(ui)(t)2, (3.11)
where E(t) = Envelope, ns = Number of samples, H = Hilbert Transform of the signal u(t), and i
= x,y,z.
I found that the amplitude of oscillation in a component is best estimated by using the enve-
lope of a signal (equation 3.11). The envelope results (after being multiplied with linearity) show
more sensitivity to low amplitudes and better signal representation compared with the other three
displacement measurement methods (see appendix A). To calculate the envelope, a linear operator
(Hilbert transform) is needed, which takes the time series function u(t) with real variables (the
recorded signal) and produces another function of a real variable H(u)(t). It is defined by the
following formula which is applied in the time domain [24]:
H(u)(t) =
1
pi
∫ ∞
−∞
u(τ)
t− τ dτ. (3.12)
The Hilbert transform (equation 3.12) can also be defined as an operator that transforms cosine
into sine, and sine into negative cosine. Using this information, I can express our signals as a
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sum of sines and cosines, by using the Fourier transform and then apply the Hilbert transform to
the trigonometric functions. The transformation of the trigonometric functions can be done in the
frequency domain (after the Fourier transform is applied) by multiplying the frequencies (Y (f))
with imaginary numbers, as shown in following equation:
Y (f) ∗ i for f ≥ N
2
, (3.13)
Y (f) ∗ −i for f ≤ N
2
. (3.14)
A more detailed description of this process can be found in the appendix B. It is computation-
ally efficient to perform the transformation in the frequency domain.
The python code (Weighted and Unweighted linearity code) (Appendix D) calculates the dif-
ferent amplitude measurements. I have used the moving window method as well for the first three
approaches with size of a period of a signal. Furthermore, the code calculates the Hilbert transform
in the frequency domain and uses the Fast Fourier Transform to decrease the computational time.
By measuring the envelope E(t), I can get the amplitude of oscillation in each of the three
components, however I am interested in the total amplitude of oscillation (ETotal(t)). To calculate
this amplitude, I use:
ETotal(t) =
√
EX(t)2 + EY (t)2 + EZ(t)2, (3.15)
where EX(t) = total envelope at X direction, EY (t) = total envelope at Y direction, and EZ(t) =
total envelope at Z direction. In general, the envelope of the S wave is significantly larger than the
envelope of the P wave. Therefore, I have taken the square root of the total envelope to reduce the
measure for the high amplitudes of the S waves and to reduce the amplitude difference compared to
P wave amplitudes. This helps in detecting the lower amplitudes of P waves. In addition, taking the
square root increases the effect of the linearity in the multiplication process between the linearity
and the envelope later on. This is because the amplitude values of the envelop are reduced by
taking the square root. I refer this new envelope as the SQR envelope.
A peak of an envelope is often time at the middle of an arriving signal; however, the peak of
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the linearity for the same signal will be at the beginning. This will have a distractive effect in the
multiplication process later on. Therefore, a function proportional to the derivative of the envelope
was added to the SQR envelope, because a sudden increase of envelope often indicates a wave
arrival. Before being added to the SQR envelope, the function proportional to the derivative was
scaled to match the average values of the SQR envelope. From now on, I refer to the sum of these
two functions as the new modified envelope (EMod(t)), as presented in the following equation:
EMod(t) =
√
ETotal(t) + (
√
ETotal(t))
′ ∗ average(|
√
ETotal(t)|)
2 ∗ average(|(√ETotal(t))′|) , (3.16)
where
√
ETotal(t)
′
= the derivative of
√
ETotal(t), EMod(t) = the new modified envelope, and
ETotal(t) = total envelope.
3.3 Weighted Linearity Method
My new approach (weighted linearity) applies multiplication between the calculated linearity
and the new modified envelope (equation 3.16).
3.4 Signal Detection Techniques
I have developed different methods to detect microseismic signals from the new, weighted
linearity approach or the traditional, unweighted linearity approach. The first technique is using
ratios of the average weighted linearity (or the unweighted linearity) between two moving windows
(see panel 3, Figure 3.2). I have chosen the size of the windows as the period of a signal, and the
time of the increment by which the processing windows are moved is 1 sample. The result is
intended to show high ratios values at signal arrival, and low ratios everywhere else, as shown in
panel 3 (Figure 3.2). The ratios will be calculated at the boundary time between the two moving
windows; however, the signal will be at one of the windows. Therefore, a vertical time shift needs
to be applied to the ratio results to match with the arrival signals. The amount of the time shift
is determined by a cross correlation between the ratios result and the weighted linearity (or the
unweighted linearity) result. This cross-correlation process is performed in the frequency domain
12
and the resulting 12 traces are stacked, with the maximum stack amplitude representing the time
shift needed.
The second technique applies a cutoff value on the resulted ratio (first technique) to remove
noise, and compares high peaks distribution in adjacent traces to remove isolated peaks that are
produced by noise. In addition, points above the cutoff value are set to 1 and the rest are set to zero,
as shown in panel 4 (Figure 3.2). This rescaling of amplitude values to be between 0 and 1 helps
make a clear distinction between values above and below the cutoff value and serves my main
goal, which is to detect signals accurately. The cutoff value can be detected automatically through
a function that relates the average of the ratios and the cutoff values. In my data, I generated this
function by measuring the optimum cutoff value for 6 data files and their average ratios, and fitted
a straight line to the data.
The third method removes noise, which is left over from the second method, particularly the
noise before and after signal arrival. It applies a stack on the result from the second technique (see
panel 5, Figure 3.2), and then applies a filter that filters out any peak below a value that is five time
smaller than the maximum peak at the stack curve in the result of the second technique. The end
result of this method is shown in panel 6 (Figure 3.2).
The python code (Signal Detect) (Appendix E) applies all the three developed techniques to
detect signals. For the second technique, the code was set to look for peaks in the ratios, and at
each peak it will search for another peaks in the adjacent traces within a set window, which I set to
be equal to twice of a period of the signal in my data.
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Figure 3.2: Panel 1: shows the vertical component of data from a fracturing event in stage 1. The
data was filtered using a bandpass filter with frequencies of 5 Hz, 10 Hz, 250 Hz, and 300 Hz.
Panel 2: shows the new modified linearity result, and the plot has global scaling between 0 and
0.3. Panel 3: shows the ratios of the average new weighted linearity (panel 2) between two moving
windows with size of 7ms. The plot has global scaling between 0 and 4. Panel 4: shows the result
of the result of the second technique of signal detection, which applies a cutoff value of 2.2, and
the plot has global scaling between 0 and 1. Panel 5: shows the curve that represent the stack of
panel 4. Panel 6: shows the end result of the third technique of signal detection after filtering out
noise away from the signals using the stack curve in panel 5. The plot has global scaling between
0 and 1.
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4. RESULTS
In this section, I apply the weighted linearity scheme developed in this study to the field data
and compare it to the conventional linearity with no weighting. I chose two files from the field data
to illustrate my new method. The first one is a perforation event, which has strong P and S arrivals.
The second file is from the fracturing data, which includes signals from strong events, weak events,
and barely noticeable events, allowing comparison of the linearity measures for different signal
strengths.
4.1 Perforation Data
The 0.5 s data file in Figure 4.1(a) is a stage 2 perforation event, which has strong clear arrivals.
A bandpass filter (frequencies: 5 Hz, 10 Hz, 250 Hz, and 300 Hz) was applied to better identify
the P and S arrivals.
I first calculated the unweighted linearity with window size of 4 ms from the unfiltered data,
with the result shown in middle panel of Figure 4.1(a). Then the new, weighted linearity was
applied by multiplying the unweighted linearity (middle panel, Figure 4.1(a)) with the envelope
calculated from the filtered data (left panel, Figure 4.1(b)), and the result is shown in the middle
panel of Figure 4.1(b). The modified signal detection techniques were applied to the unweighted
linearity and weighted linearity calculations. The ratios of the two moving windows with size of
7ms are shown in Figure 4.2 for both the weighted and unweighted linearity methods. A cutoff
value of 2 was applied to the ratios of weighted linearity (right panel, Figure 4.2), and points above
the cutoff value were set to 1 and the rest were set to zero. Furthermore, a lower cutoff value of 1.6
was applied to the ratios of the unweighted linearity (left panel, Figure 4.2) due to the ratios being
60% lower in the unweighted linearity compared to the weighted linearity ratios (see Figure 4.2).
The final results for the signal detect techniques are shown in the right panels in Figures 4.1(a) and
4.1(b).
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4.2 Fracturing Data
The 5 s file in Figure 4.3 includes events from stage 1 fracturing data. The different events
present in the data have a range of different strengths (different amplitude values). For example,
the strong event at 0.35 s has an average S wave amplitude of (0.02), the medium event at 0.15 s
has an average S wave amplitude of 0.01, and the weak event at 1.6 s has an average S amplitude
of 0.002. Furthermore, there are many barely noticeable events (e.g. at 1.45 s and 2.7 s) with an
average S amplitude of 0.0003. The P waves are difficult to detect in the data for the medium,
weak and barely noticeable events. The variety in event strength will help in the comparison
process between the unweighted and weighted linearity approaches.
The unweighted linearity and weighted linearity schemes were applied to the unfiltered data
with window size of 4 ms for the whole file. Furthermore, the signal detection code was applied to
the results of the two methods. The size of the two windows, where ratios are calculated, is 7 ms.
A cutoff value of 2.2 was applied to the resulting ratios of the weighted linearity, and a value of
1.7 was applied to the resulting ratios of the unweighted linearity method. Points above the cutoff
values were set to 1 and the rest were set to zero.
Due to the length of the 5 s file, the result of the previous steps are displayed in separate
figures, that have different time windows. Figure 4.3 shows the fracturing file with five different
time windows, which include different events that will be further examined. In this paper, I chose
windows 1 and 3 to illustrate my new, weighted linearity method. The rest of the windows are
examined and discussed in appendix C.
4.2.1 Window 1 (0 s - 0.5 s)
The left panel in Figure 4.4(a) shows the first 0.5 s (window 1), which includes one of the
medium events and the strongest event. The unweighted and weighted linearity result are shown
in Figures 4.4(a) and 4.4(b) along with the final result of signal detection and the ratios plots are
shown in Figure 4.5.
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4.2.2 Window 3 (2.4 s - 3 s)
The left panel in Figure 4.6(a) shows a zoomed image of window 3, which includes a weak
and barely noticeable events. The unweighted and weighted linearity result are shown in Figures
4.6(a) and 4.6(b) along with the final result of signal detection and the ratios plots are shown in
Figure 4.7.
4.3 Cutoff Value Estimation
In the previous two examples, the cutoff values were estimated from the results of multiple
tests. However, the project used in my research contains thousands of files and it is impossible
to test the optimum value for each event; therefore, an automatic estimation of cutoff value is
needed. A function, which was generated by fitting a straight line through 6 data points as shown
in Figure 4.8, is used to estimate cutoff values (Acut) from the calculated average ratios (ratiosave)
of linearity:
Acut = 1.2894 ∗ ratiosave + 0.3875. (4.1)
The data points were taken from 6 different data files (2 from perforation files and 4 from fracturing
files).
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Figure 4.1: Left panels: shows the vertical component of filtered data from a perforation event in
stage 2. A bandpass filter with filter parameters of 10 Hz, 20 Hz, 250 Hz, and 350 Hz, was applied.
Figure C.1 in appendix C shows the three components of this event. Middle panels: a) shows the
result from the unweighted linearity calculation. The plot has global scaling between 0 and 1. The
black shaded peaks have linearity values above 0.5. b) shows the result from the new weighted
linearity calculation. The plot has global scaling between 0 and 0.3. Right panels: show the result
of detecting signal from the middle panels, where the peaks (signals) have a value of 1 and the
rest are zeros. The plot has global scaling between 0 and 1, and the black shades represent values
above 0.5.
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Figure 4.2: Left panel: shows the result of calculating the ratios of the average unweighted linearity
between two moving windows with sizes of 7 ms. Right panel: shows the result of calculating the
ratios of the average weighted linearity between two moving windows with sizes of 7 ms. The
plots have global scaling between 0 and 4. The black shades represent peaks with ratios above 2.5.
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Figure 4.3: Shows time windows used in further analysis. Data is a fracturing file from stage 1.
The data was filtered using a bandpass filter with frequencies of 5 Hz, 10 Hz, 250 Hz, and 300
Hz. The red waveform represents the vertical component (Z), the blue waveform represents the X
component, and the green waveform represents the Y component.
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Figure 4.4: Left panels: shows the vertical component of unfiltered data from window 1 Figure
4.3. Figure C.2 in appendix C shows the three components of this event. Middle panels: a) shows
the result of the unweighted linearity calculation, and the plot has global scaling between 0 and
1. b) shows the result of the weighted linearity calculation. The plot has global scaling between 0
and 0.3. Right panels: show the result of detecting signal from the middle panels, where the peaks
(signals) have a value of 1 and the rest are zeros. The plot has global scaling between 0 and 1. The
black shades represent peak with values higher than 0.5.
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Figure 4.5: Left panel: shows the result of calculating the ratios of the average unweighted linearity
in window 1 between two moving windows with sizes of 7 ms. Right panel: shows the result of
calculating the ratios of the average weighted linearity in window 1 between two moving windows
with sizes of 7 ms. The plots have global scaling between 0 and 4. The black shades represent
peaks with ratios above 2.5.
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Figure 4.6: Left panels: shows the vertical component of unfiltered data from window 3 Figure
4.3. Figure C.7 in appendix C shows the three components of this event. Middle panels: a) shows
the result of the unweighted linearity calculation, and the plot has global scaling between 0 and 1.
b) shows the result of the weighted linearity calculation. The plot has global scaling between 0 and
0.3. Right panels: show the results of detecting signal from the middle panels, where the peaks
(signals) have a value of 1 and the rest are zeros. The plots have global scaling between 0 and 1.
The black shades represent peak with values higher than 0.5.
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Figure 4.7: Left panel: shows the result of calculating the ratios of the average unweighted linearity
in window 3 between two moving windows with sizes of 7 ms. Right panel: shows the result of
calculating the ratios of the average weighted linearity in window 3 between two moving windows
with sizes of 7 ms. The plots have global scaling between 0 and 4. The black shades represent
peaks with ratios above 2.5.
Figure 4.8: Shows the relationship between the cutoff value and the average ratios of weighted
linearity. The blue dots represent the data from each of the 6 data files.
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5. DISCUSSIONS
In this section I compare results from the unweighted linearity and the new, weighted linearity
technique to show the improvements achieved by the addition of weighting.
5.1 Perforation Result
Comparing the unweighted linearity calculation (middle panel, Figure 4.1(a)) with the weighted
linearity result (middle panel, Figure 4.1(b)) for the perforation event, it seems that both methods
shows the P wave clearly with high linearity value. During the time of S arrival, the linearity re-
sult shows a broad window in time with high linearity values, with no distinct indication of the
S arrival. This is because the P coda, the S wave, and the S coda are arriving at very close time,
as it was verified by the hodogram results, that showed different linear behavior within the broad
window. These behaviors suggest that signals are arriving in this window. Although the amplitude
of the S wave is much larger than the P coda, both gave high linearity values since the linearity is
not dependent on amplitudes. The new weighted linearity result show clear high peaks of linearity
at the S arrival due to the incorporation of the displacement information of the S wave.
When comparing the final result of the signal detection techniques for both methods (right
panels, Figures 4.1(a) and 4.1(b)), three arrivals (see Figure 5.1(a)) are more effectively identified
in the new, weighted linearity method compared with only one signal, contaminated with noise, in
the unweighted linearity method used in the past. The P arrival is identifiable in both methods, but
is more contaminated with false signals (before the P arrival) in the unweighted linearity results.
These false peaks are related to noise. The S wave arrival is fully detected in the weighted linearity
method, while it is difficult to detect in the unweighted linearity method (there is only a small
indication of S arrival on traces 7, 8, and 9). The S arrival is also shown in the ratios plot (Figure
4.2). The new, weighted linearity technique also shows a signal after the S wave, which is not
shown in the unweighted linearity calculation and hard to see in the original data. This signal (S
coda) is also indicated in the ratios plot (right panel, Figure 4.2).
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5.2 Fracturing Results
5.2.1 Window 1 (0 s - 0.5 s)
For the early event (the medium strength event), the arrivals are clearer in the weighted linearity
(middle panel, Figure 4.4(b)) compared to the original data (left panel, Figure 4.4(b)) and the
unweighted linearity result (middle panel, Figure 4.4(a)). In addition, it has a good indication
of the S arrivals (higher linearity values compared to the nearby signals) and fair indication of
the P arrival. The S wave in the unweighted linearity result is somewhat identifiable but must be
compared with the original data due to the P coda arrival, which arrives before the S arrival with
the same linearity amplitude. Additionally, the P wave is poorly noticeable. For the later event (the
strong event), both linearity methods showed clear P and S arrivals, however, it is much easier to
identify them in the weighted linearity method.
Comparing the final results between the weighted linearity approach (right panel, Figure 4.4(b))
and the unweighted linearity approach (right panel, Figure 4.4(a)), it seems that both methods
detect signals. However, the new method detects more signals and produces fewer false events.
For example, the P wave at the medium event (top event) was detected clearly for all 12 traces in
the weighted linearity results (right panel - Figure 4.4(b), Figure 5.1(b)), but was not detected in
some of the traces in the unweighted linearity result (e.g. trace 2) and contaminated on others (e.g.
trace 5 and 7) (right panel, Figure 4.4(a)). In addition, the P reflection (P coda) in the same event
was fully detected in the weighted linearity approach, while the unweighted linearity result could
not detect it, and this is also shown in the ratio results (Figure 4.5).
In window 1, I have clearly detected 7 signals using the new approach and only 5 signals
contaminated with noise using the linearity approach (2 from the weak event and 3 from strong
event), as shown in Figure 5.1(b). Both events (strong and medium) showed similar arrivals that
are not noticeable in neither unweighted linearity nor the recorded data
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5.2.2 Window 3 (2.4 s - 3 s)
The first event in the left panel (Figure 4.6(a)) at 2.5 s is one of the barely noticeable event,
where the S wave is very hard to see in the filtered data and impossible to be noticed in the unfiltered
data, but both linearity methods detected this arrival clearly. The P wave is fairly clear in the new,
weighted linearity method, but is not in the unweighted method. The final result for the signal
detect code for both techniques are shown in the right panels (Figures 4.6(a) and 4.6(b)). It seems
that the weighted linearity (right panel, Figure 4.6(b)) detected the P, S and the S coda for this
event (the early event or the barely noticeable event), as shown in Figure 5.1(c). The final result of
the unweighted linearity (right panel Figure 4.6(a)) shows the S coda without any indication of P
and S wave. In the ratios plot (Figure 4.7), the three signals are traceable in the weighted linearity
ratios (right panel, Figure 4.7), and only one traceable signal (S coda) is shown in the unweighted
linearity ratios (left panel, Figure 4.7).
The second event at 2.8 s in the left panel (Figure 4.6(a)), which is one of the weak events, has
a clear S wave in the data, but not a clear P wave. Both techniques (middle panels, Figure 4.6(a)
and 4.6(b)) show the S and S coda waves clearly. In addition, the final result of signal detect code
(right panels, Figures 4.6(a) and 4.6(b)) also show these two signals. The P wave for this weak
event (later event in window 3) is fairly detectable in weighted linearity and undetectable in the
unweighted linearity. In the final result of the unweighted linearity (right panels, Figure 4.6(a)),
the P arrival is only shown on five traces (traces 6,7, 10, 11, and 12). However, it appears in most
of the traces, with some noise, in the result of the new, weighted linearity method shown in Figure
4.6(b) (right panel).
In this window, I have detected 6 signals, split between two events, using the new method (See
Figure 5.1(c)) and only three signals using the traditional, unweighted linearity. These 6 signals
are not detectable in original data.
To make sure that my new, weighted linearity technique is not generating any fake events, I
chose a file from the early section of stage 1 which only contains noise, as shown in Figure 5.2.
The new weighted linearity method was also applied to the first 0.5 s of the file, and the result is
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shown in Figure 5.3 along with the final result of signal detect. In both of these tests, no false
events were generated from noise using the weighted linearity technique.
5.3 General Discussion
In the tests presented here, my new approach detected 16 signals from the two examples file,
while the traditional, unweighted linearity only detected 9 signals. This indicates that there is an
average of 40% improvement in signal detection using the new approach. In addition, most of the
signals are not clearly detectable in the original data that can be detected using the new method.
In the case where both the weighted and unweighted linearity methods detected the same number
of signals, the weighted linearity showed more detail in the signal and less noise compared to
unweighted linearity results.
In some cases (mainly the long files in time), the weighted linearity shows a few noise peaks,
especially before the P arrival, due to the cutoff value that is applied for different strength events
within a single file. To overcome this issue, it is better separate the targeted events into different
files and then apply the signal detection code to each separately.
The ratio plots for the new weighted linearity method have higher ratios by an average of 70%
compared to the ratios for the conventional linearity. Additionally, the patterns (relative arrival
times) of the detected signals in the weighted linearity schemes are very similar for all events in
the fracturing data. This similarity is fairly clear in the processed results, but it is not at all evident
in the original data. Because the microseismic events (fracture slip) occurred with a few seconds
during the fracture stage, it is likely that they correspond to similar source mechanisms, which
would be expected to generate similar P and S waves.
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Figure 5.1: Show the signal detection result from the new weighted linearity method of a) the
perforation example (right panel, Figure 4.1(b)), b) window 1 (right panel, Figure 4.4(b)), and c)
window 3 (right panel, Figure 4.6(b)). The blue, red, green and magenta curves represent the P, P
coda, S, and S coda waves, respectively.
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Figure 5.2: Shows a fracturing file from early stage 1. The red waveform represents the vertical
component (Z), the blue waveform represents the X component, and the green waveform represents
the Y component.
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Figure 5.3: Left panel: shows the vertical component of the unfiltered data in Figure 5.2. Middle
panel: shows the result of the weighted linearity method. The plot has global scaling between 0 and
0.3. Right panel: shows the result of detecting signal from the new, weighted linearity approach
(middle panel). The plot has global scaling between 0 and 1.
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6. CONCLUSION
Signal detection is essential for microseismic monitoring. There are many techniques that
detect signals, with one notable technique using the linearity of particle motion. Linearity is am-
plitude independent, so in some cases the signals are not as clear in the linearity results compared
to the original data. By taking into account the amplitude of displacement I have improved the
standard linearity method. The displacement was optimally measured using the envelope of a
signal. The new method (weighted linearity) multiplies a linearity calculation with displacement
from the envelope, and the results show a 40% improvement in number of arrivals detected, detect-
ing signals strengths ranging from barely noticeable to strong. In addition, the weighted linearity
method shows a few noise peaks and more detail of signals compared to the traditional, unweighted
linearity method. This improvement has multiple applications, such as improving estimates in mi-
croseismic event location by having more accurate arrival times and identifying reflections and
other signals that cannot be distinguished with the traditional linearity calculation. Therefore, this
new method will be helpful in extracting additional information from microseismic data beyond
traditional location and source studies.
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APPENDIX A
COMPARISON BETWEEN THE FOUR APPROACHES OF DISPLACEMENT
MEASUREMENTS
In this section I will compare the four different measurements of displacement after multiplying
them with the unweighted linearity result from stage 1 fracturing data and stage 2 perforation data.
The first approach calculates the square root of the average of squared amplitude within a
window (equation 3.8). The second approach calculates the average amplitudes (equation 3.9),
and will be more sensitive to the relatively low amplitudes. The third approach uses the square
root of the second approach (equation 3.10), decreasing the effect of displacement and increasing
the effect of the linearity. The fourth approach uses the square root of the envelope of a signal
(equation 3.11).
Panel (1) in Figure A.1 shows the bandpass filtered signal (frequencies: 0 Hz, 10 Hz, 250
Hz, and 300 Hz) from stage 2 perforation data, where the P and S arrival are clear. Panel (2) is
the resulted envelope from panel (1). Panel (3) shows the unweighted linearity result calculated
from panel (1). Panel (4) is the result of multiplying panel (3) with the first approach (equation
3.8). Panels (5, 6, and 7) are the results from multiplying panel (3) (unweighted linearity) with
equations (3.9,3.10, and 3.11) accordingly.
In general, it seems that all four approaches (panels 4 through panel 7, Figure A.1) show better
identification of P and S arrival compared to the unweighted linearity result (panel 3). Furthermore,
approaches three and four (panel 6 and 7) show more sensitivity toward the low amplitudes of P
waves compared the to approaches one and two. Approaches three and four also show more of
the P coda (peaks in between P and S arrivals) compared to the approaches one and two. I have
performed the same test on multiple perforation files and fracturing files (stages 2, 4 and 7), and
I concluded that the envelope approach (fourth approach, equation 3.11) and the square root of
average amplitudes (third approach, equation 3.10) always show better arrival identification than
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Figure A.1: Panel 1: shows the vertical component of data from a perforation event in stage 2.
The data was filtered using a bandpass filter with frequencies of 0 Hz, 10 Hz, 250 Hz, and 300
Hz. Panel 2: shows the resulted envelope from panel (1). Panel 3: shows the unweighted linearity
calculation from panel (1). The plot has global scaling between 0 and 1. Panels 4: displays the
result of the first approach, which multiplies Panel (3) by equation (3.8). Panels 5: displays the
result of the second approach, which multiplies Panel (3) by equation (3.9). Panels 6: displays the
result of the third approach, which multiplies Panel (3) by equation (3.10). Panels 7: displays the
result of the fourth approach, which multiplies Panel (3) by equation (3.11). The plots (4 through
7) have global scaling between 0 and 0.4.
the first two approaches.
In Figure A.1, there are not significant differences between approach three (panel 6) and ap-
proach four (panel 7). However, in the fracturing data example (stage 1) (see Figure A.2), the
envelope result (approach four; Figure A.2 (panel 5)) shows better P wave, and P coda identifi-
cation compared to the square root of average amplitudes (third approach, Figure A.2 (panel 4)).
Similar results were shown in the rest of the fracturing stages and later stages in the perforation
data. Therefore, I can conclude that, compared to the other approaches, approach 4 (the envelope
of a signal) is the optimal method to measure displacement and multiply with linearity to get the
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new weighted linearity result.
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Figure A.2: Panel 1: shows the vertical component of data from a fracturing event in stage 1. The
data was filtered using a bandpass filter with frequencies of 0 Hz, 10 Hz, 250 Hz, and 300 Hz.
Panel 2: shows the resulted envelope from panel (1). Panel 3: shows the unweighted linearity
calculation from panel (1). The plot has global scaling between 0 and 1. Panels 4, and 5: shows
the result from multiplying panel (3) with the third approach and fourth approach, respectively.
The plots have global scaling between 0 and 0.4.
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APPENDIX B
HILBERT TRANSFORM IN FREQUENCY DOMAIN
The Hilbert transform of a cosine function is a sine function in the time domain [Alexander and
Poularikas, 1999]. The same transformation can be done in the frequency domain by multiplying
the frequencies of the cosine function and sine function with imaginary numbers i and -i:
Y (f) ∗ i for f ≥ N
2
(B.1)
Y (f) ∗ −i for f ≤ N
2
(B.2)
I can show how this work by applying it to frequencies corresponding to a function cos(t). Sup-
pose I have a Fourier transform defined on a domain (−N/2 to N/2), which is equivalent to a
Fourier transform on a domain (0, N ), as shown in Figure B.1. Suppose the real variable (a) is the
amplitude for the frequencies (1 Hz and -1 Hz). Applying the inverse Fourier transform to those
two frequencies will give a cos(t):
a ∗ cos(t) = 1
2
∗ (y ∗ (1) ∗ ei∗(1)∗t + y ∗ (−1) ∗ ei∗(−1)∗t)
=
1
2
∗ (a ∗ ei∗t + a ∗ e−i∗t)
=
1
2
∗ a ∗ [(cos(t) + i sin(t)) + (cos(t)− i sin(t))]
= a ∗ cos(t).
(B.3)
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Figure B.1: Left panel: Shows a schematic example of a cosine function in the frequency domain
that has a range of (0,N). Right panel: shows an equivalent display of the function in the left panel
If I multiply the frequencies with i and −i, the inverse Fourier transform will be a sin(t):
a ∗ cos(t) = 1
2
∗ (y ∗ (1) ∗ −i ∗ ei∗(1)∗t + y ∗ (−1) ∗ i ∗ ei∗(−1)∗t)
=
1
2
∗ (a ∗ −i ∗ ei∗t + a ∗ i ∗ e−i∗t)
=
1
2
∗ a ∗ [−i ∗ (cos(t) + i sin(t)) + i ∗ (cos(t)− i sin(t))]
=
1
2
∗ a ∗ [−i ∗ cos(t) + sin(t) + i ∗ cos(t) + sin(t))]
=
1
2
∗ a ∗ 2 ∗ sin(t)
= a ∗ sin(t).
(B.4)
Therefore, multiplying by i and i, I have change the inverse Fourier transform for cosine to sine.
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APPENDIX C
RESULTS AND DISCUSSIONS
In this section, the extra figures for the results will be presented. In addition, windows 2, 4, and
5 in Figure 4.3 are discussed.
C.1 Perforation Data
Figure C.1 shows the three components of the perforation event.
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Figure C.1: shows a perforation file from stage 2. The event was filter by a bandpass filter with
frequencies of 5 Hz, 10 Hz, 250 Hz, and 300 Hz. The red waveform represents the vertical compo-
nent (Z), the blue waveform represents the X component, and the green waveform represents the
Y component.
C.2 Fracturing Data
C.2.1 Window 1 (0 s - 0.5 s)
Figure C.2 shows the three components of the fracturing events in window 1.
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Figure C.2: shows a zoomed plot of Figure 4.3 at window 1. The different waveformsâA˘Z´ color
represents the different component of a geophone, where red, blue and green are Z, X, and Y,
respectively.
C.2.2 Window 2 (1.4 s - 2 s)
Figure C.3 shows a zoomed image of window 2, which includes a weak and barely noticeable
events. The unweighted and weighted linearity result are shown in Figures C.4(a) and C.4(b) along
with the final result of signal detection.
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Figure C.3: Shows a zoomed plot of Figure 4.3 at window 2. The different waveforms’ color
represents the different component of a geophone, where red, blue and green are Z, X, and Y,
respectively.
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Figure C.4: Left panels: show the vertical component of unfiltered data from window 2 Figure
4.3. Middle panels: a) shows the result of the unweighted linearity calculation, and the plot has
global scaling between 0 and 1. b) shows the result of the weighted linearity calculation. The plot
has global scaling between 0 and 0.3. Right panels: show the result of detecting signal from the
middle panels, where the peaks (signals) have a value of 1 and the rest are zeros. The plots have
global scaling between 0 and 1. The black shades represent peak with values higher than 0.5.
41
1.40
1.50
1.70
1.60
1.90
1 3 6 9 12
Ti
m
e 
(m
s)
Trace Number
Tim
e (m
s)
1 3 6 9 12
1.80
1.40
1.50
1.70
1.60
1.90
1.80
s)
s)
Figure C.5: Left panel: shows the result of calculating the ratios of the average unweighted linear-
ity in window 2 between two moving windows with sizes of 7 ms. Right panel: shows the result of
calculating the ratios of the average weighted linearity in window 2 between two moving windows
with sizes of 7 ms. The plots have global scaling between 0 and 4. The black shades represent
peaks with ratios above 2.5.
Window 2 contains two events (barely noticeable and weak), as shown in Figure C.3. In the
weighted linearity result (middle panel, Figure C.4(b)), the S, S coda waves for the earlier event
(barely noticeable event) are clearly detectable, but the P wave is hard to identify. Many parts
of this P wave for this event are identified in the final result of signal detect (right panel, Figure
C.4(b)) along with the S and S coda, as shown in Figure C.6. The S coda and some parts of S wave
for the same event (barely noticeable event) are the only signals shown in the unweighted linearity
result (middle panel, Figure C.4(a)). The final result for the unweighted linearity method (right
panel, Figure C.4(a)) shows the three signals (P, S and S coda). For the later event (weak event), all
three signals are shown clearly in the new, weighted linearity result (middle panel, Figure C.4(b))
and only two signals (S, and S coda) are shown in the traditional, unweighted linearity (middle
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panel, Figure C.4(a)). The final results (right panels, Figure C.4(a) and C.4(b)) for the later event
indicate that both method can detect the three signals; however, the new technique has more peaks
that represent the signals than the unweighted linearity method. Furthermore, the ratios (Figure
C.5) for the weighted linearity is about 70% larger and more identifiable compared to the ratios of
the unweighted linearity method.
In window 2, both methods detected 6 signals (see Figure C.6) that cannot be seen in the
original data, but the new technique was more detailed, showing a higher number of peaks.
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Figure C.6: Shows the signal detection result from the new weighted linearity method (middle
panel, Figure C.4(b)). The blue, green, and magenta curves represent the P, S, and S coda waves,
respectively.
C.2.3 Window 3 (2.4 s - 3 s)
Figure C.7 shows the three components of the perforation event in window 3.
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Figure C.7: shows a zoomed plot of Figure 4.3 at window 3. The different waveforms’ color
represents the different component of a geophone, where red, blue and green are Z, X, and Y,
respectively.
C.2.4 Window 4 (3 s - 3.5 s)
Figure C.8 shows a zoomed image of window 4, which includes a medium and barely notice-
able events. The unweighted and weighted linearity result are shown in Figures C.9(a) and C.9(b)
along with the final result of signal detection.
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Figure C.8: Shows a zoomed plot of Figure 4.3 at window 4. The different waveforms’ color
represents the different component of a geophone, where red, blue and green are Z, X, and Y,
respectively.
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Figure C.9: Left panels: show the vertical component of unfiltered data from window 4 Figure
4.3. Middle panels: a) shows the result of the unweighted linearity calculation, and the plot has
global scaling between 0 and 1. b) shows the result of the weighted linearity calculation. The plot
has global scaling between 0 and 0.3. Right panels: show the result of detecting signal from the
middle panels, where the peaks (signals) have a value of 1 and the rest are zeros. The plots have
global scaling between 0 and 1. The black shades represent peak with values higher than 0.5.
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Figure C.10: Left panel: shows the result of calculating the ratios of the average unweighted
linearity in window 4 between two moving windows with sizes of 7 ms. Right panel: shows the
result of calculating the ratios of the average weighted linearity in window 4 between two moving
windows with sizes of 7 ms. The plots have global scaling between 0 and 4. The black shades
represent peaks with ratios above 2.5.
It seems that there is only one medium event in the data (Figure C.8), however, the new,
weighted linearity result (middle panel, Figure C.9(b)) shows two distinct events that are very
close to each other. The earlier event (the barely noticeable event) has identifiable S and S coda
waves, and a poorly noticeable P wave in the results of the weighted linearity method (middle
panel, Figure C.9(b)). In the same result, the later event (the medium event) has very clear S and
S coda waves, with a P wave that is mixed up with the S coda from the earlier event. The final
result after applying the signal detect techniques is shown in the right panel (Figure C.9(b)), and it
seems that I can identify 6 signals (see Figure C.11). They also can be traceable in the ratios plot
(right panel, Figure C.10). In comparison, the unweighted linearity method (middle panel, Figure
C.9(a)) and its final result (right panel, Figure C.9(a)) clearly show the S coda, parts of the S wave,
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and none of the P wave for the earlier event. Furthermore, they show only the S coda and S wave
for the later event, not the P wave.
In window 4, I can detect 6 signals using the new technique (see Figure C.11 and 4 events using
the traditional, unweighted linearity method.
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Figure C.11: Shows the signal detection result from the new weighted linearity method (middle
panel, Figure C.9(b)). The blue, green, and magenta curves represent the P, S, and S coda waves,
respectively.
C.2.5 Window 5 (3.5 s - 5 s)
Figure C.12 shows a zoomed image of window 5, which includes no events. The unweighted
and weighted linearity result are shown in Figures C.13(a) and C.13(b) along with the final result
of signal detection.
Window 5 (Figure C.12) is the last window in the 5 s fracture file, which covers no events.
The unweighted linearity method (middle panel, Figure C.13(a)) and its final result of signal detect
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Figure C.12: Shows a zoomed plot of Figure 4.3 at window 5. The different waveforms’ color
represents the different component of a geophone, where red, blue and green are Z, X, and Y,
respectively.
code (right panel, Figure C.13(a)) show no events. The weighted linearity method (middle panel,
Figure C.13(b)) show no events as well, and the final result (right panel, Figure C.13(b)) has only
a few peaks with no clear events. These peaks could be an indication of a very weak signals (since
they have a straight-line shape), or they could be noise.
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Figure C.13: Left panels: show the vertical component of unfiltered data from window 5 Figure
4.3. Middle panels: a) shows the result of the unweighted linearity calculation, and the plot has
global scaling between 0 and 1. b) shows the result of the weighted linearity calculation. The plot
has global scaling between 0 and 0.3. Right panels: show the result of detecting signal from the
middle panels, where the peaks (signals) have a value of 1 and the rest are zeros. The plots have
global scaling between 0 and 1. The black shades represent peak with values higher than 0.5.
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Figure C.14: Left panel: shows the result of calculating the ratios of the average unweighted
linearity in window 5 between two moving windows with sizes of 7 ms. Right panel: shows the
result of calculating the ratios of the average weighted linearity in window 5 between two moving
windows with sizes of 7 ms. The plots have global scaling between 0 and 4. The black shades
represent peaks with ratios above 2.5.
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WEIGHTED AND UNWEIGHTED LINEARITY CODE
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