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NEW INVERSION FORMULAS FOR THE
HOROSPHERICAL TRANSFORM
B. RUBIN
Abstract. The following two inversion methods for Radon-like
transforms are widely used in integral geometry and related har-
monic analysis. The first method invokes mean value operators in
accordance with the classical Funk-Radon-Helgason scheme. The
second one employs integrals of the potential type and polynomials
of the Beltrami-Laplace operator. Applicability of these methods
to the horospherical transform in the hyperbolic space Hn was an
open problem. In the present paper we solve this problem for Lp
functions in the maximal range of the parameter p and for com-
pactly supported smooth functions, respectively. The main tools
are harmonic analysis on Hn and associated fractional integrals.
1. Introduction
Let Hn be the n-dimensional real hyperbolic space. Several isometric
models of Hn are known [6]. We will be dealing with the hyperboloid
model, when the space Hn is identified with the upper sheet of the
two-sheeted hyperboloid in the pseudo-Euclidean space En,1 ∼ Rn+1.
There are two different analogues of the Euclidean lines in real hy-
perbolic geometry - geodesics and horocycles (cycles of infinite radius).
In higher dimensions we correspondingly have two substitutes for the
Euclidean planes - the totally geodesic submanifolds and horospheres.
The term horosphere was introduced by Lobachevsky who used the
word “orisphere”. It means a sphere of infinite radius. The concept
itself seems to go far back to Gauss’s student Friedrich Wachter. 1 The
horosphere can be obtained if we take a geodesic sphere in Hn and allow
the center to move to infinity, still requiring the sphere to pass through
some fixed point. In the hyperboloid model, the horospheres are repre-
sented by intersections of the hyperboloid Hn with hyperplanes whose
normal lies in the asymptotic cone.
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The horospherical Radon transform Hf assigns to each sufficiently
good function f : Hn → C the integrals of f over horospheres. It is also
called the Gelfand-Graev transform; see [14, p. 290], [43, p. 532], [44,
p. 162]. In these publications, a compactly supported smooth function
f is reconstructed from Hf in terms of divergent integrals that should
be understood in the sense of distributions; see (4.2) below. On the
other hand, for another widely known class of Radon-like transforms,
namely, the totally geodesic transforms in constant curvature spaces,
inversion formulas are available (a) in terms of the mean value opera-
tors, according to the general Funk-Radon-Helgason scheme, and (b)
in terms of polynomials of the Beltrami-Laplace operator, which arise
as left inverses of the corresponding potentials; see [23, 36, 37, 39, 40].
The method (a) is also applicable to Lp functions.
The aim of the present paper is to show that both methods (a) and
(b) are well-suited for the horospherical transform. To this end, we de-
velop the pertinent tools of fractional integration and harmonic analysis
on Hn. In particular, we introduce a new analytic family of potential
type operators, which serve as substitutes for Riesz potentials and sine
transforms in the totally geodesic case; cf. [23, 38, 39]. These poten-
tials can be inverted by polynomials of the Beltrami-Laplace operator
onHn. We also introduce the horospherical analogues of the Semenistyi
type integrals [42]. These integrals form a meromorphic operator fam-
ily, including the horospherical transform and its dual. Modifications
of such integrals for diverse Radon-like transforms have proved to be
a powerful tool in integral geometry and are of interest from the point
of view of analysis; see [41] and references therein.
The horospherical transform also appears in the literature under the
name “horocycle transform” and can be treated in the general context
of symmetric spaces. More information on this subject can be found in
the works by Helgason [20, 22, 23, 24], Gindikin [15, 16, 17], Gonzalez
[18], Gonzalez and Quinto [19], Hilgert, Pasquale, and Vinberg [26, 27],
Zorich [45, 46]; see also Berenstein and Casadio Tarabusi [1], Bray and
Solmon [5], Bray and Rubin [4], Katsevich [28]. The methods and
results of these publications essentially differ from those in the present
article.
Plan of the paper. Section 2 contains geometric and analytic pre-
liminaries. In Section 3 we study basic properties of the horospherical
transform Hf . Section 4 is devoted to inversion formulas for Hf on
functions f ∈ C∞c (Hn) and f ∈ Lp(Hn). The main results are stated
in Theorems 4.7 and 4.13.
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2. Preliminaries
2.1. Basic Definitions. The pseudo-Euclidean space En,1, n ≥ 2, is
the (n + 1)-dimensional real vector space of points in Rn+1 with the
inner product
[x,y] = −x1y1 − . . .− xnyn + xn+1yn+1. (2.1)
The distance ‖x− y‖ between two points in En,1 is defined by
‖x−y‖2=[x−y,x−y] =−(x1−y1)2− . . .−(xn−yn)2+(xn+1−yn+1)2,
so that ‖x − y‖2 can be positive, zero, and negative. For the corre-
sponding cones in En,1 we use the notation
Γ = {x ∈ En,1 : [x,x] = 0}, Γ± = {x ∈ Γ : ±xn+1 > 0}.
The pseudo-orthogonal group of linear transformations preserving the
bilinear form [x,y] is denoted by O(n, 1). The special pseudo-orthogonal
group SO(n, 1) is the subgroup of O(n, 1) consisting of all elements
with determinant 1. The group SO(n, 1) is not connected and has two
connected components. The notation
G = SO0(n, 1)
is used for the identity component of SO(n, 1). The elements of G are
called hyperbolic rotations or pseudo-rotations. The action of G splits
the space En,1 into orbits of the following forms: 1) upper sheets of
two-sheeted hyperboloids, 2) lower sheets of the same hyperboloids, 3)
one-sheeted hyperboloids, 4) the upper sheet Γ+ of the cone Γ, 5) the
lower sheet Γ− of the cone Γ, 6) the origin o = (0, . . . , 0).
Let K = SO(n) and H = SO0(n − 1, 1) be the subgroups of G,
the elements of which fix the xn+1-axis and the hyperplane xn = 0,
respectively. The n-dimensional real hyperbolic space Hn is realized as
the upper sheet of the two-sheeted hyperboloid ‖x‖2 = 1, that is,
H
n = {x ∈ En,1 : ‖x‖2 = 1, xn+1 > 0}.
The points of Hn will be denoted by the non-boldfaced letters, unlike
the generic points in En,1. The geodesic distance between the points x
and y in Hn is defined by d(x, y) = cosh−1[x, y], so that
[x, a] = coshr
is the equation of the geodesic sphere in Hn of radius r with center at
a ∈ Hn.
We denote by e1, . . . , en+1 the coordinate unit vectors in E
n,1; Sn−1
is the unit sphere in the coordinate plane Rn = {x ∈ En,1 : xn+1 = 0};
σn−1 = 2π
n/2
/
Γ(n/2) is the surface area of Sn−1. For θ ∈ Sn−1, dθ
denotes the surface element on Sn−1; d∗θ = dθ/σn−1 is the normalized
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surface element on Sn−1. The point x0 = (0, . . . , 0, 1) ∼ en+1 serves as
the origin of Hn; Hn−1 = {x ∈ Hn : xn = 0}.
The hyperbolic coordinates of a point x = (x1, . . . , xn+1) ∈ Hn are
defined by 

x1 = sinhr sin θn−1 . . . sin θ2 sin θ1,
x2 = sinhr sin θn−1 . . . sin θ2 cos θ1,
.....................................
xn = sinhr cos θn−1,
xn+1 = coshr,
(2.2)
where 0 ≤ θ1 < 2π; 0 ≤ θj < π, 1 < j ≤ n− 1; 0 ≤ r < ∞. In other
words,
x = θ sinhr + en+1 coshr, (2.3)
where θ is a point in Sn−1 with spherical coordinates θ1, . . . , θn−1.
It is important to take special care of the consistency of all invariant
measures in our consideration. We fix a G-invariant measure dx on Hn,
which has the following form in the coordinates (2.3):
dx = sinhn−1r drdθ. (2.4)
Then the Haar measure dg on G will be normalized in a consistent way
by the formula ∫
G
f(gen+1) dg =
∫
Hn
f(x) dx. (2.5)
If f is K-invariant, that is, f(x) ≡ f0(xn+1), then∫
Hn
f(x) dx = σn−1
∞∫
1
f0(s)(s
2 − 1)n/2−1 ds. (2.6)
The notation u · v = u1v1 + . . . + unvn is used for the usual inner
product of the vectors u, v ∈ Rn; C(Hn) is the space of continuous
functions on Hn; C0(H
n) denotes the space of continuous functions on
Hn vanishing at infinity. We also set
Cµ(H
n) = {f ∈ C(Hn) : f(x) = O(x−µn+1)}. (2.7)
Let Ω = {x ∈ En,1 : ||x||2 > 0, xn+1 > 0} be the interior of the
cone Γ+; B = {ξ ∈ Γ+ : ξn+1 = 1}. We denote by C∞c (Hn) the space
of infinitely differentiable compactly supported functions on Hn. This
space is formed by the restrictions onto Hn of functions belonging to
C∞c (Ω).
We say that an integral under consideration exists in the Lebesgue
sense if it is finite when the integrand is replaced by its absolute value.
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2.2. Spherical Means and Hyperbolic Convolutions. Given x ∈
Hn and s > 1, let
(Mxf)(s) =
(s2 − 1)(1−n)/2
σn−1
∫
{y∈Hn: [x,y]=s}
f(y) dσ(y), (2.8)
where dσ(y) stands for the relevant induced Lebesgue measure. The
integral (2.8) is the mean value of f over the planar section Γx(s) =
{y ∈ Hn : [x, y] = s}. This section is a geodesic sphere of radius
r = cosh−1s with center at x, so that∫
Γx(s)
dσ(y) = σn−1 (s
2 − 1)(n−1)/2.
It is clear that if f is compactly supported in Hn, then (Mxf)(·) is
compactly supported in [1,∞) for every x.
Let ωx ∈ G be a hyperbolic rotation which takes en+1 to x. Changing
variables and setting fx(y) = f(ωxy), we have
(Mxf)(s) =
∫
Sn−1
fx(θ
√
s2 − 1 + en+1s) d∗θ (2.9)
=
∫
Sn−1
fx(θ sinhr + en+1 coshr) d∗θ, (2.10)
or
(Mxf)(coshr) =
∫
K
fx(karen+1) dk, (2.11)
ar =

 In−1 0 00 coshr sinhr
0 sinhr coshr

 .
The following statement is due to Lizorkin; cf. [29, pp. 131-133].
We presented it in a slightly different form.
Lemma 2.1. Let f ∈Lp(Hn), 1≤p≤∞. Then
sup
s>1
‖(M(·)f)(s)‖p ≤ ‖f‖p. (2.12)
If 1 ≤ p < ∞, then (Mxf)(s) is a continuous Lp-valued function of
s ∈ [1,∞) and
lim
s→1
‖(M(·)f)(s)− f‖p = 0. (2.13)
If f ∈ C0(Hn), then (Mxf)(s) is a continuous function of (x, s) ∈
Hn × (1,∞) and (Mxf)(s)→ f(x) as s→ 1, uniformly on Hn.
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Proof. By the generalized Minkowski inequality, owing to (2.5), we have
‖Mrf‖p =
(∫
G
|(Mgen+1f)(s)|p dg
)1/p
=
(s2 − 1)(1−n)/2
σn−1
(∫
G
∣∣∣ ∫
zn+1=s
f(gz) dσ(z)
∣∣∣p dg
)1/p
≤ (s
2 − 1)(1−n)/2
σn−1
‖f‖p
∫
zn+1=s
dσ(z) = ‖f‖p.
Let us prove the second statement. By (2.12), it suffices to consider
the case when f belongs to the dense subset C∞c (H
n). Suppose s1, s2 ∈
[1,∞), s1 = cosh r1, s2 = cosh r2. By (2.11),
I ≡ ‖(M(·)f)(s1)− (M(·)f)(s2)‖Lp(Hn)
≤
∫
K
‖f(gkar1en+1)− f(gkar2en+1)‖Lp(G) dk
= ‖f(gar1en+1)− f(gar2en+1)‖Lp(G).
Hence,
Ip ≤
∫
G
|f(ga−1r2 ar1en+1)− f(gen+1)|p dg → 0 as |r1 − r2| → 0;
see, e.g., Hewitt and Ross [25, Ch. 5, Sec. 20.4]. The case s2=1 gives
(2.13).
For f ∈ C0(Hn), the continuity of the function (x, s)→ (Mxf)(s) on
H
n × (1,∞) follows from the definition of (Mxf)(s). The proof of the
limit formula is similar to that in the Lp case with ‖ · ‖p replaced by
the pertinent sup-norm. 
Given a measurable function k on [1,∞), the corresponding hyper-
bolic convolution on Hn is defined by
(Kf)(x) =
∫
Hn
k([x, y])f(y) dy, x ∈ Hn, (2.14)
provided that the integral on the right-hand side is finite.
Lemma 2.2. Let 1 ≤ p ≤ ∞. If
c = σn−1
∞∫
1
|k(s)| (s2 − 1)n/2−1 ds <∞,
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then (Kf)(x) is finite for almost all x, and ‖Kf‖p ≤ c ‖f‖p.
Proof. Let ωx ∈ SO0(n, 1) be a pseudo-rotation that takes x0 = en+1
to x. We put y = ωxz to get [x, y] = zn+1 = coshr. Then, by Fubini’s
theorem,∫
Hn
k([x, y])f(y)dy = σn−1
∞∫
0
k(coshr) (Mxf)(coshr) sinh
n−1r dr,
(2.15)
where Mxf is the spherical mean (2.8). Owing to (2.12), the result
follows by the generalized Minkowski inequality. 
The integral (2.14) can be “lifted” to a convolution operator on G.
By Young’s inequality (see, e.g., Hewitt and Ross [25, Chapter 5, The-
orem 20.18]), we have
‖Kf‖q ≤ ‖f‖p‖k‖r , (2.16)
where 1 ≤ p ≤ q ≤ ∞, 1− p−1 + q−1 = r−1,
‖k‖rr = σn−1
∞∫
1
|k(t)|r (t2 − 1)n/2−1dt.
2.3. Selected Aspects of the Fourier Analysis on Hn. This area is
very large. More details and further references can be found in Bray [2],
Gelfand, Graev, and Vilenkin [14], Faraut [9, 10, 11], Flensted-Jensen
and Koornwinder [12], Helgason [21], Molchanov [30, 31], Rossmann
[35]. Many related results in the literature are presented in the general
context of Riemannian symmetric spaces. Below we briefly review some
basic facts.
As before, Ω = {x ∈ En,1 : ||x||2 > 0, xn+1 > 0} denotes the interior
of the cone Γ+ = {x ∈ En,1 : ||x|| = 0, xn+1 > 0}, B = {ξ ∈
Γ+ : ξn+1 = 1}.
For x ∈ Hn and ξ ∈ Γ+, we have [x, ξ] > 0. Indeed, assum-
ing the contrary, for x = (x1, . . . , xn, xn+1) = (x
′, xn+1) and ξ =
(ξ1, . . . , ξn, ξn+1) = (ξ
′, ξn+1), by Schwarz’s inequality we have
xn+1ξn+1 ≤ x′ · ξ′ ≤ |x′| |ξ′| = |x′| ξn+1,
because [ξ, ξ] = −|ξ′|2 + ξ2n+1 = 0. Hence, xn+1 ≤ |x′| that contradicts
[x, x] = 1.
The Beltrami-Laplace operator ∆H on H
n is the tangential part of
the d’Alembertian
 =
∂2
∂x21
+ . . .+
∂2
∂x2n
− ∂
2
∂x2n+1
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on Ω. Namely, if
x = t(θ sinhr + en+1 coshr) ∈ Ω, t = ||x||, r ≥ 0, θ ∈ Sn−1,
then
 = −
( ∂2
∂t2
+
n
t
∂
∂t
)
+
1
t2
∆H , ∆H = ∆r +
1
sinh2r
∆S,
∆r =
∂2
∂r2
+ (n− 1) coth r ∂
∂r
, (2.17)
∆S being the Beltrami-Laplace operator on S
n−1.
For ω ∈ Sn−1 ⊂ Rn, we set b(ω) = (ω, 1) ∈ B. Since the function
gω(x) = [x, b(ω)]
µ = tµ[x, b(ω)]µ, with µ ∈ C, t > 0, and x ∈ Hn,
satisfies g = 0 in Ω, then x → [x, b(ω)]µ is an eigenfunction of ∆H .
The corresponding eigenvalue is computed straightforward, using the
radial part of , as follows.
Lemma 2.3. Let µ ∈ C, ω ∈ Sn−1. Then x → [x, b(ω)]µ is an
eigenfunction of ∆H with the eigenvalue µ(µ− 1 + n). In particular,
∆H [x, b(ω)]
iλ−δ = −(λ2 + δ2) [x, b(ω)]iλ−δ, λ ∈ R, (2.18)
where
δ = (n− 1)/2.
Corollary 2.4. The function
Φλ(x) =
∫
Sn−1
[x, b(ω)]iλ−δ d∗ω, x ∈ Hn, (2.19)
is an eigenfunction of ∆H with the eigenvalue −(λ2 + δ2).
The integral (2.19) is called the spherical function of ∆H . It is well-
defined, because [x, b(ω)] > 0. If x = θ sinhr + en+1 coshr, r ≥ 0,
θ ∈ Sn−1, then
Φλ(x) =
σn−2
σn−1
π∫
0
(coshr − sinhr cosψ)iλ−δ(sinψ)2δ−1dψ,
so that Φλ is zonal. We write Φλ(x) = Φ˜λ(r). Then, by Erde´lyi [8,
3.7(7)],
Φ˜λ(r) = 2
δ−1/2Γ(δ + 1/2)(sinhr)1/2−δP
1/2−δ
iλ−1/2(coshr), (2.20)
P µν (z) being the associated Legendre function.
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The Fourier transform of a function f ∈ C∞c (Hn) is defined by
f˜(λ, ω) =
∫
Hn
f(x) [x, b(ω)]iλ−δ dx, λ ∈ R, ω ∈ Sn−1. (2.21)
For f ∈ C∞c (Hn), the following formula holds (cf. (2.18)):
(∆Hf)
∼(λ, ω) = −(λ2 + δ2)f˜(λ, ω). (2.22)
If f is zonal, that is, f(x)= f0(xn+1), then f˜(λ, ω) ≡ f˜(λ) is indepen-
dent of ω and
f˜(λ)=σn−1
∞∫
0
f0(coshr) Φ˜λ(r) (sinhr)
n−1dr=
∫
Hn
f(x)Φλ(x) dx. (2.23)
This expression is called the spherical transform of the zonal function
f . More general Fourier-Jacobi transforms and related convolution
operators were studied by Flensted-Jensen and Koornwinder [12].
Lemma 2.5. Let Φ0(x) = Φλ(x)|λ=0,
(Kf)(x) =
∫
Hn
f(y)k([x, y]) dy = (f ∗ k)(x), x ∈ Hn. (2.24)
Suppose that
(a)
∫
Hn
|f(x)|Φ0(x) dx <∞, (b)
∫
Hn
|k(xn+1)|Φ0(x) dx <∞.
Then, for all λ ∈ R and almost all ω ∈ Sn−1, the Fourier transforms
k˜(λ), f˜(λ, ω), and (Kf)∼(λ, ω) are finite. Furthermore,
(Kf)∼(λ, ω) = k˜(λ)f˜(λ, ω). (2.25)
Proof. Changing the order of integration (this step will be justified
later), we get
(Kf)∼(λ, ω)
(!)
=
∫
Hn
f(y) dy
∫
Hn
[x, b(ω)]iλ−δk([x, y]) dx. (2.26)
Let x = ryz, so that ry ∈ G, ryen+1 = y, and let r−1y b(ω) = ξ ∈ Γ.
By the homogeneity, ξ = ξn+1b(ω˜) for some ω˜ ∈ Sn−1. Then the inner
integral can be written as∫
Hn
k(zn+1)[z, ξ]
iλ−δ dz = ξiλ−δn+1
∫
Hn
k(zn+1)[z, b(ω˜)]
iλ−δ dz = ξiλ−δn+1 k˜(λ).
Since ξn+1 = [ξ, en+1] = [y, b(ω)], the result follows. To justify (!)
in (2.26), it suffices to note that for nonnegative f and k we have
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(Kf)∼(0, ω) = f˜(0, ω)k˜(0). This expression is finite for almost all ω,
because kˆ(0) <∞ (by (b)) and∫
Sn−1
f˜(0, ω) dω = σn−1
∫
Hn
f(y)Φ0(y) dy <∞
(by (a)). Thus, the repeated integral in (2.26) is absolutely convergent
and the change of the order of integration is justified. 
The following statement is a particular case of Theorem 3.2 from
Flensted-Jensen and Koornwinder [12].
Theorem 2.6. If 1 ≤ p ≤ 2, then the spherical transform (2.23) is
injective on the space Lpz(H
n) of zonal functions in Lp(Hn).
Example 2.7. Let n ≥ 2, x = θ sinhr + en+1coshr, r = d(en+1, x). We
set
qα(x)=ζn,α
(coshr−1)(α−n)/2
(coshr+1)n/2−1
, ζn,α =
Γ((n− α)/2)
2α/2+1 πn/2Γ(α/2)
.
The spherical Fourier transform of qα, can be explicitly evaluated.
Specifically, for all λ ∈ R and 0 < Reα < n− 1,
q˜α(λ) =
Γ
(n− 1
2
− α
2
+ iλ
)
Γ
(n− 1
2
− α
2
− iλ
)
Γ
(n− 1
2
+ iλ
)
Γ
(n− 1
2
− iλ
) . (2.27)
This equality follows from (2.23) and (2.20), owing to the formula
2.17.3(6) from [34]. The convolution operator
Qαf = qα ∗ f (2.28)
will play an important role in our consideration.
2.4. The Operator Qα. According to Example 2.7, for Reα > 0,
α− n 6= 0, 2, 4, . . . , we have
(Qαf)(x)=ζn,α
∫
Hn
f(y)
([x, y]− 1)(α−n)/2
([x, y] + 1)n/2−1
dy. (2.29)
This operator will serve as an analogue of the Riesz potential in the
inversion procedure for the horospherical transform in Section 4; see
Lemmas 4.8 and 4.11.
The following statement holds by Young’s inequality (2.16).
NEW INVERSION FORMULAS FOR THE HOROSPHERICAL TRANSFORM 11
Proposition 2.8. Let f ∈ Lp(Hn), 1 ≤ p ≤ ∞, 0 < α < 2(n− 1)/p.
Then (Qαf)(x) exists as an absolutely convergent integral (a) for almost
all x if 0 < α ≤ n/p, and (b) for all x if α > n/p. If
1
p
− α
n
<
1
q
<
1
p
− α
2(n− 1) , (2.30)
then ‖Qαf‖q ≤ c ‖f‖p, c = c(α, n, p). In particular,
Qα : Lp(Hn)→ L∞(Hn) if n/p<α<2(n− 1)/p, 1≤p<∞. (2.31)
Lemma 2.9. Let f ∈ C∞c (Hn), α ≥ 2, Dα = −∆H −α(2n− 2−α)/4.
If α− n 6= 0, 2, 4, . . ., then
DαQ
αf = Qα−2f (Q0f = f). (2.32)
Sketch of the proof. A formal application of the Fourier transform
gives
D˜α(λ) q˜α(λ) = q˜α−2(λ)
and therefore, by (2.27),
D˜α(λ) =
q˜α−2(λ)
q˜α(λ)
=
(n− 1− α
2
+ iλ
)(n− 1− α
2
− iλ
)
= δ2 + λ2 − δα+ α
2
4
, δ = (n− 1)/2.
Since (∆Hf)
∼(λ, ω) = −(λ2 + δ2)f˜(λ, ω), (2.32) follows. A rigorous
proof relies on the Darboux-type equation
∆x [(Mxf)(coshr)] = ∆r [(Mxf)(coshr)] (2.33)
and the subsequent integration by parts; cf. the proof of Theorem 1.9
in Helgason [23, p. 125]. Here (Mxf)(·) is the spherical mean (2.8), ∆x
stands for the Beltrami-Laplace operator ∆H acting in the x-variable,
and ∆r is the radial part of ∆H ; cf. (2.17). The equality (2.33) is
transparent in the Fourier terms, because
[(M(·)f)(coshr)]
∼(λ, ω) = Φ˜λ(r)f˜(λ, ω), (2.34)
∆rΦ˜λ(r) = −(λ2 + δ2)Φ˜λ(r), (2.35)
Φ˜λ(r) being the function (2.20); see, e.g., Petrova [32, Section 4].

Lemma 2.9 implies the following
Proposition 2.10. Let f ∈ C∞c (Hn), Pℓ(∆H) = D2D4 . . .D2ℓ, ℓ ∈
N, where Dα = −∆H − α(2n− 2− α)/4. If 2ℓ− n 6= 0, 2, 4, . . ., then
Pℓ(∆H)Q2ℓf = f. (2.36)
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For further purposes, we need an extension of Lemma 2.9 to the case
α = n. If f ∈ C∞c (Hn), we define Qnf as a limit
(Qnf)(x) = lim
α→n
ζn,α
∫
Hn
f(y)
([x, y]− 1)(α−n)/2 − 1
([x, y] + 1)n/2−1
dy
= ζ ′n
∫
Hn
f(y)
log([x, y]−1)
([x, y]+1)n/2−1
dy, ζ ′n = −
2−1−n/2
πn/2 Γ(n/2)
. (2.37)
Lemma 2.11. Let f ∈ C∞c (Hn), Dn = −∆H − n(n − 2)/4, n ≥ 2.
Then
DnQ
nf = Qn−2f +Bf (Q0f = f), (2.38)
where
(Bf)(x) = ζ ′n
∫
Hn
f(y)
dy
([x, y]+1)n/2−1
. (2.39)
Proof. Using (2.15) and the Darboux-type equation (2.33), we can write
−(∆HQnf)(x) = −σn−1ζ ′n
∞∫
0
a(r) (g′′x(r) + (n− 1) cothr g′x(r)) dr,
where gx(r) = (Mxf)(coshr), gx(0) = f(x),
a(r) =
log(coshr − 1)
(coshr + 1)n/2−1
(sinhr)n−1.
The rest of the proof is a routine integration by parts. 
Our next goal is to apply Lemma 2.9 to (2.38) and reduce the order
of the potential Qn−2f .
Lemma 2.12. Let f ∈ C∞c (Hn), n > 2. Then (Bf)(x) is an eigen-
function of the Beltrami-Laplace operator ∆H , so that
−∆HBf = n(n− 2)
4
Bf (2.40)
and
DnBf = Dn−2Bf = 0. (2.41)
Proof. As in the proof of Lemma 2.11, we integrate by parts. Let
b(r) =
(sinhr)n−1
(coshr + 1)n/2−1
, gx(r) = (Mxf)(coshr).
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By (2.15) and (2.33),
−(∆HBf)(x) = −σn−1ζ ′n
∞∫
0
b(r) (g′′x(r) + (n− 1) cothr g′x(r)) dr
= σn−1ζ
′
n
∞∫
0
g′x(r) [b
′(r)− (n− 1) cothr b(r)] dr
= σn−1ζ
′
n
n(n− 2)
4
∞∫
0
gx(r)
(sinhr)n−1
(coshr+1)n/2−1
dr
=
n(n− 2)
4
(Bf)(x).
Further, since Dn = −∆H−n(n−2)/4 and Dn−2 = −∆H−(n−2)n/4,
then, by (2.40),
DnBf = Dn−2Bf = −∆HBf − [n(n− 2)/4]Bf = 0.

Lemmas 2.9, 2.11 and 2.12 give the following statement.
Proposition 2.13. Let f ∈ C∞c (Hn), where n is even. If n = 2, then
−∆HQ2f = f − 1
4 π
∫
H2
f(y) dy. (2.42)
If n ≥ 4, then
Pn/2(∆H)Qnf = f, Pn/2(∆H) = (−1)n/2
n/2∏
i=1
(∆H + i(n− 1− i)).
(2.43)
Proof. For n = 2, the desired statement is contained in (2.38). In the
case n ≥ 4 we need the notation from Lemma 2.9:
Dα = −∆H − α(2n− 2− α)/4, α = 2, 4, 6, . . . . (2.44)
Then (2.38) and (2.32) yield
Pn/2(∆H)Qnf ≡ D2D4 . . .DnQnf = f +D2D4 . . .Dn−2Bf.
Since, by (2.41), Dn−2Bf = 0, the result follows. 
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3. The Horospherical Radon Transform
3.1. Preliminaries. The main references for the following prerequi-
sites are Vilenkin and Klimyk [44], Gelfand, Graev, and Vilenkin [14],
Bray [2]. As before, G = SO0(n, 1), n ≥ 2, x = (x1, . . . , xn+1) ∈ En,1,
x0 = (0, . . . , 0, 1) ∼ en+1 ∈ Hn (the origin of Hn);
Γ+ = {x ∈ En,1 : [x,x] = 0, xn+1 > 0}, ξ0 = (0, . . . , 0, 1, 1) ∈ Γ+;
R
n = {x ∈ En,1 : xn+1 = 0}, Rn−1 = {x ∈ En,1 : xn = xn+1 = 0}.
The corresponding rotation subgroups of G are K = SO(n) and M =
SO(n−1); Sn−1=K/M is the unit sphere in Rn. The stabilizer of ξ0
in G consists of transformations of the form g = g1g2, g1 ∈M , g2 ∈ N ,
where the subgroup N is defined by
N=

nv=

 In−1 −vT vTv 1−|v|2/2 |v|2/2
v −|v|2/2 1+|v|2/2

 : v ∈ Rn−1(the row vector)

 .
Thus, since G is transitive on Γ+, we can identify
Γ+ = G/MN.
The Haar measure dnv on N is given by the Lebesgue measure dv on
R
n−1, so that ∫
N
f(nv) dnv =
∫
Rn−1
f(nv) dv.
3.1.1. Horospherical Coordinates. Let A be the Abelian subgroup of G
having the form
A =

at =

 In−1 0 00 cosht sinht
0 sinht cosht

 : t ∈ R

 .
One can readily see that A normalizes N, that is,
a−1t nvat = ne−tv. (3.1)
Every x ∈ Hn can be uniquely represented as
x = nvatx0 = atne−tvx0 = (e
−tv, sinht+
|v|2
2
e−t, cosht+
|v|2
2
e−t). (3.2)
We call (v, t) the horospherical coordinates of x. Since K = SO(n) is
the stabilizer of x0 in G, then (3.2) yields G = NAK, the Iwasawa
decomposition of G.
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Lemma 3.1. In the horospherical coordinates, the invariant Riemann-
ian measure (2.4) on Hn has the form
dx = e(1−n)t dtdv. (3.3)
Proof. It suffices to show that for every f ∈ Cc(Hn),∫
Hn
f(x) dx =
∫
R
e(1−n)tdt
∫
Rn−1
f(nvatx0) dv.
We write the left-hand side as
Il=
∫
Rn
f(x′,
√
1 + |x′|2)√
1 + |x′|2 dx
′=
∫
R
dxn
∫
Rn−1
f(x′′, xn,
√
1 + |x′′|2 + x2n)√
1 + |x′′|2 + x2n
dx′′.
The right-hand side can be transformed to the same expression as fol-
lows.
Ir =
∫
R
e(1−n)tdt
∫
Rn−1
f
(
e−tv, sinht+
|v|2
2
e−t, cosht+
|v|2
2
e−t
)
dv
(set et = r, v = rs θ, θ ∈ Sn−2)
=
∞∫
0
sn−2ds
∞∫
0
dr
r
∫
Sn−2
f
(
sθ,
r
2
+
r2s2 − 1
2r
,
r
2
+
r2s2 + 1
2r
)
dθ
=
∞∫
0
sn−2ds
∫
R
dxn√
1 + s2 + x2n
∫
Sn−2
f
(
sθ, xn,
√
1 + s2 + x2n
)
dθ=Il.

3.1.2. Horospheres. In the hyperboloid model of the hyperbolic space,
horospheres ξˆ ⊂ Hn are defined as the cross-sections of the hyperboloid
Hn by the hyperplanes of the form [x, ξ] = 1, where ξ ∈ Γ+.
We denote by Γˆ the set all horospheres in Hn. There is a one-to-
one correspondence between the sets Γ+ and Γˆ. Since the group G is
transitive on Γ+, then it is transitive on Γˆ and (gξ)ˆ = gξˆ for any g ∈ G.
Proposition 3.2. Let a ∈ Hn, ξ ∈ Γ+, ξˆ = {x ∈ Hn : [x, ξ] = 1} ∈ Γˆ.
Then
d(a, ξˆ) = | log[a, ξ]|. (3.4)
Proof. Let g ∈ G be a hypebolic rotation such that a = gx0 and ξ = gη,
where x0 = (0, . . . , 0, 1) and η ∈ Γ+ has the form η = (0, . . . , 0, t, t) with
some t > 0. Then
d ≡ d(a, ξˆ) = d(x0, ηˆ) = d(x0, y),
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where y ∈ ηˆ is the nearest point to x0. The equation of the horosphere
ηˆ is [x, η] = 1 or xn+1 = xn + 1/t. If t < 1, then 1/t > 1 and
y = (0, . . . , 0,−sinh d, cosh d). Since y ∈ ηˆ, then cosh d = −sinh d+1/t,
which gives d = − log t. If t > 1, then y = (0, . . . , 0, sinh d, cosh d)
and we get d = log t. To complete the proof, it remains to note that
t = [x0, η] = [a, ξ]. 
There is a one-to-one correspondence between the points ξ ∈ Γ+ and
the pairs (t, ω) ∈ R×Sn−1, so that ξ ≡ ξt,ω = etb(ω), b(ω)=(ω, 1)∈Γ+.
One can readily show that
et=ξn+1, cosht=
ξ2n+1 + 1
2ξn+1
, cosht± 1= (ξn+1 ± 1)
2
2 ξn+1
. (3.5)
By Proposition 3.2,
d(x0, ξˆt,ω) = |t| ∀ω ∈ Sn−1. (3.6)
Indeed, by (3.4), d(x0, ξˆ) = | log et[x0, b(ω)]| = | log et| = |t|.
Corollary 3.3. For each x ∈ Hn and each ω ∈ Sn−1, there is a unique
horosphere ξˆ passing through x and given by the point ξ = etb(ω) ∈ Γ+
with t = − log[x, b(ω)].
Proof. It suffices to show that x ∈ ξˆ. By (3.4),
d(x, ξˆ) = | log[x, ξ]| = | log[x, b(ω) exp(− log[x, b(ω))]| = | log 1| = 0.
Hence, x ∈ ξˆ. 
For x ∈ Hn and ω ∈ Sn−1, we denote
〈x, ω〉 = − log[x, b(ω)]. (3.7)
Corollary 3.4. If x ∈ Hn, ω ∈ Sn−1, ξ = es+〈x,ω〉b(ω), then
d(x, ξˆ) = |s|.
If ξ = esb(ω) and x= kωatnvx0, where kω ∈K, kωen = ω, then, for all
v∈Rn−1,
d(x, ξˆ) = |s− t|. (3.8)
Proof. By (3.4) and (3.7),
d(x, ξˆ) = | log[x, es+〈x,ω〉b(ω)]| = |s+ 〈x, ω〉+ log[x, b(ω)]|
= |s− log[x, b(ω)] + log[x, b(ω)| = |s|.
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For the second statement, owing to (3.2), we have
d(x, ξˆ) = | log[kωatnvx0, kωesξ0]| = |s+ log[atnvx0, ξ0]|
= |s+ log[(e−tv, sinht + |v|
2
2
e−t, cosht +
|v|2
2
e−t), (0, . . . , 0, 1, 1)]|
= |s+ log[−sinht+ cosht)| = |s− t|.

The horosphere
ξˆ0 = {x : [x, ξ0] = −xn + xn+1 = 1}, ξ0 = (0, . . . , 0, 1, 1),
is the basic. All other horospheres are obtained from ξˆ0 using hy-
perbolic rotations. In the group-theoretic terms, horospheres can be
equivalently defined as translates of the orbit Nx0 = ξˆ0 under G. Every
horosphere has the form katNx0 for some k ∈ K and t ∈ R (t gives
the signed distance of the horosphere to the origin x0); cf. (3.6). The
subgroup MN of G leaves the basic horosphere Nx0 fixed. Hence, we
have the homogeneous space identification Γˆ = G/MN. Each horo-
sphere katNx0 is identified uniquely with the point ξ ∈ Γ according
to
ξ = katξ0 = e
t kξ0 = e
tb(ω), ξ0 = (0, . . . , 0, 1, 1), (3.9)
where ω=ken ∈ Sn−1, b(ω)=kξ0=(ω, 1)∈Γ+.
Lemma 3.5. In terms of (3.9), the invariant measure on Γ+ is defined
by the formula
dξ = c e(n−1)tdtdω, c = const, (3.10)
dt being the Lebesgue measure on R and dω the surface measure on
Sn−1.
Proof. We invoke the delta function language, according to which for
any continuous one-variable function ψ,
(δ, ψ) =
∫
R
ψ(s) δ(s) ds = ψ(0).
To give this equality precise meaning, let ωε be a bump function
ωε(s) =


C
ε
exp
(
− ε
2
ε2 − |s|2
)
, |s| ≤ ε,
0, |s| > ε.
(3.11)
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Here C is chosen so that
∫
R
ωε(s) ds = 1, that is,
C =
( ∫
|s|<1
exp
(
− 1
1− |s|2
)
ds
)−1
.
Then
(δ, ψ) = lim
ε→0
(ωε, ψ) = lim
ε→0
∫
R
ωε(s)ψ(s) ds = ψ(0). (3.12)
Following this formalism, we define a constant multiple of dξ by the
formula
c
∫
Γ+
ϕ(ξ) dξ = 2
∫
R
n+1
+
ϕ(y) δ(||y||2) dy = 2 lim
ε→0
∫
R
n+1
+
ϕ(y)ωε(||y||2) dy,
where Rn+1+ = {y ∈ Rn+1 : yn+1 > 0}, ϕ ∈ C∞c (Rn+1), suppϕ ⊂ Rn+1+ ,
ωε is the bump function (3.12). Then the result follows by simple
calculation. 
Remark 3.6. For our purposes, we choose c = σ−1n−1 in (3.10), so that∫
Γ+
ϕ(ξ) dξ =
∫
Sn−1
∫
R
ϕ(etb(ω)) e(n−1)t dtd∗ω. (3.13)
In particular, if ϕ is zonal, ϕ(ξ) = ϕ0(ξn+1), then∫
Γ+
ϕ(ξ) dξ =
∞∫
0
ϕ0(s) s
n−2 ds. (3.14)
Indeed, by (3.13),∫
Γ+
ϕ(ξ) dξ =
∫
Γ+
ϕ0([ξ, en+1]) dξ=
∫
Sn−1
∫
R
ϕ0([e
tb(ω), en+1]) e
(n−1)t dtd∗ω
=
∫
R
ϕ0(e
t) e(n−1)t dt =
∞∫
0
ϕ0(s) s
n−2 ds.
3.2. Basic Properties of the Horospherical Transform. We re-
call that b(ω) = (ω, 1) ∈ Γ+, ω ∈ Sn−1;
x0 = (0, . . . , 0, 1) ∈ Hn, ξ0 = (0, . . . , 0, 1, 1) ∈ Γ+.
For ξ ∈ Γ+, we denote by ξˆ the horosphere defined by ξˆ = {x ∈ Hn :
[x, ξ] = 1}. Given x ∈ Hn, let xˇ = {ξ ∈ Γ+ : [x, ξ] = 1} be the set
of all points in Γ+ corresponding to the horospheres passing through
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x. For sufficiently good functions f : Hn → C and ϕ : Γ+ → C, the
horospherical Radon transform and its dual are defined by
(Hf)(ξ) =
∫
ξˆ
f(x) dξx and (H
∗ϕ)(x) =
∫
xˇ
ϕ(ξ) dxξ,
respectively. The precise meaning of these integrals is given in terms
of the horospherical coordinates. Specifically, if ξ = etb(ω) = etkξ0,
k ∈ K, then
(Hf)(ξ) =
∫
N
f(katnx0) dn=
∫
Rn−1
f(katnvx0) dv. (3.15)
We can also write this expression in the form
(Hf)(ξ) ≡ (Hωf)(t) =
∫
[x,b(ω)]=e−t
f(x) dω,t, (3.16)
which resembles the hyperplane Radon transform [23]. The following
Fourier Slice Theorem follows immediately from (2.21).
Theorem 3.7. If f ∈ C∞c (Hn), then
f˜(λ, ω) =
∫
R
e−t(iλ−δ) (Hωf)(t) dt, δ =
n− 1
2
. (3.17)
To give the dual transform H∗ϕ precise meaning, let x = ρxx0, ρx ∈
G, ϕx(ξ) = ϕ(ρxξ). Then we set
(H∗ϕ)(x) =
∫
K
ϕx(kξo) dk =
∫
Sn−1
ϕx(b(ω)) d∗ω. (3.18)
A more general expression
(H∗xϕ)(t)=
∫
Sn−1
ϕx(e
tb(ω)) d∗ω =
∫
K
ϕx(e
tkξo) dk, t ∈ R, (3.19)
is called the shifted dual horospherical transform of ϕ. It averages ϕ
over all horospheres at distance |t| from x. The last observation is an
immediate consequence of (3.8). Clearly, (H∗xϕ)(0) = (H
∗ϕ)(x).
The following statement gives an alternative representation of the
dual transform. We recall the notation (cf. (3.7)).
〈x, ω〉 = − log[x, b(ω)], x ∈ Hn, ω ∈ Sn−1, b(ω) = (ω, 1) ∈ Γ+.
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Lemma 3.8. (cf. [4, Propossition 7.1]) For x ∈ Hn,
(H∗ϕ)(x)=
∫
Sn−1
e(n−1)〈x,ω〉ϕ(e〈x,ω〉b(ω)) d∗ω. (3.20)
Proof. We write (3.20) in the equivalent form
(I1ϕ)(g) ≡
∫
Sn−1
ϕ(gb(ω)) dω
=
∫
Sn−1
e(n−1)〈gx0,ω〉ϕ(e〈gx0,ω〉b(ω)) dω ≡ (I2ϕ)(g). (3.21)
Set g = k′ark
′′ (k′, k′′ ∈ K, ar ∈ A). One can readily see that
(I1ϕ)(g) = (I2ϕ)(g) if and only if (I1ϕ
′)(ar) = (I2ϕ
′)(ar), where ϕ
′(ξ) =
ϕ(k′ξ). Thus, it suffices to prove (3.21) for g = ar. Passing to polar
coordinates on Sn−1 and taking into account the equalities
aren = (coshr) en + (sinhr) en+1, aren+1 = (sinhr) en + (coshr) en+1,
we have
(I1ϕ)(ar) =
1∫
−1
(1− η2)(n−3)/2dη
×
∫
Sn−2
ϕ(
√
1− η2 θ + (ηcoshr + sinhr) en + (η sinhr + coshr) en+1) dθ,
(I2ϕ)(ar) =
1∫
−1
(1− τ 2)(n−3)/2
(coshr − τ sinhr)n−1 dτ (3.22)
×
∫
Sn−2
ϕ
(√1− τ 2 θ + τen + en+1
coshr − τ sinhr
)
dθ.
The second expression can be reduced to the first one if we put
1/(coshr − τsinhr) = η sinhr + coshr.

Corollary 3.9. For t ∈ R,
(H∗xϕ)(t)=
∫
Sn−1
e(n−1)〈x,ω〉 ϕ(et+〈x,ω〉b(ω)) d∗ω. (3.23)
Now we establish basic properties of the operators H and H∗.
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Proposition 3.10. Let f ∈ Cµ(Hn), that is, f ∈ C(Hn) and f(x) =
O(x−µn+1). If µ > (n− 1)/2, then (Hf)(ξ) is finite for every ξ ∈ Γ+.
Proof. By (3.15) and (3.2),
|(Hf)(ξ)| ≤ c
∫
Rn−1
dv
[atnvx0, x0]µ
= c e−t(n−1)
∫
Rn−1
dv
[atne−tvx0, x0]µ
= c e−t(n−1)
∫
Rn−1
dv
(cosht+ (|v|2/2) e−t)µ .
The last integral is finite whenever µ > (n− 1)/2. 
Remark 3.11. The condition µ > (n−1)/2 is sharp. There is a function
f˜ ∈ Cµ(Hn), µ ≤ (n − 1)/2, for which (Hf˜)(ξ) ≡ ∞. An example of
such a function can be constructed using the formula (3.27) below.
The question about the existence of Hf for f ∈ Lp(Hn) requires more
preparation and will be answered in Proposition 3.19.
Lemma 3.12. Let f and ϕ be functions on Hn and Γ+, respectively.
Then the duality relation∫
Γ+
ϕ(ξ) (Hf)(ξ) dξ =
∫
Hn
(H∗ϕ)(x) f(x) dx (3.24)
holds provided that the integral in either side exists in the Lebesgue
sense.
Proof. This statement is known in the general context of Radon trans-
forms for double fibration; see Helgason [21]. For us it is important
that the definitions of H, H∗, and measures in (3.24) are consistent.
The direct proof is as follows.
Setting ξ = etb(ω), ω = ken, and using (3.13) and (3.15), we write
the left-hand side of (3.24) in the form∫
R
e(n−1)t dt
∫
Sn−1
ϕ(etb(ω)) d∗ω
∫
Rn−1
f(katnvx0) dv. (3.25)
Put v = e−tu, y = atnvx0 = nuatx0; cf. (3.1). Then (3.2) yields
[ky, b(ω)] = [knuatx0, b(ken)] = [nuatx0, ξ0] = e
−t.
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This equality, combined with (3.3) and (3.7), allows us to write (3.25)
as ∫
Sn−1
d∗ω
∫
Hn
ϕ([ky, b(ω)]−1b(ω)) f(ky) [ky, b(ω)]1−n dy
=
∫
Hn
f(x) dx
∫
Sn−1
ϕ(e〈x,ω〉b(ω)) e(n−1)〈x,ω〉 d∗ω.
Owing to (3.20), the latter coincides with the right-hand side of (3.24).

The case of zonal functions, when the horospherical transform ex-
presses through the Riemann-Liouville fractional integral
(Iα−g)(r) =
1
Γ(α)
∞∫
r
g(s) ds
(s− r)1−α α > 0, (3.26)
is of particular importance. The following statement was proved in [4,
Lemma 7.3]. We present it here for the sake of completeness.
Lemma 3.13. Suppose that f and ϕ are locally integrable functions on
Hn and Γ+, respectively, and the integrals below exist in the Lebesgue
sense.
(i) If f is K-invariant, f(x) = f0(xn+1), then Hf is K-invariant, and
(Hωf)(t) = 2
(n−3)/2σn−2 e
t(1−n)/2
∞∫
cosht
f0(s) (s−cosht)(n−3)/2 ds (3.27)
= c1 e
t(1−n)/2 (I
(n−1)/2
− f0)(cosht), c1 = (2π)
(n−1)/2. (3.28)
(ii) If ϕ is K-invariant, ϕ(ξ) = ϕ0(ξn+1), then H
∗ϕ is K-invariant, and
(H∗ϕ)(x)=
c2
(sinhr)n−2
r∫
−r
ϕ0(e
s) (coshr−coshs)(n−3)/2 es(n−1)/2ds, (3.29)
c2 =
2(n−3)/2Γ(n/2)
π1/2 Γ((n− 1)/2) , coshr = xn+1.
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Proof. (i) Since f is K-invariant, then one can ignore k in (3.15), and
by (3.2) we have
(Hωf)(t) =
∫
Rn−1
f(atnvx0) dv = e
(1−n)t
∫
Rn−1
f(nvatx0) dv
= e(1−n)t
∫
Rn−1
f0
(
cosht +
|v|2
2
e−t
)
dv.
This gives (3.27).
(ii) By making use of (3.22), we obtain
(H∗ϕ)(x) =
σn−2
σn−1
1∫
−1
(1− τ 2)(n−3)/2
× (coshr − τsinhr)1−n ϕ0
(
1
coshr − τsinhr
)
dτ
=
σn−2
σn−1 (sinhr)n−2
r∫
−r
(sinh2r−(coshr−e−s)2)(n−3)/2es(n−2)ϕ0(es) ds,
which gives (3.29). 
Remark 3.14. The operator H∗ is non-injective on the class of all func-
tions on which it is well-defined. If, for instance, ϕ(ξ) = ϕ0(ξn+1),
where the function ϕ˜(s) = ϕ0(e
s) es(n−1)/2 is odd, then H∗ϕ = 0. Take,
for example ϕ(ξ) = ξ
1−n/2
n+1 − ξ−n/2n+1 , for which
ϕ˜(s) = [es(1−n/2) − e−sn/2] es(n−1)/2 = 2 sinh (s/2).
Below we give some examples, in which δ = (n− 1)/2.
Example 3.15. Let f(x)=x−βn+1, β > δ. Then
(Hωf)(t)=
(2π)δ Γ(β − δ)
Γ(β)
e−δt (cosht)δ−β ,
or, by (3.5),
(Hf)(ξ) = cβ ξ
β−2δ
n+1 (ξ
2
n+1+1)
δ−β, cβ =
2βπδ Γ(β − δ)
Γ(β)
. (3.30)
Example 3.16. Let Reα > 0,
ϕ(ξ)≡ϕ0(ξn+1)= |ξn+1 − 1|
α−1
ξ
δ+α/2
n+1
, ψ(ξ)≡ψ0(ξn+1)= |ξn+1 − 1|
α−1
ξ
δ+α/2−1
n+1
.
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Below we show that the dual transforms H∗ϕ and H∗ψ coincide. Indeed,
setting ξn+1 = e
s and using (3.5), for the first function we have
ϕ0(e
s) =
2(α−1)/2 (coshs− 1)(α−1)/2
es(δ+1/2)
.
Hence, (3.29) yields
(H∗ϕ)(x) =
2(α−1)/2 c2
(sinhr)2δ−1
r∫
−r
(coshr−coshs)δ−1 (3.31)
× (coshs− 1)(α−1)/2 e−s/2 ds, coshr = xn+1.
Using properties of the hyperbolic functions, we continue:
(H∗ϕ)(x) =
2(α+1)/2 c2
(sinhr)2δ−1
r∫
0
(coshr−coshs)δ−1
× (coshs− 1)(α−1)/2 cosh(s/2) ds
or
(H∗ϕ)(x)=
2α/2 c2
(sinhr)2δ−1
r∫
0
(coshr−coshs)δ−1(coshs− 1)α/2−1 sinhs ds.
(3.32)
In the similar expression for H∗ψ, the exponent e−s/2 in (3.31) must
be replaced by es/2, but all the rest remains unchanged. The integral
(3.32) can be easily computed and we get
(H∗ϕ)(x) = (H∗ψ)(x) = cα
(xn+1−1)(α−1)/2
(xn+1+1)δ−1/2
, (3.33)
cα =
2δ+α/2−1 Γ(δ + 1/2) Γ(α/2)
π1/2 Γ(δ + α/2)
. (3.34)
Example 3.17. Let
ϕ(ξ) ≡ ϕ0(ξn+1) = (ξn+1 − 1)
α−1
(ξn+1 + 1)α−1+2δ
, Re α > 0, δ=
n−1
2
.
If ξn+1 = e
s, then, by (3.5),
ϕ0(e
s) =
2−δ e−sδ (coshs− 1)(α−1)/2
(coshs+ 1)(α−1)/2+δ
.
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Hence, by (3.29),
(H∗ϕ)(x) =
21−δ c2
(sinhr)2δ−1
r∫
0
(coshr−coshs)δ−1(coshs− 1)(α−1)/2
(coshs+ 1)(α−1)/2+δ
ds
=
21−δ c2
(cosh2r − 1)δ−1/2
cosh r∫
1
(coshr−z)δ−1(z − 1)α/2−1
(z + 1)α/2+δ
dz.
This integral can be computed using [33, formula 2.2.6(2)], and we get
(H∗ϕ)(x) = c˜α
(xn+1−1)(α−1)/2
(xn+1+1)(α−1)/2+δ
, c˜α=
2−δ Γ(δ + 1/2) Γ(α/2)
π1/2 Γ(δ + α/2)
.
(3.35)
Combining these examples with the duality (3.24), we arrive at the
following statement.
Lemma 3.18. For Reα > 0 and Reβ > δ = (n− 1)/2, the following
equalities hold provided that the integrals in either side exist in the
Lebesgue sense:∫
Hn
(H∗ϕ)(x) x−βn+1 dx = cβ
∫
Γ+
ϕ(ξ) ξβ−2δn+1 (ξ
2
n+1+1)
δ−β dξ, (3.36)
∫
Γ+
(Hf)(ξ)
|ξn+1−1|α−1
ξ
δ+α/2
n+1
dξ=cα
∫
Hn
f(x)
(xn+1−1)(α−1)/2
(xn+1+1)δ−1/2
dx, (3.37)
∫
Γ+
(Hf)(ξ)
|ξn+1−1|α−1
ξ
δ+α/2−1
n+1
dξ=cα
∫
Hn
f(x)
(xn+1−1)(α−1)/2
(xn+1+1)δ−1/2
dx, (3.38)
∫
Γ+
(Hf)(ξ)
(ξn+1 − 1)α−1
(ξn+1 + 1)α−1+2δ
dξ= c˜α
∫
Hn
f(x)
(xn+1−1)(α−1)/2
(xn+1+1)(α−1)/2+δ
dx,
(3.39)
where the constants cβ, cα, c˜α are defined by (3.30), (3.34), and (3.35),
respectively. In particular, for α = 1, (3.39) yields∫
Γ+
(Hf)(ξ)
dξ
(ξn+1 + 1)2δ
= 2−δ
∫
Hn
f(x)
dx
(xn+1+1)δ
. (3.40)
The equalities (3.36) - (3.40) provide precise information about the
existence of the integrals Hf and H∗ϕ. For example, (3.40) gives the
following result.
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Proposition 3.19. If f ∈ Lp(Hn), 1 ≤ p < 2, then (Hf)(ξ) exists a.e.
and ∫
Γ+
|(Hf)(ξ)| dξ
(ξn+1 + 1)n−1
≤ c ‖f‖p , (3.41)
If p ≥ 2, then there is a function f˜ ∈ Lp(Hn) such that (Hf)(ξ) ≡ ∞.
Proof. By Ho¨lder’s inequality, the integral on the right-hand side of
(3.40) does not exceed c ‖f‖p. Here, by (2.6),
cp
′
=
∫
Hn
dx
(xn+1+1)δp
′
= σn−1
∞∫
1
(s2 − 1)n/2−1 ds
(s+1)p′(n−1)/2
<∞
if 1 ≤ p < 2. If p ≥ 2, then the function
f˜(x) =
(x2n+1 − 1)(1−n/2)/p
(xn+1 + 1)1/p log(xn+1 + 1)
belongs to Lp(Hn). However, the integral (3.27) diverges for this func-
tion. 
The existence of Hf for f ∈ Lp(Hn), 1 ≤ p < 2, was first established
in [4].
4. Inversion Formulas
In this section we obtain main results of the present paper. For a
compactly supported smooth function f one can write
(Hf)(ξ) =
∫
En,1
f(x) δ([x, ξ]− 1) dx, ξ ∈ Γ+. (4.1)
The following inversion formulas can be found in Gelfand, Graev, and
Vilenkin [14]; see also Vilenkin and Klimyk [44, p. 162]):
f(x) =


(−1)m
2(2π)2m
∫
Γ+
δ(2m)([x, ξ]− 1) (Hf)(ξ) dξ if n = 2m+ 1,
(−1)mΓ(2m)
(2π)2m
∫
Γ+
([x, ξ]− 1)−2m (Hf)(ξ) dξ if n = 2m.
(4.2)
The divergent integrals in these formulas are given precise sense in the
framework of the theory of distributions. In this section we obtain alter-
native inversion formulas which do not contain divergent integrals and
are applicable not only to smooth functions, but also to f ∈ Lp(Hn).
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4.1. The Method of Mean Value Operators. This method relies
on the implementation of the shifted dual horospherical transform H∗xϕ
and the spherical mean (Mxf)(s); see (3.19), (2.8).
Lemma 4.1. If ϕ = Hf , then
(H∗xϕ)(t) = (2π e
−t)δ (Iδ−Mxf)(cosht), δ = (n− 1)/2, (4.3)
where Iδ−f0 is the Riemann-Liouville fractional integral (3.26). It is
assumed that the expression on either side of (4.3) is finite when f is
replaced by |f |.
Proof. Fix x ∈ Hn and let fx(y) = f(ωxy), where y ∈ Hn, ωx ∈ G,
ωxx0 = x. By (3.19), owing to G invariance, we have
(H∗xϕ)(t) =
∫
K
(Hf)(ρx e
tkξ0) dk = H
[ ∫
K
fx(ky) dk
]
(etξ0).
The function y → ∫
K
fx(ky) dk is zonal, so that there is a one-variable
function f0,x(·) such that
f0,x(yn+1) =
∫
K
fx(ky) dk. (4.4)
By (3.28),
(H∗xϕ)(t) = (2π)
δ e−tδ (Iδ−f0,x)(cosht),
where, by (4.4),
f0,x(s) =
∫
K
fx(k(en
√
s2 − 1 + en+1 s)) dk = (Mxf)(s),
as desired. 
Following Lemma 4.1, we denote
gx(s) = (Mxf)(s), ψx(τ)=(2π e
−t)−δ(H∗xHf)(t)
∣∣
t=cosh−1τ
. (4.5)
Then (4.3) can be written as
(Iδ−gx)(τ) = ψx(τ), δ = (n− 1)/2. (4.6)
According to Lemma 4.1, to reconstruct f , we need to show that the
natural assumptions for f , as in Propositions 3.10 and 3.19, guaran-
tee the existence of Iδ−gx in the Lebesgue sense. Then we reconstruct
gx(s) = (Mxf)(s) from the Abel-type equation (4.6). The function f
will be obtained as a limit f(x) = lim
s→1
(Mxf)(s) in a suitable sense.
To find gx(s) from (4.6), we need to develop the pertinent tools of
fractional differentiation.
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The Riemann-Liouville fractional derivative Dα− is defined as the left
inverse of the corresponding operator Iα− on a half-line (a,∞). The
next proposition is a slight modification of Lemma 2.1 from [40].
Proposition 4.2. Let a > 0,
∞∫
a
|g(s)| sα−1 ds <∞, α > 0. (4.7)
The following statements hold.
(i) For any β ∈ [0, α], the integral (Iβ−g)(s)2 is finite for almost all
s > a and
(Iα−g)(s) = (I
β
−I
α−β
− g)(s).
(ii) If α ≥ 1, then (Iα−g)(s) is continuous on (a,∞).
(iii) If g is non-negative, locally integrable on [a,∞), but (4.7) fails,
then (Iα−g)(s) =∞ for every s ≥ a.
The analytic form of the fractional derivative Dα− : Iα−g → g is de-
termined by the behavior of g at infinity and the value of α. Here some
traditional inversion methods may not work. Suppose, for example,
that we want to reconstruct a function g ∈ Lp(a,∞) from Iα−g = h.
We assume 1 ≤ p < 1/α, so that Iα−g is well-defined. A standard
Riemann-Liouville inversion procedure yields
(Dα−Iα−g)(s) = (−d/ds) (I1−α− Iα−f)(s) = (−d/ds) (I1−g)(s).
The integral (I1−g)(s) =
∫∞
s
g(η) dη is convergent if g ∈ L1(a,∞), but
it may not exist if p > 1.
To circumvent this difficulty, we invoke compositions with power
functions.
In the next statement, the powers of s stand for the corresponding
multiplication operators.
Theorem 4.3. Let (Iα−g)(s) = h(s), α > 0, and suppose that g satisfies
(4.7). Then g(s) = (Dα−h)(s) for almost all s > a, where Dα−h has one
of the following forms.
(i) If α = m is an integer, then
Dα−h = (−1)mh(m). (4.8)
(ii) If α = m+ α0, m = [α], 0 < α0 < 1, then
Dα−h = (−1)m+1s1−α0
[
sm−j+α0 I1−α0− s
j−m−1 h(j)
](m−j+1)
(4.9)
2In the case β = 0 we set I0
−
g = g.
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with any j = 0, 1, . . . , m. Under the stronger condition
∞∫
a
|g(s)| sm ds <∞, (4.10)
we have
Dα−h = (−1)m+1[I1−α+m− h](m+1). (4.11)
Proof. Let α = m be an integer. Then Im− g = I
1
−I
m−1
− g and (4.8) can
be obtained by consecutive differentiation. To establish (4.9), we make
use of the composition formula
Iµ+ν− s
−νg = sµ Iν− s
−µ−ν Iµ−g, µ, ν > 0, (4.12)
which can be easily proved by changing the order of integration. If
∞∫
a
|g(s)| sµ−1 ds <∞,
then, by Proposition 4.2, the integrals Im−1− g and I
µ+ν
− s
−νg exist simul-
taneously and application of Fubini’s theorem in (4.12) is well-justified.
The parameters µ and ν will be chosen according to our needs.
Assuming α = m+ α0, m = [α], 0 < α0 < 1, we write I
α
−g = h as
Ij−I
m−j+α0
− g = h
for any j = 0, 1, . . . , m (here we use Proposition 4.2 again). Hence, the
differentiation yields
Im−j+α0− g = (−1)jh(j). (4.13)
Setting µ = m− j + α0, ν = 1− α0 in (4.12), we obtain
Im−j+1− s
α0−1g = sm−j+α0 I1−α0− s
j−m−1 Im−j+α0− g.
By (4.13), it follows that
g = (−1)m+1s1−α0 [sm−j+α0 I1−α0− sj−m−1 h(j)](m−j+1) ,
as desired. The formula (4.11) follows from the equality I1−α0− I
m+α0
− g =
Im+1− g. The latter is is well-justified because (4.10) guarantees the
existence of Im+1− g in the Lebesgue sense. 
The following particular cases are especially useful. Setting j = 0
and j = m in (4.9), for α = m+ α0 we obtain
Dα−h = (−1)m+1s1−α0
[
sm+α0 I1−α0− s
−m−1 h
](m+1)
, (4.14)
= (−1)m+1s1−α0 [sα0 I1−α0− s−1 h(m)]′ . (4.15)
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If, for instance, α = k/2 and k is odd, then
Dk/2− h = (−1)(k+1)/2s1/2
[
sk/2 I
1/2
− s
−(k+1)/2 h
]((k+1)/2)
, (4.16)
= (−1)(k+1)/2s1/2
[
s1/2 I
1/2
− s
−1 h((k−1)/2)
]′
. (4.17)
Lemma 4.4. Let gx(s) = (Mxf)(s), a > 1,
Iα(x) =
∞∫
a
|gx(s)| sα−1 ds, α > 0. (4.18)
If f ∈ Cµ(Hn), µ > α, or f ∈ Lp(Hn), 1 ≤ p < (n − 1)/α, then
Iα(x) <∞ for all x ∈ Hn.
Proof. It suffices to assume f ≥ 0. Let s = coshr, A = cosh−1a > 0.
Changing variables and using (2.15), we obtain
Iα(x) =
∞∫
A
(Mxf)(coshr) cosh
α−1r sinhr dr
= σ−1n−1
∫
yn+1>A
fx(y)
yα−1n+1
(y2n+1 − 1)n/2−1
dy.
Here fx(y) = f(ωxy), ωx ∈ G being a hyperbolic rotation that takes
en+1 to x. For some q ∈ [1,∞], which will be specified later, by Ho¨lder’s
inequality we have Iα(x) ≤ σ−1n−1V 1/qW 1/q′ , 1/q + 1/q′ = 1, where
V = ||fx||qq = ||f ||qq,
W =
∫
yn+1>A
y
(α−1)q′
n+1
(y2n+1 − 1)(n/2−1)q′
dy
= σn−1
∞∫
A
s(α−1)q
′
(s2 − 1)(n/2−1)(1−q′) ds.
If q < (n− 1)/α, then W <∞.
Suppose that f ∈ Lp(Hn). In this case, we choose q = p. Then
V = ||f ||pp and therefore, ||Iα||∞ < ∞ provided that p < (n − 1)/α. If
f ∈ Cµ(Hn), then
V = ||f ||qq ≤ c
∫
Hn
dy
yµqn+1
= c σn−1
∞∫
1
(s2 − 1)n/2−1
sµq
ds.
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This integral is finite whenever q > (n− 1)/µ. Thus, we can choose
n− 1
µ
< q <
n− 1
α
to get both V and W finite. If µ > α, such a q exists. 
Setting α = δ = (n− 1)/2 in Lemma 4.4 and using Proposition 4.2,
we obtain the following
Corollary 4.5. Let δ = (n − 1)/2, n ≥ 2, gx(s) = (Mxf)(s), where
f ∈ Cµ(Hn), µ > δ, or f ∈ Lp(Hn), 1 ≤ p < 2. Then the integral
(Iδ−gx)(s) exists in the Lebesgue sense for almost all s > 1 and all
x ∈ Hn. If, moreover, n ≥ 3, then (Iδ−gx)(s) is a continuous function
on (1,∞) for all x ∈ Hn.
Lemma 4.6. Let gx(s) = (Mxf)(s). Suppose that f ∈ Cµ(Hn), µ >
(n− 1)/2 or f ∈ Lp(Hn), 1 ≤ p < 2. If Iδ−gx = ψx, as in (4.6), then
gx(s) = (Dδ−ψx)(s) ∀ s > 1, (4.19)
where Dδ−ψx is defined as follows.
(i) If n is odd, n = 2m+ 1, then
(Dδ−ψx)(s) = (−1)mψ(m)x (s). (4.20)
(ii) If n is even, n = 2m, then
(Dδ−ψx)(s) = (−1)ms1/2
[
sm−1/2 I
1/2
− s
−m ψx
](m)
, (4.21)
= (−1)ms1/2
[
s1/2 I
1/2
− s
−1 ψ(m−1)x
]′
. (4.22)
Under the stronger assumptions µ > n/2 or 1 ≤ p < 2(n − 1)/n,
(Dδ−ψx)(s) can also be defined by
(Dδ−ψx)(s) = (−1)n/2
[
(I
1/2
− ψx)(s)
](n/2)
. (4.23)
The equalities (4.20)-(4.23) hold for all x ∈ Hn, if f ∈ Cµ(Hn), and
for almost all x ∈ Hn, if f ∈ Lp(Hn).
Proof. We apply Lemma 4.4 and Theorem 4.3. The latter guarantees
gx(s) = (Dδ−ψx)(s) only for almost all s ≥ 1. Since, by Lemma 2.1,
gx(s) = (Mxf)(s) is a continuous function of both s and x, the result
follows. If f ∈ Lp(Hn), 1 ≤ p < 2, then by Lemma 4.4 (with α = δ),
∞∫
a
|gx(s)| sδ−1 ds <∞
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for all a > 1 and all x ∈ Hn. Hence, by Theorem 4.3, gx(s) = (Dδ−ψx)(s)
is defined by (4.20)-(4.22) for all x ∈ Hn and almost all s ≥ 1. However,
by Lemma 2.1, gx(s) = (Mxf)(s) is a continuous L
p-valued function of
s. It follows that (4.20)-(4.22) extend to all s > 1, but for almost all
x ∈ Hn. The proof of (4.23) is similar. 
Lemma 4.6 implies the following inversion result. We set
ϕ = Hf, ψx(s)=(2π e
−t)(1−n)/2(H∗xϕ)(t)
∣∣
t=cosh−1s
,
where (H∗xϕ)(t) is the shifted dual horospherical transform (3.19).
Theorem 4.7. Let f ∈ Cµ(Hn) or f ∈ Lp(Hn). If µ > (n − 1)/2,
1 ≤ p < 2, then
f(x) = lim
s→1
(Dδ−ψx)(s), δ = (n− 1)/2, (4.24)
where (Dδ−ψx)(s) is defined by (4.20)-(4.22).
If µ>n/2, 1≤p<2(n−1)/n, then (Dδ−ψx)(s) can be defined by (4.23).
The limit in (4.24) is uniform for f ∈ Cµ(Hn) and is understood in the
Lp-norm if f ∈ Lp(Hn).
4.2. Fractional Integrals of the Semyanistyi Type and Poly-
nomials of the Beltrami-Laplace Operator. The desired form of
fractional integrals associated to the horospherical Radon transform
can be found if we replace f in (3.37) and (3.38) by the shifted func-
tion fx(y) = f(ωxy), where x ∈ Hn is fixed and ωx ∈ G takes the origin
x0 = (0, . . . , 0, 1) ∼ en+1 to x. For Reα > 0 we obtain∫
Γ+
(Hf)(ξ)
|[x, ξ]−1|α−1
[x, ξ](n+α−1)/2
dξ =
∫
Γ+
(Hf)(ξ)
|[x, ξ]−1|α−1
[x, ξ](n+α−3)/2
dξ
=
2(n+α−3)/2 Γ(n/2) Γ(α/2)
π1/2 Γ((n + α− 1)/2)
∫
Hn
f(x)
([x, y]−1)(α−1)/2
([x, y]+1)n/2−1
dx. (4.25)
In particular, for α = 1,
∫
Γ+
(Hf)(ξ)
[x, ξ]n/2
dξ =
∫
Γ+
(Hf)(ξ)
[x, ξ]n/2−1
dξ = 2n/2−1
∫
Hn
f(x)
([x, y]+1)n/2−1
dx.
(4.26)
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Invoking the potential operator (2.29) and excluding the values α =
1, 3, 5, . . . , we write (4.25) as
γα
∫
Γ+
(Hf)(ξ)
|[x, ξ]−1|α−1
[x, ξ](n+α−1)/2
dξ (4.27)
= γα
∫
Γ+
(Hf)(ξ)
|[x, ξ]−1|α−1
[x, ξ](n+α−3)/2
dξ = (Qα+n−1f)(x),
γα =
π(1−n)/2 Γ((1− α)/2)
2α+n−1 Γ(n/2) Γ(α/2)
, Re α > 0; α 6= 1, 3, 5, . . . .
This formula suggests to define the following fractional integrals
(Hαi f)(ξ)=
∫
Hn
f(x) hα,i([x, ξ]) dx, (4.28)
(
∗
H
α
i ϕ)(x)=
∫
Γ+
ϕ(ξ) hα,i([x, ξ]) dξ, (4.29)
where i = 1, 2,
hα,1(s) = γα
|s− 1|α−1
s(n+α−1)/2
, hα,2(s) = γα
|s− 1|α−1
s(n+α−3)/2
.
Thus, we have proved the following statement which resembles known
facts for the totally geodesic Radon transforms; cf. [39, formula (4.5)].
Lemma 4.8. Let Reα > 0, α 6= 1, 3, 5, . . . . Then
∗
H
α
i Hf = Q
α+n−1f, i = 1, 2, (4.30)
provided that either side of this equality exists in the Lebesgue sense.
We will need the following auxiliary statement.
Lemma 4.9. Let h be a measurable function on R+. Suppose that the
integrals
(Hf)(ξ) =
∫
Hn
f(x) h([x, ξ]) dx, (H∗ϕ)(x) =
∫
Γ+
ϕ(ξ) h([x, ξ]) dξ
(4.31)
exist in the Lebesgue sense. Then
(Hf)(ξ) =
∫
R
(Hωf)(t) h(e
s−t) e(1−n)t dt, ξ = esb(ω), (4.32)
(H∗ϕ)(x) =
∫
R
(H∗sϕ)(x) h(e
s) e(n−1)s ds, (4.33)
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where (Hωf)(t) is the horospherical transform (3.15) and (H
∗
sϕ)(x) is
the shifted dual transform (3.23).
Proof. Let ω = ken, k ∈ K. Passing to the horospherical coordinates
(3.2), we obtain
(Hf)(ξ) =
∫
R
∫
Rn−1
f(katnvx0) h([atnvx0, e
sξ0]) e
(1−n)t dvdt.
As in the proof of Corollary 3.4, owing to (3.2), we have [atnvx0, e
sξ0] =
es−t. Hence,
(Hf)(ξ) =
∫
R
h(es−t) e(1−n)t dt
∫
Rn−1
f(katnvx0) dv,
which gives (4.32). Further, if ξ = etb(ω), then (3.7) yields
[x, ξ] = et−〈x,ω〉, 〈x, ω〉 = − log[x, b(ω)].
Hence, by (3.13),
(H∗ϕ)(x) =
∫
R
e(n−1)t dt
∫
Sn−1
ϕ(etb(ω)) h(et−〈x,ω〉) d∗ω
=
∫
R
h(es) e(n−1)s ds
∫
Sn−1
ϕ(es+〈x,ω〉b(ω)) e(n−1)〈x,ω〉 d∗ω.
By (3.23), the last expression coincides with (4.33). 
Lemma 4.10. Let f and ϕ be compactly supported continuous func-
tions on Hn and Γ+, respectively. Then, for i = 1, 2,
lim
α→0
(Hαi f)(ξ) = λn e
(1−n)s (Hωf)(s), ξ=e
sb(ω) ∈ Γ+, (4.34)
lim
α→0
(Hαi f)(ξ) = λn e
(1−n)s (Hωf)(s), ξ=e
sb(ω) ∈ Γ+, (4.35)
lim
α→0
(
∗
H
α
i ϕ)(x) = λn (H
∗ϕ)(x), x ∈ Hn; (4.36)
λn =
21−n π1−n/2
Γ(n/2)
. (4.37)
Proof. Both equalities follow from (4.28) and (4.29), owing to Lemma
4.9. For example,
(Hα1 f)(ξ)=γα
∫
R
(Hωf)(t)
|es−t−1|α−1
e(s−t)(n+α−1)/2
e(1−n)t dt =
1
γ1(α)
∫
R
as(α, z)
|z|1−α dz,
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where γ1(α) = 2
απ1/2Γ(α/2)/Γ((1− α)/2),
as(α, z) = λn
∣∣∣∣ez−1z
∣∣∣∣
α−1
(Hωf)(s−z) exp
(
(1− n)s + z(n− α− 1)
2
)
.
Passing to the limit as α→ 0, we obtain
lim
α→0
(Hα1 f)(ξ) = λnas(0, 0) = λne
(1−n)s (Hωf)(s),
as desired. For other operators the proof is similar. 
The next statement contains a horospherical analogue of the cele-
brated Fuglede formula for Radon-John transforms over planes in Rn
[13].
Lemma 4.11. For all n ≥ 2, the following equality holds provided that
either side of it exists in the Lebesgue sense:
(H∗Hf)(x) = λ−1n (Q
n−1f)(x), (4.38)
λn being the constant (4.37).
Proof. For sufficiently good f , one can formally obtain (4.38) letting
α→ 0 in (4.30) and using (4.36). A direct proof under minimal assump-
tions for f is the following. Let x = ωxx0, ωx ∈ G, fx(y) = f(ωxy). By
(3.18) and (3.15), owing to G-invariance, we have
(H∗Hf)(x) =
∫
K
(Hfx)(kξo) dk = H
[ ∫
K
fx(ky) dk
]
(ξ0)
=
∫
Rn−1
dv
∫
K
fx(knvx0) dk (use (3.2))
=
∫
Rn−1
dv
∫
K
fx
(
k
(
v +
|v|2
2
en
)
+
(
1 +
|v|2
2
)
en+1
)
dk
=
∞∫
0
rn−2dr
∫
Sn−2
dσ
∫
K
fx
(
k
(
rσ +
r2
2
en
)
+
(
1 +
r2
2
)
en+1
)
dk.
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Now we replace integration over Sn−2 by the integration over the cor-
responding group M = SO(n− 1) and then change the order of inte-
gration. Changing variables, we get
(H∗Hf)(x) = σn−2
∞∫
0
rn−2dr
×
∫
K
fx
(
k
(
ren−1 +
r2
2
en
)
+
(
1 +
r2
2
)
en+1
)
dk.
Noting that en−1 + (r/2) en =
√
1 + r2/4 η for some η ∈ Sn−1, we
continue:
(H∗Hf)(x) =
σn−2
σn−1
∞∫
0
rn−2dr
∫
Sn−1
fx(r
√
1 + r2/4 θ + (1 + r2/2) en+1) dθ
= c1
∞∫
1
(t− 1)(n−3)/2 dt
∫
Sn−1
fx(
√
t2 − 1 θ + t en+1) dθ, (4.39)
c1 =
2(n−3)/2 π−1/2 Γ(n/2)
Γ((n− 1)/2) .
On the other hand, by (2.29),
(Qn−1f)(x) = ζn,n−1
∫
Hn
f(y)
([x, y]− 1)−1/2
([x, y] + 1)n/2−1
dy
= ζn,n−1
∞∫
0
(coshr−1)−1/2
(coshr+1)n/2−1
sinhn−1r dr
∫
Sn−1
f(θ sinhr+en+1coshr) dθ
= c2
∞∫
1
(t− 1)(n−3)/2 dt
∫
Sn−1
fx(
√
t2 − 1 θ + t en+1) dθ, (4.40)
c2 =
π(1−n)/2
2(n+1)/2 Γ((n− 1)/2) .
Comparing (4.39) and (4.40), we obtain (4.38). 
We will need an analogue of Lemma 4.8 for α = 1. Starting from
(4.29) with i = 1, we define
(
∗
H
1ϕ)(x) = γ′n
∫
Γ+
ϕ(ξ) log
∣∣∣∣ [x, ξ]− 1[x, ξ]1/2
∣∣∣∣ dξ[x, ξ]n/2 , (4.41)
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where
γ′n = lim
α→1
(α− 1) γα = − π
−n/2
2n−1 Γ(n/2)
.
Proposition 4.12. Let ϕ = Hf , f ∈ C∞c (Hn), n ≥ 2. Then
∗
H
1ϕ = Qnf + Φ, (4.42)
where
Φ(x) = γ˜
∫
Hn
f(y)
dy
([x, y]+1)n/2−1
= 21−n/2γ˜
∫
Γ+
ϕ(ξ)
dξ
[x, ξ]n/2
, (4.43)
γ˜ =
ψ(n/2)− ψ(1/2)− log 2
πn/2 2n/2+1 Γ(n/2)
, ψ(z) =
Γ′(z)
Γ(z)
.
Proof. For α 6= 1, but close to 1, we can write the equality
γα
∫
Γ+
(Hf)(ξ)
|[x, ξ]−1|α−1
[x, ξ](n+α−1)/2
dξ = (Qα+n−1f)(x)
(cf. (4.27 ) as
γα
∫
Γ+
ϕ(ξ)
[∣∣∣∣ [x, ξ]− 1[x, ξ]1/2
∣∣∣∣
α−1
−1
]
dξ
[x, ξ]n/2
+ γα I1
= ζn,α+n−1
∫
Hn
f(y)
([x, y]− 1)(α−1)/2− 1
([x, y] + 1)n/2−1
dy + ζn,α+n−1 I2,
where
I1 =
∫
Γ+
ϕ(ξ)
dξ
[x, ξ]n/2
, I2 =
∫
Hn
f(y)
dy
([x, y] + 1)n/2−1
,
γα =
π(1−n)/2 Γ((1− α)/2)
2α+n−1 Γ(n/2) Γ(α/2)
,
ζn,α+n−1 =
Γ((1− α)/2)
2(α+n+1)/2 πn/2 Γ((α+ n− 1)/2) .
By (4.26), we have I1 = 2
n/2−1I2. Hence,
γα
∫
Γ+
ϕ(ξ)
[∣∣∣ [x, ξ]− 1
[x, ξ]1/2
∣∣∣α−1−1] dξ
[x, ξ]n/2
= ζn,α+n−1
∫
Hn
f(y)
([x, y]− 1)(α−1)/2− 1
([x, y] + 1)n/2−1
dy + γ˜α I2, (4.44)
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where γ˜α = ζn,α+n−1 − 2n/2−1 γα. Passing to the limit as α → 1, we
obtain
∗
H
1ϕ = Qnf + γ˜ I2 = Q
nf + 21−n/2γ˜ I1, as desired. 
Propositions 2.10 and 4.12 combined with the properties of the po-
tential type operator Qα (see Section 2.4 ) give the following inversion
result for the horospherical transforms.
Theorem 4.13. Let ϕ = Hf , f ∈ C∞c (Hn),
Pℓ(∆H) = (−1)ℓ
ℓ∏
i=1
[
∆H + i(n− 1− i)
]
, ℓ ∈ N. (4.45)
(i) If n is odd, then for ℓ = (n− 1)/2,
f = λnP(n−1)/2(∆H)H∗ϕ, λn = 2
1−n π1−n/2
Γ(n/2)
. (4.46)
(ii) If n = 2, then
f = −∆H
∗
H
1ϕ+
1
4 π
∫
Γ+
ϕ(ξ) dξ. (4.47)
(iii) If n = 4, 6, . . ., then
f = Pn/2(∆H)
∗
H
1ϕ, Pn/2(∆H) = (−1)n/2
n/2∏
i=1
(∆H + i(n− 1− i)).
(4.48)
Proof. If n is odd, then (4.38) gives H∗ϕ = λ−1n Q
n−1f and (4.46) follows
from Proposition 2.10. If n = 2, then, by (4.42),
∗
H
1ϕ = Q2f + Φ, Φ = γ˜
∫
Hn
f(y) dy ≡ const.
Applying −∆H to both sides of this equality, owing to (2.42), we obtain
−∆H
∗
H
1ϕ = −∆HQ2f −∆HΦ = −∆HQ2f = f − 1
4 π
∫
H2
f(y) dy
= f − 1
4 π
∫
Γ+
ϕ(ξ) dξ;
cf. (4.26). This gives (4.48). If n ≥ 4, then, by (4.42) and (2.39),
Pn/2(∆H)
∗
H
1ϕ = Pn/2(∆H)Qnf+Pn/2(∆H)Φ = f+(γ˜/ζ ′n)Pn/2(∆H)Bf.
By Lemma 2.12, Pn/2(∆H)Bf = D2 · · ·Dn−2Bf = 0. Hence, we are
done. 
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