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Quantum interference (QI) phenomena between electronic states in molecular circuits offer a new
opportunity to design new types of molecular devices such as molecular sensors, interferometers,
and thermoelectric devices. Controlling the QI effect is a key challenge for such applications. For
the development of single molecular devices employing QI effects, a systematic study of the
relationship between electronic structure and the quantum interference is needed. In order to
uncover the essential topological requirements for the appearance of QI effects and the relationship
between the QI-affected line shape of the transmission spectra and the electronic structures, we
consider a homogeneous toy model where all on-site energies are identical and model four types of
molecular junctions due to their topological connectivities. We systematically analyze their trans-
mission spectra, density of states, and thermoelectric properties. Even without the degree of free-
dom for on-site energies an asymmetric Fano peak could be realized in the homogeneous systems
with the cyclic configuration. We also calculate the thermoelectric properties of the model systems
with and without fluctuation of on-site energies. Even under the fluctuation of the on-site energies,
the finite thermoelectrics are preserved for the Fano resonance, thus cyclic configuration is promis-
ing for thermoelectric applications. This result also suggests the possibility to detect the cyclic con-
figuration in the homogeneous systems and the presence of the QI features from thermoelectric
measurements.VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4893475]
I. INTRODUCTION
Similar to classical interference, quantum interference
(QI) is a phenomenon which is induced by the superposition
of wave functions, or propagating wavefunctions in nano-
structures such as open quantum systems. Historically, the
effect of QI on transport has been broadly studied in the field
of mesoscopic physics, quantum dots,1–22 and electron trans-
fer systems.23–25 Recently, the effect of QI on electron trans-
port in molecular junctions has been getting an increasing
amount of attention due to its unique physics and its possible
applications in various fields.26–47,50–67 The QI effect
emerges as additional peaks or dips in transmission spectra.
These features can improve a performance of molecular
switches/sensors,28,56 and thermoelectric devices.36,39 Using
the inverse of this process, the QI effect on the thermoelec-
tric properties can also be used to infer the electronic struc-
ture of the systems by measuring the thermoelectric current.
Due to the ease of management and control of QI effects
by electronic structure or molecular topologies, the scope of
the QI effect ranges from fundamental studies up to applied
science frontiers in sensors or interferometer applications.62
Continuous studies on the topic of QI have reported the
distinct signatures of QI; in some cases there are almost sym-
metric negative peaks within the transmission range, the so-
called anti-resonance (for instance, see Refs. 2, 27–29, 36,
and 56), or it might be sharp asymmetric peaks - the so-
called Fano resonance (for instance, see Refs. 30, 31, and
36). As a qualitative trend, the T-shaped1,31–33,36,37,65,66 or
cyclic molecules34,35,41,43,54,67 tend to have QI-related fea-
tures in their transmission spectra.
In the last few decades, several types of mechanisms to
realize the QI effect in molecular devices have been pro-
posed.27,28,31,35–39,41–43,53,56,57 Associated with these mecha-
nisms, many methods and techniques to understand and to
predict the origin of the QI have been also studied. For the
further development of single molecular devices employing
QI effects, a systematic study of the relationship between
electronic structure and the quantum interference is needed.
In the rich parametric space of real organic molecules, it is
difficult to highlight and understand the essential features re-
sponsible for the appearance of the QI effect in molecular
junctions. Even a simplified picture, which is formed by on-
site energies, transfer integrals, and the topology of the mole-
cules itself, presents a rather complicated task to work with.
Recently in addition to pure electronic QI, the QI due to the
interaction with phonons47,68,69 has been also reported. The
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aim of this work is to uncover the essential topological
requirements for the appearance of QI effects and to investi-
gate its influence on thermoelectric transport. To eliminate
the crowding and uncertainty in the richer parameter spaces,
we restrict our interest to a purely electronic homogeneous
minimal toy model where all on-site energies are equal.
In this study, we consider four different model configu-
rations for the molecular conductors according to their elec-
tronic connectivities as shown in Fig. 1. From the qualitative
trend in literature that the T-shaped and cyclic molecules
tend to have QI-related features in their transmission spectra,
we considered the T-shaped and cyclic configurations as
shown in Figs. 1(b) and 1(c). Although our main targets are
the T-shaped and cyclic configurations having QI features as
shown in Figs. 1(b) and 1(c), we also considered the normal
Breit-Wigner resonances (Figs. 1(a) and 1(d)) as references
or for comparison.48,49 Then we systematically calculate
electronic transmissions, density of states (DOS), and ther-
moelectric properties using a simple tight-binding model.
The influence of the coupling strengths, phase shift, and ther-
mal disorders on the transport are also examined using the
toy model.
By analyzing a variety of topological orderings, we found
that only the cyclically closed model junction gives an asym-
metric transmission line shape, which leads to enhanced ther-
moelectric characteristics. Focusing on this topology in the
final part of the manuscript, we selected a series of optimal
conditions for higher thermoelectric response and conclude
that QI tuning is important for sensoric and thermoelectric
applications.
II. THEORETICAL FRAMEWORK
We calculated the conductance and the DOS of molecu-
lar junctions using the standard Landauer formula written in
terms of Green’s function formalisms.70,71 Figure 1 shows a
schematic picture of the studied systems connected between
electrodes. The electronic structure of the molecular junc-
tions is represented by a tight-binding Hamiltonian; H¼HL
þVLþHMþVRþHR, where HL/R and HM represent the
left/right electrode and the central molecule, respectively.
VL/R defines the coupling between the left/right electrodes
and the molecule. The electronic propagator for the coupled
system is represented by a retarded Green’s function defined
as GRðEÞ ¼ ½ðE þ igÞI  HM  RL  RR1, where ig and
RL/R are an infinitesimal imaginary value and the self-energy
elements which include the influence of the electrodes,
respectively. The conductance of a junction at low bias and
coherent regime is then obtained via the Fisher-Lee relation:
G ¼ 2e2h Tr½GRCLGACR where CL/R represents the broaden-
ing function given by CL=RðEÞ ¼ i½RL=R  R†L=R. We
used an analytic Newns-Anderson (NA) model for the
electrodes, whose self-energies are given by RL=RðEÞ
¼ VL=RgL=RðEÞV†L=R, where gL/R(E) is the surface Green’s
function defined as gL=RðEÞ ¼ i expðikaÞ=tL=R.27,48,72–74 tL/R
is the nearest-neighboring (NN) transfer integral in the left/
right electrodes. We normalized all energies in t and set all
on-site energies to zero for simplicity. The NN coupling in
the contacts are set to tL/R¼t. Normally, the tight-binding
parameters for organic molecules are given in units of eV,
e.g., t¼ 2.66 eV for carbon-based p-electron systems. Note
that the on-site energies do not always mean the energies of
atomic orbitals, but could mean the eigenenergies of the
fragment molecular orbitals or quantum dots.
Using nonequilibrium thermodynamics,75 the Seebeck
coefficients, S(T) are calculated by
SðTÞ ¼ ð1=eTÞðL1=L0Þ; (1)
where T is an average temperature, the expression LnðTÞ
¼ Ð dEðE  EFÞn½@f ðE; TÞ=@ETelðEÞ are the relevant
Onsager coefficients in terms of the electronic transmission
function Tel(E) given by the Fisher-Lee relation shown
above, and f(E, T) is the Fermi function. EF is the Fermi
energy.
III. RESULTAND DISCUSSION
First of all, we examined how topology affects the trans-
mission functions and the DOS using the four types of junc-
tions in Fig. 1. The transfer integrals are set as follows. In
Fig. 1, the intra-molecular coupling are set to t. In Fig.
1(c), the coupling strengths, ts, for two bonds between the
side group and the conductor is set to ts¼ 0.2t. All of the
coupling strengths between the molecules and contacts are
set to VL/R¼0.2t in this study. We set the Fermi energy to
EF¼ 0.0t. Here the role of the contacts is just to control the
width of the resonances, hence different value of the cou-
pling strength VL/R does not affect the trend of the results
(for the detail, see Fig. 9 in Appendix A).
Figure 2 shows the transmissions and DOS of the four
junctions in Fig. 1. The DOS of the system having two sites
in Figs. 1(a) and 1(b) have the same appearance, while the
system in Fig. 1(b) shows a negative peak (anti-resonance)
at the Fermi energy in the transmission spectra between the
resonant peaks. This anti-resonance is caused by the
FIG. 1. Schematic picture of the four types of junctions considered in this
work: (a) 2-sites, (b) T-shaped, (c) cyclic, and (d) odd-membered molecular
junctions. Left (right) electrodes are shown in red (green). The typical trans-
mission function is shown beneath each model.
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cancelation of terms which describes the propagation of
waves through the systems. The detailed mechanism under-
lying the appearance of the anti-resonance is described in
Ref. 24, 27, 28, 31, 36, 38, and 41.
The switching of the resonance at E¼ 0.0t in Figs. 2(a)
and 2(d) is commonly known as the odd-even effect.48 In
general, a linear chain having odd-numbered sites tends to
have resonance at the mid-gap. Interestingly, despite the
symmetric topological structure of the system, the system
with cyclic topology in Fig. 1(c) shows an asymmetric trans-
mission curve around the Fermi energy (see Fig. 2(c)). This
is known as the Fano resonance.30,76 This is due to the inter-
ference between the localized state from the weakly coupled
side-adsorbate (see the sharp local DOS peak originating
from side-attached adsorbate near the E¼ 0.0t of Fig. 2(c))
and the tunneling state. Note that the cyclic toy model in
Fig. 1(c) can be applied to realistic molecular structures as
discussed in the previous section (see also Appendix B). The
critical difference between the anti-resonance and the Fano
resonance is that in general the anti-resonance does not
require a resonant state at the position of negative peak,
while the Fano-resonance requires a weakly coupled local-
ized state near the position of the Fano peak.
Since the asymmetry or dips in transmission spectra are
expected to show high thermoelectric efficiency,12,36,40,77 we
estimated the Seebeck coefficients of the systems in Fig. 1.
The method to calculate the Seebeck coefficient78–81 is
briefly summarized above. In this work, we do not assume
concrete atomistic structures, thus the vibrational contribu-
tion to thermoelectricity is not considered. Therefore, we do
not estimate the figure of merit. Figure 3 shows the calcu-
lated Seebeck coefficients of the four systems in Fig. 1.
Under the condition of zero on-site energies with the hole-
electron symmetry, only the system with cyclic topology in
Fig. 1(c) show a finite value. This feature can be exploited
for the detection of cyclic topological connectivity.
The cyclic topology in Fig. 1(c) has been often used for
the model of AB-rings in quantum dots in the field of meso-
scopic physics.6,30,82 Due to the dephasing or an external
field such as a magnetic field, the phase of the waves propa-
gating though the different pathways in the cyclic molecule
could be shifted. This could cause QI.15 In order to investi-
gate the phase-shift effect on transport, we calculated trans-
mission spectra and the Seebeck coefficients of the system
Fig. 1(c) with different phase shifts. In Fig. 1(c), one of the
bonds connecting the side adsorbate to the central molecule
is changed to t0 ¼ tseih. Fig. 4 presents the phase-shift de-
pendence of transmission and thermoelectric properties. The
phase shift weakens the Fano peaks up to h¼ p/2, while the
Fano peaks recovers over the range h¼p/2, finally it flips
FIG. 2. Transmission functions and DOS of the four types of molecular
junctions shown in Fig. 1.
FIG. 3. Thermoelectric properties (Seebeck coefficients) of four types of
junctions in Fig. 1: All on-site energies are set to zero. For the transfer inte-
grals, t¼ 1.0 eV is assumed. All systems presented no thermoelectricity
except for the cyclic topology in Fig. 1(c).
FIG. 4. Phase-shift dependence of (a)
transmission profile and (b) the Seebeck
coefficient for the molecular systems
with cyclic topology in Fig. 1(c). In
panel (b), t¼ 1.0 eV is assumed. The
phase of one of the transfer integrals
for side-attached bonds is shifted,
t0 ¼ tseih. Interestingly, the shape of
Fano resonance flips horizontally when
phase is shifted for h¼p. In this case,
the sign of Seebeck coefficient also
changed from negative to positive.
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horizontally at h¼p. The sign of the thermoelectricity also
changes with this transition (Fig. 4(b)). In other words, it is
possible to evaluate the phase-shift from the analysis of the S
v.s. T plot.
It is recognized that side functional groups play an
essential role in QI effect. In T-shaped molecular junctions,
by modulating the dihedral angle of side-attached group it is
possible to change the position of the Fano resonance.31,36
When the rotational angle of the side group is large the elec-
tronic coupling between the main molecule and functional
group can be reduced. In order to investigate the influence of
the coupling of the side group to the transmission profile and
also to the thermoelectric property, we calculated transmis-
sion spectra and Seebeck coefficients with different strengths
of the side coupling. Fig. 5 shows the coupling strength de-
pendence of (a) the transmission and (b) the thermoelectric
properties of the junction in Fig. 1(c). When the coupling
strength of the adsorbate in Fig. 1(c) is enhanced, the posi-
tion of the Fano resonance shifts to higher energy. Then, the
minimum of the S vs. T plot also shifts to higher temperature.
Thus, it is possible to estimate the coupling strength of
adsorbates from the minimum position of the S vs. T plot
(see also Fig. 7). In the strong coupling limit, ts¼ t, the Fano
resonance is buried down to the normal resonance at E¼ t.
Therefore, the side-attached molecules having cyclic topol-
ogy with strong bindings such as cyclic propane and epoxide
cannot be expected to show a Fano resonance.
Next, we examined how the thermoelectric properties of
the QI-employed transport characteristics (Figs. 1(b) and
1(c)) depend on the electronic parameters and their topolo-
gies. We calculated the Seebeck coefficient as a function of
the position of Fermi energy and temperature for the Fano
resonances in Fig. 1(c) and anti-resonances in Fig. 1(b).
Figures 6 and 7 shows the surface plot of Seebeck coefficient
as a function of temperature, the position of the Fermi
energy, and the coupling strength between a side atom and a
main chain. This result suggests that by measuring thermo-
electricity it is possible to infer the type of quantum interfer-
ence and the topological connectivity of the molecular
systems.
The transport properties in molecular systems are often
affected by the disorder due to the impurity or the fluctuation
of molecular structures,83,84 thus the effect of disorder on
transport properties and also on the thermoelectric properties
need to be assessed for the thermoelectric applications of the
QI-employed molecular devices. To take this effect into
account, we introduced a random shift to each of the on-site
energies in the molecular region and calculated the transmis-
sion spectra and their thermoelectric properties. The transfer
integrals are set to constant. The random shift of on-site
energies is set to [W, W], where W¼ kBT. We took 1000
samples for each toy model and analyzed the Seebeck
coefficients.
Figure 8 presents the histograms of the calculated
Seebeck coefficients for two different topologies, anti-
resonance in Fig. 1(b) and Fano resonance in Fig. 1(c), with
different temperatures. The histogram for the anti-resonance
in Fig. 8(a) shows symmetric distributions and the
FIG. 5. Coupling strength dependence of (a) transmission profile and (b)
Seebeck coefficient for the cyclic systems in Fig. 1(c). In panel (b),
t¼ 1.0 eV is assumed.
FIG. 6. Surface plot of Seebeck coefficient as a function of temperature and
the position of Fermi energy for Fano resonance and anti-resonance.
t¼ 1.0 eV is assumed for transfer integrals. The thermoelectricity in Fano
resonance is higher than that of anti-resonance.
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distributions are insensitive to the temperature. In addition,
the average center of the Seebeck coefficients in each tem-
perature is close to zero, fitting well to the static analysis
(see red curve in Fig. 3). On the other hand, the histogram
for the Fano resonance in Fig. 8(b) shows the high and non-
zero values in each temperature and in time-average. The
profile of the static analysis (see green curve in Fig. 3(a)) is
preserved even in the presence of the disorder of on-site
energies. Therefore, the cyclic topology in Fig. 1(c) yielding
Fano resonance may be promising for thermoelectric appli-
cations. Although the averaged value of the Seebeck coeffi-
cients of the anti-resonance in Fig. 8(b) is lower than that of
the cyclic topology, it has a merit for getting stable thermo-
electric current since the Seebeck coefficient is weakly
related to the temperature.
IV. CONCLUSION
In summary, we have modeled four types of molecular
junctions using a toy model and calculated the transmission
function and DOS in order to investigate the relationship
between the line shape of the transmission spectra and topol-
ogy of the molecules. The QI features in the transmission
spectra such as Fano and anti-resonance could be realized
using the simple toy models having only two or three sites
where all on-site energies are identical. We have also calcu-
lated the thermoelectric properties of the model systems sys-
tematically. Even under the fluctuation of the on-site
energies the finite thermoelectric properties are preserved for
the Fano resonance, thus cyclic configuration is promising
for thermoelectric applications. This toy model analysis will
help for understanding the essential physics of the interfer-
ence phenomena present in t-shaped or cyclic molecular
wires.
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APPENDIX A: INFLUENCE OF THE COUPLING
STRENGTHS VL/R TO THE TRANSMISSION SPECTRA
AND THERMOELECTRIC PROPERTIES
Here, we show how the coupling strengths VL/R affect
the transmission spectra and thermoelectric properties in
Fig. 1. Figure 9 presents the transmission spectra and DOS
with stronger and weaker coupling strengths. We can see
that the resonance are broadened (sharpened) in the stronger
(weaker) coupling with contacts and that the shapes of the
spectra are remained independent to the coupling strengths
VL/R. Figure 10 shows the Seebeck coefficients of the sys-
tems in Fig. 1 with stronger and weaker coupling strengths,
VL/R. The peak value of the Seebeck coefficients in the cyclic
FIG. 7. Surface plot of Seebeck coefficient of Fano resonance in Fig. 1(c) as
a function of temperature and the coupling strength between a side atom and
a main chain.
FIG. 8. Histogram of the Seebeck coefficients for (a) Fano resonance and
(b) anti-resonance under thermal fluctuation of on-site energies. t¼ 1.0 eV is
assumed for transfer integrals in the toy models.
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configuration is enhanced in the case of the weaker coupling
strengths of VL/R (see green plots in Fig. 10(a)), while the
peak value in the case of the weaker coupling in Fig. 10(a) is
suppressed. This suppression is due to the broadening of the
Fano resonance in the cyclic configuration as shown in Fig.
9(g). Even with stronger or weaker coupling strengths of VL/R,
the trend that only the system with cyclic topology shows a
finite value of the Seebeck coefficients does not change.
APPENDIX B: DEMONSTRATION OF CYCLIC
CONFIGURATIONS EXHIBITING FANO RESONANCE
IN TRANSMISSION SPECTRA IN ORGANIC
MOLECULAR SYSTEMS
Here, we demonstrate the cyclic configurations having
Fano resonance in their transmissions spectra using realistic
molecular systems within H€uckel basis. As target systems,
we consider two types of p-electron systems in Figs. 11(a)
and 11(b) where two ethylene or 1,3-butadiene units are co-
valently connected but another unit is stacked from top with
weak inter-molecular interaction ts. Transfer integrals for
double bonds and single bonds are, respectively, set as
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FIG. 10. Thermoelectric properties
(Seebeck coefficients) of four types of
junctions in Fig. 1 with (a) weaker
coupling strengths (VL/R¼0.1t) and
with (b) stronger coupling strengths
(VL/R¼0.3t): All on-site energies are
set to zero. For the transfer integrals,
t¼ 1.0 eV is assumed. All systems pre-
sented no thermoelectricity except for
the cyclic topology in Fig. 1(c). The
Seebeck coefficient for the stronger
couplings in panel (b) is weakened due
to the broadening of the resonances.
FIG. 9. Transmission functions and DOS of the four types of molecular
junctions shown in Fig. 1 with (a)–(d) weaker coupling strengths (VL/R
¼0.1t) and with (e)–(h) stronger coupling strengths (VL/R¼0.3t).
FIG. 11. Demonstration of cyclic configuration having Fano resonance in
transmission spectra in molecular systems: (a) and (b) two types of p-elec-
tron systems within H€uckel model. (c) and (d) Transmission functions of the
molecular systems in panel (a) and (b) with different coupling strengths of
ts. We can see that the Fano resonance are created at the energies of eigenen-
egies of the isolated unit and that the Fano resonance gets sharper in the
weaker coupling strength of ts.
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t2¼ 1.141t and t1¼ 0.859t, such that the ratio between
them is the same as in the literature (t2/t1¼ 3.65 eV/
2.75 eV¼ 1.33).85,86 If we focus on an eigenenergy of the
fragment molecular orbital of an ethylene unit, the molecular
system in Fig. 11(a) can be regarded as the cyclic configura-
tion in Fig. 1(c). The molecular system in Fig. 11(b) can be
also seen as cyclic configuration likewise if the 1,3-buda-
diene is considered as a unit of the system. We set the cou-
pling strengths at the left/right contacts as VL/R¼0.2t. The
left and right contacts are described with Newns-Anderson
model and the parameters for the contacts are the same as
Fig. 2. Figures 11(c) and 11(d) present the transmission spec-
tra for the molecular systems in Figs. 11(a) and 11(b),
respectively. As expected from the toy model analysis in
Fig. 2(c), we can see that the molecular system in Fig. 11(a)
(Fig. 11(b)) shows Fano resonance in its transmission spectra
at the eigenenergies of an ethylene (1,3-butadiene) unit
shown as black bars in Fig. 11(c). As discussed previously in
Fig. 9, the role of the coupling constants VL/R is just to
change the width of the resonance, thus this does not affect
the shape of the transmission spectra.
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