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Resumen:  
En este paper, se presenta una evaluación de rendimiento de Turbo 
Código con diferentes esquemas de intercalación bits para comunicaciones 
satelitales móviles usando modulación multinivel de amplitud y cuadratura M-
QAM (multilevel quadrature amplitude modualtion). Las señales M-QAM 
tienen una alta eficiencia espectral. Sin embargo, son sensibles a las 
fluctuaciones de amplitud y fase del canal satelital móvil y también son 
vulnerable al ruido gaussiano blanco aditivo. El rendimiento del Turbo Código 
ha sido evaluado por simulación computacional en términos de la razón de 
error de bits versus la razón señal a ruido, el cual indica que un Turbo Código 
con un esquema de intercalación bits S -simétrico modulo- K  ( 13=S , 
2=K ) y un esquema de modulación 16-QAM, ofrece una razón de error de 
bits de 4102 -´  para una razón señal a ruido igual 5.7 dB. 
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1 Introducción 
Los Turbo Código o códigos concatenados en paralelo fueron propuestos en el año 1993 en la 
Conferencia Internacio nal de Comunicaciones celebrada en Génova, por los investigadores Berrou, 
Glavieux y Thitimajshima [1]. Berrou et al., en esta oportunidad presenta un rendimiento de la razón de 
error de bits (BER) igual a 510 -  con una razón señal a ruido igual a 7.0  dB para un canal gaussiano y 
señales BPSK. Después de su inversión los TC han sido investigado extensamente para ser utilizados en 
varios estándares de comunicaciones satelitales y terrestres. La creación de los turbo códigos está formada 
por dos proceso, el primero denominado Turbo Codificador (TC) y el segundo conocido como Turbo 
Decodificación (TD). El proceso TC se realiza usando Códigos Convolucionales Recursivos Sistemáticos 
(CRS) concatenados en paralelo por medio de intercaladores de bits. El proceso de intercalación de bits 
juega un rol muy importante en el rendimiento de un TC. Esta característica ha sido motivo para que 
algunos investigadores durante la última década hayan investigado varios tipos de intercaladores de bits 
para mejorar el comportamiento asintótico que ofrecen los turbo códigos. Entre estos investigadores se 
destacan los trabajos de Divsalar [2], Ho M., Pietrobon S. y Giles T. [3]. El primero de ellos, propuso un 
tipo de intercalador de bits denominado S-Random, donde el parámetro S se selecciona como 
2/LS £ , donde L  representa el tamaño del intercalador de bits. Además, cuando el parámetro L  
crece, el rendimiento del TC mejora significativamente, pero la complejidad del Turbo Decodificador 
también crece [4]. Para mantener un buen equilibrio entre complejidad y la razón de error de bits, un 
tamaño recomendable es seleccionar 1024£L . Por otro lado, en la referencia [3], se proponen 
intercaladores de bits simétrico y han sido evaluados y comparados con el intercalador de bits S-Random. 
Los resultados obtenidos en [3] permiten concluir que el intercalador simétrico ofrece una mayor ganancia 
de código. Sin embargo, los trabajos reportados en las referencias [2][3] han sido evaluado sólo en 
canales Gaussian usando un esquema de modulación BPSK (Binary Phase Shift Keying), lo cual implica 
que aún se requiere más investigación para extender los beneficios que ofrecen los turbos códigos. 
El proceso Turbo Decodificador se compone de tantos decodificadores constituyentes como 
códigos CRS tenga el TC y cada uno de ellos calcula una distribución de probabilidad a posteriori (DPAP) 
a partir de los símbolos demodulados. El algoritmo central de cada bloque se basa en el algoritmo BCJR 
propuesto en la referencia [5]. Sin embargo, la desventaja de este algoritmo es su alta complejidad 
computacional. Para evitar esta desventaja en las referencias [4][6][7] ha sido propuesto un algoritmo 
BCJR modificado, el cual ha sido ampliamente usado durante los últimos años para el proceso de turbo 
decodificación.  
Por lo tanto, el propósito de este artículo es extender los trabajos presentados en las referencias 
[2][3] y evaluar el rendimiento de cinco esquemas de intercalación de bits para canales satelitales móviles 
usando modulación 4-QAM (QPSK) y 16-QAM. 
El resto del paper está organizado en secciones. En la sección 2 se una descripción detallada de los 
componentes del sistema de un sistema de comunicación satelital móvil. La sección 3, presenta la 
evaluación de rendimiento obtenida través de simulación computacional usando diferentes tipos de 
intercaladores de bits y modulación 4-QAM (QPSK) y 16-QMA; respectivamente. Por último, las 
principales conclusiones son presentadas en la sección 4. 
 
2 Sistema de Comunicación Digital 
En la Figura 1, se presenta el diagrama de bloque de un sistema de transmisión para señales banda 
base M-QAM (M=4 y M=16). La entrada al sistema es una secuencia de bits de información 
N
kkd 1}1,0{ =Î . Los kd  son codificados usando un TC. El TC utilizado en este artículo está formado por 
dos códigos CRS unidos en forma paralela y separados por un intercalador de bits. Durante el proceso de 
turbo codificación la secuencia de bits de información kd  se codifica usando el primer codificador, el cual 
genera una secuencia de salida formada por bits sistemáticos skk xd =  y bits de paridad 
p
kx ,1 . 
Posteriormente los bis kd  son intercalado usando un esquema de intercalación de bits y la salida del 
intercalar kk dd
~
)( =p  se utiliza como entrada en el segundo codificador CRS, nuevamente este 
codificador genera una salida formada por bits sistemáticos y bits de paridad pkx ,2 . Para lograr un esquema 
de codificación con razón igual a un medio se usa un dispositivo denominado selector (no mostrado en la 
Figura 1), el cual selecciona los bits de paridad impar del primer codificador y los bits de paridad par del 
segundo codificador { },...,,,,, 6,15,14,13,12,21,1 pppppppk xxxxxxx = . Luego, la secuencia de salida { }pksk xx , del turbo 
codificador se transforma en un símbolo complejo M-QAM usando el esquema de Gray. Estos símbolos 
son filtrado usando un filtro raíz cuadrada raised cosine, el cual se implementa usando 47 coeficientes, un 
factor roll-off igual a 0.3 y 4 muestras por símbolo. El lector puede encontrar una descripción más 
detallada sobre el filtro transmisor en la referencia [8]. Posteriormente, la señal banda base )(tz  se 
propaga sobre un canal satelital móvil, la cual se deteriora por la presencia de ruido Gaussian blanco 
aditivo (RGBA). El canal satelital se considera como un canal Rician flat fading ),( tc t . Este modelo se 
justifica por la existencia de una ruta directa entre el usuario y el satélite en la mayoría de los casos. La 
respuesta de impulso de tiempo variable del canal ),( tc t  se modela como un proceso Gaussian complejo 
con un valor medio distinto de cero y el envolvente del ),( tc t  en un instante de tiempo t  posee una 
distribución de Rice. Desde el modelo de Jake [9], la función de autocorrelación de ),( tc t  es dada como: 
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donde (.)0J  es la función de Bessel de orden cero de primer tipo y Df  representa la frecuencia Doppler 
máxima entre el transmisor y el receptor, la cual está relacionada con la velocidad del vehículo v  y la 
frecuencia carrier cf . La cantidad tDn ff =  es comúnmente conocida como frecuencia Doppler 
normalizada y el parámetro RK  es interpretado generalmente como la razón de potencia entre la 
componente directa y la componente difusa. 
En un instante de tiempo t  la señal recibida se representa como: 
 )()()()( tntztctr +=  (2) 
donde )(tc  representa la ganancia del canal y )(tn  corresponde al ruido gaussiano blanco aditivo (RGBA) 
complejo con densidad espectral igual a 2/oN . 
La señal recibida )(tr  es pasada a través del filtro receptor y luego es muestreada. La secuencia de 
salida muestreada kp  se constituye en la entrada del proceso denominado Demapping. El Demapping 
divide los símbolos complejos kp  en dos secuencias { }sky  y { }pky  y luego estas secuencias son 
demoduladas independientemente contra sus respectivas cotas de decisiones. En el proceso de turbo 
decodificación existe un dispositivo llamado de-selector (no mostrado en la Figura 1), el cual realiza el 
proceso inverso del selector. Este dispositivo convierte los bits de paridad recibido pky  en una secuencia 
paralela { }p kpk yy ,2,1 ,  y agrega un valor cero en los bis de paridad no transmitidos. La secuencia de bits 
paralelo recibida { }pkpksk yyy ,2,1 ,,  se decodifica usando el proceso turbo decodificador, el cual utiliza un 
algoritmo sub-óptimo conocido como Maximum a Posteriori (MAP). La derivación de este algoritmo ha 
sido bien documentada en la referencia [4][6][7]. 
 
 
  
 
 
 
 
 
Figura 1 Sistema de transmisión banda base. 
3 Discusión de Resultados 
En esta sección, el rendimiento del esquema propuesto fue evaluado a través de simulación 
computacional usando una secuencia de bits de información de largo 50000=N . El tipo de modulación 
seleccionada fue QPSK y 16-QAM, el tamaño del intercalador ha sido igual a 640. La decisión o 
estimación de los bits fue tomada en la salida del proceso turbo decodificación, donde los bits 
decodificados { }kdˆ  fueron comparados con los bits transmitidos { }kd  para calcular la razón de error de 
bits (BER) versus la razón señal a ruido (SNR). Cabe hacer nota que estos parámetros han sido 
mantenidos constantes en cada una de las simulaciones presentadas en este artículo.  
El canal satelital fue modelado como un proceso Gaussian complejo con un valor medio distinto de 
cero y es representado por: 
 )()()( nvnunc +=  (3) 
donde )(nu  representa la componente difusa y )(nv representa la componente directa. 
Para generar la secuencia difusa )(nu  ha sido utilizado el esquema propuesto por David Young en 
la referencia [10], el cual permite generar variables aleatorias correlacionadas usando la transformada de 
Fourier discreta inversa. La componente difusa es dada por la siguiente expresión: 
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donde cada elemento de la sucesión { })(kA  y { })(kB ; 1,...,1,0 -= Nk , tiene una distribución normal con 
media igual a cero y varianza 2s . La secuencia { })(kF  representa los coeficientes de un filtro de repuesta 
de impulso finito dado por la ecuación (6). 
La componente directa )(nv  se define por: 
 ( )[ ])(Revar2)( nuKnv R=  (5) 
donde las funciones var(.)  y Re(.)representas la varianza y la parte real de un número complejo; 
respectivamente. 
Las fluctuaciones del proceso Rician fading )(nc  se presentan en la Figura 2, considerando una 
velocidad de 50=v Km/hr, frecuencia carrier 5.2=cf Ghz, 8=RK dB y 0115.0=nf . Desde esta figura 
se puede observar las severas fluctuaciones del envolvente del proceso Rician fading. Estas fluctuaciones 
generan ráfagas de errores, produciendo un empeoramiento significativo sobre la razón de error de bits 
versus la razón señal a ruido. 
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donde ë ûnn Nfk =  y ëû.  representa la función parte entera. 
La primera evaluación realizada considera un algoritmo de intercalación de bits S-Simétrico Modulo -
K y un esquema de modulación QPSK. El tamaño del parámetro S se selecciona tomando el criterio 
propuesto por Divsalar [2] y fue considerado como S=13 y el valor del parámetro K fue seleccionado 
tomando el Criterio de la referencia [3]. Un valor razonable para el valor K es igual a dos. Los parámetros 
del canal han sido seleccionados como: velocidad del móvil igual a 50 Km/hr., frecuencia portadora  igual 
a 2.5Ghz, frecuencia de muestreo del proceso Rician fading igual a 10 KHz y el factor Rician fading igual a 
8dB. 
En la Figura 3, se presenta el rendimiento del BER versus SNR. Desde esta figura se observa que 
cuando aumenta el número de iteraciones también mejora el rendimiento del sistema, sobre todo durante 
las tres primeras iteraciones el BER disminuye considerablemente. Sin embargo, entre la iteración cuatro y 
cinco, el rendimiento del BER es muy similar. Además se observa que cuando el número de iteraciones es 
cuatro o cinco y la SNR está en el intervalo ]5.5,5.4( , el proceso de decodificación es capaz de corregir 
todos los errores de bits. 
Por lo tanto, se puede concluir que para el caso de señales QPSK sólo bastarían tres iteraciones 
durante el procedo de TD para obtener un BER igual a 5104 -´  y una SNR igual a 5.5 dB. 
En la Figura 4 se presentan las curvas del BER versus SNR realizando sólo tres iteraciones del 
proceso TD y diferentes tipos de intercaladores de bits 
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Figura 2. Proceso Rician Fading 
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Figura 3. BER vs SNR para QPSK, 13-Simétrico Mod-2, Rician fading y RBGA 
.
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Figura 4. BER vs SNR, para QPSK, Rician Fading y RBGA. 
Desde la Figura 4 se puede apreciar que se obtiene un rendimiento muy similar del BER cuando se 
usan los algoritmos de intercalación de tipo Random, S-Random, S-Mod-2. Estos algoritmos no poseen la 
propiedad de simetría. Sin embargo, cuando el algoritmo de intercalación de bits combina las propiedades 
de simetría y modulo, el rendimiento del BER mejora significativamente, esto ocurre porque este tipo de 
intercaladores ofrece una mejor protección de los bits de paridad transmitidos. 
Por lo tanto, el mejor rendimiento del BER versus SNR se obtiene con el algoritmo de intercalación 
de bits denominado S-Simétrico Mod-K, con S=13 y K=2. 
En las Figuras 5 y 6, se presentan las curvas de rendimientos de los intercaladores de bits con 
esquemas de modulación 16-QAM y Rician Fading. 
El tipo de intercalador bits usado en la Figura 5 es S-Simetric o Mod-K (S=13 y K=2). Se observa 
desde esta figura que el mejor rendimiento se logra cuando la SNR es igual a 7.5 dB y el número de 
iteraciones del TD es igual a cinco. 
El rendimiento de los distintos tipos de intercaladotes de bits se presenta en la Figura 6. 
Nuevamente, el mejor resultado logrado ocurre cuando se utiliza un intercalador S-Simétrico Mod-.K 
(S=13 y K=2) con cinco iteraciones durante el proceso de TD. Además, se puede apreciar de modo más 
significativo la diferencia de rendimiento entre los distintos tipos de intercaladores, sobre todo cuando la 
SNR se aproxima a un valor de 8 dB 
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Figura 5. BER vs SNR para 16-QAM, 13-Simétrico Mod-2, Rician Fading y RGBA. 
3 4 5 6 7 8
10
-4
10
-3
10
-2
10
-1
SNR
B
E
R
Random
S-Random
S-Mod-2
S-Simetrico
S-Simetrico Mod-2
 
Figura 6. BER vs SNR para 16-QAM, Rician Fading y RBGA. 
 
 
 
 
4 Conclusiones 
En este paper, ha sido presentada una evaluación de rendimiento del esquema de codificación turbo 
con diferentes intercaladores de bits para un canal Rician fading y un canal de ruido gausssiano blanco 
aditivo usando técnicas de modulación 4-QAM y 16-QAM. 
Los resultados obtenidos a través de simulación computacional permiten concluir que el mejor 
rendimiento logrado se obtiene cuando el sistema de transmisión fue implementado con un intercalador de 
bits S-Simétrico Mod-K y una técnica de modulación QPSK o 16-QAM. Para el caso de señales QPSK 
y 16-QAM con intercalación 13-Simétrico Mod-2 se obtuvo un rendimiento del BER igual a 
5104 -´ cuando la SNR es igual a 5.5 dB y un BER igual a 4102 -´ cuando la SNR es igual a 5.7 dB; 
respectivamente. 
Desde la Figura 1, se puede observar que no fue considerando el proceso de amplificación de la 
señal M-QAM durante el enlace satelital. Los enlaces satelitales utilizan un amplificador de tubo 
denominado TWT, el cual introduce distorsión no lineal sobre la señal amplificada. Por lo tanto, la 
exclusión del TWT ha sido una desventaja del sistema propuesto. Sin embargo, los autores están 
desarrollando nuevos algoritmos de linealización combinados con turbo código para compensar los efectos 
de distorsión no lineal y los efectos del canal Rician fading, los cuales serán presentados en una próxima 
oportunidad. 
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