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Abstract. We prove that the Diophantine problem for spherical quadratic equations in
free metabelian groups is solvable and, moreover, NP-complete.
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1. Introduction
Let G be a group, X a set of variables, and FX the free group on X . An equation in G
is a formal equality W = 1 where W ∈ G ∗ FX . A solution of an equation W = 1 is a
homomorphism α : G ∗ FX → G such that α(W ) = 1 and α(g) = g for all g ∈ G. The
Diophantine problem for a class C of equations is to decide if a given equation W = 1 in C
has a solution or not.
A word W ∈ G ∗ FX and an equation W = 1 in G are quadratic if every variable x ∈ X
occurring inW occurs exactly twice (as x or x−1). Let Cm be the class of quadratic equations
of the form
z1c1z
−1
1 . . . zmcmz
−1
m = 1, c1, . . . , cm ∈ G
and
C =
∞⋃
m=1
Cm
We call equations in C spherical quadratic equations. This reflects the fact that the surface
corresponding to the quadratic word W is a sphere with m disks removed and thus W has
genus 0 (see for example [3]). Note that given a group G, the Diophantine problem for
the classes of equations C1 and C2 are the word problem and the conjugacy problem in G,
respectively. Solvability of these problems in free metabelian groups was proven in [4] and [5].
Nearly linear time algorithm (in the length of w) for the word problem was found in [6] and
polynomial time algorithm for the conjugacy problem was described in [7].
In this note, we consider spherical quadratic equations in the free metabelian group Mn
of rank n. We prove that:
• for a fixed m, there exists a polynomial time algorithm solving the Diophantine
problem for equations in Cm.
• the Diophantine problem for C in NP-complete.
The first author has been partially supported by the Russian Foundation for Basic Research.
The second author has been partially supported by NSF grant DMS–0914773.
1
Preliminaries: the free metabelian group. The free metabelian group Mn of rank n
is the quotient Fn/F
(2)
n of the free group Fn of rank n over its second derived subgroup
F
(2)
n = [F ′n, F
′
n] (where F
′
n denotes the commutator subgroup [Fn, Fn]). We fix a generating
set
{a1, a2, . . . , an}
for Mn and by x 7→ x¯ we denote the natural epimorphism of Mn to the free abelian group
An = Fn/F
′
n. In particular, {a¯1, a¯2, . . . , a¯n} is a basis for An.
By Γn we denote the Cayley graph of An with respect to the generating set {a¯1, . . . , a¯n}.
We view vertices of Γn as elements of An. The graph Γn may be naturally viewed as the 1-
skeleton U
(1)
n of the n-dimensional cubic complex Un obtained by partitioning the euclidean
space Rn into the union of unit n-cubes. By C1(Γn) we denote the free abelian group of
1-chains of Γn over Z (or flows over Z with finite support in the terminology of [6]), that is,
the group of all formal linear combinations k1e1 + · · ·+ krer where ki ∈ Z and ei are edges
of Γn.
All r-chains, r-cycles and homology groups are taken with integer coefficients and we use
for them standard notations Cr(X), Zr(X) and Hr(X).
A word w ∈ Fn determines a unique edge path pw in Γn labeled by w which starts at 1
(the vertex corresponding to the identity of An). It defines a 1-chain σ(w) which is the
algebraic sum of all edges traversed by pw. It is not hard to see that the mapping w 7→ σ(w)
induces a well-defined injective map Mn → C1(Γn); that is, two words u and w define the
same element of Mn if and only σ(u) = σ(w) (see [2, 8, 6]). For g ∈ Mn, we use the same
notation σ(g) for the image of g under the induced map. It is an easy exercise to check that
for any g, h ∈Mn,
(1) σ(gh) = σ(g) + g¯σ(h)
where g¯σ(h) is obtained by shifting σ(h) by g¯ (via the action of An on Γn).
For the boundary ∂1σ(g) we obviously have
∂1σ(g) = g¯ − 1.
This implies that g ∈ M ′n if and only if σ(g) is a 1-cycle. Since σ(gh) = σ(g) + σ(h) if
g ∈ M ′n, we get an isomorphism between M
′
n and the group Z1(Γn) of 1-cycles of Γn (the
last group coincides also with H1(Γn)).
2. Spherical quadratic equations
Let W ∈Mn ∗ FX be a word of the form
(2) W = z1c1z
−1
1 · z2c2z
−1
2 · . . . · zmcmz
−1
m , ci ∈Mn.
Denote by Q the set of the involved constants ci,
Q = {c1, c2, . . . , cm},
and let
LQ = 〈c¯1, . . . , c¯m〉
be the subgroup of An generated by the images of ci.
Let ∆Q = Γn/LQ be the quotient graph over the action of LQ.
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The action of the group An on Γn induces its action on Un and we have (Un/LQ)
(1) = ∆Q.
Since Un is contractible, we have the exact chain complex:
0→ Cn(Un)
∂n−→ Cn−1(Un)
∂n−1
−→ · · · → C1(Un)
∂1−→ C0(Un)→ 0.
For g ∈ Mn, let τQ(g) denote the natural image of σ(g) in C1(∆Q). Denote also by γQ the
natural projection Un → Un/LQ, so γQ(σ(g)) = τQ(g) for any g ∈Mn.
Lemma 2.1. If τQ(g) = 0 then g ∈M
′
n.
Proof. Let g be any element of Mn such that τQ(g) = 0. We have τQ(g) = γQ(σ(g)) where
by definition, σ(g) is the 1-chain in Γn defined by a path pgˆ starting at 1 and labeled by a
word gˆ ∈ Fn representing g. Since ∂1 commutes with γQ we have 0 = ∂1τQ(g) = γQ(g¯)− 1,
that is, g¯ ∈ LQ. This implies that γQ(pgˆ) is a loop in ∆Q and hence 0 = τQ(g) is the
image of γQ(pgˆ) under the epimorphism pi1(Un/LQ) → H1(Un/LQ). Now observe that Un
is the universal cover of Un/LQ, hence pi1(Un/LQ) ≃ LQ is abelian and the epimorphism
pi1(Un/LQ) → H1(Un/LQ) is in fact an isomorphism. Then γQ(pgˆ) represents the trivial
element of the fundamental group pi1(Un/LQ) and its lift gˆ is a loop and hence σ(g) is a
cycle. 
For a word W of the form (2) consider the following two series of elements in Mn:
(a) [[ai, aj ]
h, ck] for all h ∈Mn, 1 ≤ i, j ≤ n and 1 ≤ k ≤ m;
(b) [ci, cj] for all 1 ≤ i, j ≤ m.
Let HQ be the subgroup generated by elements (a) and (b). Note that HQ is an abelian. It
is easy to check that for any values α, β, γ = ±1 an element [[aαi , a
β
j ]
u, ck]
γ is also an element
of the form (a). For instance, [[ai, aj]
u, ck]
−1 = [[aj , ai]
u, ck].
Proposition 2.2. τQ(g) = 0 if and only if g ∈ HQ.
Proof. it is easy to check that τQ(g) = 0 for every generator g of HQ. Hence, sufficiency
holds.
Now, assume that τQ(g) = 0. It follows from Lemma 2.1 that g ∈ M
′
n. Hence g can be
identified with the corresponding 1-cycle σ(g) ∈ Z1(Un). Obviously, the set {σ(g) | τQ(g) =
0} forms a subgroup of Z1(Un) which is the kernel of the homomorphism γ∗ : Z1(Un) →
Z1(Un/LQ) induced by the projection γ : Un → Un/LQ. Our goal is to compute ker(γ∗). To
do this, we first compute the kernel of C2(Un)
∂2−→ Z1(Un)
γ∗
−→ Z1(Un/LQ) and then take its
image in Z1(Un). Since we have a commutative diagram
C2(Un)
∂2
//
γ∗

Z1(Un)
γ∗

C2(Un/LQ)
∂2
// Z1(Un/LQ)
the kernel of C2(Un)
∂2γ∗
−→ Z1(Un/LQ) is generated by ker(C2(Un)→ C2(Un/LQ)) and a set of
preimages of generators for ker(C2(Un/LQ)
∂2−→ Z1(Un/LQ)).
Clearly, ker(C2(Un)→ C2(Un/LQ)) is generated by all 2-chains of the form
s− c¯ks, s ∈ U
(2)
n .
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For the kernel of C2(Un/LQ)
∂2−→ Z1(Un/LQ), we have two types of generators. First, there
are generators for the image of ∂3 : C3(Un/LQ) → C2(Un/LQ)). These are boundaries ∂3E
of all 3-cubes E ∈ (Un/LQ)
(3). These generators vanish when mapped to Z1(Un). Second,
there are the generators for H2(Un/LQ) which can be easily computed as follows.
As a topological space, Un/LQ is homeomorphic to the direct product of a finite number
of copies of the real line R and circles S1. Clearly, H2(Un/LQ) is generated by all embedded
tori S1 × S1 for all distinct factors S1. Each factor S1 represents a 1-cycle γ(ρ) where ρ is
a linear combination of 1-cycles τQ(ci). This implies that H2(Un/LQ) is generated by the
images under γ of all 2-cycles in Un with boundaries σ([ci, cj]).
Summarizing, we get the following set of generators for ker(Z1(Un)
γ
→ Z1(Un/LQ)): bound-
aries of all 2-cycles s− c¯ks, s ∈ U
(2)
n and all 1-cycles of the form σ([ci, cj ]). The boundaries
of 2-cubes s ∈ U
(2)
n are of the form σ([ai, aj]
h), h ∈Mn and we have
∂2(s− c¯ks) = σ([ai, aj]
h)− σ(ck[ai, aj]
hc−1k ) = σ([[ai, aj ]
h, ck]).
This gives elements (a). The 1-cycles σ([ci, cj]) give elements (b). Thus, necessity holds. 
Lemma 2.3. Let H ′Q be the subgroup of Mn generated by all elements (a). Then [[ci, cj], h] ∈
H ′Q for any 1 ≤ i, j ≤ m and h ∈Mn.
Proof. Observe that the following identities hold in Mn:
[uv, x] = [u, x][v, x],(3)
[[x, y], z] = [[x, z], y] · [[z, y], x],(4)
for any u, v ∈ M ′n and x, y, z ∈ Mn. Since M
′
n is abelian, we have [u, h] = [u, h
g] for any
u ∈ M ′n and g, h ∈ Mn. This obviously implies that H
′
Q is a normal subgroup of Mn.
Furthermore, by (3) we see that H ′Q contains all elements [u, ci] where u ∈ M
′
n. Finally, it
follows from (4) that [[ci, cj ], h] = [[ci, h], cj] · [[h, cj], ci]. 
Note that τQ(uiciu
−1
i ) is a 1-cycle in ∆Q obtained by the shift of τQ(ci) by the element u¯i
(under the action of An). The next proposition states that deciding if a given spherical
equation has a solution is equivalent to finding shifts of the 1-cycles τQ(ci) in ∆Q with trivial
algebraic sum.
Proposition 2.4. The equation W = 1 has a solution if and only if there exist elements
u1, u2, . . . , um ∈Mn satisfying
(5)
m∑
i=1
τQ(uiciu
−1
i ) = 0.
Proof. For g˜ = (g1, . . . , gm) ∈ (Mn)
m define:
W (g˜) = g1c1g
−1
1 g2c2g
−1
2 . . . gmcmg
−1
m .
Let u˜ be a solution of the equation W = 1, i.e. we have W (u˜) = 1. By (1),
(6) 0 = σ(W (u˜)) = σ(u1c1u
−1
1 ) + h¯1σ(u2c2u
−1
2 ) + · · ·+ h¯m−1σ(umcmu
−1
m )
where hi = u1c1u
−1
1 . . . uiciu
−1
i . By the definition of ∆Q, shifting of a chain t ∈ C1(∆Q) by
h ∈ LQ does not change t. Hence
h¯i−1τQ(uiciu
−1
i ) = τQ(uiciu
−1
i )
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and applying γ∗ to the both sides of (6) we get (5). This proves the “⇒” part.
Now assume that u1, u2, . . . , um ∈Mn satisfy (5). Define a set:
S = SW = {W (g˜) | g˜ ∈ (Mn)
m}.
Clearly, W = 1 has a solution if and only if 1 ∈ S. We claim that
SHQ ⊆ S,
i.e. S is a union of HQ-cosets. It is sufficient to prove that Sh ⊆ S for any element h of the
form (a) or (b).
For any g˜ = (g1, g2, . . . , gm) and h ∈Mn we have
W (g1, . . . , gk−1, gk[aj , ai]
hd, gk+1, . . . , gm) = W (g˜) · [[ai, aj]
h, ck]
where d = (gk+1ck+1g
−1
k+1 . . . gmcmg
−1
m )
−1. This proves SH ′Q ⊆ S. Similarly,
W (g1, . . . , gj−1, cigj , gj+1, . . . , gm) = W (g˜) · [ci, cj] · [[ci, cj], f ]
where f = gj(gj+1cj+1g
−1
j+1 . . . gmcmg
−1
m )
−1. By Lemma 2.3, [[cj , ci], f ] ∈ H
′
Q. Using the
already proved fact that SH ′Q ⊆ S we see that Sh ⊆ S for any h of the form (b) and hence
SHQ = S as required.
As we have seen in the proof of “⇒”, equality (5) can be rewritten as
τQ(u1c1u
−1
1 . . . umcmu
−1
m ) = 0.
Hence, by Proposition 2.2, u1c1u
−1
1 . . . umcmu
−1
m ∈ HQ ∩ S. Now it follows from the equality
SHQ = S that 1 ∈ S. Therefore, W = 1 has a solution. 
Corollary 2.5. The equation W = 1 is solvable if and only if there exists a tuple α˜ =
(α1, α2, . . . , αm) ∈ (Am)
n such that
(7) α1τQ(c1) + α2τQ(c2) + · · ·+ αmτQ(cm) = 0.
Proof. As observed above, the condition
∑m
i=1 τQ(uiciu
−1
i ) = 0 in Proposition 2.4 can be
rewritten as
τQ(u1c1u
−1
1 ) + τQ(u2c2u
−1
2 ) + · · ·+ τQ(umcmu
−1
m ) = 0.
It remains to notice that τQ(uiciu
−1
i ) = u¯iτQ(ci) since τQ(ci) is a 1-cycle in ∆Q. 
Remark: It is not hard to see from the proof of Proposition 2.4 that tuples α˜ represent
solutions of the equation W = 1 in the following way: given a tuple α˜ satisfying (7), there
exists a solution u˜ of W = 1 such that ui ∈ αiLQ, i = 1, 2, . . . , m.
Our next step is to give an effective bound on the size of a tuple α˜ satisfying (7). For
γ ∈ An by |γ| we denote the word length of γ in the generators {a¯1, a¯2, . . . , a¯n} of An. For
x ∈Mn, |x| denotes the word length of x in the generators {a1, a2, . . . , an}.
Proposition 2.6. If a tuple α˜ satisfies (7), then there exists another tuple α˜′ = (α′1, α
′
2, . . . , α
′
m) ∈
(An)
m satisfying (7) such that |α′i| ≤ 2
∑
j |cj| for all i = 1, . . . , m.
Proof. Denote
τi = αiτQ(ci), i = 1, . . . , m.
Given a 1-chain ρ ∈ C1(∆Q),
ρ =
r∑
i=1
kiei, ki 6= 0, ei ∈ E(∆Q), ei 6= ej for i 6= j,
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define
supp(ρ) = {e1, . . . , er}.
Denote I = {1, . . . , m}. We a call a non-empty subset J ⊆ I a cluster if supp(τi)∩supp(τj) =
∅ for any i ∈ J and j /∈ J . It follows from the definition that if J1 and J2 are clusters with
non-empty intersection then J1 ∩ J2 is again a cluster. Hence I can be partitioned into a
finite disjoint union of minimal clusters,
I = J1 ⊎ J2 ⊎ · · · ⊎ Jt.
(Another view on minimal clusters: draw a graph with the set of vertices I where two
vertices i and j are joined with an edge iff supp(τi) ∩ supp(τj) 6= ∅. Then minimal clusters
are connected components of this graph.)
We introduce an integer-valued distance function d(e, f) on the set E(∆Q) of edges of ∆Q.
By definition, the distance between edges e and f is the distance between their midpoints in
the graph ∆Q (where all edges are assumed to have the length 1). For example, d(e, f) = 1 if
and only if e and f are distinct and have a common vertex. The following statements hold:
(i) If J is a cluster, then
∑
i∈J τi = 0.
(ii) If J is a cluster, then
∑
i∈J(αi + β)τQ(ci) = 0 for any β ∈ An.
(iii) If J is a minimal cluster, then
diam
(⋃
i∈J
supp(τi)
)
≤
∑
i∈J
|ci|.
There are two types of minimal clusters: trivial and nontrivial. We say that J is trivial if
J = {j} which happens if and only if supp(τj) = ∅. If |J | > 1, then it is called nontrivial.
Clearly, supp(τj) 6= ∅ for any j in a nontrivial cluster J .
Now, consider an arbitrary minimal cluster J . If J is trivial, then set α′j to (0, . . . , 0) ∈ An.
If J is nontrivial, then we choose any j ∈ J and the origin β ∈ An of an arbitrary edge
e ∈ supp(τj) and set α
′
j to α
′
j − β for every j ∈ J . It follows from (ii) that so defined α˜
′
satisfies (7) and from (iii) that |α′i| ≤ 2
∑
j |cj|. 
Proposition 2.7. Let n,m ∈ N. Given a tuple (c1, . . . , cm) ∈M
m
n and a tuple (α1, . . . , αm) ∈
Amn satisfying |αi| ≤ 2
∑
j |cj| it requires polynomial time in
∑m
j=1 |cj| to check (7).
Proof. The sum in (7) is an algebraic sum of edges in ∆Q traversed by paths αiτQ(ci). We
clearly can construct such a sum in polynomial time because we can efficiently distinguish
vertices in ∆Q using Gauss elimination. 
Corollary 2.8. The Diophantine problem for the class of spherical equations is in NP.
Proof. For a certificate we can take a tuple α˜ satisfying (7) with bound |αi| ≤ 2
∑
j |cj|. 
Corollary 2.9. The Diophantine problem for the class Cm of spherical equations in Mn with
a bounded number of variables is in P.
Proof. The size of the set of all possible certificates {(α1, . . . , αm) | |αi| ≤ 2
∑m
j=1 |cj|} can
be bounded above by a polynomial
(
2
∑m
j=1 |cj|
)nm
. 
To prove NP-completeness of the Diophantine problem for equations W = 1 we use
NP-completeness of the Square packing puzzle problem (see [1]):
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• Input: A tuple of positive integers (n1, n2, . . . , nk) written in the unary notation (i.e.
the size of the input is
∑
i ni).
• Question: Can the set of k square pieces of sizes n1 × n1, . . ., nk × nk be exactly
packed into the square box of area n21 + n
2
2 + . . .+ n
2
k?
For a k-tuple n˜ = (n1, . . . , nk) ∈ N
k satisfying n0 =
√
n21 + . . .+ n
2
k ∈ N define a word
Wn˜ ∈M2 ∗ F{z0,z1,...,zk}:
Wn˜ = z0[a
n0
2 , a
n0
1 ]z
−1
0 ·
k∏
i=1
zi[a
ni
1 , a
ni
2 ]z
−1
i .
Theorem 2.10. The Diophantine problem for equations Wn˜ = 1 in M2 is NP-complete.
Proof. Fix a tuple n˜. The set Q associated with Wn˜ is
Q = {[an01 , a
n0
2 ]
−1, [an11 , a
n1
2 ], . . . , [a
nk
1 , a
nk
2 ]}.
The corresponding subgroup LQ of A2 is trivial and ∆Q is simply the Cayley graph of Z
2
relative to the standard generators {a¯1, a¯2}. Hence, for every c = [a
ni
1 , a
ni
2 ] ∈ Q, τ(c) is the
grid (ni × ni)-square contour starting at (0, 0). It follows from Corollary 2.5 that the set
of k squares given by n˜ can be packed into the (n0 × n0)-square if and only if the equation
Wn˜ = 1 has a solution. We get a reduction to the square packing puzzle problem. 
Observe that an equation W = 1 in M2 has a solution if and only if it has a solution when
viewed as an equation in Mn for n ≥ 2. We immediately get:
Corollary 2.11. For any n ≥ 2, the Diophantine problem for the class of spherical quadratic
equations in Mn is NP-complete.
References
[1] E. Demaine and M. Demaine, Jigsaw Puzzles, Edge Matching, and Polyomino Packing: Connections and
Complexity, Graphs and Combinatorics 23 (2007), pp. 195–208.
[2] C. Droms, J. Lewin, and H. Servatius, The length of elements in free solvable groups, Proc. Amer. Math.
Soc. 119 (1993), pp. 27–33.
[3] I. G. Lysenok and A. G. Myasnikov, A polynomial bound of solutions of quadratic equations in free groups,
Proc. of the Steklov inst. of math. 274 (2011), pp. 148–190.
[4] W. Magnus, On a theorem of Marshall Hall, Ann. of Math. 40 (1939), pp. 764–768.
[5] J. Matthews, The conjugacy problem in wreath products and free metabelian groups, Trans. Amer. Math.
Soc. 121 (1966), pp. 329–339.
[6] A. G. Miasnikov, V. Romankov, A. Ushakov, and A. Vershik, The word and geodesic problems in free
solvable groups, Trans. Amer. Math. Soc. 362 (2010), pp. 4655–4682.
[7] S. Vassilieva, Polynomial time conjugacy in wreath products and free solvable groups, Groups Complex.
Cryptol. 3 (2011), pp. 105–120.
[8] A. M. Vershik and S. Dobrynin, Geometrical approach to the free sovable groups, Int. J. Algebra Comput.
15 (2005), pp. 1243–1260.
Steklov Institute of Mathematics, Gubkina str. 8, 119991 Moscow, Russia
E-mail address : igor.lysenok@gmail.com
Department of Mathematics, Stevens Institute of Technology, Hoboken, NJ, 07030 USA
E-mail address : sasha.ushakov@gmail.com
7
