The accurate representation of morphodynamic processes and the ability to propagate changes in the riverbed over a wide range of space and time scales make the design and implementation of appropriate numerical schemes challenging. In particular, requirements of accuracy and stability for medium and long term simulations are difficult to meet. In this work, the derivation, design, and implementation of a discontinuous Galerkin finite element method (DGFEM) for sediment transport and bed evolution equations are presented. Numerical morphodynamic models involve a coupling between a hydrodynamic flow solver which acts as a driving force and a bed evolution model which accounts for sediment flux and bathymetry changes. A space DGFEM is presented based on an extended approach for systems of partial differential equations with nonconservative products, in combination with two intertwined Runge-Kutta time stepping schemes for the fast hydrodynamic and slow morphodynamic components. The resulting numerical scheme is verified by comparing simulations against (semi-)analytical solutions. These include the evolution of an initially symmetric, isolated bedform; the formation and propagation of a step in a straight channel due to a sudden overload of sediment discharge; the propagation of a travelling diffusive sediment wave in a straight channel; and, the evolution of an initially flat bed in a channel with a contraction. Finally, a comparison is made between numerical model and field data of a trench excavated in the main channel of the Paraná river near Paraná City, Argentina.
INTRODUCTION
Quantifying the interaction between sediment transport and water flow plays an important role in many river and coastal engineering applications. Traditionally, research on river processes was primarily based on field observations and laboratory scale modelling. Laboratory scale models have been essential for understanding complex river processes and as design and verification tools, despite their high cost of construction, maintenance and operation. Field measurements are also costly and difficult to realize especially for large-scale systems. An alternative that has been growing in popularity and acceptance is mathematical and numerical modelling of river flows. River modelling is the simulation of flow conditions based on the formulation and solution of a mathematical model or a discretization thereof expressing conservation laws. Predictions of morphodynamic changes of the bed in natural channels can be analyzed by integrating in a mathematical model several modules, which are initially segregated in different physical mechanisms acting within the system according to their time response, i.e., it is a multi-scale problem. In summary, the relevant mechanisms that drive morphodynamic changes of alluvial rivers are: (i) hydrodynamics, with conservation laws of mass and momentum; (ii) bed evolution, with a conservation law for sediment mass; and, (iii) sediment transport, with predictors for the river sediment carrying capacity to sediment transport. Such a modelling system is often referred to as a morphodynamic model.
There are particular difficulties associated with solving hyperbolic partial differential equations, including the propagation of sediment bores or discontinuous steps in the bedform, which must be overcome by a good numerical scheme. There exist many different numerical methods to solve the system of conservation laws of water and sediment. We have chosen the discontinuous Galerkin finite element method (DGFEM) for the numerical solution of the morphodynamic model. Among other advantages, the accuracy and local nature of the numerical scheme, make it suitable for these morphodynamic problems. Furthermore, conservation of the transported quantity is satisfied on a local or elemental level. For a DGFEM discretization of hydrodynamic shallow water flows, we refer to [14] . Here we extend and refine that method to include the bed evolution as well. A partly nonconservative formulation is used that allows the application of the unified space and space-time discontinuous Galerkin discretization for hyperbolic systems of partial differential equations with nonconservative products developed in [12] to solve the entire morphodynamic model. In our case, the nonconservative product consists of the topographic terms present in the momentum equations. For the diffusive term in the bed evolution equation, we used the primal formulation of [6, 2, 5] . Additionally, we made use of advanced time stepping schemes to deal with the multiscale property of the morphodynamic problem. In summary, novel in this work are: (I) the application of the discontinuous Galerkin finite element discretization to systems with nonconservative products developed in [12] to solve the hydrodynamic and bed evolution model; (II) the implementation of the primal formulation to deal with the downhill rolling sediment term present in the sediment transport formula; (III) the verification of the results of the DGFEM with a survey of original (semi-)analytical solutions; and, (IV) the validation of these computed results against measurements.
The outline of the paper is as follows. The governing equations and the scaling are introduced in Section 2. The spatial discretization of the DGFEM is introduced in Section 3. A time discretization is required to solve the ordinary differential equations that emerge from the spatial finite element discretization. Numerical complications may arise due to the presence of a small parameter ǫ in front of the time derivatives in the depth and momentum equations. Here, ǫ expresses the ratio of the fast hydrodynamic time scale and the slow sediment transport time scale. However, in the limit ǫ → 0, a set of coupled differentialalgebraic equations emerges. The essentials of the time stepping procedure for space DGFEM are described in Section 3.6. In Section 4, the numerical scheme is verified by comparing simulations with (semi-)analytical solutions. A comparison between the numerical model and field data of a trench excavated in the main channel of the Paraná river (Argentina) and the evolution in time of flow and bed through a transition in channel width are proposed as validation tests in Section 5. At several instances, we also mention the intercomparison of the space DGFEM presented here with the space-time DGFEM developed in [12] , and extended and refined here in our morphodynamical application. Conclusions are drawn in Section 6. where partial derivatives are denoted by ∂ t * = ∂/∂t * and so forth; ∇ * = (∂ x * , ∂ y * )
T with transpose (·) T ; u * (x * , t * ) = (u * (x * , t * ), v * (x * , t * )) T is the depthaveraged velocity as function of horizontal coordinates x * = (x * , y * ) T and time t * ; and the free surface resides at z * = h * + b * with h * (x * , t * ) the total water depth and b * (x * , t * ) the elevation of the bottom topography above datum, both measured along the vertical coordinate z * , and aligned against the direction of the acceleration of gravity of magnitude g. A relationship for the bed resistance term τ * b = (τ * bx , τ * by )
T must be specified and the classical quadratic dependency on the depth-averaged velocity is adopted:
with a constant friction coefficient C * f and constant density ρ * .
Sediment continuity equation
The evolution of the bed b * (x * , t * ) is governed by a sediment continuity equation [9, 17, 20, 8] ∂
with volumetric bed load sediment flux q *
T through a vertical cross section of the bed. We adopt a simple power-law form of transport for noncohesive sediment of uniform grain size [9] and include the downslope gravitational transport component that generalizes ideas going back to the earlier work of [1] to close (2.3) with
where α * is a proportionality factor including the bed material porosity, β a constant, and the diffusive term with κ * ∇ * b * is a bed slope correction term accounting for the preferred downslope transport of sediment with nondimensional proportionality constant κ * . For various slowly varying alluvial flows, it has been deduced that 1 < β ≤ 3. However, larger values of β may be attained when the bed is covered by dunes. Most of the empirical bed load sediment transport functions available are given in the form of (2.4) by taking α * as constant [18] and with q * b depending monotonically on the flow speed.
Finally, the system (2.1)-(2.4) is considered in a bounded domain Ω ⊂ IR 2 . It is completed with initial conditions h * (x * , 0), u * (x * , 0), and b * (x, 0), and boundary conditions such as in-and outflow, and/or slip flow along solid walls. The sediment transport equation emerges as a mixed hyperbolic and parabolic equation, and extra boundary conditions are required on b * and the sediment flux. Relevant boundary conditions will be discussed later in the applications.
Scaling
It is convenient to treat the governing equations in nondimensional form for computational reasons and to clarify the coupling of the hydrodynamics to the dynamics of the bed. Sediment transport of the bed occurs on a transport time scale much longer than the flow time scale (cf. Hall [11] ).
First, we consider a simple solution to the system (2.1) and (2.3). Uniform one-dimensional flow down an inclined plane along x * with constant slope S 0 satisfies 5) given the water discharge q * 0 , sediment flux q b * 0 , and constant friction coefficient C * f . This solution suggests the use of the following scaling
where l * 0 , t * 0 , h * 0 and u * 0 are characteristic length, time, depth and velocity scales, respectively. We have chosen t * 0 to be the sediment transport time scale associated with the erosion and deposition of sediment. Substitution of the above scaling (2.6) into system (2.1)-(2.4) yields the nondimensional system
with the nondimensional sediment flux
where q b = (q bx , q by ) T and ∇ = (∂ x , ∂ y ) T . In this system, the following parameters have emerged: the nondimensional friction coefficient
f , the ratio between the flow velocity and surface gravity-wave speed or Froude number
, and the ratio between sediment and hydrodynamic discharge ǫ = α * u * 0
Most rivers transport far less sediment than water, so the condition ǫ ≪ 1 prevails even during floods. The parameter ǫ typically attains values in the range 10 −3 -10 −6 [13] , which at leading order in ǫ makes the hydrodynamic equations stationary and algebraic. For ǫ ≪ 1 the hydrodynamic equations are therefore nearly quasi-stationary on the sediment time scale.
SPACE DISCONTINUOUS GALERKIN DISCRETIZATION

Concise formulation
To facilitate the discretization, the scaled system (2.7a)-(2.7d) is written concisely as follows
for i, j, r = 1, 2, 3, 4 and k = 1, 2 with:
2)
3)
4)
T 1 = T 2 = T 3 = 0, and T = T 4 = κ |u| β , and
Derivatives in space are denoted by the comma subscript notation (·) ,k = ∂ x k (·) with k = 1, 2 and x = (x 1 , x 2 ) T . The nonconservative term in (3.1) is caused solely by the topographic term.
The weak formulation starts with a first-order reformulation of the system (3.1)
(3.6b)
Space elements, function space and operators
The flow domain Ω ∈ IR 2 is a bounded area which in turn is partitioned into 
such that Ω h → Ω as h → 0 with h the smallest radius of all circles completely containing the elements K k ∈ T h . HereK k is the closure of K k (and likewise forΩ). A reference elementK is introduced with the mapping
whereξ = (ξ 1 , ξ 2 ) are the reference coordinates, x j are the coordinates of the local nodes of the element, with j = 1, . . . , N k , χ j (ξ) the standard shape functions used in finite elements, and N k the number of nodes in element k. For quadrilateral elements N k = 4 and for triangular elements N k = 3. In general, the element boundary ∂K k is connected through faces S either to its neighboring elements or to the boundary of the domain.
In each reference elementK a set of polynomials of order p is defined represented as P k (K) with k = 0, . . . , n p − 1 for positive integers p and n p . For the discontinuous Galerkin discretization of (3.6a) we define the space V h of discontinuous test functions
with P p k (K k ) the usual space of polynomials on K k of degree equal to or less than p k ≤ p and L 2 (Ω h ) the space of square integrable functions on Ω h . For the discontinuous Galerkin discretization of (3.6b) we define the space W h of discontinuous test vector functions
for dimension d = 2. These definitions are such that for n s = 4 we have
For a scalar function V ∈ V h and vector function W ∈ W h the traces on an element boundary ∂K are defined as
with n L the unit outward normal vector of the boundary ∂K, where K L and K R are the elements left or right of a face S. Faces S of elements are either internal faces S I or boundary faces S B . The averages or means of a scalar function V ∈ V h on an internal and boundary face are
such that at a boundary face we always take the interior or left value. Likewise, for a vector function W ∈ W h the mean values are
The jumps of a scalar function V ∈ V h on an internal and boundary face are
such that at a boundary face we always take the interior left value, and where n L and n R are the outward normal vectors of elements K L and K R with n R = −n L . Likewise, for a vector function W ∈ W h the jumps are
A useful property for V ∈ V h and W ∈ W h on internal faces is
Hereafter, we will often combine the sum over internal and boundary faces by defining a suitable ghost value U R at the boundary faces.
In next section, we will also use the following relation for the element boundary integrals which occur in the weak formulation
On internal faces, the following relations hold
Weak formulation
A flux formulation is obtained after multiplying (3.6a) by an arbitrary test function V ∈ V h , using the non-conservative weak formulation in [12] (their expression (A.9)) for the hyperbolic terms, integrating the diffusive term by parts, and summing over all elements
with dK an elemental area and dS a line element on a face S,H nc i a stabilizing flux term in the non-conservative treatment, defined later. A linear path
connecting the left and right states across the discontinuity is adopted. The integrals containing the linear path are either evaluated analytically or with two-point Gauss quadrature. For details on the nonconservative discontinuous Galerkin formulation for the hyperbolic part, we refer to [12] .
The auxiliary variable
Our aim is to eliminate in (3.19) the auxiliary variable Θ k for the interior elements. Storage space is thus saved. Multiplication of (3.6b) by arbitrary test functions W ∈ W h , integration by parts back and forth, and summation over the elements yields
where we introduced a numerical fluxÛ 4 only in the forward integration by parts. The boundary term in (3.20) is analyzed again by changing the elemental summation to a face summation, and the use of relations (3.16) and (3.18) ,
We now introduce the numerical flux
at S B .
(3.22)
With this choice for the numerical flux at the internal faces and by using relations (3.17) and (3.18), we obtain:
To obtain an explicit expression for the auxiliary variable, we define a global lifting operator R ∈ W h , which is defined in the weak sense as:
(3.24) Details on the solvability of (3.24) are given in Appendix A. Finally, we apply (3.24) to expression (3.23) to obtain a weak expression for the auxiliary variable:
As a result of the above manipulations in (3.25) and the arbitrariness of W k , our aim to determine Θ k has been reached. From (3.25), we find that
almost everywhere in Ω h .
Primal formulation
The primal formulation can be obtained using the expression (3.25). Since ∇V h ⊂ W h , the special case W k = V 4,k can be considered in (3.25), and the auxiliary variable Θ can be replaced in the element integral of (3.19). Therefore,
The element boundary terms in (3.19) can be treated as follows
where we used relations (3.16)-(3.17) and invoked continuity of the flux such
where, to reduce the width of the stencil, a local lifting operator R S k was introduced satisfying
for all W k ∈ W h with η > 0 a stabilization constant. In all simulations we use η = 4.
Substitution of (3.26), (3.29), and (3.30) into (3.19) yields the final weak
For conservative systems, the flux (
) is usually combined into one conservative, numerical flux at the element faces, such as the HLLC flux used before in [14] for the hydrodynamic part.
The nonconservative stabilizing flux vectorH
is deduced by Rhebergen et al. [12] to bẽ
The expression for the star state solutionŪ * i in (3.33) is:
The left and right wave speeds are S L and S R , respectively. These are determined by taking the smallest and largest of the four real eigenvalues of the hyperbolic part of the system (2.7).
The eigenvalues used follow from the matrix (∂F ik /∂U r + G ikr ) n L k for the case ǫ = 1 valid in (pseudo-)time, see §3.6. The hyperbolic part of the corresponding system in the directionx normal to a face can be written as
For the eigenvalue analysis it is easier to rewrite (3.35) as
The eigenvalues λ corresponding to the system (3.36) follow from the (approximate) polynomial
with approximation d = β |u| β−1 based on the one-dimensional problem, cf. [19] . The cubic polynomial has real eigenvalues provided its determinant D = Q 3 + R 2 < 0, hence if Q 3 < −R 2 < 0, which is the case since
The four approximate eigenvalues are
with θ = cos −1 (R/ √ −Q 3 ). Finally, the algebraic system corresponding to the weak formulation (3.32) and details on the global and local lifting operators R k and R S k defined in (3.24) and (3.31) are given in Appendix A.
The numerical flux in the weak formulation (3.32)-(3.34) reduces to the HLL numerical flux when the topography is constant. Rest flow stays at rest even for variable bottom topography as was shown in [12] .
Time stepping method and solver
A time discretization is required to solve the ordinary differential equations that emerge from the spatial finite element discretization. Numerical complications may arise due to the presence of a small parameter ǫ in front of the time derivatives in the depth and momentum equations. However, at leading order, in the limit ǫ → 0 a coupled differential-algebraic system emerges. We therefore use a time stepping scheme for solving the system in the limit ǫ → 0 next.
Consider therefore first the continuum system (2.7a)-(2.7c) extended with a fast, hydrodynamic time scale τ = t/ǫ such that ∂ t → ∂ τ /ǫ + ∂ t . Dependencies then become h = h(x, t, τ ) and so forth. The resulting extended system reads
together with (2.7d). This extension, albeit more complicated than the actual system of interest, is more amenable to asymptotic analysis. The variables h, h u and b as functions of {x, t, τ } are expanded in a perturbation series in ǫ; to wit
with O(ǫ 2 ) denoting terms of order ǫ 2 or higher. Next, we substitute (3.41) into (3.40) and evaluate the result at the leading order in ǫ.
At leading order, O(1/ǫ) in the sediment equation (3.40c), we find that
is independent of the fast time scale. At O(1), we therefore have
in which h (0) and u (0) depend on x, t and τ , but b (0) only on x and t.
To avoid secular growth, the sediment transport equation (3.42c) is averaged over the fast time scale to obtain
where · denotes the fast time averaging. Equations (3.42a) and (3.42b) only depend parametrically on the slow, sediment time scale t for example through b (0) (x, t) as no slow time derivatives ∂ t appear. If we therefore solve h (0) and u (0) in (3.42a) and (3.42b) first, in particular on the fast time scale, we can subsequently use it in the averaged equation (3.43) . If the long-time fast average is constant on the fast time scale τ , the stationary fast-time solution dominates and we have actually solved the original system for the case ǫ = 0. For (rapidly) oscillating boundary data, no stationary solution may exist reached, in which case the averaging is required.
A leading-order numerical approach, for the stationary hydrodynamic solutions in the limit ∆t → 0 (e.g., system (2.7) with ǫ = 0), is therefore to solve the discrete hydrodynamic continuity and momentum equations on the fast time scale τ till stationarity is reached. The discretization of b(x, t) is then fixed on the fast time scale, and the discretized sediment equation is subsequently solved separately. We intertwine a fifth-order Runge-Kutta scheme for the fast or pseudo-time τ for the mass and momentum equations, designed to be a dissipative time integration scheme to efficiently reach the steady-state in pseudo-time in [16] , and an accurate explicit time discretization for the sediment equation (the third order Runge-Kutta scheme used in [3, 14] ). Details are relegated to Appendix A.4.
Besides the space DGFEM, we also applied and extended the space-time DGFEM, developed in [12] for hyperbolic systems with nonconservative products, to our morphodynamic system. In all verifications with κ = 0 the space and space-time DGFEM's have been compared, successfully. These and other verifications are reported next.
VERIFICATION
In this section, the accuracy of our numerical scheme, for (2.7) with ǫ = 0, is demonstrated by several test cases, also in comparison with exact solutions.
Evolution of an isolated bedform
Consider the evolution of an initially symmetric, isolated bedform subject to steady, unidirectional flow in a domain x ∈ [0, 1]. The setup consists of a channel with a small, but finite amplitude perturbation of the bed level initially centered at x p , with amplitude A and width 2d: Figure 1 , we show the evolution of the solution with κ = 0.0, computed from time t = 0.0 to t = 0.04. Figure 2 shows the initial condition and the exact and numerical solutions of the isolated bedform computed at time 0.04. Table 1 shows that the scheme is second order accurate by computing the L 2 and L ∞ norms of the numerical error in b with respect to the exact solution. In comparison, both space and space-time DGFEM's converge and agree with another. Figure 3 shows the evolution of the isolated bedform with κ = 0.01 and κ = 0.1, respectively. This exact solution for κ = 0 is derived as follows and was used in Table 1. In the limit ǫ → 0 and κ → 0 on the slow time scale and in one spatial dimension, the system (2.7a)-(2.7d) satisfies Table 1 The L 2 and L ∞ error norm of bottom level b and convergence rates with order p for the space and space-time DG solutions. in which we consider flows with a subcritical root u = u(b) as solution. Substitution of (4.3) into the sediment equation in (4.2c) then yields a conservation law in the variable b. Further manipulation gives
which has the following implicit solution till the time of wave breaking 
Graded river
In this test, the dynamics induced by a sudden overload of sediment to a base flow solution is considered in a straight channel with unitary width. The exact base state flow solution is given by condition, the water depth h(x, 0) = 1, the flow velocity u(x, 0) = 1, and the bottom elevation has a constant bed slope S 0 . Figure 4 shows the evolution of the bottom topography and the water depth from time t = 0.0 to 1.4. For this test, we compute the solution with space and space-time DG discretizations, obtaining the same, good results. The evolution of the bed level from time t = 0.0 to t = 1.4 with κ = 0.1 is shown in Figure 5 . 
Travelling wave solution
In this test, a travelling sediment wave is examined in detail to assess the discretization of the downslope gravitational term present in the bed evolution equation. Assuming unidirectional and one-dimensional flow, travelling wave solutions [10] can be found after substituting b = b(ξ) into (2.7a)-(2.7d) for ǫ = 0 and ξ = x − ct to obtain
with b ′ = ∂ ξ b, c the wave speed, Q the integration constant, and with as flow velocity the subcritical root u = u(b) of the stationary hydrodynamic equations (4.3). Equation (4.6) is solved using a fourth-order Runge-Kutta discretization for small ∆ξ. For the simulations we use β = 3, κ = 1, c = 1, Q = 1, F = 0.1, and Q = 1. Figure 6 shows the travelling wave DGFEM and the "exact" solution of (4.6) from time t = 0 to 8 in a domain x ∈ [0, 5]. Table 2 confirms the good, second-order accuracy of the discretization, including the primal formulation for the diffusive terms. Table 2 The L 2 and L ∞ error norms of b and convergence rates with order p for the space DG solution.
VALIDATION
The applicability of our numerical schemes is probed in two test cases: the evolution of a trench in a natural channel, and the hydraulic and sediment transport through a contraction.
Evolution of a trench in the Paraná river
A sub-fluvial tunnel underneath the Paraná river links the Santa Fe and Paraná cities in Argentina. During the flood of 1983, the tail of a 7m high dune almost uncovered part of the tunnel, nearly leading to its collapse. Subsequently, as part of a study program aimed to further protect the underwater structure, a trench was dug in the main channel during the months of October to December of 1992 to analyze the bedload transport nearby the tunnel axis [13] . To test our DGFEM model, a comparison is made between observations and numerical simulation of the evolution of the trench excavated in the main channel of the Paraná river. in [13] .
, with L l = −19.6 and L r = 5.18; upstream boundary conditions are set to h = h(x ↓ L l , t), hu = 1, and b = b(L l , t) given by the measured and reconstructed values of the bed topography at the beginning of the trench. Between October 30 th and November 11 th , the missing data at the left boundary were estimated as shown in Figure 7 . Downstream boundary conditions are h = 1, hu = hu(x ↑ L r , t), and b = b(x ↑ L r , t). Initial . Boundary conditions at the left boundary are determined from the data at the boundary and a reconstruction using interior values. To reconstruct the missing boundary data, the velocity of a dip was estimated and the minimum value of the topography was traced back to the left boundary. The missing data point seems so far from the available data due to a propagation of a depression in the bottom level entering the domain. This can be assessed by analyzing the field data, see Figure 8 .
water depth is h(x, 0) = 1 − b(x, 0), and the initial velocity u(x, 0) corresponds with the steady hydrodynamic results determined by the subcritical root u(x, 0) = u (b(x, 0)), see Equation (4.3), with b(x, 0) based on the topography field data measured on October 23 rd 1992. The value κ = 0.45 was chosen to match the measured data better. The simulation was performed for a period of 45 days and we present a comparison between measured and simulated profiles for October 23 rd to December 7 th 1992 in Figure 8 . Comparison of simulations with field data show that the main characteristics of the profile, such as the propagation speed of the large, localized step with a planar avalanche face spanning the width of the trench and the dip flowing into the domain, are well captured by our DGFEM simulations. At the end of the trench, extrapolated boundary conditions for b(x) were assigned and a discrepancy between simulations and measurements is found for time t > 1 because of the coarse reconstruction of the missing field data at the entrance boundary. flow through contraction is to explore the bed evolution in this geometry with an eye to its potential for laboratory experiments. Furthermore, we compare our simulations with the ones of Kubatko et al. [7] . Two-dimensional flow and sediment discharge simulations will be presented for two test cases. For the first case, we compare simulations for κ = 0 with an asymptotic solution based on cross-sectionally averaged equations solely depending on the downstream direction x and time t. The resulting variables are the mean velocity, the mean depth and the mean height of the topography. In the averaging procedure perturbations to these means are neglected as these will be small if the constriction is slowly varying in x and the channel sufficiently wide. The variations in flow scales across the channel are then small compared to the downstream scales of interest.
Hydraulic and sediment transport through a contraction
First, consider asymptotic solutions in a channel of varying width r = r(x) with vertical walls. A cross-sectional average of the system (2.7) for κ = 0, while neglecting perturbations of mean quantities, leads to the following one- (5.2) for the mean velocity u(x), mean depth h(x) and mean bottom b(x), averaged across the channel which has fixed, specified width r(x). These are asymptotic solutions of the two-dimensional equations (2.7a)-(2.7d) for κ = 0, ǫ = 0, and (a) C f = 0 and (
Steady-state solutions of (5.1) are sought. These satisfy
with unknowns b = b(x), h = h(x), u = u(x) for a given channel width r = r(x). After introducing a hydrodynamic discharge Q = u 0 h 0 r 0 ; sediment discharge rate S e = r u β 0 ; and upstream constant values u 0 , h 0 , r 0 , b 0 ; the solution of (5.2) becomes
with x = x 0 the entrance of the channel. Sample solutions for the case κ = 0 and C f = 0 and C f > 0 are displayed in Fig. 9(a,b) . In the latter Fig. 9(b) , we notice the graded river flow upstream of the contraction, as in § 4.2.
Now we consider the corresponding numerical test case. At the inflow boundary we set h = h(x ↓ −5, t), hu = 1, hv = 0 and b = 0; and, for the outflow boundary h = 1, hu = hu(x ↑ 5, t), hv = hv(x ↑ 5, t), and b = 0. Initial conditions for h(x) and b(x) are given by the asymptotic solution (5.3). In Figure 10 , we compare the asymptotic results against numerical simulation for the case κ = 0 and C f = 0 assuming a constriction of 1% of the width of the channel. It can be seen that the numerical and asymptotic solutions are highly similar, as expected.
Converging and diverging river channels can typically be found in nature. For the second validation, we examine the morphodynamic evolution of an initially flat bed channel in a converging channel [7] . Now, the constriction is 50% of the total width of the channel. At inflow boundary, the variables are set to h = h(x ↓ −2, t), hu = 1, hv = 0, and b = 0; and, at the outflow boundary h = 1, hu = hu(x ↑ 2, t), hv = hv(x ↑ 2, t), and b = 0. Initial water depth and discharge correspond with the steady hydrodynamic results obtained with a preliminary simulation in which the bed is considered fixed, with F = 0.1. Figures 11, 12 , 13, and 14 show the discharge hu(x), hv(x), and bed elevation b(x) at time t = 0.005, respectively. As observed in [7] , the bed experiences erosion in the converging part of the channel due to an increase in the flow velocity and the development of a mound in the diverging part of the channel, see Figures 13 and 14 ; it is a product of a decreasing velocity, see Figures 11 and 12. In the simulation, the water surface remains rather flat h(x) + b(x) ≈ 1 as expected for low Froude numbers. Our results compare qualitatively well with those presented in [7] , and are in good agreement with alternative simulations using the space-time DGFEM, cf. [15] . Laboratory experiments based on the proposed geometry are of further interest to validate these numerical results. 
CONCLUSIONS
In this paper, we applied the discontinuous Galerkin finite element discretization of [12] for hyperbolic systems with non-conservative products to a morphodynamic model for shallow flows over varying bottom topography. This is a system of coupled hyperbolic-parabolic equations. The presented extension included an economization of the non-conservative term into conservative and non-conservative parts. Consequently, the computation time greatly reduces. The non-conservative term concerns here only the topographic term in the hydrodynamic momentum equations. The sole diffusive term, in the sediment equation, was treated using a primal formulation. Further extensions including (diffusive) turbulent closure terms in the momentum equations are in progress. In addition, a variety of numerical solutions of shallow water flows over a movable bed have been presented and illustrated in an extensive suite of verification and validation tests. The discontinuous Galerkin scheme used showed very good agreement between model simulations versus (semi-)analytical solutions. Moreover, its ability to capture travelling discontinuities without generating spurious oscillations has been demonstrated. The method also allowed the computation of realistic bed profiles, such as the evolution of a trench dredged in a section of the Paraná river. For this validation test, our model was able to capture timescales of sediment transport over a dredged river section refilled by an advancing sediment wave front. Our DGFEM method also suitably approximated the flow and sediment transport through a contraction in channel width, a situation present in many natural channels. Finally, a laboratory experiment would be timely in validating both the mathematical and numerical modelling for the latter contraction experiment. 
A ALGEBRAIC SYSTEM
A.1 Basis functions and approximations
For each element K ∈ T h , polynomial approximations of the trial function U and the test functions V are defined as:
(A.1) with(·) the expansion coefficients, ψ the polynomial basis functions and N p the appropriate polynomial degree. We have split the approximations of the test and trial functions in the space element K into mean and fluctuating parts. The basis functions are defined as 
and basis functions φ m = 1, ζ 1 , ζ 2 , ζ 1 ζ 2 of polynomial order one in terms of the reference coordinates ζ 1 , ζ 2 for quadrilateral elements or only the first three functions for triangular elements, and |K k | = K k dK is the area of the element K k .
A.2 Lifting operators
By (3.24) and the fact that ∇V h ⊂ W h , the global lifting operator is defined by [2, 5] 
The local lifting operator R S can be approximated by polynomial approximations as follows:
withR j the expansion coefficients of the approximation. By definition, see (3.31), we find that the local lifting operator is only non-zero on the two elements K L and K R directly connected to a face S ∈ S I , hence:
Since W is an arbitrary test function, equation (A.6) is equivalent to [2, 5] 
where m = L, R is the index of the left and right elements connected to the face S, respectively. Replacing R S by its polynomial expansion, we obtain the following expression:
The coefficients of the polynomial expansion are then computed as:
Similarly, at boundary faces the polynomial expansion of the local lifting operator can be computed as:
The element mass matrices denoted by M jl = K k ψ l ψ j dK are readily inverted.
A.3 Discretized algebraic system
After discretizing in space, replacing the trial function U and the test function V by their polynomial approximation and inverting the mass matrix in (3.32), we arrive at the following system of ordinary differential equations for the expansion coefficientsÛ of the variables U:
with M the mass matrix defined in §A.2 and the operator L(Û ) defined as 12) where the terms A, B, C, D, and E are defined as: 13) and the terms F , G, H, and I are defined as:
(A.14)
A.4 Time stepping scheme
To march in time, in the limit ǫ → 0, the full system of governing equations (2.7a)-(2.7c) obtains a special coupling in time as in (3.42a)-(3.42b) and (3.43). Therefore, we distinguish a slow, sediment time scale t and a fast, hydrodynamic time scale τ ; then, (A.11) can be split as follows Input: Given initial conditions u(x, 0), h(x, 0) and
n ) till steady state according to ( * ); HenceÛ
(1) ) till steady state according to ( * ); HenceÛ
) till steady state according to ( * ); HenceÛ
) according to ( * * ); t n ← t n + ∆t ; n ← n + 1; end Algorithm 1: Time stepping algorithm for the morphodynamic model. ( * ): time stepping algorithm for the flow component (a five-stage explicit RungeKutta scheme with appropriate coefficientsα,β, see [16] ); ( * * ): stage of a classical three-stage TVD explicit Runge-Kutta scheme [3, 14] for the bed component. Figure 15 shows results obtained with the proposed a first-order time stepping algorithm and the third-order time integration procedure for the graded river test. No appreciable differences between both time integration procedures were found.
B Solution strategy using the space-time discontinuous Galerkin finite element method
In this section we describe how to solve, using the space-time discontinuous Galerkin finite element method (STDGFEM), the following nondimensional system 1 :
with the nondimensional sediment flux:
We will consider the solution of this system with ǫ = 0 and κ = 0. Equations (B.1a)-(B.1c) are rewritten in the form: 
(B.4)
B.1 Weak formulation
We use the solution strategy as proposed by Rhebergen et al. [12] . The spacetime weak formulation for (B.3) is given by:
Note that in this particular case, if we take φ = U L + s(U R − U L ), the integral due to the nonconservative product can be determined exactly:
B.2 Algebraic system and pseudo-time integration
The trial function U and test function V in each element K are approximated by linear polynomials:
(B.6) with (·) the expansion coefficients and ψ the basis functions. By replacing U and the test function V in (B.5) by their polynomial expansions, we obtain the system of algebraic equations for the expansion coefficientsÛ of the trial function:
where the residual L is defined as: 
This system of coupled non-linear equations for the expansion coefficients is solved by adding a pseudo-time derivative:
and integrated to steady-state in pseudo-time. We use the explicit RungeKutta method for inviscid flow with Melson correction [16] . This scheme is given by:
Algorithm 2 Five-stage explicit Runge-Kutta scheme:
(1) InitializeV 0 =Û . (2) For all stages s = 1 to 5:
The coefficient λ is defined as λ = ∆τ /∆t, with ∆τ the pseudo-time step and ∆t the physical time step. The Runge-Kutta coefficients α s are defined as: α 1 = 0.0797151, α 2 = 0.163551, α 3 = 0.283663, α 4 = 0.5 and α 5 = 1.0.
B.3 Numerical flux
The space-time formulation of (B.3) is given by:
with k = 0, 1, 2, i, r = 1, 2, 3, 4, where τ is pseudo-time and: The numerical flux at a face S is needed in the direction n K = (n t ,n) = (0, n x , n y ) on a non-moving grid. We therefore consider the (approximate) one-dimensional morphodynamic equations in the direction n K normal to a space-time face S without source terms: The numerical flux is based on (B.13) and is given by [12] :
15) where:
The wave speeds S L and S R are given by the minimum, respectively the maximum, roots of the characteristic polynomial det(∂F/∂U + G − λI) = 0 (see Section 3.1). 
B.4 Comparison of space-time and space DGFEM results
In this section we compare the results obtained using space DGFEM versus space-time DGFEM results.
B.4.1 Graded river
We first compare the results obtained with both schemes for the graded river test case when κ = 0, C f = 0 and F = 0.1. For the space-time calculations, a physical time step of ∆t = 0.001 is used. For the pseudo-time stepping a pseudo-time CFL number of CF L τ = 0.8 was used. We show the profiles of the bottom level and the water depth from t = 0 to t = 1.4, see Figure 16 . A uniform grid with 80 elements was used for both the space and space-time DGFEM calculations. The results obtained with both schemes agree well.
B.4.2 Hydraulic and sediment transport through a contraction
We now consider hydraulic and sediment transport through a contraction. The mesh we consider is given in Figure 17 . For the space-time calculations, a physical time step of ∆t = 0.0001 was used. All figures show the results at time t = 0.0050. For the pseudo-time stepping a pseudo-time CFL number of CF L τ = 0.8 was used. Furthermore, if residuals had converged to a tolerance of 10 −6 , we considered the system to be solved. We take F = 0.1 and C f = 0. The comparison of the space-time and space DGFEM solutions of the water depth h is considered in Figures 18, 19 and 20 , showing a detailed comparison of h in 1D at the inflow boundary, a 2D contour plot and a 3D plot, respectively. In Figures 21 and 22 , a comparison is made between the solution of hu and b, respectively, using space-time or space DGFEM. Again, the results agree well. 
