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Resum
Aquest projecte planteja l’ús de tecnologies de xarxes definides per software i algorismes
de Frequent Itemset Mining per implementar un sistema que detecti els patrons de tràfic
freqüents d’una xarxa amb l’objectiu que aquests puguin ser utilitzats posteriorment per a
la detecció d’anomalies en el tràfic. S’ha dissenyat un mètode basat en la col·lecció de dades
en un commutador mitjançant la programació del seu pla de dades amb el llenguatge P4 i la
comunicació amb un element extern que actua com a controlador i que realitza el postproces-
sat d’aquestes dades. Els dos components es comuniquen utilitzant el protocol P4Runtime.
Finalment s’ha analitzat el rendiment d’aquest algorisme tant de manera simulada com en
un entorn de xarxa.
Resumen
Este proyecto plantea el uso de tecnologías de redes definidas por software y algoritmos de
Frequent Itemset Mining para implementar un sistema que detecte patrones de tráfico fre-
cuentes de una red con el objetivo de que estos puedan ser utilizados posteriormente para
la detección de anomalías en el tráfico. Se ha diseñado un método basado en la colección
de datos en un conmutador mediante la programación de su plano de datos con el lenguaje
P4 y la comunicación con un elemento externo que actúa como controlador y que realiza
el postprocesado de estos datos. Los dos componentes se comunican utilizando el protoco-
lo P4Runtime. Finalmente se ha analizado el rendimiento de este algoritmo de manera
simulada y en un entorno de red.
Abstract
This project proposes the use of technologies from Software Defined Networks and Frequent
Itemset Mining algorithms to implement a system that detects frequent traffic patterns in
a network so that they can later be used to detect traffic anomalies. We have designed a
method based on the collection of data in a switch by use of the data plane programming
capabilities of P4 and the communication with an external element that acts as a controller
which performs the postprocessing of this data. The two components communicate through
the P4Runtime protocol. Finally we have analyzed the performance of this algorithm both
in a simulation and a network environment.
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1 Introducció
El cibercrim representa un gran risc arreu del món. S’espera que pel 2021 el cost d’aquest
serà d’uns 6 trilions de dòlars, que representa el doble respecte el 2015 [1]. És un problema
que, en part, ve donat per la massificació de les xarxes, fet que moltes vegades que fa sigui
massa complicat monitoritzar-les.
D’altra banda, les xarxes definides per software (SDN) han tingut una gran crescuda de
popularitat recentment. Aquest tipus de xarxes, en contrast amb les xarxes tradicionals,
proposen la separació del pla de dades, que s’encarrega de reenviar els paquets, i el pla de
control, que s’ocupa de la lògica del procés de reenviament. Les SDN es troben encara majo-
ritàriament en fase de desenvolupament i poden aportar considerables millores a les xarxes
actuals, entre les quals es troba una gestió de les xarxes més senzilla gràcies al seu compo-
nent centralitzat (controlador), que permet un monitoratge total de la xarxa mitjançant la
comunicació amb els nodes d’aquesta a través de diferents protocols.
P4 és un llenguatge de programació de dispositius de xarxa que permet la descripció
del processat de paquets amb molta més llibertat que altres tecnologies prèvies (com Open-
Flow), proporcionant així un pla de dades totalment personalitzat a les nostres necessitats,
independentment del dispositiu o els protocols. P4 permet definir les capçaleres, taules de
coincidència i accions necessàries en cada cas, depenent de l’aplicació o protocol que vulguem
utiltizar.
Els algorismes de Frequent Itemset Mining permeten trobar conjunts d’objectes (o item-
sets) que aparèixen freqüentment en un set de dades de mida gran. Aquests s’han utilitzat
al llarg dels anys en aplicacions com la creació de regles d’associació de productes per la
seva utilització en marketing i, més recentment, en la detecció d’anomalies.
La proposta d’aquest projecte consisteix en la implementació d’un algorisme de Frequent
Itemset Mining utilitzant el llenguatge P4 en una xarxa definida per software amb la inten-
ció de que pugui ser utilitzat per a la detecció d’anomalies en el tràfic d’una xarxa. Això
permetrà dividir la càrrega de l’algorisme entre els dispositius de xarxa (commutadors) i un
element centralitzat (controlador), incrementant així l’eficiència de l’algorisme.
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2 Estat de l’art
Hi ha una considerable recerca en l’àmbit de la detecció d’anomalies en una xarxa [2] En
concret, l’article [3] analitza tres eines comercials diferents de detecció d’anomalies en xar-
xa i realitza un estudi de les anomalies trobades a una xarxa real utilitzant una d’aquestes
eines. Les eines analitzades utilitzen tecnologies molt diverses: Principal Component Analy-
sis (NetReflex), anàlisi estadístic de les variacions de volum del tràfic (PeakFlow), signatu-
res per detectar patrons de tràfic maliciós ja conegut (PeakFlow), anàlisis de les desviacions
atípiques respecte una fase d’aprenentatge (StealthWatch).
Més enllà de les diferències en la implementació d’aquestes i les diferents tècniques que
utilitzen, els resultats obtinguts de l’estudi mostren un grau correcte de positius vertaders
(anomalies detectades com a tal) però també de falsos positius (tràfic legítim detectat com a
anomalia). En general les anomalies detectades per cada eina diferien considerablement i
cadascuna funcionava millor en un tipus concret d’anomalia (per exemple PeakFlow i atacs
DoS). Per tant trobem una certa heterogeneïtat en el mercat d’eines de detecció d’anomalies,
i la selecció d’elles que es faci afectarà a la vulnerabilitat de la xarxa que s’estigui intentant
protegir.
En l’article [4] s’adrecen els problemes comentats sobre els sistemes de detecció d’ano-
malies en xarxa i es proposa un sistema que detecta i classifica anomalies automàticament
mitjançant l’anàlisis del tràfic de la xarxa, l’ús de Frequent Itemset Mining i un arbre de
decisió per catalogar el tràfic anòmal detectat. El posterior estudi del rendiment d’aquest
esquema mostra un millor funcionament que les eines vistes anteriorment, amb un 98 per
cent de precisió en la classificació i un percentatge de fals positiu d’u per cent.
Podem trobar més recerca en l’ús de tècniques de Frequent Itemset Mining en la detecció
d’anomalies [5] [6], però ens interessa en particular [7] que proposa el sistema de detecció
d’anomalies FaRNet, que busca millorar algunes carències d’AutoFocus, un sistema basat en
trobar HHHs (Hierarchical Heavy Hitters [8]) multidimensionals. FaRNet busca millorar la
velocitat de processat de les dades, sobretot en quant a l’escalatge, a mesura que s’afegeixen
dimensions als HHHs. FaRNet utilitza FIM i obté bons resultats, sent FP-Growth i RElim
els dos algorismes FIM que proporcionen un millor rendiment.
Addicionalment, les xarxes definides per software [9] han estat un gran motiu d’estu-
di en els darrers anys i es plantegen com un paradigma cada cop més important avui en
dia. Aquestes permeten la programació dels dispositius mitjançant la interacció amb un
controlador i simplifiquen la monitorització de la xarxa, entre d’altres. Dintre d’aquestes, el
llenguatge de programació per dispositius de forwarding P4 [10], encara en fase de desenvo-
lupament, es planteja com una alternativa molt més versàtil a anteriors tecnologies i dóna
noves eines a aquests dispositius. També existeix recerca en quant a la detecció d’anomalies
en SDN [11] utilitzant tecnologies diferents a FIM.
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3 Planicació del projecte
3.1 Objectius i abast
L’objectiu del projecte és la implementació d’un algorisme de Frequent Itemset Mining uti-
litzant el llenguatge P4 per tal de dividir el cost de la computació entre els dispositius de la
xarxa i un element centralitzat (controlador) en una xarxa definida per software (SDN). La
ambició d’aquest projecte ve donada per la recerca prèvia en aquest camp i les possibilitats
de seguir avançant. Com hem vist en el punt anterior partim de la demostrada eficàcia dels
algorismes FIM en la detecció d’anomalies en una xarxa. Això combinat amb el paradigma
SDN aporta la interessant idea d’utilitzar la separació del pla de control i el pla de dades
per minimitzar la càrrega de computació mitjançant la descàrrega de part d’aquesta al pla
de dades, és a dir als dispositius de reenviament de la xarxa.
Amb aquesta idea en ment plantegem l’abast del projecte com un primer enfoc a aquesta
idea mitjançant la implementació d’un algorisme FIM en P4 que extregui els patrons de trà-
fic més freqüents en una xarxa. La intenció no és crear una eina comercial, sinó contribuir
a la recerca ja realitzada en aquest camp. Això obre la possibilitat a que el rendiment de
la nostra implementació no sigui l’esperat i que, per tant, en un futur s’hagi de buscar un
enfoc diferent al problema. Creiem que això no suposa un problema i que igualment suposa
una contribució interessant.
3.2 Metodologia
Degut al fet que el projecte es realitza amb només un desenvolupador, que les tasques que
veurem en la planificació tenen grans dependències entre elles utilitzarem una metodologia
iterativa. A més aquesta ens permet adaptar el projecte als resultats obtinguts en iteracions
anteriors i ajustar de forma adequada.
3.2.1 Eines de desenvolupament
Pel al desenvolupament de l’algorisme en P4 necessitarem tot l’entorn necessari per aquest.
Això inclou el nucli de P4, amb el compilador p4c, i altres llibreries necessàries com la de PI,
una implementació en C++ de P4Runtime, utilitzat en la comunicació amb el controlador.
Pel controlador s’utilitzarà Python, ja que utilitzem unes llibreries senzilles per aquest llen-
guatge per tal de simplificar aquesta part. A més s’utilitzarà Mininet per l’entorn de xarxa
virtualitzat en el desenvolupament.
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3.2.2 Seguiment i validació dels resultats
Es duran a terme reunions regularment amb el director del projecte per minimitzar l’efecte
de les possibles desviacions. La freqüència d’aquestes variarà segons la càrrega i el tipus de
treball de cada part del projecte, fent així reunions setmanals en la major part del desenvo-
lupament de l’algorisme.
Per la validació es realitzaran proves locals a l’algorisme en l’entorn simulat utilitzant
múltiples traces de tràfic diferents per comprovar l’efecte d’aquestes en el resultat. Per tal
de separar el funcionament de l’algorisme del funcionament de l’entorn de xarxa virtual es
realitzarà també un programa que simuli l’execució d’aquest algorisme sense necessitat de
cap xarxa per tal d’executar-lo en un entorn aïllat i detectar així les possibles limitacions del
sistema. Això facilitarà, a més, l’execució de proves iteratives del projecte i la modificació
dels seus paràmetres.
3.3 Planicació temporal
3.3.1 Descripció de tasques
3.3.1.1 Estudi previ al projecte
Aquesta tasca s’ha fet en els mesos anteriors a l’inici del projecte i consisteix en l’estudi dels
temes que abarca el projecte per poder tenir una idea global del que caldrà fer, assegurar que
el projecte és viable i poder fer la seva planificació. Aquesta tasca va consistir principalment
en la lectura d’articles científics sobre sistemes de detecció d’anomalies, SDN, i el llenguatge
P4. Aquesta recerca està més detallada en l’estudi de l’estat de l’art fet anteriorment.
Els únics recursos utilitzats en aquesta tasca van ser els humans en les hores de treball
utilitzades.
3.3.1.2 Planicació del projecte
A continuació es realitza la planificació del projecte. Això significa la definició del projecte,
la planificació temporal i la sostenibilitat, entre d’altres. Cal fer-la abans d’entrar de ple al
projecte per tenir clar què cal fer i com cal fer-ho.
Els únics recursos utilitzats en aquesta tasca són els humans en les hores de treball
utilitzades.
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3.3.1.3 Familiarització amb el llenguatge P4
Abans de ser capaços de realitzar la part del projecte en la que cal programar en P4 cal
saber utilitzar-lo i conèixer les seves característiques bàsiques. Per fer això s’han seguit els
tutorials bàsics que ens proporciona els propis desenvolupadors de P4. Tracten temes bàsics
com la implementació d’el parsing i forwarding d’un encaminador i altres lleugerament més
avançats com el tunneling o l’equilibri de càrrega. A més ens proporcionen un entorn virtual
on poder provar tot això.
Això ens dona una base suficient per poder abordar el projecte, iniciar la fase de disseny
i implementació i ser capaços de solucionar els dubtes i problemes que apareguin.
En aquesta tasca s’utilitzaran els recursos d’aprenentatge del llenguatge, a més de les
hores necessàries per entendre’ls i practicar-los.
3.3.1.4 Estudi i selecció de l’algorisme de Frequent Itemset Mining adequat
També abans de començar amb la implementació caldrà fer un breu estudi dels algorismes
en els que ens podríem basar. L’objectiu és assegurar que l’elecció és correcta i per tant evitar
desviacions en fases més avançades del projecte, on siguin més complicades de corregir.
Els únics recursos utilitzats en aquesta tasca són els humans en les hores de treball
utilitzades.
3.3.1.5 Disseny de l’algorisme en el paradigma SDN
La següent tasca consisteix en el disseny de l’algorisme tenint en compte el funcionament
de les SDN. Aquí s’haurà de plantejar com es realitza la divisió de la computació entre el pla
de control i el pla de dades, entre d’altres.
Els únics recursos utilitzats en aquesta tasca són els humans en les hores de treball
utilitzades.
3.3.1.6 Implementació de l’algorisme resultant utilitzant P4
Un cop realitzat el disseny podem passar a la següent tasca, la implementació de l’algoris-
me adaptat al llenguatge P4, que buscarà millorar el rendiment mitjançant la distribució
d’aquest sobre els diferents elements de la xarxa. Aquesta és la tasca principal del projecte
i la que té la càrrega d’hores més alta.
En aquesta tasca els recursos utilitzats seran l’entorn necessari pel desenvolupament en
P4 (P4 Compiler, P4 Runtime, etc.) a més de les hores necessàries per la implementació.
13
3.3.1.7 Implementació d’una prova de concepte del sistema
Quan s’ha realitzat la implementació de l’algorisme podem passar a fer una prova de con-
cepte del sistema per detectar patrons freqüents en el tràfic d’una xarxa implementat amb
P4. No s’espera que sigui una eina completa ni comercial, sino que ens permeti comprovar
que la feina que hem realitzat és correcte i funciona amb els resultats esperats.
En aquesta tasca els recursos utilitzats seran les eines necessàries pel desenvolupament,
a més de les hores necessàries per la implementació.
3.3.1.8 Avaluació de l’ecàcia del sistema
Un cop tenim la prova de concepte podem avaluar el seu rendiment per tal de comprovar
si obté els resultats esperats. Per realitzar això també s’implementarà una simulació del
programa fora de l’entorn de P4, com hem comentat anteriorment, per tal de poder realitzar
proves aïllades en primera instància.
En aquesta tasca els recursos necessaris seran les traces de paquets per provar el siste-
ma, a més del temps necessari per realitzar l’avaluació.
3.3.1.9 Documentació
L’últim que cal fer en el projecte és preparar l’entrega final. Dintre d’això considerem ulti-
mar la documentació del projecte i preparar la presentació final.
Els únics recursos utilitzats en aquesta tasca són els humans en les hores de treball
utilitzades.
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3.3.2 Horari de les tasques
Tasca Temps (hores)
Recerca anterior 25
Planificació projecte 75
Familiarització amb P4 30
Selecció de l’algorisme FIM 10
FIM en SDN 80
L’algorisme utilitzant P4 210
Implementació de l’eina 20
Avaluació de l’eina 60
Documentació 40
Total 550
Taula 1: Horari de les tasques
3.3.3 Desviacions
En la planificació inicial del projecte es suposaven diverses situacions en les que es podien
produir desviacions i es feia la planificació d’acord amb aquestes. En aquest punt veurem
com s’ha modificat la planificació del projecte respecte a la planificació inicial.
S’han produit principalment dues desviacions. La primera pertany a la tasca d’imple-
mentació de l’algorisme utiltizant P4. Originalment es plantejava que la tasca durés 160
hores, amb una possible desviació de 20 hores extres. Degut a la dificultat del llenguatge
P4, al nul coneixement previ al projecte i a l’estat en el que es troba tant el llenguatge com
els altres elements que l’envolten (arquitectures, compiladors, etc) s’ha produït una desvi-
ació major a l’esperada. La tasca ha acabat ocupant 210 hores, és a dir 30 hores extres, a
més de les considerades en una possible desviació (160+20 extres). Un dels principals mo-
tius d’aquesta desviació és la falta de documentació d’algunes parts del llenguatge que feien
molt complicada la implementació de certs fragments de l’algorisme. A més, com que està en
fase de desenvolupament, algunes funcionalitats no estan disponibles o estan parcialment
implementades i provoquen errors, fet que ha portat a haver de buscar alternatives a la
solució inicialment plantejada.
Per tal de ajustar la planificació a aquesta desviació s’han dut a terme dues correccions.
D’una banda s’han utilitzat les vint hores extres plantejades en la planificació inicial. Com
que aquestes no van ser suficients, va ser necessari realitzar un canvi en l’enfocament i la
planificació del projecte. Inicialment l’abast del projecte incloïa, després de la implementació
de l’algorisme de FIM, la implementació d’una eina de detecció d’anomalies en una xarxa
basat en aquest algorisme. Aquesta part s’ha eliminat del projecte i, per tant, el temps
dedicat a la tasca de la implementació de l’eina s’ha reduït en 30 hores per cobrir la desviació
de l’anterior tasca. Això afecta també a la part de l’avaluació, ja que el tipus d’avaluació
a realitzar és diferent de la plantejada inicialment. En comptes d’avaluar el rendiment
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en la selecció de tràfic anòmal s’avalua el rendiment de l’algorisme en la selecció de tràfic
freqüent. Tot i així, creiem que aquesta mesura és un bon indicador del rendiment que
podria tenir una possible eina implementada amb aquest algorisme.
L’altre desviació produïda en el projecte és en l’avaluació de l’eina. Aquesta és una desvi-
ació que no esperàvem i que ha provocat l’ús de vint hores extres. La principal causa d’això
és el nombre de variables del sistema, que provoca que s’hagin de realitzar més proves per
fer l’anàlisi i trobar els paràmetres correctes.
3.4 Gestió econòmica
En aquest punt veurem l’anàlisi dels costos associats al projecte i el pressupost resultant
que es va realitzar a l’inici del projecte.
3.4.1 Costos directes
Degut a que el projecte és principalment la creació de software els costos directes que tin-
drem seran els costos humans, és a dir hores de treball, i l’amortització dels equips d’aquests.
Tenint en compte la planificació temporal realitzada tenim el projecte dividit en tasques de
caires diferents que, com veurem a continuació, estaran assignades a posicions de treball
diferents. Ara bé, a l’hora de fer el projecte totes les tasques seran executades per una ma-
teixa persona. Els salaris considerats són salaris mitjos aproximats per posicions junior del
tipus necessari [12].
3.4.1.1 Recerca i planicacio del projecte
Rol Salari Hores treball Cost
Project Manager 35C/h 100h 350C
Total - - - 350C
Taula 2: Cost de la tasca de recerca i planificació del projecte
3.4.1.2 Selecció i adaptació de l’algorisme
Rol Salari Hores treball Cost
Software Engineer 23C/h 90h 2070C
Total - - - 2070C
Taula 3: Cost de la tasca de selecció i adaptació
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3.4.1.3 Recerca i implementació de l’algorisme utilitzant P4
Rol Salari Hores treball Cost
Network engineer 25C/h 190h 4750C
Total - - - 4750C
Taula 4: Cost de la tasca de recerca i implementació de l’algorisme
3.4.1.4 Implementació de la prova de concepte
Rol Salari Hores treball Cost
Software Engineer 23C/h 50h 1150C
Total - - - 1150C
Taula 5: Cost de la tasca de implementació de la prova de concepte
3.4.1.5 Anàlisi de l’eina
Rol Salari Hores treball Cost
Network Engineer 25C/h 40h 1000C
Total - - - 1000C
Taula 6: Cost de la tasca d’anàlisi
3.4.1.6 Documentació
Rol Salari Hores treball Cost
Project Manager 35C/h 30h 1050C
Total - - - 1050C
Taula 7: Cost de la tasca de documentació
3.4.1.7 Amortitzacions
El hardware utilitzat en el projecte serà un ordinador. Per calcular la amortització es supo-
sarà un cost de 750C del portatil, una vida útil de 4 anys i un ús mig de 8 hores al dia.
Objecte Preu unitat Vida útil Amortització
Ordinador 750C 6 anys 32’1C
Total - - - 32’1C
Taula 8: Cost de les amortitzacions
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Quant al software utilitzat no representarà cap cost ja que s’utilitzarà alternatives gra-
tuites.
3.4.1.8 Total
Costos Valor
Salaris 10370C
Amortitzacions 32’1C
Total - 10402’10C
Taula 9: Cost directe total
3.4.2 Costos Indirectes
Considerem tres costos indirectes. El de l’electricitat consumida per l’ordinador utilitzat, el
de la tarifa d’Internet contractada i el cost del lloguer del pis des d’on es treballarà.
Per l’electricitat considerem un cost de 0’12kW del portàtil, 500h d’ús en el projecte, un
ratio del 50% d’estona que el portàtil s’està carregant i un cost de 0’13 del kWh.
0′12kW ∗500h∗0′5∗0′13£/kWh= 3′9
Per l’Internet considerem una tarifa de 30C al mes, un ús de 110h al mes i un ús mig
habitual de 8h al dia.
(30∗110h)/(30∗8h)= 13′8
Pel cost del lloguer considerem un 10% dels 250C pagats com a espai de treball durant
4 mesos
25∗4= 100
Per tant el cost indirecte total és de 117’80C.
3.4.3 Costos de contingència
Considerem un 10% dels costos directes i indirectes com a contingència. Per tant
(10402′1+117′8)∗0′10= 1051′99
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3.4.4 Costos accidentals
Problema Probabilitat Conseqüències Cost
Falta de temps amb P4 35% 20h adicionals 20h*25C/h
Total - - - 175C
Taula 10: Cost accidental
3.4.5 Pressupost nal
Tipus de cost Valor
Directe 10402’10C
Indirecte 117’80C
Contingència 1051’99C
Accidentals 175C
Total - 11746’89C
Total (IVA) - 14213’74C
Taula 11: Pressupost final
3.4.6 Valoració del pressupost
A la planificació temporal del projecte hem vist les desviacions que s’han produït. Aquestes
han provocat que s’utilitzin 30 hores addicionals de treball, a més de les vint hores con-
siderades com a possible desviació. Això suposa 50 hores que representen una desviació
econòmica de 1410C.
En la planificació original es considera un 35% de probabilitat d’utilitzar vint hores, a
més d’un 10% dels costos directes i indirectes com a contingència. Això suposa un 1226’99C
pel control de possibles desviacions. Per tant el cost final del projecte ha excedit el pressu-
post inicial en 183’01C, 221’44C amb IVA.
Si bé això no suposa una gran desviació i en la majoria s’ha pogut controlar utilitzant el
pressupost inicial, creiem que part d’aquestes desviacions es podrien haver evitat amb una
millor planificació tant temporal com econòmica.
19
4 Tecnologies
4.1 Software Dened Networks
Durant els últims anys s’ha produït un gran increment en la popularitat de les SDN (Softwa-
re Defined Networks), que busquen facilitar la configuració i el monitoratge de la xarxa, entre
d’altres. Per dur a terme això aquestes xarxes proposen un canvi de paradigma respecte a
les xarxes tradicionals.
En una xarxa podem distingir dues parts essencials: d’una banda el pla de control i
de l’altre el pla de dades. El pla de control s’encarrega de prendre les decisions de com
dirigir el tràfic a la xarxa, és a dir s’encarrega de la configuració d’aquesta. El pla de dades
(anomenat també pla de forwarding) és el que s’encarrega del moviment dels paquets dintre
la xarxa segons la lògica del pla de control. Podem veure com aquestes dues parts estan molt
relacionades en el seu funcionament i cal que funcionin juntes. Per això tradicionalment les
hem trobat juntes en els dispositius de la xarxa, treballant conjuntament.
Les SDN proposen la separació d’aquests plans. El motiu és intentar llevar la feina de
control dels dispositius que s’encarreguen de l’encaminament (commutadors i encamina-
dors) i centralitzar el pla de control en un dispositiu extern o controlador. Així s’abstreu el
funcionament de la xarxa subjacent de les aplicacions, que només necessitaran comunicar-se
amb el controlador de la xarxa.
A la figura 1 podem veure un diagrama de l’estructura d’una SDN. Podem veure el pla de
control (Control Layer) i el de dades (Infrastructure Layer), a més de la capa d’aplicació, que
com hem comentat anteriorment es comunica amb el pla de control. Un detall que podem
veure a la figura és l’existència de múltiples controladors comunicats entre ells. En general
parlarem de controlador en singular, però en casos de voler total disponibilitat o dividir
càrrega se’n poden utilitzar múltiples. La comunicació entre les capes es porta a terme amb
dues interfícies diferents.
El controlador es comunica amb la capa d’aplicació mitjançant l’anomenat Northbound
API, que com hem comentat proporciona una capa d’abstracció que permet desplegar apli-
cacions sense haver de tenir en compte l’estructura de la xarxa. Per comunicar-se amb la
xarxa el controlador utilitza una Soutbound API, que el permet interactuar amb els dis-
positius que pertanyen al pla de dades. Un exemple d’aquestes API és OpenFlow, que ha
obtingut gran popularitat i de la que en parlarem a continuació.
4.1.1 OpenFlow
Com hem comentat Openflow es basa en un controlador que es comunica amb els commuta-
dors d’OpenFlow per tal de programar el pla de dades. Els commutadors OpenFlow contenen
múltiples taules amb claus de coincidència que es comproven amb el paquet entrant. La pi-
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Figura 1: Estructura bàsica d’una xarxa SDN [9]
peline és la que podem veure a la figura 2. El paquet es comprova vers les diverses taules i
cadascuna d’elles decidirà si s’ha d’aplicar alguna acció (per exemple, modificar el paquet).
Figura 2: Pipeline d’un commutador OpenFlow [13]
El controlador es comunica amb el switch per afegir, esborrar o modificar entrades, modi-
ficant efectivament el comportament dels paquets en la xarxa. OpenFlow, però, té limitaci-
ons quant a la seva versatilitat i, en aquest context apareix P4, que intenta tractar aquestes
limitacions.
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4.2 P4
P4 (Programming Protocol-Independent Packet Processors[10]) és un llenguatge de progra-
mació per al pla de dades. És un llenguatge de codi obert que va aparèixer l’any 2013 i
que és mantingut per la organització P4 Language Consortium. P4 s’origina per intentar
corregir alguns problemes d’OpenFlow. La inflexibilitat de OpenFlow fa que s’hagin de fer
constants extensions del llenguatge per suportar nous camps i protocols. La proposta origi-
nal de P4 és de crear un llenguatge que sigui capaç de realitzar el parsing i el matching que
també duu a terme OpenFlow (i que veurem amb més detall més endavant) però oferint una
major flexibilitat. Un programa de P4, del qual en veurem la seva sintaxi més endavant,
s’encarrega de configurar un dispositiu, és a dir de dir-li com ha de realitzar les accions co-
mentades anteriorment. Això implica, per exemple, que utilitzant P4 podem programar un
commutador perquè funcioni de la mateixa manera que OpenFlow.
Figura 3: Esquema general del funcionament de P4 [10]
El llenguatge de P4 es basa en tres grans principis:
1. Reconfigurabilitat del switch
2. Independència de protocol. El controlador ha de ser capaç d’especificar un parser i
una lògica de taules i accions que facin el processat necessari de les taules.
3. Independència del target. El controlador no cal que conegui els detalls del switch. Un
compilador ho fa per ell a l’hora de convertir un programa independent en un
programa que depèn del target.
Aquesta part de la memòria tractarà dels detalls de funcionament d’aquest llenguatge de
programació, que serà utilitzat en la programació del projecte.
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4.2.1 Versions
Abans d’entrar en detall, cal tenir en compte que actualment existeixen dues versions de P4
diferents: P4-14 i P4-16. La segona es va crear per tal de millorar la primera (principalment
simplificant la sintaxis) i, per tant, serà la versió utilitzada en el projecte i a la que ens
referirem aquí.
4.2.2 Estructura del funcionament de P4
Per entendre bé el funcionament de P4 cal comentar primer tres conceptes en els que es
basa aquest llenguatge:
1. Arquitectura: És un contracte o interfície entre el programa i el target
2. Target: Un sistema de processat de paquets capaç d’executar un programa en P4.
Aquest pot ser software o hardware. Per exemple, un commutador.
3. Programa:: Codi escrit en P4 que representa el funcionament d’un pla de dades
Com podem veure a la figura 4 un fabricant proporciona un hardware o software que pot
ser programat mitjançant P4 (target) i una arquitectura, a més d’un compilador de P4.
L’usuari al seu torn proporcionarà el programa P4, que dependrà del que hagi definit el
fabricant en les parts anteriors. La compilació d’un programa P4 produeix tant la
configuració del pla de dades segons la lògica implementada com una API per la
comunicació entre el pla de control i el pla de dades.
A continuació veurem amb més detall aquestes diferents parts.
Figura 4: Estructura de funcionament dels principals components de P4 [14]
23
4.2.3 Arquitectura
L’arquitectura d’un programa P4 identifica els blocs programables i les seves interfícies pel
pla de dades, a més d’altres objectes a utilitzar. És essencialment un contracte entre el
programa i el target. Per tant el fabricant proporciona tant la definició de l’arquitectura com
un compilador per funcionar amb aquesta.
En general no es busca que els programes siguin portables a diferents arquitectures,
però sí que siguin portables als diferents targets que implementen aquesta arquitectura.
L’arquitectura V1Model, per exemple, està inclosa al compilador de P4 (p4c) i dissenyada
per ser idèntica a l’arquitectura de P4-14, fet que permet la traducció immediata de progra-
mes de P4-14 a P4-16. En aquesta arquitectura els blocs programables són un Parser, un
verificador del Checksum, un bloc d’Ingress (o entrada), un bloc d’Egress (o sortida), un actu-
alitzador del Checksum, i un Deparser. Però aquests poden canviar totalment en una altra
arquitectura.
Portable Switch Arquitecture (PSA) és una altra arquitectura que apareix amb P4-16,
amb l’objectiu de desenvolupar una arquitectura ample que pugui ser implementada en un
gran nombre de targets. A la figura 5 podem veure els blocs que s’utilitzen en PSA. Com
podem veure hi ha dos blocs Parser i Deparser, per només un de cada en la arquitectura
V1Model.
Figura 5: Pipeline PSA [15]
Cal destacar, però, que degut a l’estat molt inicial en el que es troba P4 aquestes tecno-
logies estan en fase de desenvolupament encara i, per exemple, l’arquitectura PSA no està
completa i no té un compilador funcional per al target BMv2, que veurem a continuació.
4.2.4 Targets
Existeixen múltiples targets P4 diferents com Barefoot Tofino i PISCES entre d’altres, ca-
dascun amb les seves característiques. En aquesta secció, però, ens centrarem en els que
pertanyen al grup de Behavioral Model version 2 (o BMv2), ja que serà l’utilitzat al llarg del
projecte.
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4.2.4.1 BMv2
BMv2 és un framework per implementar commutadors programables en P4 utilitzant C++.
Per tant no és un target, sinó que permet a l’usuari dissenyar els seus propis targets. Es
presenta com un projecte a nivell acadèmic i no comercial.
Encara que BMv2 no sigui un target per si sol, normalment es fa referència a ell com si ho
fós, en part ja que inclou múltiples targets ja implementats en el seu repositori [16]:
• Simple Router i L2 Switch: Targets simples i introduïts inicialment com a exemples
de l’ús del framework.
• Simple Switch: Target complet que pot executar la majoria de programes en P4-14 i
P4-16. Implementa les funcionalitats de P4-14 i P4-16 amb V1Model (suposades
idèntiques). La comunicació amb el controlador es realitza mitjançant una API
específica utilitzant RPC Thrift. Per tant no es pot utilitzar amb P4Runtime, que
veurem més endavant.
• Simple Switch GRPC: Modificació del Simple Switch que permet utilitzar P4Runtime.
• PSA Switch: Target similar al Simple Switch amb la diferència que en comptes
d’utilitzar l’arquitectura V1Model utilitza PSA. A l’hora del desenvolupament del
projecte encara no està totalment implementat.
4.2.5 Sintaxis
En aquest apartat veurem els principals conceptes de la sintaxis del llenguatge P4 per tal
d’entendre el seu funcionament. De l’especificació de P4 s’ha omitit informació més tècnica
del requerit per entendre el funcionament bàsic d’un programa, per exemple tipus de dades
que existeixen (en comentarem alguns com els Externs), avaluació d’expressions, parame-
trització, etc.
Explicarem el funcionament dels principals blocs d’un programa, a més d’estructures i
tipus rellevants per aquest projecte en concret.
4.2.5.1 Capçaleres
Les capçaleres (o headers) són una estructura bàsica que defineixen la seqüència i estructura
d’una sèrie de camps per tal de representar un protocol. Com hem comentat abans, una
de les millores de P4 respecte OpenFlow és la possibilitat del programador de definir els
protocols que cregui necessaris. Això es realitza amb aquesta estructura que consta de la
seqüència de camps que calgui. A la figura 6 podem veure com a exemple la representació
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Figura 6: Estructura capçalera IPv4 en P4
del header IPv4 en un programa P4. Aquest consta de tots els camps d’una capçalera IPv4
estàndard, cada camp amb el seu nombre de bits corresponent.
També comentar que existeixen el que en P4 s’anomenen header stacks, que permeten
tenir una representació d’un array de capçaleres. Això es pot utilitzar per exemple en pro-
tocols com MPLS, que inclou l’encuament de diferents capçaleres del mateix tipus.
4.2.5.2 Parser i Deparser
La funció del Parser es travessar les capçaleres del paquet de principi a fi i anar extraient
valors mentre ho fa. Aquest valors seran llavors enviats a les taules definides en el codi per
realitzar les coincidències.
Com podem veure a la figura 7, un Parser és, essencialment, una sèrie d’estats pels
que el programa passa successivament. Veiem el bloc start, que és on començarem, en
aquest cas cridant el bloc ethernet, que s’encarrega de fer el parsing de la capçalera ethernet,
comprovant així si el següent bloc que ha de cridar és el bloc de vlan o el de IPv4. Així es
procedeix successivament per el nombre de possibles capçaleres que puguin tenir els paquets
que passaran pel nostre target.
El deparser s’encarrega d’exactament el contrari, un cop s’ha dut a terme totes les accions
que calia amb el paquet (parsing, match+action a les taules, etc.) caldrà tornar a afegir les
capçaleres adients al paquet, amb les modificacions que el programador cregui oportunes.
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Figura 7: Exemple de Parser en P4 [10]
4.2.5.3 Metadades
Són dades associades al processat del paquet. Podem distingir-ne dos tipus. Per una banda
les metadades definides per l’usuari, que, per exemple, podem fer servir per guardar va-
lors per tal d’utilitzar-los més endavant. I d’altra banda les metadades intrínseques, que
són proporcionades per l’arquitectura (per exemple, el port d’entrada per on s’ha rebut el
paquet).
Figura 8: Exemple de l’estructura de metadades de P4
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4.2.5.4 Accions
Les accions són fragments de codi que s’executaran segons les taules que tenim al dispositiu.
Per això, és una de les principals maneres amb les que el pla de control es comunica amb
el pla de dades. Quan els camps d’un paquet coincideixin amb una entrada d’una taula,
aquesta sabrà quina acció executar i amb quins paràmetres. Aquestes accions poden anar
des de la modificació d’algun camp del paquet a descartar el paquet, a més d’accions de
recollida de dades amb algunes estructures de P4, o una combinació de diverses d’aquestes
opcions de manera que l’acció sigui bastant més complexa. A la figura 9 podem veure una
acció que executa el reenviament d’un paquet IPv4, amb les modificacions en els camps
pertinents.
En general és una eina bastant potent, que permet moltes possibilitats, algunes de les
quals veurem més endavant.
Figura 9: Acció de reenviament IP en P4
4.2.5.5 Taules
Les taules són l’element que ajunta el parser amb les accions. Com hem comentat, el pri-
mer agafa els camps de les capçaleres per enviar-ho a les taules. Aquestes comprovaran
que existeixi una entrada que coincideixi amb aquests camps i, si això passa (és a dir, es
produeix un match), executaran l’acció pertinent. A la figura 10 podem veure un esquema
del funcionament de les taules i les accions que hem explicat.
Les taules les podem entendre com una estructura de dades similar a una taula de hash
a la que s’accedeix creant la clau segons com s’hagi definit la taula, i que en cas de trobar una
coincidència durà a terme l’acció que calgui. A continuació veurem com funciona exactament
aquest mecanisme.
4.2.5.5.1 Clau de coincidència
La clau de coincidència, o Match Key, és la propietat de la taula que indica al pla de dades
quins valors ha d’agafar per comprovar si hi ha alguna coincidència a la taula. Això pot ser
qualsevol dels camps de la capçalera, o de les metadades del paquet, o combinacions entre
aquestes. Per tant, per exemple, podem crear una taula que busqui coincidències entre
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Figura 10: Funcionament del mecanisme de coincidència d’una taula P4 [14]
combinacions de la IP d’origen d’un paquet (de la capçalera IPv4) i el port d’origen (de la
capçalera TCP o UDP). Amb el símil que hem fet anteriorment, la definició de la clau de
coincidència equivaldria a escollir la funció de hash en una taula de hash.
P4 defineix tres tipus bàsics de Match Keys segons el tipus de comparació que es farà a
l’hora de buscar coincidències:
• Exacte: La comparació es fa amb el valor exacte i només es produirà un Match en el
cas que el valor que s’està cercant i el de l’entrada coincideixin.
• Ternària: Cada entrada té una màscara que dóna la possibilitat de comprovar només
uns determinats bits (o en alguns casos cap bit i que, per tant es puguin ignorar
camps en determinades situacions).
• LPM: És un cas específic de la ternària en el que s’indica un prefix en comptes d’una
màscara. S’utilitza habitualment per a direccions IP.
En el cas que s’utilitzin claus ternàries o LPM es poden produir múltiples coincidències.
Per solucionar això s’utilitza un camp de prioritat assignat a l’entrada.
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4.2.5.5.2 Entrades i accions
Les taules cal que estiguin emplenades d’entrades pel seu correcte funcionament. Tot i que
des del pla de dades es poden definir entrades per defecte, el principal mètode utilitzat és la
comunicació entre el pla de control i el pla de dades.
L’entrada consisteix en, com hem vist anteriorment, la clau de coincidència i l’acció as-
sociada a aquesta. Des del pla de dades es defineixen les accions que pot dur a terme la
taula, que seran les úniques que podran aparèixer en aquestes entrades. Si les accions
tenen arguments caldrà que apareguin a l’entrada. ,
En cas que no es trobi coincidència la taula pot definir una acció per defecte que s’execu-
tarà. Això és opcional.
A la figura 11 podem veure un exemple d’una taula en P4, en aquest cas és una taula de
reenviament IP.
Figura 11: Exemple d’una taula de reenviament IP en P4
4.2.5.5.3 Altres
A continuació veurem algunes estructures Extern i el seu funcionament, però cal notar el
cas dels Comptadors Directes i Meters Directes, que van associats a la taula.
4.2.5.6 Externs
Els Externs són objectes i funcions proveïts per l’arquitectura. Proporcionen funcionalitats
que no poden ser implementades en P4. Quan s’instància un objecte extern podem executar
els mètodes que implementa. Un exemple un objecte Checksum16, que permet calcular un
CRC de 16 bits.
A continuació veurem alguns externs especialment rellevants pel projecte.
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4.2.5.6.1 Comptadors
És un objecte que serveix per mantenir estadístiques, es pot instanciar com a comptador de
paquets, de bytes, o d’ambdós. L’única funció que té aquest objecte es la de comptar amb un
índex, per tant no es pot llegir des del pla de dades. Tot i així es pot llegir i escriure des del
pla de control.
Com hem comentat anteriorment també existeixen els Comptadors Directes, que són
similars però estan associats a una taula, i per, tant, l’índex que proporcionàvem en el cas
dels comptadors normals en aquests no és necessari, ja que l’índex serà la clau de l’entrada
de la taula a la que pertany.
Figura 12: Exemple de l’extern d’un comptador directe en l’arquitectura PSA [15]
4.2.5.6.2 Meters
Els Meters són objectes més complexos per mantenir estadístiques. Si bé també serveixen
per comptar paquets o bytes, el seu funcionament és molt més específic. Per això normal-
ment s’utilitzen per marcar paquets que excedeixin una freqüència determinada.
Aquests objectes funcionen amb “colors” de manera similar a un semàfor. Els possibles
colors són verd, groc i vermell. La idea bàsica és que quan s’executa un Meter i internament
s’actualitzen les estadístiques, l’objecte decidirà si s’ha superat la tasa de paquets o bytes
determinada (i per tant retornarà vermell), si està a prop de superar-la (i per tant retornarà
groc), o si està ben per sota del llindar (i per tant retornarà verd). Veiem que amb això es
pot dur a terme un sistema de control fàcilment, observant i reaccionant diferent al tràfic
que hi hagi.
Per configurar això el pla de control ha d’establir uns paràmetres com els que podem
veure a la figura. A diferència dels comptadors, el pla de control no pot llegir les dades d’un
Meter.
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Tal com amb els comptadors, també existeixen els Meters Directes, que van associats a
les entrades d’una taula.
Figura 13: Exemple de l’extern d’un meter en l’arquitectura PSA [15]
4.2.5.6.3 Registres
Els registres són una estructura més generalitzada que els Meters. Permeten llegir i escriure
dades des del pla de dades a través del codi en P4. Això permet utilitzar-ho com a clau en
una taula (mitjançant el guardat previ del valor en la metadata del paquet).
Des del pla de control es pot tant llegir com escriure valors a l’estructura.
En aquest cas, a diferència dels comptadors i Meters, no existeixen els registres directes.
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Figura 14: Exemple de l’extern d’un registre en l’arquitectura PSA [15]
4.2.5.6.4 Hash
Un altre Extern interessant que proporciona P4 són els objectes de hash, que permeten
obtenir el hash d’un valor utilitzant diferents algorismes, com per exemple CRC16 o CRC32.
4.2.5.7 Blocs de control
Els blocs de control serveixen per definir la lògica de l’aplicació de les taules. Es definirà la
seqüència que seguirà el paquet. Aquesta pot tenir condicionals tant de manera tradicional
(if - else) com amb estructures que P4 proporciona que permeten, per exemple, comprovar si
la última taula que s’ha executat ha provocat un hit o un miss, o bé comprovar quina acció
ha aplicat aquesta.
Això permet crear lògiques considerablement complexes, però tot i així el llenguatge té
limitacions i no permet la creació de bucles, ni en estructures com while ni utilitzant les
capacitats del llenguatge (per exemple, no es pot executar una taula de manera condicional
segons el resultat de la mateixa taula).
El número i el tipus de blocs de control que hi haurà en un programa P4 depèn de
l’arquitectura.
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4.2.6 P4Runtime
Com hem vist anteriorment (figura 4), la comunicació entre el pla de control i el pla de
dades es realitza mitjançant una API. Ara bé, P4-16 no defineix aquesta API, això implica
que originalment cada target especificava la seva pròpia interfície. Això crea la dificultat de
la configuració d’una xarxa que té targets diferents, ja que cada un d’ells faria servir una
API diferent que hauria de gestionar el controlador.
La solució a aquest problema és la utilització d’una interfície oberta que es pugui uti-
litzar de forma generalitzada en tots els dispositius de la xarxa. Com hem vist, això és
essencialment el que és OpenFlow. Aquest aporta els beneficis d’una API estàndard per
comunicar-se amb múltiples targets, però com hem comentat anteriorment OpenFlow té li-
mitacions quant als protocols que es poden implementar, ja que essencialment no va ser
plantejat com una aplicació extensible. Llavors amb aquest problema solucionat per P4
sorgeix la necessitat d’una nova interfície que s’adapti a aquestes característiques.
Així apareix P4Runtime, una manera per comunicar el pla de control amb qualsevol pla
de dades, independentment del target (target independent), utilitzant la mateixa interfície
personalitzable, amb la qual es poden utilitzar diferents protocols (protocol independent).
Figura 15: Característiques d’algunes Southbound APIs [17]
A continuació veurem en més detall el funcionament de P4Runtime, des de la part més
tecnica, les tecnologies que utilitza, fins a alguns exemples del funcionament pràctic de la
comunicació.
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4.2.6.1 Característiques tècniques de P4Runtime
4.2.6.1.1 Protobufs
Els Protocol Buffers, o Protobufs, són un mecanisme de serialització de dades desenvolupat
per Google. És un llenguatge independent de plataforma i extensible en el qual pots definir
com s’estructuraran les teves dades i llavors utilitzar-les en operacions de lectura i escriptu-
ra de forma senzilla. Tal i com Google ho presenta, es pot pensar en els Protobufs com “XML
però més petit, més ràpid, i més senzill” [18]. Google estima que són entre 3 i 10 vegades
més petits que en XML i entre 20 i 100 vegades més ràpids.
Per definir la estructura de la informació a serialitzar es fan servir els arxius proto. Un
exemple bàsic d’aquest seria el de la figura 16, on veiem diferents tipus de missatges amb
camps numerats en cada un, creant així estructures jeràrquiques de dades.
Figura 16: Exemple de l’estructura de protobufs [18]
O per un exemple més rellevant a P4 el de la figura 17, on veiem la serialització d’una
entrada d’una taula.
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Figura 17: Exemple de l’ús de protobufs en P4 [17]
4.2.6.1.2 gRPC
La comunicació P4Runtime es realitza mitjançant gRPC [19], un framework de crides a
procediment remot (RPC) dissenyat per Google (inicialment utilitzat només internament) i
pensat per implementar serveis de forma eficient, en part gràcies al seu ús dels Protobufs
comentats anteriorment per a la serialització de les dades. Les estructures i missatges
de P4Runtime s’implementen en un fitxer anomenat “p4info.proto” [20] en el format dels
Protobufs, i segons aquest fitxer es crearà la descripció d’un programa P4 que s’utilitzarà
tant en el pla de dades com el de control (fitxer p4info), com veurem a continuació.
4.2.6.2 Funcionament de P4Runtime
Com hem vist, el pla de control ha de funcionar en conjunció amb el pla de dades. Per dur a
terme això el compilador de P4 (que és target specific) compila el programa en P4 i produeix
dos outputs diferents.
Per una banda produeix un fitxer que depèn del target pel que s’estigui compilant i que
serà el que implementa la lògica que hem programat en P4 al dispositiu.
Per l’altra banda, es produirà un fitxer “p4info”. Aquest especifica, segons l’estructura
definida per P4Runtime utilitzant Protobufs, la informació que necessita P4Runtime per
tal de realitzar la comunicació amb el dispositiu. Això inclou les accions programades, les
taules, i altres objectes com comptadors.
A partir del fitxer “p4info” P4Runtime proporcionarà una API simple per implementar la
comunicació. A la figura 18 podem veure un exemple de la creació d’aquest fitxer on apareix
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l’acció ipv4_forward i els seus paràmetres (l’id, el nom i la mida de cadascun), i la taula
ipv4_lpm amb la seva clau i les accions a executar.
Figura 18: Creació del fitxer p4info mitjançant un compilador [17]
Per establir la comunicació entre el pla de dades i el pla de control es necessiten dos
elements, un a cada pla. Al pla de control trobarem el Client P4Runtime, i al pla de dades
el Servidor P4Runtime. Ambdós necessitaran el fitxer “p4info” per tal de saber com es
realitzarà la comunicació.
A la figura 19 podem veure una representació d’aquest funcionament. En aquest cas el
target és el switch virtual simple_switch del target BMv2, del qual hem parlat anteriorment.
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Figura 19: Esquema de funcionament de P4Runtime a través del fitxer p4info [17]
4.2.6.3 Objectes i missatges de P4Runtime
Tot i que no entrarem en detalls molt tècnics de la comunicació entre el pla de control i el
pla de dades sí que veurem alguns exemples dels objectes i els missatges que s’utilitzen per
fer aquesta comunicació.
4.2.6.4 PacketIn i PacketOut
El controlador i el commutador poden enviar-se paquets sencers. Això permet al controlador,
per exemple, afegir noves entrades a les taules segons els paquets que estiguin passant
pels dispositius de la xarxa. Un missatge PacketOut s’envia del controlador al switch. Un
missatge PacketIn s’envia del switch al controlador. A la figura 20 podem veure l’estructura
d’aquests missatges, el payload del paquet, que inclou totes les capçaleres, i metadates per
a l’ús de la part que rep el missatge i que es defineixen al programa de P4 com a capçaleres
utilitzant anotacions.
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Figura 20: Estructura dels missatges PacketIn i PacketOut de P4Runtime [21]
4.2.6.4.1 Lectura i escriptura de taules
Per tal de llegir i escriure entrades a les taules dels dispositius el controlador pot utilitzar els
missatges ReadRequest i WriteRequest. A la figura 21 podem veure l’exemple d’una lectura
a una taula. Segons les dades del missatge el servidor P4Runtime retornarà unes entrades
concretes. En el cas de l’exemple s’estan demanant totes les entrades amb prioritat 11 de la
taula que té un id de “0x0212ab34”.
Figura 21: Exemple d’un missatge P4Runtime per una lectura d’una taula [21]
A la figura 22 podem veure l’exemple d’una escriptura d’una entrada a una taula (la
taula 33554439 en aquest cas). La clau de coincidència en l’exemple serà el valor exacte que
es codifica (0x20) ja que s’ignora el camp 1 de la taula (fet que vol dir que és LPM o ternari).
I es defineix l’acció a executar en cas de coincidència.
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Figura 22: Example d’un missatge P4Runtime per una escriptura d’una taula [21]
4.2.6.4.2 Comptador
Abans hem vist els comptadors i com funcionen. El controlador pot tant llegir (ReadRequest)
com modificar entrades ja existents d’un comptador (WriteRequest. Per fer això utilitzarà
els missatges CounterEntry. A la figura 23 podem veure l’estructura d’aquests missatges.
El primer camp, counter_id, serveix per identificar el comptador amb el que es vol tractar.
El segon és l’index de l’entrada (en una lectura es pot deixar buit per llegir tot el comptador
sencer). El tercer són les dades que es volen escriure en una modificació (si s’està realitzant
una lectura es deixarà buit).
Figura 23: Estructura d’un missatge CounterEntry a P4Runtime [21]
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4.3 Frequent Itemset Mining
Els algorismes FIM són algorismes de Data Mining que permeten trobar conjunts d’objectes
que es repeteixen amb, com a mínim, una certa freqüència (Suport Mínim). Aquests per-
meten, posteriorment, trobar regles d’associació entre variables en bases de dades grans.
Un dels exemples habituals en els casos d’ús d’aquests algorismes és el descobriment de
patrons de compra que es repeteixen a gran escala en supermercats. Aquestes podrien ser,
per exemple, la relació entre comprar ceba i pa i, alhora, hamburgueses. En aquest projecte
ens interessa la part de la detecció d’itemsets freqüents.
Existeixen diversos algorismes FIM de característiques diferents. Si bé els que van sor-
gir inicialment, com Apriori, representen un cost de temps molt elevat sobretot en bases
de dades grans, actualment existeixen variants com FP-Growth que utilitzen estructures
d’arbre per fer l’algorisme molt més eficient.
Com hem vist aquests algorismes són útils en la detecció d’anomalies en una xarxa. Això és
degut a que ens permeten detectar patrons de tràfic que es repeteixen amb una gran
freqüència, fet que permet detectar atacs que s’estiguin produïnt, per exemple els següents:
1. Atac DoS: Consisteix en provocar que els usuaris no puguin accedir a una màquina
mitjançant la saturació d’aquesta a base de peticions malicioses. En aquest cas es pot
repetir el patró [IP origen-IP destí]
2. Escaneig de port: Consisteix en enviar sol·licituds a múltiples ports d’un objectiu per
tal de trobar serveis actius. Veiem clarament com en aquest tràfic també es repeteix
un patró [IP origen-IP destí]
3. Escaneig de xarxa: Consisteix en enviar sol·licituds a un mateix port de diferents
objectius. En aquest atac el patró que es repeteix és de [IP origen- Port destí]
Detectar aquests patrons de tràfic ens pot permetre, potencialment, detectar de forma
eficaç els atacs nombrats anteriorment i, per tant, representa una eina molt poderosa.
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5 El projecte
5.1 P4: Objectius i limitacions
Tal i com hem vist, els algorismes de FIM poden ser utilitzats per detectar tràfic anòmal
amb molts bons resultats. L’objectiu de la detecció d’anomalies, però és que es pugui re-
alitzar a temps real per tal que es puguin detectar els atacs immediatament i mitigar les
conseqüències en el major grau possible. Per això es busca la màxima eficiència possible
i s’utilitzen algorismes com FPGrowth, basat en una estructura d’arbre que necessita no-
més dos recorreguts per les dades, en comptes d’altres com Apriori, que necessita molts més
recorreguts.
El que busquem aconseguir amb la nostra implementació amb P4 és realitzar part de la
computació en els dispositius de la xarxa (és a dir, en els commutadors) perquè el temps de
computació final sigui menor.
P4 és un llenguatge molt més versàtil que les alternatives anteriors a ell (com hem
vist amb OpenFlow), però tot i així és un llenguatge bastant limitat. No és possible, per
exemple, la implementació d’un algorisme com FPGrowth, ja que no és ni l’objectiu de P4 ni
dels dispositius que s’estan programant. Cal tenir en compte que els dispositius són limitats
quant a poder de computació i memòria, i que per tant s’haurà de seleccionar quines parts
de la computació podem realitzar en aquests.
Algunes de les limitacions que ens trobem amb el llenguatge de P4 són les següents:
1. Els tipus de dades que trobem són limitats. No tenim, per exemple, arrays, matrius,
llistes o taules de hash com podem tenir en altres llenguatges. Tot i així P4 dona
suficients tipus com per que es puguin recrear alguns d’aquests. Un registre en P4-16
té essencialment el mateix funcionament que una taula de hash. Podem utilitzar
vectors de bits per representar tipus més complexos de variables. A més a més
existeixen els structs, tuples i headers, com a tipus. En general P4 ofereix suficients
solucions com per realitzar programes senzills i això cal tenir-ho en compte a l’hora
de dissenyar l’algorisme
2. Hi ha construccions que no estan disponibles en P4. Per la definició original de P4, no
permet computacions indefinides i, per tant no es poden programar bucles. A més, el
targets BMv2, per exemple, no permeten executar accions condicionals.
3. El fet que estem programant dispositius de reenviament d’una xarxa implica que
hem de tenir en compte també les limitacions d’aquests dispositius. Aquestes les
podem dividir en dos fronts:
• Els dispositius tenen una memòria limitada, per això, cal evitar el màxim
d’entrades possibles a les taules, sobretot en el cas que en un mateix dispositiu
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s’estiguin duent a terme més processos (és a dir, a més de les entrades
necessàries per l’algorisme caldrà que hi hagi, per exemple, taules pel
forwarding IP). Si suposem una entrada en què la clau de coincidència consisteix
de 96 bits (per exemple, un match de l’adreça IP d’origen i destí i del port origen
i destí) i que l’entrada s’emmagatzema directament en memòria (com no sempre
és el cas [22]) trobem que amb aproximadament 60.000 entrades estem
utilitzant 1MB de memòria del dispositiu. Suposant que la memòria del
commutador és de l’ordre dels megabytes, podem veure fàcilment la limitació.
• Cal tenir en compte també el temps de processat dels paquets també, ja que en
una xarxa real no podem permetre afegir un retard considerable a tots els
paquets. L’objectiu és que la pipeline del programa sigui el màxim de concisa
possible. Per fer això evitarem l’ús de taules innecessàries. Les taules són una
de les eines més poderoses de P4 i ens permeten fer programes molt versàtils.
Per això trobar un equilibri entre la simplicitat de l’algorisme i l’ús limitat de les
taules és un punt complicat del disseny de l’algorisme. En els targets BMv2 l’ús
de les taules és especialment sensible. Amb una pipeline de 15 taules la latència
és d’un 1000% del cas en que només tenim una taula[23]. No tots els targets es
veuen tan afectats però sí que, en comparació al nombre d’operacions
realitzades, per exemple, la extensió de la pipeline té un major efecte.
Amb això en ment, es crearà un sistema de recollida de dades als commutadors per tal que
amb un post-processat del controlador s’obtinguin els resultats desitjats.
5.2 Disseny de l’algorisme
Amb aquests punts en ment ara exposarem les eines escollides per tal d’evitar les limitacions
intentant mantenir un bon rendiment de l’algorisme.
5.2.1 Compte incremental
Comptar totes les combinacions de tots els paquets representaria un ús ineficient dels re-
cursos dels que disposem. Per això cal algun mètode per reduir el nombre de combinacions
que contem. Per aconseguir això realitzarem un compte incremental. És a dir, comencem
comptant un element, quan hem comptat un cert nombre de paquets que contenen aquest
element (llindar) podem tenir una sospita que l’element té probabilitat de ser freqüent. Per
tant llavors comencem a comptar les combinacions de dos elements d’aquest. Així repetim
l’acció creuant successius llindars que augmenten la mida de la tupla que comptem. Podem
veure un exemple d’aquest sistema a la figura 24. Aquest estructura en forma d’arbre es
desplega començant tant des de la IP d’origen (vist a l’exemple), com des de la IP de destí,
el port d’origen i el port de destí.
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Amb aquest sistema podem detectar clarament que un mateix paquet pot coincidir amb
diferents entrades (sIP-dIP i sP-dP, per exemple). Per solucionar aquest problema hem
establert un sistema de prioritats que veurem més endavant.
Figura 24: Esquema del funcionament del compte incremental
5.2.2 Tipus de mostreig
Amb l’objectiu de reduir el nombre de paquets que es tractin i per tant reduir la memòria
usada, es realitzarà un mostreig dels paquets que arribin. Per fer això s’han plantejat dos
tipus de mostreig que s’utilitzen de forma generalitzada:
1. Mostreig per paquets: És la solució intuitiva basada en el mostreig dels paquets
segons una probabilitat establerta i de forma separada.
2. Mostreig per flows: El mostreig es realitza a nivell de flow i per tant s’agrupen tots
els paquets que pertanyen a un mateix. Per tant, tot i que es basa en una probabilitat
també, aquesta es refereix als flows, no als paquets individuals.
Tradicionalment s’ha utilitzat el mostreig de paquets degut a la seva simplicitat a més dels
bons resultats. Tot i així hi ha estudis que demostren que per algunes aplicacions no és el
més adequat i que el mostreig de flows dóna un millor rendiment [24]. Per tal d’assegurar
que fos així es va realitzar la implementació d’ambdós mètodes per fer proves i comprovar
quina alternativa proporciona millor rendiment.
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La implementació realitzada està basada en [25], que implementa un sistema de mo-
nitorització amb mostreig utilitzant OpenFlow. Proposa dos sistemes per implementar el
mostreig. El primer, més simple, està basat en els sufixos IP i el segon en l’ús de funci-
ons de hash. Degut a la simplicitat de l’ús de funcions de hash en P4 es realitzarà una
implementació similar al segon sistema. Veurem amb més detall la implementació en P4
més endavant, però el funcionament està basat en el hash dels camps pertinents d’un pa-
quet i l’ús d’una taula que, utilitzant entrades del tipus Range, omplim amb rangs de valors
que faran que el paquet sigui mostrejat o no segons la probabilitat que haguem establert.
Aquesta implementació és simple i permet canviar entre Mostreig de Paquets i Mostreig
de Flows modificant només els camps que s’utilitzen en el hash (El de paquets necessitarà
algun camp que sigui aleatori, mentre que el de flows només utilitzarà la 5-tupla).
Les proves realitzades van mostrar un rendiment lleugerament millor en el mostreig de
flows. Per tant la implementació final i l’avaluació del sistema s’han realitzat amb aquest
tipus de mostreig.
5.2.3 Sample and Hold
A més a més del tipus de mostreig segons l’agrupació que es faci (per paquet o per flow), hi
ha diverses tècniques que podem aplicar per implementar aquest mostreig. La tècnica Sam-
ple and Hold parteix del desig de crear una eina de mostreig que permeti tenir una bona
representació dels flows més grans (fet que s’alinea amb les nostres necessitats). El funcio-
nament és simple: realitzem un mostreig per probabilitat i si el paquet es mostreja s’afegirà
una entrada pel flow. La diferència d’un mostreig tradicional és que tots els paquets que
arribin posteriorment que pertanyin a aquest flow seran comptats sempre. A la figura 25
podem veure un esquema del funcionament d’un sistema Sample and Hold. Aquest propor-
ciona bons resultats i és simple d’implementar i, per tant serà la tècnica utilitzada en la
nostra implementació.
Figura 25: Esquema del funcionament d’un mostreig Sample and Hold [26]
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5.2.4 Algorisme nal
5.2.4.1 Taules
Per la implementació de l’algorisme utilitzarem dues taules: una per realitzar el sampling i
l’altre per mantenir l’estat dels flows.
1. Taula de mostreig: La funció d’aquesta taula és implementar un mostreig basat en
probabilitat. És a dir, buscarem la coincidència d’un valor en la taula per saber si el
paquet s’ha de mostrejar o no. Aquest valor serà el hash realitzat sobre uns
determinats camps del paquet, tal i com hem comentat anteriorment.
2. Taula d’estat: Aquesta taula mantindrà l’estat dels flows i essencialment implementa
tant el Sample and Hold com el compte incremental ja explicats. La clau de
coincidència d’aquesta taula és una combinació de [1,N] camps de les capçaleres del
paquet. A nivell teòric aquests camps podrien extendre’s segons les nostres
necessitats, però en la nostra implementació utilitzem 4 camps (N=4): IP origen,IP
destí, port origen i port destí. Per tant, la clau pot ser qualsevol combinació d’aquests
camps. A continuació veurem amb més detall les entrades que trobarem en aquesta
taula.
5.2.4.2 Entrades de la taula d’estat
P4 permet múltiples coincidències en una taula, però cal solucionar-les amb nivells de pri-
oritat. Per tant, com que l”objectiu és sempre comptar la combinació més gran, s’establiran
4 nivells de prioritat (1-Camp, 2-Tupla, 3-Tupla, 4-Tupla), el major d’ells per a comptar les
4-tuples. Això provocarà que si un paquet fa match a dues entrades només s’actualitzarà la
més gran.
A més a més, podem veure que també es pot produir la mateixa situació amb entrades de
la mateixa mida. Per tant necessitem una escala de prioritat més fina que només 4 graons.
La solució utilitzada és mantenir els 4 graons de prioritat segons la mida i extendre’ls per
establir sub-prioritats entre combinacions de la mateixa mida. Un exemple d’això seria
el següent: Suposem que un paquet fa match amb tres entrades diferents. Una d’elles és
l’entrada que compta la IP d’origen. Les altres dues compten les combinacions [IP origen, IP
destí] i [IP origen, port destí]. La primera entrada està en el rang de prioritats de 1-Camp,
que és menor que el de les 2-Tupla, per tant aquesta entrada es descarta. Però encara cal
decidir quina serà l’entrada que s’accepta com a coincidència. Aquesta serà la que tingui
major sub-prioritat entre [IP origen, IP destí] i [IP origen, port destí].
Necessitem però, un mecanisme per afegir aquestes entrades i sabem que això es realitzarà
segons el mostreig que realitzem. També sabem que volem treure el màxim rendiment
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possible de la taula i no haver-ne d’utilitzar una addicional. Per això tindrem dos tipus
d’entrades: entrades de compte i entrades de mostreig.
• D’una banda, les entrades de compte són les que ja hem vist, l’acció que realitzen a
causa de la coincidència és actualitzar el comptador d’aquella combinació concreta. A
més a més, cal que duguin a terme el control del llindar que hem vist en el compte
incremental. Quan el comptador d’una combinació superi el llindar establert afegirà
(mitjançant la comunicació amb el controlador) una entrada de mostreig idèntica a la
que s’ha coincidit però en un rang de prioritat superior.
• L’entrada de mostreig s’encarrega d’executar la taula de mostreig per saber si ha
d’afegir entrades de comptat. Una entrada de mostreig “sIP” afegirà les entrades de
totes les 2-tuples del paquet que continguin sIP (en cas que es decideixi que es
mostreja)
A la figura 26 podem veure l’estructura de la taula d’estat. Veiem el tipus d’entrades que
hem explicat, organitzades en quatre nivells de prioritat diferents, generant 30 sub-nivells
totals de prioritat. L’entrada amb menys prioritat és la que realitza el mostreig inicial per
tal d’afegir les entrades per comptar 1-Camp. És l’entrada per defecte de la taula.
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Figura 26: Esquema de les entrades de la taula d’estat
5.2.4.3 Disseny nal
Vist en detall el funcionament de les taules ja només queda veure el disseny final del sis-
tema. A la figura 27 podem veure un esquema d’aquest. Al switch trobem tres taules. Les
dues ja comentades i una taula de reenviament IP. Aquesta última no és necessària ja que
la implementació realitzada és independent del tractament posterior que es faci del paquet.
Així doncs podem entendre la taula de reenviament de l’esquema com un exemple de la
pipeline ordinària que trobaríem al commutador, independentment del nostre sistema.
A l’hora d’afegir les entrades a la taula d’estat cal establir la comunicació amb el contro-
lador, que és qui les pot afegir. Per fer això el commutador utilitza missatges PacketIn amb
les dades necessàries per tal que el controlador pugui afegir l’entrada.
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També veiem el Registre, que s’utilitza per mantenir les dades dels comptadors.
Més endavant veurem la implementació d’aquest disseny, en la que es modifiquen alguns
petits detalls, com l’ús de múltiples funcions pel mostreig i el compte.
Figura 27: Esquema del disseny de l’algorisme
5.3 Decisions d’implementació
5.3.1 Arquitectura P4
Quant a l’arquitectura a utilitzar per la implementació, vam plantejar dues opcions que ja
hem anat veient a través d’exemples: PSA i V1Model. Degut a que P4 es troba encara en
fase de desenvolupament ambdues tenen limitacions i funcionalitats que no estan imple-
mentades encara. PSA (basat en P4-16) representa un model més nou que V1Model (basat
en P4-14). Tot i així les funcionalitats bàsiques del sistema són utilitzables en les dues ar-
quitectures. Finalment es va prendre la decisió d’usar V1Model degut a que el compilador
p4c no implementa encara la compilació de programes d’arquitectura PSA en els targets
que proporciona BMv2 (Simple Switch GRPC) i per tant caldria implementar el nostre tar-
get personal. Per evitar això s’utilitzarà l’arquitectura V1Model amb un target BMv2.
5.3.2 Comptadors
Necessitem mantenir les dades dels flows que volem analitzar. Com hem vist P4
proporciona múltiples estructures per fer això: comptadors, meters i registres. Cada un
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d’ells te característiques pròpies que el fan més apropiat per un ús determinat. En el
nostre cas necessitem una estructura que ens permeti el següent:
1. Comptar el número de paquets o bytes segons un índex.
2. Permetre lectures des del pla de dades per tal de fer el control sobre el llindar.
3. Permetre lectures des del controlador, per tal de realitzar el post-processat de les
dades
Totes les estructures de comptat permeten fer el primer punt. El segon punt el podem
portar a terme amb registres o meters. L’últim només ho permeten els comptadors i els
registres. Per tant utilitzarem un registre per mantenir les estadístiques.
5.3.3 Funció de hash
També caldrà triar la funció de hash utilitzada en el sistema. Necessitem una funció que ens
proporcioni protecció contra el màxim nombre de col·lisions possibles. A la figura 28 podem
veure les opcions que ens proporciona l’arquitectura V1Model. CRC32 és una funció de hash
que proporciona bons resultats quant a col·lisions. No és, però, una funció criptogràficament
segura. Això vol dir que és reversible i, per tant, qualsevol persona que tingui accés a les
dades emmagatzemades al registre té accés a les dades del tràfic que estem monitoritzant.
Això caldria tenir-ho en compte en una implementació en una xarxa real i vulnerable. Tot i
així, per a la nostra prova de concepte utilitzarem CRC32.
Figura 28: Algorismes de hash disponibles en l’arquitectura V1Model [27]
5.3.4 Algorisme FIM
Per al post-processat de les dades recollides en els commutadors s’utilitzara un algorisme
FIM. En la recerca realitzada hem vist que FP-Growth representa una de les millors alter-
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natives quant a l’anàlisi de tràfic tant en els resultats com en el temps i la memòria consu-
mides. Per tant s’utilitzarà aquest algorisme. Tot i així, com que aquest només s’utilitza en
el post-processat seria senzill modificar l’algorisme utilitzat, en cas que es vulgués.
5.4 Implementació en P4
En aquest punt veurem alguns detalls de la implementació en P4 realitzada basada en el
disseny comentat anteriorment.
5.4.1 Capçaleres
El primer element que veurem són les capçaleres. Tal i com ja hem vist, P4 permet la imple-
mentació de les pròpies capçaleres que siguin necessàries en cada xarxa. En el nostre cas
només necessitem capçaleres estàndard Ethernet, IPv4 i TCP, que podem veure implemen-
tades a la figura 29 amb els seus camps habituals.
Figura 29: Implementació de les capçaleres en P4
A més a més necessitem una capçalera personalitzada per enviar la informació necessària
al controlador perquè aquest pugui portar a terme les accions necessàries. Els camps que
conté aquesta capçalera són els següents:
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• Prioritat: 3 bits que serveixen per indicar al controlador quin tipus d’entrada ha
d’afegir. D’una banda entrades de mostreig o de compte, i d’altre banda la mida de la
tupla de l’entrada a afegir.
• Hash: S’utilitza per mantenir l’estat del registre. Com que l’estructura està indexada
per 32 bits utilitzem un hash de la tupla. Per això cal mantenir al controlador una
traducció del hash a la tupla per poder llegir els resultats.
• contrStat: S’utilitza tant per un control ràpid de quina entrada concreta s’ha d’afegir
(quina combinació de camps s’ha d’utilitzar) des del controlador, com per realitzar el
compte adeqüat al pla de dades.
Com veiem a la figura 30 per crear aquest tipus de capçaleres utilitzarem la anotació
"@controller_header(“packet_in”)". De la mateixa manera, si fós necessari, podríem crear
una capçalera "packet_out", per rebre paquets des del pla de control.
Figura 30: Implementació de la capçalera PacketIn en P4
5.4.2 Parser i Deparser
Primer de tot, el Parser i el Deparser són simples, ja que el sistema no requereix cap capça-
lera addicional. En un sistema real probablement trobaríem més protocols diferents, depe-
nent de la xarxa. A la figura 31 podem veure com s’implementa el parsejat de les capçaleres
Ethernet, IPv4 i TCP. S’inicia amb l’estat parse_ethernet, que va al parse_ipv4 en cas que
existeixi, i finalment a l’estat parse_tcp.
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Figura 31: Implementació del Parser en P4
El Deparser torna a col·locar les mateixes capçaleres que hem vist a l’inici, fent ús de la
funció emit que proporciona P4. A la figura 32 veiem com, addicionalment tenim la capçalera
packetIn. Aquesta s’utilitza per a la comunicació amb el controlador. Inclou els camps que
haguem configurat i que hem vist en el punt anterior. Aquesta capçalera serà vàlida si hem
activat la seva validesa amb la funció setValid() i, en aquest cas serà visible pel controlador,
que utilitzarà els seus camps per afegir les entrades i mantenir les dades necessàries.
Figura 32: Implementació del Deparser en P4
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5.4.3 Control
Cal programar la lògica amb la que s’aplicaran les taules. En el nostre sistema aplicarem
primer la taula d’estat, amb la intenció de que la majoria de vegades sigui la única que
s’aplica i reduïm així el temps que tarda a processar el paquet. A la figura 33, però, veiem
com primer s’aplica la taula de forwarding IPv4. Aquest ordre no és requisit del sistema,
que, com que només realitza monitoratge, es pot aplicar en qualsevol punt de la pipeline.
Un cop aplicada la taula d’estat, gràcies a la funció action_run podem realitzar un control
de l’acció que s’ha aplicat. Si s’ha realitzat una acció de compte es comprovarà si s’ha superat
el llindar i per tant cal enviar un missatge al controlador. Si s’ha realitzat una acció de
mostreig s’aplicarà la taula de mostreig per saber si cal afegir entrades de compte.
Figura 33: Implementació del bloc de control en P4
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5.4.4 Taules
Tal i com hem vist en el disseny necessites dues taules per realitzar la nostra implementació.
• Taula d’estat: Agafa la tupla de camps IP d’origen, IP de destí, port d’origen i port de
destí. Per fer això utilitzarem entrades ternàries, que ens permeten omitir parts de la
tupla i, per tant, realitzar el compte incremental explicat anteriorment. Les accions
que pot cridar la taula són les quatre accions de compte i de mostreig, segons quina
entrada sigui la que resulti coincident.
• Taula de mostreig: La clau és un hash de la tupla calculat anteriorment. Per tant
abans de la crida cal assegurar-se que s’ha assignat el valor adeqüat al camp de les
metadades que s’utilitza com a clau (meta.hash). S’utilitza el tipus d’entrada Range,
segons el qual per trobar la coincidència es comprovarà entre quins valors està la
clau. És a dir, l’entrada serà del format “[Inici del rang, final del rang], Acció”. Les
accions poden ser dues: enviar al controlador per afegir una nova entrada en cas que
s’hagi mostrejat (send_to_controller) o no realitzar res en cas que s’hagi decidit no
mostrejar.
Figura 34: Implementació de les taules per l’algorisme en P4
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5.4.5 Accions
5.4.5.1 Mostreig
D’una banda tenim les accions de mostreig. Aquestes s’han d’encarregar de preparar la
informació necessària per aplicar la taula de mostreig i la possibilitat de que posteriorment
s’envïi al controlador. Tot i que tenim quatre accions diferents l’estructura bàsica de totes
és la mateixa: Preparar els hashs necessaris per mantenir l’estat al controlador i preparar
l’ús de la taula.
L’acció sample_1 és lleugerament diferent a les altres ja que és la primera que s’executa.
La particularitat d’aquesta és que quan s’executi ho farà per tots els camps de la 4-tupla
del paquet. Mentre que les altres accions s’executen només per a un camp d’aquesta. Això
ho fem perquè inicialment es perdi menys informació (si bé a cost d’entrades addicionals)
i en cas que els patrons de tràfic no siguin de mida molt gran els resultats segueixin sent
correctes. Així en aquest cas es realitza el hash dels quatre camps per separat per les
traduccions al controlador. Llavors es tria quin tipus de mostreig s’utilitzarà (per paquet
o per flow) i llavors es prepara el hash que servirà com a clau a la taula de mostreig i la
prioritat que s’enviarà al controlador si es mostreja.
Figura 35: Implementació de l’acció pel mostreig de camps individuals en P4
A la figura 36 podem veure la funció sample_2, que té el mateix funcionament però que
treballa sobre només un camp (segons el camp que hagi superat el llindar en una funció
de compte) i que per tant haurà de comprovar de quin camp es tracta. Això ho realitzem
amb l’argument matchT, que ja hem comentat anteriorment. La funció realitzarà un hash
a les combinacions de dos elements que continguin el camp de la tupla que hagi provocat la
coincidència.
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Figura 36: Implementació de l’acció pel mostreig de 2-tuples en P4
La diferència entre aquesta acció i les altres dues és simplement les combinacions que
s’utilitzen: sample_3 realitzarà combinacions de tres elements i sample_4 combinacions de
quatre elements (és a dir la tupla sencera).
5.4.5.2 Compte
En les accions de compte ens trobem en la mateixa situació. La acció count_1, que podem
veure a la figura 37, és més complexa ja que comptarà tots els camps per separat. L’estruc-
tura d’aquestes accions es la següent: preparar el hash que indexa el registre segons els
arguments proporcionats a l’acció; actualitzar el registre amb l’índex correcte i comprovar si
s’ha superat el llindar establert. A la figura 37 podem veure aquest procés realitzat quatre
vegades (una per cada camp) en la primera funció de compte. S’ha de tenir en compte que
en aquest cas cal avisar al controlador de tots els llindars superats (potencialment quatre) i
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que per tant el pla de control pot haver d’afegir quatre entrades noves.
Figura 37: Implementació de l’acció pel compte de camps individuals en P4
Això no succeeix en les altres funcions, com podem veure per exemple en la figura 38, que
realitza un control de quina combinació de camps s’està actualitzant mitjançant l’argument
type i l’actualitza corresponentment.
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Figura 38: Implementació de l’acció pel compte de 2-tuples en P4
5.4.5.3 Enviar al controlador
Aquesta funció cal que faci vàlid la capçalera que prèviament hem anotat com a “contro-
ller_header”. Això ho fem amb la funció setValid(). Posteriorment omplim la capçalera amb
els camps necessaris i modifiquem el port de sortida per tal que el paquet s’envïi al contro-
lador (egress_spec = CPU_PORT_ID).
Figura 39: Implementació de l’acció per enviar un paquet al controlador
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5.5 Comunicació amb el controlador
5.5.1 Missatge rebut (StreamMessageResponse)
Com veiem a la figura 40, per rebre un missatge al controlador s’utilitza una funció callback
que parseja el missatge rebut (de tipus StreamMessageResponse) i crida a una de les dues
funcions implementades per afegir o bé una entrada de mostreig o bé una de compte.
Figura 40: Funció de rebuda de missatges del controlador
5.5.2 Afegir entrada de mostreig
Amb les dades rebudes del pla de dades el controlador sap exactament quina entrada cal
afegir. Així només amb uns certs condicionals la implementació és relativament senzilla.
A la figura 41 veiem la funció que afegeix entrades de mostreig per 2-tuples. Per això hi
haurà quatre possibles entrades a afegir, iguals a les quatre entrades de compte d’un camp.
Comprovant el camp contrStat de la capçalera PacketIn que hem vist abans sabrà quines ha
d’afegir concretament.
Veiem com a la clau de coincidència només hi ha un camp (el camp, la màscara a aplicar
i la mida del camp). Com que les claus són ternàries podem omitir parts d’aquesta i no es
tindran en compte a l’hora de buscar la coincidència. També veiem com les prioritats són
diferents entre cada entrada, com ja hem explicat anteriorment.
60
Figura 41: Implementació de l’afegit d’entrades de mostreig de 2-tuples des del controlador
5.5.3 Afegir entrada de compte
A l’hora d’afegir entrades de compte caldrà afegir múltiples entrades (excepte en el cas de
la 4-tupla, que és única). Com veiem a la figura 42 les entrades són similars però utilitzant
diferents accions. En el cas de l’acció count_1 passem les màscares a aplicar per tal de
realitzar el control (ja que s’ha de comptar els quatre camps). En les altres accions, però,
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només caldrà passar el tipus de clau de coincidència que és al pla de dades. A més a més, el
llindar que utilitzem l’indiquem des del controlador, això permet modificar-lo des del pla de
control i portar-ne un millor control.
Figura 42: Implementació de l’afegit d’entrades de compte de camps individuals des del controlador
Finalment, a la figura 43 podem veure la funció que afegeix les entrades de compte de
3-tuples. Aquesta funció caldrà que afegeixi sempre dues entrades: el número de combina-
cions entre la 2-tupla que s’ha mostrejat i la resta de camps, en aquest cas dos.
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Figura 43: Implementació de l’afegit d’entrades de compte de 3-tuples des del controlador
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6 Avaluació del rendiment
El sistema depèn de dues variables. Per una banda la Freqüència de Mostreig indica quin
percentatge de paquets de la traça (l’entrada del sistema) es processarà. D’altra banda el Su-
port Mínim (minSup) indica el nombre d’aparicions que ha de tenir un item per considerar-
se freqüent. En el nostre cas utilitzarem un minSup relatiu en forma de percentatge (és a
dir, un objecte és freqüent si apareix en un percentatge de les transaccions).
6.1 Traces utilitzades
S’han utilitzat cinc traces diferents de dues fonts diferents. A la figura 44 podem veure les
diferents distribucions de les traces, a les quals anomenarem M1, M2, M3 i E1 i E2.
Figura 44: Distribució d’elements de les traces segons el suport (d’esquerra a dreta, de dalta a baix:
M1, M2, M3, E1, E2
6.2 Simulació del sistema
Per tal d’aïllar el rendiment de l’algorisme de les limitacions de l’entorn s’ha realitzat primer
l’anàlisi d’una simulació del sistema. A la figura 45 podem veure el rendiment de les traces
M1, M2 i M3 amb un minSup de 1.5%. Veiem que, tot i que l’algorisme no detecta els
mateixos sets freqüents (entre un 60 i 80% en general), aquests sets són representatius del
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mateix conjunt de flows, amb un rendiment per sobre del 99% en mostratges superiors a
l’1%. Com és de suposar, una major freqüència de mostreig implica rendiments superiors,
tot i que cal tenir en compte si la millora és substancial respecte als costos de l’execució
(tant en memoria com en temps). La desviació de la posició dels elements freqüents ens
serveix com a mesura de l’exactitud del compte. Més enllà de que els items siguin presents,
l’objectiu és que es trobin en l’ordre adeqüat. Quant a això veiem una gran millora en
freqüències de mostratge grans. També podem veure l’efecte del mostratge en la variabilitat.
Les freqüències de mostreig altes donen resultats molt més compactes i similars, ja que hi
haurà menys variabilitat en els flows que no es mostrejaran. En canvi succeeix al contrari
amb freqüències baixes.
Figura 45: Anàlisi del rendiment de l’algorisme en les traces M1, M2, M3 (d’esquerra a dreta, de dalt
a baix) amb un suport d’1.5%
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A la figura 46 trobem l’anàlisi dels costos del sistema. El temps suposa entre un 15% i un
40% del temps que s’hauria tardat originalment en aplicar l’algorisme FP-Growth. També
podem veure el nombre d’entrades de la taula d’estat segons la freqüència de mostreig.
Figura 46: Anàlisis dels costos d’execució de l’algorisme en les traces M1, M2, M3 (de dalt a baix) amb
un suport d’1.5%
Cal tenir en compte, però l’altra variable del sistema, el Suport Mínim. A la figura
47 podem veure l’afecte que aquest té. El suport més baix és el que proporciona millors
resultats.
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Figura 47: Anàlisi del rendiment de l’algorisme en les traces M1, M2, M3 (d’esquerra a dreta) amb
diferents suports
En l’anàlisi de les traces E1 i E2 un 1.5% de suport mostra resultats pitjors que en les
altres traces, en part ja que la distribució d’elements d’aquestes traces són considerablement
diferents i, per tant, un suport d’1.5% (figura 48) representa una fracció més petita que en
els altres casos. Tot i així, fins i tot en suports més baixos (0.5 a la figura 49) el rendiment
és inferior i més variable.
Figura 48: Anàlisi del rendiment de l’algorisme en les traces E1 i E2 (d’esquerra a dreta) amb un
suport d’1.5
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Figura 49: Anàlisi del rendiment de l’algorisme en les traces E1 i E2 (d’esquerra a dreta) amb un
suport de 0.5
6.2.1 Efecte del compte incremental
Per reduir el cost de comptar el màxim de combinacions possibles es realitza el compte
incremental explicat anteriorment.
El rendiment d’aquest sistema respecte comptar cada 4-tupla individualment és similar,
en alguns casos, tal i com s’esperava, sent el segon superior quant a correctesa dels objectes
freqüents trobats. Tot i així, si bé el sistema dóna uns bons resultats en aquest àmbit, en
els costos no suposa un avantatge considerable, ni en temps d’execució ni en el nombre d’en-
trades utilitzades. Creiem que això és degut a l’ús d’un llindar de compte relativament baix
i que es podria modificar per reduir el consum de l’algorisme, sempre a cost d’un rendiment
més baix.
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Figura 50: Anàlisi del rendiment de l’algorisme amb el compte incremental dissenyat respecte un
compte normal
Figura 51: Anàlisi del cost de l’algorisme amb el compte incremental dissenyat respecte un compte
normal
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6.3 Rendiment en l’entorn P4
Un cop vist el rendiment del sistema aïllat cal veure l’efecte que té l’entorn en aquest.
Com veiem a la figura 52, de forma esperada, el rendiment en l’entorn de xarxa en
P4 és inferior a la simulació, tot i que no difereix excessivament. Aproximadament en un
10% en els objectes freqüents, número que es veu reduït a menys d’un 5% quant als flows
rellevants. També podem veure com l’increment segons la freqüència de mostreig és molt
més pla en el cas de P4 i, fins i tot, en alguns casos es redueix lleugerament el rendiment
per freqüències més altes. Això és degut principalment a la comunicació amb el controlador.
Hi ha un retard a l’hora d’afegir entrades al commutador degut a la comunicació a través
de gRPC amb el controlador. Això no succeïa en la simulació, on el controlador era igual de
ràpid que el commutador. Això provoca que en el temps que s’afegeix una entrada es poden
haver processat múltiples paquets que afecten a aquesta entrada i, per tant, això resulta
en un rendiment inferior (per exemple, amb un retard d’N paquets, si arriben N paquets
iguals consecutius només es comptaria un d’aquests si encara s’ha d’afegir una entrada de
mostreig).
Figura 52: Anàlisi del rendiment de l’algorisme en l’entorn P4 respecte a la simulació
Aquest fet explica també la considerable disminuició en el nombre d’entrades utilitzades
en la taula de d’estat que podem veure a la figura 53. Això es podria solucionar amb un
sistema d’afegit d’entrades més complex que tingui en compte l’estat recent en el cas que
arribin múltiples peticions idèntiques com en el cas anterior.
70
Figura 53: Anàlisi del cost de l’algorisme en l’entorn P4 respecte a la simulació
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7 Anàlisi de sostenibilitat
7.1 Matriu de sostenibilitat
PPP Vida útil Riscs
Ambiental 10 5 -5
Econòmic 8 10 -10
Social 9 12 -5
Rang de sosteniblitat 27 27 -20
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Taula 12: Matriu de sostenibilitat
7.2 Anàlisi econòmic
7.2.1 PPP
Anteriorment hem realitzat el pressupost per la realització del projecte i hem vist les desvi-
acions que s’han produït. El cost no ha estat massa elevat, en part gràcies a que la majoria
dels recursos que consumim són humans. Tot i així s’ha produït una desviació de 221’4C, que
suposa un 1’56% addicional a l’estimació que es va realitzar a l’inici del projecte. Aquesta
desviació es deu a les hores addicionals no esperades que s’han hagut de fer servir, princi-
palment per la complicació en la part de la implementació i l’avaluació. Creiem que és una
quantitat considerable i que podria haver estat evitada amb una millor planificació. Pensem
que la falta d’experiència en un projecte d’aquesta mida ens ha perjudicat en aquest sentit.
7.2.2 Vida útil
Un dels objectius de la realització d’aquest projecte és simplificar la gestió de la xarxa. Això
en el nostre cas vindrà donat per l’ús del paradigma de SDN. L’adaptació d’una xarxa exis-
tent a aquest pot suposar un alt cost addicional (afegir un controlador a la xarxa, possible
necessitat de renovar els elements de la xarxa), fet que podria suposar un problema per la
sostenibilitat econòmica del projecte.
Tot i així creiem que el projecte contribueix a la millora de la gestió de la xarxa propor-
cionant una eina utilitzable en la detecció d’anomalies. Això hauria de contribuir a reduir
la necessitat de recursos humans en aquest àmbit i, per tant un estalvi a llarg plaç. A més
a més, la millora en la detecció d’anomalies a temps pot permetre la ràpida actuació davant
d’un atac, fet que pot estalviar molts danys provocats.
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Cal tenir en compte, però que l’eina desenvolupada és una prova de concepte de la im-
plementació d’un algorisme FIM i que cal una tasca de desenvolupament extra perquè es
pugui utilitzar en la detecció d’anomalies i propiciar els beneficis comentats.
7.2.3 Riscs
El principal risc és que el sistema implementat no proporcioni les suficients millores co-
mentades anteriorment per cobrir els costos de la implementació i la infraestructura que es
necessita pel seu funcionament.
7.3 Anàlisi ambiental
7.3.1 PPP
Com hem vist en el pressupost realitzat la petjada ecològica del projecte consta simplement
de l’energia consumida per l’ordinador amb el que es treballarà, que no representa un cost
elevat. Això és degut a que el desenvolupament és realitzarà de forma virtualitzada per evi-
tar la necessitat d’una xarxa sobre la que treballar constantment, que suposaria augmentar
el consum a tots els equips necessaris per aquesta.
També s’ha utilitzat un ordinador ja disponible, per evitar així la compra d’un equip nou.
L’única manera en la que es podrien haver retallat més recursos és en la duració del
projecte, ja que és el que afecta el consum realitzat amb l’ordinador. Creiem que hauria
estat possible reduir aquestes hores amb una millor planificació gràcies al coneixement i
experiència guanyats en la duració d’aquest projecte.
7.3.2 Vida útil
La principal diferència del nostre sistema respecte altres existents actualment és l’ús del
paradigma de SDN. Hi ha nombrosos exemples de com l’ús d’aquest tipus de xarxes pot
resultar beneficiós en un context de sostenibilitat [28][29]. Degut a les grans possibilitats
que ofereix es pot modificar el funcionament de la xarxa per tal que aquest sigui més eficient
i redueixi el consum globalment.
El nostre projecte no té com a objectiu la implementació d’aquest tipus de xarxes, però
creiem que les millores que es poden dur a terme amb aquestes xarxes, en les que s’inclou el
nostre projecte, poden afavorir la seva generalització. Per tant, encara que el nostre sistema
no redueixi els costos per sí mateix, habilitarà altres millores que sí que ho faran.
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7.3.3 Riscs
Com moltes de les noves tecnologies que sorgeixen al llarg de la història el seu funcionament
recau en l’ús que se’n faci. Hem destacat estudis que demostren que les SDN donen noves
possibilitats que obren camins per reduir el seu consum energètic. Ara bé, això no implica
que es recorrin aquests nous camins, sinó que podria succeir el contrari, que s’explotin les
innovacions d’aquestes xarxes de manera perjudicial pel medi ambient.
7.4 Anàlisi social
7.4.1 PPP
A nivell personal creiem que el projecte ens ha aportat nous coneixements i habilitats al
voltant de la gestió de xarxes. A més coneixements de planificació i realització de projectes
que no teníem a aquesta escala.
El projecte ha estat un gran repte que requeria de l’ús i la coordinació de molts coneixe-
ments apresos al llarg d’anys i ha estat un procés satisfactori i que, personalment, ens ha
aportat molt.
7.4.2 Vida útil
Actualment hi ha eines de detecció d’anomalies que funcionen correctament, si bé utilitzant
altres tecnologies i amb un rendiment menys o més alt. Tot i així, el projecte busca fer una
eina que es pugui utilitzar en aquest àmbit i que ajudi a reduir la càrrega de treball per
detectar anomalies en una xarxa. Això hauria de simplificar la feina d’administradors de
xarxa i similars. Això, a la vegada, podria provocar una millora en altres aspectes de la seva
feina. Degut a la naturalesa del projecte (detecció d’atacs maliciosos), hauria de resultar
beneficiós a tot el públic general.
Si bé s’han produït desviacions que ja hem explicat anteriorment, el projecte compleix
l’objectiu inicial de resultar recerca útil pel futur de la detecció d’anomalies d’una xarxa.
7.4.3 Riscs
El principal risc és que succeeixi el que hem comentat en el punt anterior i que es pugui
utilitzar el sistema per automatitzar en gran mesura la detecció d’anomalies d’una xarxa
i això provoqui una menor necessitat dels mateixos administradors de xarxa als que havia
d’ajudar. Tot i així, creiem que el component segueix sent important en aquests àmbits i
que, per tant, el risc no és alt.
74
8 Conclusions
En aquest projecte s’ha realitzat un disseny i implementació d’un algorisme de Frequent
Itemset Mining utilitzant el llenguatge de programació de dispositius de processat de pa-
quets P4. Pel projecte s’ha utilitzat l’algorisme FP-Growth degut als seus bons resultats
quant a la detecció d’anomalies. El sistema està compost d’una part de recollida de dades
en un commutador d’una xarxa, i d’una part de postprocessat (en les proves realitzades
l’algorisme FP-Growth) d’aquestes en un controlador.
Abans de la implementació, però, ha calgut una ample recerca de l’estat de l’art tant
de les eines de detecció d’anomalies i dels algorismes FIM, com de les xarxes definides per
software i el llenguatge P4. Una de les parts importants d’aquest projecte és la integració
d’aquestes tecnologies que creiem que són beneficioses les unes per les altres. Els resultats
proporcionats per l’anàlisi del sistema implementat semblen confirmar la hipòtesi inicial,
arribant a aconseguir en alguns casos un rendiment per sobre del 99% (respecte un algoris-
me FIM habitual) amb un cost d’un 25% del temps.
Si bé s’han produït desviacions dels objectius plantejats a l’inici del projecte, creiem
que l’objectiu general que s’havia proposat de demostrar que els avantatges que aporten
les xarxes definides per software es poden utilitzar en el camp de la detecció d’anomalies
mitjançant algorismes FIM ha estat complert. A més, el projecte dona peu a més recerca i
futures branques de treball per solucionar els problemes i limitacions que s’hi han trobat .
A continuació veurem algunes d’aquestes possibles direccions de recerca.
8.1 Futura Recerca
D’una banda el punt evident és el plantejat inicialment d’utilitzar la implementació realitza-
da per un sistema de detecció d’anomalies. Per això falta una eina de detecció i classificació
del tràfic que proporciona la sortida del sistema proposat en aquest projecte, és a dir extreu-
re la informació convenient del tràfic freqüent analitzat.
També es podria ampliar el funcionament de l’eina per a ser més precisa i detectar els
anomenats Hierarchical Heavy Hitters. Això requeriria comptar les adreces jeràrquicament
amb les seves màscares, fet que afegiria un cost evident de memòria i temps de computació,
però alhora proporcionaria resultats molt més precisos en la detecció d’anomalies.
Finalment, degut a les limitacions de temps i abast del projecte creiem que el sistema
implementat té certes limitacions que podrien ser analitzades per tal de buscar un millor
rendiment. Algunes d’elles són: L’ús de múltiples llindars o llindars variables en comptes
d’un únic llindar, l’ús d’un compte en cascada (comptar també combinacions més petites de
l’actual) per tal de reduir el temps del postprocessat de les dades, o la implementació del
sistema utilitzant una finestra lliscant per mantenir resultats constants a temps real de la
xarxa.
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