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Abstract In this paper, we study the existence of infinitely many periodic solutions for second
order Hamiltonian systems u¨+∇uV (t, u) = 0, where V (t, u) is either asymptotically quadratic
or superquadratic as |u| → ∞.
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1 Introduction and main results
We consider the following second order Hamiltonian systems{
u¨+∇uV (t, u) = 0, ∀ t ∈ R,
u(0) = u(T ), u˙(0) = u˙(T ), T > 0,
(1.1)
where V ∈ C1
(
R× RN ,R
)
is T -periodic and has the form
V (t, u) =
1
2
〈U(t)u, u〉+W (t, u) (1.2)
with U(·) a continuous T -periodic symmetric matrix. Here and in the sequel, 〈·, ·〉 and | · |
always denote the standard inner product and the associated norm in RN respectively.
In this paper, we will study the existence of infinitely many nontrivial solutions of (1.1)
via the variant fountain theorems established in [27] under the assumption that W (t, u)
is even in u, i.e., W (t,−u) = W (t, u) for all (t, u) ∈ [0, T ]× RN . We divide the problem
into the following two cases.
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1.1 The asymptotically quadratic case
For the asymptotically quadratic case, we make the following assumptions:
(AQ1) W (t, u) ≥ 0 for all (t, u) ∈ [0, T ] × R
N , and there exist constants µ ∈ (0, 2) and
R1 > 0 such that
〈∇uW (t, u), u〉 ≤ µW (t, u), ∀ t ∈ [0, T ] and |u| ≥ R1,
(AQ2) lim
|u|→0
W (t,u)
|u|2
=∞ uniformly for t ∈ [0, T ], and there exist constants c2, R2 > 0 such
that
W (t, u) ≤ c2|u|, ∀ t ∈ [0, T ] and |u| ≤ R2,
(AQ3) lim inf
|u|→∞
W (t,u)
|u|
≥ d > 0 uniformly for t ∈ [0, T ].
We state our first main result as follows.
Theorem 1.1. Assume that (AQ1)–(AQ3) hold and that W (t, u) is even in u. Then (1.1)
possesses infinitely many nontrivial solutions.
1.2 The superquadratic case
For the superquadratic case, we assume
(SQ1) There exist constants a1 > 0 and ν > 2 such that
|∇uW (t, u)| ≤ a1(1 + |u|
ν−1), ∀ t ∈ [0, T ] and u ∈ RN ,
(SQ2)W (t, u) ≥ 0 for all (t, u) ∈ [0, T ]×R
N , and lim
|u|→∞
W (t,u)
|u|2
=∞ uniformly for t ∈ [0, T ],
(SQ3) There exist constants 1 ≤ ̺ ∈ (ν − 2,∞) and b > 0 such that
lim inf
|u|→∞
〈∇uW (t, u), u〉 − 2W (t, u)
|u|̺
≥ b uniformly for t ∈ [0, T ].
Our second main result reads as follows.
Theorem 1.2. Suppose that (SQ1)–(SQ3) are satisfied and that W (t, u) is even in u.
Then (1.1) possesses infinitely many nontrivial solutions.
With the aid of variational methods, the existence and multiplicity of periodic solutions
for Hamiltonian systems have been extensively investigated in many papers (see [1–19,
21–23, 25, 26, 28] and the references therein).
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For asymptotically quadratic case, under various twist conditions via Morse indices or
Maslov-type indices, the authors obtained finitely many periodic solutions in [1,13,15,28]
without any evenness assumption, while in the presence of evenness, the authors in [26]
studied the existence of infinitely many solutions for (1.1) under the conditions that
W (t, u) is sign-changing and in some sense of at most linear growth near infinity, which are
totally different from our conditions (AQ1) and (AQ3) in Theorem 1.1. In [7], the authors
also obtained infinitely many periodic solutions for first order Hamiltonian systems. We
note that some conditions of Theorem 1.1 in [7] will not be satisfied when problem (1.1)
with conditions (AQ1)–(AQ3) is transformed to the corresponding first order Hamiltonian
system in [7].
For the superquadratic case, most of the results on the multiplicity of periodic solutions
were obtained under the so-called Ambrosetti-Rabinowitz superquadratic condition near
infinity with or without the evenness assumption (see e.g. [3–5,7,11,12,14,16,17,19,23]).
As mentioned in [10], for first order Hamiltonian systems, the Ambrosetti-Rabinowitz
superquadratic condition requires the Hamiltonian H(t, z) to be superquadratic in all
components of the variable z = (p, q), which excludes the case for the second order Hamil-
tonian systems (1.1) with H(t, p, q) = 1
2
|p|2+ V (t, q). In [9], the author introduced a new
superquadratic condition for first order Hamiltonian systems, which requires only a com-
bined effect of Ambrosetti-Rabinowitz superquadratic nature in p and q with z = (p, q)
and can include the above case for second order Hamiltonian systems. Subsequently, un-
der the superquadratic condition of this type, the authors in [10] obtained the existence
of infinitely many periodic solutions with the evenness assumption. For second order
Hamiltonian systems (1.1), we note that the Ambrosetti-Rabinowitz superquadratic con-
dition is somewhat stronger than the superquadratic condition given by (SQ2) and (SQ3)
in Theorem 1.2.
2 Variational setting and proofs of the main results
In this section, we will first recall some related preliminaries and establish the variational
setting for our problem, and then give the proofs of the main results.
3
2.1 Preliminaries and Variational setting
Within this subsection, we will introduce the variational setting for problem (1.1). Recall
that the space H1
(
ST ,R
N
)
becomes a Hilbert space if it is equipped with the usual norm
‖u‖1 =
(∫ T
0
(|u˙|2 + |u|2)dt
)1/2
, ∀ u ∈ H1(ST ,R
N),
where ST = R/TZ.
Denote by A the operator −(d2/dt2) − U(t) on L2 ≡ L2
(
(0, T ),RN
)
with domain
D(A) = H2
(
ST ,R
N
)
. It is known that A is a selfadjoint operator with a sequence of
eigenvalues (counted with multiplicity)
λ1 ≤ λ2 ≤ · · · → ∞ (2.1)
and the corresponding system of eigenfunctions {en : n ∈ N}(Aen = λnen) forming an
orthogonal basis in L2. Denote by |A| the absolute value of A and let |A|1/2 be the square
root of |A| with domain D(|A|1/2). By the elliptic estimate and Theorem 3.6 in [24], we
have
D(|A|1/2) = H1
(
ST ,R
N
)
.
Furthermore, if we define on H1(ST ,R
N) a new inner product and the associated norm
by
(u, v)0 =
(
|A|1/2u, |A|1/2v
)
2
+ (u, v)2,
‖u‖0 = (u, u)
1/2
0 ,
then ‖ · ‖0 is equivalent to the usual norm ‖ · ‖1 on H
1
(
ST ,R
N
)
, where (·, ·)2 denotes the
usual inner product on L2. Set
n− = #{i|λi < 0}, n
0 = #{i|λi = 0}, n¯ = n
− + n0, (2.2)
and let
L2 = L− ⊕ L0 ⊕ L+ (2.3)
be the orthogonal decomposition in L2 with
L− = span{e1, . . . , en−}, L
0 = span{en−+1, . . . , en¯},
L+ =
(
L− ⊕ L0
)⊥
= span{en¯+1, . . .}.
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Now we introduce on H1
(
ST ,R
N
)
the following inner product and norm:
(u, v) =
(
|A|1/2u, |A|1/2v
)
2
+
(
u0, v0
)
2
,
‖u‖ = (u, u)1/2,
where u = u−+u0+u+ and v = v−+v0+v+ with respect to the decomposition (2.3). Let
E = H1
(
ST ,R
N
)
, then E becomes a Hilbert space with the inner (·, ·). Clearly, norms
‖ · ‖ and ‖ · ‖0 are equivalent. Consequently, the norm ‖ · ‖ is also equivalent to the norm
‖ · ‖1 on E. From now on (E, (·, ·), ‖ · ‖) becomes our working space.
Remark 2.1. It is easy to check that E possesses the orthogonal decomposition
E = E− ⊕ E0 ⊕E+ (2.4)
with
E− = L−, E0 = L0 and E+ = E ∩ L+ = span{en¯+1, . . .} (2.5)
where the closure is taken with respect to the norm ‖ · ‖. Evidently, the above decompo-
sition is also orthogonal in L2.
By the Sobolev embedding theorem, we get directly the following lemma.
Lemma 2.2. E is compactly embedded in Lp ≡ Lp
(
(0, T ),RN
)
for 1 ≤ p ≤ ∞ and hence
there exists τp > 0 such that
|u|p ≤ τp‖u‖, ∀ u ∈ E, (2.6)
where | · |p denotes the usual norm on L
p for all 1 ≤ p ≤ ∞.
Now we define a functional Φ on E by
Φ(u) =
1
2
∫ T
0
(
|u˙|2 − 〈U(t)u, u〉
)
dt− Ψ(u)
=
1
2
‖u+‖2 −
1
2
‖u−‖2 − Ψ(u) where Ψ(u) =
∫ T
0
W (t, u)dt (2.7)
for all u = u− + u0 + u+ ∈ E = E− ⊕ E0 ⊕ E+. Note that (AQ1) and (AQ3) imply
W (t, u) ≤ c1(1 + |u|
µ), ∀ (t, u) ∈ [0, T ]× RN (2.8)
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for some c1 > 0. Likewise, by (SQ1), there exists a constant a2 > 0 such that
W (t, u) ≤ a1(|u|+ |u|
ν) + a2, ∀ (t, u) ∈ [0, T ]× R
N . (2.9)
In view of (2.8) (or (2.9)) and Lemma 2.2, Φ and Ψ are well defined. Furthermore, we
have the following
Proposition 2.3. Suppose that either (AQ1) and (AQ3) or (SQ1) is satisfied. Then
Ψ ∈ C1(E,R) and Ψ ′ : E → E∗ is compact, and hence Φ ∈ C1(E,R). Moreover,
Ψ ′(u)v =
∫ T
0
〈∇uW (t, u), v〉dt, (2.10)
Φ ′(u)v = (u+, v+)− (u−, v−)− Ψ ′(u)v
= (u+, v+)− (u−, v−)−
∫ T
0
〈∇uW (t, u), v〉dt (2.11)
for all u, v ∈ E = E−⊕E0⊕E+ with u = u−+u0+u+ and v = v−+ v0+ v+ respectively,
and critical points of Φ on E are solutions of (1.1).
Proof. The proof is standard and we refer to [6] and [20]. ✷
Let E be a Banach space with the norm ‖ · ‖ and E = ⊕j∈NXj with dimXj <∞ for
any j ∈ N. Set Yk = ⊕
k
j=1Xj and Zk = ⊕
∞
j=kXj. Consider the following C
1-functional
Φλ : E → R defined by
Φλ(u) := A(u)− λB(u), λ ∈ [1, 2].
The following two variant fountain theorems were established in [27].
Theorem 2.4 ( [27, Theorem 2.2]). Assume that the functional Φλ defined above satisfies
(T1) Φλ maps bounded sets to bounded sets uniformly for λ ∈ [1, 2], and Φλ(−u) = Φλ(u)
for all (λ, u) ∈ [1, 2]× E,
(T2) B(u) ≥ 0 for all u ∈ E, and B(u)→∞ as ‖u‖ → ∞ on any finite dimensional
subspace of E,
(T3) There exist ρk > rk > 0 such that
αk(λ) := inf
u∈Zk, ‖u‖=ρk
Φλ(u) ≥ 0 > βk(λ) := max
u∈Yk, ‖u‖=rk
Φλ(u), ∀λ ∈ [1, 2]
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and
ξk(λ) := inf
u∈Zk, ‖u‖≤ρk
Φλ(u)→ 0 as k →∞ uniformly for λ ∈ [1, 2].
Then there exist λn → 1, uλn ∈ Yn such that
Φ ′λn
∣∣
Yn
(uλn) = 0,Φλn(uλn)→ ηk ∈ [ξk(2), βk(1)] as n→∞.
Particularly, if {uλn} has a convergent subsequence for every k, then Φ1 has infinitely
many nontrivial critical points {uk} ⊂ E \ {0} satisfying Φ1(uk)→ 0
− as k →∞.
Theorem 2.5 ( [27, Theorem 2.1]). Assume that the functional Φλ defined above satisfies
(F1) Φλ maps bounded sets to bounded sets for λ ∈ [1, 2], and Φλ(−u) = Φλ(u) for all
(λ, u) ∈ [1, 2]×E,
(F2) B(u) ≥ 0 for all u ∈ E, Moreover, A(u)→∞ or B(u)→∞ as ‖u‖ → ∞,
(F3) There exist rk > ρk > 0 such that
αk(λ) := inf
u∈Zk, ‖u‖=ρk
Φλ(u) > βk(λ) := max
u∈Yk, ‖u‖=rk
Φλ(u), ∀λ ∈ [1, 2].
Then
αk(λ) ≤ ζk(λ) := inf
γ∈Γk
max
u∈Bk
Φλ(γ(u)), ∀λ ∈ [1, 2],
where Bk = {u ∈ Yk : ‖u‖ ≤ rk} and Γk := {γ ∈ C(Bk, E)
∣∣γ is odd, γ|∂Bk = id}.
Moreover, for a.e. λ ∈ [1, 2], there exists a sequence {ukm(λ)}
∞
m=1 such that
sup
m
∥∥ukm(λ)∥∥ <∞, Φ ′λ (ukm(λ))→ 0 and Φλ (ukm(λ))→ ζk(λ) as m→∞.
In order to apply the above two theorems to prove our main results, we define the
functionals A, B and Φλ on our working space E by
A(u) =
1
2
‖u+‖2, B(u) =
1
2
‖u−‖2 +
∫ T
0
W (t, u)dt, (2.12)
and
Φλ(u) = A(u)− λB(u) =
1
2
‖u+‖2 − λ
(
1
2
‖u−‖2 +
∫ T
0
W (t, u)dt
)
(2.13)
for all u = u− + u0 + u+ ∈ E = E− ⊕ E0 ⊕ E+ and λ ∈ [1, 2]. From Proposition 2.3,
we know that Φλ ∈ C
1(E,R) for all λ ∈ [1, 2]. Let Xj = span{ej} for all j ∈ N, where
{en : n ∈ N} is the system of eigenfunctions given below (2.1). Note that Φ1 = Φ, where
Φ is the functional defined in (2.7).
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2.2 Proof of Theorem 1.1
In this subsection, we will first establish the following lemmas and then give a proof of
Theorem 1.1.
Lemma 2.6. Let (AQ1) and (AQ3) be satisfied. Then B(u) ≥ 0 for all u ∈ E and
B(u)→∞ as ‖u‖ → ∞ on any finite dimensional subspace of E.
Proof. Evidently, it follows from (2.12) and (AQ1) that B(u) ≥ 0 for all u ∈ E.
We claim that for any finite dimensional subspace F ⊂ E, there exists a constant
ǫ > 0 such that
m({t ∈ [0, T ] : |u(t)| ≥ ǫ‖u‖}) ≥ ǫ, ∀ u ∈ F \ {0}. (2.14)
Here and in the sequel, m(·) always denotes the Lebesgue measure in R. If not, for any
n ∈ N, there exists un ∈ F \ {0} such that
m ({t ∈ [0, T ] : |un(t)| ≥ ‖un‖/n}) < 1/n.
Let vn = un/‖un‖ ∈ F for all n ∈ N. Then ‖vn‖ = 1 for all n ∈ N, and
m({t ∈ [0, T ] : |vn(t)| ≥ 1/n}) < 1/n, ∀n ∈ N. (2.15)
Passing to a subsequence if necessary, we may assume vn → v0 in E for some v0 ∈ F since
F is of finite dimension. Evidently, ‖v0‖ = 1. In view of Lemma 2.2 and the equivalence
of any two norms on F , we have∫ T
0
|vn − v0|dt→ 0 as n→∞ (2.16)
and
|v0|∞ > 0.
By the definition of norm | · |∞, there exists a constant δ0 > 0 such that
m({t ∈ [0, T ] : |v0(t)| ≥ δ0}) ≥ δ0. (2.17)
For any n ∈ N, let
Λn = {t ∈ [0, T ] : |vn(t)| < 1/n} and Λ
c
n = R \ Λn = {t ∈ [0, T ] : |vn(t)| ≥ 1/n}.
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Set Λ0 = {t ∈ [0, T ] : |v0(t)| ≥ δ0}. Then for n large enough, by (2.15) and (2.17), we
have
m(Λn ∩ Λ0) ≥ m(Λ0)−m(Λ
c
n) ≥ δ0 − 1/n ≥ δ0/2. (2.18)
Consequently, for n large enough, there holds∫ T
0
|vn − v0|dt ≥
∫
Λn∩Λ0
|vn − v0|dt
≥
∫
Λn∩Λ0
(|v0| − |vn|)dt
≥ (δ0 − 1/n) ·m(Λn ∩ Λ0)
≥ δ20/4 > 0.
This is in contradiction to (2.16). Therefore (2.14) holds.
For the ǫ given in (2.14), let
Λu = {t ∈ [0, T ] : |u(t)| ≥ ǫ‖u‖}, ∀ u ∈ F \ {0}.
Then by (2.14),
m(Λu) ≥ ǫ, ∀ u ∈ F \ {0}. (2.19)
By (AQ3), there exists a constant R3 > R1 such that
W (t, u) ≥ d|u|/2, ∀ t ∈ [0, T ] and |u| ≥ R3, (2.20)
where R1 is the constant given in (AQ1). Note that
|u(t)| ≥ R3, ∀ t ∈ Λu (2.21)
for any u ∈ F with ‖u‖ ≥ R3/ǫ. Combining (AQ1), (2.19) and (2.21), for any u ∈ F with
‖u‖ ≥ R3/ǫ, we have
B(u) =
1
2
‖u−‖2 +
∫ T
0
W (t, u)dt
≥
∫
Λu
W (t, u)dt
≥
∫
Λu
d|u|/2dt
≥ dǫ‖u‖ ·m(Λu)/2 ≥ dǫ
2‖u‖/2.
This implies B(u) → ∞ as ‖u‖ → ∞ on any finite dimensional subspace F ⊂ E. The
proof is complete. ✷
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Lemma 2.7. Assume that (AQ1)–(AQ3) hold. Then there exists a positive integer k1 and
two sequences 0 < rk < ρk → 0 as k →∞ such that
αk(λ) := inf
u∈Zk, ‖u‖=ρk
Φλ(u) > 0, ∀ k ≥ k1, (2.22)
ξk(λ) := inf
u∈Zk, ‖u‖≤ρk
Φλ(u)→ 0 as k →∞ uniformly for λ ∈ [1, 2] (2.23)
and
βk(λ) := max
u∈Yk, ‖u‖=rk
Φλ(u) < 0, ∀ k ∈ N, (2.24)
where Yk = ⊕
k
j=1Xj = span{e1, . . . , ek} and Zk = ⊕
∞
j=kXj = span{ek, . . .} for all k ∈ N.
Proof. We complete the proof via the following two steps.
Step 1. We prove (2.22) and (2.23).
Note first that Zk ⊂ E
+ for all k ≥ n¯ + 1 by (2.5), where n¯ is the integer defined in
(2.2). By (2.6), for any u ∈ E with ‖u‖ ≤ R2/τ∞, there holds
|u|∞ ≤ R2, (2.25)
where R2 and τ∞ are the constants in (AQ2) and (2.6) respectively. Then for any k ≥ n¯+1
and u ∈ E+ with ‖u‖ ≤ R2/τ∞, by (AQ2) and (2.13), we have
Φλ(u) ≥
1
2
‖u‖2 − 2
∫ T
0
W (t, u)dt
≥
1
2
‖u‖2 − 2c2|u|1, ∀λ ∈ [1, 2]. (2.26)
Let
ℓk = sup
u∈Zk, ‖u‖=1
|u|1, ∀ k ∈ N. (2.27)
Then
ℓk → 0 as k →∞ (2.28)
since E is compactly embedded into L1. Consequently, (2.26) and (2.27) imply
Φλ(u) ≥
1
2
‖u‖2 − 2c2ℓk‖u‖ (2.29)
for all k ≥ n¯+ 1 and u ∈ E+ with ‖u‖ ≤ R2/τ∞. For any k ∈ N, let
ρk = 8c2ℓk. (2.30)
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Then by (2.28), we have
ρk → 0 as k →∞. (2.31)
Evidently, there exists a positive integer k1 > n¯+ 1 such that
ρk < R2/τ∞, ∀ k ≥ k1. (2.32)
For any k ≥ k1, (2.29) together with (2.30) and (2.32) yields
αk(λ) := inf
u∈Zk, ‖u‖=ρk
Φλ(u) ≥ ρ
2
k/4 > 0.
By (2.29), for any k ≥ k1 and u ∈ Zk with ‖u‖ ≤ ρk, we have
Φλ(u) ≥ −2c2ℓkρk.
Observing that Φλ(0) = 0 by (AQ2), then
0 ≥ inf
u∈Zk, ‖u‖≤ρk
Φλ(u) ≥ −2c2ℓkρk, ∀ k ≥ k1.
This together with (2.28) and (2.31) implies
ξk(λ) := inf
u∈Zk, ‖u‖≤ρk
Φλ(u)→ 0 as k →∞ uniformly for λ ∈ [1, 2].
Step 2. We show that (2.24) holds.
For any k ∈ N, there exists a constant Ck > 0 such that
|u|2 ≥ Ck‖u‖, ∀ u ∈ Yk (2.33)
since norms | · | and ‖ · ‖ are equivalent on finite dimensional space Yk. By (AQ2), for any
k ∈ N, there exists a constant δk > 0 such that
W (t, u) ≥ |u|2/C2k , ∀ |u| ≤ δk. (2.34)
By (2.6), for any k ∈ N and u ∈ E with ‖u‖ ≤ δk/τ∞, it holds
|u|∞ ≤ δk,
where τ∞ is the constant in (2.6). Combining this with (2.13), (2.33) and (2.34), for any
k ∈ N and u ∈ Yk with ‖u‖ ≤ δk/τ∞, we have
Φλ(u) ≤
1
2
‖u+‖2 −
∫ T
0
W (t, u)dt
≤
1
2
‖u‖2 − |u|22/C
2
k
≤
1
2
‖u‖2 − ‖u‖2 = −
1
2
‖u‖2, ∀λ ∈ [1, 2]. (2.35)
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Now for any k ∈ N, if we choose
0 < rk < min {ρk, δk/τ∞} ,
then (2.35) implies
βk(λ) := max
u∈Yk, ‖u‖=rk
Φλ(u) ≤ −r
2
k/2 < 0, ∀ k ∈ N.
The proof is complete. ✷
Proof of Theorem 1.1. In view of (2.8), (2.13) and Lemma 2.2, Φλ maps bounded sets to
bounded sets uniformly for λ ∈ [1, 2]. Evidently, Φλ(−u) = Φλ(u) for all (λ, u) ∈ [1, 2]×E
since W (t, u) is even in u. Thus the condition (T1) of Theorem 2.4 holds. Lemma 2.6
shows that the condition (T2) holds, while Lemma 2.7 implies that the condition (T3)
holds for all k ≥ k1, where k1 is given there. Therefore, by Theorem 2.4, for each k ≥ k1,
there exist λn → 1, uλn ∈ Yn such that
Φ ′λn
∣∣
Yn
(uλn) = 0, Φλn(uλn)→ ηk ∈ [ξk(2), βk(1)] as n→∞. (2.36)
For the sake of notational simplicity, throughout the remaining proof of Theorem 1.1 we
always set un = uλn for all n ∈ N.
Claim 1. {un} is bounded in E.
Indeed, for the constant R3 given in (2.20), there exists a constant M1 > 0 such that∣∣∣∣W (t, u)− 12〈∇uW (t, u), u〉
∣∣∣∣ ≤M1, ∀ t ∈ [0, T ] and |u| ≤ R3. (2.37)
By virtue of (2.11), (2.13), (2.36), (2.37) and (AQ1), we have
−Φλn(un) =
1
2
Φ ′λn
∣∣
Yn
(un)un − Φλn(un)
= λn
∫ T
0
[
W (t, un)−
1
2
〈∇uW (t, un), un〉
]
dt
≥ λn
∫
Ωn
[
W (t, un)−
1
2
〈∇uW (t, un), un〉
]
dt− λnM1T
≥
λn(2− µ)
2
∫
Ωn
W (t, un)dt− λnM1T
≥
dλn(2− µ)
4
∫
Ωn
|un|dt− λnM1T, ∀n ∈ N,
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where Ωn := {t ∈ [0, T ] : |un(t)| ≥ R3}, and d, R3 are the constants in (2.20). Combining
this with (2.36), there exists a constant M2 > 0 such that∫
Ωn
|un|dt ≤M2, ∀n ∈ N. (2.38)
For any n ∈ N, let χn : [0, T ]→ R be the indicator function of Ωn, that is,
χn(t) =
{
1, t ∈ Ωn,
0, t /∈ Ωn,
.
Then by the definition of Ωn and (2.38), there hold
|(1− χn)un|∞ ≤ R3 and |χnun|1 ≤ M2, ∀n ∈ N. (2.39)
By virtue of Remark 2.1, Lemma 2.2 and the Ho¨lder inequality, we have
∣∣u−n + u0n∣∣22 = (u−n + u0n, un)2
=
(
u−n + u
0
n, (1− χn)un
)
2
+
(
u−n + u
0
n, χnun
)
2
≤ |(1− χn)un|∞
∣∣u−n + u0n∣∣1 + |χnun|1 ∣∣u−n + u0n∣∣∞
≤ c3(R3 +M2)
∣∣u−n + u0n∣∣2 , ∀n ∈ N
for some c3 > 0, where the last inequality follows from (2.39) and the equivalence of any
two norms on finite dimensional space E− ⊕ E0. Consequently, we get
∣∣u−n + u0n∣∣2 ≤ c3(R3 +M2), ∀n ∈ N.
In view of the equivalence of norms ‖·‖ and | · |2 on E
−⊕E0 again, there exists a constant
M3 > 0 such that ∥∥u−n + u0n∥∥ ≤ M3, ∀n ∈ N. (2.40)
Note that
∥∥u+n∥∥2 = 2Φλn(un) + λn ∥∥u−n∥∥2 + 2λn
∫ T
0
W (t, un)dt, ∀n ∈ N.
Thus by (2.6), (2.8), (2.36) and (2.40), there holds
‖un‖
2 =
∥∥u+n∥∥2 + ∥∥u−n + u0n∥∥2
= 2Φλn(un) + λn
∥∥u−n∥∥2 + ∥∥u−n + u0n∥∥2 + 2λn
∫ T
0
W (t, un)dt
≤ M4 + 4c1|un|
µ
µ
≤ M4 + 4c1τ
µ
µ ‖un‖
µ, ∀n ∈ N (2.41)
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for some M4 > 0, where τµ and and c1 are the constants in (2.6) and (2.8) respectively.
Since µ < 2, (2.41) yields that {un} is bounded in E.
Claim 2. {un} possesses a strong convergent subsequence in E.
In fact, by Claim 1, without loss of generality, we may assume
u−n → u
−
0 , u
0
n → u
0
0, u
+
n ⇀ u
+
0 and un ⇀ u0 as n→∞ (2.42)
for some u0 = u
−
0 + u
0
0 + u
+
0 ∈ E = E
− ⊕ E0 ⊕ E+ since dim(E− ⊕ E0) <∞. By virtue
of the Riesz Representation Theorem, Φ ′λn
∣∣
Yn
: Yn → Y
∗
n and Ψ
′ : E → E∗ can be viewed
as Φ ′λn
∣∣
Yn
: Yn → Yn and Ψ
′ : E → E respectively, where Y ∗n is the dual space of Yn. Note
that
0 = Φ ′λn
∣∣
Yn
(un) = u
+
n − λn
(
u−n + PnΨ
′ (un)
)
, ∀n ∈ N,
where Pn : E → Yn is the orthogonal projection for all n ∈ N, that is,
u+n = λn
(
u−n + PnΨ
′ (un)
)
, ∀n ∈ N. (2.43)
By Proposition 2.3, Ψ ′ : E → E is also compact. Due to the compactness of Ψ ′ and
(2.42), the right-hand side of (2.43) converges strongly in E and hence u+n → u
+
0 in E.
Combining this with (2.42), we have un → u0 in E. Thus Claim 2 is true.
Now from the last assertion of Theorem 2.4, we know that Φ = Φ1 has infinitely many
nontrivial critical points. Therefore, (1.1) possesses infinitely many nontrivial solutions
by Proposition 2.3. The proof of Theorem 1.1 is complete. ✷
2.3 Proof of Theorem 1.2
The following lemmas are needed in the proof of Theorem 1.2.
Lemma 2.8. Let (SQ1) and (SQ2) be satisfied. Then B(u) ≥ 0 for all u ∈ E. Further-
more, A(u)→∞ or B(u)→∞ as ‖u‖ → ∞.
Proof. Using the similar arguments of the proof of Lemma 2.6 with (AQ1) and (AQ3)
replaced by (SQ1) and (SQ2), we can prove
B(u) ≥ 0, ∀ u ∈ E
14
and
B(u)→∞ as ‖u‖ → ∞
on any finite dimensional subspace of E. Consequently,
B(u)→∞ as ‖u‖ → ∞ on E− ⊕ E0
since E− ⊕ E0 is of finite dimension. Combining this with (2.4) and (2.12), we have
A(u)→∞ or B(u)→∞ as ‖u‖ → ∞.
The proof is completed. ✷
Lemma 2.9. Assume that (SQ1)–(SQ3) hold. Then there exists a positive integer k2 and
two sequences rk > ρk →∞ as k →∞ such that
αk(λ) := inf
u∈Zk, ‖u‖=ρk
Φλ(u) > 0, ∀ k ≥ k2 (2.44)
and
βk(λ) := max
u∈Yk, ‖u‖=rk
Φλ(u) < 0, ∀ k ∈ N, (2.45)
where Yk = ⊕
k
j=1Xj = span{e1, . . . , ek} and Zk = ⊕
∞
j=kXj = span{ek, . . .} for all k ∈ N.
Proof. We divide the proof into two steps.
Step 1. We first prove (2.44).
By (2.9) and (2.13), we have
Φλ(u) ≥
1
2
‖u‖2 − 2
∫ T
0
W (t, u)dt
≥
1
2
‖u‖2 − 2a1 (|u|1 + |u|
ν
ν)− 2a2T, ∀ (λ, u) ∈ [1, 2]× E
+, (2.46)
where a1, a2 are the constants in (2.9). Let
ℓν(k) = sup
u∈Zk, ‖u‖=1
|u|ν, ∀ k ∈ N. (2.47)
Then
ℓν(k)→ 0 as k →∞ (2.48)
since E is compactly embedded into Lν . Note that
Zk ⊂ E
+, ∀ k ≥ n¯+ 1, (2.49)
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where n¯ is the integer given in (2.2). Combining (2.6), (2.46), (2.47) and (2.49), for
k ≥ n¯ + 1, we have
Φλ(u) ≥
1
2
‖u‖2 − 2a1τ1‖u‖ − 2a2T − 2a1ℓ
ν
ν(k)‖u‖
ν, ∀ (λ, u) ∈ [1, 2]× Zk, (2.50)
where τ1 is the constant given in (2.6). By (2.48), there exists a positive integer k2 ≥ n¯+1
such that
ρk := (16a1ℓ
ν
ν(k))
1/(2−ν) > max{16a1τ1 + 1, 16a2T}, ∀ k ≥ k2 (2.51)
since ν < 2. Evidently,
ρk →∞ as k →∞. (2.52)
Combining (2.50) and (2.51), direct computation shows
αk(λ) := inf
u∈Zk, ‖u‖=ρk
Φλ(u) ≥ ρ
2
k/4 > 0, ∀ k ≥ k2.
Step 2. We then verify (2.45).
Note that the proof of (2.14) does not involve the conditions (AQ1) and (AQ3). There-
fore, it still holds here. Consequently, for any k ∈ N, there exists a constant ǫk > 0 such
that
m(Λku) ≥ ǫk, ∀ u ∈ Yk \ {0}, (2.53)
where Λku := {t ∈ R : |u(t)| ≥ ǫk‖u‖} for all k ∈ N and u ∈ Yk \ {0}. By (SQ2), for any
k ∈ N, there exists a constant Sk > 0 such that
W (t, u) ≥ |u|2/ǫ3k, ∀ |u| ≥ Sk. (2.54)
Combining (2.13), (2.53), (2.54) and (SQ2), for any k ∈ N and λ ∈ [1, 2], we have
Φλ(u) ≤
1
2
‖u+‖2 −
∫ T
0
W (t, u)dt
≤
1
2
‖u‖2 −
∫
Λku
(
|u|2/ǫ3k
)
dt
≤
1
2
‖u‖2 − ǫ2k‖u‖
2m(Λku)/ǫ
3
k
≤
1
2
‖u‖2 − ‖u‖2 = −
1
2
‖u‖2 (2.55)
for all u = u− + u0 + u+ ∈ Yk with ‖u‖ ≥ Sk/ǫk. Now for any k ∈ N, if we choose
rk > max {ρk, Sk/ǫk} ,
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then (2.55) implies
βk(λ) := max
u∈Yk, ‖u‖=rk
Φλ(u) ≤ −r
2
k/2 < 0, ∀ k ∈ N.
The proof is complete. ✷
Proof of Theorem 1.2. It follows from (2.6), (2.9) and (2.13) that Φλ maps bounded
sets to bounded sets uniformly for λ ∈ [1, 2]. In view of the evenness of W (t, u) in u, it
holds that Φλ(−u) = Φλ(u) for all (λ, u) ∈ [1, 2]×E. Thus the condition (F1) of Theorem
2.5 holds. Besides, Lemma 2.8 and Lemma 2.9 show that the condition (F2) and (F3)
hold respectively for all k ≥ k2, where k2 is given in Lemma 2.9. Therefore, by Theorem
2.5, for any k ≥ k2 and a.e. λ ∈ [1, 2], there exists a sequence
{
ukm(λ)
}∞
m=1
⊂ E such that
sup
m
‖ukm(λ)‖ <∞, Φ
′
λ
(
ukm(λ)
)
→ 0 and Φλ
(
ukm(λ)
)
→ ζk(λ) as m→∞, (2.56)
where
ζk(λ) := inf
γ∈Γk
max
u∈Bk
Φλ(γ(u)), ∀λ ∈ [1, 2]
with Bk = {u ∈ Yk : ‖u‖ ≤ rk} and Γk := {γ ∈ C(Bk, E)
∣∣γ is odd, γ|∂Bk = id}.
Furthermore, it follows from the proof of Lemma 2.9 that
ζk(λ) ∈
[
α¯k, ζ¯k
]
, ∀ k ≥ k2, (2.57)
where ζ¯k := max
u∈Bk
Φ1(u) and α¯k := ρ
2
k/4 → ∞ as k → ∞ by (2.52). Using the similar
arguments of the proof of Claim 2 in the proof of Theorem 1.1, for each k ≥ k2, we can
choose λn → 1 such that the sequence
{
ukm(λn)
}∞
m=1
obtained by (2.56) has a strong
convergent subsequence. Without loss of generality, we may assume
lim
m→∞
ukm(λn) = u
k
n ∈ E, ∀n ∈ N and k ≥ k2.
This together with (2.56) and (2.57) yields
Φ ′λn(u
k
n) = 0, Φλn(u
k
n) ∈
[
α¯k, ζ¯k
]
, ∀n ∈ N and k ≥ k2. (2.58)
As in the proof of Theorem 1.1, we claim that the sequence {ukn}
∞
n=1 in (2.58) is
bounded in E and possesses a strong convergent subsequence with the limit uk ∈ E for
all k ≥ k2. In fact, by (SQ3), there exist constants L0 > 0 and D1 > 0 such that
1
2
〈∇uW (t, u), u〉 −W (t, u) ≥
b
4
|u|̺, ∀ t ∈ [0, T ] and |u| ≥ L0 (2.59)
17
and ∣∣∣∣12〈∇uW (t, u), u〉 −W (t, u)
∣∣∣∣ ≤ D1, ∀ t ∈ [0, T ] and |u| ≤ L0. (2.60)
For notational simplicity, we will set un = u
k
n for all n ∈ N throughout this paragraph.
By virtue of (2.11), (2.13) and (2.58)– (2.60), we have
Φλn(un) = Φλn(un)−
1
2
Φ ′λn(un)un
= λn
∫ T
0
[
1
2
〈∇uW (t, un), un〉 −W (t, un)
]
dt
≥ λn
∫
Πn
[
1
2
〈∇uW (t, un), un〉 −W (t, un)
]
dt− λnD1T
≥
bλn
4
∫
Πn
|un|
̺dt− λnD1T, ∀n ∈ N,
where Πn := {t ∈ [0, T ] : |un(t)| ≥ L0}. This together with (2.58) implies that∫
Πn
|un|
̺dt ≤ D2, ∀n ∈ N (2.61)
for some D2 > 0. Since ̺ ≥ 1, it also holds∫
Πn
|un|dt ≤ D3, ∀n ∈ N (2.62)
for some D3 > 0 by using the Ho¨lder inequality if necessary. Then the similar arguments
of the proof of Claim 1 in the proof of Theorem 1.1 yields∥∥u−n + u0n∥∥ ≤ D4, ∀n ∈ N (2.63)
for some D4 > 0. Combining (2.6), (2.11), (2.61), (2.63) and (SQ1), we have
‖un‖
2 =
∥∥u+n∥∥2 + ∥∥u−n + u0n∥∥2
= Φ ′λn(un)un + λn
∥∥u−n∥∥2 + ∥∥u−n + u0n∥∥2 + λn
∫ T
0
〈∇uW (t, un), un〉dt
≤ D5 + 2
∫ T
0
a1(1 + |un|
ν−1)|un|dt
= D5 + 2a1|un|1 + 2a1
∫ T
0
|un|
νdt
≤ D5 + 2a1τ1‖un‖+ 2a1
[∫
[0,T ]\Πn
|un|
νdt+
∫
Πn
|un|
νdt
]
≤ D5 + 2a1TL
ν
0 + 2a1τ1‖un‖+ 2a1|un|
ν−̺
∞
∫
Πn
|un|
̺dt
≤ D5 + 2a1TL
ν
0 + 2a1τ1‖un‖+ 2a1D2τ
ν−̺
∞ ‖un‖
ν−̺ (2.64)
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for some D5 > 0, where τ1 and τ∞ are the constants in (2.6). Since ̺ > ν − 2, (2.64)
implies that {un} is bounded in E. By virtue of the similar arguments of the proof of
Claim 2 in the proof of Theorem of 1.1 again, we see that {un} has a strong convergent
subsequence.
Now for each k ≥ k2, by (2.58), the limit u
k is just a critical point of Φ = Φ1 with
Φ(uk) ∈
[
α¯k, ζ¯k
]
. Since α¯k → ∞ as k → ∞ in (2.57), we get infinitely many nontrivial
critical points of Φ. Therefore, (1.1) possesses infinitely many nontrivial solutions by
Proposition 2.3. The proof of Theorem 1.1 is complete. ✷
References
[1] H. Amann, E. Zehnder, Periodic solutions of asymptotically linear Hamiltonian systems,
Manuscripta Math. 32 (1980) 149–189.
[2] F. Antonacci, Existence of periodic solutions of Hamiltonian systems with potential indef-
inite in sign, Nonlinear Anal. TMA 29 (1997) 1353–1364.
[3] F. Antonacci, P. Magrone, Second order nonautonomous systems with symmetric potential
changing sign, Rend. Mat. Appl. 18 (1998) 367–379.
[4] A. Bahri, H. Berestycki, Forced vibrations of superquadratic Hamiltonian systems, Acta
Math. 152 (1984) 143–197.
[5] V. Benci, On critical point theory for indefinite functionals in the presence of symmetries,
Trans. Amer. Math. Soc. 274 (1982) 533–572.
[6] V. Benci, P. H. Rabinowitz, Critical point theorems for indefinite functionals, Invent. Math.
52 (1979) 241–273.
[7] Y. Ding, C. Lee, Periodic solutions of Hamiltonian systems, SIAM J. Math. Anal. 32 (2000)
555–571.
[8] Y. Ding, M. Girardi, Periodic and homoclinic solutions to a class of Hamiltonian systems
with the potentials changing sign, Dynam. Systems Appl. 2 (1993) 131–145.
[9] P. L. Felmer, Periodic solutions of “superquadratic” Hamiltonian systems, J. Differential
Equations 102 (1993) 188–207.
[10] P. L. Felmer, Z. Q. Wang, Multiplicity for symmetric indefinite functionals: application to
Hamiltonian and elliptic systems, Topol. Methods Nonlinear Anal. 12 (1998) 207–226.
[11] M. Girardi, M. Matzeu, Existence and multiplicity results for periodic solutions of su-
perquadratic Hamiltonian systems where the potential changes sign, Nonlinear Differential
Equations Appl. 2 (1995) 35–61.
[12] L. Lassoued, Periodic solutions of a second order superquadratic system with a change of
sign in the potential J. Differential Equations 93 (1991) 1–18.
19
[13] S. Li, J. Liu, Morse theory and asymptotic linear Hamiltonian system, J. Differential
Equations 78 (1989) 53–73.
[14] Y. M. Long, Multiple solutions of perturbed superquadratic second order Hamiltonian
systems, Trans. Amer. Math. Soc. 311 (1989) 749–780.
[15] Y. M. Long, Maslov-type index, degenerate critical points, and asymptotically linear Hamil-
tonian systems. Sci. China Ser. A 33 (1990) 1409–1419.
[16] Y. M. Long, Periodic solutions of perturbed superquadratic Hamiltonian systems, Ann.
Scuola Norm. Sup. Pisa Cl. Sci. (4) 17 (1990) 35–77.
[17] Y. M. Long, Periodic solutions of superquadratic Hamiltonian systems with bounded forcing
terms, Math. Z. 203 (1990) 453–467.
[18] Y. M. Long, Nonlinear oscillations for classical Hamiltonian systems with bi-even sub-
quadratic potentials, Nonlinear Anal. TMA 24 (1995) 1665–1671.
[19] R. Pisani, M. Tucci, Existence of infinitely many periodic solutions for a pertubed Hamil-
tonian system, Nonlinear Anal. TMA 8 (1984) 873–891.
[20] P. H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differ-
ential Equations, in: CBMS Regional Conf. Ser. in Math., vol. 65, American Mathematical
Society, Providence, RI, 1986.
[21] P. H. Rabinowitz, Periodic solutions of Hamiltonian systems, Comm. Pure Appl. Math. 31
(1978) 157–184.
[22] P. H. Rabinowitz, On subhamonic solutions of Hamiltonian systems, Comm. Pure Appl.
Math. 33 (1980) 609–633.
[23] P. H. Rabinowitz, Periodic solutions of large norm of Hamiltonian systems, J. Differential
Equations 50 (1983) 33–48.
[24] X. Saint Raymond, Elementary Introduction to the Theory of Pseudodifferential Operators,
Studies in Advanced Mathematics, CRC Press, Boca Raton, FL, 1991.
[25] C. L. Tang, Existence and multiplicity of periodic solutions for nonautonomous second
order systems, Nonlinear Anal. TMA 32 (1998) 299–304.
[26] W. Zou, S. Li, Infinitely many solutions for Hamiltonian systems, J. Differential Equations
186 (2002) 141–164.
[27] W. Zou, Variant fountain theorems and their applications, Manuscripta Math. 104 (2001)
343–358.
[28] W. Zou, Multiple solutions for second-order Hamiltonian systems via computation of the
critical groups, Nonlinear Anal. 44 (2001) 975–989.
20
