Abstract-Accuracy and diversity are two vital requirements for constructing classifier ensembles. Previous work has achieved this by sequentially selecting accurate ensemble members while maximizing the diversity. As a result, the final diversity of the members in the ensemble will change. In addition, little work has been reported on discussing the trade-off between accuracy and diversity of classifier ensembles. This paper proposes a method for generating ensembles by explicitly maximizing classification accuracy and diversity of the ensemble together using a multiobjective evolutionary algorithm. We analyze the Pareto optimal solutions achieved by the proposed algorithm and compare them with the accuracy of single classifiers. Our results show that by explicitly maximizing diversity together with accuracy, we can find multiple classifier ensembles that outperform single classifiers. Our results also indicate that a combination of proper methods for creating and measuring diversity may be critical for generating ensembles that reliably outperform single classifiers.
I. INTRODUCTION
It has been shown, both theoretically and empirically, that classifier ensembles, which consist of multiple classifiers, can perform better than single classifiers [1] , [2] . Usually, an ensemble is built in two steps, where the first step is to train a set of classifier members (also known as base classifiers) for a given task, and the second step is to combine these classifier members for the final prediction. It is found that both the accuracy of each ensemble member and the diversity among ensemble members are important for the overall performance of classifier ensembles [3] , [4] .
Brown [5] categorized existing methods for creating diverse ensembles into four groups, namely: supplying different training data, employing different learning algorithms, and initializing learning models with different weights or structures. Depending on whether the diversity is taken into account during ensemble construction, ensemble methods can be generally divided into two types, i.e., explicit and implicit methods [5] . For example, Bagging [6] is categorized as an implicit method, where it randomly samples training data to generate different training sets for each ensemble member, without measuring or ensuring diversity. Boosting [7] is an explicit method, that manipulates the probability of selecting training data from the original training set in order to enhance diversity.
Since accuracy and diversity are very likely to conflict with each other, it is difficult to maximize both objectives at the same time, meaning that creating accurate and diverse ensembles is essentially a multi-objective optimization problem [8] , [9] . To address this issue, previous work has aggregated multiple objectives into a scalar objective function [10] , [11] and solved the problem with single-objective evolutionary algorithms. However, this requires the user to specify the hyper-parameter before learning, such that only one single solution can be found. As suggested in [9] , using the Paretobased multi-objective learning approach is the more natural way to solve this problem.
Regardless of how diversity is created, methods for building ensembles can be divided into two steps [12] - [17] , i.e., first train multiple classifiers and then select a subset of them for constructing the ensemble. Theoretically, diversity should be measured among all members in an ensemble, which cannot be guaranteed if the ensemble members are selected one by one from a group of potential base classifiers. In order to address this issue, this paper proposes to combine the member generation and selection steps, where all members of an ensemble are generated simultaneously using a multi-objective evolutionary algorithm (MOEA), to optimize the accuracies of ensemble members and find groups of them, which have maximum diversity, at the same time. The main benefit of this approach is that diversity of the final solution can be accurately measured and the trade-off between accuracy and diversity of the whole ensemble can be taken into account during ensemble generation.
The remainder of the paper is organized as follows. Section II provides a brief description of the base classifiers used in this work. Section III details the proposed generation method. Section IV presents the experimental setup and the empirical results. Finally, Section V concludes this paper.
II. CLASSIFIER MODEL
Support vector machines (SVMs) use a discriminant hyperplane to separate classes [18] , [19] , where the selected 978-1-4799-4467-5/14/$31.00 ©2014 IEEE hyperplane is optimized to maximize the distance between the nearest training points [18] , [19] .
Suppose we have a training set {(x 1 , y 1 ), . . . , (x n , y n )}, where x i are feature vectors and y i are the labels, i = 1, 2, ..., n. The decision function can be formed as
where ↵ i are embedding coefficients and K(x, x i ) is the called the kernel function. The optimal decision function is computed using quadratic programming:
SVMs that use a linear discriminant hyperplane are called Linear support vector machines (LSVMs), whose kernel function K (x, x i ) is defined as:
where hx, x i i denotes the dot product. In this work, LSVMs are used as base classifiers for evaluation, although the proposed method is independent of the base classifiers' models.
III. PROPOSED METHOD
The main idea of the proposed method is to generate all members of an ensemble simultaneously by maximizing members' accuracy and diversity of the whole ensemble using an MOEA. In the following, we provide a brief introduction to the objectives, including accuracy and diversity measures, the evolutionary algorithm, and the approach adopted in this work for creating ensemble diversity.
A. Objectives 1) Accuracy: The first concern of building a successful ensemble is to ensure all base classifiers are accurate. The most suitable accuracy measure is to find the proportion of test data that has been correctly predicted. However, as the labels of testing data are naturally unknown during training, there is no way to measure the accuracy in this way. By assuming the data distributions on test and training sets are the same or similar, we can use the classification rate on the training set to measure the accuracy of ensemble.
We propose to combine the predictions of base classifiers by majority voting. Denote the prediction of i-th pattern by j-th base classifier as P i,j , and the final prediction of i-th pattern P i that is defined as:
where L denotes the number of base classifiers. We assume L is odd, and that the classes are labeled as (or by transcoding them into) 0's and 1's for both classes. The ensemble accuracy is calculated by P i , which is denoted as:
where P i (+) denotes if i-th pattern is correctly classified and N denotes the number of patterns.
2) Diversity: The diversity among ensemble members could be the key to a successful classifier ensemble. In this research, we use three different measures to measure ensemble diversity, which are coincident failure diversity (CFD) [20] , [21] , disagreement (DIS) [20] , [21] and hamming distance (HD) [22] measures.
Let k n be the number of patterns that are incorrectly classified by n ensemble members, with the probability p n that exactly n base classifiers fail on a randomly selected pattern is defined as:
The non-pairwise diversity measure, on the objective space, CFD is defined as:
The minimum value of this measure is 0 when all members simultaneously predict a pattern correctly or wrongly, while the maximum value is 1, when the misclassifications are all unique. A larger div CF D value represents the ensemble has higher diversity.
For every training pattern x i and classifier h j , the element o ij of the oracle output matrix is defined as:
DIS is a pairwise diversity measure on the objective space. Given two base classifiers h i and h j , let n i,j (a, b) be the number of training patterns on which the oracle output of h i and h j is a and b respectively. DIS is defined as:
(9) The minimum and maximum values of this measure are the same as the CFD measure. A larger value of this measure also represents the ensemble has higher diversity.
HD is a pairwise diversity measure on the decision space. Let c i (k) and c j (k) be the k-th element of two feature vectors h i and h j , respectively. HD is defined as: (10) where C denotes the number of features or patterns and denotes a logic exclusive-OR.
The minimum value of this measure is 0 when the selections of features or patterns are identical, which indicates that there is no diversity among the classifiers. The maximum value of this measure is 1 when all corresponding selections are unique, therefore the diversity is the highest.
B. Diversity Creation
Brown concluded four main categories of methods for creating diverse ensembles members in [5] . In our proposed method, we manipulate the training data to create the diverse members. Inspired by [23] , [24] which manipulate the feature distribution, and Bagging [7] which manipulates the data distribution, we create diversity either by selecting a sub set of features or a sub set of training patterns. We will empirically evaluate the effectiveness of the two approaches in the next section.
C. Evolutionary Algorithm
In this work, generation of accurate and diverse ensembles can be formulated as the following bi-objective optimization problem:
where div ⇤ denotes any of the diversity measures proposed in Section III-A2. An MOEA can be used to achieve a set of non-dominated optimal solutions. The non-dominated solution set is known as the Pareto set in the decision space and forms the Pareto front in the objective space [9] . In this work, we adopted the elitist non-dominated sorting genetic algorithm, NSGA-II, a popular MOEA to optimize the two objectives. Details about the NSGA-II algorithm can be found in [25] .
We encode the selection of features or training patterns using a binary string, where each bit denotes whether the corresponding feature or training pattern will be selected. Thus, the length of the chromosome is equal to the number of features or training patterns, and the number of chromosomes in each individual equals the number of base classifiers in the ensemble.
The evolutionary algorithm aims to evolve the chromosomes to find the optimal subset of features or training data to maximize both objectives.
The main steps of the proposed multi-objective approach to generating accurate and diverse ensembles using NSGA-II are as follows:
Step 1: Generate an initial population P t=0 of given size D by randomly initializing each individual's chromosome.
Step 2: Evaluate each individual in the population P t .
2a) Decode the selected training data from the chromosome. 2b) Train the classifiers with the selected training data. 2c) Compare the prediction with true labels and calculate both objectives.
Step 3: Repeat the following steps until the termination condition is satisfied. 3a) Use non-dominated sorting to assign a front number to all solutions and calculate the crowding distance for all non-extreme solution. 3b) Use binary tournament selection, recombination and mutation to generate an offspring population Q t of same size D from P t . 3c) Evaluate Q t as listed in Step 2.
Step 4: Use non-dominated sorting to find the Paretooptimal solutions of the combined population in the last generation.
IV. EXPERIMENTS

A. Experimental Setup
We tested the performance of the proposed method using datasets from the UCI machine learning library [26] : German, Heart, Ionosphere and Monks-1,-2,-3. All datasets were prepared by removing patterns with missing values and normalizing values of each feature to µ=0 and =1 before the evaluation. The characteristics of the preprocessed datasets are summarized in Table I . Datasets German, Heart and Ionosphere do not have partition information, which is compulsory for the evaluation. Therefore we randomly split the dataset into two halves for training and testing. The partition information exists on Monks-1,-2,-3 datasets, therefore we used the original partition to perform the experiment. The numbers of training patterns in Monks-1,-2,-3 are 124, 169 and 122, respectively.
The base classifiers are LSVM models and the diversity is created by learning either from datasets using different subfeature set or subsets of the training patterns. The ensemble accuracies are compared with the classifier using same LSVM model but trained by the entire training set.
Both NSGA-II and LSVMs we used are provided in the Shark Machine Learning Library [27] . The regularization parameter C of the LSVM algorithm is pre-tuned per dataset with k-Fold cross validation where k=3. The same optimal value is used for single classifier and classifier ensembles Table II .
In the experiments, three diversity measures, i.e., CFD, DIS and HD, are used. Meanwhile, two diversity creation methods, i.e., using different features or using different training patterns are investigated. The combination of the three diversity measures with two diversity creation methods result in six different setups in total, which is listed in Table III . 
1) Convergence Analysis:
We used hypervolume [28] , [29] as the performance indicator to illustrate the convergence of the NSGA-II for multi-objective ensemble generation. In this work, as both objectives are normalized between 0 and 1, the reference point is set to (0, 0) in all experiments.
In the experiments, once the hypervolume stops increasing for a certain number of generations, we can conclude that the learning has converged. Note, however, that the absolute accuracy and diversity varies across different datasets, therefore the absolute hypervolume value cannot be used for comparing the results across different test problems. To address this issue, we linearly scaled the hypervolume from 0 to 1, so that it can indicate the degree of convergence of the learning process. The scaling is shown in (14) and the results can be found in Fig. 1 .
where HV i denotes the hypervolume of i-th generation and HV end denotes the result of the last generation. Fig. 1 shows the mean and standard deviation of the hypervolume averaged over the six test problems. From these plots, we can see that in most scenarios, learning converges within 500 generations, while different diversity measure / creation methods show different converging speeds. It is easy to see that creating diversity by supplying different features (refer to the three plots in the left panels in Fig. 1 by supplying different training patterns. This is because, in all test cases used in this work, the number of features is much smaller than that of training patterns. Therefore, searching for the optimal feature subsets takes much less time to converge than searching for the optimal training patterns. Furthermore, the convergence speed on the HD diversity measure seems slower than other diversity measures. We investigated this and found that the number of achieved Pareto solutions in this setup is significantly smaller than other diversity measures, which may make it more difficult for the MOEA to explore new solutions. This may also be the reason that caused a jump in the convergence in Fig. 1(e) .
2) Classification Performance:
The accuracies on the test data of single classifier and ensemble classifiers can be found in Table IV . For better visualization, these results have also been plotted in Fig. 2 .
Rows in Table IV Each group in Fig. 2 represents the results from a particular The results show that classifier ensembles consistently improve the classification performance on four datasets, namely Heart, Ionosphere, Monk-2 and Monk-3, while mixed results have been obtained on the German and Monk-1. Meanwhile, different diversity creation methods and measures give various accuracy improvements. This indicates that the optimal diversity creation method might be problem dependent.
In our experiments, 31 out of 36 ensemble setups improved classifier accuracy. In some datasets, i.e., Monks-2 and Monks-3, classifier ensembles dramatically improved the ensembles' accuracies by over 30% higher than the single classifiers. Only one setup, i.e., DIS/SS method on Monks-1 dataset, had significantly degraded the classification performance. We conducted some additional investigations on this dataset, and found that a few solutions that performed better than the single classifier were lost in later generations. This may indicate that this dataset is easy to overfit and additional measures for controlling overfitting are needed to ensure that good performance on the training set will also lead to good performance on the test set.
By comparing the performance over all experimental setups, we can see that combining the HD diversity measure in the input (feature) space with the use of subsets of the training patterns for creating ensemble members might be the preferred option for creating diverse yet accurate ensembles, as it produces the best result on five of the six test cases.
The Pareto fronts of the 36 setups are plotted in Fig. 3 , where the results from the same test case are plotted in the same row and results from the same ensemble generation method are plotted in the same column. The two axes of each subplot indicate the average training accuracy and the diversity measure, respectively. Each circle denotes a generated ensemble on Pareto front, where black circles indicate the solutions performing worse than the single classifier and the colored circles indicate those solutions performing better. The color of these circles varies smoothly from yellow to red, where colors closer to red indicate the testing accuracy is higher. Blue crosses in the plots mark the solutions that have highest test accuracies, where the bigger the crosses are, the higher the accuracy. Fig. 3 also shows that, not all solutions on the Pareto front outperform the single classifier. In addition, most solutions with higher accuracy on the test data are distributed near the right end of the Pareto front, i.e., the solutions have higher classification accuracy on the training data, although the best solution is not necessarily the solution having the highest training accuracy. This is quite intuitive as the solutions having very high accuracy on the training data are more likely to overfit. However, these results suggest that if we do not have additional information for selecting solutions from the Pareto front, it is still better to select ensembles having a higher training accuracy. Some additional experiments have been carried out and the results indicate that selecting the top 10% on the training data overall outperform others.
V. CONCLUSION
In this paper, we proposed a method that uses the diversity measure as an explicit objective, along with the training accuracy of the ensemble as another objective. Three different diversity measures and two methods for creating ensemble diversity have been tested. Our results indicate that not all methods can reliably result in ensembles that outperform single classifiers. Overall, the diversity creation method that uses different training datasets combined with a diversity imposed on the feature space may be most likely to produce the best classification performance.
Although many good solutions could be found in the Pareto front, it is hard to figure out the solution that performs the best on the test dataset. The results suggest that although higher diversity may result in better ensemble performance, the classification accuracy of the ensemble members are still more important than the diversity of the ensemble, therefore the trade-off between these two objectives should be the biggest matter. The results of this work also show that the best solutions that have the highest test accuracy are mostly in the top 10% of the Pareto optimal solutions having the highest training accuracy.
Future work will aim to introduce more effective constraints in evolving ensembles that can ensure that the generated ensembles are more reliable compared to a single classifier. In addition, investigations will also be made to check if additional measures, e.g., the average complexity of the ensemble members, can assist the selection of solutions from the Pareto front that perform well on unseen data.
