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Abstract
In connection with the proof of his celebrated “2.4-Theorem”, Freiman proved that if α1, . . . , αN are real
numbers such that each interval [u,u+1/2) contains at most n of the αj mod 1, then |
∑N
j=1 exp(2πiαj )|
2n − N . Freiman’s result was extended by Moran and Pollington, and recently by Lev. This paper contains
further extensions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The problem considered in this paper has its origin in Gregory Freiman’s proof of his
“2.4-Theorem” for a set A with small doubling, A being a set of residue classes modulo
a prime p; see [2, Theorem 2.1] or [6, Theorem 2.11]. In this proof Freiman first shows that the in-
dicator function of A has a large Fourier coefficient, that is, there exists an integer b ≡ 0 (mod p)
such that |∑a∈A exp(2πiab/p)| is large. On his way towards the conclusion about the structure
of A, the lemma below then implies that, in a certain sense, the distribution of A is skew. In this
lemma Freiman gives a precise formulation of the vague idea that if complex numbers z1, . . . , zN
are uniformly distributed on the unit circle |z| = 1, then |z1 + · · · + zN | is small.
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128 Ø.J. Rødseth / Journal of Number Theory 127 (2007) 127–135In the following n and N are non-negative integers, and U is the unit circle in the complex
plane, that is, U := {z ∈ C: |z| = 1}. We follow Lev [3] and consider open arcs of U.
Freiman’s Lemma. (See [1].) Suppose that the complex numbers z1, . . . , zN ∈ U have the prop-
erty that any open arc of U of length π contains at most n of them. Then
|z1 + · · · + zN | 2n − N.
The complex numbers z1, . . . , zN are not necessarily all distinct. The assumption of the lemma
implies that N  2n, and the result is sharp in the range nN  2n. That is, for every n and N
satisfying this inequality, there exist sequences z1, . . . , zN with zj ∈ U, such that the hypotheses
are satisfied and |z1 +· · ·+ zN | meets the bound 2n−N . In this sense, Freiman’s Lemma is best
possible. The result can, however, be extended in several directions. In particular, both Theorem 1
and Theorem 2 below are extensions of Freiman’s Lemma.
Theorem 1. (See Moran and Pollington [5].) Let k  2 be an integer. Suppose that the complex
numbers z1, . . . , zN ∈ U have the property that any open arc of U of length 2π/k contains at
most n of them. Then
|z1 + · · · + zN | kn − N.
This result is sharp for (k−1)nN  kn; cf. Section 2. Notice that if k is even, then Theorem 1
is a simple consequence of Freiman’s Lemma.
Recently, Lev took an arbitrary real ϕ ∈ (0,π] as arc length and obtained the following result.
Theorem 2. (See Lev [3].) Let ϕ ∈ (0,π]. Suppose that the complex numbers z1, . . . , zN ∈ U
have the property that any open arc of U of length ϕ contains at most n of them. Then
|z1 + · · · + zN | 2n − N + 2(N − n) cos(ϕ/2). (1)
As pointed out by Lev, the bound (1) is sharp for nN  2n. If we set ϕ = 2π/k in Theorem 2,
then the “natural range” for N is n  N  kn, and the assertion of Theorem 2 is stronger than
that of Theorem 1, provided that
N 
(
1 + k − 2
2 cos(π/k)
)
n = 1
2
k
(
1 + O(1/k))n.
Lev [4] also gives a tight complementary result.
Theorem 3. (See Lev [4].) Let ϕ ∈ (0,π]. Suppose that the complex numbers z1, . . . , zN ∈ U
have the property that any open arc of U of length ϕ contains at most n of them. Then
|z1 + · · · + zN | n sin(ϕN/2n)
sin(ϕ/2)
.
This result is sharp if n divides N , cf. [4]. Theorem 3 (with ϕ = 2π/k) is better than
Theorem 1 in the range n  N < (k − 1)n. Also, Theorem 3 is better than Theorem 2 if
2n < N  (2π/ϕ)n.
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of both Theorem 1 and Theorem 2. The content of this paper depends heavily upon ideas found
in Lev’s paper [3].
2. Statement of results
Our main result is the following theorem.
Theorem 4. Let ϕ ∈ (0,π] be a real number and suppose that the complex numbers z1, . . . ,
zN ∈ U have the property that any open arc of U of length ϕ contains at most n of them. Then
|z1 + · · · + zN | (kn − N) sin((k − 1)ϕ/2)
sin(ϕ/2)
+ (N − (k − 1)n) sin(kϕ/2)
sin(ϕ/2)
(2)
for any positive integer k  2π/ϕ.
As it is easy to see (cf. [4]), the assumption of Theorem 4 implies that N  (2π/ϕ)n. We
notice, furthermore, that if (κ − 1)n N  κn with a positive integer κ  2π/ϕ, then equality
is attained in (2) for k = κ and for the sequence z1, . . . , zN , consisting of N − (κ − 1)n copies
of each of the points
exp
(
(−κ + 1 + 2j)iϕ/2), j = 0,1, . . . , κ − 1,
and κn − N copies of each of the points
exp
(
(−κ + 2 + 2j)iϕ/2), j = 0,1, . . . , κ − 2.
This shows that Theorem 4 is sharp in the range n  N  2π/ϕn, and also that if N is in
this range, then the minimum of the right-hand side of (2) for 1  k  2π/ϕ is attained when
k = N/n.
Theorem 1 is obtained from Theorem 4 in the particular case where 2π/ϕ is an integer by let-
ting k = 2π/ϕ; Theorem 2 is obtained from Theorem 4 by letting k = 2. To compare Theorems 3
and 4, assuming that ϕ is fixed, for 0 x  2π/ϕ set
Λ(x) := sin(ϕx/2)
sin(ϕ/2)
(cf. the statement of Theorem 3) and
L(x) := (k − x) sin((k − 1)ϕ/2)
sin(ϕ/2)
+ (x − (k − 1)) sin(kϕ/2)
sin(ϕ/2)
, k = x
(cf. (2)). Then the graph of Λ(x) is a concave smooth curve, and the graph of L(x) is a concave
polygonal line, having its vertices on the graph of Λ(x); that is, the two graphs meet at those
points where x is an integer. Thus, Theorem 4 is stronger than Theorem 3 in the range N <
2π/ϕn (except that whenever N/n is an integer, the two theorems result in the same estimate).
On the other hand, it is not difficult to see that Theorem 3 is stronger than Theorem 4, for
2π/ϕn < N  (2π/ϕ)n.
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We shall consider finite multisets of points on U. These multisets will be written as sequences
z1, . . . , zN or Z = (z1, . . . , zN ) ∈ UN with terms zj . Thus one point on U may represent several
terms of Z . The number of terms in Z equal to z ∈ U is the multiplicity of z in Z .
For a fixed ϕ ∈ (0,π], suppose that Z = (z1, . . . , zN) ∈ UN has the property that any open arc
of U of length ϕ contains at most n of the terms zj . We follow Lev [3], and call such a sequence
admissible.
We write S(Z) := z1 + · · · + zN . In particular, we put S(Z) = 0 if N = 0. Denote the right-
hand side of (2) by Lk(ϕ,n,N) and let the sequence Z satisfy the hypotheses of Theorem 4.
Assuming that ϕ and n are fixed and implicit from the context, we say that the sequence Z is
k-bad if |S(Z)| > Lk(ϕ,n,N); our goal is to show that k-bad sequences do not exist.
Observe that Lk(ϕ,n,N) is a continuous function of ϕ on (0,2π/k], and hence it suffices to
prove the assertion of Theorem 4 in the case ϕ < 2π/k.
4. Bad sequences
Assume the hypotheses of Theorem 4 and let k < 2π/ϕ be a positive integer. For N = 0, the
inequality (2) is easy to verify.
Now, fix n, ϕ, k, and let N  0 vary. Assuming that k-bad sequences do exist, choose the
smallest N so that there are k-bad sequences with N terms. Then N  1.
Let the complex plane have its usual topology. Then U is compact, so that UN is compact
relative to the product topology. Since our arcs are open, the set of non-admissible sequences in
U
N is open. Thus the set of admissible sequences form a closed subset of a compact space, and
is itself compact. The function CN → R given by (z1, . . . , zN) 
→ |z1 + · · · + zN | is continuous,
and therefore attains a maximum on the set of admissible sequences. Suppose that such a max-
imum is attained at Z ′ = (z1, . . . , zN). Then Z ′ is k-bad. For S = S(Z ′), if S = |S| exp(iθ), we
can multiply each zj by exp(−iθ) without disturbing the admissibility of Z ′ or the maximal
value |S|. Then S becomes real and non-negative. We can therefore assume that S = |S|. We will
use Z∗ to denote a k-bad sequence with this property (and N terms).
We claim that there is no term z of Z∗ on the arc
kϕ
2
 arg z 2π − kϕ
2
. (3)
Assume on the contrary that there is a term z of Z∗ satisfying (3). We remove z from Z∗ to get
an admissible sequence Z ′ with N ′ = N − 1 terms. We have
Lk(ϕ,n,N) − Lk
(
ϕ,n,N ′
)= cos(kϕ/2) + (1 − cos(ϕ/2)) sin(kϕ/2)
sin(ϕ/2)
 cos(kϕ/2),
and
∣∣S(Z ′)∣∣2 = (S − z)2 + (z)2 = S2 − 2Sz + 1
 S2 − 2S cos(kϕ/2) + 1 (S − cos(kϕ/2))2.
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∣∣S(Z ′)∣∣ S − cos(kϕ/2) > Lk(ϕ,n,N) − cos(kϕ/2) Lk(ϕ,n,N ′).
Thus Z ′ is k-bad, contradicting the minimality of N . This proves our claim.
Next we show that Z∗ has all its terms on the closed arc of U of length (k − 1)ϕ centered
around 1. Assume that this is false. Then there is a term z of Z∗ such that
(k − 1)ϕ
2
< | arg z| < kϕ
2
.
Let us look at the case
−kϕ
2
< arg z < − (k − 1)ϕ
2
,
the other case being almost identical. Choose z to be a term of Z∗, closest to exp(−ikϕ/2).
Suppose that we rotate z by a small angle ε > 0, replacing it with z exp(iε). Then Z∗ changes
to Z†. Since S < |S(Z†)|, we must have that z exp(iϕ) is a term of Z∗. We can now try to rotate
the two terms z and z exp(iϕ) by a small angle ε > 0 to z exp(iε) and z exp(iϕ + iε). It follows
that z exp(2iϕ) is a term of Z∗. Continuing this way, we find that all the numbers
z exp(ijϕ), j = 0,1, . . . , k − 1, (4)
are terms of Z∗.
The number w = z exp(ikϕ) is not a term of Z∗. For, we have
kϕ
2
= −kϕ
2
+ kϕ < arg z + kϕ < arg z + 2π,
that is, kϕ/2 < argw < arg z + 2π , which shows that w is not a term of Z∗, by the choice of z
as a term of Z∗ closest to exp(−ikϕ/2). We may therefore multiply all the terms (4) by exp(iε)
for a sufficiently small ε > 0 to get an admissible sequence Z‡ with S(Z‡) > S, a contradiction.
Let us consider a geometric progression with ratio exp(iϕ) and terms in Z∗. Since ϕ < 2π/k,
the arc (k − 1)ϕ/2 < arg z < 2π − (k − 1)ϕ/2 has length larger than ϕ, and therefore all terms
of the progression fall into the arc −(k − 1)ϕ/2 arg z (k − 1)ϕ/2. Thus the geometric pro-
gression has at most k terms.
As a next step, we show that any “maximal” geometric progression in Z∗ with quotient
exp(iϕ), is centered around 1. Indeed, suppose that
z, z exp(iϕ), . . . , z exp
(
(h − 1)iϕ) (5)
are terms of Z∗. We assume that (5) is maximal, that is, neither z exp(−iϕ) nor z exp(hiϕ) is
a term of Z∗.
If the sum of the terms (5) is not a non-negative real number, we can perform a small rotation
of (5), one way or the other, such that Z∗ is transformed into an admissible sequence Z ′ with
|S(Z ′)| > S, a contradiction.
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sin(hϕ/2)
sin(ϕ/2)
exp
(
iθ + (h − 1)iϕ/2).
Since this number is real and non-negative, we have z = exp(−(h − 1)iϕ/2), and it follows
that (5) is centered around 1.
5. Multiplicities
Any term w of Z∗ is contained in a maximal geometric progression in Z∗ with ratio exp(iϕ).
We have seen that such a progression has at most k terms, and is centered around 1. Hence w
belongs to the set
{
uj := exp(ijϕ/2): j = 0,±1, . . . ,±(k − 1)
}
.
Let uj have multiplicity rj , and let h be maximal such that r−(h−1) = 0. Then u−(h−1) is a term
of Z∗, and we know that the maximal geometric progression in Z∗ containing u−(h−1), is cen-
tered around 1. This progression consists of the terms
u−(h−1), u−(h−3), . . . , uh−3, uh−1. (6)
Moreover, h is also the largest number satisfying rh−1 = 0.
We define (for h 2) open/closed arcs of U of length ϕ by
Ij :=
{
z ∈ U : (j − 1)ϕ
2
< arg z (j + 1)ϕ
2
}
,
Jj :=
{
z ∈ U : (j − 1)ϕ
2
 arg z < (j + 1)ϕ
2
}
,
for j = −(h − 2),−(h − 4), . . . , h − 4, h − 2. (Notice the range of the subscripts.) The arcs Ij
are disjoint, and so are the Jj . Each of these arcs contains at most n terms of Z∗.
Next, we show that each arc Ij contains exactly n terms of Z∗. All the numbers (6) are terms
of Z∗. Rotate one copy of u−(h−1) counterclockwise along the unit circle by a small angle ε > 0.
This gives us a new sequence Z ′. We have S(Z∗) < |S(Z ′)|, so that Z ′ is not admissible. By
taking ε sufficiently small, it is not difficult to see that the arc I−(h−2) has to contain at least
n + 1 terms of Z ′; hence I−(h−2) contains n terms of Z∗. Next, rotate u−(h−1) and u−(h−3) to
u−(h−1) exp(iε) and u−(h−3) exp(iε) for a small ε > 0. We find that I−(h−4) contains n terms
of Z∗. We continue in the same way. The final step is to rotate simultaneously all terms (6)
except uh−1, and conclude that Ih−2 contains n terms of Z∗.
By symmetry, also each arc Jj contains exactly n terms of Z∗.
Now we have that each of the h−1 disjoint arcs Jj contains n terms of Z∗, and that the union
of these arcs contains all the terms of Z∗, except for the rh−1 copies of uh−1. Thus we have
N = (h − 1)n + rh−1, that is,
rh−1 = N − (h − 1)n.
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N = (h − 1)n + rh−1  hn. (7)
The arc Ih−2 contains n terms of Z∗. These n terms consist of rh−1 copies of uh−1 and
the remaining terms are copies of uh−2. Thus rh−1 + rh−2 = n. Next, look at the arc Jh−2.
This arc contains n terms consisting of rh−2 copies of uh−2 and rh−3 copies of uh−3. Thus
rh−2 + rh−3 = n. We continue in the same manner, and eventually we find that
rj−1 + rj = n for −(h − 2) j  h − 1.
Starting with rh−1 = N − (h − 1)n, it follows that
rh−1 = rh−3 = · · · = r−(h−3) = r−(h−1) = N − (h − 1)n,
rh−2 = rh−4 = · · · = r−(h−4) = r−(h−2) = hn − N.
We now have
S
(Z∗)= (N − (h − 1)n)
h−1∑
j=0
exp
(
(−h + 1 + 2j)iϕ/2)
+ (hn − N)
h−2∑
j=0
exp
(
(−h + 2 + 2j)iϕ/2),
and, recalling the definition of Lj(ϕ,n,N) in Section 3, straightforward calculations give
S
(Z∗)= Lh(ϕ,n,N). (8)
Notice that (7) and (8) trivially hold for h = 1.
Furthermore, we have
Lj+1(ϕ,n,N) − Lj(ϕ,n,N) = 2sin(jϕ/2)
sin(ϕ/2)
(jn − N)(1 − cos(ϕ/2)).
Hence, by (8) and (7),
S
(Z∗)= Lh(ϕ,n,N) Lh+1(ϕ,n,N) · · · Lk(ϕ,n,N),
contradicting the fact that Z∗ is k-bad. This completes the proof of Theorem 4.
6. Conclusion
With applications in mind, upper bounds for |z1 +· · ·+zN | are often turned into lower bounds
for the number of terms zj in at least one open arc of length ϕ.
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a set of N residue classes modulo an integer m > 1. Write
S :=
∑
a∈A
exp
(
2πia/m
)
,
and take ϕ = 2π/k, k  2. By Theorem 4, there exist integers u,v satisfying u v < u + m/k
such that the image of the interval [u,v] under the canonical homomorphism Z → Z/mZ con-
tains n0 elements of A, where
n0 
|S| sin(π/k) + N(sin(π(j − 1)/k) − sin(πj/k))
j sin(π(j − 1)/k) − (j − 1) sin(πj/k) for j = 2, . . . , k.
Let g(x) := sinx/x for 0 < x  π . We write |S| = αN for an α ∈ [0,1]. The first difference
of the lower bound for n0 shows that the bound attains its maximal value, say λ0N , for j = x1,
where
x1 := g
−1(αg(π/k))
π/k
.
We may alternatively write λ0 = 1/x0, where
x0 := f
−1(αg(π/k))
π/k
,
with
f (x) :=
(
1
x
⌈
kx
π
⌉
− k
π
)
sin
(
π
k
(⌈
kx
π
⌉
− 1
))
+
(
k
π
− 1
x
(⌈
kx
π
⌉
− 1
))
sin
(
π
k
⌈
kx
π
⌉)
, 0 < x  π.
Putting ϕ = 2π/k in the bound obtained by Lev [4] as a corollary to Theorem 3, we get
n0/N  λ1 := 1/x1. We easily get the expected result λ0  λ1, where the inequality is strict,
unless x1 is an integer. Moreover, we have λ1  1/k and, for fixed α < 1, we also have λ0 =
λ1 + O(1/k2). Thus λ1 is a rather good approximation to λ0 (for k large). (Notice that if k m,
then n0 = 1.) Since f is a more complicated function than g, there will be cases where Lev’s
bound λ1 will be preferred to λ0.
An interesting way to go from here, is to sequences z1, . . . , zN satisfying the hypotheses of
Theorem 4 in addition to the terms being bounded away from each other, cf. Lev [3]. In particular,
this is a possible way to go in order to improve upon the lower bound for n0.
In conclusion, we notice that from Theorem 4 we may deduce the following more general
theorem, cf. Lev [3, Theorem 1′].
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the circle group R/Z. Suppose that μ(I) ν for every open interval I ⊆ R/Z of length |I | = λ.
Then
∣∣∣∣
∫
R/Z
exp(it) dμ
∣∣∣∣ (kν − 1) sin((k − 1)πλ)sin(πλ) +
(
1 − (k − 1)ν) sin(kπλ)
sin(πλ)
for any positive integer k  1/λ.
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