This study compares the relative performance of ARIMA models in the forecasting of UK rents across the office, retail and industrial sectors. The performance of each model is assessed both in the estimation phase and out-of-sample. The ranked performance of each of the models is then compared to examine whether the best fitting model also tends to provide the most accurate forecast of future rental movements. The results show that while there is little evidence of a strong positive relationship between estimation and forecast performance, there is also a lack of evidence of a consistent negative relationship. In addition, in the majority of cases all ARIMA variations correctly predict general market movements.
1: Introduction
The analysis and forecasting of rental values and the associated academic literature has largely centred around the alternative methodological approaches that can be adopted in the modelling of property rents. The majority of the literature, especially in the United States, has concentrated on equilibrium models, with a strong theoretical base. Models such as Wheaton, (1987) , Wheaton & Torto (1988) and Hendershott et al. (1999) have been generally based on the rent adjustment literature and have concentrated extensively on the impact of vacancy rates on rental values. There has also been a large literature that has examined the issue of forecasting from a less structured view-point with the modelling of demand and supply in reduced form models. The majority of these studies have used Ordinary Least Squares (OLS) models, although a growing number have utilised Vector Autorgressive techniques (e.g. McGough & Tsolacos, 1994 , Brooks & Tsolacos, 2000 and Stevenson & McGrath, 2000 1 .
The majority of rental forecasting papers have concentrated of the estimation of the model concerned and even in cases where forecasting ability is assessed it has generally been concerned with the testing of the final specification adopted. However, papers such as Chaplin (1998 Chaplin ( , 1999 provide evidence that in the majority of cases, the best fitting model actually fails to provide the best forecast of rental movements.
Both of these papers examined reduced form models based on OLS estimation. This paper aims to examine this issue from the perspective of ARIMA models. A number of studies have used such an approach in rental value forecasting and have found that particularly for short-term forecasts ARIMA models do provide good forecasting ability. McGough & Tsolacos (1995b) examine the UK office market, while Tse (1997) examines the real estate market in Hong Kong. The approach has also been used in papers that have compared alternative forecasting approaches. Brooks & Tsolacos (2000) compare AIRMA models with a number of OLS and VAR based models in the context of British retail property, while Stevenson & McGrath (2000) compare a number of alternative approaches using London office market rental data.
This paper uses UK rental data over rolling windows to assess the relative accuracy of ARIMA based forecasts. In the spirit of the Chaplin papers, forecasts are based on a variety of alternative specifications with the empirical analysis concentrating on the accuracy of the 'best' specified model in sample relative to other alternative models.
Although ARIMA models may be classified as atheoretical they are appealing in the application in real estate markets due to the cyclical nature of the asset. While rental value indices do not suffer from the same level of problems with regard to smoothing as overall total return indices, as they are based on estimated current rental values, they is still an element of smoothing in rental data. As with all indices temporal aggregation will play a role due to the fact that real estate indices tend to be produced on a quarterly or similar periodic basis 2 . In addition, factors such as crossautocorrelation can also play a role in rental series (Brown & Matysiak, 2000) . The presence of smoothing due to these factors and the general need for comparable transaction data, means that rental series will have a smoothed element, meaning that a modelling approach such as an ARIMA is well suited to pick up short-term trends in the data. The remainder of the paper is laid out as follows. The following section describes the approach adopted in the ARIMA modelling. Section three presents the estimation procedure used, while Section four compares the performance of these models and their ability to forecast ahead four quarters. The final section provides concluding comments.
2: Data Requirements and Methodological Framework
The rental series' examined in this study comprise of 
.
Where θ 0 is a constant, ε is the error term, q is the number of lagged terms of ε and p is the number of lagged terms of . The ARIMA model can be described as atheoretical, as it ignores all potential underlying theories, except those that hypothesise repeating patterns in the variable under study.
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It is required that the series used in the estimation process is stationary, i.e. that its stochastic properties are invariant to time transition. Failure to observe this condition will introduce multicollinearity problems. Therefore, in each period we initially test for stationarity using the Dickey-Fuller unit root test, which can be represented as follows:
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The series is differenced in order to provide a stationary series. The forecasts are based on alternative AR and MA terms ranging from ARMA (1,0) to ARMA (2,2).
The assessment of the relative goodness of fit of the models in the estimation period is examined using the Akaike Information Criterion (AIC) and the Schwartz Bayesian Criterion (SBC). The two selection rules are calculated as:
Where T is the sample size, n is the number of regressors and RSS is the residual sum of squares. The most accurate model is that which emerges with the smallest figure on both criteria. It should be noted that while the AIC is used in this study, as in previous studies such as McGough & Tsolacos (1995) and Tse (1997) , this critera may select an overparameterized model (Mills, 1990) .
3: Forecasting Evaluation
As stated in the previous section the first step in the estimation of each ARIMA model is to assess the stationarity of each series. Unit root tests were estimated in each time period for each of the three markets with the appropriate degree of differencing then Tables 4 through 6 for the office, retail and industrial markets respectively.
For each sector there is considerable variation in the ranking of each form of model, with little consistency as to which model provides the best estimate. For each of the sectors four of the eight models are deemed to be the best fit in sample in at least one of the time periods. The main consistent factor is that the ARMA (2,2) provides the most number of number 1 rankings across the three sectors, especially in the case of retail property. In this case it is the best estimate in seven of the eleven time periods according to the AIC criteria and in eight time periods according to the SBC criteria.
The two alternative criteria are relatively consistent, especially in the case of the best fitting model. In only two cases is a different model ranked 1. These are both for the 1983-1995 period and for the retail and industrial sectors. In the retail case the ARMA
(1,0) is ranked 1 according to the AIC, while the ARMA (2,2) is ranked 1 according to the SBC. In the industrial case the reverse is true, with the AIC selecting the ARMA (2,2) and the SBC the ARMA (1,0).
4: Comparative Forecasting Accuracy
This section of the paper assess the performance of the models out-of-sample through the use of them to forecast rental movements over the four quarters immediately following the estimation period. The accuracy of each forecast is measured using three alternative measures of forecast accuracy, namely; the Mean Absolute Error, the Mean Squared Error and the Error Variance. Tables 7 through 9 provide equivalent rankings to those reported previously with respect to in-sample estimation. These results rank the accuracy of the forecast generated from the models. The aim of this analysis is to assess whether the ranking obtained in the estimation process is similar to that obtained in the forecasting stage of the analysis. As with the estimation rankings, it is clear that there is a large degree of variation in the ranking obtained, with no single model consistently providing the best forecast 4 .
In the case of the office market all eight models rank first in terms of forecast accuracy at least once over the different time periods for the mean absolute error and mean squared error, while for the error variance only the ARMA (0,1) variation does not rank first at least once. Similarly, for the retail and industrial sectors six of the models rank first in at least one time period, with the exception of the error variance measure for the industrial sector when the figure is five. However, while the variation in rankings is of interest it is not the primary point of concern as variation was also noted in the estimation rankings. The main issue is therefore whether a relationship exists between the estimation and forecast rankings. Thereby illustrating whether a high accuracy ranking in the estimation phase is likely to lead to a similar ranking out-of-sample. In order to examine this issue we initially examine the forecast rank obtained by the best fitting model in sample. Tables 10 and 11 case only when the error variance is used to assess forecast accuracy. Even in the case of retail rents when the best fitting model provides the best forecast on four occasions, this still leaves seven periods when it does not. In addition, while the figure is reduced, the best fitting retail model does also lead to a large number of periods when it is one of the worst performing models in a forecasting context. It should however be noted that while the best performing model in-sample does often tend to provide one of the worst forecasted, the differences in the AIC and SBC statistics used to provide an estimate of the best fitting model is often small, with minor changes leading to major changes in the rankings.
In order to examine this issue in more depth a number of alternative tests are conducted. Initially, we examine whether the best fitting forecast correctly assess the direction of the markets movements and secondly, we estimate the rank correlations in each time period between the estimation and forecast ranks. This will allow us to assess what exact form of relationship exists and whether that relationship is significant at statistically significant levels. Table 12 reports whether the alternative ARIMA models correctly predicted the general market movement over the four quarters in the forecasting period. It is noticeable that despite the general poor performance of the best fitting model in the majority of the periods most of the alternative models correctly predicted the direction of the market. For each of the three sectors in only one year do none of the models correctly predict the actual movement of the market. For the office and retail markets this is for the forecast in 1995, when the rental values increased and all of the models predicted market declines. This year was a market turning point. As can be seen from Table 12 may results from the fact that if one examines both the AIC and SBC in-sample criteria and the actual forecasting performance, slight changes in results can lead to major shifts in the ranking obtained. The results are weaker than those found by Chaplin (1998 Chaplin ( , 1999 in his analysis of reduced form OLS models, where stronger evidence was noted of the poor performance out-of-sample of the best fitting models.
This may be due to the fact that the ARIMA forecasts do not tend to differ substantially from each other and therefore, the difference, both in and out of sample, between the best and worst performing variations may not be that great. In the Chaplin papers the use of different economic series as explanatory variables would in all likelihood lead to greater variation in the accuracy of the alternatives ex-ante and ex-post.
5: Concluding Comments
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Panel B: Retail Market

Panel C: Industrial Market
Panel B: Retail Market
Panel C: Industrial Market
