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Abstract
The state space and observables for the leading order of the large-N theory are constructed.
The obtained model (”theory of infinite number of fields”) is shown to obey Wightman-type axioms
(including invariance under boost transformations) and to be nontrivial (there are scattering processes,
bound states, unstable particles etc). The considered class of exactly solvable relativistic quantum
models involves good examples of theories containing such difficulties as volume divergences associated
with the Haag theorem, Stueckelberg divergences and infinite renormalization of the wave function.
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1 Introduction
Large-N expansion is widely used in quantum field theory [1, 2, 3]. This approximation allows us to
obtain non-perturbative results and investigate the behavior of the Green functions, the effective action,
dynamical and spontaneous symmetry breaking.
The traditional approaches to the 1/N-expansion enable us to evaluate different quantities mentioned
above. However, some problems of the large-N theories remain to be understood. What are states and
observables in the theory of infinite number of fields? Can one determine such a theory as a large-N limit?
From the axiomatic field theory point of view [4, 5, 6], the relativistic quantum field theory is con-
structed if:
(i) the Hilbert state space H is specified;
(ii) the operators Ug : H → H corresponding to the Poincare transformations g are specified; the group
property Ug1Ug2 = Ug1g2 is satisfied;
(iii) the field operators are constructed.
The introduced objects should obey certain (Wightman-type) axioms.
It happens that the axiomatic formulation of the large-N QFT can be obtained within the third-
quantized approach developed recently in [7]. It is interesting that the large-N limit of QFT may be
viewed as a theory of a variable number of fields. This is analogous to the statistical physics: the system
of a large but fixed number of particles can be considered as a set of quasiparticles which can be created
and annihilated. Analogously, the large-N field system can be treated from the ”quasifield” point of view:
there is an amplitude that there are no fields, that there is one field, two fields etc. Thus, the large-N limit
of QFT is not a field theory in the usual treatment since one cannot define usual field operators, However,
the property of the relativistic invariance remains. Moreover, we will introduce the analog of notion of
field which is very useful for constructing boost transformations.
The models of infinite number of fields constructed in this paper seem to be remarkable from the point
of view of the constructive field theory [8, 9]. The old problem of QFT is to construct the nontrivial model
of field theory obeying all Wightman axioms. Such examples were constructed for the cases of 2- and
3-dimensional space-time. The models presented here are considered in higher dimensions.
The models considered in this paper are good examples of theories that contain such difficulties as
Stueckelberg divergences [10] and volume divergences associated with the Haag theorem. There was a
hypothesis [8] that the models with the Stueckelberg divergences cannot be constructed with the help of
the Hamiltonian methods. However, we show this hypothesis to be not correct.
This paper is organized as follows.
As an example, we consider the λ(ϕaϕa)2 model in (d+1)-dimensional space-time with the following
Lagrangian:
L = 1
2
∂µϕ
a∂µϕ
a − m
2
2
ϕaϕa − λ
4N
(ϕaϕa)2,
we sum over repeated indices a = 1, ..., N , µ = 0, ..., d. In section II the N = ∞-limit of the model
is heuristically constructed. The Hamiltonian, momentum, angular momentum and boost generator are
presented. It is heuristically shown that they formally obey usual commutation relations of the Poincare
algebra. However, the divergences shows us that the obtained expressions are not mathematically well-
defined.
Section III is devoted to the problem of renormalization of the Hamiltonian. The momentum and
angular momentum are also investigated in section III. The spectral and vacuum axioms are checked.
It is not easy to construct operators of boost transformation (Lorentz rotation) and check the group
properties. It is convenient first to introduce the composed field being an analog of the large-N operator∑N
a=1 ϕ
a(x1)...ϕ
a(xk). Such operators (multifields) being analogs of fields of ordinary QFT are constructed
in section IV. They are shown to be operator distributions. The cyclic property of the vacuum state is
checked. The invariance of multifields under spatial rotations and space-time translations is checked.
2
Section V deals with construction of the operator of boost transformation. This allows us to construct
the representation of the Poincare group and check the relativistic invariance of the theory. The results of
section IV are essentially used.
Section VI contains concluding remarks.
2 What is a theory of infinite number of fields?
This section deals with investigation of the theory of N fields, ϕ1, ..., ϕN as N → ∞. Such models were
considered in context of calculations of physical quantities such as Green functions. It seems to be useful
to formulate the N = ∞-theory: to determine the state space, Poincare transformations, field operators
etc.
2.1 Multifield canonical operator
In the functional Schrodinger representation states of the N -field system at time t are specified by the
functionals ΨtN [ϕ
1(·), ..., ϕN(·)] depending on the field configurations ϕ1(x),..., ϕN(x), x = (x1, ..., xd). The
inner product is formally written via the functional integral
(ΨN ,ΨN) =
∫
Dϕ1...DϕN |ΨN [ϕ1(·), ..., ϕN(·)]|2.
The evolution equation has the form
i
d
dt
ΨtN = HNΨtN (1)
with the Hamiltonian presented as a sum of the free Hamiltonian and interaction
HN =
∫
dx
[
−1
2
δ2
δϕa(x)δϕa(x)
+
1
2
(∇ϕa)(x)(∇ϕa)(x) + m
2
2
ϕa(x)ϕa(x) +
λ
4N
(ϕa(x)ϕa(x))2
]
(2)
If one considers states of a few number of particles in comparison with N , one can suppose that almost all
fields are in the vacuum state. This treatment leads us to the following structure of the wave functional
ΨtN . If all fields ϕ
1,..., ϕN are in the same (vacuum) state, the N -field state ΨN is
ΨN [ϕ
1(·), ..., ϕN(·)] = cΦ0[ϕ1(·)]...Φ0[ϕN(·)]. (3)
If (N − 1) fields are in the state Φ0, while 1 field is in the state f1, the N -field state can be written as
ΨN [ϕ
1(·), ..., ϕN(·)] = 1√
N
N∑
a=1
Φ0[ϕ
1(·)]...Φ0[ϕa−1(·)]f1[ϕa(·)]Φ0[ϕa+1(·)]...Φ0[ϕN (·)] (4)
Without loss of generality, one can suppose that (Φ0, f1) = 0. Otherwise, one could decompose the
functional f1 into two parts, one of them being proportional to Φ0, another being orthogonal to Φ0. The
case f1 = constΦ0 does not lead to a new functional since expressions (3) and (4) coincide then.
Analogously, the state corresponding to (N − k) fields in the vacuum state and k fields in the state
fk(ϕ
1, ..., ϕk) being symmetric with respect to transpositions of ϕ1, ..., ϕk and satisfying the orthogonality
condition ∫
Dϕ1Φ
∗
0[ϕ
1(·)]fk[ϕ1(·), ..., ϕk(·)] = 0 (5)
has the form
ΨN [ϕ
1(·), ..., ϕN(·)] = 1√
Nkk!
∑
1≤a1 6=... 6=ak≤N
fk[ϕ
a1(·), ..., ϕak(·)] ∏
a6=a1...ak
Φ0[ϕ
a(·)]. (6)
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Finally, one can consider the superposition of states (6) with rapidly decreasing at k → ∞ set of norms
||fk||. This is the most general form of a state ”with a few number of particles”, provided that one takes
into account symmetric functionals Ψ only. Nonsymmetric functionals are investigated in appendix B.
We see that symmetric states in the theory of a large number of fields occur to be specified by infinite
sets
f =


f0
f1[ϕ
1(·)]
...
fk[ϕ
1(·), ..., ϕk(·)]
...


(7)
where fk are symmetric functionals satisfying eq.(5). One can say that fk is a probability amplitude that
k fields are in the non-vacuum state. We see that the theory of a large number of fields is equivalent to
the theory of a variable number of fields. This observation is analogous to the quasiparticle conception in
statistical physics.
The mapping KN : f 7→ ΨN of the form
(KNf)[ϕ
1(·), ..., ϕN(·)] =
N∑
k=0
1√
Nkk!
∑
1≤a1 6=... 6=ak≤N
fk[ϕ
a1(·), ..., ϕak(·)] ∏
a6=a1...ak
Φ0[ϕ
a(·)]
(8)
will be called as a multifield canonical operator analogously to the multiparticle canonical operator used
in statistical physics [7]. The orthogonality condition (5) implies that
||KNf ||2 =
N∑
k=0
N !
Nk(N − k)! ||fk||
2 →N→∞
∞∑
k=0
||fk||2. (9)
We see that sets (7) may be identified with states of the system of N = ∞ fields, while the relation (9)
can be considered as an argument that the norm of a state should be chosen as
||f ||2 =
∞∑
k=0
||fk||2.
Thus, decomposition (8) gives us a relationship between the theory of a large number of fields and the
theory of a variable number of fields.
2.2 Representation of operators
Let us write operators of physical quantities in the representation (7). It will be convenient to present them
via the third-quantized creation and annihilation operators which can be introduced as follows [7]. The
creation operator A+[ϕ(·)] increases the number of fields, i.e. transforms the set f = (0, 0, ..., 0, fk−1, 0, ...)
into (0, ..., 0, (A+[ϕ(·)]f)k, 0, ...), The functional (A+[ϕ(·)]f)k[ϕ1(·), ..., ϕk(·)] being the k-th component of
the set (A+[ϕ(·)]f) is expressed via the (k − 1)-th component of f :
(A+[ϕ(·)]f)k[ϕ1(·), ..., ϕk(·)] = 1√
k
k∑
a=1
δ(ϕ(·)− ϕa(·))fk−1[ϕ1(·), ..., ϕa−1(·), ϕa+1(·), ..., ϕk(·)]. (10)
The annihilation operator A−[ϕ(·)] is
(A−[ϕ(·)]f)k−1[ϕ1(·), ..., ϕk−1(·)] =
√
kfk[ϕ(·), ϕ1(·), ..., ϕk−1(·)]. (11)
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The condition (5) is not invariant under transformations (10), (11). Consider the modified creation and
annihilation operators:
A˜+[ϕ(·)] = A+[ϕ(·)]− Φ∗0[ϕ(·)]
∫
DφΦ0[φ(·)]A+[φ(·)]
A˜−[ϕ(·)] = A−[ϕ(·)]− Φ0[ϕ(·)]
∫
DφΦ∗0[φ(·)]A−[φ(·)]
To write operators in the representation (7), consider the orthonormal basis (Φ0,Φ1, ...) in the space of
functionals, ∫
DϕΦ∗i [ϕ(·)]Φj[ϕ(·)] = δij
which contains the vacuum functional Φ0 entering to expression (8). Investigate the following “elementary”
operators
OijNΨ[ϕ1(·), ..., ϕN(·)] =
N∑
a=1
Φi[ϕ
a(·)]
∫
DφΦ∗j [φ(·)]Ψ[ϕ1(·), ..., ϕa−1(·), φ(·), ϕa+1(·), ..., ϕN(·)]. (12)
Apply them to the expression (8). It is necessary to distinguish 4 cases.
(i) i = j = 0.
Due to the condition (5), one has
(O00NKNf)[ϕ1(·), ..., ϕN(·)] =
N∑
k=0
(N − k) 1√
Nkk!
∑
1≤a1 6=... 6=ak≤N
fk[ϕ
a1(·), ..., ϕak(·)] ∏
a6=a1...ak
Φ0[ϕ
a(·)].
This means that the operator O00N acts in the space (7) as N − nˆ, i.e.
O00NKNf = KN(N − nˆ)f,
where nˆ =
∫
DϕA˜+[ϕ(·)]A˜−[ϕ(·)] is the operator of number of fields,
(nˆf)k = kfk.
(ii) i = 0, j 6= 0.
It follows from the symmetry condition that
(O0jNKNf)[ϕ1(·), ..., ϕN(·)] =
N∑
k=0
1√
Nkk!
k∑
p=1
1√
k
∑
1≤a1 6=... 6=ak≤N
Φ0[ϕ
ap(·)]
×(
∫
DφA˜−[φ(·)]Φ∗j [φ(·)]f)k−1[ϕa1(·), ..., ϕap−1(·), ϕap+1(·), ...ϕak(·)]
∏
a6=a1...ak
Φ0[ϕ
a(·)]. (13)
After redefining a1 = b1, ..., ap−1 = bp−1, ap+1 = bp,..., ak = bk−1, ak = b we obtain that the symbol
∑
k can
be substituted by k, while
∑
j transforms to (N − k + 1). Thus, one obtains the following commutation
rule:
O0jNKNf = KN(N − nˆ)
1√
N
∫
DφA˜−[φ(·)]Φ∗j [φ(·)]f.
(iii) i 6= 0, j = 0.
Due to eq.(5), we have
(Oi0NKNf)[ϕ1(·), ..., ϕN(·)] =
N∑
k=0
1√
Nkk!
∑
1≤a1 6=... 6=ak≤N
fk[ϕ
i1(·), ..., ϕik(·)]
× ∑
a6=a1...ak
Φi[ϕ
a(·)] ∏
b6=a,a1...ak
Φ0[ϕ
b(·)]. (14)
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After symmetrization the commutation rule takes the form
Oi0NKNf = KN
√
N
∫
DφA˜+[φ(·)]Φi[φ(·)]f.
(iv) i 6= 0, j 6= 0.
Analogously, we find that
OijNKNf = KN
∫
DϕA˜+[ϕ(·)]Φi[ϕ(·)]
∫
DφA˜+[φ(·)]Φ∗j [φ(·)]
Any operator can be represented via elementary operators (12). Consider an example.
The operator
∑N
a=1 ϕ
a(x)ϕa(x) is expressed as
N∑
a=1
ϕa(x)ϕa(x) =
∞∑
ij=0
∫
DφΦ∗i [φ(·)]φ(x)φ(x)Φj[φ(·)]OijN .
Therefore, the following commutation rule takes place:
λ
N∑
a=1
ϕa(x)ϕa(x)KN = KNQ˜N(x),
where the operator Q˜N(x) consists of the constant term of order O(N), the linear in creation-annihilation
operators term of order O(
√
N) and the regular as N → ∞ term which is quadratic in creation and
annihilation operators:
Q˜N (x) = λ(N − nˆ)(Φ0, φ(x)φ(x)Φ0) + λ
√
N
∫
DφA˜+[φ(·)]φ(x)φ(x)Φ0[φ(·)]
+
λ√
N
(N − nˆ)
∫
DφA˜−[φ(·)]φ(x)φ(x)Φ∗0[φ(·)] + λ
∫
DφA˜+[φ(·)]φ(x)φ(x)A˜−[φ(·)]. (15)
2.3 Evolution equation at N =∞
Analogously to the previous subsection, the operators
∑n
a=1(∇ϕa)2(x) and
∑N
a=1(− δ
2
δϕa(x)δϕa(x)
) can be also
written in the representation (7). Since the Hamiltonian (2) contains the considered operator expressions
only, it can be also commuted with the multifield canonical operator,
HNKN = KNH˜N .
The transformed Hamiltonian H˜N is
H˜N =
∫
dx
[
(N − nˆ)(Φ0, E0(x)Φ0) +
√
N
∫
DφA˜+[φ(·)]E0(x)Φ0[φ(·)]
+
1√
N
(N − nˆ)
∫
DφΦ∗0[φ(·)]E0(x)A˜−[φ(·)] +
∫
DφA˜+[φ(·)]E0(x)A˜−[φ(·)] + 1
4Nλ
Q˜2N (x),
]
(16)
where
E0(x) = −1
2
δ2
δφ(x)δφ(x)
+
1
2
(∇φ)2(x) + m
2
2
φ2(x).
Expression (16) contains the terms of order O(N), O(N1/2), O(1) and the terms damping as N →∞:
H˜N = NH˜0 +N1/2H˜1 + H˜2 +O(N−1/2). (17)
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The operator H˜0 is a multiplication by the divergent c-number quantity
H˜0 =
∫
dx(Φ0, E0(x)Φ0) + λ
4
∫
dx(Φ0, φ(x)φ(x)Φ0)
2.
As usual in QFT, the vacuum energy is set to zero by adding a constant to the Hamiltonian, so that the
Hamiltonian is defined up to a constant, and the quantity H˜0 can be neglected.
The operator H˜1 is a linear combination of creation and annihilation operators:
H˜1 =
∫
DφA˜+[φ(·)]Z[φ(·)] +
∫
DφA˜−[φ(·)]Z∗[φ(·)]
with
Z[φ(·)] =
∫
dx
[
−1
2
δ2
δφ(x)δφ(x)
+
1
2
(∇φ(x))2 + m
2 + λ(Φ0, φ
2(x)Φ0)
2
φ2(x)
]
Φ0[φ(·)].
The operator H˜1 vanishes if and only if
Z = constΦ0. (18)
We choose the functional Φ0 to be a vacuum state functional for the field of the mass µ,
Φ0[φ(·)] = constexp[−1
2
∫
dxφ(x)
√
−∆+ µ2φ(x)], (19)
so that eq.(18) will take the form
µ2 = m2 + λ(Φ0, φ
2(x)Φ0). (20)
This is a well-known equation in the 1/N -expansion theory (see, for example, [2]).
The remaining nonvanishing as N → ∞ part of the Hamiltonian is quadratic in creation and annihi-
lation operators,
H˜ ≡ H˜2 =
∫
DφA˜+[φ(·)] :
∫
dxE(x) : A˜−[φ(·)] + λ
4
∫
dxQ20(x). (21)
where : Oˆ := Oˆ − (Φ0, OˆΦ0),
E(x) =
[
−1
2
δ2
δφ(x)δφ(x)
+
1
2
(∇φ(x))2 + µ
2
2
φ2(x)
]
Q0(x) =
∫
Dφ(A˜+[φ(·)] + A˜−[φ(·)])φ2(x)Φ0[φ(·)].
Since the term (21) is the only term remaining as N =∞, one can say that the theory of N =∞ fields
is as follows. States in this theory are sets (7) obeying eq.(5). The Hamiltonian of the model has the form
(21), the evolution equation is if˙ = H˜f .
2.4 Representation of the Poincare algebra
We have specified the state space of the theory of N = ∞ fields and evolution operator. However, to
construct the relativistic quantum theory, it is necessary to specify the operators UΛ,a corresponding to
Poincare transformations
x
′µ = Λµνx
ν + aµ, µ, ν = 0, d,
where the matrix Λ of Lorentz transformation satisfies the property
ΛTgΛ = g
7
(g = diag{1,−1,−1, ...}, ΛT is the matrix transposed to Λ). The composition law of the Poincare trans-
formations is
(Λ1, a1)(Λ2, a2) = (Λ1Λ2, a1 + Λ1a2),
so that any Poincare transformation can be presented as (Λ, a) = (0, a)(Λ, 0). Furthermore, one can
introduce the local coordinates θλµ (λ, µ = 1, d, θλµ = −θµλ) on the Lorentz group [6], such that
Λ = exp(
1
2
θλµl
λµ)
with
(lλµ)αβ = −gλαδµβ + gµαδλβ .
The operators UΛ,a are required to form the representation of the Poincare group, so that
UΛ1,a1UΛ2,a2 = U(Λ1,a1)(Λ2,a2)
Making use of the theory of representations of the Lie groups, one finds [6]
UΛ,a = exp(iP˜
µaµ) exp(
i
2
M˜λµθλµ)
for some operators P˜ µ and M˜λµ obeying the commutation relations of the Poincare algebra
[P˜ λ, P˜ µ] = 0, [M˜λµ, P˜ ν] = i(gµνP˜ λ − gλνP˜ µ),
[M˜λµ, M˜ρσ] = −i(gλρM˜µσ − gµρM˜λσ + gµσM˜λρ − gλσM˜µρ) (22)
Let us construct the operators P˜ λ and M˜λµ for the N =∞-theory. For the N -field theory, one has [13]:
PµN =
∫
dxT µ0N (x), MµλN =
∫
dx(xµT λ0N (x)− xλT µ0N (x)),
where we integrate over surface x0 = 0, while
T 00N (x) = −
1
2
δ2
δϕa(x)δϕa(x)
+
1
2
(∇ϕa)(x)(∇ϕa)(x) + m
2
2
ϕa(x)ϕa(x) +
λ
4N
(ϕa(x)ϕa(x))2,
T k0N (x) =
N∑
a=1
(∂kϕa(x)
1
i
δ
δϕa(x)
)
Let us commute these operators with the multifield canonical operator,
PµNKN = KN P˜µN , MµνN KN = KNM˜µνN ,
expand the result in 1/N :
P˜µN = NP˜µ,0 +N1/2P˜µ,1 + P˜µ,2 + ..., M˜µνN = NM˜µν,0 +N1/2M˜µν,1 + M˜µν,2 + ...
It will be shown that the operators P˜µ,0, P˜µ,1, M˜µν,0, M˜µν,1 vanish, so that the remaining nonvanishing
at N =∞ parts
P˜ µ = P˜µ,2, M˜µν = M˜µν,2
should be viewed as generators of Poincare transformations in the N =∞-theory.
Remind also that the operator P˜0N = H˜ has been already constructed in the previous subsection.
Consider the operator
PkN =
∫
dx
N∑
a=1
∂kϕa(x)
1
i
δ
δϕa(x)
.
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After commuting with multifield canonical operator, one has
P˜k,0 = (Φ0,
∫
dx∂kφ(x)
1
i
δ
δφ(x)
Φ0),
P˜k,1 =
∫
Dφ(A˜+[φ(·)]Zk[φ(·)] + A˜−[φ(·)]Zk∗[φ(·)]), (23)
where
Zk[φ(·)] =
∫
dx∂kφ(x)
1
i
δ
δφ(x)
Φ0[φ(·)].
Since Φ0 has been chosen to be a vacuum functional for the field of the mass µ, while the operator∫
dx∂kφ(x)1
i
δ
δφ(x)
is a momentum operator for the functional Schrodinger representation, one has Zk = 0,
P˜k,0 = 0, P˜k,1 = 0. Thus, the operator
P˜ k ≡ P˜k,2 =
∫
DφA˜+[φ(·)] :
∫
dx∂kφ(x)
1
i
δ
δφ(x)
: A˜+[φ(·)] (24)
can be viewed as a momentum operator in the N =∞ theory.
Analogously, we find that
M˜ml = M˜ml,2 =
∫
DφA˜+[φ(·)] :
∫
dx(xm∂lφ(x)− xl∂mφ(x))1
i
δ
δφ(x)
: A˜−[φ(·)]. (25)
The boost operator presented as
Mk0 =
∫
dxxkT 00(x)
after commuting with the multiparticle canonical operator gives us:
M˜k0,0 =
∫
dxxk(Φ0, E0(x)Φ0) + λ
4
∫
dxxk(Φ0, φ(x)φ(x)Φ0).
Since the integrand is an odd function with respect to xm, it seems to be natural that M˜m0,0 = 0. The
operator M˜k0,1 has the structure (23) with
Zk[φ(·)] =
∫
dxxkE(x)Φ0[φ(·)].
Since the vacuum state Φ0 is invariant under boost transformations, while∫
dxxkE(x)
is a boost generator, one has Zk = 0 and M˜k0,1 = 0. The remaining term is
M˜k0 = M˜k0,2 =
∫
DφA˜+[φ(·)]
∫
dxxk : E(x) : A˜−[φ(·)] + λ
4
∫
dxxkQ20(x). (26)
The commutation relations (22) are formally satisfied. Namely, the operators (21), (24), (25), (26) can be
presented as
H˜ = H˜0 + λH˜1, P˜
k = P˜ k0 ,
M˜k0 = M˜k00 + λM˜
k0
1 , M˜
kl = M˜kl0 . (27)
For λ = 0 - case, the check of relations (22) is identical to the standard check of the Poincare invariance
of the free quantum field theory. For general case, it is sufficiently to justify the following commutation
relations:
[H˜1, P˜
k
0 ] = 0, [H˜1, M˜
kl
0 ] = 0, (28)
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[M˜k01 , P˜
l
0] = −igklH˜1, [M˜k01 , M˜mn0 ] = −i(gkmM˜0n1 − gknM˜0m1 ). (29)
[M˜k01 , M˜
l0
1 ] = 0, [M˜
k0
1 , H˜1] = 0, (30)
[M˜k01 , H˜0] + [M˜
k0
0 , H˜1] = 0, [M˜
k0
1 , M˜
l0
0 ] + [M˜
k0
0 , M˜
l0
1 ] = 0. (31)
It is straightforward to check that
[P˜ l0, Q0(x)] = −i∂lQ0(x), [M˜mn0 , Q0(x)] = −i(xm∂n − xn∂m)Q0(x).
We obtain relations (28) and (29) then. Eqs. (30) are corollaries of the property [Q(x), Q(y)] = 0. The
relation [E(x), Q0(y)] ∼ δ(x−y) imply eq.(31). Thus, the formal Poincare invariance is checked. However,
the divergences and renormalization have not been considered yet.
2.5 Mode decomposition
We have specified states of the N =∞-theory as sets
f =


f0
f1[ϕ
1(·)]
...
fk[ϕ
1(·), ..., ϕk(·)]
...


(32)
of symmetric functionals fk[ϕ
1, ..., ϕk] satisfying relation (5) such that
||f ||2 =
∞∑
k=0
∫
Dϕ1...Dϕk|f [ϕ1(·), ..., ϕk(·)]|2 <∞.
However, this definition is ill-defined since the measure of functional integration is not determined math-
ematically. Instead of constructing the measure, it is convenient to use another representation for the
k-field functionals.
Consider the basis functionals
Φ
(n)
k1...kn
[ϕ(·)] = 1√
n!
a+k1 ...a
+
kn
Φ0[ϕ(·)], n = 1, 2, 3, ... (33)
corresponding to n particles with momenta k1, ..., kn. The operators a
+
k are usual quantum field creation
operators:
a+k =
1
(2pi)d/2
∫
dxeikx
[√
ωk
2
ϕ(x)− 1√
2ωk
δ
δϕ(x)
]
with ωk =
√
k2 + µ2. Integrating by parts and using the commutation relations between creation and
annihilation operators, we find that the inner product (1) for the functionals (33) has the form
(Φ
(n)
k1...kn
,Φ(m)p1...pm) = 0, m 6= n;
(Φ
(n)
k1...kn
,Φ(n)p1...pn) =
1
n!
∑
σ
δ(k1 − pσ1)...δ(kn − pσn), (34)
the sum is taken over all transpositions of indices 1,...,n. Eqs.(34) can be viewed as a definition of the
functional integral (1).
Decompose the functional fk satisfying eq.(5) as
fk(ϕ
1(·), ..., ϕk(·)) =
∞∑
l1...lk=1
∫
dp11...dp
1
l1 ...dp
k
1...dp
k
lk
fkl1;p11...p1l1 ;...lk,p
k
1
...pk
lk
Φ
(l1)
p1
1
...p1
l1
[φ1(·)]...Φ(lk)
pk
1
...pk
lk
[φk(·)].
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One can uniquely specify the set (32) of functionals by specifying the set of functionals
fkl1;p11...p1l1 ;...lk,p
k
1
...pk
lk
(35)
being symmetric under transpositions of pmi and p
m
j , as well as under transpositions of sets lm,p
m
1 ...p
m
lm
and ls,p
s
1...p
s
ls . The quantity ||f ||2 can be presented as
||f ||2 =
∞∑
k=0
∞∑
l1...lk=1
∫
dp11...dp
1
l1 ...dp
k
1...dp
k
lk
|fkl1;p11...p1l1 ;...lk,pk1 ...pklk |
2.
Creation and annihilation operators can be decomposed as
A+[ϕ(·)] =
∞∑
n=0
∫
dk1...dknΦ
(n)∗
k1...kn
[ϕ(·)]A+(n)k1...kn.
A−[ϕ(·)] =
∞∑
n=0
∫
dk1...dknΦ
(n)
k1...kn
[ϕ(·)]A−(n)k1...kn. (36)
The operators A
±(n)
k1...kn
defined as
A
+(n)
k1...kn
=
∫
DφA+[φ(·)]Φ(n)k1...kn[φ(·)], A−(n)k1...kn =
∫
DφA−[φ(·)]Φ∗(n)k1...kn[φ(·)].
create (annihilate) the field in the n-particle state with momenta k1, ..., kn. They are invariant under
transpositions of momenta k1, ..., kn and obey the ordinary canonical commutation relations:
[A
±(m)
k1...km
, A±(n)p1...pn] = 0, [A
−(m)
k1...km
, A+(n)p1...pn] = 0, m 6= n (37)
[A
−(m)
k1...km
, A+(n)p1...pn] =
1
n!
∑
σ
δ(k1 − pσ1)...δ(kn − pσn). (38)
Any vector f can be written via creation operators and vacuum state
|0 >=


1
0
...
0
...


(39)
as follows:
f =
∞∑
k=0
1√
k!
∞∑
l1...lk=1
∫
dp11...dp
1
l1
...dpk1...dp
k
lk
fkl1;p11...p1l1 ;...lk,p
k
1
...pk
lk
A
+(l1)
p1
1
...p1
l1
...A
+(lk)
pk
1
...pk
lk
|0 > .
Making use of the quantum field theory formulas
:
∫
dxE(x) :=
∫
dkωka
+
k a
−
k ,
φ2(x)Φ0 =
1
(2pi)d
∫
dk√
2ωk
dp√
2ωp
e−i(k+p)xa+k a
+
pΦ0, (40)
one transforms expression (21) to the following form:
H˜ =
∞∑
n=1
∫
dk1...dknA
+(n)
k1...kn
(ωk1 + ... + ωkn)A
−(n)
k1...kn
+
λ
4
∫
dx
( √
2
(2pi)d
∫ dk1√
2ωk1
dk2√
2ωk2
(A
+(2)
k1k2
e−i(k1+k2)x + A−(2)k1k2e
i(k1+k2)x)
)2
. (41)
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Analogously,
P˜ l =
∞∑
n=1
∫
dk1...dknA
+(n)
k1...kn
(kl1 + ...+ k
l
n)A
−(n)
k1...kn
M˜ml =
∞∑
n=1
∫
dk1...dknA
+(n)
k1...kn
n∑
s=1
(klsi
∂
∂kms
− kms i
∂
∂kls
)A
−(n)
k1...kn
M˜ l0 =
∞∑
n=1
∫
dk1...dknA
+(n)
k1...kn
n∑
s=1
(iωks
∂
∂kls
+ i
kls
2ωks
)A
−(n)
k1...kn
+
λ
4
∫
dxxl
( √
2
(2pi)d
∫
dk1√
2ωk1
dk2√
2ωk2
(A
+(2)
k1k2
e−i(k1+k2)x + A−(2)k1k2e
i(k1+k2)x)
)2
. (42)
2.6 Decomposition of the state space
We see that the Hilbert space of the N =∞-theory can be presented as
F(⊕∞n=1H∨n) (43)
(the notations of Appendix A are used), where H is a space of complex functions fk, k ∈ Rd from L2(Rd).
Analogously to lemma A.8, the space (43) is isomorphic to
F(H∨2)⊗F(H +⊕∞n=3H∨n) ≡ F ⊗ F˘ , (44)
while the operators (41) and (42) can be viewed as the following operators in the space (44):
H˜ = H ⊗ 1 + 1⊗ H˘, P˜ k = P k ⊗ 1 + 1⊗ P˘ k,
M˜ml =Mml ⊗ 1 + 1⊗ M˘ml, M˜k0 =Mk0 ⊗ 1 + 1⊗ M˘k0. (45)
The operators H˘, P˘ k, M˘kl and M˘k0 are the same as in the free theory:
H˘ =
∑
n=1,3,4,...
∫
dk1...dknA
+(n)
k1...kn
(ωk1 + ... + ωkn)A
−(n)
k1...kn
P˘ l =
∑
n=1,3,4...
∫
dk1...dknA
+(n)
k1...kn
(kl1 + ... + k
l
n)A
−(n)
k1...kn
M˘ml =
∑
n=1,3,4,...
∫
dk1...dknA
+(n)
k1...kn
n∑
s=1
(klsi
∂
∂kms
− kms i
∂
∂kls
)A
−(n)
k1...kn
M˜ l0 =
∑
n=1,3,4,...
∫
dk1...dknA
+(n)
k1...kn
n∑
s=1
(iωks
∂
∂kls
+ i
kls
2ωks
)A
−(n)
k1...kn
. (46)
The only nontrivial part of operators (45) correspond to the space F(H∨2):
H =
∫
dk1dk2A
+(2)
k1k2
(ωk1 + ωk2)A
−(2)
k1k2
+
λ
4
∫
dx
( √
2
(2pi)d
∫
dk1√
2ωk1
dk2√
2ωk2
(A
+(2)
k1k2
e−i(k1+k2)x + A−(2)k1k2e
i(k1+k2)x)
)2
.
P˜ l =
∫
dk1dk2A
+(2)
k1k2
(kl1 + k
l
2)A
−(2)
k1k2
Mml =
∫
dk1dk2A
+(2)
k1k2
2∑
s=1
(klsi
∂
∂kms
− kms i
∂
∂kls
)A
−(2)
k1k2
M l0 =
∫
dk1dk2A
+(2)
k1k2
2∑
s=1
(iωks
∂
∂kls
+ i
kls
2ωks
)A
−(2)
k1k2
+
λ
4
∫
dxxl
( √
2
(2pi)d
∫ dk1√
2ωk1
dk2√
2ωk2
(A
+(2)
k1k2
e−i(k1+k2)x + A−(2)k1k2e
i(k1+k2)x)
)2
. (47)
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The operators (45) correspond to the representation of the Poincare group in F ⊗ F˘ of the form:
U˜Λ,a = UΛ,a ⊗ U˘Λ,a
with
UΛ,a = exp(iPµa
µ) exp(
i
2
MΛµθλµ), U˘Λ,a = exp(iP˘µa
µ) exp(
i
2
M˘λµθλµ)
To express the operators U˘Λ,a, it is convenient to introduce the operators uΛ,a of the unitary representation
of the Poincare group in H:
(uΛ,af)k = exp(iωka0 − ika)
√
(Λ−1)0nkn + (Λ−1)
0
0ωk
ωk
f(Λ−1)mn kn+(Λ−1)m0 ωk (48)
with generators
pl = kl, p0 = ωk m
l0 = i(ωk
∂
∂kl
+
kl
2ωk
),
mln = i(kn
∂
∂kl
− kl ∂
∂kn
). (49)
By u˜Λ,a : H⊕⊕∞n=3H∨n →H⊕⊕∞n=3H∨n we denote the operator
u˜Λ,a(f1, f3, f4, ...) = (uΛ,af1, u
⊗3
Λ,af3, u
⊗4
Λ,af4, ...).
We can notice that
U˘Λ,a = U(u˜Λ,a)
(the notations of Appendix A are used).
Thus, the operators U˘Λ,a are constructed. The only nontrivial problem is to construct the representation
of the Poincare group corresponding to the generators (47).
2.7 Problem of divergences
2.7.1 The Haag theorem and volume divergences
Apply the Hamiltonian (47) to the vacuum state. The result will be
H|0 >= λ
4
2
(2pi)d
∫
dk1√
2ωk1
dk2√
2ωk2
dp1√
2ωp1
dp1√
2ωp2
A+k1k2A
+
p1p2
δ(k1 + k2 + p1 + p2)|0 >,
where A+k1k2 ≡ A+(2)k1k2 . Because of the δ-function, the quantity ||HΦ(0)||2 diverges. This is a volume
divergence associated with the Haag theorem (see, for example, [6]). An analogous infinite quantity
appears when one applied the perturbation theory in λ for the evolution operator.
Within the perturbation theory, such difficulty can be resolved with the help of the Faddeev transfor-
mation [12].
2.7.2 The Stueckelberg divergences
Even after removing the vacuum divergences, the problem is not completely resolved. If one considers the
perturbation theory for the Schrodinger equation of motion, one finds that there are UV-divergences even
in the tree approximation. Namely, for the first order of the perturbation theory one has
eiH0tH˜1e
−iH0t ≡ H˜1(t) = 1
(2pi)d
∫ dk1√
2ωk1
dk2√
2ωk2
dp1√
2ωp1
dp1√
2ωp2
A+k1k2A
−
p1p2
δ(k1 + k2 − p1 − p2)
×e−it(ωk1ωk2+ωp1+ωp2 ). (50)
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Applying the first-order evolution operator
Ut = −iλ
∫ t
0
dτH˜1(τ)
to the vector
Φ0 =
∫
dp1dp2A
+
p1p2
Φ0p1p2 ,
we find
UtΦ
0 =
∫
dp1dp2A
+
p1p2
Φtp1p2
with
Φtk1k2 =
1
(2pi)d
1√
2ωk1
1√
2ωk2
∫ 1√
2ωp1
1√
2ωp2
δ(k1 + k2 − p1 − p2)Φ(0)p1p2
e−it(ωk1+ωk2−ωp1−ωp2 ) − 1
i(ωk1 + ωk2 − ωp1 − ωp2)
.
The integral ∫
dk1dk2|Φtk1k2 |2
diverges for d ≥ 4. This is a Stueckelberg divergence.
3 Construction of the Hamiltonian
The purpose of this section is to define mathematically the operators in the Hilbert space that corresponds
to the formal expression (47). For d + 1 = 4, 5, it is necessary to perform the infinite renormalization of
the coupling constant, for d+1 ≥ 6, the model is nonrenormalizable. Subsections A-C deal with heuristic
construction of the Hamiltonian; in subsection D representation for space-time translations and spatial
rotations is constructed.
3.1 Diagonalization of the Hamiltonian
Since the Hamiltonian (47) is quadratic with respect to creation and annihilation operators, one can per-
form the canonical transformation of creation and annihilation operators in order to take the Hamiltonian
to the canonical form.
It is convenient to introduce new variables,
QPs =
1√
2ΩPs
(A+P/2−s,P/2+s + A
−
−P/2−s,−P/2+s),
ΠPs = i
√
ΩPs
2
(A+P/2−s,P/2+s − A−−P/2−s,−P/2+s). (51)
Here
ΩPs = ωP/2−s + ωP/2−s. (52)
The operators (51) obey the properties:
QPs = QP,−s = Q∗−P,s,ΠPs = ΠP,−s = Π
∗
−P,s
and canonical commutation relations:
[QPs, QP′s′] = 0, [ΠPs,ΠP′s′ ] = 0, [QPs,ΠP′s′ ] = iδPP′
1
2
(δs−s′ + δs+s′).
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The Hamiltonian takes the following form up to an additive constant:
H =
1
2
∫
dP(ΠP,ΠP) +
1
2
∫
dP(QP, (MP )
2QP). (53)
Here ΠP, QP are operator-valued even functions of the variable s. The inner product (f, g) of two even
functions fs and gs is, as usual,
∫
dsf ∗s gs. (MP)
2 is the following operator in the space of even functions:
((MP)
2ϕ)s = Ω
2
Psϕs +
λ
(2pi)d
∫
ds′
√√√√ 2ΩPs
2ωP/2+s2ωP/2−s
√√√√ 2ΩPs′
2ωP/2+s′2ωP/2−s′
ϕs′ (54)
The operator (53) can be diagonalized by the following procedure:
QP =
1√
2MP
(C+P + C
−
−P),
ΠP = i
√
MP
2
(C+P − C−−P). (55)
where C±P are operator-valued functions C
±
Ps of the variable s. They obey the usual canonical commutation
relations:
[C−Ps, C
+
Ps] = δPP′
1
2
(δs−s′ + δs+s′), [C±Ps, C
±
Ps] = 0.
The Hamiltonian takes the form:
H =
∫
dPdsds′C+Ps(MP)ss′C
−
Ps′ . (56)
The (MP)ss′ is a matrix element of the operator MP.
One should use then another, non-Fock representation for the operators A±k1k2 , which is Fock represen-
tation for the transformed operators C±Ps. The Hamiltonian (56) is then a self-adjoint operator if MP is
self-adjoint. The evolution operator is expressed via the unitary operator e−iMPt. To construct MP, one
should first check that (MP)
2 is a positively definite self-adjoint operator and define MP ≡
√
(MP)2, mak-
ing use of the functional calculus of self-adjoint operators. The operator (MP)
1/2 entering to expression
(55) can be constructed in analogous way.
3.2 Definition of the Hamiltonian and its properties
Formula (54) for the operator (MP)
2 is not well-defined since the vector
√√√√ 2ΩPs
2ωP/2+s′2ωP/2−s′
considered as a function of s does not belong to L2. The operator (54) is therefore analogous to the quantum
mechanical Hamiltonian corresponding to the particle moving in the singular potential like δ-function. The
theory of singular potentials is developed in [14].
To construct mathematically the (unbounded) self-adjoint operator (MP)
2 one may first construct the
(bounded) operator (MP)
−2, prove that it is invertible and positively definite. Then the operator (MP)2
is defined as (MP)
2 ≡ ((MP)−2)−1.
To find the vector
ϕ = (MP)
−2ψ,
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one should solve the equation ψ = (MP)
2ϕ. It has the following form:
ψs = Ω
2
Psϕs + c
√√√√ 2ΩPs
2ωP/2+s2ωP/2−s
,
c =
λ
(2pi)d
∫
ds
√√√√ 2ΩPs
2ωP/2+s2ωP/2−s
ϕs. (57)
Eqs. (57) imply that
c =
λPR
(2pi)d
∫
ds
√√√√ 2ΩPs
2ωP/2+s2ωP/2−s
1
Ω2Ps
ψs (58)
with the ”renormalized” coupling constant λPR expressed from the relation
1
λPR
=
1
λ
+
1
(2pi)d
∫
ds
2ΩPs
2ωP/2+s2ωP/2−s
1
Ω2Ps
. (59)
The operator (MP)
−2 has then the form
((MP)
−2ψ)s =
1
Ω2Ps
ψs − λ
P
R
(2pi)d
χPs
∫
ds′χPs′ψs′ (60)
with
χPs =
1
Ω2Ps
.
√√√√ 2ΩPs
2ωP/2+s2ωP/2−s
. (61)
The function (61) treated as a function of s belongs to L2 for d+1 < 6. For these values of the space-time
dimensionality, the operator (MP)
−2 is bounded and self-adjoint, provided that the quantity λPR is finite.
Since the integral entering to the right-hand side of eq.(59) diverges at d + 1 = 4, 5, for these values of d
it is necessary to perform infinite renormalization of the coupling constant. This means that λ should be
chosen in such a way that |λPR| <∞. The fact that λ is P-independent means that
1
λP1R
− 1
λP2R
=
1
(2pi)d
∫
ds
[
1
2ΩP1sωP1/2+sωP1/2−s
− 1
2ΩP2sωP2/2+sωP2/2−s
]
(62)
Note that the integral in the right-hand side of eq.(62) is well-defined at d+ 1 = 4, 5, since
∂
∂P
(
1
2ΩP2sωP2/2+sωP2/2−s
)
= O(|s|−5), s→∞.
The fact that the operator (60) is invertible can be understood as follows. Suppose that (MP)
−2ψ = 0
for some ψ. This means that
ψs = cΩ
2
PsχPs (63)
for some multiplier c. But the function (63) does not belong to L2. Thus, the operator (MP)
−2 is invertible.
To investigate the positive definiteness of the operator (MP)
−2, calculate the integral
I(P, ε) =
1
(2pi)d
∫
ds
2ωP2/2+sωP2/2−s
1
Ω2P2s + ε
2
,
making use of the dimensional regularization. First of all, introduce new variables, k1 = P/2 + s, k2 =
P/2− s, so that ∫ ds→ ∫ dk1dk2δ(k1 + k2 −P). Next, use the identity
ω1 + ω2
2ω1ω2(ε2 + (ω1 + ω2)2)
=
1
2pi
∫
dξ
(ω21 + ξ
2)(ω22 + (ξ − ε)2)
,
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so that
I(P, ε) =
1
(2pi)d+1
∫ dk1dk2dξδ(k1 + k2 −P)
(ξ2 + ω2k1)((ξ − ε)2 + ω2k2)
.
Introduce, as usual, the α-representation: a−1 =
∫∞
0 dαe
−αa. We get
I(P, ε) =
1
(2pi)d+1
∫ ∞
0
dα
∫ ∞
0
dβe−µ
2(α+β)
(
pi
α + β
)d+1
2
e−
αβ
α+β
(P2+ε2). (64)
Therefore,
1
λPR
− 1
λ0R
=
1
(2pi)d+1
∫ ∞
0
dα
∫ ∞
0
dβe−µ
2(α+β)
(
pi
α+ β
) d+1
2
(e−
αβ
α+β
P2 − 1) < 0. (65)
The requirement (MP)
−2 ≥ 0 is a corollary of the condition λPR < 0. Inequality (65) implies that it is
sufficient to require λR < 0. This is a well-known condition of absence of tachyons [15] in the large-N
theory.
Thus, we have constructed the Hamiltonian.
Another way to define the Hamiltonian is the following [14]. One can use the theory of self-adjoint
extensions [16]. Consider the operator Ω2Ps defined on the domain consisting of such ϕ that
∫
dsϕs
√√√√ 2ΩPs
2ωP/2+s2ωP/2−s
= 0.
If d+ 1 ≥ 6, the operator is essentially self-adjoint. This corresponds to the ”triviality” (or nonrenormal-
izability) of the model. If d+1 < 6, there is a one-parametric family of self-adjoint extensions specified by
the parameter λPR. However, the condition (62) cannot be obtained by the self-adjoint extension method.
One should use another argumentation like Poincare invariance.
3.3 Momentum and angular momentum
Let us express the momentum and angular momentum operators via new creation and annihilation oper-
ators C±Ps. It follows from eqs.(51) that operators (47) can be written as
P l =
∫
dPdsQPsP
liΠ−Ps,
Mml =
∫
dPdsQPs(iP
l ∂
∂Pm
+ isl
∂
∂sm
− iPm ∂
∂P l
− ism ∂
∂sl
)iΠ−Ps. (66)
Since the kernel of the operator M−2P (60) is invariant under spatial rotations
P→ OP, s→ Os, s′ → Os′
with orthogonal matrix O, it commutes with the rotation operator of the formOfPs = fOP,Os. Analogously,
any function of M obey this property. Since the operator
iP l
∂
∂Pm
+ isl
∂
∂sm
− iPm ∂
∂P l
− ism ∂
∂sl
is a generator of a rotation, it commutes with any function of M . Making use of this property, we find
Mml =
∫
dPdsC+Ps(iP
l ∂
∂Pm
+ isl
∂
∂sm
− iPm ∂
∂P l
− ism ∂
∂sl
)C−Ps.
Analogously,
P l =
∫
dPdsC+PsP
lC−Ps.
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3.4 Representation for space-time translations and space rotations
The problem of divergences made us to change the representation for the operators A
±(2)
k1k2
. We have
considered the space H2 ⊂ L2(R2d) of functions fPs which obey the property fP,−s = fP,s. The space
F(H2) has been considered instead of F(H∨2). Therefore, the space (44) is substituted by F(H2)⊗F˘ . One
should define then operators H , P l, Mml, Mm0 and UΛ,a in F(H2) that corresponds to formal expressions
(47).
The operators H , P l, Mml have been considered above.
Let λ0R be a fixed negative quantity. Set P2 = 0, P1 = P in eq.(62) and define the quantity λ
P
R.
Consider the operator M−2 : H2 → H2 of the form
(M−2ψ)Ps = Ω−2PsψPs −
λPR
(2pi)d
χPs
∫
ds′χPs′ψPs′ ,
where χPs has the form (61). Since the operatorM
−2 is positively definite and self-adjoint, the self-adjoint
positive operator M ≡ (M−2)−1/2 is uniquely defined. The Hamiltonian operator is
H = F(M)
(the notations from appendix A are used), while
e−iHt = U(e−iMt)
Analogously,
P l = F(P l),
Mml = F(iP l ∂
∂Pm
+ isl
∂
∂sm
− iPm ∂
∂P l
− ism ∂
∂sl
).
The space rotations being Lorentz transformations with
Λ0i = 0, Λ
i
0 = 0, Λ
0
0 = 1 (67)
are represented by the operators UΛ,0 = U(uΛ,0) with
(uΛ,0f)Ps = fΛ−1P,Λ−1s. (68)
For space-time translations, one has
U1,a = e
iHte−iP
lal = U(eiMte−iPa). (69)
Thus, we have constructed the operators UΛ,a corresponding to the Poincare transformations obeying
eq.(67): UΛ,a = U0,aUΛ,0.
Lemma 3.1. The group property
UΛ1,a1UΛ2,a2 = UΛ1Λ2,a1+Λ1a2
is satisfied for Poincare transformations obeying eq.(67).
Proof. It is sufficient to show that
UΛ1Λ2,0 = UΛ1,0UΛ2,0 (70)
U1,a1U1,a2 = U1,a1+a2 , (71)
UΛ,0U1,aU
−1
Λ,0 = U1,Λa. (72)
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The property (70) is an obvious corollary of the definition (68). Relation (71) is a corollary of the Stone
theorem and the property
[eiMt, e−iPa] = 0. (73)
Definition (68) and commutation relation
[uΛ,0, e
iMt] = 0 (74)
imply property (72). Lemma 3.1 is proved.
Let us check now some axioms of quantum field theory.
Lemma 3.2. (Existence and uniqueness of vacuum). For vector Φ ∈ F(H2) the following statements
are equivalent:
(i) invariance under space-time translations: for all a
U0,aΦ = Φ;
(ii) Φ = c|0 > for some multiplier c ∈ C.
The proof is obvious.
Investigate now spectral properties.
Lemma 3.3. The spectrum of the operator P µ is a subset of a set {0} ∪ {(ε,p)|ε2 − p2 > 0.
Proof. It is sufficient to prove that σ(M2P) ⊂ (P2,∞). The property ε2 ∈ σ(M2P) means that the
operator ε2 −M2P is not boundedly invertible. Since
((ε2 −M2P)−1ψ)s = (ε2 − Ω2Ps)−1ψs +
(Ω2Ps − ε2)−1Ω2PsχPs
∫
ds′χPs′Ω2Ps′(Ω
2
Ps′ − ε2)−1
(2pi)d
λP
R
− ∫ dsχ2PsΩ4Ps(Ω−2Ps − (Ω2Ps − ε2)−1) ,
ε2 ∈ σ(M2) if and only if
ε = ωP/2−s + ωP/2+s (75)
for some s or
(2pi)d
λPR
−
∫
dsχ2PsΩ
4
Ps(Ω
−2
Ps − (Ω2Ps − ε2)−1) = 0. (76)
Since ωP/2+s + ωP/2−s ≥ 2ωP/2 =
√
P2 + 4µ2 > |P|, these values of ε obey the property ε2 ∈ (P2,∞). It
follows from eq.(64) that eq.(76) can be transformed to the form
1
(2pi)d+1
∫ ∞
0
dα
∫ ∞
0
dβe−µ
2(α+β)
(
pi
α+ β
) d+1
2
(e−
αβ
α+β
(P2−ε2) − 1) = − 1
λ0R
. (77)
Since λ0R < 0, the left-hand side of eq.(77) should be positive. This means ε
2 > P2. Lemma is proved.
4 Composed field operators
In the previous section we have constructed the Hamiltonian of the theory of ”infinite number of fields”
which was shown to be a self-adjoint operator in the Hilbert space. However, it is also necessary to check
the property of the Poincare invariance.
To simplify the investigation, it is convenient to introduce an analog of the notion of a field which
is very useful in traditional QFT: the Wightman axiomatic approach allows us to reduce the problem of
Poincare invariance of the theory to the problem of Poincare invariance of Wightman functions.
However, it is not easy to introduce the field ϕa(x) since we have not considered the nonsymmetric
N -field states yet. However, one can investigate the properties of the ”multifield operators”:
WN,k(x1, ..., xk) = 1
N
N∑
a=1
ϕa(x1)...ϕ
a(xk). (78)
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Consider this operator at x01 = ... = x
0
k = 0. The results of section II imply that
WN,k(x1, ..., xk)KNf = KNW˜N,k(x1, ..., xk)f (79)
with
W˜N,k(x1, ...,xk) =
∫
Dφ|Φ0[φ(·)]|2φ(x1)...φ(xk) +N−1/2W˜k(x1, ...xk) +O(N−1). (80)
The operator W˜k can be presented as
W˜k(x1, ...,xk) =
∫
Dφ(A˜+[φ(·)] + A˜−[φ(·)])φ(x1)...φ(xk)Φ0[φ(·)] =
∞∑
n=1
∫
dp1...dpn[A
(n)+
p1...pn(Φ
(n)
p1...pn, φ(x1)...φ(xk)Φ0) + A
(n)−
p1...pn(Φ
(n)
p1...pn, φ(x1)...φ(xk)Φ0)
∗]. (81)
One can expect that Heisenberg operator will also obey the relation of the type (80):
W˜N,k(x1, ..., xk) = (Φ0[φ(·)], φ(x1)...φ(xk)Φ0[φ(·)]) +N−1/2W˜k(x1, ...xk) +O(N−1). (82)
Here φ(x) is a Heisenberg operator of the free field of the mass µ. The property (82) is to be checked in
appendix B.
The multifield operators W˜k(x1, ..., xk) being analogs of fields are to be investigated.
4.1 Multifield operators
In this subsection we compute the explicit form of the operators W˜k(x1, ..., xk).
The ”k-field” (78) satisfies the Heisenberg equation
(
∂
∂xµA
∂
∂xAµ
+m2 +
λ
N
N∑
b=1
ϕb(xA)ϕ
b(xA)
)
WN,k(x1, ..., xk) = 0.
The property (79) implies that
(
∂
∂xµA
∂
∂xAµ
+m2 + λW˜N,2(xA, xA)
)
W˜N,k(x1, ..., xk) = 0.
Use now the property (82). One can notice that m2 + λ(Φ0, φ(xA)φ(xA)Φ0) = µ
2. Therefore,
(
∂
∂xµA
∂
∂xAµ
+ µ2 +
λ√
N
W˜2(xA, xA) +O(N
−1)
)
((Φ0, φ(x1)...φ(xk)Φ0) +N
−1/2W˜k(x1, ..., xk) +O(N−1)) = 0. (83)
The terms of order O(1) give us an equation on the vacuum average value. It has the form
(
∂
∂xµA
∂
∂xAµ
+ µ2
)
(Φ0, φ(x1)...φ(xk)Φ0) = 0.
This equation is automatically satisfied. The terms of order O(N1/2) lead to the nontrivial equation:
(
∂
∂xµA
∂
∂xAµ
+ µ2
)
W˜k(x1, ..., xk) +Q(xA)(Φ0, φ(x1)...φ(xk)Φ0) = 0. (84)
with
Q(xA) = λW˜2(xA, xA). (85)
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To perform investigation of eq.(84), it is convenient to introduce the linear combinations of the multi-
fields W˜k. It follows from the Wick theorem that the operators (81) can be presented as
W˜k(x1, ...,xk) =
∑
(Φ0, φ(xl1
1
)φ(xl2
1
)Φ0)...(Φ0, φ(xl1ν )φ(xl2ν)Φ0)Wˆk−2ν(xm1 , ...,xmk−2ν ). (86)
Here the summation is performed over all decompositions of the set
{1, 2, ..., k} = {l11, l21} ∪ ... ∪ {l1ν , l2ν} ∪ {m1, ..., mk−2ν},
while
l11 < l
2
1, l
1
ν < l
2
ν , m1 < ... < mk−2ν , k − 2ν > 0.
The operator Wˆs(x1, ...,xs) entering to the formula (86) has the form
Wˆs(x1, ...,xs) =
∫
dp1...dps[A
(s)+
p1...ps(Φ
(s)
p1...ps, : φ(x1)...φ(xs) : Φ0)
+A(s)−p1...ps(Φ
(s)
p1...ps
, : φ(x1)...φ(xs) : Φ0)
∗]. (87)
The notation :: is used for the Wick ordering of combinations of fields
φ(x) =
1
(2pi)d/2
∫
dk√
2ωk
[a+k e
−ikx + a−k e
ikx]
Analogously, define the Heisenberg operators Wˆs(x1, ..., xs) from the recursive relations
W˜k(x1, ..., xk) =
∑
(Φ0, φ(xl1
1
)φ(xl2
1
)Φ0)...(Φ0, φ(xl1ν )φ(xl2ν )Φ0)Wˆk−2ν(xm1 , ..., xmk−2ν ). (88)
Applying the Wick theorem to the combinations of the field and momenta operators
pi(x) =
1
i
δ
δφ(x)
=
1
(2pi)d/2
∫
dk√
2
i
√
ωk[a
+
k e
−ikx + a−k e
ikx]
we obtain in an analogous way that
∂
∂x0i1
...
∂
∂x0il
Wˆs(x1, ..., xs) =
∫
dp1...dps[A
(s)+
p1...ps(Φ
(s)
p1...ps, : φ(x1)...pii1(xi1)...piil(xi1)...φ(xs) : Φ0)
+A(s)−p1...ps(Φ
(s)
p1...ps, : φ(x1)...pii1(xi1)...piil(xi1)φ(xs) : Φ0)
∗] (89)
for i1 < ... < il, x
0
1 = ... = x
0
s = 0.
Let us find an equation on the operator Wˆs. For k = 2, W˜2 = Wˆ2, so that(
∂
∂xµA
∂
∂xAµ
+ µ2
)
Wˆ2(x1, x2) +Q(xA)(Φ0, φ(x1)φ(x2)Φ0) = 0. (90)
For odd values of k, one has (Φ0, φ(x1)...φ(xk)Φ0) = 0, so that(
∂
∂xµA
∂
∂xAµ
+ µ2
)
W˜k(x1, ..., xk) = 0.
It follows from the recursive relations that(
∂
∂xµA
∂
∂xAµ
+ µ2
)
Wˆk(x1, ..., xk) = 0. (91)
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Let us show that eq.(91) is also satisfied for even values of k 6= 2. For definiteness, consider the case
A = 1. The general case can be investigated analogously. The quantity
(
∂
∂xµ1
∂
∂x1µ
+ µ2
)
W˜k(x1, ..., xk)
entering to the left-hand side of eq.(84) can be decomposed into two parts. One of them corresponds to
the case k − 2ν = 2, another - to k − 2µ > 2. The first part is
(
∂
∂xµ1
∂
∂x1µ
+ µ2
)∑
(Φ0, φ(xl1
1
)φ(xl2
1
)Φ0)...(Φ0, φ(xl1ν )φ(xl2ν)Φ0)Wˆ2(x1, xm2) =
−Q(x1)
∑
(Φ0, φ(x1)φ(xm2)Φ0)(Φ0, φ(xl11)φ(xl21)Φ0)...(Φ0, φ(xl1ν)φ(xl2ν )Φ0)
= −Q(x1)(Φ0, φ(x1)...φ(xk)Φ0). (92)
The second part reads
(
∂
∂xµ1
∂
∂x1µ
+ µ2
) ∑
k−2ν>2
(Φ0, φ(xl1
1
)φ(xl2
1
)Φ0)...(Φ0, φ(xl1ν )φ(xl2ν )Φ0)Wˆk−2ν(xm1 , ..., xmk−2ν ). (93)
It follows from eq.(84) then that the quantity (93) should vanish. We obtain by induction that the functions
Wˆ4, Wˆ6 etc. obey eq.(91).
To find an explicit form of Wˆk, prove the following proposition.
Proposition 4.1. Let
(
∂
∂xµA
∂
∂xAµ
+ µ2
)
fk(x1, ..., xk) = 0, A = 1, k (94)
and
∂
∂x0i1
...
∂
∂x0il
fk(x1, ..., xk) = 0, i1 < ... < il, x
0
1 = ... = x
0
k = 0
Then fk = 0.
Proof. Consider the spatial Fourier transformation f˜k(p1, t1; ...;pk, tk) of the function fk. It obeys the
set of equations (
∂
∂tA
∂
∂tA
+ ωp2
A
)
f˜k(p1, t1; ...;pk, tk) = 0, A = 1, k
with ωp =
√
p2 + µ2. This implies that
f˜k(p1, t1; ...;pk, tk) =
∑
σ1,...,σk∈{−1,1}
ασ1...σk(p1, ...,pk)e
iσ1ωp1t1+...+iσkωpktk .
One can express the coefficients α as
ασ1...σk(p1, ...,pk) =
(
1
2
− iσ1
2ωp1
)
...
(
1
2
− iσk
2ωpk
)
f˜k(p1, t1, ...,pk, tk)
Therefore, ασ1...σk(p1, ...,pk) = 0. This implies fk = 0. Proposition is proved.
Denote
Wˆ 0s (x1, .., xs) =
∫
dp1...dps[A
(s)+
p1...ps(Φ
(s)
p1...ps, : φ(x1)...φ(xs) : Φ0)
+A(s)−p1...ps(Φ
(s)
p1...ps
, : φ(x1)...φ(xs) : Φ0)
∗]. (95)
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Consider the operator distribution fs = Wˆs − Wˆ 0s obeying the condition of proposition 4.1. This implies
fk = 0, so that Wˆs = Wˆ
0
s . The explicit form of the operator Wˆs is
Wˆs(x1, t1, ...,xs, ts) =
1
(2pi)sd/2
∫
dp1√
2ωp1
...
dps√
2ωps
√
k!(A+(s)p1...pse
iωp1 t1+...+iωpsts−ip1x1−...−ipsxs
+A−(s)p1...pse
−iωp1 t1−...−iωpsts+ip1x1+...+ipsxs) (96)
Let f ∈ S(Rds). Consider the operators
Wˆs[f ] =
∫
dx1...dxsWˆs(x1, ..., xs)f(x1, ..., xs).
They are defined on the set D˘ of all finite vectors of F˘ . The set D˘ is invariant under the operator Wˆs[f ].
Proposition 4.2. 1. Wˆs(x1, ..., xs) (s 6= 2)is an operator distribution. 2. The set
Wˆs1[f1]...Wˆsk [fk]|0 >, fj ∈ S(Rdj)
is a total set in F˘ . The first statement is obvious. The second statement is a corollary of lemma A.14.
Thus, we see that the ”k-field” W˜k has the form (88), the operators Wˆs having the form (95) are already
found. The remaining problem is to find the explicit form of the bifield Wˆ2(x1, x2). Since an equation for
the bifield contains the operator Q(x) being an analog of the composed λϕaϕa field, let us investigate first
its properties.
4.2 The λϕaϕa composed field
The operator Q(x) = Q(x, t) can be presented as
Q(x, t) = eiHtλWˆ2(x, 0,x, 0)e
−iHt =
λ
√
2
(2pi)d
∫
dk1√
2ωk1
dk2√
2ωk2
(A+k1k2(t)e
−i(k1+k2)x + A−k1k2(t)e
i(k1+k2)x), (97)
where
A±k1k2(t) = e
iHtA
±(2)
k1k2
e−iHt.
After transformations (51) and (55) expression (97) takes the form
Q(x, t) = λ
√
2
(2pi)d
∫
dPds
√√√√ 2ΩPs
2ωP/2+s2ωP/2−s
e−iPxQPs(t) =
=
∫
dPds(C+PsγPs(x, t) + C
−
Psγ
∗
Ps(x, t)) = C
+[γ(x, t)] + C−[γ(x, t)],
where
γ(x, t) =
√
2
(2pi)d
e−iPx
1√
2M
eiMtλΩχ. (98)
Our purpose is to prove that Q(x) is an operator distribution. Therefore, we should show that (χ(x, t))Ps
can be viewed as a vector distribution. However, an infinite quantity λ−1 and function Ω2χ /∈ L2 enter to
eq.(98). It is remarkable that these divergences can be eliminated: one can use the property:
M−2λΩ2χ = λRχ.
Here λR is an operator of multiplication by λ
P
R. Thus, the vector function (98) can be written as
γ(x, t) = (2pi)−de−iPxeiMtM3/2λRχ. (99)
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One can present it as
γ(x, t) = (2pi)−d(−∆+ 1)m
(
− ∂
2
∂t2
)
e−iPxeiMtM−1/2(P2 + 1)−mλRχ.
Since M−1/2(P2+1)−mλRχ ∈ H2 for sufficiently large m, the function e−iPxeiMtM−1/2(P2+1)−mλRχ is a
bounded continuous vector function, we obtain from lemmas A.12 and A,13 that γ is a vector distribution.
Lemma A.14 implies that Q(x, t) is an operator distribution.
4.3 Canonical variables as operator distributions
The purpose of this subsection is to investigate the properties of the operators QPs and ΠPs. These
properties will be essentially used.
First of all, notice that
QPs = C
+[ξPs] + C
−[ξ−Ps], ΠPs = C+[piPs] + C−[pi−Ps],
where ξPs and piPs have the form
(ξPs)P′s′ = δPP′((2M
−1/2
P )ss′ , (piPs)P′s′ = iδPP′((MP/2)
−1/2)ss′,
Consider the integrals ∫
dPdsϕPsξPs = (2M)
−1/2ϕ, (100)∫
dPdsϕPspiPs = i(M/2)
1/2ϕ (101)
where ϕPs are complex functions from S(R2d),
ϕPs =
1
2
(ϕPs + ϕP,−s) (102)
Since (2M)−1/2 is a bounded operator, the integral (100) is always defined. However, (M/2)1/2 is not a
bounded operator, so that quantity (101) may be not defined. We see that the expression for ξPs defines
a vector distribution, while piPs is not a vector distribution.
To consider objects like piPs as vector distributions, it is necessary to perform the renormalization
procedure. Let
QP(t) =
1
(2pi)d
∫
dxeiPxQ(x, t) = −R¨P(t),
RP(t) =
1
(2pi)d
∫
dxeiPxR(x, t) = C+[rP(t)] + C
−[r−P(t)],
where
(rP(t))P′s′ = (2pi)
−dδPP′(eiMtM−1/2λRχ)P′s′
is a vector distribution.
Denote
pirenPs = piPs −
1√
2
Ω2PsχPsr˙P(0), (103)
where χPs has the form (61). One has
∫
dPdspirenPs ϕPs = i(M/2)
1/2[ϕ− λ
R
(2pi)d
χ
∫
ds′ϕPs′Ω
2
Ps′χPs′ ] = i(M/2)
1/2M−2Ω2ϕ.
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Since Ω2ϕ ∈ L2, while M−3/2 is a bounded operator, pirenPs is a vector distribution. We obtain from lemma
A.14 the following proposition.
Proposition 4.5. QPs and
ΠrenPs = ΠPs −
1√
2
Ω2PsχPsR˙P(0) (104)
are operator distributions.
Investigate now the transformation properties of these distributions. Analogously to the previous
subsection, we obtain
Proposition 4.6. For spatial rotations, the following properties are satisfied:
uΛ,0ξP,s = ξΛP,Λs, uΛ,0pi
ren
P,s = pi
ren
ΛP,Λs, uΛ,0rP(t) = rΛP(t).
Corollary. Under conditions (67) the operators QPs, Π
ren
Ps obey the following transformation properties
UΛ,0QPsU
−1
Λ,0 = QΛP,Λs, UΛ,0Π
ren
Ps U
−1
Λ,0 = Π
ren
ΛP,Λs, UΛ,0RP(t)U
−1
Λ,0 = RΛP(t),
U1,aQPsU
−1
1,a = e
−iPaQP,s, U1,aΠrenPs U
−1
1,a = e
−iPaΠrenP,s, U1,aRP(t)U
−1
1,a = RP(t+ a0). (105)
4.4 The bifield operator
In this section we construct the bifield operator Wˆ2(x1, x2) which obey eq.(90) and initial conditions (89).
We show it to be an operator distribution of x1, x2 at fixed values of x
0
1, x
0
2. It can be also viewed as an
operator distribution of x1, x2.
Firs of all, consider the spatial Fourier transformation
Wˆ2(x, tx;y, ty) =
1
(2pi)d
∫
dkdpw2(k, tx;p, ty)e
−ikx−ipy.
Initial conditions (89) can be presented in the following form
w2(k, 0;p, 0) =
√
ωk + ωp
ωkωp
Q
k+p,k−p
2
,
∂
∂tx
w2(k, 0;p, 0) =
√√√√ωk(ωk + ωp)
ωp
Π
k+p,k−p
2
,
∂
∂ty
w2(k, 0;p, 0) =
√
ωp(ωk + ωp)
ωk
Π
k+p,k−p
2
,
∂
∂tx
∂
∂ty
w2(k, 0;p, 0) =
√
(ωp(ωk + ωp))ωkQk+p,k−p
2
. (106)
Eqs.(90) can be written as
(
∂2
∂tx∂tx
+ ω2k
)
w2(k, tx;p, ty) +
1
2ωp
e−iωp(tx−ty)Qk+p(tx) = 0.(
∂2
∂ty∂ty
+ ω2p
)
w2(k, tx;p, ty) +
1
2ωk
e−iωk(tx−ty)Qk+p(ty) = 0. (107)
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These equations and initial conditions lead to the following formal solution
w2(k, tx;p, ty) =
√
ωk + ωp
ωkωp
Q
k+p,k−p
2
cos(ωktx + ωpty)
+
1√
ωkωp(ωk + ωp)
Π
k+p,k−p
2
sin(ωktx + ωpty)
−
∫ tx
0
dτ
sin(ωk(tx − τ))
ωk
1
2ωp
e−iωp(τ−ty)Qk+p(τ)
−
∫ ty
0
dτ
sin(ωp(ty − τ))
ωp
1
2ωk
e−iωk(tx−τ)Qk+p(τ). (108)
This form is not suitable for investigation since ΠPs has been discovered to be not a distribution, while QPs
is a distribution rather that ordinary function. However, we can use the relation Q = −R¨ and integrate
by parts. We obtain:
w2(k, tx;p, ty) =
√
ωk + ωp
ωkωp
Q
k+p,k−p
2
cos(ωktx + ωpty)
+
1√
ωkωp(ωk + ωp)
Πren
k+p,k−p
2
sin(ωktx + ωpty)
−
∫ tx
0
dτ
∂
∂τ
(
sin(ωk(tx − τ))
ωk
1
2ωp
e−iωp(τ−ty)
)
∂
∂τ
Rk+p(τ)
−
∫ ty
0
dτ
∂
∂τ
(
sin(ωp(ty − τ))
ωp
1
2ωk
e−iωk(tx−τ)
)
∂
∂τ
Rk+p(τ). (109)
Since for any smooth function ϕ the integral
∫ t
0
dτR˙P(τ)ϕ(τ) = RP(τ)ϕ(τ)|t0 −
∫ t
0
dτϕ˙(τ)RP(τ)
is defined as an operator distribution of P (RP(τ) is a distribution of P at fixed τ), while QPs and Π
ren
Ps are
operator distributions, expression (109) gives us an operator distribution. Thus, we obtain the following
proposition.
Proposition 4.7. w2(k, tx;p, ty) is:
(1) an operator distribution of k, p at fixed tx, ty;
(2) an operator distribution of k, tx,p, ty.
Corollary of proposition 4.6 implies the following statement.
Proposition 4.8. The transformation properties of w2 under spatial rotations and translations are:
UΛ,0w2(k, tx,p, ty)U
−1
Λ,0 = w2(Λk, tx,Λp, ty)
U1,aw2(k, tx,p, ty)U
−1
1,a = e
−i(k+p)aw2(k, tx;p, ty). (110)
Corollary. Wˆ (x, tx;y, ty) is an tx, ty-dependent operator distribution of x, y with the following trans-
formation properties under spatial rotations and translations:
UΛ,0Wˆ2(x, tx,y, ty)U
−1
Λ,0 = Wˆ2(Λx, tx,Λy, ty)
U1,aWˆ2(x, tx,y, ty)U
−1
1,a = Wˆ2(x+ a, tx;y + a, ty). (111)
Wˆ (x, y) is also an operator distribution of x, y.
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Consider the operators
W2[f, tx, ty] =
∫
dxdyWˆ2(x, tx;y, ty)f(x,y).
Proposition 4.9. The set of all finite linear combinations
∑
n
W2[fn,1, t
n
x,1, t
n
y,1]...W2[fn,sn, t
n
x,sn, t
n
y,sn]|0 > (112)
is dense in F(H2).
To prove this proposition, it is sufficient to consider the case tnx,i = t
n
y,i = 0 only and use lemma A.15.
One can also consider the operators
W2[g] =
∫
dtxdtydxdyW2(x, tx;y, ty)g(x, tx,y, ty).
Proposition 4.10. The set of all finite linear combinations
∑
n
W2[gn,1]...W2[gn,sn]|0 > (113)
is dense in F(H2).
To prove this proposition, it is sufficient to approximate the vector (112) by the vector (113) by choosing
gn,k(x, tx;y, ty) = fn,k(x,y)
1
ε2
ϕ(tx/ε, ty/ε)
for any smooth function ϕ(τx, τy) with compact support such that
∫
dτxdτyϕ(τx, τy) = 1.
Thus, the cyclic property of the vacuum state is checked.
4.5 Invariance under time translations
The purpose of this subsection is to check the invariance property of the bifield under time translations:
U1,aWˆ2(x, tx,y, ty)U
−1
1,a = Wˆ2(x, tx + t,y, ty + t) (114)
if a0 = t, a = 0. Let us prove first the following proposition. Denote
QPs(T ) = e
iHTQPse
−iHT ,ΠrenPs (T ) = e
iHTΠrenPs e
−iHT .
For smooth function f(τ) let
∫ T
0
dτf(τ)
∂
∂τ
RP(τ) ≡ f(τ)RP(τ)|T0 −
∫ T
0
dτ
∂f
∂τ
RP(τ).
Proposition 4.11. The following properties are satisfied:
QPs(T ) = QPscos(ΩPsT ) + Π
ren
Ps
sin(ΩPs)T
ΩPs
−
∫ T
0
dτ
2
√
ωP/2−sωP/2+sΩPs
∂
∂τ
[sin(ΩPs(T − τ))] ∂
∂τ
RP(τ),
ΠrenPs (T ) = Π
ren
Ps cos(ΩPsT )−QPsΩPssin(ΩPsT )−∫ T
0
dτ
2
√√√√ ΩPs
ωP/2−sωP/2+s
∂
∂τ
[cos(ΩPs(T − τ))] ∂
∂τ
RP(τ) (115)
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Proof. First of all, notice that
QPs(T ) = C
+[ξPs(T )] + C
−[ξ−Ps(T )],
ΠrenPs (T ) = C
+[pirenPs (T )] + C
−[piren−Ps(T )], (116)
where ξPs(T ) and pi
ren
Ps (T ) are the following vector distributions:
(ξPs(T ))P′s′ = δPP′(e
iMPT (2MP)
−1/2)ss′ ,
(pirenPs (T ))P′s′ = δPP′(iΩ
2M−2P (MP/2)
1/2eiMPT )ss′. (117)
Formulas (115) mean that
ξPs(T ) = ξPscos(ΩPsT ) + pi
ren
Ps
sin(ΩPs)T
ΩPs
−
∫ T
0
dτ
2
√
ωP/2−sωP/2+sΩPs
∂
∂τ
[sin(ΩPs(T − τ))] ∂
∂τ
rP(τ),
pirenPs (T ) = pi
ren
Ps cos(ΩPsT )− ξPsΩPssin(ΩPsT )
−
∫ T
0
dτ
2
√√√√ ΩPs
ωP/2−sωP/2+s
∂
∂τ
[cos(ΩPs(T − τ))] ∂
∂τ
rP(τ) (118)
Integrating relations (118) with the function ϕ ∈ S(R2d) and applying the operator (2MP )1/2, we transform
them to the form
eiMTϕ = cos(ΩT )ϕ+ iM−1Ωsin(ΩT )ϕ
+
∫ T
0
dτ(eiMτ )˙(Ω−2 −M−2)cos(Ω(T − τ))Ω2ϕ, (119)
ieiMTM−1Ω2ϕ = iM−1cos(ΩT )ϕ− Ωsin(ΩT )ϕ−∫ T
0
dτ(eiMT )˙(Ω−2 −M−2)Ω3sin(Ω(T − τ))ϕ. (120)
Here Ω is the operator of multiplication by ΩPs. We have used the definition of the operator M
−2.
Relation (120) is a corollary of the relation (119) is sufficient to consider the time derivatives of eq.(119).
The simplest way to check eq.(119) is to consider the Laplace transformations of the left-hand side
∫ ∞
0
eiMT e−ωTdT =
1
ω − iM (121)
and of the right-hand side:
ω
ω2 + Ω2
+ iM−1
Ω2
ω2 + Ω2
+
iM
ω − iM (Ω
−2 −M−2)Ω2 ω
ω2 + Ω2
. (122)
Formulas (121) and (122) coincide. Thus, eq.(119) is satisfied at T > 0, the check procedure for T < 0 is
analogous. Proposition is proved.
Proposition 4.12. Relation (114) is satisfied.
Proof. One has
eiHTw2(k, tx;p, ty)e
−iHT =
√
ωk + ωp
ωkωp
Q
k+p;k−p
2
(T )cos(ωktx + ωpty) +
1√
ωkωp(ωk + ωp)
Π
k+p;p−k
2
(T )sin(ωktx + ωpty)
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−
∫ tx
0
dτ
sin(ωk(tx − τ))
2ωkωp
e−iωp(τ−ty)Qk+p(τ + T )
−
∫ ty
0
dτ
sin(ωp(ty − τ))
2ωkωp
e−iωk(tx−τ)Qk+p(τ + T )
w2(k, tx + T ;p, ty + T ) =
√
ωk + ωp
ωkωp
Q
k+p;k−p
2
cos(ωk(tx + T ) + ωp(ty + T )) +
1√
ωkωp(ωk + ωp)
Π
k+p;p−k
2
sin(ωk(tx + T ) + ωp(ty + T ))
−
∫ tx+T
0
dτ
sin(ωk(tx + T − τ))
2ωkωp
e−iωp(τ−ty−T )Qk+p(τ)
−
∫ ty+T
0
dτ
sin(ωp(ty + T − τ))
2ωkωp
e−iωk(tx+T−τ)Qk+p(τ) (123)
It follows from proposition 4.11 that
eiHTw2(k, tx;p, ty)e
−iHT = w2(k, tx + T ;p, ty + T ).
We obtain relation (114). Proposition is proved.
5 Poincare invariance of the theory
The purpose of this section is to check the property of relativistic invariance of the theory which mean
that:
(a) the unitary representation of the Poincare group (Λ, a) 7→ U˜Λ,a is constructed:
U˜Λ1,a1U˜Λ2,a2 = U˜(Λ1,a1)(Λ2,a2); (124)
(b) the k-field operators W˜k(x1, ..., xk) are Poincare invariant:
U˜Λ,aW˜k(x1, ..., xk)U˜
−1
Λ,a = W˜k(Λx1 + a, ...,Λxk + a); (125)
(c) the vacuum state is Poincare-invariant:
U˜Λ,a|0 >= |0 > (126)
To simplify the problem, remind that the state space has been decomposed according to eq.(44), while
the operators U˜Λ,a are looked for in the form UΛ,a⊗U˘Λ,a. The operators U˘Λ,a have been already constructed
in subsection II.F.
First of all, investigate the property of invariance of the operators Wˆk(x1, ...xk) of the form (95) (at
k 6= 2). These operators are of the form 1⊗ Wˆk(x1, ...xk).
Lemma 5.1. 1. The vacuum state is invariant under action of operators U˘Λ,a.
2. For k 6= 2, the operators Wˆk(x1, ..., xk) obey the property
U˘Λ,aWˆk(x1, ..., xk)U˘
−1
Λ,a = Wˆk(Λx1 + a, ...,Λxk + a). (127)
Proof. The first property is obvious. Prove the second property. It follows from eq.(96), lemma A.11
and formula (48) imply that
U˘Λ,aWˆs(x1, ..., xs)U˘
−1
Λ,a =
√
s!
(2pi)sd/2
∫ dp1√
2ωp1
...
dps√
2ωps
(A+(s)p1...pse
i(p1+...+ps)aei(Λ
−1p1·x1+...+Λ−1ps·xs)
+A−(s)p1...pse
−i(p1+...+ps)ae−i(Λ
−1p1·x1+...+Λ−1ps·xs). (128)
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Property Λ−1p · x = p · Λx. imply eq.(127). Lemma is proved.
Lemma 5.2. Let UΛ,a be unitary operators in F such that
(a) the group property
UΛ1,a1UΛ2,a2 = U(Λ1,a1)(Λ2,a2) (129)
is satisfied;
(b) the bifield operator is invariant
UΛ,aWˆ2(x, y)U
−1
Λ,a = Wˆ2(Λx+ a,Λy + a); (130)
(c) the vacuum state is invariant:
UΛ,a|0 >= |0 > . (131)
Then the operators U˜Λ,a = UΛ,a ⊗ U˘Λ,a obey properties (124) - (126).
This lemma is a direct corollary of lemma 5.1 and formula (86) for the operators W˜k(x1, ..., xk).
The remaining problem is to construct operators UΛ,a satisfying relations (129) - (131). The possible
way may be the following. The operators P µ and Mmn in F have been already constructed. One should
then try to construct the operator M0k, check the commutation relations of the Poincare algebra.
However, the following problems arise in the approach. It is not easy to check the self-adjointness of
the operator M0k since it is an unbounded operator. Further, to construct the group representation from
the algebra representation, one should check the conditions of the Nelson theorem [17] or investigate the
properties of analytic vectors [18].
Therefore, another approach will be used for constructing the operators UΛ,a. First of all, we will check
the invariance of the Wightman function
< 0|Wˆ2(x, y)Wˆ2(x′, y′)|0 >=< 0|Wˆ2(Λx+ a,Λy + a)Wˆ2(Λx′ + a,Λy′ + a)|0 > (132)
Then we will define the operator UΛ,a from the property
UΛ,aWˆ2(x1, y1)...Wˆ2(xk, yk)|0 >= Wˆ2(Λx1 + a,Λy1 + a)...Wˆ2(Λxk + a,Λyk + a)|0 > . (133)
This definition will be shown to be correct if and only if the property (132) is satisfied. Let us investigate
the properties of the Wightman functions.
5.1 The QQ-propagator
First of all, investigate the vacuum average value < 0|Q(x)Q(y)|0 >. It has the form
< 0|Q(x)Q(y)|0 >= 1
(2pi)2d
∫
dP(λΩ2χ, eiP(x−y)−iM(x
0−y0)M−1λΩ2χ). (134)
The vector λΩ2χ is viewed as λRM
2χ. To check the Poincare invariance of the average (134), present it as
< 0|Q(x)Q(y)|0 >= 1
(2pi)d+1
∫
dPV (P )e−iP (x−y)
with
V (P 0,P) =
1
(2pi)d−1
∫
(λΩ2χ)Ps(δ(MP − P 0)M−1P λΩ2χ)Psds (135)
Making use of the relations
δ(MP − P 0)M−1P = 2θ(P 0)δ(M2P − (P 0)2), 2piiδ(x) =
1
x− i0 −
1
x+ i0
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and ∫
ds(λΩ2χ)Ps
(
1
M2P + ε
2
λΩ2χ
)
Ps
= λ(2pi)d[1− 1
1 + λI(P, ε)
]
we take the formula (135) to the form
V (P 0,P) = 2iθ(P 0)
[
λ
1 + λI(P, i(P 0 + i0))
− λ
1 + λI(P, i(P 0 − i0))
]
(136)
where I is of the form (64). We see that the function < 0|Q(x)Q(y)|0 > is Poincare invariant.
It will be also necessary to calculate the propagator of the field Q. Formally, one has
< 0|TQ(x)Q(y)|0 >= θ(x0 − y0) < 0|Q(x)Q(y)|0 > −θ(y0 − x0) < 0|Q(y)Q(x)|0 > . (137)
Eq.(134) implies
< 0|TQ(x)Q(y)|0 >= 1
(2pi)2d
∫
dP(λΩ2χ, eiP(x−y)−iM |x
0−y0|M−1λΩ2χ).
The Fourier transformation of the propagator which is defined from the relation
< 0|TQ(x)Q(y)|0 >= 1
(2pi)d+1
∫
dPGQ(P )e
−iPx
can be presented as
GQ(P
0,P) = −2i
∫
ds(λΩ2χ)Ps((M
2
P − P 20 − i0)−1λΩ2χ)Ps = −2iλ+
2iλ
1 + λI(P, i(P 0 + i0))
We see that formally calculated propagator consists of the singular part
< 0|TQ(x)Q(y)|0 >sing= −2iλδ(x− y)
and of the regular (renormalized) part with the Fourier transformation
GrenQ (P
0,P) =
2iλ
1 + λI(P, i(P 0 + i0))
(138)
However, this difficulty is usual: the T -product is defined up to a quasilocal quantity being proportional
to δ(x− y). Note also that the result (138) is in agreement with the approach based on the summation of
Feynman graphs [1].
Thus, we have obtained the following result.
Proposition 5.3. The average value < 0|Q(x)Q(y)|0 > is Poincare invariant. Its Fourier transfor-
mation has the form (136).
5.2 The W2Q-average
The purpose of this subsection is to compute the average values
F1(x, y, z) =< 0|Wˆ2(x, y)Q(z)|0 >, F2(x, y, z) =< 0|Q(z)Wˆ2(x, y)|0 > . (139)
However, explicit formulas for the operators Wˆ2 are complicated, so that direct calculations are too difficult.
Therefore, the indirect method will be used. First of all, these averages will be calculated at x0 = y0 > z0
and z0 > x0 = y0 correspondingly. Then we will investigate the properties of the Fourier transformation
of the averages. The equations on the averages will be obtained. Then the solution of the equations will
be found.
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5.2.1 The x0 = y0-case
Consider the average value < 0|Tw2(p, 0;k, 0)QP(t)|0 >. According to subsection IV,
w2(p, 0;k, 0) =
√
ωk + ωp
ωkωp
Q
k+p,k−p
2
. (140)
Therefore,
< 0|Tw2(p, 0;k, 0)QP(t)|0 >
=
1
(2pi)2d
√
ωk + ωp
2ωkωp
δk+p+P,0[θ(−t)(eiMtM−1λΩ2χ)P,k−p
2
+ θ(t)(e−iMtM−1λΩ2χ)
P,k−p
2
] (141)
Consider the Fourier transformation of the average (140) defined as
G(k,p, ε)δk+p,P =
∫
dte−iεt < 0|Tw2(p, 0;k, 0)QP(t)|0 > . (142)
One has
G(k,p, ε) =
1
(2pi)d
√√√√2(ωk + ωp
ωkωp
1
i
(
1
M2k+p − ε2 − i0
λΩ2χ
)
k+p,k−p
2
.
Making use of the definition of the operator M2P, we obtain
G(k,p, ε) = − 1
(2pi)d
2(ωk + ωp)
2ωk2ωp
1
(ωk + ωp)2 − ε2 − i0G
ren
Q (ε,k+ p).
Applying the Fourier transformation to eq.(142), we obtain that
< 0|TWˆ2(x, y)Q(z)|0 >= −i
∫
dξ < 0|TQ(ξ)Q(z)|0 >ren< 0|Tφ(x)φ(y)|0 >< 0|Tφ(y)φ(ξ)|0 >, (143)
provided that x = (x, 0), y = (y, 0), z = (z, t), while < 0|Tφ(x)φ(y)|0 > is the usual propagator of the
free scalar field
< 0|Tφ(x)φ(y)|0 >= 1
(2pi)d
∫
dk
2ωk
e−ik(x−y)e−iωk|x
0−y0|.
Formula (143) is valid not only at x0 = y0 = 0 but also at x0 = y0 6= 0 because of translation invariance
properties (section IV). Note also that formula (143) is in agreement with the approach based on the
summation of Feynman graphs [1].
Thus, the following result is obtained.
Proposition 5.4. The Green function < 0|TWˆ2(x, y)Q(z)|0 > has the form (143), provided that
x0 = y0.
5.2.2 Properties of the W2-field
Consider the state Wˆ2(x, y)|0 >. Our purpose is to prove the following property.
Lemma 5.5. The Fourier transformation∫
dyWˆ2(x, y)e
−ipy|0 > (144)
vanish at p0 < 0.
Proof. Consider the vector ∫
dtye
iεtyw2(k, tx;p, ty)|0 > (145)
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provided that ε > 0. It is sufficient to show that it vanishes. The vector (145) can be presented as
C+[α(k, tx;p, ε)]|0 >
with the following vector α:
(α(k, tx;p, ε))P′s′ =
1
2
e−iωktxδk+p,P′

√ωk + ωp
ωkωp
(2Mk+p)
−1/2
k−p
2
s′
− 1√
ωkωp(ωk + ωp)
(Mk+p/2)
1/2
k−p
2
s′
+
1
(2pi)d
1
2ωkωp
(
1
ωk + ωp +Mk+p
M
−1/2
k+p λΩ
2χ
)
P ′s′
]
(146)
It follows from the definition of the operator MP that the quantity (146) vanish. Lemma is proved.
Corollary. The Fourier transformations∫
F1(x, y, z)e
ipxdp,
∫
dye−ipyF2(x, y, z) (147)
vanish at p0 < 0.
5.2.3 Equations for average values
Let us obtain equations for vacuum averages (139). It follows from definition (109) that
(
∂
∂xµ
∂
∂xµ
+ µ2
)
Wˆ2(x, y) +Q(x) < 0|φ(x)φ(y)|0 >= 0.
(
∂
∂yµ
∂
∂yµ
+ µ2
)
Wˆ2(x, y) +Q(y) < 0|φ(x)φ(y)|0 >= 0.
Here < 0|φ(x)φ(y)|0 > is the vacuum average for the free scalar field.
Thus, we obtain the following statement.
Proposition 5.6. The functions (139) obey the following equations:
(
∂
∂xµ
∂
∂xµ
+ µ2
)
F1(x, y, z)+ < 0|Q(x)Q(z)|0 >< 0|φ(x)φ(y)|0 >= 0.(
∂
∂yµ
∂
∂yµ
+ µ2
)
F1(x, y, z)+ < 0|Q(y)Q(z)|0 >< 0|φ(x)φ(y)|0 >= 0.(
∂
∂xµ
∂
∂xµ
+ µ2
)
F2(x, y, z)+ < 0|Q(z)Q(x)|0 >< 0|φ(x)φ(y)|0 >= 0.(
∂
∂yµ
∂
∂yµ
+ µ2
)
F2(x, y, z)+ < 0|Q(z)Q(y)|0 >< 0|φ(x)φ(y)|0 >= 0. (148)
Let us prove the following lemma.
Lemma 5.7. Let F1(x, y, z) and F2(x, y, x) be distributions obeying the following properties.
(a) For some distributions Φ1 and Φ2
F1(x, y, z) = Φ1(x− z, y − z), F2(x, y, z) = Φ2(x− z, y − z),
(b) The functions F1 and F2 obey eqs.(148).
(c) The Fourier transformations (147) vanish at p0 < 0.
(d) F1(x, y, z) =< 0|TWˆ2(x, y)Q(z)|0 > at x0 = y0 > z0;
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F2(x, y, z) =< 0|TWˆ2(x, y)Q(z)|0 > at x0 = y0 < z0.
Then
F1(x, y, z) =< 0|Wˆ2(x, y)Q(z)|0 >, F2(x, y, z) =< 0|Q(z)Wˆ2(x, y)|0 > .
Proof. Consider the functions
F˜1(x, y, z) = F1(x, y, z)− < 0|Wˆ2(x, y)Q(z)|0 >, F˜2(x, y, z) = F2(x, y, z)− < 0|Q(z)Wˆ2(x, y)|0 > .
One has F˜1,2(x, y, z) = Φ˜1,2(x− z, y − z). The functions Φ˜1,2 obey the following properties:
(a)
(
∂
∂xµ
∂
∂xµ
+ µ2)Φ˜1,2(x, y) = 0, (
∂
∂yµ
∂
∂yµ
+ µ2)Φ˜1,2(x, y) = 0,
(b) Fourier transformations
∫
dxΦ˜1(x, y)e
ipx and
∫
dyΦ˜1(x, y)e
−ipy vanish if p0 < 0;
(c) Φ˜1(x, y) = 0 at x
0 = y0 > 0,
Φ˜2(x, y) = 0 at x
0 = y0 < 0.
Properties (a) and (b) mean that
Φ˜1(x, y) =
∫
dkdp[α+kpe
−iωkx0+iωpy0 + α−kpe
−iωkx0−iωpy0 ]e−ikx−ipy;
Φ˜2(x, y) =
∫
dkdp[β+kpe
iωkx
0+iωpy0 + β−kpe
−iωkx0+iωpy0 ]e−ikx−ipy
for some α±kp, β
±
kp. Property (c) means that
α+kpe
iωpx0 + α−kpe
−iωpx0 = 0, x0 > 0;
β+kpe
iωkx
0
+ β−kpe
−iωkx0 = 0, x0 < 0.
We obtain that α±kp = 0, β
±
kp = 0. Therefore, Φ˜1 = 0, Φ˜2 = 0. Lemma is proved.
5.2.4 Explicit form of the averages
Lemma 5.8. The average values have the form
F1(x, y, z) =< 0|Wˆ2(x, y)Q(z)|0 >=
1
i
∫
dξ[(< 0|Tφ(x)φ(ξ)|0 > − < 0|φ(x)φ(ξ)|0 >) < 0|Q(ξ)Q(z)|0 >< 0|φ(ξ)φ(y)|0 > +
< 0|Tφ(y)φ(ξ)|0 > − < 0|φ(y)φ(ξ)|0 >) < 0|Q(ξ)Q(z)|0 >< 0|φ(x)φ(ξ)|0 > +
< 0|φ(x)φ(ξ)|0 >< 0|φ(y)φ(ξ)|0 >< 0|TQ(ξ)Q(z)|0 >ren]
F2(x, y, z) =< 0|Q(z)Wˆ2(x, y)|0 >=
1
i
∫
dξ[(< 0|Tφ(x)φ(ξ)|0 > − < 0|φ(ξ)φ(x)|0 >) < 0|Q(z)Q(ξ)|0 >< 0|φ(ξ)φ(y)|0 > +
(< 0|Tφ(y)φ(ξ)|0 > − < 0|φ(ξ)φ(y)|0 >) < 0|Q(z)Q(ξ)|0 >< 0|φ(x)φ(ξ)|0 > +
< 0|φ(ξ)φ(x)|0 >< 0|φ(ξ)φ(y)|0 >< 0|TQ(z)Q(ξ)|0 >ren] (149)
Proof. It is sufficient to check the conditions of lemma 5.7. Condition (a) is obvious. Eqs.(148) are
corollaries of the property
(
∂
∂xµ
∂
∂xµ
+ µ2
)
< 0|Tφ(x)φ(y)|0 >= 1
i
δ(x− y). (150)
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Let us check the condition (c). Note that the Fourier transformations
∫
dxeipx < 0|φ(x)φ(ξ)|0 >,
∫
dxeipx < 0|Q(x)Q(ξ)|0 >
vanish if p0 < 0. The same property is also valid for the function
∫
dxeipx < 0|φ(x)φ(ξ)|0 >< 0|Q(x)Q(ξ)|0 > .
Since the integral operator with the kernel < 0|Tφ(x)φ(ξ)|0 > multiplies the Fourier transformation by
(µ2 − p2 − i0)−1, the quantity ∫
dxeipxF1(x, y, z)
vanishes if p0 < 0. The analogous property for the function F2 is checked in the same way. Property (c)
is checked.
To check property (d), note that under condition x0 = y0 > z0 the function F1 can be presented as
1
i
[∫
dξ(< 0|Tφ(x)φ(ξ)− φ(x)φ(ξ)|0 >< 0|TQ(ξ)Q(z)|0 >ren< 0|Tφ(ξ)φ(y)|0 > +∫
dξ(< 0|Tφ(y)φ(ξ)− φ(y)φ(ξ)|0 >< 0|TQ(ξ)Q(z)|0 >ren< 0|Tφ(x)φ(ξ)|0 >
+
∫
dξ < 0|φ(x)φ(ξ)|0 >< 0|φ(y)φ(ξ)|0 >< 0|TQ(ξ)Q(z)|0 >ren
]
(151)
since the first and second integrands may be nonzero only at ξ0 > x0 = y0 > z0. The obtained expression
coincides with (143). Thus, property (d) is checked for the function F1. The check for the function F2 is
analogous. Conditions of lemma 5.7 are checked. This implies lemma 5.8.
5.3 The W2W2-averages
The purpose of this subsection is to find explicit forms of the average value
F (x, y : x′, y′) =< 0|Wˆ2(x, y)Wˆ2(x′.y′)|0 > (152)
We consider first the x0 = y0 > x0′ = y0′ case. Then equations on the function F will be obtained. The
solution of this equation will be found.
5.3.1 The equal-time case
Consider the Green function
< 0|Tw2(p, t;k, t)w2(p′, τ ;k′, τ)|0 >=
√
ωk + ωp
ωkωp
√
ωk′ + ωp′
ωk′ωp′
δk+p;k′+p′
(
1
2Mk+p
e−iMk+p|t−τ |
)
k−p
2
;k
′
−p′
2
and its Fourier transformation
δk+p;k′+p′G2(p,k,p
′,k′, ε) =
∫
dteiεt < 0|Tw2(p, t;k, t)w2(p′, 0;k′, 0)|0 > (153)
One has
G2(p,k,p
′,k′, ε) =
√
ωk + ωp
ωkωp
√
ωk′ + ωp′
ωk′ωp′
1
i
(
1
M2k+p − ε2 − i0
)
k−p
2
;k
′
−p′
2
.
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Making use of the definition of the operator M2P, we obtain:
G2(p,k,p
′,k′, ε) =
√
ωk + ωp
ωkωp
√
ωk′ + ωp′
ωk′ωp′
1
2i
1
(ωk + ωp)2 − ε2 − i0(δk−p2 ,k
′
−p′
2
+ δk−p
2
,p
′
−k′
2
)
+
1
(2pi)d
ωk + ωp
2ωkωp
ωk′ + ωp′
2ωk′ωp′
1
(ωk + ωp)2 − ε2 − i0
1
(ωk′ + ωp′)2 − ε2 − i0G
ren
Q (ε,k+ p). (154)
Applying the Fourier transformation to expression (153), we obtain that
< 0|TWˆ2(x, y)Wˆ2(x′, y′)|0 >=
< 0|Tφ(x)φ(x′)|0 >< 0|Tφ(y)φ(y′)|0 > + < 0|Tφ(x)φ(y′)|0 >< 0|Tφ(y)φ(x′)|0 > −∫
dξdξ′ < 0|TQ(ξ)Q(ξ)|0 >ren< 0|Tφ(x)φ(ξ)|0 >< 0|Tφ(y)φ(ξ)|0 >
< 0|Tφ(ξ′)φ(x′)|0 >< 0|Tφ(ξ′)φ(y′)|0 >
(155)
provided that x0 = y0 = t, x0′ = y0′ = τ . Eq.(155) is in agreement with the approach based on summation
of Feynman graphs.
We have obtained the following statement.
Proposition 5.9. The Green function F has the form (155) at x0 = y0, x0′ = y0′.
5.3.2 Equations for average values
The following statements are analogs of proposition 5.6 and corollary of lemma 5.5.
Proposition 5.10. The function F (152) obeys the following equations
(
∂
∂xµ
∂
∂xµ
+ µ2
)
F (x, y, x′, y′) = − < 0|φ(x)φ(y)|0 >< 0|Q(x)Wˆ2(x′, y′)|0 >,(
∂
∂yµ
∂
∂yµ
+ µ2
)
F (x, y, x′, y′) = − < 0|φ(x)φ(y)|0 >< 0|Q(y)Wˆ2(x′, y′)|0 >,(
∂
∂x′µ
∂
∂x′µ
+ µ2
)
F (x, y, x′, y′) = − < 0|φ(x′)φ(y′)|0 >< 0|Wˆ2(x′, y′)Q(x′)|0 >,(
∂
∂y′µ
∂
∂y′µ
+ µ2
)
F (x, y, x′, y′) = − < 0|φ(x′)φ(y′)|0 >< 0|Wˆ2(x′, y′)Q(y′)|0 >, (156)
Proposition 5.11. The Fourier transformations
∫
dxeipxF (x, y, x′, y′),
∫
dy′e−ipy
′
F (x, y, x′, y′) (157)
vanish at p0 < 0.
Lemma 5.12. Let F (x, y, x′, y′) be a distribution obeying the following properties:
(a) the function F obey eq.(156);
(b) the Fourier transformations (157) vanish at p0 < 0;
(c) at x0 = y0 > x0′ = y0′
F (x, y; x′, y′) =< 0|TWˆ2(x, y)Wˆ2(x′, y′)|0 > .
Then
F (x, y; x′, y′) =< 0|Wˆ2(x, y)Wˆ2(x′, y′)|0 > .
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Proof. Consider the function
F˜ (x, y; x′, y′) = F (x, y; x′, y′)− < 0|Wˆ2(x, y)Wˆ2(x′, y′)|0 >
obeying the properties:
(a) (
∂
∂xµ
∂
∂xµ
+ µ2
)
F˜ (x, y, x′, y′) = 0,
(
∂
∂yµ
∂
∂yµ
+ µ2
)
F˜ (x, y, x′, y′) = 0,
(
∂
∂xµ′
∂
∂xµ′
+ µ2
)
F˜ (x, y, x′, y′) = 0,
(
∂
∂yµ′
∂
∂yµ′
+ µ2
)
F˜ (x, y, x′, y′) = 0, (158)
(b) the Fourier transformations∫
dxeipxF˜ (x, y, x′, y′),
∫
dy′e−ipy
′
F˜ (x, y, x′, y′)
vanish at p0 < 0.
(c) F˜ (x, y; x′, y′) = 0 at x0 = y0 > x0′ = y0′.
Therefore,
F˜ (x, y; x′, y′) =
∫
dkdpdk′dp′[α++kpk′p′e
iωkx
0+iωpy0+iωk′x
0′−iωp′y0′ + α+−kpk′p′e
iωkx
0+iωpy0−iωk′x0′−iωp′y0′
+α−+kpk′p′e
iωkx
0−iωpy0+iωk′x0′−iωp′y0′ + α−−kpk′p′e
iωkx
0−iωpy0−iωk′x0′−iωp′y0′ ]e−i(kx+py+k
′x′+p′y′) (159)
Relation (c) implies that
α++kpk′p′e
iωpy0+iωk′x
0′
+ α+−kpk′p′e
iωpy0−iωk′x0′ + α−+kpk′p′e
−iωpy0+iωk′x0′ + α−−kpk′p′e
−iωpy0−iωk′x0′ = 0
at x0 = y0 > x0′ = y0′. Therefore, all α vanish, so that F˜ = 0. Lemma 5.12 is proved.
5.3.3 Explicit form of average values
Lemma 5.13. The function F has the form
F (x, y; x′, y′) =< 0|φ(x)φ(x′)|0 >< 0|φ(y)φ(y′)|0 > + < 0|φ(x)φ(y′)|0 >< 0|φ(y)φ(x′)|0 >
−i
∫
dξ < 0|φ(x)φ(ξ)|0 >< 0|φ(y)φ(ξ)|0 >< 0|TQ(ξ)Wˆ2(x′, y′)|0 > −
i
∫
dξ[< 0|Tφ(x)φ(ξ)− φ(x)φ(ξ)|0 >< 0|φ(ξ)φ(y)|0 >
+ < 0|Tφ(y)φ(ξ)− φ(y)φ(ξ)|0 >< 0|φ(x)φ(ξ)|0 >] < 0|Q(ξ)Wˆ2(x′, y′)|0 >
+
∫
dξdξ′ < 0|Tφ(x′)φ(ξ′)− φ(x′)φ(ξ′)|0 >< 0|Tφ(ξ′)φ(y′)− φ(ξ′)φ(y′)|0 >
× < 0|φ(x)φ(ξ)|0 >< 0|φ(y)φ(ξ)|0 >< 0|TQ(ξ)Q(ξ′)|0 >,
(160)
where < 0|TQ(ξ)Wˆ2(x′, y′)|0 > is the function of the form (143).
Since the straightforward check of the conditions of lemma 5.12 is analogous to proof of lemma 5.8,
proof of lemma 5.13 is obvious.
Corollary. The function F is Poincare-invariant:
F (x, y; x′, y′) = F (Λx+ a,Λy + a,Λx′ + a,Λy′ + a).
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5.4 Check of Poincare invariance
First of all, note that all Wightman functions are Poincare invariant.
Lemma 5.14. The following property is satisfied:
< 0|Wˆ2(x1, y1)...Wˆ2(xn, yn)|0 >=< 0|Wˆ2(Λx1 + a,Λy1 + a)...Wˆ2(Λxn + a,Λyn + a)|0 > .
To prove this lemma, it is sufficient to notice that operators Wˆ2(x, y) are linear combinations of creation
and annihilation operators, so that the Wick theorem is applicable.
Lemma 5.15.
1.There exists a unique unitary operator UΛ,a obeying the properties: UΛ,a|0 >= |0 >,
UΛ,aWˆ2(x1, y1)...Wˆ2(xn, yn)|0 >= Wˆ2(Λx1 + a,Λy1 + a)...Wˆ2(Λxn + a,Λyn + a)|0 > (161)
2. The group property (129) is satisfied.
3. The invariance property (130) is satisfied.
Proof. Let W2[f ] =
∫
dxdyWˆ2(x, y)f(x, y),
Φ = c|0 > +
N∑
n=1
W2[fn,1]...W2[fn,in]|0 > (162)
Set
UΛ,aΦ = c|0 > +
N∑
n=1
W2[uΛ,afn,1]...W2[uΛ,afn,in]|0 >
with
(uΛ,af)(x, y) = f(Λ
−1(x− a),Λ−1(y − a)).
It follows from lemma 5.14 that (UΛ,aΦ, UΛ,aΦ) = (Φ,Φ). This means that UΛ,aΦ = 0, provided that
Φ = 0. Thus, the mapping UΛ,a : D → D is defined (here D is a set of all vectors of the form (161)). This
mapping is a linear isometric (and therefore bounded) operator, while D is a dense subset of F . Therefore,
the operator UΛ,a can be uniquely extended to the space F . Thus, there exists a unique isometric operator
UΛ,a obeying the property (161).
Check the group property. Consider the operator
V = UΛ1,a1UΛ2,a2U((Λ1,a1)(Λ2a2))−1 .
It satisfies the property:
V Wˆ2(x1, y1)...Wˆ2(xn, yn)|0 >= Wˆ2(x1, y1)...Wˆ2(xn, yn)|0 >
Thus, V = 1. The group property is checked. One analogously proves that U−1Λ,a = U(Λ,a)−1 , so that the
isometric operator UΛ,a is unitary.
One also has
UΛ,aWˆ2(x, y)U
−1
Λ,aWˆ2(x1, y1)...Wˆ2(xn, yn)|0 >= Wˆ (Λx+ a,Λy + a)Wˆ2(x1, y1)...Wˆ2(xn, yn)|0 > .
Thus, the property (130) is satisfied on the subspace D ⊂ F . Lemma 5.15 is proved.
Thus, we have checked the property of Poincare invariance of the theory.
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6 Conclusions
An old problem of axiomatic and constructive field theory is to construct a nontrivial model of relativistic
QFT which obey Wightman axioms. The known models successfully constructed [9] in 2 and 3-dimensional
space-time do not contain such difficulties as Stueckelberg divergences and infinite renormalization of the
wave function.
Large-N conception enables us to construct a wide class of relativistic quantum theory models. One
the one hand, these models are trivial since the Hamiltonian is quadratic with respect to creation and
annihilation operators. On the other hand, such phenomena as bound states, quasistationary states and
scattering processes are successfully prescribed by the quadratic Hamiltonian of the model.
A suitable language to describe the states and observables of the large-N theory in the leading order
of 1/N -expansion is the notion of third quantization introduced in quantum cosmology [19, 20] in order
to describe processes with variable number of universes.
The third-quantized model considered in this paper may be viewed as a large-N limit of the ordinary
field theory. However, it can be also interpreted as an independent model of relativistic quantum theory.
We have seen that such properties as renormalizability are satisfied in higher dimensions with respect to
ordinary field theories (cf.[21]): the model (47) is renormalized at d + 1 ≤ 5, while the (ϕaϕa)2-model is
renormalized at d+1 ≤ 4 only. Thus, usage of third-quantized models leads to new types of renormalizable
theories in higher dimensions.
For the simplicity, we have considered the large-N approximation for the (ϕaϕa)2-model only. One
can also consider the ϕaϕaΦ-model. For this case, the phenomenon of infinite renormalization of the wave
function should be investigated: it happens that indefinite inner product should be introduced in the state
space [22]. Investigation of the large-N QED in the third-quantized formulation gives us a good example
of renormalizable gauge theory beyond perturbation theory.
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A Some properties of the Fock space
Let H be a Hilbert space. Denote by H⊗n = H ⊗ ... ⊗ H the n-th tensor degree of space H. Let pi be
a transposition (pi1, ..., pin), 1 ≤ pi1 6= ... 6= pin ≤ n of numbers (1, ..., n). Consider the operator pˆi in H⊗n
which is uniquely defined from the relation
pˆi(e1 ⊗ ...⊗ en) = epi1 ⊗ ...⊗ epin, e1, ..., en ∈ H.
By Sym we denote the symmetrization operator
SymΦn =
1
n!
∑
pi
pˆiΦn, Φn ∈ H⊗n
which is a projector. Introduce the notation H∨n = SymH⊗n for the symmetrized n-th tensor degree of
H. Denote also H∨0 = C.
Lemma A.1. The set {f⊗n ≡ f ⊗ ...⊗ f |f ∈ H} is a total set in H∨n.
Proof. Let Φn ∈ H∨n, Φn ⊥ f ⊗ ...⊗ f for all f ∈ H. It is necessary to prove that Φn = 0. For
f = α1e1 + ...+ αnen, α1, ..., αn ∈ C, e1, ..., en ∈ H
one has
0 =
n∑
i1...in=1
αi1 ...αin(Φn, ei1 ⊗ ...⊗ ein).
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The right-hand side of this relation is a polynomial in α1, ..., αn. The coefficient of α1...αn should be equal
to zero:
n!(Φn, Syme1 ⊗ ...⊗ en) = 0. (163)
Relation (163) is satisfied for all e1, ..., en ∈ H.
Let f1, f2, ... be an orthonormal basis in H. Then {fi1 ⊗ ... ⊗ fin , i1, ..., in = 1,∞} is an orthonormal
basis in H⊗n. The vector Φn can be presented as
Φn =
∞∑
i1...in=1
Φni1...infi1 ⊗ ...⊗ fin.
Since
SymΦn =
∞∑
i1...in=1
1
n!
∑
pi
Φnipi1 ...ipinfi1 ⊗ ...⊗ fin ,
Φn ∈ H∨n if and only if Φni1...in is symmetric with respect to transpositions of i1, ..., in.
For symmetric Φn one has
(Symfj1 ⊗ ...fjn,Φn) = Φnj1...jn.
Thus, eq.(163) implies that Φni1...in = 0 and Φn = 0. Lemma is proved.
Definition A.1. The space
F(H) = ⊕∞n=0H∨n
is a Fock space.
Let f ∈ H. The creation and annihilation operators A+n (f) : H∨n−1 → H∨n, A−n (f) : H∨n → H∨n−1
are defined from the relations:
A+n (f)e
⊗n−1 =
1√
n
n−1∑
k=0
e⊗k ⊗ f ⊗ e⊗(n−k−1),
A−n (f)e
⊗n =
√
n(f, e)e⊗n−1. (164)
Lemma A.2. The definition (164) is correct. A±n (f) are bounded operators and ||A±n (f)|| ≤
√
n||f ||.
Proof. One has
||A+n (f)
∑
i
e⊗n−1i || ≤
1√
n
||∑
i
e⊗ki ⊗ f ⊗ e⊗(n−k−1)i || =
1√
n
n−1∑
k=0
||f ||||∑
i
e⊗n−1i || =
√
n||f ||||∑
i
e⊗n−1i ||.
||A−n (f)
∑
i
e⊗ni ||2 = ||A+n+1(f)
∑
i
e⊗ni ||2 − ||f ||2||
∑
i
e⊗ni ||2 ≤ n||f ||2||
∑
i
e⊗ni ||2.
Lemma 2 is proved.
Definition A.2. The operators
A+(f)(Φ0,Φ1,Φ2, ...) = (0, A
+
1 (f)Φ0, A
+
2 (f)Φ1, ...)
A−(f)(Φ0,Φ1, ...) = (A−1 (f)Φ1, A
−
2 (f)Φ2, ...)
are called creation and annihilation operators in the Fock space. The finite vectors of the form
(Φ0, ...,Φn, 0, 0, ...) belong to the domains of A
±(f).
Definition A.3. The vector |0 >= (1, 0, 0, ...) is a vacuum vector.
Lemma A.3. The vector f = (0, ..., 0, Symf1 ⊗ ...⊗ fn, 0, ...) can be presented as
f =
1√
n!
A+(f1)...A
+(fn)|0 >
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The proof is straightforward.
Lemma A.4. The following commutation relations take place
[A±(f1), A±(f2)] = 0, [A−(f1), A+(f2)] = (f1, f2).
The operators A+(f) and A−(f) are conjugated.
Definition A.4. A coherent state C(f) is a vector Φ ∈ F of the form C(f) = Φ = (Φ0,Φ1, ...,Φn, ...)
with Φn =
1√
n!
f⊗n.
Lemma A.5. The following relations take place:
(C(f), C(f)) = exp(f, f), A−(f)C(g) = (g, f)C(g).
Lemma A.6. Let g ∈ H and gn, n = 1, 2, ... be such a sequence of elements of H that ||gn−g|| →n→∞ 0.
Then ||C(gn)− C(g)|| →n→∞ 0.
Proof. Let ξn = gn − g. Then
||C(g + ξn)− C(g)||2 = e(g,g)[e(g,ξn)e(ξn,g)e(ξn,ξn) − e(ξn,g) − e(g,ξn) + 1]→n→∞ 0.
Lemma A.7. The set {C(f)|f ∈ H} is a total set in F(H).
Proof. Let Φ = (Φ0,Φ1, ...,Φn, ...) ⊥ C(αf) for all α ∈ C and f ∈ H. Therefore,
∞∑
n=0
αn√
n!
(f⊗n,Φn) = 0.
The series absolutely converges for all α because of the Cauchy-Bunyakovski inequality. Therefore,
(f⊗n,Φn) = 0 for all f , so that Φn = 0. Lemma is proved.
Lemma A.8. Let H = H1⊕H2. Then there exists a unique isomorphism I : F(H1)⊗F(H2)→ F(H)
such that
I(C(f1)⊗ C(f2)) = C(f1 ⊕ f2), f1 ∈ H1, f2 ∈ H2. (165)
Proof. The mapping (165) conserves the inner product. Therefore, formula (165) uniquely defines an
isometric operator. Lemma A.7 applied for the space F(H) implies that the set I(C(f1)⊗C(f2)) is a total
set in F(H), so that I(F(H1)⊗F(H2)) = F(H). Thus, I is an isomorphism. Lemma is proved.
Lemma A.9. Let f = f1 + f2, f1 ∈ H1, f2 ∈ H2. Then
I−1A±(f)I = A±(f1)⊗ 1 + 1⊗ A±(f2). (166)
Proof. It is sufficient to note that the matrix elements of the left-hand and right-hand sides of eq.(166)
between C(f1)⊗ C(f2) and C(f˜1)⊗ C(f˜2) coincide.
Let U be a bounded operator in H. By U(U) we denote the operator U(U) : F(H) → F(H) of the
form
U(U)(f0, f1, ..., fn, ...) = (f0, Uf1, U ⊗ Uf2, ..., U⊗nfn, ...).
Let H be a self-adjoint operator in H. Consider the one-parametric group of unitary operators e−iHt. The
operator-valued mapping t 7→ U(e−iHt) can be also viewed as a one-parametric group. According to the
Stone theorem, it has the form
U(e−iHt) = e−iF(H)t
for some self-adjoint operator F(H) in F(H). The explicit form of this operator is
(F(H)f)n =
n−1∑
k=0
1⊗k ⊗H ⊗ 1⊗(n−k−1)fn.
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Let ϕ1, ϕ2, ... be an orthonormal basis in H. Let
Hf =
∞∑
ij=1
Hijϕi(ϕj , f).
Proposition A.10.
F(H) =
∞∑
ij=1
HijA
+[ϕi]A
−[ϕj ].
The proof is straightforward.
Lemma A.11. Let U be an unitary operator in H, f ∈ H. Then
U(U)A±(f)U(U)−1 = A±(Uf). (167)
To prove the lemma, it is sufficient to consider the matrix elements of the sides of eq.(167) between
coherent states.
Formulate now some results concerning vector and operator distributions. Let S(Rn) be a space of
complex smooth functions u : Rn → C such that
||u||l,m = max
α1+...+αn≤l
sup
x∈Rn
(1 + |x|)m|∂
α1+...αnu(x)
∂xα11 ...∂x
αn
n
| →k→∞ 0.
We say that the sequence {uk} ∈ S(Rn), k = 1,∞ tends to zero if
||uk||l,m →k→∞ 0
for all l, m.
Definition A.5. Let H be a Hilbert space. A vector distribution f on Rn is a linear mapping f :
S(Rn)→H such that ||f(uk)|| →k→∞ 0 if uk →k→∞ 0.
Remark. We will write f(ϕ) =
∫
dxf(x)ϕ(x) and say that f(x) is a vector distribution of the argument
x ∈ Rn.
Lemma A.12. Let f : Rn → H be a strongly continuous bounded vector function. Then f(ϕ) =∫
dxf(x)ϕ(x) is a vector distribution.
Lemma A.13. Let f be a vector distribution. Then ∂f
∂xα
is a vector distribution.
The proof is straightforward.
Definition A.6. Let D ⊂ H be a dense subset of H. An operator distribution A is a linear mapping
ϕ ∈ S(Rn) 7→ A(ϕ) : D → D
such that for all Φ ∈ D the mapping ϕ 7→ A(ϕ)Φ is a vector distribution.
Let D be a subset of the Fock space F(H) which consists of all finite vectors (f0, f1, ..., fk, 0, ...).
Lemma A.14. Let f be a vector distribution. Then A±(f) is an operator distribution.
Investigate now the cyclic property of the vacuum vector.
Let G ∈ H ⊕H. Consider the operators
B(f, g) = A+(f) + A−(g), (f, g) ∈ G.
By I1 : H⊕H → H we denote the operator I1(f, g) = f .
Lemma A.15. Let I1G be a dense subset of H. Then the set of all linear combinations∑
n
cnB(fn,1, gn,1)...B(fn,kn, gn,kn)|0 >, (fi,ki, gi,ki) ∈ G (168)
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is dense in F(H).
Proof. Let Φ ∈ F(H). One should prove that it can be approximated by the linear combination
(168). Lemma A.7 implies that it is sufficient to prove this statement for the coherent states C(ϕ).
Choose such a sequence fn ∈ I1G that fn → ϕ. Lemma A.6 implies that C(ϕ) can be approximated
by C(fn). Furthermore, the coherent state C(fn) can be approximated a by finite linear combination of
vectors (A+(fn))
m|0 >. For some gn one has (fn, gn) ∈ G. The vector (A+(fn))m|0 > can be presented as
a linear combination of vectors (B(fn, gn))
k|0 >, Lemma A.15 is proved.
B What is field?
In section IV we have investigated the commutation rule between operators 1
N
∑N
a=1 ϕ
a(x1)...ϕ
a(xk) and
multifield canonical operator
1
N
N∑
a=1
ϕa(x1)...ϕ
a(xk)KN = KN [(Φ0, φ(x1)...φ(xk)Φ0) +N
−1/2W˜k(x1, ..., xk) +O(N−1)]
The operators W˜k(x1, ..., xk) acting in the space (43) of the theory of infinite number of fields were inter-
preted as multifield operators.
The purpose of this appendix is to construct analogs of the operators ϕa(x) in the N =∞-theory.
One can notice that conception of symmetric states only is not valid for this purpose. If the
state ΨN [ϕ
1, ..., ϕN ] were symmetric with respect to transpositions of the fields ϕ1, ... ,ϕN , the state
ϕ1(x)ΨN [ϕ
1, ..., ϕN ] is not symmetric. Thus, it is necessary to consider the nonsymmetric solutions of
eq.(1).
Consider the states of large-N theory which are symmetric with respect to N − s fields ϕs+1, ..., ϕN
only, where s is a finite quantity. Analogously to eq.(6), let ΨN be of the form
(KsNf)[ϕ
1, ..., ϕN ] =
N−s∑
k=0
√
k!
Nk/2
∑
s+1≤a1<...<ak≤N
fk[ϕ
1, ..., ϕs, ϕa1 , ..., ϕak ]
∏
a>s,a6=a1...ak
Φ0[ϕ
a], (169)
where fk[ϕ
1, ..., ϕs, φ1, ..., φk] are functionals being symmetric under transpositions of fields φ1, ..., φk and
obeying the condition ∫
Dφ1Φ
∗
0[φ1]fk[ϕ
1, ..., ϕs, φ1, ..., φk] = 0. (170)
We see that states under consideration are specified by infinite sets


f0[ϕ
1, ..., ϕs]
f1[ϕ
1, ..., ϕs, φ1]
...
fk[ϕ
1, ..., ϕs, φ1, ..., φk]
...


(171)
The state space is then isomorphic to
F˜s = H⊗s ⊗ F(⊕∞n=1H∨n). (172)
Since the symmetric state can be viewed as a state of the form (169), there should be exist an operator
Is : F˜0 → F˜s such that
KsNIsf = KNf.
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Let us present the explicit form of the operator I1. One has
(KNf)[ϕ
1, ..., ϕN ] =
N∑
k=0
√
k!
Nk/2
∑
1≤a1<...<ak≤N
fk[ϕ
a1 , ..., ϕak ]
∏
a6=a1...ak
Φ0[ϕ
a] =
N∑
k=0
√
k!
Nk/2
∑
2≤a2<...<ak≤N
fk[ϕ
1, ϕa2 , ..., ϕak ]
∏
a6=1,a2,...,ak
Φ0[ϕ
a] +
N∑
k=0
√
k!
Nk/2
Φ0[ϕ
1]
∑
2≤a1<...<ak≤N
fk[ϕ
a1 , ..., ϕak ]
∏
a6=1,a2,...,ak
Φ0[ϕ
a]. (173)
We see that
(I1f)k[ϕ
1, φ1, ..., φk] = Φ0[ϕ
1]fk[φ
1, ..., φk] +N−1/2(A˜−[ϕ1]f)k[φ1, ..., φk]. (174)
One can also perform the symmetrization procedure for the vector (169) and obtain the symmetric state.
Therefore, there should exist an operator Ss : F˜s → F˜0 such that
SymKsNf = KNSsf.
Construct the operator S1. If ∫
Dϕ1fk[ϕ
1, φ1, ..., φk]Φ∗0[ϕ
1] = 0, (175)
one obtains from direct calculation that
(S1f)k[φ
1, ..., φk] = N−1/2
∫
Dϕ(A˜+[ϕ]f)k[ϕ, φ
1, ..., φk].
If
fk[ϕ
1, φ1, ..., φk] = Φ0[ϕ
1]gk[φ
1, ..., φk], (176)
then
(S1f)k[φ
1, ..., φk] =
N − k
N
gk[φ
1, ..., φk].
Generally, fk can be viewed as a superposition of vectors obeying conditions (175) and (176) correspond-
ingly, so that
(S1f)k[φ
1, ..., φk] = [1− nˆ
N
]
∫
DϕΦ∗0[ϕ]fk[ϕ, φ
1, ..., φk] +N−1/2
∫
Dϕ(A˜+[ϕ]f)k[ϕ, φ
1, ..., φk]. (177)
The Schrodinger field ϕ1(x) in F˜1 may be viewed as an operator of multiplication by ϕ1(x), since
ϕ1(x)K1N = K
1
Nϕ
1(x).
The multifield can be constructed from the field ϕ1 as
W˜N,k(x1, ..., xk) = S1ϕ1(x1)...ϕ1(xk)I1 (178)
since
1
N
N∑
a=1
ϕa(x1)...ϕ
a(xk) = Symϕ
1(x1)...ϕ
1(xk).
One can notice from eqs.(174) and (177) that formula (178) is in agreement with the results of section IV.
To construct the Heisenberg field operator ϕ1(x) : F˜1 → F˜1, it is necessary to commute the Hamiltonian
operator HN with the operator K1N . We obtain:
HNK1N = K1NH˜1N , (179)
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where
H˜1N = H˜N +
∫
dx
[
−1
2
δ2
δϕ1(x)δϕ1(x)
+
1
2
(∇ϕ1)2(x) + µ
2
2
(ϕ1(x))2
]
+O(N−1/2).
Therefore, the Heisenberg operator
ϕ1(x, t) = eiH˜
1
N
tϕ1(x)e−iH˜
1
N
t
coincides with the operator of the free scalar field up to O(N−1/2). Therefore, for operator W˜N,k one has
W˜N,k(x1, ..., xk) =
∫
Dϕ1Φ∗0[ϕ
1]ϕ1(x1)...ϕ
1(xk)Φ0[ϕ
1] +O(N−1/2). (180)
This result confirms the hypothesis of section IV.
In order to obtain the explicit form of the O(N−1/2)-term of formula (180), it is necessary to compute
the O(N−1/2)-term in eq.(179). The result is in agreement with section IV.
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