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Abstract
The Stein–Rosenberg theorem is extended and generalized to the class of nonnegative splittings A =
M1 − N1 = M2 − N2, as well as to the most generalized class of Perron–Frobenius splittings. Two types
of the Stein–Rosenberg theorem are stated and proved for both classes. These theorems allow us to obtain
comparison results for the rate of convergence of the associated iterative methods. Specific assumptions are
given under which the inequalities of the spectral radii become equalities or strict inequalities. The theoretical
results are confirmed by numerical examples.
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1. Introduction
In 1907, Perron [22] proved that the dominant eigenvalue of a matrix with positive entries is
positive and the corresponding eigenvector can be chosen to be positive. Later, in 1912, Frobenius
[13] extended this result to irreducible nonnegative matrices. Since then the well-known Perron–
Frobenius theory has been developed, for nonnegative matrices and the well-known regular, weak
regular and nonnegative splittings have been introduced and developed for the solution of large
sparse linear systems by iterative methods [25,30,2,1,28,10,18,23,17,16,29,8,11,9].
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Recently, Noutsos [19], generalized and extended the Perron–Frobenius theory to matrices
that have some negative entries and introduced the most general class of splittings, the Perron–
Frobenius splittings.
In 1948, Stein and Rosenberg [24] stated and proved the following historic theorem which
compares the spectral radii of the Jacobi and Gauss–Seidel iterative methods. This theorem is
well known as the Stein–Rosenberg theorem.
Theorem 1.1 [24]. Let the Jacobi matrix B ≡ L + U be a nonnegative n × n matrix with zero
diagonal entries, where L and U are the lower and upper triangular parts of B, respectively,
and let L1 be the Gauss-Seidel matrix. Then one and only one of the following mutually exclusive
relations is valid:
(i) ρ(B) = ρ(L1) = 0.
(ii) 0 < ρ(L1) < ρ(B) < 1.
(iii) ρ(B) = ρ(L1) = 1.
(iv) 1 < ρ(B) < ρ(L1).
In 1979, Buoni and Varga [4,5] generalized the Stein–Rosenberg theorem and compared the
spectral radii of the JOR and SOR iterative methods. In 1982, Buoni et al. [6] covered the singular
case, while, in 1983, Buoni and Subramanian [7] extended it to rectangular systems. In 1993,
Wang [26] generalized the Stein–Rosenberg theorem and compared the spectral radii of the AOR
and Jacobi iterative methods. Later, in 2002, Li and Schneider [14] applied the Stein Rosenberg
theorem to the problem of population dynamics. Finally, in 2002, Li et al. [15] generalized the
Stein–Rosenberg theorem and compared the spectral radii of the iterative methods stemming from
two different M-splittings of the matrix A (A = M1 − N1 = M2 − N2).
In this paper we study Stein–Rosenberg type theorems for nonnegative splittings, namely for
splittings A = M − N for which M−1N is a nonnegative matrix, as well as for Perron–Frobenius
splittings introduced by Noutsos [19], namely for splittings A = M − N for which the matrix
M−1N has the Perron–Frobenius property. Two types of the Stein–Rosenberg theorem for each
class of splittings are stated and proved. Specific assumptions, concerning the reducible canonical
form of the matrices, are given to characterize the inequalities as strict ones or equalities. Some
further results, to characterize which theorem is stronger than the others, are presented.
This work is organized as follows: In Section 2, the Stein–Rosenberg type theorems for nonneg-
ative splittings are stated and proved. In Section 3, the associated theorems for Perron–Frobenius
splittings are given. Finally, in Section 4, some concluding remarks are presented. As the theory
is being developed, various illustrative numerical examples are presented.
2. The Stein–Rosenberg theorem on nonnegative splittings
Theorem 2.1. Let A ∈ Rn,n and the splittings A = M1 − N1 = M2 − N2 be both nonnegative
splittings, (M−1i Ni  0, i = 1, 2) and
M−11 N1  M
−1
1 N2  0, N1 /= N2, N2 /= 0. (2.1)
Assume that the matrices M−11 N1, T = M−11 (N1 − N2) and F = M−11 N2 are up to a permuta-
tion, using the same permutation matrix, of the form
M−11 N1 =
(
P11 0
P21 0
)
, T =
(
T11 0
T21 0
)
, F =
(
F11 0
F21 0
)
(2.2)
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with P11, T11 and F11 being k × k matrices (k  n), P11 irreducible and T11, F11 /= 0. Then
exactly one of the following statements holds:
(i) 0 < ρ(M−12 N2) < ρ(M−11 N1) < 1,
(ii) ρ(M−12 N2) = ρ(M−11 N1) = 1,
(iii) ρ(M−12 N2) > ρ(M−11 N1) > 1.
If T11 = 0 the second inequality of (i) and the first one of (iii) become equalities, while
if F11 = 0 the first inequality of (i) becomes equality.
Proof. The assumptions of the theorem are special cases of the ones of Theorem 3.1, stated and
proved in Section 3. So, its proof is omitted. 
Two examples follow concerning the convergence cases in (i). The first covers the strict inequal-
ity and the second one the equality of the corresponding spectral radii.
Example 2.1. We consider the nonsingular matrix A and its nonnegative splittings A = M1 −
N1 = M2 − N2 as follows:
A =
⎛
⎝ 2 −1 0−1 2 −1
0 −1 2
⎞
⎠ , M1 =
⎛
⎝2 −1 10 2 −1
1 −1 3
⎞
⎠ , M2 =
⎛
⎝ 2 −1 1−0.5 2 −1
0.5 −1 3
⎞
⎠ ,
M−11 =
1
9
⎛
⎝ 5 2 −1−1 5 2
−2 1 4
⎞
⎠ , M−11 N1 = 19
⎛
⎝1 0 47 0 1
5 0 2
⎞
⎠ ,
F = M−11 N2 =
1
18
⎛
⎝1 0 87 0 2
5 0 4
⎞
⎠ , T = M−11 (N1 − N2) = 118
⎛
⎝1 0 07 0 0
5 0 0
⎞
⎠ ,
M−12 =
⎛
⎝ 0.5882 0.2353 −0.11760.1176 0.6471 0.1765
−0.0588 0.1765 0.4118
⎞
⎠ , M−12 N2 =
⎛
⎝0.0588 0 0.47060.4118 0 0.2941
0.2941 0 0.3529
⎞
⎠ .
Obviously, all the assumptions of Theorem 2.1 hold true. So, we confirm that ρ(M−12 N2) =
0.6059 < ρ(M−11 N1) = 23 < 1, which is the statement (i) of the theorem. It is also observed that
ρ(T ) = ρ(M−11 (N1 − N2)) = 118 < 1.
Example 2.2. We consider the nonsingular matrix A and its nonnegative splittings A = M1 −
N1 = M2 − N2 as follows: A =
(
2 −1
−1 2
)
,
M1 =
(
1.4 −1
0.7 2
)
, M−11 =
1
7
(
4 2
−1.4 2.8
)
, M−11 N1 =
1
7
(
1 0
5.6 0
)
,
M2 =
(
1.5 −1
0.5 2
)
, M−12 =
1
7
(
4 2
−1 3
)
, M−12 N2 =
1
7
(
1 0
5 0
)
,
F = M−11 N2 =
1
7
(
1 0
4.9 0
)
, T = M−11 (N1 − N2) =
(
0 0
0.1 0
)
.
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Again, all the assumptions of Theorem 2.1 hold true except that T11 = 0 while P11 = (1). So,
equality of the spectral radii is confirmed since ρ(M−11 N1) = ρ(M−12 N2) = 17 < 1.
Note that an analogous result holds for nonnegative splittings of the second kind.
An analogous theorem of Stein–Rosenberg type can be stated and proved by replacing M1 for
M2 in the inequalities (2.1).
Theorem 2.2. Let A ∈ Rn,n and the splittings A = M1 − N1 = M2 − N2 be both nonnegative
splittings, (M−1i Ni  0, i = 1, 2) and
M−12 N1  M
−1
2 N2  0, N1 /= N2, N2 /= 0. (2.3)
Assume that the matrices M−12 N2, T = M−12 (N1 − N2) and F = M−12 N1 are up to a permuta-
tion, using the same permutation matrix, of the form
M−12 N2 =
(
P11 0
P21 0
)
, T =
(
T11 0
T21 0
)
, F =
(
F11 0
F21 0
)
(2.4)
with P11, T11 and F11 being k × k matrices (k  n), F11 irreducible and T11, P11 /= 0. Then
exactly one of the following statements holds:
(i) 0 < ρ(M−12 N2) < ρ(M−11 N1) < 1,
(ii) ρ(M−12 N2) = ρ(M−11 N1) = 1,
(iii) ρ(M−12 N2) > ρ(M−11 N1) > 1.
If T11 = 0 the second inequality of (i) and the first one of (iii) become equalities, while
if P11 = 0 the first inequality of (i) becomes equality.
Proof. Note that F = M−12 N1  T = M−12 (N1 − N2)  0. Obviously,
M−11 N1 = (M2 − N2 + N1)−1N1
= (I + M−12 (N1 − N2))−1M−12 N1 = (I + T )−1F  0,
M−12 N2 = M−12 N1 − M−12 (N1 − N2) = F − T  0
and
M−12 A = M−12 (M2 − N2) = I − M−12 N2 = I + T − F.
We assume that (ρ1, x1) and (ρ2, x2) are the Perron–Frobenius eigenpairs of the nonnegative
matrices M−11 N1 and M
−1
2 N2, respectively. So,
M−11 N1x1 = (I + T )−1Fx1 = ρ1x1 ⇔ (F − ρ1T )x1 = ρ1x1 (2.5)
and
M−12 N2x2 = (F − T )x2 = ρ2x2. (2.6)
We consider, without loss of generality, that the matrices M−12 N2, F and T are given in
the form (2.4). Let x1 =
(
x
(1)
1
x
(2)
1
)
and x2 =
(
x
(1)
2
x
(2)
2
)
, where x(1)1 and x
(1)
2 are k-dimensional vectors
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corresponding to the blocks P11, F11 and T11. Since the spectral radii ρ1 and ρ2 correspond to the
first k × k diagonal block of (2.4), relations (2.5) and (2.6) give
(I + T11)−1F11x(1)1 = ρ1x(1)1 ⇔ (F11 − ρ1T11)x(1)1 = ρ1x(1)1 (2.7)
and
P11x
(1)
2 = (F11 − T11)x(1)2 = ρ2x(1)2 , (2.8)
respectively. We consider three different cases:
Case 1. ρ1 < 1:
SinceP11 = F11 − T11  0,ρ1 < 1 andF11 is an irreducible matrix, we get thatF11 − ρ1T11 is
also an irreducible and nonnegative matrix. So, from the Perron–Frobenius Theorem we have that
ρ1 is the spectral radius of F11 − ρ1T11 and therefore x(1)1 > 0. Since F11 − T11  F11 − ρ1T11,
with the inequality being strict due to possible nonzero entries in T11, it is
ρ2 = ρ(F11 − T11) < ρ(F11 − ρ1T11) = ρ1.
It is obvious that the inequality above becomes equality if T11 = 0.
Case 2. ρ1 = 1:
From (2.7) and (2.8) and the uniqueness of the Perron–Frobenius eigenvector it is obvious that
ρ2 = ρ1 = 1, x(1)2 = x(1)1 .
So, equality (ii) of the theorem has been proved.
Case 3. ρ1 > 1:
From (2.7) and the fact that F11 − T11  F11 − ρ1T11, we have that
(F11 − T11)x(1)1  (F11 − ρ1T11)x(1)1 = ρ1x(1)1 . (2.9)
Recalling Corollary 3.2 of Marek and Szyld [16] we obtain
ρ2 = ρ(F11 − T11)  ρ1.
It is obvious that equality takes place if T11 = 0. We have to prove that strict inequality holds if
T11 /= 0. In this case we do not know if x(1)1 is a positive vector. Although, there exists at least
one positive entry of T11 at the position (i, j ) for which (x(1)1 )j > 0, since otherwise x(1)1 would
be the Perron eigenvector of F11 and so it would be positive. This ensures strict inequality of the
ith components in (2.9), i.e. ((F11 − T11)x(1)1 )i > ρ1(x(1)1 )i . Premultiplying (2.9) by F11 − T11
we get
(F11 − T11)2x(1)1  ρ1(F11 − T11)x(1)1  ρ1(F11 − ρ1T11)x(1)1 = ρ21x(1)1 .
It is obvious that the inequality remains strict for the ith components, i.e. ((F11 − T11)2x(1)1 )i >
ρ21 (x
(1)
1 )i . Moreover, it becomes strict for all components l for which the (l, i) entry of the matrix
F11 − ρ1T11 is nonzero. Following the same reasoning, we obtain, by induction, that
(F11 − T11)mx(1)1  (F11 − ρ1T11)mx(1)1 = ρm1 x(1)1
for all powers m. Since F11 − ρ1T11 is irreducible, for m being at most k, the inequality becomes
strict for all components. Hence
(F11 − T11)kx(1)1 > (F11 − ρ1T11)kx(1)1 = ρk1x(1)1 . (2.10)
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Recalling now Corollary 3.2 of Marek and Szyld [16] we obtain
ρ((F11 − T11)k) = ρk2 > ρk1 ⇒ ρ2 > ρ1.
Consequently, strict inequality (iii) of the theorem has been proved. 
An analogous result holds also for nonnegative splittings of the second kind.
In the following we check if Theorem 2.2 works for Examples 2.1 and 2.2:
For Example 2.1 the matrices F = M−12 N1, P = M−12 N2 and T = M−12 (N1 − N2) are
F =
⎛
⎝0.1176 0 0.47060.8235 0 0.2941
0.5882 0 0.3529
⎞
⎠ , P =
⎛
⎝0.0588 0 0.47060.4118 0 0.2941
0.2941 0 0.3529
⎞
⎠ ,
T =
⎛
⎝0.0588 0 00.4118 0 0
0.2941 0 0
⎞
⎠ .
By permuting the second and third rows and columns we obtain
F11 =
(
0.1176 0.4706
0.5882 0.3529
)
, P11 =
(
0.0588 0.4706
0.2941 0.3529
)
, T11 =
(
0.0588 0
0.2941 0
)
.
We observe that F11 is an irreducible matrix while T11 is a nonzero one, hence by Theorem 2.2,
the strict inequality ρ(M−12 N2) < ρ(M
−1
1 N1) < 1 is confirmed.
For Example 2.2 we have
F =
(
0.1429 0
0.8143 0
)
, P =
(
0.1429 0
0.7143 0
)
, T =
(
0 0
0.1 0
)
.
The matrix F11 reduces to (0.1429) which is a 1 × 1 irreducible matrix while T11 = 0. So, by
Theorem 2.2, the equality of the spectral radii (ρ(M−12 N2) = ρ(M−11 N1) = 0.1429) is con-
firmed.
Next statement compares Theorems 2.1 and 2.2. Specifically:
Theorem 2.3. If the assumptions of Theorem 2.1 hold, then the assumptions of Theorem 2.2 also
hold. Therefore, Theorem 2.2 is stronger than Theorem 2.1.
Proof. Suppose that the assumptions of Theorem 2.1 hold, i.e.
T = M−11 (N1 − N2)  0, F = M−11 N2  0, T /= 0, F /= 0.
Then
T ′ = M−12 (N1 − N2) = (M1 − N1 + N2)−1(N1 − N2)
=
(
I − M−11 (N1 − N2)
)−1
M−11 (N1 − N2) = (I − T )−1T
and
F ′ = M−12 N1 = (M1 − N1 + N2)−1N1
=
(
I − M−11 (N1 − N2)
)−1
M−11 N1 = (I − T )−1M−11 N1.
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Since M−12 N2  0, from the Perron–Frobenius theory, we have that
M−12 N2x2 = (I − T )−1Fx2 = ρ2x2 ⇔ (F + ρ2T )x2 = ρ2x2, (2.11)
where x2  0 is the Perron eigenvector of M−12 N2 and ρ2 = ρ(M−12 N2) > 0. We consider that
the matrices P = M−11 N1, F and T are given in the Frobenius normal form (2.2). Let x2 =(
x
(1)
2
x
(2)
2
)
, where x(1)2 is a k-dimensional vector corresponding to the blocks P11, F11 and T11. Since
ρ2 > 0, F11  0, T11  0 and P11 = F11 + T11 is an irreducible matrix, we obtain that F11 +
ρ2T11 is also irreducible. In view of (2.11), this means that x(1)2 > 0. Considering the first block
of (2.11), we have
(F11 + ρ2T11)x(1)2 = ρ2x(1)2 ⇒ ρ2T11x(1)2  ρ2x(1)2 ⇔ T11x(1)2  x(1)2 .
Here we use Lemma 3.3 of Marek and Szyld [16] to obtain that ρ(T )  1. Since I − T is
nonsingular, we conclude that ρ(T ) < 1. Then,
T ′ = (I − T )−1T = T + T 2 + T 3 + · · ·  0
and
F ′ = (I − T )−1M−11 N1 = (I + T + T 2 + T 3 + · · ·)M−11 N1  0.
Since the block P11 of P = M−11 N1 is irreducible, the above relation gives that F ′11 is also
irreducible. It is obvious that T ′ /= 0 and F ′ /= 0. So, the assumptions of Theorem 2.2 also
hold.
The following example shows that although the assumptions of Theorem 2.1 do not hold,
Theorem 2.2 applies.
Example 2.3. We consider the nonsingular matrix A and its nonnegative splittings A = M1 −
N1 = M2 − N2 as follows:
A =
⎛
⎝ 2 −1 0−1 2 −1
0 −1 2
⎞
⎠ , M1 =
⎛
⎝2 −1 10 2 −0.7
1 −1 2.9
⎞
⎠ , M2 =
⎛
⎝ 2 −1 1−0.5 2 −1
0.5 −1 3
⎞
⎠ ,
M−11 =
⎛
⎜⎝
0.5730 0.2135 −0.1461
−0.0787 0.5393 0.1573
−0.2247 0.1124 0.4494
⎞
⎟⎠ , M−11 N1 =
⎛
⎝0.0674 0 0.50560.6966 0 0.2247
0.5618 0 0.2135
⎞
⎠ ,
M−12 =
⎛
⎝ 0.5882 0.2353 −0.11760.1176 0.6471 0.1765
−0.0588 0.1765 0.4118
⎞
⎠ , M−12 N2 =
⎛
⎝0.0588 0 0.47060.4118 0 0.2941
0.2941 0 0.3529
⎞
⎠ ,
T =
⎛
⎝0.0337 0 0.07870.3483 0 0.1461
0.2809 0 −0.0112
⎞
⎠ , T ′ =
⎛
⎝0.0588 0 0.08240.4118 0 0.1765
0.2941 0 0.0118
⎞
⎠ .
We observe that T is not a nonnegative matrix, while T ′ is a nonnegative one. So, by Theorem
2.2 we confirm the strict inequality ρ(M−12 N2) = 0.6059 < ρ(M−11 N1) = 0.6784 < 1.
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Remark 2.1. In the previous theorems, the matrices P, T and F could be replaced by their
transposed forms:
P =
(
P11 P12
0 0
)
, T =
(
T11 T12
0 0
)
, F =
(
F11 F12
0 0
)
. (2.12)
Then, all the theorems hold. The proofs are the same except that left eigenvectors instead of right
ones are considered.
The following example shows the validity of the above Remark.
Example 2.4. Consider the nonsingular matrix A =
(
2 −1 0
−1 2 −1
0 −1 2
)
and its nonnegative split-
tings A = M1 − N1 = M2 − N2:
M1 = 13
⎛
⎝ 6 0 00 6 0
−2 −4 4
⎞
⎠ , M2 = 13
⎛
⎝ 6 0 0−2.4 6 0
−0.4 −4 4
⎞
⎠ ,
M−11 =
⎛
⎝ 0.5 0 00 0.5 0
0.25 0.5 0.75
⎞
⎠ , M−11 N1 =
⎛
⎝ 0 0.5 00.5 0 0.5
0 0 0
⎞
⎠ ,
M−12 =
⎛
⎝ 0.5 0 00.2 0.5 0
0.25 0.5 0.75
⎞
⎠ , M−12 N2 =
⎛
⎝ 0 0.5 00.1 0.2 0.5
0 0 0
⎞
⎠ ,
T = M−11 (N1 − N2) = T ′ = M−12 (N1 − N2) =
⎛
⎝ 0 0 00.4 0 0
0 0 0
⎞
⎠ .
We observe that the matrices M−11 N1, M
−1
2 N2, T and T
′ are given in the form (2.12) with P11, in
both cases, being irreducible and T11 = T ′11 /= 0. So, both Theorems 2.1 and 2.2 apply to confirm
the strict inequality ρ(M−12 N2) = 0.3449 < ρ(M−11 N1) = 0.5 < 1.
3. The Stein–Rosenberg theorem for Perron–Frobenius splittings
Theorem 3.1. Let A ∈ Rn,n and the splittings A = M1 − N1 = M2 − N2 be: (a) Perron–Frobe-
nius splittings of the second and first kind, respectively, with y1, x2 being the associated left and
right Perron eigenvectors (yT1 M
−1
1 N1 = ρ(M−11 N1)yT1 ,M−12 N2x2 = ρ(M−12 N2)x2), and
M−11 N1x2  M
−1
1 N2x2  0, M
−1
1 N1x2 /= M−11 N2x2, M−11 N2x2 /= 0, (3.13)
or (b) Perron–Frobenius splittings of the first and second kind, respectively, with x1, y2 be-
ing the associated right and left Perron eigenvectors (M−11 N1x1 = ρ(M−11 N1)x1, yT2 M−12 N2 =
ρ(M−12 N2)yT2 ), and
yT2 M
−1
1 N1  y
T
2 M
−1
1 N2  0, y
T
2 M
−1
1 N1 /= yT2 M−11 N2, yT2 M−11 N2 /= 0. (3.14)
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Assume that the matrices M−11 N1, T = M−11 (N1 − N2) and F = M−11 N2 are up to a permuta-
tion, using the same permutation matrix, of the form
M−11 N1 =
(
P11 0
P21 0
)
, T =
(
T11 0
T21 0
)
, F =
(
F11 0
F21 0
)
(3.15)
with P11, T11 and F11 being k × k matrices (k  n), P T11 or P11, respectively, possesses the
strong Perron–Frobenius property and T11, F11 /= 0. Then exactly one of the following statements
holds:
(i) 0 < ρ(M−12 N2) < ρ(M−11 N1) < 1
(ii) ρ(M−12 N2) = ρ(M−11 N1) = 1
(iii) ρ(M−12 N2) > ρ(M−11 N1) > 1.
If T11 = 0 the second inequality of (i) and the first one of (iii) become equalities, while if F11 = 0
the first inequality of (i) becomes equality.
Proof. We will give the proof only for assumption (a). For assumption (b) an analogous proof
can be given. Without loss of generality we consider that the matrices P = M−11 N1, F and T are
given in the forms (3.15). Consider that the vectors y1 =
(
y
(1)
1
y
(2)
1
)
and x2 =
(
x
(1)
2
x
(2)
2
)
are partitioned
in accordance with that of (3.15). Since the spectral radii ρ1 and ρ2 correspond to the first k × k
diagonal block of (3.15) and P T11 possesses the strong Perron–Frobenius property, we obtain that
y
(1)
1 > 0. We consider three cases:
Case 1. ρ2 = 1:
M−12 N2x2 = (I − T )−1Fx2 = x2 ⇔ (F + T )x2 = M−11 N1x2 = x2.
From the uniqueness of the Perron–Frobenius eigenvector it is obvious that
ρ2 = ρ1 = 1, x2 = x1.
Conversely, if ρ1 = 1 we have that
yT1 M
−1
1 N1 = yT1 (F + T ) = yT1 ⇔ yT1 (I − T )−1F = yT1 M−12 N2 = yT1
and the same result obtains.
Case 2. ρ2 < 1:
The case where ρ2 = 0, when F11 = 0, is trivial, so we assume that ρ2 > 0.
M−12 N2x2 = (I − T )−1Fx2 = ρ2x2 ⇔ (F + ρ2T )x2 = ρ2x2.
This implies that
M−11 N1x2 = (F + T )x2  (F + ρ2T )x2 = ρ2x2.
By considering the partition (3.15) we obtain
P11x
(1)
2 = (F11 + T11)x(1)2  (F11 + ρ2T11)x(1)2 = ρ2x(1)2 . (3.16)
So, from Theorem 2.8 of [19] we have that
ρ1 = ρ(F11 + T11)  ρ2.
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It is obvious that equality of the spectral radii holds if T11 = 0. We premultiply (3.16) by y(1)1
T
to obtain
ρ1y
(1)
1
T
x
(1)
2 = y(1)1
T
P11x
(1)
2  y
(1)
1
T
(F11 + ρ2T11)x(1)2 = ρ2y(1)1
T
x
(1)
2 .
SinceT11 /=0, there exists at least one index i such that ((F11 + T11)x(1)2 )i > ((F11 + ρ2T11)x(1)2 )i ,
which means that strict inequality holds for the spectral radii (ρ2 < ρ1). Moreover,
P11x
(1)
2 = (F11 + T11)x(1)2 
(
F11
ρ2
+ T11
)
x
(1)
2 = x(1)2 . (3.17)
We premultiply (3.17) by y(1)1
T
to obtain
ρ1y
(1)
1
T
x
(1)
2 = y(1)1
T
P11x
(1)
2  y
(1)
1
T
(
F11
ρ2
+ T11
)
x
(1)
2 = y(1)1
T
x
(1)
2 .
So,ρ1 < 1 sinceρ1 = 1 is excluded from Case 1. This completes the proof for the strict inequalities
in (i).
Case 3. ρ2 > 1:
For the proof, we follow an analogous way to the one in the previous case. Obviously,
P11x
(1)
2 = (F11 + T11)x(1)2  (F11 + ρ2T11)x(1)2 = ρ2x(1)2 .
Premultiplying by y(1)1
T
we obtain
ρ1y
(1)
1
T
x
(1)
2 = y(1)1
T
P11x
(1)
2  y
(1)
1
T
(F11 + ρ2T11) x(1)2 = ρ2y(1)1
T
x
(1)
2 .
SinceT11 /=0, there exists at least one index i such that ((F11 + T11)x(1)2 )i < ((F11 + ρ2T11)x(1)2 )i ,
which proves the strict inequality ρ1 < ρ2. Moreover,
P11x
(1)
2 = (F11 + T11)x(1)2 
(
F11
ρ2
+ T11
)
x
(1)
2 = x(1)2 .
We premultiply by y(1)1
T
to obtain
ρ1y
(1)
1
T
x
(1)
2 = y(1)1
T
P11x
(1)
2  y
(1)
1
T
(
F11
ρ2
+ T11
)
x
(1)
2 = y(1)1
T
x
(1)
2 .
So, ρ1 > 1 since ρ1 = 1 is excluded from Case 1. Consequently, strict inequalities (iii) of the
theorem have been proved. 
Since the class of nonnegative splittings is contained in the class of Perron–Frobenius splittings,
Theorem 3.1 works also for the first class. We also observe that it works for Example 2.3, although
T = M−1(N1 − N2) is not a nonnegative matrix
T x2 =
⎛
⎝0.0337 0 0.07870.3483 0 0.1461
0.2809 0 −0.0112
⎞
⎠
⎛
⎝0.50640.6300
0.5888
⎞
⎠ =
⎛
⎝0.06340.2624
0.1356
⎞
⎠ > 0.
Theorem 3.2. Let A ∈ Rn,n and the splittings A = M1 − N1 = M2 − N2 be: (a) Perron–Frobe-
nius splittings of the first and second kind, respectively, with x1, y2 being the associated right
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and left Perron eigenvectors (M−11 N1x1 = ρ(M−11 N1)x1, yT2 M−12 N2 = ρ(M−12 N2)yT2 ), and
M−12 N1x1  M
−1
2 N2x1  0, M
−1
2 N1x1 /= M−12 N2x1, M−12 N2x1 /= 0, (3.18)
or (b) Perron–Frobenius splittings of the second and first kind, respectively, with y1, x2 be-
ing the associated left and right Perron eigenvectors (yT1 M−11 N1 = ρ(M−11 N1)yT1 ,M−12 N2x2 =
ρ(M−12 N2)x2), and
yT1 M
−1
2 N1  y
T
1 M
−1
2 N2  0, y
T
1 M
−1
2 N1 /= yT1 M−12 N2, yT1 M−12 N2 /= 0. (3.19)
Assume that the matrices M−12 N2, T = M−12 (N1 − N2) and F = M−12 N1 are up to a permuta-
tion, using the same permutation matrix, of the form
M−12 N2 =
(
P11 0
P21 0
)
, T =
(
T11 0
T21 0
)
, F =
(
F11 0
F21 0
)
(3.20)
with P11, T11 and F11 being k × k matrices (k  n), P T11 or P11, respectively possesses the
strong Perron–Frobenius property and T11, F11 /= 0. Then exactly one of the following statements
holds:
(i) 0 < ρ(M−12 N2) < ρ(M−11 N1) < 1,
(ii) ρ(M−12 N2) = ρ(M−11 N1) = 1,
(iii) ρ(M−12 N2) > ρ(M−11 N1) > 1.
If T11 = 0 the second inequality of (i) and the first one of (iii) become equalities, while
if P11 = 0 the first inequality of (i) becomes equality.
Proof. We will give the proof only for assumption (a). We make the same considerations as in
Theorem 3.1 for the partition of the vectors involved and distinguish three cases:
Case 1. ρ1 = 1:
The proof is analogous to that in Theorem 3.1.
Case 2. ρ1 < 1:
M−11 N1x1 = (I + T )−1Fx1 = ρ1x1 ⇔ (F − ρ1T )x1 = ρ1x1.
This implies that
M−12 N2x1 = (F − T )x1  (F − ρ1T )x1 = ρ1x1.
Considering the partition (3.20), we have
P11x
(1)
1 = (F11 − T11)x(1)1  (F11 − ρ1T11)x(1)1 = ρ1x(1)1 . (3.21)
Since the matrix P T11 possesses the strong Perron–Frobenius property, we obtain that y
(1)
2 > 0.
We premultiply (3.21) by y(1)2
T
to obtain
ρ2y
(1)
2
T
x
(1)
1 = y(1)2
T
P11x
(1)
1  y
(1)
2
T
(F11 − ρ1T11) x(1)1 = ρ1y(1)2
T
x
(1)
1 .
SinceT11 /=0, there exists at least one index i such that ((F11 − T11)x(1)1 )i < ((F11 − ρ1T11)x(1)1 )i ,
which means that strict inequality holds for the spectral radii (ρ2 < ρ1). It is obvious that equality
of the spectral radii holds if T11 = 0. The case ρ2 = 0, when P11 = 0, is trivial.
Case 3. ρ1 > 1:
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In analogy with the previous case, we obtain
P11x
(1)
1 = (F11 − T11)x(1)1  (F11 − ρ1T11)x(1)1 = ρ1x(1)1 .
Premultiplying by y(1)2
T
we obtain
ρ2y
(1)
2
T
x
(1)
1 = y(1)2
T
P11x
(1)
1  y
(1)
2
T
(F11 − ρ1T11)x(1)1 = ρ1y(1)2
T
x
(1)
1 .
SinceT11 /=0, there exists at least one index i such that ((F11 − T11)x(1)1 )i > ((F11 − ρ1T11)x(1)1 )i ,
which proves the strict inequality ρ1 < ρ2. 
Example 3.1. Consider the nonsingular matrix A =
(
2 −1 0
−1 0 −1
0 −1 2
)
and its Perron–Frobenius
splittings A = M1 − N1 = M2 − N2:
M1 =
⎛
⎝2 −1 10 2 −1
1 −1 3
⎞
⎠ , M−11 N1 = 19
⎛
⎝1 4 −17 10 2
5 2 4
⎞
⎠ , x1 =
⎛
⎝0.27110.8954
0.3532
⎞
⎠ ,
y1 =
⎛
⎝0.54150.8313
0.1258
⎞
⎠ , M2 =
⎛
⎝ 2 −1 1−1 2 −1
1 −1 3
⎞
⎠ , M−12 N2 = 17
⎛
⎝−1 4 −11 10 1
3 2 3
⎞
⎠ ,
x2 =
⎛
⎝0.27790.8977
0.3419
⎞
⎠ , y2 =
⎛
⎝0.11360.9870
0.1136
⎞
⎠ , T = M−11 (N1 − N2) = 19
⎛
⎝2 0 05 0 0
1 0 0
⎞
⎠ ,
T x2 =
⎛
⎝0.06180.1544
0.0309
⎞
⎠ > 0, T Ty1 =
⎛
⎝0.59610
0
⎞
⎠  0,
T ′ = M−12 (N1 − N2) =
⎛
⎜⎝
0.2857 0 0
0.7143 0 0
0.1429 0 0
⎞
⎟⎠ , T ′x1 =
⎛
⎜⎝
0.0775
0.1936
0.0387
⎞
⎟⎠ > 0,
T ′Ty2 =
⎛
⎝0.75370
0
⎞
⎠  0.
We observe that the matrices M−11 N1 and M
−1
2 N2 are not nonnegative ones, but both of them as
well as their transposes possess the Perron–Frobenius property. The vectors T x2 and T Ty2 are
positive, which means that both assumptions of Theorem 3.1 hold. Also, the vectors T ′x1 and
T ′Ty1 are positive, which means that both assumptions of Theorem 3.2 hold. So, both Theorems
work well and confirm the strict inequality of the spectral radii: 1 < ρ(M−11 N1) = 1.4343 <
ρ(M−12 N2) = 1.5272.
Remark 3.1. We remark that Theorems 3.1 and 3.2 work also well if we replace the associated
matrices P, T and F by their transposed forms as in (2.12).
D. Noutsos / Linear Algebra and its Applications 429 (2008) 1983–1996 1995
4. Concluding remarks
In the present work the extension and generalization of the Stein–Rosenberg Theorem to the
class of nonnegative splittings as well as to the most general class of Perron–Frobenius splittings
was discussed. Characteristic examples to confirm the theoretical analysis were presented.
It is noted that applications of the Stein–Rosenberg type theorems arise in many practical cases.
For example, in Markov Chains [2] and in Population Dynamics [14]. Also, the Stein–Rosenberg
theorems seem to be useful in the Multisplitting Techniques for the solution of linear systems of
algebraic equations [21,20,3,12,27].
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