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ABSTRACT 
The behavior of the singular values sk(An), k = 1,2,. , r, of the nth power 
of an r x r matrix A is analyzed for n -+ 00. One of the main results gives 
for each k an explicit construction of a sequence of the form (o(k)nne(k))rZo=l 
which is equivalent to the sequence (sk(An))pE1. Analogous results are derived 
for the continuous case, where A” is replaced by exp(tA). Applications con- 
cern kinematic similarity of difference and differential equations with constant 
coefficients. 
1. INTRODUCTION 
As is known (see [6]), the spectral-radius formula for a square matrix 
has the following generalization for singular values: 
,Ilmsk(A”)l’n = [&(A)(, k= 1,2 ,...) r. (1.1) 
Here sl(A) 1 Q(A) 2 . .. 2 s,.(A) are the singular values of the r x r 
matrix A, and Xl(A), &(A), . . .,X,(A) are the eigenvalues of A with mul- 
tiplicities taken into account and ordered according to decreasing absolute 
values. In a very rough interpretation (1.1) means that for each Ic the 
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sequence (sk(An))rcl behaves like ((Xk(A)ln)Fzl. In this paper we estab- 
lish the precise connection between these two sequences.We show that one 
can find explicitly an integer e(k), which also depends on the matrix A, 
such that 
sk(An) 
’ zy I&(A)I” dk) < +oo’ (1.2) 
Furthermore, if A is a Jordan matrix J, then there is a constant c(k) such 
that 
sk(Jn) 
n!% I~k(J)ln-‘(“)nW = c(k). (1.3) 
For the case when A and J are invertible the quotients appearing in (1.2) 
and (1.3) are well defined, and clearly they can be given a precise meaning 
in the general case as well. For the case when A is a single Jordan block 
Jx with eigenvalue X, the number 4?(k) is equal to T $ 1 - 21c, where T is the 
order of the block, and (1.3) takes the form 
sk( J,n) _ ;; 1;;; pjn-r-l+Zkg+l-2k + 0(Ij,ln-r-1+2knr-2k), 
72 --) oo. (1.4) 
The above formulas (1.2)-(1.4), together with their continuous analogues, 
which concern exp(tA) rather than A”, form the main results of this paper. 
We treat the discrete and continuous versions from one point of view, and 
our analysis starts with the analogue of (1.4) for the general case. 
The results are applied to problems of kinematic similarity for difference 
and differential equations with constant coefficients. The discrete results are 
also stated in terms of similarity of block shifts on appropriate e2 spaces. 
The paper consists of three sections, not counting the present introduc- 
tion. In Section 2 we state our main results about the asymptotic behavior 
of the singular values of A” and exp(tA) for n + oc and t + 03, re- 
spectively. Section 3 contains the applications to difference and differential 
equations with constant coefficients and the connections with similarity for 
the block shift. In Section 4 we prove a general result which allows us to 
derive the theorems of Section 2 from one point of view. 
2. MAIN THEOREMS 
This section consists of two subsections. The first considers the discrete 
case, which concerns the asymptotic behavior of the singular values of A” 
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for n 4 co, and the second considers the continuous case, which concerns 
the asymptotic behavior of the singular values of exp(tA) for t -+ co. 
2.1. Discrete Case 
The first theorem gives the asymptotics of the singular values of A” for 
n + cc for the case when A is a single Jordan block. 
THEOREM 2.1. Let Jx,~ be a single Jordan block of order r with X on 
the main diagonal. Then the asymptotics of the singular values of J;,,r. for 
n -+ 00 are as follows: 
sk ( JF,T) = IXln-r-l+2k $++1-2, + O(n’Z9 , n + 00, 
k= 1,2 ,..., r. 
Note that this theorem is only of interest in the case when X # 0, because 
JT,,T = 0 if n > r and X = 0. 
Given a matrix A of order r, we define the numbers vd(A, k, n) by 
vd(A, k,n) = c(k)a(k)n-e(k)ne(k), k=1,2 ,..., r, n = 1,2 ,..., (2.1) 
where d stands for discrete. The numbers c(k) = c(k,A),a(k) = a(k,A), 
and e(k) = [(k, A) are independent of n, and determined by the follow- 
ing procedure. Let Xi, X2,. . . , As be the distinct eigenvalues of A, and let 
&l, 4,2,. ‘. 7 bj,pj be the (not necessarily different) orders of the Jordan 
blocks of A with Xj on the main diagonal, j = 1,2,. . . , s. In particular, 
C,“=, CT!_, Sj,q = r. With each j E {1,2 ,..., s}, q E {1,2 ,..., p3}, and 
U E {1,2,. . ,6,,,} we associate the triple 
In this way we obtain r triples, which we order lexicographically. So, a 
tGple_A z (Ai, A,, Aa) 1s said to be smaller than or equal to a triple 
(Al, AZ,&) ( no a ion: A 3 A) if Ai < Ai or if Ai = Ai and A2 < A2 t t’ 
or if Ar = Ar and A2 = & and A3 5 As. Let Ai k A2 k .. t A, be 
the lexicographically ordered triples of A. We put 
u(k) = u(k,A) = Ak,rr e(k) = e(k,A) = Ak,2, c(k) = c(k,A) = Ak,s, 
where (Ak,r, Ak,s,Ak,s) = Ak, k = 1,2,. . . ,I-. 
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Let us illustrate the construction of the numbers vd(A, k, n) on the fol- 
lowing example. Take 
A= 
3+4i 1 0 0 0 0‘ 
0 3+4i 1 0 0 0 
0 0 3+4i 0 0 0 
0 0 0 3-4i 1 0 
0 0 0 0 3-4i 0 
0 0 0 0 0 4 
(2.2) 
We order the eigenvalues as they appear in the matrix, so X1 = 3 + 4i, 
X2 = 3 - 4i, XJ = 4. Note that r = 6, s = 3, pj = 1, j = 1,2,3, and 
the Sj,g’s which we have to take into account are 6r,r = 3, 6z,r = 2, and 
6a,r = 1. The construction in the previous paragraph now gives the triples 
AI,I,I = (5,2,$, A,,,,2 = (590, I), Au3 = (5, -2,2), 
A,,,,, = (5,1, I), A2,1,2 = (5, -1, I), A3,1,1 = (4,0,1). 
Since AI,I,I ? &,r,l ? A1,1,2 ? &,1,2 ? AI,I,S ? &,I,I, we obtain that 
vd(A, 1, n) = $1.~5+~, 24A, 2, n) = n5+l, v~(A, 3, n) = 5n, 
vd(A, 4, n) = 7~-~5~+r, z+(A, 5,n) = 2r1-~5”+~, vd(A, 6, n) = 4n. 
The next theorem gives the asymptotics of the singular values of A” for 
n -+ 00 if A is a Jordan matrix, thus generalizing Theorem 2.1. 
THEOREM 2.2. Let J be a Jordan matrix of order T. The asymptotics 
of the singular values of J” for n -+ co are as follows: 
sk(Jn) = Q(J, k,n) [l + 0(1/n)], n + 00, k=1,2 ,..., T, (2.3) 
where the numbers vd( J, k, n) are as in (2.1). 
Note that Theorem 2.2 is only of interest for k 5 rankA’, since for 
k > rank A’ and n > T both sk( Jn) and vd(J, k, n) are zero. 
Let T c [O,oo) be unbounded, and endow T with its usual ordering. 
Consider two nets (oj)je7 and (bj),,, of nonnegative real numbers (i.e., 
sequences if r is countable). These nets are called equivalent [notation: 
(aj)jeT N (bj)jE7] if there exist N E r and M 2 1 such that 
bj/M 2 aj 5 Mbj, j E ~\P,N) 
The following theorem charactarizes the sequences (sk(An))FzO of singular 
values of a square matrix A up to equivalence. 
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THEOREM 2.3. Let A be a matrix of order r. Let vd(A, k,n), k = 
1,2 ,..., T, n = 1,2 ,.“) be as in (2.1). Then for each k E {1,2, . , r} 
the sequence (sk(A”)),“,, of kth singular values of the powers of A and the 
sequence (v~(A, k, n))rzI are equivalent. 
To illustrate the previous theorem on an example, let A be a 6 x 6 matrix 
whose Jordan form is given by the right-hand side of (2.2). Theorem 2.3 
specified for such an A gives the following equivalences for the sequences 
of singular values of powers of A: 
Let A be a square matrix of order T, and let v~(A, k, n) be as in (2.1). 
Take the nth root of the kth singular value of An. Since in (2.1) the numbers 
c(k), u(k), and e(k) do not depend on n, we see from Theorem 2.3 that 
lim n-+oo [s/z (A”)] lln = a(k). Since a(k) is the absolute value of the kth 
eigenvalue of A, we obtain the following corollary, which is a result of 
Yamamoto [6]. 
COROLLARY 2.1. Let A E C”’ have eigenvalues Xj, j = 1,2,. . , r, or- 
dered by their absolute values in a decreasing way, i.e., 1x11 2 IX21 
> . > [X,1. Then 
For a Jordan matrix J we denote by [J]d the real Jordan matrix which 
one obtains by replacing the diagonal entries of J by their absolute values, 
i.e., [J]d = J - diag(J) + jdiag(J)l. 
THEOREM 2.4. Let A and B be square matrices of order r with Jordan 
matrices JA and JB, respectively. Then for k = 1,2, . . , r the sequences 
(sk(A”))p=-, and (sk(Bn))pzO are equivalent and rank Ak = rank Bk if 
and only if the Jordan matrices [JA]~ and [JB]~ are similar. 
2.2. Continuous Case 
The first theorem gives the asymptotics of the singular values of exp(tA) 
for t -+ 03 for the case when A is a single Jordan block. 
THEOREM 2.5. Let Jx,~ be a single Jordan block of order r with X on the 
main diagonal. Then the asymptotics of the singular values of exp(tJx,,) 
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for t -+ 00 are as follows: 
sk(exp(tJA,r)) = exp(t Re X) Ht’+1-2k + 0(T2’) 
> 
, t -+ cm, 
k=1,2 ,..., r. 
Given a square matrix A of order r, we define the numbers u,(A, k, t) by 
vc(A, k, t) = d(k) exp[tb(k)] . P(“), k=1,2 ,..., r, t>O, (2.4) 
where c stands for continuous. The numbers d(k) = d(k, A), b(k) = b(k, A), 
and m(k) = m(k,A) are independent of t, and determined by the fol- 
lowing procedure. Let Xi, X2,. . . , A, be the distinct eigenvalues of A, and 
let Sj,i, 6j,2, . . . ,Sj,pj be the (not necessarily different) orders of the Jor- 
dan blocks of A with Xj on the main diagonal, j = 1,2,. . . , s. With each 
j E {1,2,... ,S),C!E{I,2,... ,pj}, and u E {1,2,. . . , cY.~,~} we associate the 
tuple 
rj,4,u = ReXj, 6j,q - 2~ + 1, 
(u - l)! 
> (6,,, - u)! 
Note that the triple 17j,s,U differs from the triple Aj,p,u only in the first 
component. In this way we obtain r triples, which we order lexicographi- 
tally, as in the discrete case. Let l?i k I’2 2 . . . ? rr be the ordered triples 
of A. We put 
b(k) = b(k, A) = I’rc,l, m(k) = m(k, A) = rk,z, 
d(k) = 4k, -4) = rlc,s, 
where (rk,l, rk,2, rb,3) = rk, k = 1,2,. . , r. 
To illustrate the construction of the numbers vc(A, k, t) we return to the 
Jordan matrix A defined in (2.2). Recall that in this case s = 3, ReXi = 
ReXs = 3, and ReXs = 4. Since I’j,4,U differs from Aj,s,zL only in the first 
component, we get 
rl,l,l = (3,2, $), r1,1,2 = (3,0, I), r1,1,3 = (3, -2,2), 
r2,1,1 = (3, I, I), r2,1,2 = (3, -I, 2), r3,1,1 = (4,6,1). 
These triples are lexicographically ordered by 173,1,1 ? 11,1,1 k F2,1,1 k 
I’i,i,s ? l?2,1,2 ? r(i,i,s, and hence we obtain that 
v,(A, I, t) = exp(4t), v,(A, 2, t) = it2 exp(3t), 
v,(A, 3, t) = t exp(3t), v,(A, 4, t) = exp(3t), 
v,(A, 5, t) = t-l exp(3t), v,(A, 6, t) = 2tm2 exp(3t). 
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The next theorem states the generalization of Theorem 2.5 to the case 
when A is a Jordan matrix. 
THEOREM 2.6. Let J be a Jordan matrix of order r. Then the asymp- 
totics of the singular values of exp(tJ) for t + 00 are as follows: 
sk(exp(tJ)) = vC(J, k, t)[l + 0(1/t)], t --t co, k = 1,2, ,_r, 
where the numbers uC( J, k, t) are as in (2.4). 
The following result characterizes the nets of singular values of exp(tA) 
up to equivalence. 
THEOREM 2.7. Let A be a square matrix of order r. Let u,(A, k, t), 
k = 1,2, . , r, t > 0, be as in (2.4). Then for each k E { 1,2, . ? r} the 
nets (sk(exp(tA))) t>~ and (v~(A, k, t))t,o are equivalent. 
Note that Theorem 2.7 implies Theorem 2.3 for the case when A is 
invertible. Indeed, if A is invertible, then log A is well defined, and hence 
exp(nlogA) = A”, n 2 0. So, if we apply Theorem 2.7 to log A, we obtain 
Theorem 2.3. 
Specified for the matrix A in (2.2), Theorem 2.7 gives the following 
equivalences: 
(si(exp(tA))) N (exp(dt)), (az(exp(tA))) - (it” exp(3t)), 
(ss(exp(tA))) N (texp(3t)L (sd(exp(tA))) N (exp(3t)), 
(sg(exp(tA))) N (t-i exP@t)), (%(exP(tA))) - (2tp2exP(3t)). 
COROLLARY 2.2. Let A E CTxT have eigenvalues X,, j = 1,2,. : I‘, 
ordered by their real parts in a decreasing way, i.e., ReXi > ReX2 > > 
ReX,. Then 
ji_~ i logsk(exp(tA)) = ReXk, k=1,2 ,..., r. 
For a Jordan matrix J we denote by [JIC the real Jordan matrix which 
one obtains by replacing the diagonal entries of J by their real parts, i.e., 
[JIC = J - diag(J) + Rediag(J). 
THEOREM 2.8. Let A and B be square matrices of order r with Jordan 
matrices JA and JB, respectively. Then for each k = 1,2,. . , r the net 
(s,+(exp(tA)))t2o and the net (sk(exp(tB))) t>o are equivalent if and only if 
the Jordan matrices [JA]~ and [ JB]~ are similar. 
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The results of Sections 2.1 and 2.2 are proved in Section 4, where they are 
put in a more general setting. The latter will allow us to derive Theorems 
2.1, 2.2, 2.5, and 2.6 as particular cases of more general results. 
3. BLOCK SHIFTS, AND KINEMATIC SIMILARITY 
FOR TIMEINVARIANT DIFFERENCE 
AND DIFFERENTIAL EQUATIONS 
In this section we apply the results of the previous section to obtain 
neccessary and sufficient conditions for kinematic similarity of difference 
and of differential equations with constant coefficients. We also make a 
connection with similarity of block shift operators on e.$. 
Let A,B E Crxr, and let 
x,+1 = Azn, n 2 0, Z:,+i = B&, n > 0, (3.1) 
be the associated one-sided time-invariant difference equations. We say that 
the difference equations (3.1) are kinematically similar if there exists a 
sequence (&)nM,c of invertible matrices of order r with 
AE, = E,+lB, n 2 0, snupo {IIE~II~ IIE,?ll> < 00, (3.2) 
The left-hand side of Equation (3.2) means that the first equation in (3.1) 
is transformed into the second equation in (3.1) if in the first equation one 
takes x, = E,&, n 2 0. 
THEOREM 3.1. Let A and B be square matrices of order r with Jordan 
matrices JA and JB, respectively. The following are equivalent: 
(i) the one-sided difference equations (3.1) are kinematically similar; 
(ii) for k = 1,2,. . . ,r, the sequences (sk(An))pCO and (sk(Bn))rTO are 
equivalent, and rank Ak = rank Bk; 
(iii) the real Jordan matrices [J,& and [JB]~ are similar. 
If, in addition, A and B are invertible, then (i), (ii), and (iii) are also 
equivalent to 
(iv) the sequences (AnEBmn)Tz=, and (B”E-lA-“)TzO are bounded for 
some invertible matrix E. 
Proof. (i)+(ii): A ssume that E, is invertible, n 2 0, and (3.2) hold. 
From the left-hand side of (3.2) it follows that 
A” = E,BnE& B” = E-lA”E,,, 71 n 1 0. (3.3) 
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Hence the min-max characterization of the singular values of a matrix (see, 
e.g., [5, Theorem 7.3.101) yields that 
5 M2sk(Bn), n L 0, 
where M is equal to the left-hand side of (3.2). Using the equality in 
the right-hand side of (3.3), we obtain the reversed inequality sk(Bn) < 
M2sk(An), n 2 0. We conclude that the sequences (s~(An))~& and 
(sk(F))r=c are equivalent. Clearly, (3.3) implies that Ak and Bk have 
equal ranks, k = 1,2,. . . , T. 
(ii)@(iii): Th is e urva ence follows from Theorem 2.4. q 1 
(iii)=+(i): Let SA be an invertible matrix such that 
SilA,‘j’~ = JA = diag(Jx,,,?)&r, (3.4) 
with Jx,,P, a single Jordan block of order pj with Xj on the main diagonal, 
j = 1,2,. . ) s. Put 
D = diag((Xj/lXjl)“f”)~,l if Xj # 0, 
nLl 
i I P, if X,=0, 
j=1,2 ,...,s, n=O,l,..., (3.5) 
and E,, = SA diag(D,,i&i, n = 0, 1, . . . From (3.5) it follows that 
Jx,,p. Dn,j = Dn+~,j Jjxjj,p, > i 
and hence A& = E,+~[JA]~. Since IID,,jll = 
ljD,jll = 1, we have that (3.2) holds. We conclude that the difference 
equations 
xn+i = Axn, n L 0, %+I = [JAIG,, n 2 0, (3.6) 
are kinematically similar. In the same way the difference equations (3.6) 
with A replaced by B are kinematically similar. Let S be invertible such 
@at S-“[JA]~S = [JB]~, and put En = S, n 2 0. With the sequence 
(En)rco we obtain that the difference equations 
x,+1 = [JA]G~, n 2 0, Cc,+1 = [JBIG%, 72 2 0, (3.7) 
are kinematically similar. Hence, the difference equations (3.6), the equa- 
tions (3.6) with A replaced by B, and the equations (3.7) are pairwise 
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kinematically similar. We conclude that the difference equations (3.1) are 
kinematically similar. 
(i)#(iv): Assume that A and B are invertible. Clearly, a sequence 
(E,)FzO of invertible matrices satisfies the left-hand side of (3.2) if and 
only if E, = AnEoB-“, n 2 0. So, if (3.2) holds, then (iv) holds with 
E = Eo, and if (iv) holds, then (3.2) holds with E, = A”EB-“, n > 0. ??
For differential equations the analogue of Theorem 3.1 reads as follows. 
Let A, B E CTxr. The differential equations 
z’(t) = AZ(~), t 2 o, Z’(t) = B%(t), t 2 o, (3.8) 
are called kinematically similar if there exists a matrix-valued function E : 
[O,cm) + CTXT such that its entries are absolutely continuous on compact 
intervals, E(t) is invertible, t E [O,oo), sup,~,,{l\E(t)Ij, IjE(t)-lII} < 00, 
and 
E’(t) = AE(t) - E(t)B, (3.9) 
(see [l, Chapter IV, Section 21). Equation (3.9) means that the first equa- 
tion in (3.8) is transformed into the second equation in (3.8) if in the first 
equation one takes z(t) = E(t)!%(t), t 2 0. 
THEOREM 3.2. LetA,B E CT”. The following are equivalent: 
(i) the one-sided differential equations (3.8) are kinematically similar; 
(ii) for k = 1,2,. . . ,T the nets (sk(exp(tA))),Lo and (sk(exp(tB)))t20 
are equivalent; 
(iii) the real Jordan matrices [JAI= and [JB] c are similar; 
(iv) for some inwertibze mat& E the functions exp(tA), E exp(-tB) 
and exp(tB), E-’ exp(-td) are bounded on t 2 0. 
Proof. (i)+(ii) Let E: [O,oo) -+ CTxT be a kinematic similarity as in 
the paragraph preceding Theorem 3.2. Since the entries of E are abso- 
lutely continuous on compact intervals, the function t -+ E(t) exp(tB) has 
a derivative almost everywhere, 
-$E(t) exp(tB) = E’(t) exp(tB) + E(t)B exp(tB) 
= AE(t) exp(tB), t 2 0, a.e., (3.10) 
where the last equality comes from (3.9). From (3.10) it follows that 
the columns of E(t)exp(tB) are solutions of the differential equation 
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z’(t) = Ax(t), t 2 0, and hence 
E(t) exp(tB) = exp(tA)E(O), t 1 0. (3.11) 
As in the proof of the implication (i)+(ii) of Theorem 3.1, one uses the 
min-max characterization of the singular values to show that (3.11) implies 
(ii). 
(ii)@(iii): Th is e q uivalence follows from Theorem 2.8. 
(iii)+(i): We apply th e same reasoning as in the proof of Theorem 3.1. 
The main difference is that D,,j as in (3.5) is replaced by 
DJ(t) = diag(exp(t(& - Pjl)))%i, j = 1,2 ,“‘,S, t 2 0, 
where X, and pj are as in (3.4). Then Dj(t) satisfies D:(t) = JA,,~, D3(t) - 
Dj(t)Jlx,/,p, > t 1 0. 
(i)@(iv). Using th e reasoning in (i)=t(ii), one easily obtains that (3.11) 
holds if and only (3.9) holds. The same arguments as in the proof of The- 
orem 3.1 (i)w(iv) give that (i)ti(iv). m 
The equivalence of (i) and (iii) in Theorem 3.2 is a result of Erugin [2] 
(see also [3, Chapter IV, Section 4, Theorem 11). 
Theorems 3.1 and 3.2 have analogues for the two-sided case, which ap- 
pear if one replaces n 2 0 by n E Z and t 2 0 by t E Iw in Theorem 3.1 (i), 
(iv) and Theorem 3.2(i), (iv) respectively. The proofs of these two-sided 
versions are obtained by making the same replacements in parts (iii)+(i) 
and (i)ti(iv) of the corresponding proofs. 
As a corollary to Theorem 3.1 we obtain the following theorem on simi- 
larity of one-sided forward block shifts. By !; we denote the set of square- 
summable infinite sequences of vectors in @‘, i.e., 
Let A E CrxT. We define S,J: es -+ es to be the one-sided forward block 






_ if j>l. 
The operator SA will be called the block shift associated with A. Recall that 
two operators Tl,Tl on e; are called similar if there exists an invertible 
operator T on & such that TTl = TzT. If the operator T may be chosen 
block-diagonal (i.e., the standard matrix representation of T is a block- 
diagonal matrix), we say that Tl and T2 are block-diagonally similar. 
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THEOREM 3.3. Let A, B E Cx be invertible. The following are equiv- 
alent: 
(i) the associated block shifts SA and Sg are similar; 
(ii) the associated block shifts SA and SB are block-diagonally similar; 
(iii) fork = 1,2,..., T- the sequences (sk(An))rzO and (sk(Bn))rzo are 
equivalent; 
(iv) the real Jordan matrices [JA]d and [JB]d are similar; 
(v) the sequences (A”EB-“)r=, and (B”E-lA-“)~!-o are bounded for 
some invertible matrix E. 
Proof. (i)+(ii): Let T = (Ti,j)&, be an invertible operator on es such 
that SAT = TSB. SO 
ATi-l,j = Ti,j+lB, i=1,2 ,..., j=O,l,..., (3.12) 
0 = T’,j+iB, j = O,l,. . . . (3.13) 
By an induction argument it follows from (3.12)) (3.13)) and the invertibility 
of A and B that Ti,j = 0, i < j. Hence E := diag(T) is an invertible 
operator on 4, which satisfies SA E = ESB. 
(ii)=+(i): This implication holds by the definition of diagonal similarity. 
(ii)H(iii)@(iv)*(v): Note that the sequence (E,)pzo of invertible ma- 
trices of order T satisfies (3.2) if and only if the diagonal operator E = 
diag(&)rzo on es is invertible such that ESA = SBE. So statement (ii) is 
equivalent to Theorem 3.1(i). Hence, Theorem 3.1 yields that (ii)@(iii)M 
(iv)@(v). ??
Theorem 3.3 has also an analogue for the two-sided case. We return to 
this topic in a future publication. 
4. PROOFS OF THE MAIN THEOREMS 
This section consists of three subsections. In the first subsection we 
present two general theorems which contain the main results of Section 
2 as special cases. The second subsection contains some auxiliary results, 
which we will use in the third subsection to give the proofs. 
4.1. The Main Results from One Point of View 
Let A be a square matrix of order T, and let f be a complex-valued 
function which is analytic in an open neighborhood of the spectrum of A. 
In this section we state two theorems which describe the asymptotics of 
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the singular values of exp[tf(A)] for t -+ 00. The first theorem concerns 
the case when A is a single Jordan block. 
THEOREM 4.1. Let JA,~ be a single Jordan block of order r with X on 
the main diagonal. Let f be a complex-valued function which is analytic at 
the point X with f’(x) # 0. Then the asymptotics of the singular values of 
exdtf(Jx,r)l for t 3 00 are as follows: 
= exp[t Re f (A)] ~~f’(~)~‘~l~“*~‘il~z~ 
t + 00, k=1,2 ,..., r. (4.1) 
With f(z) = z one obtains Theorem 2.5, whereas f(z) = logz gives 
Theorem 2.1 provided X # 0. 
Given a matrix A of order r, and a complex-valued function f which 
is analytic in an open neighborhood of the spectrum of A, we define the 
numbers p(A, f, k, t) by setting 
p(A, f, k, t) = d(k) exp[tb(k)] . PC”), k=1,2 ,..., r, t>O, (4.2) 
where d(k) = d(k, f,A), b(k) = b(k, f,A), and m(k) = m(k,f,A) are inde- 
pendent of n, and determined by the following procedure. Let X1, AZ,. . , A, 
be the distinct eigenvalues of A, and let 6j,r, 6,,2, . . , cS~,~,, be the (possi- 
bly equal) orders of the Jordan blocks of A with Xj on the main diag- 
onal,j = 1,2 ,..., s. Witheachj E {1,2 ,... ;s}, q E {1,2 ,..., pj}, and 
u E {1,2,. . , 6j,4} we associate the triple 
“Jf,, = Re f (A,), Sj,, - 2~. + 1, 
(u - l)!jf’(Xj)y, v+l 
> > (I& - u)! ’ 
The r triples obtained in this way are ordered lexicographically (see Section 
2.1), and denoted by Rf k R{ h . ? 0;. We put 
b(k) = b(k f, A) = @,r, m(k) = m(k, f, A) = flf,2, 
d(k) = d(k f, A) = $3, 
where ($, , %$, nj!,,=nf, k=1,2 )... ,r. Note that with f(z) = z, the 
triple Ri,,,, is equal to the triple I’j,q,U in Section 2.2. If f(z) = logz, and 
A is invertible, then the triples Aj,4,U and C13fg,U are related via 
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The next theorem extends Theorem 4.1 to the case when A is an arbitrary 
Jordan matrix. 
THEOREM 4.2. Let J be a Jordan matrix, and f be an analytic func- 
tion on the spectrum of J. Then the asymptotics of the singular values of 
exp(tf( J)) for t -+ co are as follows: 
slc(ew[tf(J)l) = AJ,f, kt)P + Wlt)ll t ---f 03, Ic=1,2 ,..., r, 
(4.4) 
where the numbers p( J, f, k, t) are as in (4.2). 
4.2. Auxiliary Results 
Let A = (ai,j)&, b e a square matrix of order r. For 1 F ii < iz 
< . . < i, 5 r and 1 5 ji < js < 1 < . . . < j, 5 r, we let 
denote the p x q submatrix of A which consists of the rows ii, i2, . . . , i, and 
the columns ji, jz, . . . , j,. Let 1 5 Ic 5 r, and assume that 
&I := (a,,j)& = A (: ; ::: ) 
is nonsingular. Recall that the Schur complement of A[k] in A is the matrix 
UApl) := A(::: :: ) 
It is well known (see, e.g., [5, Section 0.8.51) that 
det A 
det C(A[kl) = -. 
det A[k] (4.5) 
Note that (C(A~kl))i,j, the (i,j)th entry of x(&l), is precisely the Schur 
complement of Alk] in A( i,...,k,k+j i”“‘lc’lc+‘). Since (C(Alkl))i,j iS SC&r, we see from 
(4.5) that 
det A ( 
1 k k+i 
(~(A[k]h = 
1 k k+j > 
det A[kl ’ (4.6) 
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Let R(t) be a T x T rational matrix function of the form 
R(t) = Dleft (t)L(t)Dright(t), (4.7) 
where Dri&t(t) = diag(t’-J)T,i, Dreft(t) = diag(tl+)~=i, and L(t) is proper 
(i.e., analytic at co) and such that its (i, j)th entry is identically zero when- 
ever i + j > r + 1. In particular, 
L := JirI& L(t) (4.8) 
exists. In what follows we assume that det LI~_~I # 0. This implies that 
L(t)llc-il and R(t)l,-il are nonsingular for t sufficiently large, t 2 to say. In 
particular, fort 2 to the Schur complements X(L(t)[,,_,]) and C(R(t)[k_ll) 
are well defined. From (4.7) we see t,hat 
w(t)[k-l]) = ol(t)C(L(t)[k-l])02(t), t 2 to, (4.9) 
where 
Di(t) = diag(tl-z)yE‘=,, Dz(t) = diag(t’-j)y=,. (4.10) 
Put El = (el,O, . ,O) E @(r-kfl)x(r-k+l), where ei denotes the first 
vector of the standard basis of Cr-lc+i. From (4.9) and (4.10) we obtain 
the asymptotics 
C(R(t)p_q) = F21c+l (Wjrc-11))@1 + W-2kL t + 00. 
Here, for a matrix function M(t) and a scalar function f(t) we write M(t) = 
O(f(t)), t ---t 00, whenever each entry of M(t) is o(f(t)), t 4 cw. So we 
conclude from (4.6) that 
C(R(t),q) = rak+l det L’k] 
det L[k - l] 
El + 0(tT-2k)> t ---) c70. (4.11) 
The following proposition gives the asymptotics of the kth singular value 
of R(t) for t + 03. 
PROPOSITION 4.1. Let R(t) b e an r x r rational matrix function as 
in (4.7), and let L be as in (4.8). A ssume that L, L[~c-~I and L[k] are 
nonsingular. Then the asymptotics of the kth singular value of R(t) for 
t ----) 03 is given by 
Sk (R( t)) = tr+1-2k 
det $1 /detLfk-lll + o(rzk), t f 00. (4.12) 
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Proof. The proof is in four steps. 
Step 1. We show that for any r x r matrix A, and any 1 6 k 5 r such 
that A[k] is nonsingular, sk+l(A) 5 sl(C(Aikl)). To see this, put 
Al1 = A[+ An=A(,:, 1:: !)I 
.,,_A(‘;’ 1:: ;), and A~J=A(LI~ 1:: r). 
Note that 
T= 
has rank smaller than or equal to k. Hence, 
SL+I(A) 5 sl(A - T) = sl( : E(;[kl))) = dwlkl)). 
Step 2. In this step we show that 
S1(C(R(t)[&1]) = tr+l-zk + o(r2”), t -+ co. (4.13) 
To see this, note that by (4.11) 
t”“, C(R(t)[k-l]) = E detL[k] + trfl-2k ’ det L[k-i] ’ 
Now, recall that si(B) is just the spectral norm of B, and hence (4.13) 
holds. 
Step 3. Let J be the reversed identity, and let W(t) = JR(t)-lJ. We 
show that 
S@(W(t)[,-k])) = talc-‘--l +O(t 
2k-r-2 
)3 t -+ co. (4.14) 
Using the notation of the paragraph preceding Proposition 4.1, and the 
invertibility of L, we have that L(t) 1s invertible for t sufficiently large, 
and limt+oo JL(t)-lJ = JL-‘J. Prom (4.7) it follows that W(t) = 
Dl,ft(t)JL(t)-‘JD,i,ht (t). Since (see, e.g., [4, Theorem 111.4.11) 
det(JL-lJ)[,_kl = det+l/detL # 0, 
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the analysis in the paragraph preceding Proposition 4.1, applied to W(t) 
in place of R(t), yields that 
ww[,-k]) = t Zk-r-1 dwJ-wk+l] El  + 0(pc4_2) det(JL-iJ)l,_kl 
= t2k-r-l det ‘%I E1 + qt2k-T-2) 
det L[k] 
3 t + co. (4.15) 
As in step 2, we conclude from (4.15) that (4.14) holds. 
Step 4. In this part we finish the proof of the proposition. From steps 1 
and 2 we conclude that 
Sk(R(t)) 5 tr+1-2k det L[k] I I det L[k- I] + O(T2k), t -+ 00. (4.16) 
We have that sk(R(t)) = [sr+&l(R(t)-l)]-l = [S,+k_l(W(t))]-‘, because 
J is a unitary matrix. Hence, steps 1 and 3 yield that 
Sk(R(t)) 2 {t2k-r-1[/d~$-; 1 +O(;)] )-’ 
Clearly, the inequalities (4.16) and (4.17) imply the equality (4.12). ??
LEMMA 4.1. For C < r consider the Hankel matrix 
H _ b(T-1) b(r-2) ‘.. b(e-1) 
r,e - 
where b(r),b(r-l),..., b(2e-r) are complex numbers. Take C 5 r - 2, and 
assume that Hr-z,e is nonsingular. Then 
det HT,e = 
det H,,e+l det H7_-2,e_l - det H:_l,e 
det H,-z,e 
(4.18) 
Proof. Permuting columns and rows, we see that from (4.5) it follows 
that 
det H,-,e = det HT-qe det 
K 
b6j:( ,(,“6” r)) - (;) HiY2,e(U y)]> 
(4.19) 
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where 2 = (b(r - I), . . . , b(l+ l)), w = (b(l- l), . . . , b(2e - r + l)), u = zr?, 
and y = wT. Expanding the 2 x 2 determinant in (4.19), and using (4.5) 
four times, we obtain that (4.18) holds. W 
LEMMA 4.2. Let X # 0, and let A = (ai,j)&l with 
i 
X’+i+J/(rfl-i-j)! if i+j <r+l, 
i&j = 
0 if i+j>r+1. 
Let A[k]. = (ai,j)f,iC1 be the kth principal submatrix of A, and let U(T, k) := 
detAlk1, k = 1,2,. . . ,T. Then 
Ic (-qi+l(j - iy 
a(r, k) = Xk(‘-“) n 
(r-j)! ’ 
k=1,2 ,..., r. 
j=l 
Proof. Clearly, Equation (4.20) holds for k = 1 and all r 2 
easy to see that (4.20) holds for k = T and all T 2 1, because 
(4.20) 
1. It is also 
T (-l)jf’(j - l)! 
a(r, r) = ( -1)T(r-1)/2 = n 
j=l 
(r-j)! . 
Proceed by induction on r. Assume that (4.20) holds for r = 1,2,. . . , F, 
and take r = F+ 1. PLoceedmg by induction on k, we assume thati4.20) 
holdsfork=1,2,... , k, 1 I k < F. Applying Lemma 4.1 to A(F+ 1, k + l), 
we obtain that 
a(F+ l,lc + 1) = 
a(F+ l,L)a(T-- l,i) - [a(T,Ic)12 
a(F-l,Z-1) ’ 
(4.21) 
Substituting the assumption (4.20) into the right-hand side of (4.21), one 
obtains after-some simple computations that (4.20) also holds with r = 
F + 1, k = k + 1. So, from induction on r and k, we obtain our re- 
sult. ??
4.3. Proofs 
In this subsection we prove Theorems 2.2-2.4, 2.7,2.8, 4.1 and 4.2. Recall 
that Theorems 2.5 and 2.6 follow from Theorems 4.1 and 4.2, respectively, 
by taking f(z) = z. Also recall that Theorem 2.1 with X # 0 follows from 
Theorem 4.1 by taking f(z) = log z. 
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Proof of Theorem 4.1. Let N = Jo,~ E CTxT. Note that N’ = 0: and 
hence by definition ~(JA,~) = Cczb N”f(“)(X)/v!. So we have that 
exp(tf (JxsT)) = exP[tf(X)l exp 
= expltf(~)lP(t). (4.22) 
where 
According to Newton’s multinomial formula, 
So P(t) is a polynomial matrix, say, P(t) = CLzipv(t)N” with p,, a 
polynomial of degree v with leading coefficient [f’(x)]“/v! # 0. Indeed, 
fix U, and let us compute p, from the double sum in (4.23). Clearly. 
CL;; iji = I d V. n or er to satisfy the latter equality and to make the degree 
m=jl+jz+~~~+j,-loft m in p, as large as possible, one must choose 
ji = V, j, = . = jr_ i = 0. Hence, p, is a polynomial of degree v with 
leading coefficient [f’(X)ly/v!. 
Next, let Q(t) = P(t) J, where J = (e,, e,_l, . , ei) is the reversed iden- 
tity. Then Q(t) is a rational matrix of the same form as E?(t) in Proposition 
4.1. Moreover, in this case the matrix L which is defined by (4.12) is equal 
to the matrix A in Lemma 4.2 with X replaced by f’(x). So we obtain from 
(4.22) and Proposition 4.1 that 
= I exr$f (4)lsk(P(t)) 
= exp[t Re f(x)] ~k(Q(t)) 
=exp[tRef(X)] t 3 03 
k=1,2 ,..., r. (4.24) 
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Finally, Lemma 4.2 gives that 
= IfWl rfl-2k (Ic - l)! (r - k)!’ 
and hence (4.4) follows. m 
Proof of Theorem 4.2. Let J be a Jordan matrix. Using the notation 
in the second paragraph following the proof of Theorem 4.1, it follows from 
Theorem 4.1 that there exist to 2 0 and M > 0 such that for each t 2 to 
the zlth singular value of exp[tf(Jx,,p)] is in the interval 
su(exp[~f(Jx,,,)l) E Ij,,,~(t) := gj,q,u(t) 1 - [ ( ~)&&(1+ y)]? 
U=1,2,*..,6j,pj, Q=1,2,...,pjr j=1,2 ,..‘) s, 
where gj,q,u(t) = s2$,q,u,s exp(tR~,g,,,,).tnS,l,.l,.2, with $q,u,i the ith entry of 
the triple a:,,,,, i = 1,2,3. Assume that Qi,q,V 4 Qi,5,5, where + denotes 
the lexicographic ordering. Then 
!Jj,q,uCt)C1 4 Mlt) 
t’:% gT,&)(l -M/t) < ” 
and hence there exists tl > to such that for each t 2 tl: 
Note that W$,4,u = G&C implies that Ij,q,u(t) = 1?,9;c((t), t 2 tl. Let 
Qf 2 Cl{ k . . k R,f be the lexicographically ordered triples of J, and 
let II(t), 12(t), . . . , I,.(t) be the corresponding intervals. From the foregoing 
analysis we conclude that the lexicographic ordering on the triples corre- 
sponds with an ordering on the intervals Ik(t), which is independent of t 
for t sufficiently large, say t 2 t2, namely, 
“5 + Qi ($ Vt 2 t2:VX E Ij(t),VZ E IT(t): 2 > 2, (4.25) 
0; = C$ M vt 2 t2: Ij(Q = IT(t). (4.26) 
Now, fix t > t2. Since J is a block-diagonal matrix, whose diagonal 
blocks are single Jordan blocks, we have that to each k E {1,2,. . . , r} cor- 
responds a triple (j, 9, u) E {(j, q, u) 1 u = 1,2, . . , Sj,q, q = 1,2, . . . ,pj, j = 
1,2,. . . , s}, such that 
(4.27) 
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This correspondence can be assumed to be one-one. Since singular val- 
ues are ordered in a decreasing way, we conclude from (4.27) and the 
ordering (4.25), (4.26) of the intervals Ik(t), k = 1,2,. ,T, t 2 t2, that 
sl;(exp[tf(J)]) E Ik(t), t > tz. So sk(exp[tf(J)]) = f12kf,3exp(tfl[,l) x 
&[l + 0(1/t)], t -+ co, k = 1,2,. , T, where fli,, is the ith entry of 
Qf,, i = 1,2,3. Hence (4.4) holds. ??
Proof of Theorem 2.2. Without loss of generality. we assume that, 
J= 
where J1 is a nonsingular Jordan matrix of order p := rank J’, and 52 is a 
Jordan matrix with only zeros on its main diagonal. Clearly, 5; = 0, and 
hence 
s/z(Jn) = 
sk(Jr) if l<klP: 
n, > 7’. o 
if p<k<r. 
_ (4.28) 
Since u(k) = 0, k > p, we have that 
dJ,kn) = 
U(J1, kn) if k i P, 
o if p<k<r, 
n > r. (4.29) 
and therefore we conclude from (4.28) that Theorem 2.2 holds for k > p. 
Apply Theorem 4.2 with J = J1, and ,f(z) = logz. Clearly, exp(nlog ,Jl) = 
Jr, exp(Re 1ogX) = 1x1, and f’(x) = l/X, X # 0. Hence the relation 
(4.3) yields that sk(Jp) = vd(Jl, k,n)[l +0(1/t)], t + cc, k = 1,2,. ,p. 
So, using (4.28) and (4.29), we conclude that Theorem 2.2 also holds for 
l<kIp. ??
Proofs of Theorems 2.3 and 2.7’. Let A E @“xrl let JA be a Jordan 
matrix of A, and let 5’~ be an invertible matrix such that A = Si1.J~5’~. 
Put n/r = ll.S’~lj jlS~‘ll. As in the proof of Theorem 3.l(i)+(ii), it follows 
from the min-max characterization of the singular values that sk( Jz)/M < 
sk(An) 5 Msk(Jz), n 2 1. So the sequences (sk(An))rTO and (sl~(J~))~=~ 
are equivalent, k = 1,2,. . , T. From Theorem 2.2 it follows that, the se- 
quences (sk(Jx))E1 and (I/~(JA, k, ~))ZI are equivalent, k = 1,2, : 1’. 
By definition vd(A, k, n) = vd(J~, k, n), and hence the sequences 
(sk(An)),M,l and (vd(A, k, n))Fzl are equivalent. 
Theorem 2.7 can be proved in the same way. ??
Proofs of Theorems 2.4 and 2.8. Here, we only prove Theorem 2.4. 
since Theorem 2.8 has an analogous proof. 
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Assume that [J A d and [JB]d are similar. Then, by definition, the num- ] 
bers vd( A, k, n) and vd (B, k, n) are equal, k = 1,2, . . . , T, n 2 0, and 
hence, from Theorem 2.3, we conclude that the sequences (sk(An))rEO and 
(sk(Bn))r?a are equivalent. Since rankAk = rank Ji = rank([JA]d)“, k = 
1,2,. . ,r, and the same equalities hold with A replaced by B, we also 
concludethat rankA” =rankBk, k= 1,2,...,r. 
Assume that (Sk(An))r.a - (sk(Bn))FcO, and rank A" = rankB”, k = 
1,2,. . . , r. Without loss of generality, assume that 
with JA,~ (JB,~) an invertible Jordan matrix of order rank A' (rank B’), 
and JA,~ ( JB,~) a Jordan matrix with only zeros on the diagonal. Since the 
ranks of Ak and Bk are equal, k = 1,2,. . . , r, we conclude that JA,~ = JB,~. 
Next, it follows from Theorem 2.3 that the sequences (vd(A, k, n))zcl and 
(vd(B, k, TL))~=~ are equivalent. Hence, by definition, the sequences 
(~d([J~,l]d, k, n))E)=1 and (Q([JB,l]d, k,n))% (4.30) 
are equivalent, k = 1,2,. . , r. L$ I/d([JA,i]d, k, n) = c(k)a(k)n-e(k)ne(k), 
and vd( [JB,l]d, k, n) = i5(k)i2(k)n-e(k) neck). From the equivalence of the se- 
quences (4.30) it follows that u(k) = Z(k), and t(k) = l’(k), k = 1,2,. . . , r. 
It is easy to see that these equalities imply that [JA,I]~ and [JB,i]d are 
similar. Since J,Q = JB,~, we conclude that [JA]d and [JB]~ are similar. 
??
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