User profiling is a useful primitive for constructing personalized services, such as content recommendation. In the present work we investigate the feasibility of user profiling in a distributed setting, with no central authority and only local information exchanges between users. Our main contributions are: (i) We propose a spectral clustering technique, and prove its ability to recover unknown user profiles with only few measures of affinity between users. (ii) We develop distributed algorithms which achieve an embedding of users into a low-dimensional space, based on spectral transformation. These involve simple message passing among users, and provably converge to the desired embedding.
INTRODUCTION
Most recommendation systems in use today operate in centralized mode. Users of such systems generate ratings for consumed content. Ratings are gathered at a server, which subsequently performs computationally expensive operations to obtain targeted recommendations.
In this work we take a different perspective on the problem of recommendation. Namely, we aim to develop strategies suited to distributed operation, where the burden of recommendation is not offloaded to the server, but is rather shared among the users. More specifically, we propose the following two-stage approach: In the first stage, distributed algorithms assign coordinates to the users within a certain "profile space", such that proximity in this space translates to proximity of user taste for content. We say that such algorithms perform "distributed user profiling". In the second stage, recommendations are obtained via simple and distributed algorithms which rely on the primitive of user profiling (such as local voting within the profile space). The performance of such recommendation algorithms will depend heavily on the embedding performed in the first stage. For this reason, in this work we mainly focus on the topic of distributed user profiling.
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SPECTRAL CLUSTERING
In this Section we propose a spectral clustering technique and we prove its ability to recover unknown clusters. We motivate the suitability of user profiling through spectral transformation by inspection of this clustering technique.
We are given a collection of users, indexed by {1, . . . , N }, and an N × N symmetric matrix A, whose (u, v) entry Auv reflects the similarity of taste of users u and v. For simplicity and without loss of generality, consider that Auv can only take values 0 and 1. By convention, we set Auu to be 0 for all users u. We can thus view this data as the adjacency matrix of a graph, such that an edge between two users is an indication that their tastes are similar (but not identical!).
Given such data, we propose the following spectral representation of users. For some suitable dimension L, extract the normalized eigenvectors x1, . . . , xL corresponding to the largest (in absolute value) eigenvalues of matrix A. The profile space is then taken to be R L , and any user u is represented in this space by the vector z(u) = (x1(u), . . . , xL(u)). Given this embedding of users, we propose the following simple recommendation algorithm: To predict user u's taste for some specific content, a local vote is run in the profile space around vector z(u), to collect appreciation for such content of nearby users. One specific version of this voting scheme consists in clustering the vectors z(u) into separate sets within the profile space, and running votes on the resulting clusters.
To support the fact that users having a small distance between their profile vectors are indeed "similar" (and thus that voting within clusters in the profile space is "meaningful"), we show how clustering users based on the above embedding enables to recover some underlying structure hidden in the data. Specifically, we assume that users are partitioned in a constant number K of unknown classes C k of sizes α k N for some positive factors α k such that k α k = 1 and that the adjacency matrix A is generated in a probabilistic fashion. Namely, a class C k is characterized by a vector of unknown probabilities p k = (p k1 , . . . , p kK ). Each of the p k describes the probability of having an edge in the similarity graph between any user u belonging to class k and any user v belonging to class (i.e. the probability that Auv = 1). Apart from the symmetry condition Auv = Avu and the 0-diagonal condition Auu = 0, the entries Auv are assumed to be mutually independent Bernoulli variables.
The vectors ( p·) form a symmetric K × K matrix which we denote by P . We assume that the probabilities P scale as
Here B is a constant symmetric K × K matrix and ω is a parameter depending on N that goes to infin-ity as N goes to infinity, but which is such that ω N = o(1). The degree of a node is easily found to be Θ(ω). Typically we consider the case in which a user's neighborhood is large enough, yet remains negligible with respect to the total number of users. Theorem 1 below states that under mild conditions, for large N , the spectral representations z(u) of users are clustered as per the hidden classes C k . In this sense, they adequately describe user profiles. Before we state it, we introduce some technical notations and conditions: We then have the following Theorem 1. Under assumptions (C1)-(C4), with prob- (1), where k(u) denotes the class of u. That is to say, most users have their (scaled) profile vector close to a fixed profile vector, typical of their class.
DISTRIBUTED PROFILING
We now develop message-passing algorithms that enable all users u to individually compute their spectral profile z(u) by only communicating with a restricted set of neighbors.
Let us consider a peer-to-peer network described by an undirected graph G = (U, E), where U is the set of N nodes and E is the set of edges connecting these nodes. Nodes that share a link will compute their "similarity" value, thus defining a weighted adjacency matrix A, the top eigenvectors of which we aim to compute. The previous results indicate that neighborhoods of size Ω(log N ) suffice. In the sequel, we note Nu the set of neighbors of u, and also write u ∼ v to indicate that two nodes u, v are neighbors. Additionally, we assume that A is positive semidefinite.
We now describe our proposed method. Given some fixed number L of target eigenvectors to be extracted, each node u maintains at all time t three sets of variables:
1. An L-dimensional row vector Xu(t), the sought-for eigenvector coordinates;
2. An L×L matrix Φu(t) and a scalar Ψu(t), both playing an auxiliary role in the calculation.
For presentation ease, we assume slotted time t = 0, 1, 2, . . ., and synchronous updates at all nodes. For some node u, we denote ∆Xu(t) := Xu(t + 1) − Xu(t), i.e. the evolution during time slot t. Similarly, we use notations ∆Φu and ∆Ψu. Our algorithm then takes the following form:
In the above, a(t) is a gain parameter to be specified, ξu(t + 1) is a noise term deliberately introduced by node u, and the denominator is Yu(t) = max 1, |Ψu(t)|,
We define the L × L matrix fu(t) and the scalar gu(t) as fu(t) = X u (t) v∼u AuvXv(t), gu(t) = Xu(t)X u (t). (2) Variables Φu and Ψu are updated as follows:
where b(t) enforces a faster time scale than a(t).
It is readily seen that the updates (1) and (3) can be computed locally at u, solely relying on variables local to node u and inputs Xv(t) from u's neighbors v ∈ Nu.
Before stating the main result of this Section, we introduce the technical conditions that will be required from the gain sequences a(t), b(t):
We are now in a position to state this Section's main result:
Theorem 2. Assume that the gains a(t), b(t) verify the conditions (4,i-iv). Assume further that the noise terms ξu(t) are i.i.d, white Gaussian noise. Assume finally that the overlay graph G is connected. Then the distributed updating algorithm (1),(3) verifies the following property: With probability 1, the columns of X(t) := (Xu(t))u∈U converge to a collection of L orthonormal vectors spanning the vector space associated with the L largest eigenvalues of the positive semidefinite weighted adjacency matrix A.
Briefly, intuition behind the algorithm is as follows: Consider the main equation, (1). If we replace the denominator Yu(t) by Z(t) = 1+ u,k X 2 u,k (t), and the term N Xu(t)Φu(t) by v Xu(t)fv(t), where fv(t) is as given in (2), this equation reads, written in matrix form:
(5) This is in fact a modified version by Borkar and Meyn [1] of the celebrated algorithm proposed by Oja and Karhunen [2] . It is proven in [1] to converge with probability 1 to the eigenvectors of A, under assumptions (4,ii-iii) on the gains a(t), and similar conditions on the noise ξ(t) as in our theorem. However, algorithm (5) does not lend itself to a distributed implementation, since neither of the two terms, X (t)AX(t) or Z(t), can be computed locally by the nodes. To solve this issue, we introduce the auxiliary local variables Φu, Ψu. The dynamics (3) according to which the latter evolve perform local averaging at a fast time scale, characterized by the gain sequence b(t). Thus, on the slower time scale dictated by gain sequence a(t), N Φu and N Ψu behave as almost constant vectors which accurately track the desired terms X (t)AX(t) and Z(t) respectively.
We found that our alternative stabilization via Yu(t) is required, in the sense that the stabilization by the scaling factor Z(t) in (5) seems insufficient in the presence of the additional dynamics (3). Also, in the present case, a stronger form of time scale separation (namely, condition (4,iv)) is needed, to prevent reinforcing instabilities between the two dynamics, rather than the usual assumption a(t) b(t) → 0.
