Abstract. Exponential integrators have emerged as an efficient alternative to commonly used time-integrators. Recently a new class of exponential propagation iterative methods of Runge-Kutta type (EPIRK) has been introduced [30] . These schemes possess a structure that makes them computationally advantageous compared to other exponential methods. In addition, the general EPIRK formulation offers flexibility that allows derivation of new efficient techniques. In this paper, we use this feature to derive new EPIRK methods which are particularly designed to take advantage of the adaptive Krylov algorithm [24] . The adaptive Krylov method significantly reduces the computational complexity of evaluating products of matrix ϕ-functions and vectors necessary for implementing an exponential integrator. We present the derivation of the new adaptive EPIRK methods, construct new schemes and illustrate the computational savings they offer using numerical examples.
Introduction.
Recently exponential integrators have emerged as an alternative to standard implicit and explicit techniques for solving large stiff systems of ODEs. While the history of exponential methods dates back to the 1960's [4, 26, 20] , construction of efficient exponential schemes for general nonlinear stiff systems is a fairly recent development [20, 9, 5, 8, 17, 19, 7, 13, 31, 14, 25] . It has been demonstrated that exponential schemes can outperform other stiff integrators. In particular, in [22] it was shown that Krylov-exponential propagation iterative methods (EPIRK) can be more efficient than implicit Newton-Krylov schemes. These preliminary results are encouraging, but much research remains to be done to develop practical efficient algorithms based on exponential integrators for very large scale problems typically addressed by high-performance computing. Implicit stiff integrators have a long history and many extensions of such schemes have been constructed to overcome practical challenges in solving general and specific large-scale problems. In particular, effective adaptive strategies, which are key to efficiency of a stiff integrator, have been studied in the context of implicit schemes for decades [18] . Practical stiff exponential integrators are at a much earlier stage of development and questions such as adaptivity, error estimators, coupling with spatial discretization and parallelization remain to be fully investigated. In this paper we propose a class of new adaptive schemes of the exponential propagation iterative Runge-Kutta (EPIRK) type. These techniques possess the computational advantages of the EPIRK methods [30] while employing an adaptive Krylov projection algorithm [24] to further reduce computational cost. The paper is organized as follows. Section 2 provides an introduction to the EPIRK methods and motivates the need for development of adaptive techniques. The main ideas behind the adaptive Krylov algorithm are outlined in section 3. The new adaptive EPIRK methods and their derivation are described in section 4 along with the ideas underlying their construction. Numerical examples to demonstrate performance of the new schemes is given in section 5. With the help of an integrating factor e −f (y0)x the system (2.1) can be re-written in an integral form y(x 0 + h) = y 0 + hϕ 1 (hA 0 )f (y 0 ) + h where A 0 = f (y 0 ) ∈ R N ×N is the Jacobian matrix, the nonlinear remainder of the first-order Taylor expansion is denoted as r(y) = f (y) − f (y 0 ) − f (y 0 )(y − y 0 ) and ϕ 1 (z) = (e z − 1)/z is an analytic function with its matrix-valued form ϕ 1 (hA 0 ) defined via the Taylor series expansion. An exponential integrator is then constructed by choosing an appropriate approximation for the nonlinear integral in (2.2) . A polynomial approximation to the nonlinear remainder function r(y) in (2.2) will result in an exponential scheme which computes the solution as a linear combination of the products of type ϕ k (γhA)b k with v ∈ R N and functions ϕ k (z) defined as ϕ k (z) = Since approximating terms of type ϕ k (γhA)b k is an expensive computation, special care must be taken in developing a quadrature formula for the nonlinear integral in (2.2). EPIRK methods have been introduced to address this issue [31, 30] . These schemes construct a Runge-Kutta type approximation to the nonlinear integral in a way that minimizes both: the number of total required evaluations of ϕ k (γhA)b k products and the computational complexity of these evaluations when Krylov projections are used.
The general form of an EPIRK scheme is given as:
where ψ ij (z) functions are defined as
s is the number of stages in a method and the forward differences ∆ (j−1) r(y 0 ) are computed on the nodes y 0 , Y 1 , Y 2 , ..., Y s−1 (recall that for any y, the remainder function can be evaluated as r(y) = f (y) − f (y 0 ) − A 0 (y − y 0 ) and r(y 0 ) = 0). The coefficients a ij , g ij , b j and p ijk are chosen based on the order conditions.
The following is one of the structural features of the EPIRK methods that allows one to reduce the computational complexity of an exponential integrator. Some of the most popular and efficient methods to evaluate terms of type ψ ij (g ij hA 0 )v (v is a vector) are the Krylov projection-based algorithms [6] . Since the Arnoldi iteration lies at the base of the Krylov projection and it is scale invariant [1] , for a fixed j all corresponding terms in (2.4) can be calculated using only one Krylov projection. Thus the total number of Krylov projections required to advance the solution over one time step using (2.4) is equal to the number of stages of the EPIRK method used. We will return to this point in Section 4 and use this feature to construct an efficient adaptive exponential method.
An algorithm for solving the order conditions for methods up to order five has been developed and several schemes have been constructed in [30] . It is particularly interesting to note that the EPIRK structure allows derivation of fifth order methods with only three stages. All previously derived exponential integrators with three stages did not exceed order four [13, 14, 16, 15] . The reason such derivation is possible is the flexibility of the order conditions allowed by the EPIRK formulation. In Section 4 we will describe how this property is used to derive adaptivity focused EPIRK methods.
We can illustrate the need for adaptive algorithms by considering precision diagrams for the test problems studied in [22] . For example, consider the two dimensional Allen-Cahn problem [17] :
with α = 0.1 and the Neumann boundary conditions and initial conditions given by u = 0.4 + 0.1(x + y) + 0.1 sin(10x) sin(20y). Figure 2 .1 displays precision diagrams for solving the N -dimensional system of ODEs that results from centered finite-difference discretization of the equation (2.6) on 150 grid points in each spatial dimension (i.e. dimensionality of the system is N = 150 2 ). Figure 2 .1(a) displays curves corresponding to solving the system with six methods: three exponential integrators -Exp4 [13] , exponential Rosenbrock method ERow4 [16] and EPIRK4 [31] -and three implicit methods -Backward-Differentiation Formula based scheme BDF4, Rosenbrock method Ros4 and Radau5 [12] . Figure 2 .1(b) shows only exponential integrators of order four (Exp4, ERow4, EPIRK4) and the fifth-order three stage method EPIRK5-S3. All of the integrators were coupled with the Krylov projection algorithm to approximate terms like ψ ij (g ij hA 0 )v for the exponential integrators and terms (I −γhA 0 ) −1 b k for implicit schemes. The integrators were compared by picking an initial step size of h = 0.02 for all the integrators and successively halving the step size over five sets of computations. A reference solution was computed using MATLAB's ode15s integrator with absolute and relative tolerances set to 10 −14 and the error was defined as the 2-norm of the difference between the computed solution and this approximation.
As can be seen from the graphs in Fig. 2 .1, all of the precision diagram curves show a bend to the right for large values of h. In other words, it appears that it is actually more computationally efficient to compute with a smaller step size (i.e. h at the start of the curve bends) then with the larger time step. It has been shown in [22] that the cost of the Krylov projection portion of the algorithm is responsible for this fact. The cost of the Krylov projection algorithm is O(m 2 ), where m is the size of the Krylov subspace, i.e. the number of Krylov vectors computed. If for large time steps the number of Krylov vectors required to achieve a given tolerance grows significantly, the total cost of an integrator will also increase. Thus it is prudent to ask whether it is possible to construct adaptive methods which reduce the Krylov cost and mitigate or eliminate the bend in the precision graphs for large step sizes h. Below we describe how to construct adaptive EPIRK-Krylov methods that improve computational efficiency in this way. 3. Adaptive Krylov projection algorithm. As illustrated above, the computational cost of the Krylov algorithm to approximate terms of type ψ ij (g ij hA 0 )v depends on the size of the Krylov basis m required to achieve the prescribed accuracy, and scales as O(m 2 ). Obviously, the size of the Krylov basis m depends on the eigenvalues of A 0 , vector v as well as the values of g ij and h. As h is increased, so is the size of the basis. In fact, for large sizes of the time step h, computing m Krylov vectors might become prohibitively expensive. One strategy to address this problem is to reduce h. However, for a given problem a large h could be perfectly acceptable and, in fact, desirable from the perspective of the accuracy of the overall integrator, especially one which is high order. Thus changing the global h can be an inefficient way to reduce m. An alternative approach would be to develop an algorithm to evaluate ψ ij (g ij hA 0 )v separately, outside the global time stepping with h. As part of such a method, h can be scaled within this evaluation, perhaps iteratively, to compute this product with the desired accuracy and efficiency. An example of such an approach would be using the scaling-and-squaring algorithm [23] to compute ψ ij (g ij hA 0 ). This method, however, is too computationally expensive for large matrices. A more efficient approach has been proposed in [28, 24] and can be summarized as follows.
The goal of the adaptive Krylov algorithm is the evaluation of a linear combination of type
where A ∈ R N ×N and b i ∈ R N for i = 0, ..., p. Skaflestad and Wright [29] observed that the function
is the exact solution of the ODE system
and the expression (3.1) is simply u(t) evaluated at t = 1. If the interval [0, 1] is split into subintervals 0 = t 0 < t 1 < ..
Using the recurrence relation ϕ q (A) = ϕ q+1 (A)A + 1 q! we can simplify (3.4) to
where w j 's can be computed as 6) or recursively via
Clearly only one evaluation of the ϕ-function product is needed for each step τ k and this computation involves a matrix scaled by τ k . Since 0 < τ k < 1, we can expect that evaluating ϕ p (τ k A)w p requires fewer Krylov vectors than computing ϕ p (A)w p . Now the challenge is in finding an efficient way to choose τ k 's, k = 1, ..., K so that computing K Krylov subspaces of size m k is cheaper than calculating one large Krylov subspace for ϕ-functions evaluated at the unscaled matrix A.
Niesen and Wright [24] developed an algorithm to choose the step sizes τ k adaptively. They use error estimates for the time-stepping [11] and Krylov projection [27] to construct a cost function C(τ k , m k ) (in flops), which helps to determine whether it is more computationally efficient to reduce τ k or increase the size of the Krylov subspace m k . The value of τ k is then chosen so that the error estimation is within the prescribed tolerance and the flops count provided by the cost function is minimized.
To summarize, for a given integration time step h the adaptive Krylov algorithm replaces executing one Krylov projection to approximate the terms of type ψ ij (g ij hA 0 )v with several Krylov evaluations of terms ψ ij (kτ k g ij hA 0 )v. The terms scaled by kτ k require fewer Krylov basis vectors to achieve prescribed tolerance. The adaptive substepping approach is more efficient if the total computational cost of evaluating the small Krylov subspaces for all K substeps is smaller than computing one large Krylov subspace for the large h.
The potential computational savings of the adaptive Krylov method can be illustrated using the numerical example of section 5. For each of the problems we extract a Jacobian matrix A at a particular integration time t and set vector v to be equal to the right-hand-side function of the spatially discretized equation. Figure 3 .1 compares the CPU time required to evaluate the exponential matrix-vector product e A v with non-adaptive and the Niesen-Wright adaptive [24] implementations of the Krylov algorithm. It is evident from the graphs that the adaptive algorithm is more efficient. The statistics of the Krylov algorithm presented in table 3.1 makes the advantage of the adaptive Krylov more evident. As we can see, even if the total number of the Krylov vectors computed by adaptive algorithm far exceeds the total number needed by a non-adaptive scheme (e.g. see tbl. 3.1 for Gray-Scott problem with h = 0.1), the efficiency of computing smaller Krylov subspaces far outweighs the increase of the total number of vectors computed each integration time step. In the subsequent sections we construct exponential integrators which take advantage of both: the efficient structure of the EPIRK methods and the adaptive Krylov technique. 
New adaptive EPIRK-Krylov methods.
Recall that the structure of the EPIRK methods takes advantage of the fact that the Arnoldi iteration is scale invariant. Since each of the stages involves computing terms of type ψ p (g ip A 0 )b p , i.e. where p is fixed and i = 1, .., s, the invariance property allows us to approximate all of these terms at the cost of computing only one Krylov basis. To ensure the accuracy of the approximation, we can choose the value of i such that g ip = max 1≤j≤s {g jp } and calculate the Krylov basis S m = span{v 1 , v 2 , ..., v m } for this term. All of the remaining terms can then be computed by reusing this basis at the expense of calculating for each i the term ψ p (g ip H m ) for a small matrix H m obtained as a side product of the Arnoldi iteration. The latter operation can be done via Padé approximation and is a cheap computation compared to the construction of the Krylov basis.
Suppose now we want to evaluate the terms ψ p (g ip A 0 )b p using an adaptive method outlined in the previous subsection. In order to preserve the computationally advantageous property that all of these terms for fixed p and i = 1, ..., s are computed with one adaptive Krylov sweep, we will adopt the following strategy. Consider, for example, a general three-stage EPIRK method:
Without loss of generality suppose the coefficients g i1 are ordered as g 11 ≤ g 21 ≤ g 31 . The adaptive Krylov algorithm described above allows computing function
at points t = t k over some interval 0 = t 0 < t 1 < ... < t K = t end with variable
, and pick t * 1 = g 11 /g 31 and t * 2 = g 21 /g 31 where t * 1 and t * 2 are not necessarily equal to any t k 's, then all three terms ψ 11 (g 11 hA 0 )hf (y 0 ), ψ 21 (g 21 hA 0 )hf (y 0 ) and ψ 31 (g 31 hA 0 )hf (y 0 ) can be calculated within one adaptive Krylov sweep of the interval 0 = t 0 < ... < t end = 1. In this case we are only interested in evaluating a single ϕ-function ϕ p (τ k A)b p , where b p = hf (y 0 ). All other vectors b i are zero and the formula (3.7) for computing u(t k+1 ) simplifies to
As we are marching over the interval 0 = t 0 < t 1 < ... < t n = 1, once u(t) = t p ϕ p (tA)b p is calculated using formulas (3.5) and (4.4), we can compute ϕ p (tA)b p by simply scaling u(t) with t p . Specifically, to calculate the terms ψ 11 (g 11 hA 0 )hf (y 0 ), ψ 21 (g 21 hA 0 )hf (y 0 ) and ψ 31 (g 31 hA 0 )hf (y 0 ), we need to compute u(t * 1 ), u(t * 2 ), and u(1), and scale each by t * 1 p , t * 2 p , and 1 respectively. Ordinarily the adaptivity procedure only computes u(t) at times t = t k+1 = t k + τ k , where τ k is chosen adaptively to reduce the computational cost. We can find approximations at times t * 1 and t * 2 by constraining the adaptivity procedure to choose τ k such that t * 1 and t * 2 are included in the set {t k } n k=0 . However, such an algorithm could make us choose τ k which is not necessarily optimal from the computational complexity point of view. Instead, even if t * 1 and t * 2 are not equal to any t k chosen by the adaptivity procedure, we can still calculate u(t *
In general, a s-stage EPIRK method will require s executions of the adaptive Krylov algorithm. Each adaptive Krylov sweep will calculate all of the terms ϕ p (g ip hA 0 )b p for fixed p and i = 1, ..., p. Note that the term ψ ss (z) is present only in the last stage of an s-stage EPIRK method. Therefore function ψ ss (z) does not have to contain only the term ϕ s (z) and can be chosen as any linear combination of any ϕ j (z)'s. Now we will derive the EPIRK methods that allow the adaptive strategy outlined above to work. In [30] we have found the order conditions for general EPIRK methods (2.4) for schemes up to order five and developed an algorithm to systematically solve these order conditions. Table 4 .1 lists the order conditions for three-stage EPIRK methods up to order five. To derive the adaptive Krylov-friendly EPIRK methods we prescribe appropriate coefficients p ijk in (2.5) and employ the algorithm of section 4 in [30] to solve the conditions of Table 4 .1 using a Mathematica script.
First, we constrain the methods (2.4, 2.5) to schemes with ψ ij (z) = ψ j (z) for any i = 1, .., s, i.e. in (2.5) we set p ijk = p jk . Then, we define the matrix of coefficients of ϕ j (z) functions in (2.5) for a three-stage EPIRK method as P = {p jk } s j,k=1 . We find that if P is a diagonal matrix the solution to the seventeen order conditions in Table 4 .1 does not exist. However, it is possible to solve the order conditions and consequently derive families of EPIRK methods when
and
Both of these P matrices lead to the adaptive Krylov-friendly EPIRK schemes since, as we discussed above, the only requirement for a three-stage method is that functions ψ 11 (z) and ψ 22 (z) contain only one ϕ j (z) function. Solving the order conditions with P = P 1 and P = P 2 we derive two fifth-order EPIRK methods whose coefficients are listed in Table 4 .2. Note that we have obtained families of EPIRK methods rather than just two schemes since the coefficients p 21 , p 33 and g 22 for EPIRK5-P 1 and coefficients p 22 , g 22 for EPIRK5-P 2 are arbitrary.
We can verify the order of the methods by applying them to the following simple nonlinear oscillator test problem [2] :
Since the Jacobian matrix is only 2 by 2 in this case, we can use Padé approximation to compute the products of ψ j (γA 0 )v. Figure 4 shows that the newly constructed methods do, in fact, exhibit the theoretically predicted order. Note that since the new fifth-order integrators have only three stages, their computational complexity is the same as many previously derived fourth-order methods, such as the well-known Exp4 integrator [13] . 
Numerical examples.
In this section we demonstrate how adaptivity improves performance of the exponential integrators . The test problems we choose are: ADR 2D. Two-dimensional advection-diffusion-reaction equation [3] :
where = 1/100, α = −10, and γ = 100. Homogeneous Neumann boundary conditions were used and the initial conditions were given by u = 256(xy(1−x)(1−y)) 2 +0.3.
Allen-Cahn 2D. Two-dimensional Allen-Cahn equation [17] :
with α = 0.1, using Neumann boundary conditions and initial conditions given by u = 0.4 + 0.1(x + y) + 0.1 sin(10x) sin(20y).
Brusselator 2D. Two-dimensional Brusselator problem [21, 11] :
with α = 0.2. We used Dirichlet boundary conditions with initial and boundary values given by u = 1 + sin(2πx) sin(2πy),
Burgers. One-dimensional Burgers equation:
with ν = 0.03 and with Dirichlet boundary conditions and initial and boundary values given by u = (sin(3πx))
The uu x term is discretized as
where N is the number of spatial grid points chosen for the problem.
Gray-Scott 2D. Two-dimensional Gray-Scott problem [10] : In all the problems the ∇ 2 term was discretized using the standard second-order finite differences.
The precision diagrams shown in figure 5.1 and the statistics of the Krylov algorithm performance in tables 5.1a-5.1e demonstrate the advantages of the adaptive EPIRK methods. As we can see from the figure 5.1 the adaptive integrators are more efficient for all step sizes, with computational savings growing significantly as h increases. Note that the computational savings increase for problems that are more "Krylov-intensive" (i.e. require larger Krylov subspace sizes) such as Burgers, Brusselator or Gray-Scott systems compared to the less "Krylov-intensive" Allen-Cahn equation. The graphs demonstrate that the adaptive integrators do not only have an improved efficiency but also help rectify the precision curve "bending" phenomenon present for non-adaptive schemes for large step sizes (e.g. compare with fig. 2.1 ). Some oscillatory behavior in the precision graphs of the adaptive schemes (e.g. fig.  5 .1a,c,e) indicates that the adaptivity algorithm can be further improved. A better adaptive predictor will not only straighten the "bending" curve but, in fact, reverse the bending (e.g. fig. 5.1d) . Such improvement will require better error estimators for the adaptive algorithm and will be the subject of our future investigations. Tables 5.1a-e provide the statistics of the non-adaptive and adaptive Krylov algorithms averaged over the course of integration. This data gives a more detailed look at the advantages of adaptive methods. As we can see from all the cases, while the total number of Krylov vectors computed each time step is larger for the non-adaptive schemes, the sizes of Krylov spaces per each projection executed are significantly smaller for the adaptive integrators. Thus, the quadratic in Krylov space size complexity of the Arnoldi algorithm ensures that the overall CPU time spent on adaptive time step is much smaller than for the non-adaptive step. Note that in extreme cases of very small h (e.g. tbl. 5.1c for h = 0.00625, 0.003125), the adaptive algorithm can take only one sub-step, which makes it equivalent to the non-adaptive algorithm. In such cases the efficiency of the adaptive method is slightly worse than for the nonadaptive method since additional error estimates are being calculated. However, this difference is essentially negligible compared to the savings achieved if the overall step size is split even once by the adaptive method.
To summarize, the results presented in this section clearly illustrate the advantages of the adaptive exponential integrators over the non-adaptive schemes and suggest avenues for improvement and further development of the new methods. The methodology presented in this paper can be used to derive a multitude of adaptive exponential integrators and investigations of which schemes are the most efficient will be one of the subjects of our future research. A parallel implementation of these schemes is currently underway and will allow testing these integrators on very large scale problems. 
