ABSTRACT In this paper, we model prosumers' energy trading behavior, with the operation of an energy storage system, in a proposed event-driven local energy market. Through modeling local energy trading strategies of a prosumer in the proposed holistic market model, the prosumer's decision-making process will be built as a Markov decision process with many continuous variables. Then, this decision-making process of local market participation will be solved by deep reinforcement learning technology with experience replay mechanism. Specifically, a deep Q-learning for local energy trading algorithm is modified from deep Q-network to facilitate such a decision-making within an intelligent energy system and promote prosumers' willingness to participate in the localized energy ecosystem.
I. INTRODUCTION
In today's retail electricity market, customers usually have very limited ''energy choice'' to choose different types of energy services and supply sources. Although the installation of distributed energy resources (DERs) has become prevalent, in existing market mechanisms most customers or prosumers can still only choose to trade their self-generation surplus or demand deficits with utility companies. By purchasing energy from or selling energy surplus back to the utilities directly, the consumers or prosumers have to suffer some price gap. It is believed that the key of providing more energy trading freedom and open innovation in the retail electricity market is to develop customer-centric business models and possibly a localized energy trading platform. Following this belief in the current research community, the next-generation retail electricity market infrastructure will eventually become a level playing field, where all customers have an equal opportunity to actively participate directly [1] .
In recent years, many a market mechanism has been proposed to support consumers or prosumers' participation, such as prosumer grid integration [2] , peer-to-peer models [3] , [4] , and prosumer community groups [5] , [6] . To the best of our knowledge, direct integration of prosumers' DERs in the main grid with or without aggregators is still the most widely accepted idea because of its simple applicability and manageability. The work in [2] describes a typical model that encourages the aggregation of prosumers' DERs and participation in the electricity market as a whole. However, in order to diversify the customer-side energy ecosystem and promote a deregulated market, prosumers' participation in a peer-to-peer (P2P) eBay-like market is also frequently discussed. In [3] , a matching-mechanism-based market model is proposed to allow individual prosumers to meet each other to conduct bilateral trades. The concept of a prosumer community is studied in [5] and [7] for local energy sharing and trading. In another example, a new vision of local distribution systems with embedded trading functionality is also proposed [8] , in which prosumers are encouraged to better balance their electricity usage in a local community through psychological balancing premiums and internal trading.
In this paper, we aim to study prosumers' trading behavior in a similar local energy market (LEM), with utilization of new advances in reinforcement learning technologies. The description of the LEM will be given in Section II, and the physical feeder connection of a prosumer is given in Figure 1 . For simplification and specification, the prosumer is assumed to have only one wind turbine (WT) and only one energy storage system (ESS) connected to the feeder via power converter, which can be easily extended and modified for multiple installations and other types of renewable energy resources.
The prosumer will be able to make the best use of all the energy resources (e.g., DERs, ESS, flexible loads) available on-site to maximize its own benefit strategically. The trading process of a prosumer will be modeled as a Markov decision process (MDP) to fully account for the volatile market and physical conditions. With the help of the deep reinforcement learning (DRL) method, the prosumer can exercise trading actions without analytical calculation (e.g., optimization) and knowledge of the market model. The use of DRL also abandons many assumptions due to discretization of various continuous variables. Although, the application of reinforcement learning or adaptive dynamic programming techniques for microgrid energy management is commonly found recently in other works [9] - [12] , the application of the DRL technique, which combines deep learning and reinforcement learning, is firstly studied in this paper, as it is especially suitable for such a unique local energy trading problem with many external data collections. Most optimization methods are static for increasing accumulated observations and cannot make best use of the historical experience, in which some certain types of probability distribution have to be assumed or extracted [13] . In comparison, the DRL technique can adapt automatically to the new collected observations with using experience replay [14] mechanism that is powerful to boost the conventional reinforcement learning methods.
In this paper, our contribution is to: (1) propose a new paradigm of local energy trading in a carefully designed local energy market; (2) study the prosumer's trading strategy with well-defined trading actions; (3) explore the features of the deep reinforcement learning technique for dealing with a data-driven market model; and (4) provide some interesting findings through experiments on prosumers' participation.
II. HOLISTIC LOCAL ENERGY MARKET MODEL
In the holistic market design, the LEM is operated at the distribution level for facilitating local retail energy trading behavior aided by a retail energy broker (REB). This market model is able to provide extra energy transaction options for consumers or prosumers, who have the willingness to directly participate in the retail electricity market. Meanwhile, it is assumed that this market is operated in parallel and on top of all the existing utility service. This LEM is also eventdriven, similar to the event-driven market described in [15] , because its characteristics of working only as a back-up trading platform, unnecessary to be open permanently for the whole year. The market operation time is affected by local energy requirements and many seasonal events, such as high solar irradiance or energy shortages in regional grids.
Following this principle, the future retail electricity market, including the LEM, can be shown as in Figure 2 . It should be emphasized that this LEM market model is not chosen because of its best performance over many other market mechanisms. The motivation of introducing such a localized occasional energy market is actually twofold: 1) continuous deregulation, which may sound a little cliché, is still the driving force for reshaping the legacy energy landscape. The deregulation of the airline industry and telecommunications industry proves successfully how it can benefit customers in practice. The emergence of Priceline and Uber are also good examples that contextualize both deregulation and new platforms, which can boost new business paradigm and new ecosystem building within the existing market context; 2) there is a need for a new energy service model design and even gamification of the energy ecosystem. Rather than passively accepting the trend of the emerging energy trading paradigm, we can help customers attain a better understanding and awareness of the future energy landscape. Taking the smartphone as an example, before the boom of the smartphone, mobile internet occupied only 5% of the overall internet connections. Nowadays, mobile internet connections have become mainstream and account for half of the overall connections. We should create the same ''desire'' for local energy trading. Given these reasons, the LEM seeks to improve the efficiency of regular retail activity mainly through diversifying the existing energy business models (commercial strategies) and providing energy trading opportunities at the edge of the distribution network, near the source of the energy demand. The conceptual design of our holistic market model, as shown in Figure 3 , and the major functionalities of each entity are presented.
For example, the proposed LEM will facilitate short-term and immediate local energy transactions. The distribution system operator (DSO) or distribution network operator (DNO) is responsible for market regulation (e.g., reliability and security checks). The electric utility will not only serve customers as per usual but will also offer various long-term retail plans. Meanwhile, prosumers may develop their own trading strategies by using various types of energy devices (e.g., batteries, DERs, flexible loads) that are available. A local energy transaction will be physically fulfilled by leveraging the existing distribution line and smart meters for billing and payment. To the best of our knowledge, there is also a growing interest in adopting cutting-edge Internet-ofThings technology (e.g., Blockchain) to enable such localized energy transactions. It is worth noting, however, that it is not our intention to cover every aspect of the aforementioned market model in a single paper. In this paper, we mainly focus on the self-adapted learning module for prosumers, as highlighted in an orange box in Figure 3 . More description regarding other modules can be found in [16] .
III. PROSUMER MODEL
A prosumer is always trying to benefit by making the best use of the energy resources available, while observing the energy trading conditions of the LEM and the utility company. As shown in Figure 1 , we explicitly consider a wind turbine and only one ESS for a prosumer. However, the generic model described in this section can be easily applied for prosumers with other renewable energy resources and multiple ESSs.
A. WIND POWER GENERATION MODEL
The wind turbine is used as the major power supply unit owned by the prosumer, which is integrated into the system as a renewable source. The generation power output can be related to wind speed, approximately, by using the following function [17] ,
where v ci is cut-in speed, v co is cut-off speed, v r is the rated wind speed, and G r is the rated output power of the wind turbine.
B. ENERGY STORAGE SYSTEM MODEL
The ESS is another one of the core parts of the energy management system for a prosumer. The strategy of operating the ESS (i.e., charging and discharging) significantly impacts the performance of the overall trading behavior. We consider the state-of-charge, SOC, at time t with current remaining energy storage R t with charging and discharging power, P ch and P dis ,
where B is the capacity (kWh) of the ESS, and η c (η d ) (%) is the charging (discharging) efficiency. Additionally, the ESS wear cost will be taken into account in the energy trading decision-making, in which myopic reliance on charging and discharging of the ESS to arbitrage in the local energy market is discouraged, since it may lead to an increased long-term cost caused by ESS degradation. An analysis of the effect of the weighting factor of the SOC and batter wear cost can be found in [18] . The empirical ESS wear cost coefficient κ ($/kWh) is expressed as follows:
where C i is the initial investment cost for the ESS, N c is the corresponding number of life cycles at a rated depth of discharge (DOD), and δ is the DOD of the ESS.
C. TRADING ACTIONS AND UTILITIES
In this section, we will define the local energy trading actions of the prosumer, which form its trading strategies and behaviors when participating in the local energy market. The prosumer can choose to buy or sell energy with consideration for the energy deficit or surplus conditions and ESS operation. Usually, the ESS can have three statuses in each scenario, namely charging, discharging and idle. However, the idle status can be easily combined with either charging or discharging status when let P ch = 0 or P dis = 0. Thus, we define the energy trading actions with four possible options: (buy, charge), (buy, discharge), (sell, charge) and (sell, discharge). They are also indicated by a 11 , a 10 , a 01 and a 00 , respectively, with detailed explanation and justification given in the following subsections.
1) BUY AND CHARGE, A 11
This action is suitable for the scenario where the prosumer has little energy stored and a huge load demand that cannot be covered by its on-site generation. The price signals from the utility company and the LEM are also a very significant factor that will determine the trading benefit with consideration for the wear cost of the ESS. The utility function of this action is as follows:
where,
The underlying trading benefit mainly comes from the price gap between buying energy from the utility company directly, P u t , and purchasing in the LEM, P m t . The second term in (5) indicates the wear cost of the ESS. Purchasing energy amount E b in (6) should be evaluated strategically according to the estimation of random variables G t and D t . The charging action is also assumed to be always fully charge.
2) BUY AND DISCHARGE, A 10
This action is similar to a 11 ; however, it considers discharging of the ESS in the circumstance where the purchasing price is high and unnecessary energy import should be avoided.
The utility function is given in (7) with adjusted discharging energy amount E dis .
3) SELL AND CHARGE, A 01
This action takes into account the situation where power surplus is huge and can be exported (sold). The trading benefit of a 01 comes from the price gap between selling energy back to the utility company directly, P ub t and selling in the LEM, P m t . The utility function of this action is as follows:
As presented in (11) and (12), it is also implicitly assumed that the power generation would give priority to the charging of the ESS. The remaining energy left after charging the ESS will then be sold in the LEM.
4) SELL AND DISCHARGE, A 00
This action is similar to a 01 ; however, it considers the scenario of an extremely high selling price for a given arbitrage opportunity. The ESS will be fully discharged in order to earn extra revenue, and then charge again in other time intervals with a lower purchasing price. The utility function of doing so is given as follows:
It is worth noting that all these actions cannot be intuitively decided only according to the observation of the current market price and generation-demand balance, because the random variables G t and D t possess high stochasticity and can only be realized at the end of every decision-making step. Besides, the prediction and historical knowledge of the market price, as well as its impact on ESS charging and discharging coordination, also contribute to the difficulty of choosing the most suitable action. However, a very intuitive rule-based dummy trading strategy is still provided in Section V-B to help with the benchmark analysis.
D. SELF-ADAPTIVE LEARNING PROBLEM
The trading strategy design problem is to maximize the total utility or economic benefit U t for a prosumer across the overall time horizon, which can be written as:
whereŝ t contains all the price-related uncertain information that can be realized and obtained at the beginning of each time interval while making decisions; G t and D t are random variables that can only be realized at the end of each time interval; π (·) is a policy function that determines the current trading action according to the uncertain market information obtained so far and predictions, as well as the estimation of random variables G t and D t using accumulated historical knowledges. In this way, the problem P1 can actually also be described as a self-adaptive learning problem that deals with decision-making under many uncertainties with learning through historical knowledge. Further description of this learning problem and solution method will be provided in the next section.
IV. DEEP REINFORCEMENT LEARNING AND SOLUTION ALGORITHMS
DRL is a cutting-edge ML technique that has arisen just recently in the research community of intelligence systems, and has been experimented with to be able to achieve humanlevel or better control performance in various decisionmaking contexts [19] . DRL is poised to revolutionize the field of intelligence systems with many unpredictable achievements and represents a step towards building autonomous systems, such as prosumer communities or other intelligent energy systems, with a higher level understanding of the decision-making environment. In particular, the leveraging of deep learning is enabling reinforcement learning to scale to problems that were previously computationally intractable [20] . In theory, the DRL technique shares many common characteristics with conventional RL technology and is organized on top of an MDP model, which will be discussed in following subsections. Here, we use Table 1 to summarize the comparison between DRL and conventional RL. The DRL technique is suitable for solving an MDP problem like local energy trading, because the prosumers' decision-making and trading behavior will highly depend on various types of continuous variables that are hard to be discretized as state space in conventional Q-learning. Additionally, with the help of an experience replay module embedded in DRL, the best use of the stochastic market information and renewable energy generation, as well as prosumer's load demand pattern, will be possible.
A. MARKOV DECISION PROCESS
An MDP usually provides a mathematical description for situations where a system can be partly under the control of decision-making, while also partly random and independent of the control. An MDP model is described by state space S, action space A, reward function set R, state transition probability matrix P and a discount factor γ ∈ [0, 1]. It is often assumed that an MDP model keeps the Markov property, which implies the transition probabilities of a state are only affected by the previous one step with no memory. By following the principle of MDP modeling, we can design the reward function to be,
where u(.|a t ) can be calculated according to prosumer's utility estimation (5)- (14) and affected by various forecasting or historical information organized in the state variable
where X T t is the time stamp, X T t ∈ {1, 2, 3, ..., T }, andŝ t stores all the price-related uncertain information at time t,ŝ t = {P m t , P u t , P ub t }. In this way, the total utility or economic benefit U t for a prosumer beginning from time t can be written as:
It should be noted that the policy function a t+k+1 = π (s t+k+1 ) will often affect the next time-step s t , and most information stored in s t is highly stochastic with dependent relationships between some of them. To explicitly model the decision-making process under uncertainties with consideration of expectations, the problem P1 can be rewritten as:
As our local energy trading model of customer-side learning is built as an MDP model, the problem is supposed to be solved efficiently by dynamic programming techniques, once the transition probability set is given. However, this is not the case, since the transition probability is usually extremely hard to estimate under most circumstances. Therefore, some standard reinforcement learning techniques, such as temporaldifference learning or specifically Q-learning, are supposed to be helpful in dealing with model-free problems, in which no information regarding transition probability is needed. On the other hand, there will also be some issues associated with the model-free techniques in practice, namely how to deal with the continuous state space. For instance, the market status S in this paper consists of various types of contentious variables, such as price information, energy demand and generation, and ESS status, which are hard to enumerate or even discretize. In order to deal with the continuous state space and overcome the disadvantages of tabular methods [21] , we leverage deep neural network (DNN) technology to realize a deep Q-learning algorithm for local energy trading (DQL-LET), similar to another successfully applied algorithm DQN in playing video game Atari [22] . In the next sections, the DQL-LET algorithm and its novel characteristics, especially experience replay, will be described to help solve a continuous, highly stochastic local energy trading problem.
B. DEEP Q-LEARNING ALGORITHM
Similar to the basic Q-learning algorithm, the overall utility of the prosumer can be evaluated by value-function Q(·) or V (·), and the optimal stationary policy π * can be well defined by using the optimal action-value function Q * : S × A → R, which satisfies the following Bellman optimality equation:
where V * s is the optimal state-value function [21] , which is defined as
Since V * s is the expected discounted system cost with action a in state s, we can obtain the optimal stationary policy:
In maximizing the overall utility U t since time t, any model-free learning based method, unlike dynamic programming methods [23] , can provide a solution without acquisition of the state transition probabilities p s s t+1 s t , a t , ∀s ∈ S a priori [24] . Furthermore, DRL will enable an intelligent agent to make decision without discretization of the continuous state space and make better use of historical data samples, which is called experience replay.
In the RL research community, a linear function approximator based on hand-crafted features is often used to estimate the action-value function,
However, a non-linear function approximator, such as DNN, can be used instead with features extracted automatically.
In this way, we can refer to this neural network function approximator with weights θ as a Q-network. A Q-network can be trained by minimizing a sequence of loss functions
where y k = E s ∼S r + γ max a Q(s , a ; θ k−1 )|s, a is the target for iteration k and ρ(s, a) is a probability distribution (i.e., behavior distribution) over sequences s and actions a. It is worth mentioning that in contrast with the fixed targets used for supervised learning, in DRL, the targets depend on the network weights. Thus, differentiating the loss function (23) with respect to the weights can be written as follows,
Rather than computing the full expectations of the gradient, it is often computationally expedient to optimize the loss function by stochastic gradient descent. Based on the RL framework and DNN function approximation for evaluating a prosumer's current trading strategy, Algorithm 1 is presented to facilitate local energy trading and is named after the deep Q-learning for local energy trading (DQL-LET) algorithm.
In this paper, we will not go deep into the theoretic analysis of the algorithm convergence and boundary conditions, which are still under study with many cutting edge research topics. Interested readers may see [20] and [22] for additional information. That said, the features of DQL-LET with experience replay are further discussed here.
C. EXPERIENCE REPLAY
One of the challenges of general DQL is that the neural network used in the algorithm tends to forget its previous experiences as it overwrites them with new experiences, which is similar to updating of the Q table in Q-learning. So we need to maintain a list of previous experiences and observations to re-train the model with its previous experiences. This list of previous experiences forms a dataset of transitions and can be called the replay buffer, as shown in Figure 4 . The experience replay procedure stores transition samples and repeatedly presents them to a gradient and DNN-based, incremental RL algorithm. Thus, we can make better use of the computational efficiency of the underlying gradientbased algorithm, while also obtaining high data efficiency by reusing the samples. Meanwhile, the approximate Q-function and the greedy policy are able to remain constant during the interval between consecutive parameter updates of the DNN. The term trajectory can be used to refer to every sequence 
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End loop 19: End loop VOLUME 6, 2018 of batch_size samples (mini-batch) collected between two consecutive updates [14] . If the weights are updated after every time-step, and the expectations are replaced by single samples from the behavior distribution ρ(·) and the emulator S respectively, then the algorithm will degenerate to the conventional Q-learning algorithm.
V. NUMERICAL RESULTS
In this section, we provide numerical results to show some interesting observations regarding the proposed prosumer energy trading behavior model and evaluate the performance of the algorithm for local energy trading strategies. Unless specifically indicated, the timeline, one day, consists of 24 time intervals, each of which lasts for 1 hour. The simulation environment is Python 3.6 running on a desktop with an Intel i7 and 16.0 GB RAM.
A. SIMULATION SETUP
Since the proposed market design of local energy trading is still at a conceptual level without field test data, some distribution generated data are used first to test the validity of the DQL-LET algorithm. The system parameters are given in Table 2 with battery model parameters provided in Table 3 . Some realistic dataset representing the load demand will be assumed for several different prosumers to demonstrate the economic benefit within the proposed framework of local energy trading in section V-C. The stochastic load demand and wind generation are assumed based on typical generation G t and demand D t curves (as shown in Figure 5 ) of a typical prosumer with modifications as follows:
For the neural network embedded in the DQL-LET algorithm, we use three hidden layers with fully connected architecture and ReLU as the activation function. The network is trained with an adaptive stochastic gradient descent based on estimates of lower-order moments (i.e., Adam [25] ), which can speed up convergence and is appropriate for problems with very noisy and/or sparse gradients.
B. PERFORMANCE EVALUATION OF THE PROPOSED METHOD
In this case study, we will present the advantages of using DRL technology for guiding prosumers' trading behaviors in the LEM. We call the trading strategy aided by the DQL-LET algorithm a smart strategy, and in contrast, we call arbitrary trading actions a dummy random strategy, in which the prosumer chooses the trading action randomly without any analysis. In addition, a rule based trading strategy is also designed as a benchmark in Figure 6 to reflect prosumers' intuitive trading behaviors with reasonable choices based on myopic analysis.
As shown in Figure 6 , the prosumer will make a decision mainly depending on the current market information obtained so far. The prosumer will try its best to sell or buy in the LEM immediately if the local market price is significantly too high, P m > P u , or too low, P m < P ub , using the utility price as a reference. While the local market price is among a certain range, P u < P m < P ub , the prosumer will have multiple choices according to his/her own estimation of the demand load and generation. However, perfect coordination between the future market price and battery storage, as well as accurate estimation of stochastic demand and generation, is hard to be captured by a prosumer's intuition. We can easily observe in Figure 7 that the smart strategy with DQL-LET outperforms significantly both the rule-based strategy and dummy random strategy.
In addition, it should be emphasized that as deep reinforcement learning technology is usually data-driven and dependent on historical experience replay, it cannot guarantee the learned trading strategy is deterministic and the best every time, every day. We can only conclude that the learning algorithm will perform very well in a statistical way in the long term.
C. ECONOMIC ANALYSIS OF THE PROSUMER
This case study uses a load demand dataset collected from a realistic Finnish distribution system operator in northern Europe, which includes 3,398 non-empty low voltage customers in a small region [26] . We randomly picked nine customers out of them to analyze the annual economic benefit of these prosumers when participating in local energy trading intelligently. They are assumed to have similar wind turbines and ESSs installed. As shown in Figure 8 , the load demand data is collected within 20,999 hours from 2010.06.10 to 2012.10.31.
In order to compare prosumers' economic benefit from trading in the LEM with trading directly with the utility company and fully consider the stochasticity of renewable generation and load demand, as well as uncertain market conditions, under different scenarios, the average annual economic benefit for each prosumer can be calculated as follows:
where R year and R day indicate the average annual benefit and daily benefit achieved from trading in the LEM, respectively; r 0 indicates the occasional market open rate determined by an event-driven LEM. As mentioned before, since the smart trading strategy outperforms others in a nondeterministic way, the simulation will run for N d = 20, 999/24 ≈ 874 days (episodes) for different wind generation scenarios and power output (low, medium and high), with N s = 3. The final result with r 0 = 20 % and consideration of whether an ESS is available or not is shown in Figure 9 . 
VI. CONCLUSION
In this paper, we proposed an event-driven local energy market for facilitating energy trading at the distribution level. We also studied how the prosumer chooses its local energy trading strategies given the available energy resources. The problem is built as an MDP and is solved by using new advances in reinforcement learning technology, namely deep reinforcement learning. It should be emphasized that this innovative local energy market does not aim to replace any existing energy service, nor is it proposed as a best market paradigm. Instead, it mainly seeks to diversify or even gamify the energy ecosystem at the edge of distribution networks and near end-users. In the future, some additional energy business models and services provided by the local energy market will be carefully designed. It is also believed that the active participation of end-users will revolutionize the overall energy ecosystem and reshape the energy business landscape.
