We analyse the physics and geometry of trade-offs between Earth structure and noise sources in interstation noise correlations. Our approach is based on the computation of off-diagonal Hessian elements that describe the extent to which variations in noise sources can compensate for variations in Earth structure without changing the misfit beyond the measurement uncertainty. Despite the fact that all ambient noise inverse problems are special in terms of their receiver configuration and data, some general statements concerning source-structure trade-offs can be made: (i) While source-structure trade-offs may be reduced to some extent by clever measurement design, there are inherent trade-offs that can generally not be avoided. These inherent trade-offs may lead to a mispositioning of structural heterogeneities when the noise source distribution is unknown. (ii) When attenuation is weak, source-structure trade-offs in ambient noise correlations are a global phenomenon, meaning that there is no noise source perturbation that does not trade-off with some Earth structure, and vice versa. (iii) The most significant source-structure trade-offs occur within two elliptically shaped regions connecting a potential noise source perturbation to each one of the receivers. (iv) Far from these elliptical regions, only small-scale structure can trade off against changes in the noise source. (v) While source-structure trade-offs mostly decay with increasing attenuation, they are nearly unaffected by attenuation when the noise source perturbation is located near the receiver-receiver line. This work is intended to contribute to the development of joint sourcestructure inversions of ambient noise correlations, and in particular to an understanding of the extent to which source-structure trade-offs may be reduced. It furthermore establishes the foundation of future resolution analyses that properly quantify trade-offs between noise sources and Earth structure.
special in terms of their receiver configuration and data, we limit ourselves to general statements concerning the physics and geometry of these trade-offs. In our analysis, we work under the assumption that the solution of an inverse problem has provided us with an optimal Earth model m and an optimal noise source model s that minimize a misfit functional χ . In the vicinity of the optimum, χ can be approximated correct to second-order 
The off-diagonal elements of the Hessian, H sm contain the mixed derivatives of the misfit functional, δ s δ m χ . They describe trade-offs between structural variations δm and noise source variations δs, that is, the extent to which one can compensate for the other without changing the misfit χ beyond the measurement uncertainties. Furthermore, H sm is equal to the change in sensitivity to Earth structure caused by a perturbation in the noise sources.
As a prelude to the computation and analysis of the off-diagonal elements H sm , we start in Section 2 with a review of noise correlation modelling. This will be followed in Section 3 by a formalism for the computation of sensitivity kernels for Earth structure and noise sources that simplifies the developments of Tromp et al. (2010) while leading to identical results. In Section 4, we present the new development of second-order adjoints for ambient noise correlations that allow us to compute the mixed second derivatives of a misfit functional that encodes the trade-offs between Earth structure and ambient noise sources. The emphasis of this section will be on the nature of these trade-offs, including their dependence on frequency and attenuation.
N O I S E M O D E L L I N G A N D C O R R E L AT I O N F I E L D S

General development
To forward model interstation correlations of ambient noise, we adopt the method developed by Woodard (1997) in helioseismology and later adapted to terrestrial seismology by various authors (e.g. Tromp et al. 2010; Basini et al. 2013; Hanasoge 2013a,b; Fichtner 2014; Nishida 2014) . We start with the definition of the frequency-domain Green function G n (x, ξ ) with vector components G in (x, ξ ) as the solution of the governing equations when the right-hand side equals a point-localized force at position ξ in n-direction, that is,
The symbol L x denotes a linear forward modelling operator in the frequency domain acting on the spatial variable x. In the case of a viscoelastic Earth model, eq. (2) may be explicitly written as (e.g. Kennett 2001; Aki & Richards 2002; Fichtner 2010 )
with ρ and ijkl denoting mass density and the elastic tensor, respectively. In the frequency domain, the representation theorem is
with ⊕ the volume of the Earth, u i the ith component of the seismic displacement field, G in = (G n ) i the ith component of the Green function with excitation in n-direction, and N n the source field of the ambient noise. In the interest of a condensed notation, we omit dependencies on the angular frequency ω whenever this seems reasonable. The frequency-domain correlation between the noise fields u i (x 1 ) and u j (x 2 ) is then
Taking the expectation of eq. (5) gives
Under the assumption that the noise sources are spatially uncorrelated, in the sense
eq. (6) condenses to
The power-spectral density distribution S nm satisfies the relation S nm = S temporal stack over correlation windows of a pre-defined length (e.g. Bensen et al. 2007; Groos et al. 2012) . As pointed out by Snieder et al. (2010) , the time average approximates the expectation because dissipation effectively resets the clock after a characteristic decay time so that consecutive wavefield samples are practically independent. The interstation correlation C ij for variable components i and j can be interpreted as a tensor quantity,
where ⊗ denotes the tensor or dyadic product. Individual components of the correlation can be retrieved via products with the unit vectors e i and e j , that is C i j = e i · C · e j . Furthermore, the Hermitian transpose of C satisfies the symmetry relation C H (x 1 , x 2 ) = C(x 2 , x 1 ). Based on eq. (9), we see that the vector field
is a solution of the wave equation. This 'correlation wavefield' is excited by the deterministic source f n (ξ ) = S nm (ξ )G * m j (ξ , x 2 ). Similarly, the correlation wavefield C.
. Eq. (10) suggests a numerical recipe for the computation of correlation functions for which the reference receiver is located at position x 2 : First, the Green function with source at x 2 is computed, and its complex conjugate is multiplied with the power-spectral density S nm to yield the source of the correlation wavefield. Second, the correlation wavefield is computed as regular solution to the wave equation using the previously constructed source. Finally, the correlation wavefield is sampled at any position where another receiver is located.
In our development, we have not made any assumption on the nature of the noise sources. They may be ocean waves and atmospheric turbulences coupling with the solid Earth (e.g. Nishida & Fukao 2007; Ardhuin et al. 2011; Gualtieri et al. 2013; Nishida 2014) , or small-scale scatterers that excite secondary wavefields and coda (e.g. Snieder 2004; Planes et al. 2015) .
Examples in a 2-D acoustic, attenuating medium
While the development in Section 3.1.1 is general and valid for any viscoelastic wavefield in 3-D, we will use a 2-D homogeneous, acoustic and attenuating medium for the purpose of illustration. Especially the analysis of source-structure trade-offs in Section 4 will greatly benefit from this simplification, even though it neglects some aspects of wave propagation in the 3-D Earth. We specifically consider the frequency-domain wave equation operator L defined by
where the shear modulus μ is allowed to be frequency-dependent to incorporate viscoelastic dissipation. The far-field Green function of L is given by
with the phase velocity v = √ μ/ρ, the source-receiver distance r = |x − ξ |, and the quality factor Q (Båth 1968) . Adopting eq. (8) for the interstation correlation function to the acoustic case, gives
which we can evaluate analytically using the Green function from eq. (12). As expected, correlation functions are perfectly symmetric in the case of a homogeneous noise source distribution, shown in the left column of Fig. 1 . When noise sources are confined to the upper-right quarter of the spatial domain, the symmetry is broken, the acausal part of the correlation function vanishes and a spurious antisymmetric waveform appears around t = 0.
F I R S T -O R D E R A D J O I N T S : F RÉ C H E T K E R N E L S
Following the computation of synthetic correlation functions C i j (x 1 , x 2 ), we can perform measurements to quantify their deviation from observed correlation functions C 0 i j (x 1 , x 2 ). We denote the measurement or misfit functional by χ . In Appendix A, we show that the variation of χ with respect to perturbations in Earth structure or noise source distribution can generally be written as
In eq. (14), δC ij denotes the variation of the synthetic correlation function, and f will later play the role of an adjoint source. 
Kernels for noise source distribution
General development
For variations in the noise source distribution, δS nm , the variation of the synthetic correlation function takes the specific form
Inserting eq. (15) into eq. (14) we obtain
with the space-and frequency-dependent noise source kernels given by
In eq. (17), the adjoint source f acts merely as a scalar weighting factor for kernels at different frequencies-the geometry of which is entirely determined by the Green functions emitted from the two receiver positions. In this context, it is important to note that ω in eq. (17) is not the frequency at which measurements are performed but the frequency at which the sensitivity to the noise source distribution is considered. The meaning of ω becomes more apparent when the frequency dependence of the power-spectral density S nm is discretized, as it would be in a realistic inverse problem where a continuous and infinite-dimensional frequency dependence cannot be resolved. Adopting the parametrization with piecewise constant basis functions h (ω)
we find
where the finite-band source kernels K nm (x) are computed from the monochromatic source kernels K nm (x) via the integration
The integration over frequency will generally de-emphasize rapid oscillations in the kernels, leading to broader-scale features. This is illustrated in the following section where we return to the simplified 2-D acoustic medium.
Examples in a 2-D acoustic, attenuating medium
Using again the acoustic model from Section 2.2, we can compute noise source kernels with scalar versions of eqs (17) and (20):
As measurement, we choose cross-correlation traveltime shifts (Luo & Schuster 1991) performed on the causal part of the correlation function computed for the noise sources confined to the upper-right quarter of the spatial domain. The measurement interval is marked grey in Fig. 1 .
In Appendix A, we show that the frequency-domain adjoint source f for the traveltime measurement is given by
In the acoustic model, the structure kernel K (x, ω) is a product of complex exponentials, with phase φ(x, ω) approximately given by
) .
The regions of constant phase are hyperbolas with foci near x 1 and x 2 that can be seen in the narrow-band kernels (0.020-0.021 Hz) of Fig. 2 (bottom). The integral over frequency in eq. (22) suppresses contributions outside the stationary-phase region where φ(x, ω) ≈ 0. Consequently, the broad-band kernels (0.01-0.03 Hz) in Fig. 2 (top) only feature hyperbolic jets extending from the receiver at x 2 towards the right. This structure is consistent with the intuitive expectation that only noise originating from behind the receiver at x 2 and passing through both x 2 and x 1 should affect the causal part of the correlation function C(x 1 , x 2 ). The effect of Q manifests itself mostly in the decay of sensitivity with increasing distance from the receivers. For low Q, sensitivity decays quickly, indicating that only noise sources in the vicinity of the receivers can perturb the measurement. Most of the described features, including the hyperbolic jets and the Q-related decay, are independent of the measurement. Exchanging measurements on the causal part for measurements on the acausal part, would mirror the sensitivity distribution with respect to the x = 0 axis.
Kernels for Earth structure
General development
To derive sensitivity kernels for variations in Earth structure, we depart again from the general expression (14) for the variation of the misfit or measurement functional that we repeat here for convenience:
Again, the specific form of f(ω) depends on the particular definition of χ . Introducing into eq. (24) the first variation of C i j (x 1 , x 2 , ω) with respect to Earth model parameters,
gives the first variation of χ in terms of the first variations of Green functions: With the help of Green's theorem (see Appendix B)
we can replace the first variations of Green functions in (26) by products of forward and adjoint Green functions:
Rearranging terms in eq. (28) such that the adjoint Green functions appear first under the triple integrals yields
With the help of the correlation wavefields defined in eq. (10), we can condense eq. (29) to
Furthermore, defining the adjoint fields
respectively, we obtain
The structure of eq. (32) is similar to the structure of δχ when a traditional source-receiver configuration is used (e.g. Tarantola 1988; Tromp et al. 2005; Fichtner et al. 2006; Chen 2011 ). The variation is given by a product of a forward field and an adjoint field, integrated over space and frequency-or over time, when working in the time domain. Correlation fields emanating from the receiver positions x 1 and x 2 , respectively, play the roles of the forward field. The correlation field emitted from x 1 interacts with the adjoint field u
j emitted from x 2 , and vice versa. The specific form of eq. (32) depends on the forward modelling operator L and the model parameters that are perturbed. Using the viscoelastic wave equation operator from eq. (3), the variation with respect to density, δ ρ , is given by
Defining the sensitivity kernel K ρ (x) as
allows us to condense eq. (33) into
Following the same recipe, similar kernels can be derived for variations in elastic parameters, seismic velocities or parameters describing attenuation (Fichtner 2010) .
Examples in a 2-D acoustic, attenuating medium
In the acoustic case, the vectorial expression (32) simplifies to the scalar expression
As for the source kernels, significant contributions to the kernels only appear in the stationary-phase regions of the integrands I and II of eq. (36). Using again the traveltime measurement in the causal part of the correlation function-already employed for the computation of source kernels in Section 3.1.2-we find that the phase of the adjoint field u (2) is approximately given by
The phase of the correlation wavefield C(x, x 1 ) generally depends on the noise source distribution S(x). Provided that S(x) is sufficiently homogeneous, the phase of C(x, x 1 ) is close to the phase of a wave propagating from a point source at x 1 to some position x, that is − iω v (|x − x 1 |). In summary, the stationary-phase region of the integrand I in eq. (36) is approximated by
which defines an ellipsoid around the line connecting x 1 and x 2 . For the stationary-phase region of integrand II we find the same expression, meaning that the complete sensitivity kernel should have elliptical geometry. This is confirmed by the numerical examples shown in Fig. 3 .
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Departures from symmetry and a purely elliptical shape are mostly related to the noise source distribution (e.g. Tromp et al. 2010; Nishida 2011) . The finiteness of the computational domain, and thus the finite domain covered with noise sources, results in a faint tail behind receiver x 2 , even when the source distribution within the domain is homogeneous. This tail is similar to the one found in finite-frequency kernel two-station measurements on earthquake data (de Vos et al. 2013) . Covering only a quarter of the domain with noise sources breaks the symmetry of kernels because the stationary-phase region is no longer described adequately by relation (37) where x 1 and x 2 can be interchanged. Attenuation manifests itself in a broadening of the kernels as Q decreases. High attenuation eliminates the higher-frequency components of the Green functions that are more concentrated around the receiver-receiver line. Thus, lower-frequency components with broader Fresnel zones gain dominance.
M I X E D D E R I VAT I V E S A N D S O U RC E -S T RU C T U R E T R A D E -O F F S
With the formalism introduced in Sections 2 and 3, we can derive mixed second derivatives of the measurement functional χ . The mixed derivatives provide information on trade-offs between Earth structure and noise sources, and on the extent to which kernels for structure change when noise sources are perturbed, and vice versa.
Derivation of mixed source-structure derivatives
We start the derivation of mixed derivatives with a slight modification of the previously employed notation. From now on, we denote by δ m variations with respect to Earth structure, and by δ s variations with respect to the noise source distribution. With this convention, the variation of χ with respect to Earth structure given in eq. (29) takes the form
In addition to the explicit dependence of δ m χ on S nm , there is an implicit dependence on S nm hidden in the adjoint source f because the measurement changes in response to a perturbation of the noise source distribution. Taking both explicit and implicit dependences into account, the mixed variation δ s δ m χ is given by
As indicated by the underbraces, this complicated expression may be simplified using variations of the forward correlation fields C(x, x 1 ), C(x, x 2 ) and the adjoint fields u 1 ki (x), u 2 k j (x). In analogy to eq. (33), we may write eq. (38) in terms of volumetric sensitivity kernels:
The 'trade-off kernel' δ c K ij is computed just as K ij , but with the forward correlation fields C(x, x 1 ) and C(x, x 2 ) replaced by their variations δ s C(x, x 1 ) and δ s C(x, x 2 ), respectively. Similarly, the trade-off kernel δ f K ij is computed as K ij where the adjoint source f is replaced by its variation δ s f.
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Contributions to source-structure trade-offs
Eqs (39) and (40) reveal that the mixed variation δ s δ m χ has two types of contributions, corresponding to different aspects of wave propagation physics. First, the sensitivity to Earth structure δ m χ changes in response to perturbations of the source distribution because it directly affects the measurement. A noise source perturbation δS nm located within the non-zero region of the noise source kernel changes the measurement from χ to χ + δ s χ , which in turn leads to a variation of the adjoint source δ s f and a modification of the sensitivity to Earth structure. As an example, a variation in the source distribution δS nm may affect the measurement of an amplitude difference. Consequently, the sensitivity of the measurement with respect to Earth structure will change.
Second, we observe changes in sensitivity to Earth structure because perturbations of the noise source distribution affect the nature of the forward field. While the adjoint field propagates the measured waveform differences back into the medium, the interaction with the forward field localizes the regions where perturbations of the medium may have caused the observed misfit. Changes in the noise sources may therefore affect the regions into which structural sensitivity is localized.
The different nature of the two contributions has implications for the solution of inverse problems based on ambient noise correlations. Through the design of suitable measurements, it may be possible to limit the perturbation of the measurement in response to changes of the noise source distribution. In this context, it is frequently argued that traveltime measurements are nearly unaffected by variations in noise source properties (e.g. Froment et al. 2010) . However, the second contribution, that is the perturbation of the forward correlation fields, cannot be influenced through measurement design. While a suitably defined measurement may be nearly correct, its sensitivity to Earth structure may still be wrong.
The geometry of source-structure trade-offs
In order to gain more physical insight into eq. (39), we make a series of simplifying assumptions. First, we assume that the measurement itself is only weakly affected by the source perturbation, meaning that the terms involving the perturbation of the adjoint source, δ s f, can be neglected. This assumption can be justified for traveltime measurements such as those used in previous paragraphs for the computation of sensitivity kernels for noise sources and structure. Furthermore, we assume that the wavefield is acoustic, so that vector and tensor quantities are transformed to scalars. Finally, we limit ourselves to noise source perturbations that are point-localized at x = x 0 , meaning that δS(x) = δS δ(x − x 0 ). Under these assumptions, eq. (39) condenses to
The integral labelled I represents the interaction of the adjoint field G † (x, x 2 ) f * emitted from x = x 2 with the forward field G(x, x 0 )G * (x 1 , x 0 )
emitted from x = x 0 with a time delay of |x 1 − x 0 |/v. Similarly, the second integral, labelled II, is the interaction between the adjoint field G † (x, x 1 ) f emitted from x = x 1 with the forward field G(x, x 0 )G * (x 2 , x 0 ) emitted from x = x 0 with a time delay of |x 2 − x 0 |/v. The potential scatterer positions x where the integrals in eq. (41) are significantly different from zero are mostly determined by the stationary-phase regions. Adopting the measurement from an earlier paragraph, the phase of the adjoint source f is approximately given by iω|x 1 − x 2 |/v. The total phase of the integrand I is therefore approximated by
For the phase of integrand I to be approximately stationary, we thus require
Solutions x to the approximate equality (43) only exist when the position x 0 of the source perturbation is inside the narrow grey-shaded region of Fig. 4(a) , characterized by y ≈ 0 and x x 2 . Intuitively, relation (43) means that a wave excited by the source perturbation at x 0 and propagating to x 1 should travel for about as long as a wave propagating from x 0 to a scatterer at x, from there to receiver x 2 and finally also to receiver x 1 . Provided that this condition is met, the stationary-phase region takes the shape of an ellipse around the line connecting x 2 to the position of the source perturbation x 0 . Similarly for integrand, in eq. (41), the stationary-phase region is given by solutions x to the approximate relation
Relation (44) requires that the traveltime of a wave emitted by the source perturbation and propagating via the scatterer to receiver x 1 approximates the traveltime of a wave travelling from the source perturbation to x 2 and finally to x 1 . The correlation of these two waves would lead to a detectable waveform change inside the measurement window. As illustrated in Fig. 4(b) , solutions to eq. (44) exist for source perturbations at any position x 0 , and they take the form of an ellipse through x 2 and around the line connecting the source perturbation at x 0 to receiver x 1 . In summary, noise source perturbations at x 0 may trade off with Earth structure located within two elliptical regions, one between the source perturbation at x 0 and receiver x 2 , and the other between the source perturbation and receiver x 1 . For a given noise source perturbation, the positioning of the ellipses is primarily controlled by the measurement window, which translates into the dominant phase of the adjoint source; in our case iω|x 1 − x 2 |/v. Shifting the measurement window would change the width of the ellipses. The type of measurement performed within the time window only controls the sensitivity pattern within the trade-off ellipses, but it does not affect their positioning.
Numerical examples for 2-D acoustic, attenuating media
Following the geometrical considerations of the previous section, we provide concrete examples for the trade-off kernel δ c K introduced in eq. (40). In the interest of simplicity, we again limit ourselves to a 2-D acoustic, attenuating medium.
Position of the noise source perturbation
We commence our exploration of trade-off kernels by varying the position x 0 of the point-localized noise source perturbation. In the following examples, the noise source perturbation has unit amplitude in the frequency band 0.005-0.035 Hz, and we set Q = 200.
The top panel of Fig. 5 shows the trade-off kernel δ c K for a noise source perturbation located on the x-axis behind receiver x 2 . As predicted by the stationary-phase argument in Section 4.3, trade-offs between the source-perturbation and structural heterogeneities occur within two elliptically-shaped regions, one connecting receiver x 1 to the source perturbation at x 0 , and the other connecting receiver x 2 to x 0 . In addition to source-structure trade-offs, the kernel indicates how sensitivity to velocity structure changes in response to a noise source perturbation at x 0 .
As the noise source perturbation moves off the receiver-receiver line, that is out of the grey-shaded region in Fig. 4(a) , the amplitude of the trade-off kernels is reduced. In accord with our previous stationary-phase considerations, the ellipse with foci x 2 and x 0 (integrand I) disappears, and the ellipse with foci x 1 and x 0 (integrand II) widens, while always passing through x 2 . This is illustrated in the second and third rows of Fig. 5 .
From varying the position of the noise source perturbation, we can draw two general conclusions: (i) Source-structure trade-offs in ambient noise correlations are a global phenomenon, meaning that there is no noise source perturbation that does not trade off with some Earth structure, and vice versa. This follows already from the fact that the stationary-phase relation (44) always has a solution. (ii) In our setup, source-structure trade-offs are strongest for noise source perturbations located directly behind receiver x 2 , that is approximately in the non-zero regions of the noise source kernels (Fig. 2) .
Frequency dependence of source-structure trade-offs
To analyse the frequency dependence of the source-structure trade-offs, we use the same setup as above but initially choose Q = ∞, meaning that attenuation is ignored. First, we note that the location of the stationary-phase regions in the trade-off kernel integral is independent of frequency. It follows that changes in the central frequency of the noise source perturbation mostly affect the amplitude of the trade-off kernels, and how rapidly they oscillate. This is illustrated in the top row of Fig. 6 .
The stationary-phase arguments become increasingly irrelevant as the bandwidth of the noise source perturbation decreases. As shown in the middle row of Fig. 6 , the trade-off kernel becomes increasingly oscillatory with decreasing bandwidth, eventually filling the whole domain with short-wavelength oscillations when the source perturbation is nearly monochromatic. This observation implies that far from the elliptical stationary-phase regions (Fig. 4) only small-scale structural heterogeneities can trade off with noise source perturbations. As illustrated in the bottom row, this statement is true independent of the position x 0 where the noise source is assumed to change.
Attenuation dependence of source-structure trade-offs
The attenuation dependence of source-structure trade-offs results from the presence of Q in the Green functions (eq. 12) that contribute to the trade-off kernel δ c K from eq. (41). Furthermore, the adjoint source derived in Appendix A contributes a factor exp(
). Accounting for the three Green functions that appear in eq. (41) 
We therefore expect, in accord with common intuition, that source-structure trade-offs are reduced as frequency increases and Q decreases. This behaviour can be seen in the numerical examples shown in the top and middle rows of Fig. 7 . The effect of attenuation is particularly visible in the narrow-band kernels (middle row) because in the broad-band kernels (top row) the low-frequency components are only weakly affected, thus preventing the trade-off kernel amplitude from dropping quickly to zero. A special situation arises when the configuration allows x to take values where so that the exponent in eq. (45) is nearly zero for all frequencies. For relation (46) to hold, we require
meaning that the noise source perturbation must be located near the line connecting both receivers. In such cases, source-structure trade-offs are unaffected by attenuation within narrow ellipsoidal regions that have x 0 and x 1/2 as foci. This phenomenon is illustrated in the bottom row of Fig. 7 .
D I S C U S S I O N
In the previous sections, we analysed trade-offs between Earth structure and noise sources in interstation ambient noise correlations. Our approach is based on the computation of off-diagonal Hessian elements H sm that describe the extent to which perturbations of noise sources can compensate for perturbations in Earth structure without changing the misfit beyond the measurement uncertainty. While our derivation of H sm is general and valid for viscoelastic wavefields in any dimension, we make a series of simplifications in the examples in order to facilitate the analysis and the development of physical intuition. These simplifications include the following: (i) The medium is 2-D, acoustic, homogeneous and unbounded. The waves propagating in such a medium are a useful analogue only for surface waves but not for body waves. Furthermore, effects arising from elasticity and source directivity are ignored, meaning that the range of possible trade-offs is likely to be smaller than it would be in a 3-D viscoelastic Earth. (ii) We restrict ourselves to the measurement of traveltimes within the time window where the causal wave packet of the Green function appears. This limitation is a choice that we made in order to at ETH ZÃ¼rich on November 24, 2015 http://gji.oxfordjournals.org/ Downloaded from Figure 7 . Attenuation dependence of source-structure trade-offs. The blue dot marks the position of a potential noise source perturbation. Red stars indicate receiver positions. Top: Trade-off kernels for different values of Q and a noise source perturbation that has unit amplitude within the frequency band 0.005-0.035 Hz. Middle: The same as above but for a noise source perturbation confined to the narrow frequency band 0.0200-0.0201 Hz. Bottom: The same as in the middle row but for a noise source perturbation located on the receiver-receiver line. As predicted, the source-structure trade-offs are nearly unaffected by attenuation within two narrow elliptical regions connecting x 0 to x 1 and x 2 , respectively. keep the number of examples reasonable. It is further motivated by the fact that traveltimes of surface waves are by far the most common measurements on noise correlations, despite recent attempts to infer attenuation structure from amplitudes (e.g. Lawrence & Prieto 2011) . (iii) In most of the examples, we ignore additional trade-offs that result from perturbations in the measurements induced by perturbations in the noise source. This simplification can be justified for traveltime measurements on the main arrival that are known to be only weakly affected by the noise source properties (e.g. Froment et al. 2010) . In this sense, our analysis is conservative.
An aspect about which we did not make assumptions is the nature of the noise sources. These may be ocean and atmosphere interactions with the solid Earth, anthropogenic sources, or small-scale scatterers that excite a secondary wavefield. In this regard, our developments are general.
Current applications of ambient noise tomography are characterized by extensive data processing, examples of which may be found in Bensen et al. (2007) , Groos et al. (2012) and Schimmel et al. (2011) . Processing affects not only noise correlations themselves but also their sensitivity to Earth structure (Fichtner 2014) . Being beyond the scope of this work, this effect is not studied in more detail. It may, however, be incorporated in the definition of the misfit functional χ , meaning that the analysis of processing effects is possible within the framework presented in the previous paragraphs.
In practical applications, source-structure trade-offs can never be avoided completely because there is no measurement that is exclusively sensitive to either noise sources or Earth structure. However, trade-offs can likely be reduced by clever measurement design, prior information on noise sources from non-seismological observations (Ardhuin et al. 2011) , and by a joint inversion for sources and structure. Taking advantage of the second-order adjoint approach presented in the previous paragraphs, the remaining trade-offs can at least be quantified, as it is done in imaging with deterministic sources (e.g. Fichtner & Trampert 2011; Fichtner & van Leeuwen 2015) .
Finally, we note that quantitative trade-offs not only depend on the geometrical properties of the trade-off kernels but also on the configuration of the receiver array, the measurement errors, and on the prior knowledge of Earth structure and ambient noise sources. These experiment-specific factors are not considered in this study that attempts to derive general properties of source-structure trade-offs.
C O N C L U S I O N S
Within the limitations discussed in the previous paragraphs, we can draw the following main conclusions:
(1) While source-structure trade-offs may be reduced to some extent by clever measurement design, there are inherent trade-offs that can generally not be avoided. These inherent trade-offs, captured by the trade-off kernel δ c K from eqs (40) and (41), may lead to a mispositioning of structural heterogeneities when the noise source distribution is unknown.
(2) When attenuation is weak, source-structure trade-offs in ambient noise correlations are a global phenomenon, meaning that there is no noise source perturbation that does not trade-off with some Earth structure, and vice versa. This is implied by the fact that the approximate relation (44) for the stationary-phase region of a trade-off kernel always has a solution. It follows that ambient noise tomography in a weakly attenuating Earth is strictly speaking a global-scale problem even when the receiver array occupies only a small region.
(3) The most significant source-structure trade-offs occur within the two elliptically shaped regions in Fig. 4 that connect a potential noise source perturbation to each one of the two receivers.
(4) Far from these elliptical regions, only small-scale structure can trade off against changes in the noise source. This follows from the fact that the trade-off kernels are highly oscillatory outside the stationary-phase regions.
(5) While source-structure trade-offs mostly decay with increasing attenuation, they are nearly unaffected by attenuation when the noise source perturbation is located near the receiver-receiver line.
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