Introduction
In the last decade a substantial amount of work has been carried out in the context of Description Logics 1 (DLs) a . DLs are a logical reconstruction of the so-called framebased knowledge representation languages, with the aim of providing a simple wellestablished Tarski-style declarative semantics to capture the meaning of the most popular features of structured representation of knowledge. A main point is that DLs are considered as to be attractive logics in knowledge based applications as they are a good compromise between expressive power and computational complexity.
Despite their growing popularity, relatively little work has been carried out in extending them to the management of uncertain and imprecise information b . This is a well-known and important issue whenever the real world information to be represented is of imperfect nature.
In DLs, the problem has attracted the attention of some researchers and some frameworks have been proposed, which differ in the underlying notion of uncertainty and imprecision: e.g. probability theory 4, 5, 8, 9, 21 , possibility theory 7 , metric spaces 12 , many-valued 15, 16, 17, 22 and fuzzy theory 3, 6, 13, 19, 23, 24, 25, 26, 27, 29, 30 . In this paper we extend DLs allowing to express that a sentence is not just true or false like in classical DLs, but certain to some degree, which is taken from a certainty lattice. The certainty degree dictates to what extend (how certain it is that) a sentence is true. The adopted approach is more general than the fuzzy logic a Description Logics have also been referred to as Terminological Logics, Concept Logics, KL-ONE-like languages. The web page of the description logic community is found at address http://dl.kr.org/dl. b Comparing with other formalisms -notably logic programming (see, e.g. 10, 11 ).
based approach 25 , as it subsumes it (just take the lattice over the real unit interval [0, 1] with order ≤) and four-valued DLs as 17, 22 , but is orthogonal to almost all other approaches. A feature of the lattice approach is that it gives us the possibility to address both quantitative reasoning (by relying e.g. on [0, 1] or subsets of rational numbers like {0, 1 n−1 , . . . n−2 n−1 , 1}, for natural number n), as well as qualitative uncertainty reasoning (by relying e.g. on {false, likelyfalse, unknown, likelytrue, true}, in increasing order). From a computational point of view, it is still possible to develop a tableau calculus in the style of almost all DLs and, under reasonable conditions, the computational complexity does not change, which is especially important as usually, reasoning under uncertainty is more involved than the classical case (see, e.g. 18 ). We proceed as follows. In the next section, we recall some fundamental notions about DLs. In Section 3 we describe our DL extension to manage uncertain sentences, while in Section 4, we address the computational aspect of reasoning in it. Finally, Section 6 concludes the paper.
A Quick Look to ALC
The specific DL we extend is ALC, a significant representative of DLs 1 . Consider three alphabets of symbols, primitive concepts (denoted A), primitive roles (denoted R) and individuals (denoted a and b) c . A concept (denoted C or D) of the language ALC is build out from primitive concepts A, the top concept , the bottom concept ⊥ and according the following syntax rule:
An interpretation I is a pair I = (∆ I , · I ) consisting of a non empty set ∆ I (called the domain) and of an interpretation function · I mapping different individuals into different elements of ∆ I (called unique name assumption), primitive concepts into subsets of ∆ I and primitive roles into subsets of ∆ I × ∆ I . The interpretation of complex concepts is defined as usual:
Two concepts C and D are equivalent (denoted C ≡ D) when C I = D I for all interpretations I (e.g. ∃R.C ≡ ¬∀R.¬C). An assertion (denoted α) is an expression a:C, with informal meaning "a is an instance of C", or an expression (a, b):R, with informal meaning "(a, b) is an instance of R". A primitive assertion is either an assertion of the form a:A, where A is a primitive concept, or an assertion of the form (a, b):R. An interpretation I satisfies a:C (resp. (a, b):R) iff a I ∈ C I (resp. (a I , b I ) ∈ R I ). Let A and C be a primitive concept and a concept, respectively. A terminological axiom (denoted τ ) is either a concept specialization or a concept definition. A concept specialization is an expression of the form A<·C, while a concept definition is an expression of the form A: = C. An interpretation I satisfies A<·C iff A I ⊆ C I , while I satisfies A: = C iff A I = C I . A finite set K of assertions and terminological axioms is a Knowledge Base (KB). With K A we denote the set of assertions in K, whereas with K T we denote the set of terminological axioms in K, also called a terminology. A KB K is purely assertional if K T = ∅. Further, we assume that a terminology K T is such that no concept A appears more than once on the left hand side of a terminological axiom τ ∈ K T and that no cyclic definitions are present in K T
d . An interpretation I satisfies (is a model of ) a KB K iff I satisfies each element in K. A KB K entails an assertion α (denoted K |= α) iff every model of K also satisfies α. The problem of determining whether K |= α is called entailment problem, while the problem of determining whether K is satisfiable is called satisfiability problem. It is well known (see,e.g. 1 ) that in ALC:
There exists a well known technique based on constraint propagation solving the satisfiability problem 1 . Furthermore, we can restrict our attention to purely assertional KBs, by expanding K to K and substituting every primitive concept occurring in K, which is defined in K , with its defining term in K . Informally, the expansion of a KB K is as follows 14 : replace each concept specialization A<·C ∈ K T with A: = C A * (A * is a new primitive concept); then expand the right-hand side of every concept definition by replacing a primitive concept with its definition until there remain only undefined concepts in the second arguments of concept definitions; and finally, replace in K A all primitive concepts with their definitions. The transformation has the nice property that K |= α iff K A |= α , where α is obtained by replacing every primitive concept occurring in α, which is defined in K T , with its defining term in K T . This allows us to restrict our attention to purely assertional KBs only (but, the expansion process can be exponential 14 ).
The logic L-ALC
Let L = T , be a certainty lattice (a complete lattice), where T is a set of certainty values and is a partial order over T . Let ⊗ and ⊕ be the meet and join operators induced by , respectively. Let f and t be the least and greatest element in T , respectively. We also assume that there is a function from T to T , called negation function (denoted ¬) that is anti-monotone w.r.t. and satisfies d We say that A directly uses primitive concept B in K T , if there is τ ∈ K T such that A is on the left hand side of τ and B occurs in the right hand side of τ . Let uses be the transitive closure of the relation directly uses in
The main idea is that an assertion a:C, rather being interpreted as either true or false, will be mapped into a certainty value c in T . The intended meaning is that c indicates to which extend (how certain it is that) 'a is a C'. Typical certainty lattices are (given a set of real values T , consider 2 , where T is {f, t, u, i} with f u t and f i t. Here, u stands for 'unknown', whereas i stands for inconsistency. We denote the lattice as L B . Additionally, besides ¬f = t, we have ¬u = u and ¬i = i; Many-valued: L = {0,
, where T is {f, lf, lt, t} with f lf lt t. Here, lf stands for 'likely false', whereas lt stands for 'likely true'. Besides ¬f = t, we have ¬lf = lt; Belief-Doubt: A further popular lattice allows us to reason about belief and doubt.
Indeed, the idea is to take any lattice L, and to consider the cartesian product L × L. For a certainty lattice L = T , , an L-interpretation is now a pair I = (∆ I , · I ), where ∆ I is, as for the classical case, the domain, whereas · I is an interpretation function mapping
• individuals as for the classical case, i.e.
For ease with interpretation we mean always an L-interpretation, for some certainty lattice L. As anticipated above, if d ∈ ∆ I is an object of the domain ∆ 
Note that the semantics of ∃R.C is the result of viewing ∃R.C as the open first order formula ∃y.R(x, y) ∧C(y) (whereC is the translation of C into first-order logic) and ∃ is viewed as a disjunction over the elements of the domain. Similarly, the semantics of ∀R.C is related to ∀y.¬R(x, y) ∨C(y), where ∀ is viewed as a conjunction over the elements of the domain. The definition of concept equivalence is like for ALC. As for classical ALC, dual relationships between concepts hold:
An L-assertion (denoted ψ) is an expression α c or α c , where α is an ALC assertion and c, c ∈ T . From a semantics point of view, an L-assertion α c constrains the certainty-value of α to be less or equal to c (similarly for
). An interpretation I satisfies a:C c (resp. (a, b):R c ) iff
Similarly for . Two L-assertions ψ 1 and ψ 2 are equivalent (denoted ψ 1 ≡ ψ 2 ) iff they are satisfied by the same set of interpretations. Notice that a:¬C c ≡ a:C ¬c . A primitive L-assertion is a L-assertion involving a primitive assertion only. One might wonder why we do not allow expressions of the form α c or the form α ≺ c . The reason relies on the observation that it is quite hard to imagine situations in which we are able to assert such strict , ≺ relations. However, from a technical point of view it is easy to manage these constraints as well. For ease of presentation, we leave them out.
Concerning terminological axioms, an interpretation I satisfies A<·C iff ∀d ∈
In L-ALC, a knowledge base is a finite set of L-assertions and terminological axioms. With Σ A we denote the set of L-assertions in Σ, with Σ T we denote the set of terminological axioms in Σ (the terminology), if Σ T = ∅ then Σ is purely assertional, and we assume that a terminology Σ T is such that no concept A appears more than once on the left hand side of a terminological axiom in Σ T and that no cyclic definitions are present in Σ T . An interpretation I satisfies (is a model of ) a knowledge base Σ iff I satisfies each element of Σ. A KB Σ L-entails an L-assertion ψ (denoted Σ |= L ψ) iff every model of Σ also satisfies ψ. Finally, given a KB Σ and an assertion α, it is of interest to compute α's best lower and upper certainty-value bounds. To this aim, the greatest lower bound of α w.r.t. Σ (denoted glb(Σ, α)) is {c : Σ |= L α c }, while the least upper bound of α with respect to Σ (denoted
Determining the lub and the glb is called the Best Certainty-Value Bound (BCVB) problem. Note that from Σ |= L a:C c iff Σ |= L a:¬C ¬c , lub(Σ, a:C) = ¬glb(Σ, a:¬C) can be shown. The same reduction to glb does not hold for lub(Σ, (a, b):R) as (a, b):¬R is not an expression of our language e . L-ALC is a sound extension of ALC. In fact, assume that in Σ no (a, b):R c occurs. We leave these L-assertions out, as role negation is not present in ALC. Consider the following transformation (·) from L-assertions to assertions: α c → α, a:C c → a:¬C, and Σ = { ψ : ψ ∈ Σ} ∪ Σ T . It can be shown that Proposition 1. Let Σ be a KB in which no (a, b):R c occurs and consider
The converse does not hold in general and depends on L, e.g. in
A c , whereas {a:A, a:¬A B} |= a:A. A simple 'converse' is the following. Let K be an ALC KB: we defineK = { α 1 :
Decision algorithms in L-ALC
Deciding satisfiability of a KB requires a calculus. Without loss of generality we consider purely assertional KBs only. We first develop a calculus in the style of the constraint propagation method, as this method is usually proposed in the context of DLs 1 . We then present a transformation of L-ALC under linear ordered lattices into ALC and, thus, classical DLs reasoners may be applied in this special case.
Tableau-like calculus
Essentially, we generalize the calculus presented in 25 for L [0, 1] , to any certainty lattice L. We first address the entailment problem and then the BCVB problem.
To guarantee soundness and completeness of the calculus, we make the following restrictions. We assume that in the certainty lattice L = T , the set of certainty values T is finite. From a practical point of view this is a limitation we can live with, especially taking into account that computers have finite resources, and thus, only a finite set of certainty values can be represented. In particular, this includes also the case of the the rational numbers in [0, 1] ∩ Q under a given fixed precision p a computer can work with. We also point out an error in our early version 28 , in which we do not rely on this assumption. Without this assumption, the results in
An L-constraint (denoted ψ) is inductively defined as follows: (i) an L-assertion is an L-constraint; (ii) if ψ and ψ are L-constraints, then so are ¬ψ, ψ ∧ ψ and ψ ∨ψ (e.g. α 1 c 1 ∨¬ α 2 c 2 ). A literal is a primitive L-assertion or its boolean negation. Without loss of generality, we assume that L-constraints are always in e Of course, lub(Σ, (a, b):R) = ¬glb(Σ, (a, b):¬R) holds, where (¬R)
DLs over Lattices 7 
Negation Normal Form (NNF), where a boolean negation appears in the head of an L-assertion only. The definition of satisfiability (of a set) of L-constraints is easy: e.g. I satisfies ¬ψ iff I does not satisfy ψ, while I satisfies ψ ∨ ψ iff I does satisfy either ψ or ψ . It follows that (compare to Eq. 1)
Note that in case L is a total order, then we have the equivalences between ¬ α c and α ≺ c , and between ¬ α c and α c . For instance, this property is used in the calculus developed for fuzzy ALC 25 . In general, these equivalences do not hold (e.g., in L B , ¬ α u is equivalent to α i and not to α ≺ u ). For ease, sometimes we write α c in place of ¬ α c and α c in place of ¬ α c .
Our calculus, determining whether a finite set S of L-constraints is satisfiable or not, is based on a set of constraint propagation rules transforming a set S into "simpler" satisfiability preserving sets S i until either all S i contain an inconsistency, called clash (indicating that from all the S i no model of S can be build), or some S i is completed and clash-free, that is, no rule can further be applied to S i and S i contains no clash (indicating that from S i a model of S can be built). A set of L-constraints S contains a clash (inconsistency) iff it contains a set of literals { α j r j c j } j∈J (with r j ∈ { , , , }) such that the set of constraints { x j r j c j } j∈J has no solution for the variables x j in the lattice L f . Of course, if α i = α j then x i = x j and if if α is either a:⊥ or a: then x is replaced with f and t, respectively. For instance, S contains a clash if it contains either a:⊥ c (where c f ), or a: c (where c ≺ t), or a:⊥ c , or a: c , or α f , or α t , or S contains a conjugated pair of L-constraints. Each entry in Table 1 says us under which condition the rowcolumn pair of L-constraints is a conjugated pair.
For instance, in L B , a:A i and a:A u is a conjugated pair as i u. While in total ordered lattices checking inconsistency is easy, this may not be the case for arbitrary lattices. Given an L-constraint ψ, with ψ c we indicate a conjugate of ψ Note 
We call a certainty lattice L safe iff (i) for any c ∈ T , D L (c) is finite; and (ii) the decision problem whether a set of constraints is inconsistent is decidable.
Our decision procedure is guaranteed to terminate, whenever we restrict lattices to be safe. This is not a severe limitation as it is hard to imagine an application involving unsafe lattices like L above. Note that, more generally, it is easily verified that a lattice L having a finite set of incomparable certainty values is save, where two elements c, c ∈ T are incomparable iff neither c c nor c c. We present rules for , , ¬, ∀, ∃, and and only. The rules for , can be derived from and , respectively. Indeed, the rules for a:C c , a:C D c , a:C D c , a:∃R.C c and a:∀R.C c can be derived from the equivalent expressions a:¬C ¬c , a:¬C ¬D ¬c , a:¬C ¬D ¬c , a:∀R.¬C ¬c and a:∃R.¬C ¬c , respectively. Similarly for (e.g. we have the following equivalence: a:C c ≡ ¬ a:C c ≡ ¬ a:¬C ¬c ≡ a:¬C ¬c ).
The rules below rely on the following properties over a lattice L = T , : for any c, In the rules we assume that a new constraint is added to a constraint set S if it is not subsumed in S (a constraint α c is subsumed by a constraint α c iff c c -similarly for the other relations , , and ). We also avoid adding constraints of the form α f and α t . Some of the above rules deserve some explanation. The ( ) rule is a generalization of the classical disjunction rule. The main difference is that, depending on the lattice L, there may be more than the usual two branches (likely as many as |D L (c)|). For instance, in L B , a constraint a:C 1 C 2 t ∈ S may give rise to four branches, each containing a:C 1 t , a:C 2 t , a:C 1 i ∧ a:C 2 u and a:C 1 u ∧ w:C 2 i , respectively. Note that if L is a total order then there are at most two branches. The ( ) rule is derived from the ( ) rule. The ∀ is a specialization of the ( ) rule as well and is a generalization of the classical rule for ∀. Indeed, according to the semantics of L-ALC, a:∀R.C c may be viewed as a disjunction and with decomposition rule
, we obtain a constraint set S containing ψ = (a, b):R ¬c (e.g., in the classical L {t,f } , with c = t, we have (a, b):R f ∈ S). This constraint can only be clashed if S contains a conjugate to ψ (e.g., in the classical case (a, b):R t must be in S). This motivates the ∀ rule as a refinement of the above ∀ rule. Note that the (∀ ) rule can be worked out by a similar argumentation, by relying on the ( ) rule, and is left to the reader.
A constraint set S is complete if no rule is applicable to it. A complete set S 2 obtained from a set S 1 by applying the above rules is called a completion of S 1 . Note that more than one completion can be obtained. It can be verified that for save certainty lattices, the above calculus has the termination property, i.e. any completion of a finite set of L-constraints S can be obtained after a finite number of rule applications. From a computational complexity point of view, under certain circumstances, which depend on the particular certainty lattice L, the satisfiability problem is in the same complexity class (PSPACE-complete 20 ) as for ALC. Indeed, let us indicate with |L| the dimension of representing L and with |S| the dimension of a constraint set S. With combined complexity we intend the complexity w.r.t. |L| + |S|. We have to ensure that (i) L is safe; (ii) for any set of L-constraints S and certainty value c, |D L (c)| is polynomially bounded w.r.t. combined complexity; and (iii) deciding whether a set of L-constraints S contains a clash can be done in polynomial space w.r.t. combined complexity. Condition (i) is required to guarantee termination, condition (ii) is needed to avoid that e.g. in the ( ) too many conjuncts are generated, while condition (iii) is needed to guarantee that not too much computational resources are required to decide whether a constraint set is clash-free or not. We call such lattices ps-safe (all lattices we have seen, except L , are ps-safe).
Proposition 4. The satisfiability is PSPACE-complete w.r.t. combined complexity of a ps-safe lattice.
Proof.
[Sketch] We have seen that termination of the above algorithm is guaranteed. PSPACE-hardness follows directly from the PSPACE-completeness of the satisfiability problem in ALC and from Proposition 2. As for ALC, our algorithm, as it is, requires exponential space due a well know problem: indeed any completion of S = { x:C c }, where C = (∃R. The trace rules relative to the rules (∃ ), (∀ ) and (∀ ) are similar. Assigning priority to all other rules, it can be shown that (i) a set of constraints S is satisfiable iff no trace S of S contains a clash; and (ii) the size of a trace S of S is bounded polynomially by |S| + |L|, and, thus, the satisfiability problem is in PSPACE.
The above result says us that no additional computational cost has to be paid for the major expressive power (if L is ps-safe, of course).
Concerning the BCVB problem, we may have a similar algorithm as for fuzzy ALC 25 . In it, it has been shown that in
, we can compute the glb by means of O(log |N Σ |) entailment tests. It is easily verified that the above method works for any total ordered lattice as well (we have to consider the certainty values appearing in the knowledge base only). In general, this is not true, as e.g. a disjunction a:C 1 C 2 c ∈ S may require to take into account the values in D L (c) as well. It is still an open problem whether we can find, for any safe lattice L and a L-KB Σ, a set of certainty values N Σ such that |N Σ | is polynomially bounded by |Σ| + |L| and glb(Σ, α) ∈ N Σ . Anyway, for any ps-safe lattice L = T , we still may apply a simple iterative approximation algorithm for determining the glb: Of course, the speed of convergence depends on the 'goodness' of the chosen value c in step (2a). Then algorithm for the lub is similar.
Transformation to classical DLs

In
27 it has been shown that reasoning in fuzzyALC can be reduced to reasoning in classical DLs and, thus, already existing reasoners can be applied directly. We show that if the lattice is a linear order, then the same transformation process can be applied in our context as well.
For our purpose, we need to extend ALC to the DL ALCH, which is ALC where terminological axioms are of the general form C D (C, D concepts) and role axioms of the form R R are allowed. Now, let us assume that L = T , ≤ ) is a linear order. The idea is the following. Expressions of the form, e.g., a:A c are translated into classical assertions of the form a:A c , where A c is a new primitive concept. Informally, the concept A c represents the set of individuals, which are instance of A with degree c. The argument for a:A c is similar. Of course, we DLs over Lattices 13 have to consider also the appropriate relationships among the introduced concepts. For instance, if c c we need the terminological axiom A c A c . Consider a L-ALC KB Σ (w.l.o.g. we can assume it to be purely assertional). Define X Σ = {f, t} ∪ {c: α c ∈ Σ} ∪ {¬c: α c ∈ Σ}, from which we define
If there isc ∈ T such that ¬c =c, then we addc to X Σ . We may assume that N Σ = {c 1 , . . . , c |N Σ | } and c i ≺ c i+1 , for 1 ≤ i ≤ |N Σ |−1. Note that c 1 = f and c |N Σ | = t. For each c ∈ N Σ , for each relation ∈ { , , , ≺}, for each primitive concept A and role R occurring in Σ, consider a new primitive concept A c and new role R c and R c , but we do not consider A ≺f , A t and R t (which are not needed). Of course, we have to reflect the L order on the new concepts. This can easily be done by introducing axioms of the form
The terminological axioms relating the newly introduced roles are quite similar to the above axioms:
We proceed now with the mapping of the L-assertions in into crisp ALCH assertions. We define two mappings σ and ρ, defined as follows. Let ψ be a L-assertion. Then σ maps a L-assertion into a classical ALCH assertion, using ρ, as follows. In the following, we assume that c ∈ T and ∈ { , , , ≺}. The mapping ρ encodes the idea we have previously presented and is inductively defined on the structure of concepts and roles. For roles, we have simply ρ(R, c) = R c. So, for instance the L-assertion (a, b):R c is mapped into the ALCH assertion (a, b):R c . For concepts, we have the following inductive definitions (we give just some examples, the other cases are similar):
The whole transformation process is polynomial in the size of Σ and satisfiability preserving.
Proposition 5. A linear order L-ALC KB is satisfiable iff its transformation into a crisp ALCH KB is satisfiable.
Therefore, the entailment problem in linear order L-ALC can be reduced to ALCH. Finally, concerning the BTVB problem, we can apply a similar algorithm as for the non crisp case, except we use an oracle for classical entailment and the set of certainty values is not the whole L, but just N Σ .
Conclusion
We have presented a DL framework based on certainty lattices. Our main feature is that a sentence is not just true or false like in classical DLs, but certain to some degree, where the certainty value is taken from a certainty lattice. Syntax, semantics and a sound and complete tableau algorithm for reasoning in it has been presented. The complexity results shows that the additional expressive power has no impact from a computational complexity point of view, under plausible assumptions over a certainty lattice. This is especially important as the nice trade-off between computational complexity and expressive power of DLs contributes to their popularity. We have also shown that in case of linearly ordered lattices, a translation into classical DLs can be given. While a calculus has been provided in this paper, it still remains an open issue whether to implement a reasoner from scratch or to take advantage of already existing DL reasoners, like RACER or FACT, i.e. to provide a translation of L-ALC into a DL for more cases, or to rely on a many-valued first order reasoner, like 3TAP
g .
