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第1章 はじめに
デジタルカメラ等を用いて高解像度画像を得るためには大きな撮像デバイスと優れた光学
系が必要である。様々な技術革新と需要の増大によりシステムの低価格化は進んでいるもの
の、一般用途と高性能システムの間にはコストに大きな開きがある。また、画像観測の分野
においても高解像度な画像の方がより詳細な画像情報を取得できるため、画像の高解像度化
は常に求められている。このような問題に対して、観測した画像情報を基に高解像度画像を
作成する超解像技術が提案されている。
超解像技術とは、低解像度の観測画像から高解像度の画像を作成する技術である。超解像
技術は大きく 2つの種類に分類する事ができる。1つは 1枚の観測画像だけを利用した超解
像技術であり、学習やデータベースに基づき高周波成分を復元する方法などがある。しかし、
この方法で超解像を行う場合、生成された画像の高周波成分が真の高周波成分であるかはわ
からないという問題がある。もう 1つは複数枚の観測画像を利用した超解像技術である。こ
の方法は高い精度で超解像が実現できるという利点があるが、観測画像を大量に使用する必
要がある。そのため、大量の画像を処理するのに計算時間がかかってしまうことや、観測時
間にずれが生じてしまう動いている物体には処理が行えないというデメリットが存在する。
本研究では後者の超解像技術について取り組み、複数の安価なカメラをアレイ状に配置し、
同期的に制御する「多眼超解像システム」を提案する。このようにして撮影を行う事により、
観測時間にずれが生じていない観測画像を取得する事が可能である。しかし、この多眼超解
像システムは各カメラの距離が少し離れているため、ピントのずれや視差によって観測画像
ごとに違いが生じる可能性がある。そのため、本研究ではこのような多眼カメラの欠点を克
服し、安価で動いている物体にも処理が可能な監視カメラの制作およびシステム開発を目的
とする。
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第2章 目的・背景
画像の解像度とは画像における画素の密度を示す数値であり、その密度が高ければ高いほ
ど画像は鮮明に見える。超解像技術とは観測した低解像度画像を用いて高解像度な画像を生
成する技術を指し、近年の間に超解像技術について数多くの研究が報告されている [1]。
これらは大きく 2つに分けることができる。1つは学習型と呼ばれる超解像技術である。こ
の手法は 1枚の観測画像だけを用いて、予め学習したデータベースを参照することで高周波
成分を復元する方法 [2]や、補間の考え方に基づく信号処理的なアプローチ [3]が提案されて
いる。超解像とは、一般的に基となる観測画像に高周波成分が含まれていないと解像度の向
上は見込めない。だが、この方法を使えば学習に基づき画像の高周波成分を付加できる可能
性がある。しかし、その高周波成分が真の高周波成分かどうかわからないという欠点がある。
もう 1つは再構成型と呼ばれる超解像技術である。この手法は複数枚の観測画像を用いて、
処理後の画像の画素密度を高めていくことで解像度を向上させる手法である。この再構成型
超解像の代表的なものとして、ML(Maximun-likelihood) 法、MAP(Maximum a posteriori)
法 [4][5]、IBP(Iterative backward projection)法 [6]、周波数領域手法 [7]、POCS(Projection
onto convex sets)法 [8][9]などがあげられる。学習型とは違い、この再構成型は真の高周波
成分を得ることができる。本研究では最終目的として多眼カメラによる監視カメラの制作を
目指しているため、観測画像内の正しい情報を得ることが重要である。そこで、真の高周波
成分を得ることができる再構成型の超解像処理を扱い、その中でも最尤推定の原理に基づく
ML法を使用する。ML法を用いた超解像処理の概要図を Fig.2.1に示す。
Fig. 2.1: 超解像処理概要図
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この再構成型超解像処理は複数枚の観測画像を使用するため、再構成処理の前処理として、
観測の際の画像間の位置ずれを直す必要がある。画像間の位置ずれは平行移動のみとは限ら
ず、回転や拡大縮小などの複雑な変形の場合がある。位置合わせ処理には、画像内の特徴点
を抽出してその対応を利用する方法や、領域ベースマッチングなどのさまざまな手法 [10]が
ある。再構成処理による高画質化を実現するためには、サブピクセル精度の精密な位置合わ
せ処理が必要となり、超解像処理における課題の一つといえる。また、このような再構成型
の超解像処理では観測画像全てに対して位置合わせ処理を行うため、処理時間が多くかかっ
てしまう。本研究の位置合わせ処理には、主に SURF(Speeded Up Robust Features)[11]と
透視投影変換を用いる。SURFによる特徴点抽出と画像間の特徴点マッチングを利用して透
視投影変換を行い、画像の位置ずれを推定する。
一般的に超解像処理は 1台のカメラで撮影された観測画像を使用している。そのため、再
構成型の超解像処理では撮影対象に動いている物体が存在していた場合、撮影画像ごとに時
間のずれができてしまい、複雑な位置合わせ処理が必要となる。そこで、本研究では複数の
低コスト撮像デバイスをアレイ状に配置し、同期的に制御するシステムを提案する。これに
より、時間のずれが少ない複数の観測画像を取得できるため、動いている物体に対する高解
像度化を望むことができる。また、低コストなカメラを使用しているため、高いコストをか
けずに、高額なカメラを使用した場合と同等以上の画質を取得することも期待できる。カメ
ラのセンササイズごとの価格の比較を Fig.2.2に示す。本研究ではFig.2.2の左側にあるよう
Fig. 2.2: カメラセンサと価格の比較
な安価なカメラを用い、Fullsizeのような高額なカメラと同等以上の画質を取得することを
目指す。
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しかし、多眼カメラによる同時撮影を利用する場合、そのカメラの仕組みから様々な問題
が生じてしまう。多眼カメラを用いて撮影した観測画像の例を Fig.2.3と Fig.2.4に示す。
Fig. 2.3: 多眼カメラによる観測画像 1 Fig. 2.4: 多眼カメラによる観測画像 2
多眼カメラは各カメラが少し離れているため、（1）カメラごとの色合いの違い、（2）カメ
ラごとの視差、などの問題が生じてしまう。また、時間のずれが少ない画像を撮影できる枚
数はカメラの台数までとなるため、（3）撮影枚数がカメラの台数に依存する、といった欠点
が挙げられる。そこで本研究では、これらの問題に対する対策も合わせて提案する。また、
監視カメラでは様々な場面に対応する必要があるため、撮影対象までの距離が遠い場合、撮
影対象までの距離が近い場合、撮影環境が暗い場合を想定し、実際に多眼カメラを用いて撮
影をして処理を行う。
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第3章 方法
3.1 再構成型超解像技術の原理
再構成型の超解像処理では、複数枚の観測画像を利用して高解像度画像を生成することが
できる。この概念を 1次元画像を例にとって考えてみる。仮に、1次元の画像 2枚を観測し、
その時のサンプル点が正確に半画素ずれている場合を想定する。このような場合、単純に 2
つの画像を結合する事により、Fig.3.1のように 2倍の画素数の画像を得る事ができる。
Fig. 3.1: 1次元の超解像処理の原理
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2次元の画像の場合も同様に、サンプル点が半画素ずつずれている場合を想定すると、Fig.3.2
のように 4枚の観測画像を利用して 2 × 2倍の画素数の画像を得る事ができる。
Fig. 3.2: 2次元の超解像処理の原理
このことから、超解像処理に必要な観測画像は、最低でも行いたい処理の倍率以上の枚数
が必要であるとされている。また、このような考え方に基づき、あらかじめ撮影デバイスを
半画素ずつずらして配置し、高解像度画像を生成するシステム [12]も提案されている。
しかし、多くの場合で位置ずれを精密に制御する事はできず、複数枚の観測画像間の位置
ずれは未知のことが多い。さらに、画像間の位置ずれは平行移動のみとは限らず、回転や拡
大縮小などの複雑な変形の場合もある。そのため、再構成型の超解像処理ではサブピクセル
精度の精密な位置合わせ処理が必要となる。
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3.2 位置合わせ処理
上記のとおり、複数枚の観測画像を使用した再構成型超解像処理には、サブピクセル精度
の正確な位置合わせ処理が必要になる。本研究では位置合わせ処理に画像の特徴点を利用し
ており、特徴点の検出には SURFや SIFT(Scale-Invariant Feature Transform)[13]を使用し
ている。これにより、比較する 2枚の画像のエッジ等から特徴点を検出する。その後、特徴
点マッチングにより、2枚の画像間で対応する点を取得する。そして、この対応点から 4点を
選び、透視投影変換を利用することで特徴点ベースの位置合わせ処理を行う。また、サブピ
クセル精度の位置合わせ処理を実現するため、2枚の画像をピクセル精度で動かして比較す
ることにより、画素値ベースの位置合わせ処理を行う。この 2つの位置合わせ処理を組み合
わせることにより、高精度な位置合わせ処理を実現する。また、これら 2つの位置合わせ処
理の後、Average Hash[14]という手法を用いて類似度を計算し、位置合わせ処理の精度を確
認する。類似度が低いと判断された場合、透視投影変換に用いる SURF特徴点を変更して、
再度位置合わせ処理を行う。この時、繰り返し位置合わせ処理を行う回数は 4回までとし、
4回目は SURFを用いていた特徴点検出を SIFTに切り替えて位置合わせ処理を行う。4回
とも位置合わせ処理を失敗してしまった場合、その画像は推定高解像度画像を更新するまで
は使わないものとする。これらの位置合わせ処理の流れを Fig.3.3に示す。
Fig. 3.3: 位置合わせ処理の流れ
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以下にこれらについての概要を示す。
3.2.1 画像内の特徴点検出
画像内の特徴点の検出と特徴量の記述を行い、対応する点同士を結び付けることができる
アルゴリズムに SURFというものがある。この SURFによって得られる特徴量は照明変化
や回転、拡大縮小に不変であるという特徴がある。SURFはHessian行列という 2次微分の
集合を用いることで特徴点を検出している。Hessian行列を (3.1)に示す。
H(x; ) =
"
Lxx(x; ) Lxy(x; )
Lxy(x; ) Lyy(x; )
#
(3.1)
このLabはガウシアンの各方向の 2次微分を画像に畳み込んだ応答値である。この行列が極
大となる点を選ぶ事で、特徴点の検出を行う。しかし、このままではガウシアンの畳み込み
に時間がかかってしまうため、(3.2)の短形フィルタを用いて近似を行う。この様子をFig.3.4
に示す。
det(Happrox) = DxxDyy   (0:9Dxy)2 (3.2)
Fig. 3.4: 矩形フィルタによる近似
3.2において 0.9倍してあるのは、近似のために生じる誤差を修正するためである。これに
よって検出された特徴点は照明変化や回転、拡大縮小に頑強な特徴量であると言われている。
また、同じような特徴点検出のアルゴリズムに SIFTというものがある。SIFTも SURFと
同様に、照明変化や回転、拡大縮小に不変な特徴量を取得する。しかし、この SIFTは SURF
に比べて特徴点検出の精度が良いが処理に時間がかかるという欠点がある。再構成型超解像
処理は撮影した大量の観測画像すべてに対して位置合わせ処理を行うため、精度を重視し
て SIFTのみを使うと処理に時間がかかってしまうという問題がある。下記に SURFおよび
SIFTを用いた特徴点検出と特徴点マッチングの例を示す。以下の画像サイズ 640 × 360の
Fig.3.5とFig.3.6対して SURFによる特徴点検出と特徴点マッチングを行った結果をFig.3.7
に示す。また、SIFTを用いた結果を Fig.3.8に示す。各特徴点マッチング画像内の円は検出
された特徴点を、線は 2枚の画像の対応した特徴点同士を表している。
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Fig. 3.5: 観測画像A
Fig. 3.6: 観測画像B
Fig. 3.7: SURFを用いた特徴点マッチング
Fig.3.7と Fig.3.8から、2枚の画像間で対応している特徴点同士が結ばれている事がわか
る。このとき、SURFによって検出した対応点は 8点、処理時間は 0.39秒である。また、SIFT
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Fig. 3.8: SIFTを用いた特徴点マッチング
によって検出した対応点は 367点、処理時間は 15.68秒と、SURFと SIFTのどちらを使う
かによってその精度や処理時間が大きく変わってくることがわかる。そのため、本研究では
SURFと SIFTを組み合わせることにより、高精度かつ高速な位置合わせ処理を目指す。し
かし、特徴点マッチングによって算出された対応している特徴点は、正確に一致している特
徴点同士を算出できるとは限らない。そのため、イレギュラーな特徴点の組を削除する必要
がある。そこで、本研究ではユーグリッド距離を用いて不要な特徴点を削除する。観測画像
Aと観測画像Bの特徴点の座標をそれぞれ (x; y)、(x0; y0)として、特徴点の組の座標の変動
量 を 3.3で算出する。
 =
p
(x  x0)2 + (y   y0)2 (3.3)
本研究では、変動量の大きい特徴点の上位 5割を削除して使用する。
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3.2.2 透視投影変換による特徴点ベースの位置合わせ処理
画像の平行移動や回転、拡大縮小などに対して、変換前後の 4点の座標を指定して行う変
換を透視投影変換という。透視投影変換を用いて 2枚の画像に対して位置合わせ処理を行う
場合、変換前と変換後でそれぞれ対応している 4点の座標を指定する必要がある。そこで、2
枚の画像に対しての特徴点マッチング利用する。前述の特徴点マッチングを用い、画像間で
対応した特徴点を透視投影変換における変換前の座標と変換後の座標と考えて処理を行い、
位置合わせ処理を実行する。ここで、Fig.3.5とFig.3.6を例として、SIFTによって得られた
特徴点を利用して透視投影変換を行う。はじめに、Fig.3.5を赤、Fig.3.6を青とした画像を
Fig.3.9に示す。
Fig. 3.9: 観測画像AとBの比較
Fig.3.9からわかるようにFig.3.5とFig.3.6には大きな位置ずれがある。以下に、ランダム
に選出した特徴点を用いて観測画像Bに対して透視投影変換を行った結果を示す。Fig.3.10、
Fig.3.12、Fig.3.14はランダムに選出された特徴点を結んだ線を表している。また、これらの
特徴点を基にして透視投影変換を行った結果を Fig.3.11、Fig.3.13、Fig.3.15に示す。
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Fig. 3.10: ランダムに選出された特徴点 1
Fig. 3.11: 透視投影変換後の比較 1
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Fig. 3.12: ランダムに選出された特徴点 2
Fig. 3.13: 透視投影変換後の比較 2
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Fig. 3.14: ランダムに選出された特徴点 3
Fig. 3.15: 透視投影変換後の比較 3
15
以上の結果から、位置合わせ処理の精度が 1番高いのはFig.3.14の結果ということがわか
る。この事から、透視投影変換を行うときに選択する 4点の座標は、4点を結んだ面積がより
大きくなるように選択した方が正確な位置合わせ処理ができるのではないかと考えられる。
そのため、本研究では透視投影変換を行うとき、残った信頼性の高い画像間の対応点の中で、
結んだ面積がより大きく、またより画像全体をカバーできるように 4点を選択する。具体的
には画像の左上、左下、右上、右下の 4隅から距離が近い特徴点をそれぞれ選択して処理を
行うこととする。
3.2.3 Sum of Absolute Dierenceによる画素値ベースの位置合わせ処理
透視投影変換による位置合わせ処理を行った後、さらなる位置合わせの精度向上のため、
SAD(Sum of Absolute Dierence)を利用した画素値ベースの位置合わせ処理を行う。SAD
とは輝度値の絶対値の差を算出する手法である。この計算方法を下記に示す。
RSAD =
N 1X
j=0
M 1X
i=0
jI(i; j)  T (i; j)j (3.4)
これを用い、2枚の画像の差を算出する。そして、位置合わせ処理を行う 2枚の画像のうち
の 1枚を上下左右にピクセル精度で移動した画像を作成し、それぞれに対して SADの差を
計算する。この時、算出された差の値が 1番小さかったものがサブピクセル精度で正しい位
置であるとする。5 × 5ピクセルの画像（Fig.3.16と Fig.3.17）を用いて例を示す。ここで、
各画像の太線で囲まれた部分が 1ピクセル、太線内部の細い線が 1本につき 10の輝度値と
する。
Fig. 3.16: 5 × 5ピクセルの画像例 1 Fig. 3.17: 5 × 5ピクセルの画像例 2
この例では上下左右に 1ピクセルずつまで移動させることとする。Fig.3.16を基点とし、
Fig.3.17を移動させた時の例を Fig.3.18に示す。
画像例が 5 × 5ピクセルに対し、1ピクセルずつまで移動させるので、計算する範囲は 4
× 4ピクセルとする。また、2枚の画像が重なっている範囲が 4× 4ピクセル以上ある場合、
重なっている部分の左上から 4× 4ピクセルを計算範囲とする。この計算範囲は Fig.3.18内
の黒の太枠で囲われている箇所である。
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Fig. 3.18: SADのピクセルシフトの例
輝度値の差が一番小さい例は、差が 90となったX軸方向に-1ピクセルシフトさせた例で
あり、この状態が正しい位置であると考える。本研究の超解像処理の SADでは、上下左右
に 3ピクセルずつまで移動させて処理を行う。
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3.2.4 Average Hashによる類似度計算
上記の 2つの位置合わせ処理を行った後、これらの処理の精度を確かめるために、Average
Hashを用いて画像間の類似度を計算する。Average Hashは、グレースケール化した比較対
象の領域画像を 8 × 8ピクセルに縮小化し、各ピクセルの平均値を閾値として 2値化するこ
とにより、8 × 8=64ビットのビット列を生成する。そして、ビット列同士を比較すること
により、画像間の類似度を高速に計算することができる手法である。このビット列への変換
の流れを Fig.3.19に示す。
Fig. 3.19: Average Hashの流れ
Fig.3.19の場合では、生成されるビット列は 1番下の行は「01111110」、下から 2番目の行
は「10111101」となる。本研究では精度を重視するために、予備実験の結果から、縮小化す
る正方形部位を 30 × 30ピクセルに変更して類似度を求めた。
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3.3 再構成処理
本研究の再構成処理では Farsinらの「Fast and Robust Multi-Frame Super-Resolution」
[15]を参考に作成している。手法としてはカメラで撮影する際の観測画像が劣化する原因を
考え、ML法を用いて高解像画像を生成する手法である。以下に再構成処理に使用するこれ
らについての概要を示す。
3.3.1 画像劣化モデル
はじめに、画像の劣化モデルについて考える。もともと高画質だった撮影対象が観測の際
に劣化してしまうのは、その撮影過程でさまざまな影響を受けてしまうためであると考えら
れる。この劣化の原因として、主に大気の影響や手振れ、カメラの汚れ、保存の際のダウン
サンプリングなどが挙げられる。この画像劣化モデルは (3.5)のように表現できる。
Yk = DkHkFkX + Vk k = 1; :::; N (3.5)
Y は観測した低解像度画像、D はダウンサンプリング、H はぼけ関数、F は動きによる影
響、Xは推定高解像度画像、V は雑音、N は入力画像の枚数を表している。
3.3.2 ML法
不明な高解像度画像を、観測した低解像度画像と上記に示した画像劣化モデルに基づき
ML法を用いて推定する。ML法とは最尤推定の原理に基づく再構成型の超解像処理の代表
的な手法である。推定高解像度画像を母数、そこから得られると考えられる観測低解像度画
像を標本とし、観測低解像度画像から未知数である推定高解像度画像が得られる確率が最大
になるような推定高解像度画像を探索する。これを最小化問題として書き直すと (3.6)のよ
うになる。
X = arg min
X
 NX
k=1
 (Yk; DkHkFkX)

(3.6)
具体的な数式として、(3.7)に示すように推定した高解像度画像に前述の劣化の影響を加
えたものと観測低解像度画像との誤差を算出して、その誤差が最小になるような高解像度画
像を推定する。
X = arg min
X
 NX
k=1
jjDkHkFkX   Ykjjpp

(3.7)
また、式中の pは最小誤差問題の Lノルムについての記述であり、本研究では p = 1、つま
り L1ノルムを扱う。
X = arg min
X
 NX
k=1
jjDkHkFkX   Ykjj11

(3.8)
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3.3.3 最急降下法による最適化
(3.8)の最小化問題を解決するため、最急降下法に基づいて式を書き直すと下記のように
なる。
Xn+1 = Xn  
 NX
k=1
F Tk H
T
k D
T
k sign (DkHkFkXn   Yk)

: (3.9)
ここで、F は推定高解像度画像を低解像度画像の位置に合わせる位置合わせ処理、F T は位
置合わせした画像を元の位置に戻す処理、HT はぼかし処理を戻す反ぼかし処理、DT はダ
ウンサンプリングを行った分のアップサンプリング、signは符号関数であり、正の場合は 1
を、負の場合は-1を返す関数を表している。
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3.4 複数のカメラを用いた多眼超解像システム
再構成型の超解像処理は、大量の観測画像を使用する。しかし、1台のカメラを用いた連
続撮影によって得られる画像は、どうしても撮影時間にずれが生じてしまう。この時、撮影
される物体が静止しているのなら問題はないが、撮影対象に動いている物体が存在していた
場合、観測画像ごとに位置がずれてしまうため、その事を考慮した複雑な位置合わせ処理が
必要となる。そこで、本研究では複数のカメラをアレイ状に配置し、同期的に制御する事で
観測画像を取得する。撮影に使用する装置のプロトタイプを Fig.3.20に示す。
Fig. 3.20: 多眼カメラ
このプロトタイプは 12個のカメラ (AXIS M1011-W)から構成されていて、各カメラの解
像度は 640× 480ピクセルであり、各カメラの視野角は水平方向が 47 °、垂直方向が 35 °で
ある。また、プロトタイプ全体の大きさは 18cmｘ 24cmである。これによって、撮影時間
のずれがないほぼ同視野の観測画像を複数取得できるため、動いている物体に対しても超解
像処理を行うことが可能となる。しかし、多眼カメラはアレイ状に配置されているため、観
測画像ごとに視差の違いやピントのずれによる色合いの違いが起こる。そのため、本研究で
は多眼カメラによって撮影された画像を用いて超解像処理を行うために、2つの前処理をお
よび画質改善策の計 3つのアイデアを提案する。
3.4.1 色補正処理
本研究では多眼カメラによって観測画像を取得している。しかし、多眼カメラは各カメラ
ごとに距離が少しずつ離れているため、カメラごとに少しピントがずれてしまう可能性が
ある。カメラはピントの位置によって観測画像の色合いが変わってくるので、多眼カメラに
よって得られた観測画像は画像ごとに色合いが違う可能性がある。色合いが違う観測画像を
そのまま超解像処理に用いてしまうと、高画質化に悪影響を及ぼしてしまう可能性がある。
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そこで、任意に選択した 1枚の観測画像（推定高解像度画像として扱う）を基準として、全
ての観測画像に対してヒストグラムマッチングによる色補正処理を行う。これにより、観測
画像ごとの色合いを合わせてから超解像処理を行うことで、より高い解像度を望むことがで
きると考えられる。
3.4.2 視差への対応
多眼カメラではカメラ間で視差が発生し、これは撮影対象までの距離が近い場合により顕著
に表れる。視差がある画像同士は、物体の奥行などの影響をうけ、正確な位置合わせ処理は困
難となるため、精密な位置合わせ処理が要求される超解像処理では視差の処理が重要になる。
そのため、本提案システムでは解像度を高くしたい部分 (ROI)だけを半自動的に切り取って
処理を行う方法を提案する。まず初めに、任意に選択した i番目の観測画像 (1,2,   ,i,   ,N)
からROIiを手動で切り取る。カメラによって撮影された観測画像を Fig.3.21に、切り取っ
た観測画像を Fig.3.22に示す。
Fig. 3.21: 撮影した観測画像 Fig. 3.22: 手動で切り取った観測画像
この切り取った観測画像を基に、SURFによる特徴点マッチングを使用して画像間で対応
する領域ROIj(1,2,   ,j,   ,N, j 6= i)を自動的に抽出する。切り取った観測画像と他の観測
画像に対し、特徴点マッチングを行い、信頼度の高い対応点のみを検出する。この時の様子
を Fig.3.23に示す。
この信頼度の高い対応点を基に、手動で切り取った画像と同じ個所を自動で切り取ってい
く。本研究ではこうして得られた画像を超解像処理における入力画像として扱うことで、視
差の大きくなってしまった観測画像に対しての処理を行う。
3.4.3 推定高解像度画像の雑音低減
通常、低コストカメラは小さいセンサー（1/4、1/2.33など）を使用している。これらの
センサーを使用する場合、照明が不十分な環境で撮影を行うと、観測画像には雑音が付加さ
れてしまうことが多い。また、多眼カメラ超解像システムは、観測画像の枚数がカメラの台
数に依存するという欠点がある。使用する観測画像が少ない状態で超解像処理を行うと、画
像内のエッジなどと同時に雑音も強調してしまう。そのため、以下の 2つの処理を超解像プ
ロセスに組み込むことを提案する。
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Fig. 3.23: ROI自動抽出のための特徴点マッチング
本研究の超解像処理では、観測画像の 1枚をアップサンプリングしたものを初期の推定高
解像度画像として使用している。この時、まだ再構成処理を行っていない推定高解像度画像
は、他の観測画像と同様に雑音が付加されている。そのため、従来の再構成型の超解像プロ
セスの初回にメディアンフィルタを用いて推定高解像度画像の雑音除去を行うことを提案す
る。また、超解像処理に使用する観測画像が少ない場合、ML法による推定高解像度画像の
更新処理と同時に雑音が付加されてしまう可能性がある。そのため、本研究では推定高解像
度画像と観測画像との誤差に対してバイラテラルフィルタを使用することによって、エッジ
を保持しつつ雑音を除去してから更新処理を行う。これらの方法を用いることによって、利
用する低解像度画像の枚数が少ない場合でも、画像内の輪郭をぼやかすことをせずに雑音を
除去することが期待できる。
3.5 多眼カメラを用いた超解像処理
以上のことを踏まえ、超解像プログラムを作成する。今回作成した超解像処理プログラム
のモデル図を Fig.3.24に示す。
Fig.3.24の緑で囲まれた部分は観測画像を表し、そのうちの 1枚をアップサンプリングし
た画像を最初の推定高解像度画像として扱い、それ以外の画像を入力低解像度画像として使
用する。また、位置合わせ処理にはFig.3.3を使用している。本研究ではHkとHTk のPSFに
はフーリエ変換を用いたローパスフィルタとハイパスフィルタを利用し、切り取る周波数と
その減衰域を変化させる事で調整を行う。
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Fig. 3.24: 作成した超解像処理のモデル図
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3.6 超解像処理結果の数的評価
超解像処理では取得した画像の数倍の画質の画像を生成することが目的であるため、ゴー
ルドスタンダードとなるデータは存在しない。そこで、本研究では多眼カメラによる連続撮
影を利用し、それよって得られた観測画像 40枚を用いた従来手法の超解像処理結果をゴー
ルドスタンダードとして扱う。Fig.3.22に対するゴールドスタンダードの結果を Fig.3.25に
示す。この画像を真の結果し、S/N比によって従来手法および提案手法の数的評価を行う。
Fig. 3.25: 40枚の観測画像を利用した従来の超解像処理結果
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第4章 結果
多眼カメラによって撮影した観測画像を用いて、作成した超解像処理を確認した。この時、
処理を行った倍率は 3 × 3倍である。
4.1 近距離撮影画像に対する超解像処理
まず初めに、近距離を撮影した Fig.3.22に対して超解像処理を行う。bi-linear法を用いて
拡大した結果を Fig.4.1に、観測画像 12枚を用いた提案超解像手法の結果を Fig.4.2に示す。
また、これらの拡大画像を Fig.4.3、Fig.4.4に示す。
Fig. 4.1: 近距離撮影画像を用いた bi-linear法 Fig. 4.2: 近距離撮影画像を用いた提案超解像
手法（12枚）
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Fig. 4.3: 近距離撮影画像を用いた拡大bi-linear
法
Fig. 4.4: 近距離撮影画像を用いた提案超解像
手法（12枚）
これらの結果から、提案する色補正処理や自動ROI抽出が上手く働き、視差が大きな近距
離を撮影した観測画像に対しても超解像処理が行えていることがわかる。また、観測画像が
全てのカメラで上手く撮影できなかった状態、多眼カメラの小型化のために使用するカメラ
の台数を減らした状態等を想定した、観測画像の枚数が少ない場合（4枚）の結果をFig.4.5
から Fig.4.8に示す。
Fig. 4.5: 近距離撮影画像を用いた従来手法（4
枚）
Fig. 4.6: 近距離撮影画像を用いた提案手法（4
枚）
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Fig. 4.7: 近距離撮影画像を用いた拡大従来手
法（4枚）
Fig. 4.8: 近距離撮影画像を用いた拡大提案手
法（4枚）
近距離を撮影した観測画像を用いた場合では、従来の手法では観測画像が少ない状態で超
解像処理を行うと雑音も強調してしまうが、提案手法では雑音が低減されていることがわ
かる。
また、他の撮影環境も想定し、遠距離、暗所での観測画像を用いて超解像処理を行う。そ
れぞれの結果は観測画像の枚数がぎりぎり足りている場合（9枚）と、観測画像の枚数が少
ない場合（4枚）の 2種類を示す。
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4.2 遠距離撮影画像を用いた超解像処理
遠距離を撮影した観測画像を用いて処理を行い、その結果を Fig.4.9から Fig.4.13に示
す。それぞれ bi-liner法を用いた結果 (Fig.4.9)、9枚の観測画像を用いた従来の超解像手法
の結果 (Fig.4.10)、および提案手法の結果 (Fig.4.11)、4枚の観測画像を用いた従来手法の結
果 (Fig.4.12)、および提案手法の結果 (Fig.4.13)である。また、それぞれの一部拡大画像を
Fig.4.14から Fig.4.18に示す。
Fig. 4.9: 遠距離撮影画像を用いた bi-linear法 Fig. 4.10: 遠距離撮影画像を用いた従来超解像
手法（9枚）
Fig. 4.11: 遠距離撮影画像を用いた提案超解像
手法（9枚）
Fig. 4.12: 遠距離撮影画像を用いた従来超解像
手法（4枚）
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Fig. 4.13: 遠距離撮影画像を用いた提案超解像
手法（4枚） Fig. 4.14: 遠距離撮影画像を用いた拡大 bi-
linear法
Fig. 4.15: 遠距離撮影画像を用いた拡大従来手
法（9枚）
Fig. 4.16: 遠距離撮影画像を用いた拡大提案手
法（9枚）
30
Fig. 4.17: 遠距離撮影画像を用いた拡大従来手
法（4枚）
Fig. 4.18: 遠距離撮影画像を用いた拡大提案手
法（4枚）
遠距離を撮影した観測画像を用いた場合では、従来手法と提案手法に視覚的に優位な差は
あまり見れなかった。
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4.3 暗所撮影画像を用いた超解像処理
最後に、暗所を撮影した観測画像を用いて処理を行う。この時、撮影した暗所の観測画像に
対し、ヒストグラムイコライザによって画像を見やすくしてから超解像処理を行った。この時の
超解像処理結果をFig.4.19からFig.4.23に示す。それぞれbi-liner法を用いた結果 (Fig.4.19)、
9枚の観測画像を用いた従来手法の結果 (Fig.4.22)、および提案手法の結果 (Fig.4.23)、4枚
の観測画像を用いた従来手法の結果（Fig.4.20）、および提案手法の結果（Fig.4.21）である。
また、それぞれの一部拡大画像を Fig4.24から Fig.4.28に示す。
Fig. 4.19: 暗所撮影画像を用いた bi-linear法 Fig. 4.20: 暗所撮影画像を用いた従来超解像手
法（9枚）
Fig. 4.21: 暗所撮影画像を用いた提案超解像手
法（9枚）
Fig. 4.22: 暗所撮影画像を用いた従来超解像手
法（4枚）
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Fig. 4.23: 暗所撮影画像を用いた提案超解像手
法（4枚）
Fig. 4.24: 暗所撮影画像を用いた拡大 bi-linear
法
Fig. 4.25: 暗所撮影画像を用いた拡大従来手法
（9枚）
Fig. 4.26: 暗所撮影画像を用いた拡大提案手法
（9枚）
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Fig. 4.27: 暗所撮影画像を用いた拡大従来手法
（4枚）
Fig. 4.28: 暗所撮影画像を用いた拡大提案手法
（4枚）
暗所を撮影した観測画像を用いた場合では、従来手法を用いた結果は雑音も強調されてし
まっている。しかし、提案手法ではその雑音が低減されていることがわかる。
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4.4 それぞれの結果の数的評価
従来手法と提案手法の数的評価のために、40枚の観測画像を利用した超解像処理の結果を
真と仮定した時、使用した観測画像の枚数と超解像手法による SN比の変化を Fig.4.30から
Fig.4.29に示す。
Fig. 4.29: 近距離撮影画像を用いた超解像処理結果の S/N比
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Fig. 4.30: 遠距離撮影画像を用いた超解像処理結果の S/N比
Fig. 4.31: 暗所撮影画像を用いた超解像処理結果の S/N比
以上の結果から、撮影環境によって差はあるものの、従来手法に比べて提案手法の結果の
方が雑音が少ないことがわかる。
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第5章 考察
まず初めに、近距離を撮影した観測画像を用いて処理を行った場合を考える。まず 12枚
の観測画像を用いた結果から、近距離撮影の欠点である視差や色合いの問題を考慮すること
で、問題なく超解像処理を行え、解像度を向上することができた (Figs.4.3.??)。
また、観測画像が少ない場合を比較してみると、従来手法 (Fig.4.7)ではエッジが強調さ
れていると同時に、雑音も強調されてしまっていることがわかる。それに対し、提案手法
(Fig.4.8)では従来手法 (Fig.4.7)と同様にエッジが強調されているが、雑音は少ない状態であ
ることがわかる。このことから、本研究で提案する手法は従来の超解像手法と同等以上の高
解像度化が望め、雑音には強い手法であることがわかる。
また、S/N比の比較 (Fig.4.29)から、提案手法は従来手法に比べて 2dB、超解像に用いた
観測画像の枚数にして 2枚分程良い結果が得られている。
次に、遠距離を撮影した画像を用いて処理を行った場合を考える。バイリニア法を用いて
拡大した結果と比べてみると、多眼カメラを用いて撮影した画像に対して超解像処理が行わ
れていることがわかる (Figs.4.9.4.10)。しかし、従来の手法を用いた結果と、提案する手法
を用いた結果の視覚的に優位な差は確認できなかった (Figs.4.10.4.11)。観測画像が少ない場
合を比較してみても、大きな視覚的な差は確認できなかった (Figs.4.12.4.13)。これは、観測
画像内の雑音が少かったことが大きな要因であると考えられる。このことは、それぞれの結
果を拡大した画像 (Figs.4.14～.4.18)からもよくわかる。また、S/N比の比較（Fig.4.30）か
らも、従来手法と提案手法にあまり差が無いことがわかる。この S/N比の差は観測画像の枚
数が多くなるほど小さくなっている。
最後に、暗所を撮影した画像を用いて処理を行った場合を考える。バイリニア法を用いて
拡大した結果と比べてみると、従来超解像処理結果の方が文字が読み取りやすくなっている
ことがわかる (Figs.4.19.4.20)。しかし、超解像処理結果は同時に雑音も強調してしまってい
る。また、従来手法 (Fig.4.20)と提案手法 (Fig.4.21)を比較してみると、どちらの手法も同
じぐらい文字が強調されているが、従来手法に比べて提案手法の方が雑音が少ないことがわ
かる。観測画像が少ない場合も比較してみると、従来手法の画像には多くの雑音が残ってい
るのに対し、提案手法の画像には雑音が少ないことがわかる (Figs.4.22.4.23)。これらの結果
から、雑音低減を目的とした 2つのフィルターを新たに加えた提案手法が上手く機能してい
ると考えられる。また、S/N比の比較（Fig.4.31）から、提案手法は従来手法に比べて 2dB
～3dB、超解像に用いた観測画像の枚数にして約 3枚分程良い結果が得られている。
以上のことから、近距離撮影画像、暗所撮影画像を用いた提案手法による超解像処理は大
幅に画質が改善でき、遠距離撮影画像を用いた場合は手法ごとにさほど差が表れないという
結果になった。前者と後者の画像の主な違いとして、前者は後者に比べて観測画像内に多く
の雑音が付加されているという点が挙げられる。前者の従来超解像処理結果、特に処理に用
いた観測画像の枚数が少ない場合は画像内に雑音が残っている。それに対し、後者の従来超
解像処理結果は画像内に残っている雑音が少ない状態にある。提案手法はこの雑音を取り除
く、あるいは強調しないでおくことができ、前者の提案手法超解像処理結果は従来手法に比
べて大幅に S/N比を向上できたのではないかと考えられる。また、すべての結果において雑
音が強調されやすい観測画像の枚数が少ない場合の方が手法ごとの S/N比の差が大きくなっ
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ている。そのため、本研究で提案する手法は取得した観測画像内に雑音が多い、超解像処理
に使用する観測画像の枚数が少ないなどの、超解像処理において雑音が表れてしまうような
状況に強く、撮影枚数が少ない場合でも良い超解像処理の結果が得られるのではないかと考
えられる。
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第6章 まとめ
今回、本研究では多眼カメラのプロトタイプを作成し、様々な状態を撮影をして超解像処
理を行った。提案する多眼カメラを用いた超解像処理として、（1）観測画像に対しての色補
正処理、（2）視差が大きい場合のROI処理、（3）観測画像の枚数が少ない場合のフィルター
処理の 3つの改善を取り入れて処理を行った。（1）と（2）により、各カメラごとのピントの
ずれなどによって色合いが違う場合や、撮影距離が近くて視差が大きくなってしまった観測
画像に対しても問題なく超解像処理が行えた。また、（3）により、従来手法と比べて雑音に
対して強い超解像処理が行え、平均して 2dB程（観測画像約 2枚分程度）の良い結果を得る
ことができた。今後は多眼カメラの小型化と共に、さらなる高解像度化を目指していきたい。
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