Abstract
Introduction
User modeling [1, 2] is a mature research field mostly involved in the information technology context. It is mainly utilized in software systems for inferring the users' goals, skills, knowledge, needs and preferences and thus achieving more adequate adaptation and personalization on the basis of the user activity pattern built. This inference process relies in turn on being able to track the users' actions when interacting with the application such as the users' choice of buttons and menu items [3] .
Therefore, on the one hand, the information captured from tracking is used by a user modeling algorithm in order to predict future users' actions, intentions and so on. On the other hand, based on the knowledge acquired from the user model, an adaptive system can adjust and personalize the system to individual user characteristics, preferences and needs. Indeed, adaptive systems [2, 3] monitor the user model and automatically adjust the interface or content provided by the system to accommodate such user differences as well as changes in user skills, knowledge and preferences. Thus, for instance, constantly maintaining the user model allows developers to receive continuous and useful feedback about the system's usability and adapt the user interface design to the actual users' needs whilst they evolve as time goes by.
The ultimate aim of using user modeling and adaptive methods and techniques is to stimulate and improve the users' experience when interacting with the system [1] .
User modeling provides a set of well-established techniques. Some of these techniques are fairly intrusive, such as requiring users to explicitly provide information through questionnaires. Seamless alternatives include the tracking of user's actions by analyzing the interactions occurring in these applications. In this paper, we focus on Web-based applications that support on-line distance learning. These applications, due to the high degree of user interaction, take great advantage of the tracking-based techniques of user modeling such as providing broader and better support for the users of Web-based educational systems [2] . Indeed, the data analysis of the information captured from the actions performed by learners is a core function for the modeling of the learner's behavior during the learning process and of the learning process itself as well. In addition, the building of learner models may help identify navigation patterns and adapt the system's usability to the actual learners' needs and thus stimulating the learning experience [3] .
As a consequence of the complex processes involved in learning, we need to capture all and each type of possible data gathered in log files. However, the information generated in Web-based learning applications can be of a great variety of type and formats [5] . Moreover, these applications are characterized by a high degree of user-user and usersystem interaction which stresses the amount of interaction data generated. Therefore, there is a strong need for powerful solutions that record the large volume of interaction data and can be used to perform an efficient interaction analysis and knowledge extraction.
In the literature, questions related to efficiently process the information obtained from learning activity have been, to the best of our knowledge, hardly investigated. Most of the existing approaches in the literature consider a sequential approach for the processing of log data and try to overcome the performance problem by: (i) processing for specific purpose (i.e. limiting the quantity of information needed for that purpose); (ii) processing of small data samples, usually for research and testing purposes. In addition, they do not address the issue of processing time requirements that might result from the huge amount of data that are to be processed, which is a common issue in web-based learning environments. Moreover, the need to make the analyzed information available in real time entails that we may come across with processing requirements beyond those of a single computer.
Grid [4] technology is increasingly being used to reduce the overall, censored time in processing data by offloading these computationally costly tasks from the computing elements running them onto the Grid. The concept of a computational Grid has emerged as a way of capturing the vision of a network computing system that provides broad access to massive computational resources.
Based on this vision, a preliminary study was conducted [5] to show that a Grid approach based on the Master-Worker (MW) paradigm [6] might increase the efficiency of processing a large amount of information from user activity log files. This allowed us to develop a real Grid-aware prototype that shows (i) how easily we are able to offload onto the grid the online processing of log data from the application, (ii) how a simple MW scheme suffices to achieve considerable speed-up, (iii) the gain provided by the Grid approach in terms of relative processing time and, (iv) the benefits of using the inherent parallel and scalable nature of Grid while the input log files are growing up in both number and large size. In order to show the feasibility of our approach, we use the log data from the internal campus of the Open University of Catalonia though our approach is generic and can be applied for reducing the processing time of log data from any web-based application in general.
The rest of the paper is organized as follows. In Section 2, the importance and problems of modeling the students' behavior in Web-based environments is shown through the case of the Open University of Catalonia. Section 3 presents a sequential application for processing offline the campus log data generated by real online learning activity. Section 4 introduces how the problem of processing this log data can be parallelized using the MW paradigm on a peer-to-peer platform called Juxta-CAT. Section 5 explains in detail our approach to parallelize and offload onto the Grid the sequential application. Finally, in Section 6, we present some computational results achieved and we end in Section 7 with some conclusions and outline ongoing and future work.
Modeling students' behavior in Webbased distance learning settings: the case of the Open University of Catalonia
Our real web-based learning context is the Open University of Catalonia (UOC) [7] which offers distance education through the Internet in different languages. As of this writing, about 40,000 students, lectures and tutors from everywhere participate in some of the 23 official degrees and other PhD and post-graduate programs resulting in more than 600 official courses. The campus is completely virtualized. It is made up of individual and community areas (e.g. personal electronic mailbox, virtual classrooms, digital library, on-line bars, virtual administration offices, etc.) through which users are continuously browsing in order to fully satisfy their learning, teaching, administrative and social needs.
From our experience at the UOC, the description and prediction of our students' behavior and navigation patterns when interacting with the campus is a first issue. Indeed, a well-designed system's usability is a key point to stimulate and satisfy the students' learning experience. In addition, the monitoring and evaluation of real, long-term, complex, problem-solving situations is a must in our context. Our goal is to understand and adapt the learning process and objects to the actual students' learning needs as well as to validate the campus' usability by the actual usage of the campus.
In order to achieve these goals, the analysis of the campus activity and specifically the users' traces captured while browsing the campus is essential in this context. The collection of this information in log files and the later analysis and interpretations of this information provide the means to model the user's behavior and activity patterns. For instance, from the log data it is possible to capture the different areas browsed by a student during his/her user session along with the timestamp when accessing to these areas. This allows us to know what the most popular areas are, how long in average students remain in each area, user session time in average and in different daily periods, navigation patterns combining both the most and the least visited areas, and so on.
However, in Web-based learning applications in general, extracting navigation and behavior patterns from the analysis of user interactions is a difficult task due to both the amount and the complexity of information generated. This makes its later treatment very tedious and time-consuming. Therefore, in order to construct a reliable, effective, useful learner models, this information has to enter a process to be effectively collected, processed and analyzed. During the first stage of this process, the most important issue while monitoring learning activity is the efficient collection and storage of the large amount of information generated. Given that such informational data may need a long time to be processed, Web-based learning systems have to be designed in a way that filter and pre-process the resulting information effectively. The aim is, on the one hand, to correctly collect and store the learning activity and, on the other hand, to increase the efficiency during the later data processing and analysis stages.
In the context of our university, the whole user interaction generates a huge amount of information in a day which is filtered and collected in large daily log files. Furthermore, this large information is found in an ill-structured highly redundant form needing a great amount of computational power to constantly process log data. As a matter of fact, the computational cost is the main obstacle to process this data in real time [5, 8, 9] and hence in real situations this processing tends to be done offline in order to avoid harming the performance of the logging application, but as it takes place after the completion of the learning activity has less impact on it.
Next section presents a sequential approach of processing log data information from Web-based distance learning applications. Main problems and inconveniences will be arisen and discussed through a detailed analysis of the processing of log data coming from the campus activity of our university.
Processing log files from an on-line distance learning campus
The on-line Web-based campus of the UOC is made up of individual and community virtual areas such as mailbox, agenda, classrooms, library, secretary's office, and so on. Students and other users (lecturers, tutors, administrative staff, etc.) continuously browse these areas where they request for services to satisfy their particular needs and interests. For instance, students make strong use of email service so as to communicate with other students and lecturers as part of their learning process.
All users' requests are chiefly processed by a collection of Apache [10] web servers as well as database servers and other secondary applications, all of which are providing service to the whole community and thus satisfying a large number of users. For load balance purposes, all HTTP traffic is smartly distributed among the different Apache web servers available and each web server stores in a log file each user request received and the information generated from processing it. Once a day (namely, at 01:00 a.m.), all web servers in a daily rotation merge their logs producing a single very large log file containing the whole user interaction with the campus performed in the last 24 hours.
A typical daily log file size may be up to 10 GB. This great amount of information is first pre-processed using filtering techniques in order to remove a lot of futile, non relevant information (e.g. information coming from automatic control processes, the uploading of graphical and format elements, etc.). However, after this pre-processing, about 1.8 GB of potentially useful information corresponding to 3,500,000 of log entries in average still remains [11] .
Log file entries are structured following a type of format known as Common Log Format (CLF) [12] which is produced by most of web servers including Apache and is fairly configurable. For the purpose of registering the campus activity, log files entries were set up with the purpose of capturing the following information: who performed a request (i.e. user's IP address along with a session key that uniquely identifies a user session); when the request was processed (i.e. timestamp); what type of service was requested (a URL string format description of the server application providing the service requested along with the input values) and where (i.e. an absolute URL containing the full path to the server application providing the service requested).
At this point, we point out some problems arisen by dealing with these log files. Each explicit user request generates at least an entry in the log file and after being processed by a web server, other log entries are generated from the response of this user request; certain non-trivial requests (e.g. user login) involve in turn requesting others and hence they may implicitly trigger new log entries; the what and where fields contain very similar information regarding the URL strings that describe the service requested and the parameters with the input values; certain information is found in a very primitive form and is represented as long text strings (e.g. user session key is 128-character string long). Therefore, there is a high degree of redundancy, tedious and ill-formatted information as well as incomplete as at some cases certain user actions do not generate any log entry (e.g. user may leave the campus by either closing or readdressing the browser) and thus these actions have to be inferred. As a consequence, treating this information is very costly in time and space needing a great processing effort.
In order to deal with these inconvenients, we have developed a simple application in Java, called UOCLogsProcessing that processes log files of the UOC. In particular, this application runs offline on the same machine as the logging application server. As an input, it uses the daily log files as a result of merging obtained after merging those log files generated by the web servers so as to: (i) identify the log entries boundaries and extract the fields that make up each entry, (ii) capture the specific information contained in the fields about users, time, sessions, areas, etc., (iii) infer the missing information, (iv) map the information obtained to typed data structures, and (v) store these data structures in a persistent support.
Juxta-CAT: a JXTA-based Grid platform
In this section, we briefly introduce the main aspects of the grid platform, called Juxta-CAT [13] , [14] , which we have used for the processing of log files.
The Juxta-CAT platform has been developed using the JXTA [15] protocols and offers a shared Grid where client peers can submit their tasks in the form of java programs stored on signed jar files and are remotely solved on the nodes of the platform. The architecture of Juxta-CAT platform is made up of two types of peers: common client peers and broker peers. The former can create and submit their requests using a GUI-based application while the later are the administrators of the Grid, which are in charge of efficiently assigning client requests to the Grid nodes and notify the results to the owner's requests. To assure an efficient use of resources, brokers use an allocation algorithm, which can be viewed as a price-based economic model, to determine the best candidate node to process each new received request. The implementation and design of peers, groups, job and presence discovery, pipe-based messaging, etc. are developed using the latest updated JXTA libraries (currently release 2.3.7) and JDK 1.5 version.
The Juxta-CAT platform has been deployed in a large-scale, distributed and heterogeneous P2P network using nodes from PlanetLab 1 platform. Juxta-CAT Project and its official web site have been hosted in Java.NET community [14] . Juxta-Cat architecture. As mentioned above, JuxtaCat is made up of common client peers and broker peers.
Client peers are the end users of the Juxta-CAT and are obtained by downloading and installing the application from the official page of Juxta-CAT. Once the machine is "converted" into a client peer, the user will connect to the peer-to-peer network and can submit execution requests to their peer group nodes. Also, client peers will be able to process received requests sent to them by other nodes through the brokering and notify them the result of the requests, once they are completed.
Broker peers are in charge of receiving and allocating the requests sent by clients of the peer group. Whenever a broker receives a request, it explores the state of the rest of nodes currently connected to the network, examining their working and connection statistics. Then, it uses this historical/statistical data to select, according to a pricebased economic model, the best candidate peer for processing that request.
The battery test was processed by the UOCLogsProcessing application executed on singleprocessor machines involving usual configurations. The battery test was executed several times with different workload in order to have more reliable results in statistical terms involving file size, number of log entries processed and execution time along with other basic statistics. On the other hand, the same battery test was processed by Juxta-CAT with different number of nodes, specifically, 2, 4, 8, and 16 nodes, using PlanetLab nodes (see Table 1 ). Fig. 3 . Three execution times results for log files with sizes of 12MB, 24MB and 36MB, respectively; x-axis indicates the number of processors and y-axis the processing time (mm:ss).
Parallel speed-up is used to measure the performance gain from a parallelized execution of the application over its serial execution, defined as follows:
S(s,p) = T S (s) / T P (s,p),
where s is the size of the log file, T S (s) is the total running time of the sequential execution for a log file of size s and T P (s,p) is the total running time of the parallel execution for a log file of size s, using p processors.
Parallel efficiency measures the degree of utilization of the computing resources involved in the parallel computation and is defined as the speed up divided by the number of computing resources (i.e. processors):
E(s,p) = S(s) / p.
From the execution times shown in Figure 3 and the formulas previously introduced, we show in Table 2 the gain in terms of parallel speed-up and efficiency we achieved. 
Conclusions and further work
Web-based applications that support on-line distance education have been gaining a lot of attention due to the capability of offering training, long-life learning and education in general widely and easily available. In this context, it is essential to capture and understand the learner's behavior so as to predict future intentions, provide appropriate support and adapt the learning process and environment to learners' needs, preferences, knowledge, skills, and so on. The aim is to greatly stimulate the learning experience. To this end, we have shown how to model the learner's behavior and activity pattern by using user modeling trackingbased techniques.
However, the information generated from tracking the learners when interacting with the virtual learning environment is usually very large, tedious, redundant and ill-formatted and as a result processing this information is time-consuming. In order to overcome this problem, in this paper we have proposed a Gridaware implementation that considerably reduces the processing time of log data and allow to build and constantly maintain user models. For the purposes of both showing the problem of dealing with log data and testing our grid prototype we have described and used the log data coming from the virtual campus of the Open University of Catalonia.
The experimental results show a considerable gain in speedup and efficiency while parallelizing the processing of log files. This makes us confident of the feasibility and usefulness of using our Grid approach.
Further work will include the implementation of a more thorough mining process of the log files, which due to the nature of the log files of our virtual campus will require more processing time as compared to the UOCLogsProcessessing used in this work.
