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Abstract
The application of the probabilistic method to graph colouring has been yield-
ing interesting results for more than 40 years. Several probabilistic tools are
presented in this survey, ranging from the basic to the more advanced. For each
of them, an application to a graph colouring problem is presented in detail. In
this way, not only is the general idea of the method exposed, but also are the
concrete details arising with its application. Further, this allows us to introduce
some important variants of the usual graph colouring notion (with some related
open questions), and at the same time to illustrate the variety of the probabilistic
techniques. The survey tries to be self-contained.
Introduction
Colouring is a core topic of graph theory. It was initiated back in 1852 by the 4-
Colour Problem, which has spawned a plethora of research. Fundamental notions, such
as nowherezero-ﬂows [184], and useful techniques, e.g. the discharging method, were
introduced, studied and developed. The positive answer to the 4-Colour Conjecture
given by Appel and Haken [13, 14] in 1977 (the reader can also consult the shorter proof
by Robertson, Sanders, Seymour, and Thomas [160], or the dedicated web-page of
Robin Thomas [180] for a gentle introduction) did not toll the bell of graph colouring.
Indeed, graph colouring is a very generic notion which admits (inﬁnitely?) many
variants. Many of them are theoretically interesting, and/or useful to model practical
problems. In particular, lots of problems arising in telecommunication networks are
closely related to the world of graph colouring.
This survey deals with the probabilistic method applied to graph colouring. The
goal is to present some powerful probabilistic techniques used in the context of graph
colouring. At the same time, this survey oﬀers a tour in the world of graph colouring,
reviewing some variants and generalisations of the usual “chromatic number” along
with some related important problems.
The essence of the probabilistic method is as follows. Suppose that we want to
prove the existence of a combinatorial object satisfying certain prescribed properties,
e.g. a vertex colouring such that no two neighbours are assigned the same colour.
The idea is to design a random experiment (in an appropriate discrete probability
space) whose outcome is, with positive probability, an object satisfying the desired
properties. It then follows that such an object exists.
The ﬁrst use of this method in combinatorics dates back to 1943, and is due
to Szele [177], who proved the existence of a tournament on n vertices with at least
n!21−n Hamiltonian paths—a tournament is an orientation of a complete graph, and
a Hamiltonian path is a directed path traversing once each vertex.
The probabilistic method was then applied by Erdo˝s [50] to obtain a result in
Ramsey theory—namely that R(k, k) > 2k/2 for k ≥ 3, where R(k, k) is the smallest
integer r such that any 2-edge-colouring of the complete graph on r vertices contains
a monochromatic complete subgraph on k vertices. Erdo˝s then developed and widely
applied the probabilistic method in combinatorics. His work (and surveys on his
work) should be a source of inspiration and learning for those who want to learn the
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probabilistic method. Regarding the scope of this survey, the most relevant works
were done by Noga Alon, Jeﬀ Kahn, Colin McDiarmid, Michael Molloy, Bruce Reed,
Joel Spencer, Benjamin Sudakov, and many others.
Several probabilistic tools and techniques are presented in this survey, from the
basic to the more advanced (such as McDiarmid’s Inequality). For each of them, an
application to a graph colouring problem is presented in detail. In this way, not only
is the general idea of the method exposed, but also are the concrete details arising
with its application. Further, this allows us to introduce some important variants of
the usual graph colouring notion (with some related open questions), and at the same
time to illustrate the variety of the probabilistic techniques.
The survey is as self-contained as possible. We refer to the books of Alon
and Spencer [11], Molloy and Reed [140] and the lecture notes by Matousˇek and
Vondra´k [123] for additional background on discrete probabilities. Not only do those
references provide a good introduction to discrete probability theory, but they also
cover advanced techniques, and applications to other combinatorial topics than graph
colouring. Spencer wrote a historical review of the early probabilistic method [174],
and a nice account on some techniques introduced later [173].
One of the main diﬃculties when applying the probabilistic method is how—and
how much—randomness should be added. A complicated random process may be hard
to analyse, while a simple one often seems too weak to provide the desired result. A
major issue is to actually be able to combine probabilistic arguments with more clas-
sical techniques from graph theory. The latter provides strong structural properties,
which can serve as a starting point for a random process that would fail otherwise or
they may help to analyse the random process. The results presented in this survey
were chosen to illustrate this fact. Moreover, they should be self-contained (so that
the reader sees the whole argument) and with a limited amount of technicalities (so
that the essence of the method is not lost among pages of computation). Last, the
whole set of applications and examples should also give us the opportunity to deﬁne
and brieﬂy review some important notions of graph colouring, and state some related
conjectures.
1. Some Basics
We provide some deﬁnitions, notation, and facts that are needed, along with
references.
1.1. Graph Colouring
We deﬁne some basic notions of graph colouring. Other variants of graph colourings
will be introduced when needed. We refer to the book by Diestel [43] for any notion
that is used without being deﬁned. The book by Jensen and Toft [94] gives an in-depth
review of many graph colouring notions and problems.
Given a graph G = (V,E), and a vertex v ∈ V , the set of vertices of G adjacent
to v is the neighbourhood NG(v) of v. The size of NG(v) is deg(v), the degree of v.
A colouring of G is a mapping that assigns to each vertex an integer, called a colour.
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A colouring c is a k-colouring if f(V ) ⊆ {1, 2, . . . , k}. It is proper if no two adjacent
vertices are assigned the same colour. Thus, a proper k-colouring of G can be seen as
a partition of the vertices into k parts, each being an independent set of G, i.e. a set
of vertices inducing in G a subgraph with no edge. The chromatic number χ(G) of G
is the least integer k for which G admits a proper k-colouring.
The size of a largest complete subgraph of G is ω(G), the clique number of G.
Note that χ(G) ≥ ω(G).
If a graph has maximum degree ∆, then by greedily colouring its vertices we
deduce that its chromatic number is at most ∆ + 1. This bound is tight, as complete
graphs show. However, Brooks [30] proved that complete graphs and odd cycles are
the only connected graphs reaching the bound. In other words, the chromatic number
of a connected graph G is at most its maximum degree, unless G is a complete graph
or an odd cycle.
The decision problem associated with the chromatic number was one of the ﬁrst
problems shown to be NP-complete, in Karp’s paper [105]. Two years later, Garey,
Johnson, and Stockmeyer [64] proved that the problem remains NP-complete even
when restricted to planar graphs of maximum degree 4. Garey and Johnson [63]
demonstrated that it is NP-hard to approximate the chromatic number to within any
constant less than 2. More recently, Bellare, Goldreich, and Sudan [20] proved that
the chromatic number of a graph on n vertices cannot be approximated within n1/7−ε
for any ε > 0, unless P=NP. Let ZPP be the class of languages decidable by a random
expected polynomial-time algorithm that makes no error. In other words, ZPP is the
class of decision problems L that are decided by algorithms A such that for every input
x, the output of A is L(x) with probability 1, and A runs in expected polynomial-
time. Equivalently, ZPP can be deﬁned as the class of decision problems L for which
there exists a randomised algorithm B that always runs in polynomial time, and on
every input x its output B(x) is either L(x) or “I do not know”, the probability
that B(x) equals L(x) being at least 12 for every input x. The chromatic number of a
graph G on n vertices cannot be approximated in polynomial time within n1−ε for any
constant ε > 0, unless ZPP=NP [58]. On the other hand, Halldo´rsson [77] designed a
polynomial-time algorithm achieving a performance guarantee of O
(
n (log logn)
2
(logn)3
)
.
The girth g(G) of the graph G is the length of a shortest cycle of G. Can a
graph of girth at least 4, i.e. a triangle-free graph, have an arbitrarily large chromatic
number? This was answered positively by Tutte [41] and Zykov [198], and several other
authors, namely Ungar and Descartes [185], Kelly and Kelly [106], and Mycielski [146].
(Descartes was also known as Tutte.) However, how much restriction can be put on
the girth? In other words, are there graphs with arbitrarily high chromatic number
and arbitrarily high girth? It may be expected that such graphs should not exist, since
a graph with high girth locally looks like a tree, and trees can be properly 2-coloured.
Erdo˝s [51] proved the existence of such graphs by probabilistic means in 1959. To
do so, he actually used one of the two virtually unique general lower bounds on the
chromatic number of a graph G = (V,E), that is
χ(G) ≥ |V |
α(G)
,
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where α(G) is the independence number of G, i.e. the size of a largest independent
set of G. Without providing any further details on the proof (which can be found
in almost any monograph or lecture notes on the probabilistic method), let us note
that this result is a milestone in the use of the probabilistic method. The approach
introduced by Erdo˝s in his proof is now called the deletion method. It took about ten
more years to be able to exhibit such graphs. Indeed, in 1966, Nesˇetrˇil [148] explicitly
constructed graphs with arbitrarily high chromatic number and girth 8. Two years
later, Lova´sz [119] was the ﬁrst to explicitly construct graphs with arbitrarily high
girth and arbitrarily high chromatic number. Another short constructive proof was
given in 1979 by Nesˇetrˇil and Ro¨dl [150].
On the other hand, imposing both a high girth and planarity—or, more generally,
a ﬁxed genus—allows us to improve bounds on the chromatic number. For instance,
while general planar graphs are 4-colourable, Gro¨tzsch [74] proved that the chromatic
number of any triangle-free planar graph is at most 3. Thus, it is customary, when
studying colourings of planar graphs, to impose some restrictions on the girth of the
considered graphs.
An ℓ-list-assignment of a graph G = (V,E) is a mapping L that assigns to each
vertex a list of ℓ colours. An L-list-colouring of G is a colouring c such that c(v) ∈ L(v)
for each vertex v ∈ V . The graph G is ℓ-choosable if for any ℓ-list-assignment L, there
exists a proper L-list-colouring of G. The choice number ch(G) of G is the least integer
ℓ for which G is ℓ-choosable. Note that if the lists of all the vertices are the same,
then ﬁnding a list-colouring amounts to ﬁnding a usual colouring.
One may feel that the “harder” case is when all the lists are the same. This is
however false. Let us observe that the gap between the chromatic number and the
choice number of a graph can be arbitrarily large. A graph is bipartite if its vertices
can be partitioned into two independent sets, i.e. if it can be properly 2-coloured.
The complete bipartite graph is composed of two independent sets A and B, and two
vertices a and b are adjacent whenever a ∈ A and b ∈ B. Let Km,m be the complete
bipartite graph with parts A and B each of size m :=
(
2n− 1
n
)
. Then, as observed
by Erdo˝s, Rubin, and Taylor [53] in their seminal paper about list-colouring,
ch(Km,m) ≥ n .
Thus, perhaps counter-intuitively, list-colouring is indeed harder than usual colouring.
Colouring the edges of a graph is deﬁned analogously as vertex colouring. More
precisely, a k-edge-colouring of a graph G = (V,E) is a mapping c : E → {1, 2, . . . , k}.
It is proper if no two adjacent edges have the same colour. In other words, a proper
k-edge-colouring of G is a partition of the edges of G into k matchings—a matching
of G is a set of edges no two of which are adjacent in G. The chromatic index χ′(G)
of G is the minimum k for which G admits a proper k-edge-colouring.
An edge-colouring of a graph G can also be seen as a vertex-colouring of the line
graph of G. The line graph L (G) of G is the graph whose vertex-set is E, and two
elements e and e′ of E are adjacent in L (G) if and only if e and e′ are adjacent edges
of G. Thus,
χ′(G) = χ(L (G)) .
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Vizing’s Theorem [188] ensures that the chromatic index of every graph G of maximum
∆ is either ∆ or ∆ + 1. On the other hand, it is NP-complete in general to choose
between those two values [91]. The list-chromatic index ch′(G) of a graph G is the
choice number of the line graph of G. We end this subsection by stating the main
open problem is in this area.
Conjecture 1.1 (The List-Colouring Conjecture). For every graph G,
ch′(G) = χ′(G) .
1.2. Discrete Probabilities
We give some formal deﬁnitions and basic facts. We refer to the three references
given in the introduction [11, 123, 140] for further exposition. For a more general
introduction to the theory of probabilities, one can consult the books by Grimmett
and Stirzaker [72] and by Grimmett and Welsh [73].
A sample space is a ﬁnite set Ω. An event is a subset of Ω. A (finite) probability
space consists of a sample space Ω along with a mapping Pr : Ω→ [0, 1] such that∑
ω∈Ω
Pr(ω) = 1 .
The function Pr is extended to any event A by setting Pr(A) :=
∑
a∈APr(a). It
follows that Pr(A ∪ B) = Pr(A) +Pr(B)−Pr(A ∩ B) for any two events A and B.
For any events A1, A2, . . . , Ar,
Pr (∪ri=1Ai) ≤
r∑
i=1
Pr(Ai) ,
with equality if and only if the events Ai are pairwise incompatible, i.e. no two of
them may occur simultaneously.
We often use the uniform distribution on a sample space Ω, deﬁned by Pr(x) = 1|Ω|
for every x ∈ Ω.
The conditional probability of an event A given that an event B occurs is
Pr(A|B) := Pr(A ∩B)
Pr(B)
.
For every partition B1, B2, . . . , Bn of Ω, and every event A, observe that
Pr(A) =
n∑
i=1
Pr(A|Bi) ·Pr(Bi) .
Two events A and B are independent if Pr(A|B) = Pr(A), or equivalently if
Pr(A ∩ B) = Pr(A) ·Pr(B). In our considerations, an important notion of indepen-
dence is the following. An event A is mutually independent of a set of events E if for
every B1, B2, . . . , Br ∈ E ,
Pr (A| ∩ri=1 Bi) = Pr(A) .
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In most of our considerations, a convenient way to check mutual independence is the
Mutual Independence Principle: let X := X1, . . . , Xm be a sequence of independent
random experiments, and suppose that A1, . . . , An are events such that each Ai is
determined by the experiments of a set Fi ⊆ X . Then Ai is mutually independent of
{Ai1 , Ai2 , . . . , Aik} provided that Fi ∩
(
∪kj=1Fij
)
= ∅.
Given a probability space (Ω,Pr), a random variable is a function from Ω to R.
The expected value of a random variable X is
E(X) :=
∑
ω∈Ω
Pr(ω)X(ω) .
It is also called the Expectation of X. The Expectation is a linear operator. It
also directly follows from the deﬁnition that Pr (X ≤ E(X)) > 0. This is called the
first moment principle. If X is a non-negative integer-valued random variable, and if
E(X) < 1, then the ﬁrst moment principle ensures that Pr(X = 0) > 0.
Expected values are often much easier to estimate than the corresponding random
variables. Thus, bounding |X −E(X)| is an eﬃcient way of bounding X, and results
bounding this quantity are known as concentration bounds. Some of them are presented
in Section 5. Let us state right now an elementary but useful one, which directly follows
from the deﬁnition of the expectation.
Lemma 1.2 (Markov’s Inequality). For every non-negative random variable X and
every positive real number t,
Pr(X ≥ t) ≤ E(X)
t
.
In particular, if X is a non-negative integer-valued random variable, then applying
Markov’s Inequality with t = 1 yields that Pr(X > 0) ≤ E(X). Thus, we obtain
Pr(X = 0) = 1−Pr(X > 0) ≥ 1−E(X) ,
which, in case E(X) < 1, lower bounds the probability that X is 0 (while the ﬁrst
moment principle would just yield that it is positive). The use of the ﬁrst moment
principle and Markov’s Inequality is often called the first moment method. Four exam-
ples of applications (including the probabilistic proof of the existence of triangle-free
graphs with arbitrarily high girth) are presented in the book by Molloy and Reed [140,
Chapter 3].
We should note here that using discrete probability amounts to counting. In
some simple applications, the probability space may even seem artiﬁcial, and one
could just count without using a probabilistic setting. There is no objection to that.
However, one should also see that the use of probability is a very efficient way of
counting, and allows us to utilise powerful theorems inherited from the probability
theory. Knowing how to count is a key issue in combinatorics, and yields powerful re-
sults. For instance, the discharging method—used to prove many theorems, including
the 4-Colour Theorem—also amounts to counting. Thus, developing eﬃcient ways of
counting is a major theme of combinatorics, in a broad sense.
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2. Three Glimpses of Probabilistic Method
The historically ﬁrst two applications of the probabilistic method, mentioned in
the previous section, are presented in many places, for instance in the monograph of
Alon and Spencer [11]. As a warm-up, we present in this section three more recent
applications. All of them make an elementary and clever use of the probabilistic
method, mixed with structural theorems on graph colouring. The ﬁrst one is a bound
on the total chromatic number of a graph, derived in the early nineties by McDiarmid
and Reed [127]. The second one deals with the choice number of graphs in relation to
the minimum degree, and is due to Alon [2]. It illustrates the so-called ﬁrst moment
method. Finally, we introduce the important concept of fractional chromatic number
and discuss a recent result of Hatami and Zhu [80].
2.1. Total-colourings of Graphs
Given a graph G = (V,E) and a positive integer k, a k-total-colouring of G is a
mapping λ : V ∪ E → {1, 2, . . . , k} such that
(1) λ(u) 6= λ(v) for every pair (u, v) of adjacent vertices;
(2) λ(v) 6= λ(e) for every vertex v and every edge e incident to v;
(3) λ(e) 6= λ(e′) for every pair (e, e′) of adjacent edges.
This notion was independently introduced by Behzad [18] in his doctoral thesis, and
Vizing [190]. It is now a prominent notion in graph colouring, to which a whole
book is devoted [194]. Both Behzad and Vizing made the celebrated Total-colouring
Conjecture, stating that every graph of maximum degree ∆ admits a (∆ + 2)-total-
colouring. Notice that every such graph cannot be totally-coloured with less than
∆ + 1 colours. Moreover, a cycle of length 5 cannot be 3-totally-coloured.
A series of upper bounds of the form ∆ + o(∆) were obtained successively by
Hind [89], Chetwynd and Ha¨ggkvist [37], and McDiarmid and Reed [127]. Next, Hind,
Molloy, and Reed [88] proved the ﬁrst bound of the form ∆ + poly(log∆). The best
general bound so far has been obtained by Molloy and Reed [135]. They established
that every graph of maximum degree ∆ can be (∆ + 1026)-totally-coloured. They
used the probabilistic method to obtain this impressive progress on the previously
known bounds. Moreover, the Total-colouring Conjecture has been shown to be true
for several special cases, namely for ∆ = 3 by Rosenfeld [162] and Vijayaditya [186],
and then for ∆ ∈ {4, 5} by Kostochka [111].
We prove in this subsection the following result obtained by McDiarmid and
Reed [127] in the early nineties.
Theorem 2.1 (McDiarmid and Reed, 1993). Every graph G on n vertices can be
(χ′(G) + k + 1)-totally-coloured for any integer k such that k! ≥ n.
This theorem implies a general upper bound of ∆+O
(
logn
log logn
)
for all the graphs on
n vertices with maximum degree ∆. Hence, it is not as good as the currently best
bound, found by Molloy and Reed [135]. However, the proof of Theorem 2.1 is much
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shorter and perfectly ﬁts the purposes of this warm-up. It combines an elementary
use of the probabilistic method with Brooks’ and Vizing’s Theorems.
Proof of Theorem 2.1. We let ∆ be the maximum degree of G. We assume that
∆ ≥ 3, the statement of the theorem being trivially true otherwise. Note that the
conclusion holds if k ≥ χ(G), so we may assume that k < χ(G). Moreover, we may
assume that k ≥ 2 and G is connected. Note that the complete graph on n vertices
can be (n+ 1)-totally coloured, so we also assume that G is not complete.
The strategy is to start from a proper edge-colouring of G with χ′(G) colours.
By Vizing’s Theorem, χ′(G) ∈ {∆,∆+ 1}. Thus, by Brooks’ Theorem, we know that
the vertices of G can be properly coloured using at most χ′(G) colours, since ∆ ≥ 3
and G is not complete. We do so using the same set of colours. Next, we try to
combine those two colourings so as to minimise the number of conﬂicts by permuting
the colours of the edges. Finally, we solve the remaining conﬂicts by using Vizing’s
Theorem to recolour with new colours the edges involved in conﬂicts. The existence
of the desired permutation is shown by (elementary) probabilistic means.
Let q := χ′(G) ∈ {∆,∆ + 1}, and consider a partition M = {M1,M2, . . . ,Mq}
of the edges of G into q matchings. By Brooks’ Theorem, there exists a partition
C = {C1, C2, . . . , Cq} of the vertices of G into q independent sets.
To each bijection π : M → C we associate the conflict graph Gπ, which is the
subgraph of G spanned by those edges xy such that x ∈ π(M) or y ∈ π(M), where
M is the matching in M containing the edge xy. Thus, if we properly recolour the
edges contained in the graph Gπ with new colours, then we obtain a total-colouring
of G. By Vizing’s Theorem, χ′(Gπ) ≤ ∆π + 1, where ∆π is the maximum degree of
Gπ. Therefore, G can be totally coloured using at most
s := q +∆π + 1
colours. So it only remains to prove the existence of a bijection π : M → C such that
Gπ has maximum degree at most k.
Suppose that v is a vertex of Gπ of degree larger than k. Among the at least k+1
edges of Gπ incident with v, at most one has the same colour as v. Thus, there are
at least k neighbours w of v whose colour is the same as that of the edge vw. (Note
that, consequently, those neighbours have pairwise distinct colours.) Let us exploit
this remark.
We choose a bijection π : M → C uniformly at random, i.e. any particular
bijection is chosen with probability 1q! . Consider a vertex v of G of degree larger than
k. We deﬁne K to be the collection of sets W ⊆ NG(v) of order k such that no two
vertices of W have the same colour. For every W ∈ K , let AW be the event that for
each w ∈ W , the matching M ∈ M containing the edge vw is mapped to the stable
set containing w. Therefore, if v has degree more than k in Gπ, then there exists a set
W ∈ K such that the event AW holds.
For every W ∈ K ,
Pr(AW ) =
k−1∏
i=0
(q − i)−1 = (q − k)!
q!
.
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As |K | ≤
(|NG(v)|
k
)
, it follows that
(1) Pr(|NGpi(v)| > k) ≤
(|NG(v)|
k
)
· (q − k)!
q!
.
Further, if |K | =
(|NG(v)|
k
)
then all the neighbours of v have distinct colours (recall
that k ≥ 2). Therefore, the events AW forW ∈ K are not incompatible (since q ≥ ∆).
It follows that the inequality (1) is strict. Consequently,
Pr(|NGpi(v)| > k) <
(
∆
k
)
· (∆− k)!
∆!
=
1
k!
since |W | ≤ ∆ ≤ q. This yields that
Pr(∆(G′) ≥ k + 1) < n
k!
≤ 1 ,
which concludes the proof.
Let us end this subsection by noting that total-colourings of planar graphs have
attracted a considerable amount attention. First, Borodin [25] proved that if ∆ ≥ 9
then every plane graph of maximum degree ∆ fulﬁls the Total-colouring Conjecture.
This result can be extended to the case where ∆ = 8 by using the 4-Colour Theorem
combined with Vizing’s Theorem—the reader is referred to the book by Jensen and
Toft [94] for further exposition. Sanders and Zhao [163] solved the case where ∆ = 7
of the Total-colouring Conjecture for plane graphs. So the only open case regarding
plane graphs is ∆ = 6. Interestingly, ∆ = 6 is also the only remaining open case for
Vizing’s Edge-colouring Conjecture [189], after Sanders and Zhao [164] resolved the
case where ∆ = 7. Vizing’s Edge-colouring Conjecture states that the chromatic index
of every plane graph with maximum degree ∆ ≥ 6 is ∆. For ∆ ≥ 8, it was proved
to be true by Vizing [189]. The statement cannot be extended to plane graphs with
maximum degree smaller than 6 (except the trivial case where ∆ = 1). Indeed, as
noted by Vizing [189], subdividing one edge in a 4-cycle, the complete graph K4, the
octahedron and the dodecahedron provides examples of plane graphs with maximum
degree ∆ and chromatic index ∆ + 1, for each ∆ ∈ {2, 3, 4, 5}, respectively.
An assertion stronger than that of the Total-colouring Conjecture can be proved
for plane graphs with high maximum degree. More precisely, Borodin [25] showed that
if ∆ ≥ 14 then every plane graph with maximum degree ∆ is (∆+1)-totally-colourable.
He also asked whether 14 could be decreased. Borodin, Kostochka and Woodall ex-
tended this result to the case where ∆ ≥ 12 [27], and later to ∆ = 11 [28]. Wang [193]
established the result for ∆ = 10. Recently, Kowalik, Sereni, and Sˇkrekovski [112]
proved the assertion in the case where ∆ = 9. On the other hand, this bound is not
true if ∆ ≤ 3. The complete graphs K2 and K4 are not 2- and 4-totally-colourable,
respectively. As for ∆ = 2, a cycle of length 3k + 2 with k ≥ 1 cannot be 3-totally-
coloured.
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2.2. Bounding the Choice Number in Terms of the Minimum Degree
We present in this subsection the following important result of Alon [2]. Molloy and
Reed [140, Chapter 3] gave a neat proof of a (slightly) weaker version, following the
lines of Alon’s proof.
Theorem 2.2 (Alon, 2000). Let s be an integer. The choice number of any graph
with minimum degree at least
(2) δ > 22s+2
(s2 + 1)2
(log2 e)
2
is greater than s.
Alon [2] noted that this result has several interesting consequences. As pointed out in
Subsection 1.1,
ch(Kδ,δ) = (1 + o(1)) log2 δ .
Thus, the bound in Theorem 2.2 is tight up to a constant factor of 2 + o(1).
The colouring number col(G) of a graph G is the least integer d such that every
subgraph of G contains a vertex of degree smaller than d. Thus, ch(G) ≤ col(G).
Theorem 2.2 implies that ch(G) ≥ (12 − o(1)) log2 d for any graph G whose colouring
number exceeds d. Consequently, setting d := col(G),(
1
2
− o(1)
)
log2 d ≤ ch(G) ≤ d .
As the colouring number of a graph can be computed in linear time, we obtain a
linear-time algorithm providing an estimate of the choice number of any graph. Even
though the approximation ratio is rough, no analog result is known for the chromatic
number of a graph.
Proof of Theorem 2.2. We assume that s ≥ 3, since the assertion is true
when s ≤ 2 thanks to the characterisation of graphs with choice number at most 2,
independently proved by Borodin [24] and Erdo˝s, Rubin and Taylor [53] (the reader
can also consult a paper of Thomassen [181]).
We deﬁne n to be the number of vertices of G = (V,E), and we let C :=
{1, 2, . . . , s2} be the set of colours. We show the existence of an s-list-assignment
L : V → 2C for which G admits no proper colouring c with c(v) ∈ L(v) for each
v ∈ V .
The strategy is as follows. We consider a set B ⊂ V , with lists assigned to its
members. There are s|B| diﬀerent colouring of the subgraph of G induced by B (where
each vertex is assigned a colour taken from its list). We would like to show that the
lists of (some of) the remaining vertices can be chosen such that none of the colourings
of B extends to a proper list-colouring of G. In other words, we seek vertices outside
B such that however the vertices of B are coloured, the list of at least one of them
will be included in the set of colours assigned to its neighbours in B. To this end, we
need ﬁrst to have a fair amount of vertices outside B, thus we should control the size
of B. Then, the vertices outside B that are of interest to us should have neighbours
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in B whose union of lists is somehow large. This is why the set B and the lists for
its vertices should be well-chosen, i.e. they should fulﬁl certain helpful properties. By
analysing random choices, we are able to show that such a good choice exists. After
ﬁxing one such choice, we proceed with proving the existence of lists for some vertices
outside B such that no proper list-colouring exists. Let us formalise all this.
Each vertex of G is chosen to be a member of B independently at random with
probability δ−1/2. Next, each vertex b of B is assigned a list S(b) of s colours taken
from C , chosen independently and uniformly at random among all the subsets of
cardinality s of C . Note that the expected size of B is n · δ−1/2. Hence, it follows from
Markov’s Inequality that
Pr(|B| > 2n · δ−1/2) < 1
2
.
A vertex v ∈ V \B is good if for every subset T of C of cardinality ⌈s2/2⌉, there
is a neighbour b of v belonging to B and whose list is contained in T .
We assert that the probability that a vertex v ∈ V is not good is less than 14 . Let
us take, for a second, this assertion for granted and see how the desired conclusion
follows from it. We deduce from the assertion that the expected number of bad vertices
is less than n4 . Thus, Markov’s Inequality implies that the probability that there are
less than n2 good vertices is less than
1
2 . Consequently, with positive probability it
holds that |B| ≤ 2n · δ−1/2 and the number of good vertices is at least n2 .
Let us fix such a choice of B and S. Let A be the set of good vertices, so |A| ≥ n2 .
We extend the s-list-assignment S to A by choosing for each a ∈ A a set S(a) of s
colours uniformly at random, and independently. We show now that, with positive
probability, there is no proper colouring of A∪B that assigns to each vertex a colour
from its list.
There are s|B| diﬀerent colourings of B. Let us ﬁx such a colouring and estimate
the probability that it can be extended to the vertices of A. For each a ∈ A, let F (a)
be the set of colours that appear on its neighbours belonging to B. Note that if a can
be properly coloured then S(a) * F (a). Since a is good, |F (a)| ≥ ⌈s2/2⌉. Therefore,
the probability that a can be coloured is at most
1−
(⌈s2/2⌉
s
)(
s2
s
) ≤ 1− 2−s−1 ,
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where the inequality follows from (3) below.(⌈s2/2⌉
s
)(
s2
s
) =⌈s2/2⌉ (⌈s2/2⌉ − 1) . . . (⌈s2/2⌉ − s+ 1)
s2(s2 − 1) . . . (s2 − s+ 1)
≥2−s
s−1∏
i=0
s2 − 2i
s2 − i
=2−s
s−1∏
i=0
(
1− i
s2 − i
)
≥2−s
(
1−
s−1∑
i=0
i
s2 − s
)
=2−s−1 .(3)
Since the choice of the lists S(a) for a ∈ A are independent, we deduce that
the probability that a ﬁxed colouring of B can be extended to a proper colouring of
G[A ∪B] assigning to each vertex a colour from its list is at most(
1− 2−s−1)|A| ≤ (1− 2−s−1)n/2 ≤ exp [−n · 2−s−2] ,
since (1− x)z ≤ e−xz for positive real numbers x and z. Consequently, the probability
that there is a proper colouring of G[A∪B] assigning to each vertex a colour from its
list is at most
s|B| · exp [−n · 2−s−2] ≤ exp [−2n · δ−1/2] < 1
by (2) and the fact that s ≥ 3. Therefore, there exists an s-list-assignment of A such
that G[A ∪B] cannot be properly coloured, as desired.
It remains to prove that the probability that a vertex v ∈ V is not good is at
most 14 . Fix a vertex v ∈ V . It belongs to B with probability 1√δ . Suppose now that
v /∈ B. Then, for each set T ⊂ C of cardinality ⌈s2/2⌉, and for each neighbour u of v,
it holds that
Pr (u ∈ B and S(u) ⊂ T ) = 1√
δ
· ⌈s
2/2⌉ (⌈s2/2⌉ − 1) . . . (⌈s2/2⌉ − s+ 1)
s2(s2 − 1) . . . (s2 − s+ 1) .
There are
(
s2
⌈s2/2⌉
)
possible choices for the subset T , and at least δ possible choices
for the neighbour u. Consequently, the probability that there exists a set T of ⌈s2/2⌉
colours such that each neighbour of v either is not in B or has a list not contained in
T is at most(
s2
⌈s2/2⌉
)
·
(
1− 1√
δ
· ⌈s
2/2⌉ (⌈s2/2⌉ − 1) . . . (⌈s2/2⌉ − s+ 1)
s2(s2 − 1) . . . (s2 − s+ 1)
)δ
.
In total, the probability that an arbitrary vertex v ∈ V is not good is at most
1√
δ
+
(
1− 1√
δ
)(
s2
⌈s2/2⌉
)(
1− 1√
δ
· ⌈s
2/2⌉ (⌈s2/2⌉ − 1) . . . (⌈s2/2⌉ − s+ 1)
s2(s2 − 1) . . . (s2 − s+ 1)
)δ
.
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Hence, from (3) and the fact that
(
s2
⌈s2/2⌉
)
≤ 2s2/4 for s ≥ 3, we deduce that
Pr (v is not good) ≤ 1√
δ
+
1
4
2s
2
(
1− 2
−s−1
√
δ
)δ
≤ 1√
δ
+
1
4
2s
2
exp
[
−
√
δ · 2−s−1
]
,
which is less than 14 by (2).
We underline the importance of the two steps in the proof. It is not true that,
considering the union of two sets A and B with a list-assignment uniformly at random,
there will be a pair such that no colouring of B can be extended to A. Actually, the
set B (and the list-assignment for the vertices of B) fulﬁls very particular properties,
even though its existence was proved by considering sets B at random.
2.3. The Fractional Chromatic Number
The chromatic number of a graph can be viewed as the solution of an integer linear
program. Indeed, let S (G) be the set of all the independent sets of the graph G =
(V,E). An r-colouring can be viewed as a mapping f : S (G)→ {0, 1} such that
∀v ∈ V,
∑
S∈S (G)
v∈S
f(S) ≥ 1
and ∑
S∈S (G)
f(S) ≤ r .
If we allow f to take values in [0, 1] instead of {0, 1}, then we call f a fractional r-
colouring. The fractional chromatic number χf (G) of G is the least r for which G
admits a fractional r-colouring.
An equivalent deﬁnition of the fractional chromatic number of G is obtained
through the concept of weighted colourings. Given integers k and ℓ, a k-tuple ℓ-
colouring of G is a mapping c that assigns to each vertex v a subset c(v) of {1, 2, . . . , ℓ}
of order k such that c(v)∩ c(u) = ∅ whenever uv ∈ E. Then, the fractional chromatic
number of G is the inﬁmum of the ratios ℓk for which G admits a k-tuple ℓ-colouring.
Moreover, the inﬁmum of the deﬁnition is actually attained [165, p. 24], and thus the
fractional chromatic number is a rational number. Note that χf (G) ≤ χ(G) by the
deﬁnition, and the ratio χ(G)χf (G) can be arbitrarily large. The book of Scheinerman and
Ullman [165] can be consulted for the proof of this fact, and more generally it provides
an excellent account on fractional theory of graphs.
Let G be a triangle-free graph on n vertices, with maximum degree at most 3.
By Brooks’ Theorem, the chromatic number of G is at most 3. Hence, G has an
independent set of size at least n3 . In 1979, Staton [176] proved that this lower bound
can be improved to 5n14 . This bound is tight since, as noted by Fajtlowicz [54], it is
attained by the generalised Petersen graph P (7, 2); see Figure 1. About a decade
later, Jones [97] could simplify the proof of Staton’s result. In the mid-1990s, Griggs
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Figure 1: The generalised Petersen graph P (7, 2) has fourteen vertices and indepen-
dence number 5. The black vertices form a maximum independent set.
and Murphy [69] designed a linear-time algorithm to ﬁnd an independent set of size
at least 514 · (n − k), where k is the number of components of G that are 3-regular
(i.e. every vertex has degree exactly 3). Heckmann and Thomas [86] provided a new
(and simpler) proof of Staton’s result. They also designed a linear-time algorithm that
ﬁnds an independent set of size at least 5n14 for every triangle-free graph G of maximum
degree at most 3 with n vertices. Moreover, they conjectured that this lower bound
can be strengthened to a lower bound on the fractional chromatic number.
Conjecture 2.3 (Heckmann and Thomas, 1998). The fractional chromatic num-
ber of every triangle-free graph of maximum degree at most 3 is at most 145 = 3− 15 .
The best bound known so far has been obtained by Hatami and Zhu [80], who proved
3 − 364 . Moreover, they also studied the fractional chromatic number of such graphs
in relation to their girth. For k ≥ 4, set
τk := max{χf (G) : G is a graph of maximum degree at most 3 and girth at least k} .
Let τ := limk→∞ τk (note that (τk)k is a decreasing sequence bounded below). Hatami
and Zhu [80] studied the sequence (τk)k≥4 by means of a sequence (ck)k≥4 satisfying
τk ≤ ck. This sequence is deﬁned below. Numerical studies suggest that limk→∞ ck =
8
3 , but this is not proved. Finally, a result of McKay [130] implies that τ ≥ 2.1959. This
result combined with that of Hatami and Zhu [80] yields that 2.1959 ≤ τ ≤ 2.66681.
Let us see how Hatami and Zhu [80] obtained the existence of the sequence (ck)k.
Fix a positive integer k and a graph G of maximum degree at most 3 and girth
g ≥ 2k + 1. We deﬁne two functions f, F : {0, 1, . . . , g − 1} × [0, 1]→ R as follows.
f(0, x) := 0 and F (0, x) := 1 ;
and for j ∈ {1, 2, . . . , g − 1},
f(j, x) := (1− x)2 + 2(1− x)(x−
∫ x
0
F (j − 1, y) dy) +
(
x−
∫ x
0
F (j − 1, y) dy
)2
;
F (j, x) := (1− x)2 + 2(1− x)(x−
∫ x
0
f(j − 1, y) dy) +
(
x−
∫ x
0
f(j − 1, y) dy
)2
.
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Moreover, we set Ak := x−
∫ x
0 F (k − 1, y) dy.
Theorem 2.4 (Hatami and Zhu, 2008). For every positive integer k, and every
graph G = (V,E) of maximum degree at most 3 and girth at least 2k + 1,
χf (G) ≤ c2k+1 :=
(∫ 1
0
(
(1− x)3 + 3(1− x)2Ak + 3(1− x)A2k +A3k
)
dx
)−1
.
Let us deﬁne a fractional c2k+1-colouring of G to prove Theorem 2.4. To each ordering
π := v1, v2, . . . , vn of the vertices of G, we associate the independent set Sπ obtained
as follows: for each i from 1 to n, if Sπ contains no neighbour of vi then add the vertex
vi to Sπ.
For each independent set S, we deﬁne m(S) to be the number of orderings π
such that S = Sπ. Let f be the mapping that assigns to each independent set S the
number c2k+1·m(S)|V |! . So,
∑
S∈S (G) f(S) = c2k+1 because
∑
S∈S (G)m(S) = |V |! by the
deﬁnition. Hence, the conclusion of Theorem 2.4 follows provided that f is indeed a
fractional colouring, i.e. for every vertex v of G,∑
S∈S (G)
v∈S
f(S) ≥ 1 .
In other words, it suﬃces to prove that for every vertex v, the number of orderings π
such that v ∈ Sπ is at least |V |!c2k+1 .
This is achieved by probabilistic means. Let us deﬁne a probability space by
considering all the possible orderings uniformly at random. To this end, for each vertex
v of G we choose uniformly at random (and independently) a weight ω(v) ∈ [0, 1].
Note that, with probability 1, no real number is chosen for two distinct vertices. The
vertices of G can be ordered according to the increasing order of their weights, yielding
the ordering πω. Thus, it suﬃces to prove the following lemma to ﬁnish the proof of
Theorem 2.4.
Lemma 2.5 (Hatami and Zhu, 2008). If π is a permutation chosen uniformly at
random, then for every vertex v of G,
Pr(v ∈ Sπ) ≥ 1
c2k+1
.
Let us do some ground work before starting the proof of Lemma 2.5. Given an ordering
πω and a set X of vertices of G = (V,E), we let πω − X be the restriction of πω to
the vertices of G−X. Let u be a vertex of G with neighbours u1, u2 and u3. For any
positive integer k, let Nk(u, u1) be the set of vertices at distance at most k from u in
G− u1. Since the girth of G is greater than 2k, we deduce that u3 /∈ Nk−1(u1, u) and
Nk−1(u1, u) ∩Nk−1(u2, u) = ∅.
Choose uniformly at random a weight ω and let π = πω. For every real number
x ∈ [0, 1], we set
mk(u, u1, x) := min
σ
{Pr (u ∈ Sπ|π − {Nk(u, u1) ∪ {u1}} = σ, ω(u) = x, ω(u1) > x)} ,
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and
Mk(u, u1, x) := max
σ
{Pr (u ∈ Sπ|π − {Nk(u, u1) ∪ {u1}} = σ, ω(u) = x, ω(u1) > x)} ,
where the minimum and the maximum are taken over all the permutations σ of
V \ (Nk(u, u1) ∪ {u1}). We deﬁne m(k, x) and M(k, x) to be the minimum and the
maximum of mk(u, u1, x) and Mk(u, u1, x) taken over all the edges uu1 of G, respec-
tively. We now bound m(k, x) and M(k, x).
Let B be the event that ω(u) = x and ω(u1) > x. We partition the set of all events
using the following three events. Let B1 be the event that min (ω(u2), ω(u3)) > x, let
B2 be the event that either ω(u2) < x < ω(u3) or ω(u3) < x < ω(u2), and let
B3 be the event that max (ω(u2), ω(u3)) < x. Fix an arbitrary permutation σ of
V \ (Nk(u, u1) ∪ {u1}), and let A be the event that πω− (Nk(u, u1) ∪ {u1}) = σ. Then
Pr (u ∈ Sπ|A,B) =
3∑
i=1
Pr (u ∈ Sπ|A,B,Bi) ·Pr(Bi) .
Let us estimate pi := Pr (u ∈ Sπ|A,B,Bi) for i ∈ {1, 2, 3}. First, p1 = 1. Moreover,
1
x2
(∫ x
0
(1−M(k − 1, y)) dy
)(∫ x
0
(1−M(k − 1, y)) dy
)
≤ p3
and
p3 ≤ 1
x2
(∫ x
0
(1−m(k − 1, y)) dy
)(∫ x
0
(1−m(k − 1, y)) dy
)
.
Last,
1
x
∫ x
0
(1−M(k − 1, y)) dy ≤ p2 ≤ 1
x
∫ x
0
(1−m(k − 1, y)) dy .
Note that Pr(B1) = (1− x)2, and Pr(B2) = 2x(1− x) and Pr(B3) = x2. Therefore,
we deduce that
m(k, x) ≥(1− x)2 + 2(1− x)
(
x−
∫ x
0
M(k − 1, y) dy
)
+
(
x−
∫ x
0
M(k − 1, y) dy
)
and
M(k, x) ≤(1− x)2 + 2(1− x)
(
x−
∫ x
0
m(k − 1, y) dy
)
+
(
x−
∫ x
0
m(k − 1, y) dy
)
.
Consequently, M(k − 1, y) ≤ F (k − 1, y).
We are now ready to prove Lemma 2.5.
Proof of Lemma 2.5. Let π = πω be a random permutation chosen uniformly at
random according to a weight ω. It suﬃces to prove that
(4) Pr(v ∈ Sπ|ω(v) = x) ≥ (1− x)3 + 3(1− x)2Ak + 3(1− x)A2k +A3k .
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For i ∈ {0, 1, 2, 3}, let Di be the event that i neighbours of v appear before v in the
random permutation πω. Thus,
Pr(v ∈ Sπ|ω(v) = x) =
3∑
i=0
(Pr(v ∈ Sπ|Di, ω(v) = x) ·Pr(Di|ω(v) = x)) .
Note that P (Di|ω(v) = x) =
(
3
i
)
(1 − x)3−ixi for each i ∈ {0, 1, 2, 3}. Moreover,
Pr(v ∈ Sπ|D0, ω(v) = x) = 1.
Now, ﬁx i ∈ {1, 2, 3} and assume that ω(vj) < ω(v) = x for each j ∈ {1, . . . , i}.
Then, v ∈ Sπ if and only if {v1, . . . , vi} ∩ Sπ = ∅. Set Pj := Pr(vj ∈ Sπ|ω(vj) <
x, ω(v) = x). Hence,
Pr(v ∈ Sπ|Di, ω(v) = x) =
i∏
j=1
(1− Pj) .
Thus, the conclusion follows provided that
i∏
j=1
(1− Pj) ≥ 1
xi
Aik ,
which in turn is implied by
Pj ≤ 1
x
∫ x
0
F (k − 1, y) dy .
But, by the deﬁnition, Pj ≤ 1x
∫ x
0 M(k − 1, y) dy, which yields the conclusion since
M(k − 1, y) ≤ F (k − 1, y) as we noted before starting the proof.
3. A Few Words on Entropy
We brieﬂy present the concept of entropy, and we illustrate its use in two combi-
natorial problems. Entropy was introduced by Shannon, and it plays a fundamental
role in information theory. It has also proved to be a useful tool for some combinatorial
problems, including graph colouring problems [100, 101]. In particular, the ideas of the
theory of information can be applied to study counting questions and graph covering
issues [156]. It is also a good way to obtain (standard or not) inequalities [61]. (There
is also a notion of entropy colouring of graphs [10], though we do not deal with it in
this survey.)
We present two applications: a short proof [155] of a theorem of Bre`gman [29] on
the maximum number of diﬀerent perfect matchings of a bipartite graph, and a result
of Kahn [102] about the number of independent sets in bipartite graphs. The general
idea illustrated in this section is to express a certain quantity as the (logarithm of the)
entropy of a related random variable, and then use tools from the probability theory
to derive an upper bound.
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Recall that a matching of a graph is a subset of its edges no two of which are
adjacent. Thus, a colour class of a proper edge-colouring is a matching, and every
matching can be viewed as the colour class of some edge-colouring. A matching M
of a graph G is perfect if every vertex of G is incident to exactly one edge of M .
If G is a ∆-regular bipartite graph, then its edge-chromatic number is ∆, and any
proper ∆-edge-colouring of G is a partition of its edge-set into ∆ perfect matchings.
Consequently, if G has p diﬀerent perfect matchings, then it has(
p
∆
)
·∆! = p!
(p−∆)!
diﬀerent proper ∆-edge-colourings. The next theorem [29] gives an upper bound on
the number of perfect matchings in any bipartite graph. It was originally conjectured
by Minc [131], in terms of permanent of matrices.
Theorem 3.1 (Bre`gman, 1973). Let G be a bipartite graph with parts A and B.
The number of perfect matchings of G is at most∏
v∈A
(deg(v)!)1/ deg(v) .
Several proofs of this result are known, the original being combinatorial. In 1978,
Schrijver [166] found a short proof. A probabilistic description of this proof is presented
in the book of Alon and Spencer [11, Chapter 2]. The one we see in Subsection 3.2 uses
the concept of entropy, and was found by Radhakrishnan [155] in the late nineties.
We present in Subsection 3.3 a result related to the number of independent sets
of a bipartite graph due to Kahn [102].
Theorem 3.2 (Kahn, 2001). The number of independent sets of any ∆-regular bi-
partite graph on 2n vertices is at most(
2∆+1 − 1)n/∆ .
As shown by a disjoint union of copies of the complete bipartite graph K∆,∆, this
upper bound is tight. Kahn [102] conjectured that this bound is true for general
graphs with 2n vertices and maximum degree ∆.
3.1. Some Background
We give the deﬁnition of entropy along with the basic results that we need to prove
Theorems 3.1 and 3.2. We refer to the books by McEliece [128, 129] for a nice expo-
sition of the topic. Simonyi wrote a survey on graph entropy [169], and another one
devoted to the links between graph entropy and perfect graphs [170]—thus perfectly
ﬁtting our setting.
All the logarithms of this section are in base 2. We now deﬁne the entropy of a
random variable X. As for the entropy, the values taken by X are not relevant, only
the probabilities with which X takes those values are. This is why, in this section,
we slightly deviate from our deﬁnition of random variables, by allowing them to take
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values in any set (and not only R). Moreover, we assume that their images is a ﬁnite
set. We let 0 · log(1/0) := 0.
Let X be a random variable taking values in a set X . The entropy of X is
H(X) :=
∑
x∈X
PrX(x) log
1
PrX(x)
,
where PrX(x) := Pr(X = x). If X is a 0–1 random variable being 0 with probability
p, then E(X) is the binary entropy function, i.e.
E(X) = H(p) := −p log p− (1− p) log(1− p) .
Let Y be a random variable taking values in a set Y . The joint entropy of the
two random variables X and Y is
H(X,Y ) =
∑
x∈X
y∈Y
Pr(X = x, Y = y) log
(
1
Pr(X = x, Y = y)
)
.
Thus, H(X,Y ) ≤ H(X)+H(Y ) with equality if and only if X and Y are independent.
We can condition the entropy of a random variable on a particular observation, or
more generally on the outcome of another random variable. The conditional entropy
of X given that Y = y is
H(X|Y = y) =
∑
x∈X
Pr (X = x|Y = y) log
(
1
Pr (X = x|Y = y)
)
.
The conditional entropy of X given Y is the average of the preceding, i.e., letting Y
take values in Y ,
H(X|Y ) :=
∑
y∈Y
Pr(Y = y)H(X|Y = y)
=
∑
x∈X
y∈Y
Pr (X = x, Y = y) log
(
1
Pr (X = x|Y = y)
)
.
We deduce directly from the deﬁnitions that
H(X,Y ) = H(X) +H(Y |X)(5)
and
H(X,Y |Z) = H(X|Z) +H(Y |X,Z) .(6)
By induction, (5) generalises to the so-called chain rule, i.e.
(7) H(X1, X2, . . . , Xn) =
n∑
i=1
H(Xi|X1, . . . , Xi−1) .
Moreover,
(8) H(X) ≤ log |X | ,
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with equality if and only if X is uniformly distributed. Indeed, since log is concave,
Jensen’s Inequality implies that
H(X) ≤
∑
x∈X
PrX(x) log
(∑
x∈X PrX(x)/PrX(x)∑
x∈X PrX(x)
)
=
∑
x∈X
PrX(x) log
( |X |
1
)
= log |X | ,
the ﬁrst line being an equality if and only if X is uniformly distributed. This point is
a key ingredient in the proofs presented in the next two subsections.
Finally, we also use the following result, known as Shearer’s Lemma [40]. If
X = (Xi)i∈I is a vector and A a subset of I , we set XA := (Xi)i∈A.
Lemma 3.3 (Shearer, 1986). Let X = (X1, X2, . . . , Xn) be a random variable and
let A = {Ai}i∈I be a collection of subsets of {1, 2, . . . , n} such that each integer
i ∈ {1, 2, . . . , n} belongs to at least k sets of A . Then
H(X) ≤ 1
k
∑
i∈I
H (XAi) .
3.2. Radhakrishnan’s Proof of Bre`gman’s Theorem
We prove Theorem 3.1. Let G be a bipartite graphs with parts A and B. We deﬁne
M to be the set of all the perfect matchings of G, and we suppose that M 6= ∅,
otherwise the statement of the theorem holds trivially. In particular, |A| = |B|; let us
set n := |A|. For a perfect matching M and a vertex a ∈ A, we let M(a) be the vertex
of B that is adjacent to a in M . Further, for every vertex b ∈ B, we let M−1(b) be
the vertex of A that is adjacent to b in M .
We choose a perfect matching M ∈ M uniformly at random. Thus, log |M | =
H(M). Let a1, a2, . . . , an be an ordering of the vertices of A. Then, by the chain
rule (7),
H(M) =H(M(a1)) +H(M(a2)|M(a1))
+ . . .+H(M(an)|M(a1),M(a2), . . . ,M(an−1)) .(9)
Note that this equation yields the trivial upper bound |M | ≤ ∏a∈A deg(a). Indeed,
H(M(ai)|M(a1),M(a2), . . . ,M(ai−1) is at most H(M(ai)), which in turn is at most
log deg(ai). We would obtain a better upper bound on |M | if we manage to infer a
better upper bound on H(M(ai)|M(a1),M(a2), . . . ,M(ai−1)).
To this end, note that the range of M(ai) given M(aj) for j ∈ {1, 2, . . . , i− 1} is
actually contained inNG(ai)\{M(a1),M(a2), . . . ,M(ai−1)}. So, it may well be smaller
than deg(ai). Moreover, its size depends on the ordering chosen for the vertices of A.
To exploit this remark, let σ be a permutation of {1, 2, . . . , n}, chosen uni-
formly at random. For each index i ∈ {1, 2, . . . , n}, we set Ri(M,σ) := |NG(ai) \
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{M(aσ(1)), . . . ,M(aσ(k−1))}|, with k := σ−1(i). Observe that, for every integer j ∈
{1, 2, . . . ,deg(ai)},
(10) Pr
M,σ
(Ri(M,σ) = j) =
1
deg(ai)
.
Indeed, for any ﬁxed matching M ,
(11) Pr
σ
(Ri(M,σ) = j|M) = 1
deg(ai)
,
since σ is chosen uniformly at random. In fact, (11) can also be proved, for instance,
by counting directly: the number of permutations such that j vertices ofM−1(NG(ai))
occur before ai is
n∑
k=1
(
deg(ai)− 1
j
)(
n− deg(ai)
k − j − 1
)
(k − 1)!(n− k)!
=(deg(ai)− 1)!(n− deg(ai))! ·
n∑
k=1
(
k − 1
j
)(
n− k
deg(ai)− j − 1
)
=
n!
deg(ai) ·
(
n
deg(ai)
) · n−1∑
k=0
(
k
j
)(
n− 1− k
deg(ai)− j − 1
)
=
n!
deg(ai)
,
where the last line follows from the following classical binomial identity [67, p. 129].
n−1∑
k=0
(
k
j
)(
n− 1− k
d− j − 1
)
=
(
n
d
)
.
Now, (11) implies (10) by averaging over all M ∈ M , i.e.
Pr
M,σ
(Ri(M,σ) = j) =
∑
M
Pr(M) ·Pr
σ
(Ri(M,σ) = j|M) = 1
deg(ai)
.
On the other hand, applying (8) we obtain
(12) H(M(ai)|M(aσ(1)), . . . ,M(aσ(σ−1(i)−1))) ≤
deg(ai)∑
j=1
Pr
M
(Ri(M,σ) = j) · log j .
Furthermore, (9) translates to
H(M) =H(M(aσ(1))) +H(M(aσ(2))|M(aσ(1)))
+ . . .+H(M(aσ(n))|M(aσ(1)),M(aσ(2)), . . . ,M(aσ(n−1))) .(13)
Summing (13) over all the permutations σ, we obtain
n!H(M) =
∑
σ
n∑
i=1
H
(
M(aσ(i))|M(aσ(1)), . . . ,M(aσ(i−1))
)
,
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i.e.
H(M) =E
σ
[
n∑
i=1
H
(
M(aσ(i))|M(aσ(1)), . . . ,M(aσ(i−1))
)]
.
We write the terms of the sum in a diﬀerent order, and use the linearity of Expectation.
H(M) =
n∑
i=1
E
σ
[
H
(
M(ai)|M(aσ(1)), . . . ,M(aσ(σ−1(i)−1))
)]
≤
n∑
i=1
E
σ
deg(ai)∑
j=1
Pr
M
(Ri(M,σ) = j) · log j
 by (12)
=
n∑
i=1
deg(ai)∑
j=1
∑
σ
Pr(σ)Pr
M
(Ri(M,σ) = j) · log j .
Observe that ∑
σ
Pr(σ)Pr
M
(Ri(M,σ) = j) = Pr
M,σ
(Ri(M,σ) = j) .
Thus, (10) implies that
H(M) ≤
n∑
i=1
deg(ai)∑
j=1
1
deg(ai)
· log j
=
n∑
i=1
log (deg(ai)!)
1/ deg(ai) ,
which concludes the proof.
We end this subsection by mentioning the related problem of lower bounding the
number of perfect matchings in regular bipartite graphs with n vertices. A graph is
k-regular if all the vertices have degree k. The ﬁrst non-trivial lower bound on the
number of perfect matchings in 3-regular bridgeless bipartite graphs was obtained in
1969 by Sinkhorn [171], who proved a bound of n2 . He thereby established a conjecture
of Marshall. The same year, Minc [132] increased this lower bound by 2 and one year
after, Hartﬁel [78] obtained n2 +3. Next, Hartﬁel and Crosby [79] improved the bound
to 32n − 3. The ﬁrst exponential bound was obtained in 1979 by Voorhoeve [191],
who proved 6 · (43)n/2−3. This was generalised to all regular bipartite graphs in 1998
by Schrijver [167], who thereby proved a conjecture of himself and Valiant [168]. His
argument is involved, and as a particular case of a diﬀerent and more general approach
(using hyperbolic polynomials), Gurvits [76] managed to slightly improve the bound,
as well as simplify the proof. His main result uniﬁes (and generalises) the conjecture
of Schrijver and Valiant with that of van der Waerden on the permanent of doubly
stochastic matrices. An N ×N -matrix is doubly stochastic if it is non-negative entry-
wise and every column and every row sums to 1. In 1926, van der Waerden [192]
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conjectured that the permanent of everyN×N -doubly stochastic matrix is at least N !NN ,
with equality if and only if each entry of the matrix is 1N . The conjecture was proved
about sixty years later by Egorychev [47, 48, 49] and, independently, Falikman [55].
The problem of lower bounding the number of perfect matchings is also related
to a conjecture of Lova´sz and Plummer. They conjectured in the mid-1970s that the
number of perfect matching of a 3-regular bridgeless graph grows exponentially with
the number of vertices (see the book by Lova´sz and Plummer [121, Conjecture 8.1.8]).
Edmonds, Lova´sz, and Pulleyblank [46] and, independently, Naddef [147], proved that
the dimension of the perfect matching polytope of a cubic bridgeless graph with n
vertices is at least n/4 + 1. Since the vertices of the polytope correspond to distinct
perfect matchings, it follows that any 3-regular bridgeless graph on n vertices has at
least n4 + 2 perfect matchings. Recently, Kra´ ’l, Sereni, and Stiebitz [116] proved a
lower bound of n2 + 2 except for 17 exceptional graphs (one having exactly
n
2 perfect
matchings, the others n2 +1). In addition, Chudnovsky and Seymour [39] proved that
Lova´sz and Plummer’s conjecture is true for planar graphs.
3.3. The Proof of Kahn’s Theorem on the Number of Independent
Sets
Let I be the collection of independent sets of a ∆-regular bipartite graph G with parts
A and B. Let us write |A| = n = |B|. We want to show that |I | ≤ (2∆+1 − 1)n/∆.
Let I be an independent set of G chosen uniformly at random among the ele-
ments of I . Thus, H(I) = log |I | by (8). Write A = {v1, v2, . . . , vn} and B =
{vn+1, vn+2, . . . , v2n}. The independent set I can be written as its characteristic vec-
tor x = x(I) = (xi)1≤i≤2n where xi = 1 if vi ∈ I and xi = 0 otherwise. For a set W ⊆
{v1, v2, . . . , v2n}, let xW = (xi)vi∈W . Thus, xA = (xi)1≤i≤n and xB = (xi)n+1≤i≤2n.
Then, by the chain rule,
H(I) = H(xA|xB) +H(xB) .
Let us consider the part B as the (non-disjoint) union of neighbourhoods of the vertices
of A. As G is ∆-regular, each vertex of B belongs to ∆ neighbourhoods. Therefore,
by applying Lemma 3.3 to H(xB), we infer that
H(I) ≤
n∑
i=1
H (xi|xB) + 1
∆
n∑
i=1
H
(
xN(vi)
)
≤
n∑
i=1
(
H
(
xi|xN(vi)
)
+
1
∆
H
(
xN(vi)
))
.(14)
For i ∈ {1, 2, . . . , n}, let
1i :=
{
0 if xN(vi) = 0 := (0, 0, . . . , 0)
1 otherwise.
Moreover, set p := Pr (1i = 0). Then
(15) H
(
xi|xN(vi)
)
= H(xi|1i) ≤ p .
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On the other hand,
H
(
xN(vi)
)
= H
(
xN(vi),1i
)
= H (1i) +H
(
xN(vi)|1i
)
by the chain rule.(16)
By the deﬁnitions, H(1i) = H(p) and
H
(
xN(vi)|1i
)
=pH
(
xN(vi)|1i = 0
)
+ (1− p)H (xN(vi)|1i = 1)
=(1− p)H (xN(vi)|1i = 1)
=(1− p)
∑
ω∈{0,1}∆\{0}
Pr(xN(vi) = ω|1i = 1) log
((
Pr(xN(vi) = ω|1i = 1)
)−1)
≤(1− p) log (2∆ − 1) by Jensen’s Inequality, since log is concave.
Therefore, we infer that
(17) H
(
xN(vi)
)
= H
(
xN(vi),1i
) ≤ H(p) + (1− p) log (2∆ − 1) .
By (14), (15), and (17), we deduce that
(18) H(I) ≤
n∑
i=1
(
p+
1
∆
(
H(p) + (1− p) log (2∆ − 1))) .
A straightforward study of the function f(x) := x + 1∆
(
H(x) + (1− x) log (2∆ − 1))
yields that its maximum is 1∆ log
(
2∆+1 − 1), which is attained when x = 2∆2∆+1−1 .
Consequently, (18) implies that
log |I | = H(I) ≤ n
∆
log
(
2∆+1 − 1) ,
as stated.
Using similar ideas and techniques, Kahn [103] generalised Theorem 3.2 to the
weighted setting.
Theorem 3.4 (Kahn, 2002). Let G be a bipartite graph with parts A and B such
that {
∀a ∈ A, deg(a) ≤ k and
∀b ∈ B, deg(b) ≥ k .
Let α, β ∈ [1,∞) and set
λv :=
{
α if v ∈ A,
β if v ∈ B.
Then,
(19)
∑
S∈S (G)
∏
v∈S
λv ≤
(
(1 + α)k + (1 + β)k − 1
)|A|/k
.
Again, a disjoint union of copies of the complete bipartite graph shows the tightness of
the given bound. Moreover, Kahn [103] conjectured that the statement of the theorem
actually holds for α, β ∈ [0,∞).
26 JEAN-SE´BASTIEN SERENI
4. The Lova´sz Local Lemma
We state a version of the Lova´sz Local Lemma in each of the following three
subsections. The ﬁrst two versions are equivalent, and an application to an edge-
colouring problem is given for both of them. The last version is weaker, yet very
handy to work with. We use it several times in Section 6.
4.1. Asymmetric Version
Lemma 4.1 (The Lova´sz Local Lemma, 1975). Let A = {A1, A2, . . . , An} be a set
of events in a probability space Ω, and let G = (V,E) be a graph with V = {1, 2 . . . , n}
such that for each i ∈ {1, 2, . . . , n}, the event Ai is mutually independent of {Aj : ij /∈
E}. Suppose that there exist real numbers x1, x2, . . . , xn ∈ (0, 1) such that
Pr(Ai) < xi
∏
ij∈E
(1− xj)
for every i ∈ {1, 2, . . . , n}. Then the probability that no event in A occurs is positive.
The Lova´sz Local Lemma [52] is a beautiful and powerful result, which has been
extensively applied to solve many diﬀerent problems. Its philosophy is that if there is
a set of events, each having low probability and being mutually independent of many
others, then with positive probability none of the events occur. Consequently, the
events A1, A2, . . . , An are usually the “bad” events, i.e. all the situations we would
like to avoid. Then, provided our setting fulﬁls the hypothesis of the lemma, we
are ensured that a conﬁguration avoiding all the bad events exists. We present an
application of the Asymmetric Lova´sz Local Lemma to acyclic edge-colourings due to
Alon, Sudakov, and Zaks [12].
Recall that a proper edge-colouring of a graph G is an assignment of colours to
the edges of G such that no two adjacent edges are assigned the same colour. An
edge-colouring is acyclic if G has no 2-coloured cycles, i.e. the subgraph of G induced
by the union of any two colour classes is a forest. The acyclic edge-chromatic number
of G is a′(G), the least number of colours in an acyclic edge-colouring of G.
Acyclic colourings were introduced by Gru¨nbaum [75]. The acyclic edge-chromatic
number (and its vertex analog) can be used to obtain bounds on other colouring
parameters, such as the oriented chromatic number or the circular chromatic number
which are of particular interest to model various practical problems.
Being a proper edge-colouring, any acyclic edge-colouring of a graph of maximum
degree ∆ uses at least ∆ colours. Alon, Sudakov, and Zaks [12] made the following
conjecture.
Conjecture 4.2 (Alon, Sudakov, and Zaks, 2001). For any graph G of maximum
degree ∆,
a′(G) ≤ ∆+ 2 .
The ﬁrst upper bound on the acyclic edge-chromatic number was obtained by Alon,
McDiarmid, and Reed [8], who proved that a′(G) ≤ 60∆ for any graph G of maximum
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degree ∆. This bound was later decreased to 16∆ by Molloy and Reed [135], and
this is the best bound known so far—let us note here that Muthu, Narayanan, and
Subramanian [145] observed a ﬂaw in the sketch of an argument yielding an upper
bound of 9∆, given by Molloy and Reed [140, Chapter 19, p. 226].
Alon, Sudakov, and Zaks [12] proved that Conjecture 4.2 is true for “almost all”
∆-regular graphs. This was improved by Nesˇetrˇil and Wormald [151] who obtained
the upper bound ∆ + 1 for a random ∆-regular graph.
Further, Alon, Sudakov, and Zaks [12] proved that Conjecture 4.2 holds for graphs
with suﬃciently high girth (in terms of the maximum degree). This latter result is
stated and proved below. Muthu, Narayanan, and Subramanian [145] showed that
a′(G) ≤ 4.52∆ for every graph G of maximum degree ∆ and girth at least 220.
Theorem 4.3 (Alon, Sudakov, and Zaks, 2001). For every graph G of maximum
degree ∆ and girth at least 2000∆ log∆,
a′(G) ≤ ∆+ 2 .
The proof illustrates a useful strategy: given a non-valid colouring with few conﬂicts,
introduce some randomness to solve the conﬂicts and obtain the desired properties.
The non-valid colouring may be obtained by a random colouring procedure—designed
such that the number of conﬂicts can be bounded—or it can, as here, be given by a
known theorem.
Proof of Theorem 4.3. LetG = (V,E) be a graph of maximum degree ∆ and girth
x ≥ 2000∆ log∆. By Vizing’s Theorem [188], let c : E → {1, 2, . . . ,∆+1} be a proper
edge-colouring of G. Each edge is recoloured with the new colour ∆ + 2 randomly
and independently with probability 132∆ . We assert that, with positive probability,
the obtained colouring is proper (i.e. no pair of adjacent edges are recoloured) and
acyclic (i.e. every cycle of G contains at least three diﬀerent colours).
So as to use the Asymmetric Lova´sz Local Lemma, we now have to design a
suitable set of “bad” events. Let us deﬁne them according to three types. An even
cycle C half of whose edges are assigned the same colour by the colouring c is half-
monochromatic. We let H(C) be the set of those edges (so H(C) induces a perfect
matching of C). Note that if C is a 2-coloured cycle, then there are two choices for
H(C).
Type I For each pair B of adjacent edges, let EB be the event that both the edges of B
are recoloured.
Type II For each cycle C of G that is 2-coloured by c, let EC be the event that no edge
of C is recoloured.
Type III For each half-monochromatic cycle D, let ED be the event that every edge not
in H(D) is recoloured.
Our aim now is to apply the Asymmetric Lova´sz Local Lemma to show that,
with positive probability, no event of type I, II or III holds. This would imply that
the obtained edge-colouring is acyclic. Indeed, the colouring would be proper since
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no event of type I holds. Moreover, let C be an even cycle of G. Since no event of
type II holds, C is not 2-coloured unless one of the two colours is ∆+ 2. Thus, as the
obtained colouring is proper, the edges not coloured ∆+2 cannot be monochromatic,
because no event of type III holds.
So it remains to show that our setting satisﬁes the conditions of the Asymmetric
Lova´sz Local Lemma. Let us ﬁrst look at the dependencies. We have deﬁned an event
EH for each subgraph H of G composed of either two adjacent edges, or a 2-coloured
cycle, or an half-monochromatic cycle. Observe that any edge e is adjacent to less
than 2∆ edges, and it is contained in less than ∆ two-coloured cycles.
We assert that any edge e is contained in less than 2∆k−1 half-monochromatic
cycles D of length 2k. Indeed, let D := v1v2 . . . v2k with e = v1v2k. Suppose ﬁrst that
e ∈ H(D). Then (recalling that the colouring c is proper), there is at most one choice
for each vertex v2i−1 with i ∈ {2, 3, . . . , k}. Further, there are at most ∆ choices for
each vertex v2i, where i ∈ {1, 2, . . . , k − 1}. Hence, in total, there are at most ∆k−1
such cycles. If e /∈ H(D), a similar argument applied to the edge v2v3 gives an upper
bound of ∆k−1, which ends the proof of the assertion.
Consider the dependency graph described in the Asymmetric Lova´sz Local Lemma.
Note that an event EH is mutually independent of the set all the events EH′ , where
H ′ does not share an edge with H. Thus, in the dependency graph, each event EH
where H contains x edges is adjacent to at most 2x∆ events of type I, at most x∆
events of type II and at most 2x∆|H(D)|−1 events ED of type III (where D is an
half-monochromatic cycle).
We now have to bound the probability of each event, and ﬁnd appropriate real
constants xi to be able to ﬁnish the proof. The following bounds readily follow from
the deﬁnition of the events.
(1) Pr(EB) =
1
1024∆2 for each event EB of type I;
(2) Pr(EC) =
(
1− 132∆
)x ≤ e−x/(32∆) for each event EC of type II, where C is a
cycle of length x; and
(3) Pr(ED) ≤ 2(32∆)x for each event ED of type III, whereD is an half-monochromatic
cycle of length 2x.
To each event of type I, we associate the real constant 1512∆2 . To each event of
type II is associated the real constant 1128∆2 , and
1
(2∆)|H(D)| is associated to each event
ED of type III. Thus, it only remains to show the following three inequalities.
1
1024∆2
≤ 1
512∆2
(
1− 1
512∆2
)4∆(
1− 1
128∆2
)2∆∏
k
(
1− 1
(2∆)k
)4∆k−1
(20)
e−
x
32∆ ≤ 1
128∆2
(
1− 1
512∆2
)2x∆(
1− 1
128∆2
)x∆∏
k
(
1− 1
(2∆)k
)2x∆k−1
(21)
2
(32∆)x
≤
(
1
2∆
)x(
1− 1
512∆2
)4x∆(
1− 1
128∆2
)2x∆∏
k
(
1− 1
(2∆)k
)4x∆k−1
(22)
with x ≥ 4 in (21) and x ≥ 2 in (22).
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We prove them using some standard estimates. For every real x ≥ 2 it holds that(
1− 1x
)x ≥ 14 . Thus, for every x, d ≥ 2,
∏
k
(
1− 1
(2∆)k
)2x∆k−1
=
∏
k
(
1− 1
(2∆)k
)(2∆)k·21−k·x/∆
≥
∏
k
(
1
4
)21−k·x/∆
≥
(
1
4
)2x·Pk 2−k/∆
≥ 4−x/(256∆) ,(23)
where the last inequality uses that 2k ≥ g(G) ≥ 20. Similarly,(
1− 1
512∆2
)2x∆
≥ 4−x/(256∆) ,(24)
and (
1− 1
128∆2
)x∆
≥ 4−x/(128∆) .(25)
Therefore, we deduce from (23), (24), and (25) that(
1− 1
512∆2
)2x∆(
1− 1
128∆2
)x∆∏
k
(
1− 1
(2∆)k
)2x∆k−1
≥ 2−x/(32∆) .
Consequently, (20) holds because 2(1−
1
16∆) ≥ 1, and so does (22) since 2(1−5x+x+ x16∆) ≤
1 for all x ≥ 1. Finally, since x ≥ 2000∆ log∆ ≥ 32∆ log(128∆2)log(e/2) and ∆ > 2, we infer
that
e−x/(32∆) ≤ 1
128∆2
· 2−x/(32∆) ,
which implies (21), thereby completing the proof.
In the previous proof, we started from a proper colouring using at most ∆ + 1
colours, whose existence is ensured by Vizing’s Theorem. Then, a new colour was used
uniformly at random on the edges. The Asymmetric Lova´sz Local Lemma guaranteed
that with positive probability, the recolouring destroyed all 2-coloured cycles without
violating the properness.
The requirement on the girth is natural: in this setting, short 2-coloured cycles
have a much larger probability of surviving the recolouring than long cycles.
The approach used recently by Muthu, Narayanan, and Subramanian [145] (to
prove a weaker upper bound, but with a much weaker girth assumption, as we saw
earlier) is similar. In particular they use the Lova´sz Local Lemma in the same way.
However, instead of starting from a proper colouring and destroying 2-coloured cycles,
they colour all the edges randomly.
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4.2. Multiple Version
Here is the so-called multiple version of the Lova´sz Local Lemma. It is equivalent
to the asymmetric version, and we refer the reader to the monograph of Alon and
Spencer [11] for further details.
Lemma 4.4 (The Multiple Lova´sz Local Lemma, 1975). Let A be a finite set of
events, partitioned into parts A1,A2, . . . ,Ar such that Pr(A) ≤ pi for every A ∈ Ai
and each i ∈ {1, 2, . . . , r}. Suppose that there exist real numbers ai ∈ (0, 1) and ∆ij ≥ 0
for every (i, j) ∈ {1, 2, . . . , r}2 such that
(1) for any event A ∈ Ai, there exists a set DA ⊆ A such that A is mutually
independent of A \ (DA ∪ {A}) and |DA ∩Aj | ≤ ∆ij for every j ∈ {1, 2, . . . , r};
and
(2) pi ≤ ai
∏r
j=1(1− aj)∆ij for every i ∈ {1, 2, . . . , r}.
Then with positive probability none of the events in A holds.
Let us see an application of this lemma to non-repetitive colourings. Given a ﬁnite
set S of symbols, a ﬁnite sequence of elements of S is non-repetitive over S if it does
not contain a subsequence of the form xx, where x is a ﬁnite sequence of symbols of
S . Thue [182, 183] proved the existence of arbitrarily long non-repetitive sequences
provided that S contains (at least) three diﬀerent symbols. Several generalisations of
this concept have been introduced, and the one we focus on concerns graph colouring.
Alon et al. [4] introduced the concept of non-repetitive colouring of graphs. Let
G = (V,E) be a graph. An edge-colouring c of G is non-repetitive if for any path
v1v2 . . . vr of G (where all the vertices are distinct), the sequence (c(vivi+1))1≤i≤r−1 is
non-repetitive over c(E). The smallest number of colours needed in a non-repetitive
edge-colouring of G is π(G), the Thue number of G.
In this setting, Thue’s Theorem states that the Thue number of any path (of
length at least 3) is 3. Consequently, the Thue number of any cycle is at most 4 (and
it can be 4 as shown by a cycle of length 5). Thus, π(G) ≤ 4 for any graph G of
maximum degree at most 2. It is natural to look for an upper bound on π(G) in terms
of the maximum degree of G. Alon et al. [4] proved the following.
Theorem 4.5 (Alon, Grytczuk, Ha luszczak, and Riordan, 2002). For every graph
G of maximum degree ∆,
π(G) ≤ 2e16∆2 .
They moreover conjectured a linear bound in terms of the number of vertices.
Conjecture 4.6 (Alon, Grytczuk, Ha luszczak, and Riordan, 2002). There exists
an integer c such that
π(G) ≤ c · n
for every graph G on n vertices.
Proof of Theorem 4.5. Let G be a graph of maximum degree ∆, and let C be a
set of 2e16∆2 colours. For each edge e of G, we choose uniformly at random a colour
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c(e) from C , independently from the choices already made. We aim at applying the
Multiple Lova´sz Local Lemma to prove that, with positive probability, the obtained
edge-colouring of G is non-repetitive.
For any path P := v1v2 . . . v2s of G of even length, let AP be the event that
(c(vivi+1))1≤i≤s−1 = (c(vivi+1))s≤i≤2s−1. Let
As := {AP : P path of length 2s} .
Thus, c is non-repetitive if and only if no event in A := ∪sAs occurs.
For any positive integer s and any event AP ∈ As, the probability that AP occurs
is at most |C |−s. Moreover, AP is mutually independent of all the events AQ where Q
has no common edge with P . Since a path of length 2s shares an edge with at most
(2s) · (2t)∆2t = 4st∆2t
paths of length 2t, we set ∆st := 4st∆
2t.
It remains to deﬁne the real numbers as for s ∈ {1, 2, . . . , r} so that the condition
(2) of the Multiple Lova´sz Local Lemma is satisﬁed. Set as := a
−s with a := 2∆2.
Since as ≤ 12 , it follows that
1− as ≥ e−2as .
So the condition (2) is fulﬁlled if
|C |−s ≤as
∏
t
e−2at∆st
=as
∏
t
exp
[−8 · 2−t · st] ,
i.e. if
|C | ≥a · exp
[
8
∑
t
2−t · t
]
=2∆2e8·2 ,
since
∑∞
t=1 t2
−t = 2. This is the case by the choice of C . Consequently, the Multiple
Lova´sz Local Lemma applies and yields the sought conclusion.
We end this subsection with an open problem about non-repetitive colouring of
cycles. As mentioned in the introduction, the Thue number of any cycle is at most 4,
and this upper bound is attained by the 5-cycle. Let Cn be the cycle with n vertices.
Alon et al. [4] veriﬁed by numerical experiment that if n ≤ 2001, then π(Cn) = 4 if
and only if n ∈ {5, 7, 9, 10, 14, 17}. This is why they made the following conjecture.
Conjecture 4.7 (Alon, Grytczuk, Ha luszczqk, and Riordan, 2002). Every cycle of
length at least 18 has Thue number at most 3.
4.3. Symmetric Version
Let us state the so-called symmetric version of the Lova´sz Local Lemma [52]. It is
less general than the versions seen previously. However, it is very handy to work with,
and it is suﬃcient in many situations. It is applied in Section 6.
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Lemma 4.8 (The Symmetric Lova´sz Local Lemma, 1975). Let A = {A1, . . . , An}
be a set of random events so that, for each i ∈ {1, 2, . . . , n},
(1) Pr(Ai) ≤ p and
(2) Ai is mutually independent of all but at most d other events of A .
If pd ≤ 14 then the probability that no event of A occurs is positive.
5. Concentration Inequalities
As mentioned in the introduction, concentration inequalities bound the deviation
between a random variable and its expected value (or its median). Thus, they allow
us to translate bounds on the expected value of a random variable to bounds on the
random variable. It is useful since the expected value of a random variable is often
easier to bound than the random variable itself.
We present three concentration bounds in this section, namely Chernoﬀ’s Bound,
Talagrand’s Inequality and McDiarmid’s Inequality. We do not state them in their
full generality. We rather give weaker (but handy) versions.
5.1. The Chernoff Bound
The binomial random variable Bin(n, p) is the sum of n independent 0–1 variables,
each being 1 with probability p. Thus, E (Bin(n, p)) = np. The well-known Chernoﬀ
Bound [11, 36, 124] bounds the probability that Bin(n, p) deviates from its expected
value np. It appears in the literature under many guises, and we give several formu-
lations. Further details and proofs can be found, for instance, in the book by Janson,
Luczak, and Rucin´ski [93, Chapter 2].
Lemma 5.1 (Chernoﬀ’s Bound, 1952).
(1) For every t ≥ 0,
Pr(Bin(n, p) ≥ np+ t) ≤ exp
[
− t
2
2(np+ t/3)
]
.
(2) For every t ≥ 0,
Pr(Bin(n, p) ≤ np− t) ≤ exp
[
− t
2
2np
]
.
(3) For every t ∈ [0, np],
Pr (|Bin(n, p)− np| > t) < 2 exp
(
− t
2
3np
)
.
Let us give a somehow less friendly but slightly more general version that is used in
Subsection 6.2. We also refer to it as to the Chernoﬀ Bound.
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Lemma 5.2 (Chernoﬀ’s Bound, 1952). For every t > 0,
Pr (|Bin(n, p)− np| > t) < 2 exp
(
t− ln
(
1 +
t
np
)
(np+ t)
)
.
There are many applications of Chernoﬀ’s Bound in the literature, and the one we
present now allows us to introduce a very interesting circular variant of list-colouring.
Let G = (V,E) be a graph. If p and q are two integers, a (p, q)-colouring of G is
a function c : V → {0, . . . , p− 1} such that for each edge uv ∈ E,
q ≤ |c(u)− c(v)| ≤ p− q .
The circular chromatic number of the graph G is
χc(G) := inf {p/q : G admits a (p, q)-colouring} .
The circular chromatic number was introduced by Vince [187] under a diﬀerent termi-
nology. He proved in particular that the inﬁmum in the deﬁnition is always attained.
Hence, the circular chromatic number is always a rational number. Furthermore,
χ(G)− 1 < χc(G) ≤ χ(G) for every graph G. Thus, the chromatic number of a graph
is the ceiling of its circular chromatic number. We refer to the survey of Zhu [196] for
an in-depth review of this fundamental notion.
The concept of circular choosability, introduced by Mohar [133] and Zhu [197],
combines the concepts of circular colouring and list-colouring, respectively, in a natural
way.
A list-assignment L is a t-(p, q)-list-assignment if L(v) ⊆ {0, . . . , p − 1} and
|L(v)| ≥ tq for each vertex v ∈ V . The graph G is (p, q)-L-colourable if there ex-
ists a (p, q)-L-colouring c, i.e. c is both a (p, q)-colouring and an L-colouring. For any
real number t ≥ 1, the graph G is t-(p, q)-choosable if it is (p, q)-L-colourable for every
t-(p, q)-list-assignment L. Last, G is circularly t-choosable if it is t-(p, q)-choosable for
any p, q. The circular choice number of G is
cch(G) := inf{t ≥ 1 : G is circularly t-choosable} .
Zhu [197] proved that cch(G) ≥ max{ch(G) − 1, χc(G)} for every graph G. He also
raised several very interesting questions, including whether the inﬁmum of the deﬁni-
tion is always attained. This was answered negatively by Norine [152]. To this end, he
proved that the complete bipartite graph K2,4 has circular choice number 2, and yet it
is not circularly 2-choosable. In other words, K2,4 is circularly t-choosable if and only
if t > 2. Thus, it is natural to ask, as Zhu did, whether the circular choice number
is always a rational number. This latter question was answered in the aﬃrmative by
Mu¨ller and Waters [142].
Another problem concerns the link between the circular choice number, and the
(usual) choice number. Zhu [197] asked whether cch(G) = O (ch(G)) for every graph G
(and he observed that there are graphs G for which cch(G) ≥ 2 ch(G)). So far, the only
general link between those two graph invariants is the following, which unfortunately
depends on the number of vertices of the considered graph [81].
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Theorem 5.3 (Havet, Kang, Mu¨ller, and Sereni, 2006). For every graph G with n
vertices,
cch(G) ≤ 36 · (ch(G) + lnn) + 3 .
The proof of Theorem 5.3 is probabilistic, and we present it as an application of the
Chernoﬀ Bound. The way Chernoﬀ’s Bound is used is typical: the probability of an
event is upper bounded by that of the deviation of a binomial random variable from
its expected value.
Proof of Theorem 5.3. Fix two integers p and q and set t := 36 ·(ch(G)+lnn)+3.
Suppose that lists L(v) ⊆ Zp of size at least ⌊tq⌋+ 1 are given. If q = 1, then we can
certainly (p, q)-L-colour G, as t > ch(G). So we assume that q ≥ 2.
Let us partition
{
0, . . . ,
⌊
p−1
q−1
⌋}
into groups gi := {3i, 3i + 1, 3i + 2} of three
consecutive numbers, where the last group may contain less than three numbers. Out
of each group of three numbers but the very last one, we pick one element at random,
but in such a way that we never pick two consecutive numbers. To be more precise, for
i = 0 we simply pick one of 0, 1, 2 uniformly at random. Once a choice has been made
for gi−1, we pick one of 3i, 3i+1, 3i+2 uniformly at random provided we did not choose
3(i− 1)+ 2 from gi−1. Otherwise, we choose one of 3i+1, 3i+2 at random each with
probability 12 . The set of selected indices is K := {k : k was chosen}. With each index
k ∈
{
0, . . . ,
⌊
p−1
q−1
⌋}
, we associate an interval Ik = {k(q− 1), . . . , (k+1)(q− 1)− 1} of
Zp. Notice that the Ik are disjoint intervals of length q − 1. A crucial observation for
the sequel is that if k and l are two distinct elements of K, then |a− b|p ≥ q for every
a ∈ Ik and every b ∈ Il.
Let us set I := ⋃k∈K Ik. For each v ∈ V , we let S(v) := {k ∈ K : Ik ∩ L(v) 6= ∅}.
The idea for the rest of the proof is to show that t was chosen in such a way that
Pr(|S(v)| < ch(G)) < 1n for all v. Then it follows that
Pr(|S(v)| < ch(G) for some v ∈ V ) < n · 1
n
= 1 .
In other words, there exists a choice of non-adjacent intervals, one from each group of
three, for which |S(v)| ≥ ch(G) for all v ∈ V . By the deﬁnition of the choice number,
there exists a proper colouring c of G with c(v) ∈ S(v). Let us deﬁne a new colouring
f by choosing f(v) ∈ Ik ∩ L(v) if c(v) = k. This can be done for each v, by the
deﬁnition of S(v). Now f is a (p, q)-L-colouring, because if vw ∈ E(G) then c(v) and
c(w) are distinct elements of K. Consequently, f(v) and f(w) have been chosen from
non-adjacent intervals Ic(v) and Ic(w), and hence |f(v)− f(w)|p ≥ q.
It remains to show that t is chosen such that Pr(|S(v)| < ch(G)) < 1n . We ﬁrst
assert that the probability that |S(v)| < ch(G) is bounded above by
Pr
(
Bin
(
s,
1
6
)
≤ ch(G)
)
,
where s :=
⌈
t
3
⌉ − 1. To prove the assertion, we “thin” the lists L(v) to get sublists
L′(v) ⊆ L(v) with
|L′(v)| ≥
⌈ |L(v)|
3(q − 1)
⌉
− 1 > t
3
− 1 ,
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and a distance of at least 3(q−1) between elements of L′(v). Indeed, we can construct
L′(v) by taking the ﬁrst, the (3(q − 1) + 1)th, the (6(q − 1) + 1)th, and so on up to
(and including) the ((M − 1)(q− 1)+ 1)th element of L(v), where M :=
⌈
tq
3(q−1)
⌉
, and
we discard the (M(q − 1) + 1)th element, to avoid possible wrap-around eﬀects. Let
L′(v) := {a1, . . . , al} with ai ≤ ai+1. For J ⊆ {1, . . . , i − 1}, let A(i, J) be the event
that aj ∈ I for j ∈ J and aj 6∈ I for all j ∈ {1, . . . , i− 1} \ J . We assert that for every
J ⊆ {1, . . . , i− 1},
(26) Pr(ai ∈ I|A(i, J)) ≥ 1
6
.
To see this, observe that if ai ∈ I3k+1 or ai ∈ I3k+2 for some k, then the probability
that ai is covered by I given that A(i, J) holds is at least 13 . Indeed, regardless of
which element of gk−1 was selected, the probability that 3k + 1 (respectively 3k + 2)
is selected is at least 13 . Now, supposing that ai ∈ I3k for some k, it follows that
ai−1 6∈ I3(k−1)+1 ∪ I3(k−1)+2. Therefore, the probability that ai is covered given that
A(i, J) holds is at least the minimum of two probabilities: the probability that 3k is
chosen given that 3(k−1) was chosen from gk−1; and the probability that 3k is chosen
given that 3(k − 1) was not chosen from gk−1. This minimum is 16 , which proves the
assertion.
We use the following Chernoﬀ Bound.
∀r ≥ 0, Pr(Bin(k, p) ≤ kp− r) ≤ exp
[
−2r
2
k
]
.
Setting r := s6 − ch(G) ≥ 0, it follows that
Pr(|S(v)| < ch(G)) ≤ Pr
(
Bin
(
s,
1
6
)
≤ s
6
− r
)
≤ exp
[
−3r
2
s
]
.
This yields the conclusion provided that
3
(
ch(G)− s
6
)2
> s lnn ,
i.e.,
s2 − 12 · (ch(G) + lnn) s+ 36 ch2(G) > 0 .
This is certainly true if
s >
1
2
(
12 ch(G) + 12 lnn+
√
144 (ch(G) + lnn)2 − 144 ch(G)2
)
= 6(ch(G) + lnn) + 6
√
(2 ch(G) + lnn) · lnn .
Thus, since 2
√
ab < a+ b for any two distinct positive real numbers a and b, it suﬃces
that
s ≥ 12 · (ch(G) + lnn) ,
which is the case because
3s ≥ t− 3 = 36 · (ch(G) + lnn) .
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Let us note that known results about the choice number yield an upper bound
on cch that is exponential in ch. Given a graph G, let δ∗(G) be the degeneracy of G,
i.e. the smallest integer k such that each induced subgraph of G contains a vertex of
degree at most k. Hence, the greedy algorithm shows that ch(G) ≤ δ∗+1. The results
of Alon [2] studied in Subsection 2.2 yield that ch(G) = Ω(ln(δ∗(G))). On the other
hand, as Zhu [197] noted, cch(G) ≤ 2δ∗(G). Therefore, we deduce that
cch(G) ≤ eβ ch(G) ,
for some β > 0.
5.2. Talagrand’s and McDiarmid’s Inequalities
In the mid-1990s, Talagrand [178] exhibited a very useful concentration inequality. The
version we give, though not quite as powerful as the original one, is usually suﬃcient
for our purposes and at the same time handy to use. Further exposition can be found
in the survey written by McDiarmid [125], the lecture notes of Lugosi [122], and in the
book by Molloy and Reed [140]. Examples of applications of concentration inequalities
in computer science are presented in the survey of Dı´az, Petit, and Serna [42].
Lemma 5.4 (Talagrand’s Inequality, 1995). Let X be a non-negative random vari-
able determined by the independent trials T1, . . . , Tn. Suppose that for every set of
possible outcomes of the trials
(1) changing the outcome of any one trial can affect X by at most c; and
(2) for each s > 0, if X ≥ s then there is a set of at most rs trials whose outcomes
certify that X ≥ s.
Then for every t ∈
[
60c
√
rE(X),E(X)
]
,
Pr (|X −E(X)| > t) ≤ 4 exp
(
− t
2
32c2rE(X)
)
.
Let us now see an application of Talagrand’s Inequality, which deals with the
chromatic number of graph powers. It is due to Alon and Mohar [9]. We note that
the way we stated Talagrand’s Inequality permits a slightly less technical application
than that of the original proof.
The kth-power Gk of the graph G = (V,E) is the graph on V where two vertices
are adjacent whenever their distance in G is at most k. Alon and Mohar [9] deﬁned the
parameter fk(∆, g) to be the maximum of the values χ(G
k) taken over all the graphs
G with maximum degree ∆ and girth g. Since the maximum degree of the square of
a graph with maximum degree ∆ is at most ∆2, it follows that f2(∆, g) ≤ ∆2+1. By
Brooks’ Theorem, this upper bound can be attained only if g ≤ 5 and if there exists a
graph of diameter 2, maximum degree ∆ and ∆2 + 1 vertices. As shown by Hoﬀman
and Singleton [90], such graphs exist only for ∆ ∈ {2, 3, 7} and possibly ∆ = 57. Alon
and Mohar [9] observed that f2(2, g) = 4 if g ≥ 6, and proved the following theorem
which determines the behaviour of f2(∆, g).
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Theorem 5.5 (Alon and Mohar, 2002).
(i) For all g ≤ 6,
(1− o(∆))∆2 ≤ f2(∆, g) ≤ ∆2 + 1 .
(ii) There are absolute constants c1 and c2 such that for every ∆ ≥ 2 and every
g ≥ 7,
c1
∆2
log∆
≤ f2(∆, g) ≤ c2 ∆
2
log∆
.
Thus, there is a phase transition as g grows: f2(∆, g) stays roughly the same when
g grows from 3 to 6, decreases signiﬁcantly when g grows from 6 to 7 and then stays
essentially the same as g increases.
Let us also note that the upper bounds are obtained using a result of Alon,
Krivelevich, and Sudakov [7] about the chromatic number of sparse graphs, which was
proved using a similar approach to that in Subsection 6.1. However, this last result is
stronger than the one we present in Subsection 6.1, and the proof more involved.
It is natural to ask for the behaviour of the functions fk when k 6= 2. The complete
graph on ∆ + 1 vertices shows that f1(∆, 3) = ∆ + 1 for any integer ∆. In addition,
well-known results about random graphs [21] ensure the existence of a constant c1
such that
f1(∆, g) ≥ c1 ∆
log∆
for every g ≥ 4. Obtaining an upper bound can be seen as improving Brooks’ Theorem
for graphs with no short cycles. The ﬁrst non-trivial result was obtained, indepen-
dently, by Borodin and Kostochka [26], Catlin [34], and Lawrence [117]. Their results
imply that
f(∆, 4) ≤ 3
4
· (∆ + 2) .
It took almost ten years until Kostochka [110] improved this upper bound to 23∆+ 2.
In the mid-1990s, Kim [107] and, independently, Johansson [95] made a dramatic
breakthrough by proving that
f(∆, 4) ≤ (1 + o(1)) ∆
log∆
.
Kim obtained this result by the naive colouring procedure. The proof requires a very
detailed and highly technical analysis of the deviations of random variables from their
means. In that regards, recent concentration results (as Talagrand’s and McDiarmid’s
Inequalities) may help to simplify the analysis. Kim’s proof is algorithmic, and both
him and Johansson actually obtained the upper bound for the choice number (and
hence for the chromatic number as well). To sum-up, there exist two constants c1 and
c2 such that for every ∆ ≥ 2 and every g ≥ 4,
c1
∆
log∆
≤ f1(∆, g) ≤ c2 ∆
log∆
.
As for k ≥ 3, Alon and Mohar [9] proved the following.
38 JEAN-SE´BASTIEN SERENI
Theorem 5.6 (Alon and Mohar, 2002).
• There exists a constant c such that for all integers k ≥ 1, ∆ ≥ 2 and g ≥ 3k+ 1
fk(∆, g) ≤ c
k
· ∆
k
log∆
.
• For every positive integer k, there exists a positive number bk such that for every
∆ ≥ 2 and every g ≥ 3
fk(∆, g) ≥ bk ∆
k
log∆
.
The upper bound is proved by an analog argument as for the case where k = 2.
Let us prove the lower bound. The approach used has the same ﬂavor as Erdo˝s’ proof
that there are graphs with arbitrary high girth and chromatic number [51].
To lower bound the chromatic number of a graph G = (V,E), the usual lower
bound used is χ(G) ≥ |V |α(G) , where α(G) is the independence number of G (deﬁned in
Subsection 1.1). We ﬁrst obtain a graph satisfying some properties, which allow us to
remove from it some vertices in order to obtain the desired graph.
Fix a positive integer k and an integer g ≥ 3. We assume that ∆ is suﬃciently
large compared to k. Let V ′ = {1, 2, . . . , n} with n ≫ ∆max(2k,g). We let G′ be the
random graph Gn,p with p :=
∆
2n , i.e. G
′ has vertex-set V ′, and each pair of distinct
elements of V ′ is chosen to be an edge randomly and independently with probability
p. We ﬁrst prove two properties about G′, using the ﬁrst moment method.
(A) The probability that G′ has at most 10∆g cycles of length less than g is at least
0.9.
By the linearity of Expectation, the expected number of cycles of length less than g
in G′ is
g−1∑
i=3
(
n
i
)
· (i− 1)!
2
· pi < 1
2
g−1∑
i=3
(
∆
2
)i
< ∆g .
The desired property follows by Markov’s Inequality.
(B) The probability that G′ has at most 10n · 2−∆/10 vertices of degree more than ∆
is at least 0.9.
To see this, we assert that the expected number of vertices of G′ of degree greater
than ∆ is at most n · 2−∆/10. The conclusion then follows by Markov’s Inequality. To
prove the assertion, notice that the degree of any ﬁxed vertex is the random binomial
variable Bin(n − 1, p). Consequently, we deduce from the Chernoﬀ Bound that the
probability that any ﬁxed vertex has degree more than ∆ is less than 2−∆/10. The
linearity of Expectation now yields the assertion.
The following lemma is a key ingredient of Alon and Mohar’s proof. Let x :=
ck
n
∆k log∆, where ck > 0 (to be made precise later).
Lemma 5.7. The following holds with probability 1− o(1). For every set U ⊆ V ′ of
cardinality x, there are at least
c2kn log
2∆
2k+5∆k internally vertex-disjoint paths of length k,
both of whose endpoints are in U and whose other vertices are in V ′ \ U .
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Before proving Lemma 5.7, let us see how it allows us to obtain the desired lower
bound.
We choose a graph G′ satisfying Properties (A) and (B), and Lemma 5.7 (∆ and
n being suﬃciently large). We deﬁne G to be obtained from G′ by removing all the
vertices of degree greater than ∆, and in addition one vertex chosen from each cycle
of length less than g. Thus, G has maximum degree at most ∆, girth at least g and
more than n2 vertices. Let us be more precise: the number of vertices we removed is
at most
10n · 2−∆/10 + 10∆g < c
2
k log
2∆
2k+5∆k
.
Thus, since G′ satisﬁes Lemma 5.7, every set of x vertices of G contains at least
one path of length at most k both of whose endvertices are in U (and internally
disjoint from U). Therefore, we deduce that Gk contains no independent set of size x.
Consequently,
χ
(
Gk
)
≥ n
2
· 1
x
=
∆k
2ck log∆
.
By adding to G pendant edges and a disjoint cycle of length g (if needed), we obtain
the desired conclusion for an appropriately deﬁned constant bk > 0.
It remains to prove Lemma 5.7. Given a subset U of vertices of a graph G, a
U -path is a path of G of length k both of whose endvertices are in U , and whose
internal vertices are outside U .
Proof of Lemma 5.7. Let us ﬁx a set U of size x. Let X be the maximum
number of internally vertex-disjoint U -paths in G. We obtain the desired result by
ﬁrst lower bounding the expected value ofX, and then we prove, thanks to Talagrand’s
Inequality that X is concentrated.
Let us show that
(27) E(X) ≥ c2k ·
n log2∆
2k+2 ·∆k .
The expected number of U -paths is
µ :=
(
x
2
)
(n− x)(n− x− 1) . . . (n− x− k + 2)pk .
Since ∆≫ k, we deduce that
µ > 0.49 · c2kn log2∆ · 2−k∆−k .
Let ν be the expected number of pairs of U -paths that share at least one common
internal vertex. By the linearity of Expectation, E(X) ≥ µ−ν. We assert that ν < µ3 ,
which hence will yield (27). Indeed, we can classify pairs of internally intersecting
U -paths into several types, according to the number of vertices they share. Note that
the number of types is upper bounded by a function of k. Moreover, the number of
pairs of any given type is at most
µxnk−2pk−1 ,
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since n≫ ∆≫ k. The assertion follows.
The random variable X is determined by the outcomes of the random process
determining the edges of G. The change of any single outcome changes the value of
X by at most 1, by the deﬁnition of X. Moreover, if X = s then there are at most
ks edges whose presence certify this fact. Thus, we may apply Talagrand’s Inequality
with c = 1 and r = k. Set t := E(X)2 . Talagrand’s Inequality ensures that
Pr(|E(X)−X| > t) ≤4 · exp
[
− E(X)
128 · k
]
≤4 · exp
[
−c2k ·
n log2∆
2k+9 · k ·∆k
]
.
Note that if X <
c2kn log
2∆
2k+5∆k then |E(X)−X| > t by (27).
On the other hand, the number of choices for the set U is(
n
x
)
≤
(en
x
)x ≤ ( e∆k
ck log∆
)ckn∆−k log∆
≤ eckkn∆−k log2∆ .
Consequently, the statement of the lemma follows provided that
lim
n→∞ exp
[
−c2k ·
n log2∆
2k+9 · k ·∆k
]
· exp
[
ck · k · n log
2∆
∆k
]
= 0 .
This holds if
c2k
2k+9 · k > ck · k ,
which is true if
ck > 2
k+9k2 .
McDiarmid [126] extended Talagrand’s Inequality to the setting where X depends
on independent trials and permutations. We state a useful corollary rather than the
original inequality. The derivation can be found in the book by Molloy and Reed [140].
Lemma 5.8 (McDiarmid’s Inequality, 2002). Let X be a non-negative random vari-
able determined by the independent trials T1, . . . , Tn and m independent permutations
Π1, . . . ,Πm. Suppose that for every set of possible outcomes of the trials
(1) changing the outcome of any one trial can affect X by at most c;
(2) interchanging two elements in any one permutation can affect x by at most c;
and
(3) for each s > 0, if X ≥ s then there is a set of at most rs trials whose outcomes
certify that X ≥ s.
Then for every t ∈
[
60c
√
rE(X),E(X)
]
,
Pr (|X −E(X)| > t) ≤ 4 exp
(
− t
2
32c2rE(X)
)
.
McDiarmid’s Inequality is used in Subsection 6.2.
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6. Reed’s Lemma (Cutting Graphs into Pieces)
When it comes to showing that a graph can be coloured using at most a certain
number of colours, a possible probabilistic approach is as follows. The graph is de-
composed into several parts, and each part is coloured one after the other to ﬁnally
obtain a colouring of the whole graph. Each part is coloured using a random proce-
dure, which is analysed to show that, with positive probability, the partial colouring
obtained so far is valid (regarding the particular sought conditions). It is customary
to colour not any graph, but rather a supposed counter-example to the statement to
establish. Such a counter-example is often assumed to be minimal regarding some
parameters—e.g. graphs with less vertices all fulﬁl the statement to establish—which
permits to prove some useful structural properties.
In that regards, it is important to cut the graphs into pieces having helpful prop-
erties to design or analyse the random colouring procedures. An eﬃcient tool towards
this goal is a lemma due to Reed [157], that we present next. It also appears in Chapter
15 of the book by Molloy and Reed [140, Lemma 15.2].
Let G = (V,E) be a graph of maximum degree ∆. A vertex of G is d-sparse if
the subgraph induced by its neighbourhood contains fewer than
(
∆
2
) − d∆ edges. A
vertex of G is d-dense if it is not d-sparse. Note that a vertex v can be d-sparse even if
its neighbourhood induces a clique, provided that the degree of v is suﬃciently small.
Lemma 6.1 (Reed, 1998). Let G = (V,E) be a graph of maximum degree ∆ and
let d ≤ ∆100 . The vertices of G can be partitioned into sets D1, D2, . . . , Dℓ, S such that
(1) ∆ + 1− 8d ≤ |Di| ≤ ∆+ 4d for every i ∈ {1, 2, . . . , ℓ};
(2) for each i ∈ {1, 2, . . . , ℓ}, at most 8d∆ edges of G join Di to V \Di;
(3) for each i ∈ {1, 2, . . . , ℓ}, a vertex belongs to Di if and only if it has at least 34∆
neighbours in Di; and
(4) every vertex of S is d-sparse.
The decomposition of Lemma 6.1 can be built in linear time, in a greedy fashion. We
refer to the book of Molloy and Reed [140] for further exposition (including a proof of
the lemma).
Lemma 6.1 has proved to be a key ingredient in several results obtained via the
probabilistic method [83, 136, 138, 139, 157, 158, 159]. Thanks to the partition given
by the lemma, one can design appropriate (random) colouring procedures for diﬀerent
parts of the graph, regarding their density. We present techniques used to colour sparse
vertices in the next subsection, and see an approach to colour “big” cliques (for instance
contained in the setsDi) in Subsection 6.2. The remaining vertices are usually coloured
after the sparse ones and before the big cliques. Because big cliques are removed when
we colour them, a greedy procedure can suﬃce. However, one often wants to have
more control on the obtained colouring, in particular to ensure some extra-properties
that will help when it comes to colouring big cliques. To this end, it may be useful
(i.e. powerful enough) to design an iterative random colouring procedure, and colour
those vertices in many iterations. At each iteration, the colouring obtained so far is
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randomly extended to some more vertices, and the Lova´sz Local Lemma is used (at
each iteration) to show that, with positive probability, the obtained colouring fulﬁls
the required properties.
6.1. Colouring Sparse Graphs
As already mentioned, sparse vertices are those whose neighbourhood induces a graph
with “few” edges. If the neighbourhood of a (sparse) vertex v is small enough, then
however the neighbours of v are coloured, the colouring can be greedily extended
to v. Otherwise, we know that the subgraph induced by the neighbourhood of this
sparse vertex v has “many” pairs of non-adjacent vertices. If we can obtain a partial
colouring of a graph such that every uncoloured vertex has “many” repeated colours in
its neighbourhood, then we can ﬁnish the colouring greedily. The meaning of “many”
depends on the kind of colouring we want. Generally speaking, if we have c colours,
and an uncoloured vertex has at most f ≥ c neighbours, then we would like to have
at least f + 1− c repeated colours in the neighbourhood of v.
This strategy is widely used to deal with the sparse vertices of Lemma 6.1, or when
the whole graph considered is sparse itself. The reader is referred to the references
given after Lemma 6.1 for many applications. However, proofs using Lemma 6.1 are
too long to be presented here. This is why we focus on an application that uses the
same approach, but deals only with sparse graphs.
It is a result by Molloy and Reed [134] from 1997, which deals with a generalisation
of the chromatic index suggested by Erdo˝s and Nesˇetrˇil back in 1985. More details
can be found in the papers of Faudree et al. [56, 57] and Hora´k [92].
In a proper edge-colouring, every edge is adjacent to at most two edges of any
given colour. A proper edge-colouring is strong if every edge is adjacent to at most one
edge of each colour. The strong chromatic index sχ′(G) of a graph G is the minimum
number of colours for which G admits a strong edge-colouring.
Another way to deﬁne the strong chromatic index is by using the line graph of a
graph. Recall that the square G2 of the graph G = (V,E) is the graph with vertex-set
V , and an edge between any two vertices that are at distance at most 2 in G. Then
sχ′(G) = χ(L (G)2) .
Let ∆ be the maximum degree ofG. Then, L (G)2 has maximum degree 2∆2−2∆.
Thus, by Brooks’ Theorem sχ(G) ≤ 2∆2 − 2∆.
As reported by Faudree et al. [56], Erdo˝s and Nesˇetrˇil exhibited, for any even in-
teger ∆, a graph G∆ of maximum degree ∆ and such that sχ(G∆) =
5
4∆
2. Indeed, one
can take for G∆ the graph obtained from a cycle of length 5 by replacing each vertex
with an independent set of size ∆2 ; see Figure 1. The line graph of G∆ has diameter
2 and 54∆
2 edges, thus the desired property follows. They moreover conjectured the
following.
Conjecture 6.2 (Erdo˝s and Nesˇetrˇil, 1985). For every graph G of maximum de-
gree ∆,
sχ′(G) ≤ 5
4
∆2 .
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Figure 1: The graph G8 has maximum degree 8 and strong chromatic number
5
4 · 82 =
80.
Actually, they even asked if an upper bound of c∆2 for any constant c smaller than 2
could be proved. Molloy and Reed [134] answered this question in the aﬃrmative.
Theorem 6.3 (Molloy and Reed, 1997). There is a constant ε such that for every
graph G of maximum degree ∆,
sχ′(G) ≤ (2− ε)∆2 .
Theorem 6.3 directly follows from the following theorem.
Theorem 6.4 (Molloy and Reed, 1997). There is a constant ∆0 such that if G has
maximum degree ∆ ≥ ∆0 then sχ′(G) ≤ 1.99995∆2.
We use the following lemma to obtain Theorem 6.4. Its proof consists of a careful case
analysis [134], and we omit it.
Lemma 6.5. If G has a sufficiently large maximum degree ∆, then for each edge e of
G the subgraph of L (G)2 induced by the neighbourhood of e has at most
(
1− 136
)(2∆2
2
)
edges.
Using Lemma 6.5, the next result directly implies Theorem 6.4. Its proof illustrates
the probabilistic approach used to colour sparse graphs. It also includes several other
common techniques. In particular, to upper bound the probability of a given event it
is customary to actually consider a less restrictive event that is easier to upper bound.
The result we propose is stronger that what we really need, and a close version—
whose proof is omitted—is given in the book of Molloy and Reed [140, Chapter 10].
The approach of the proof is basically the original one. However, the presentation is
closer to what is used in some other papers [83, 159].
Theorem 6.6 (Molloy and Reed, 1997). There exists ∆0 such that if G has max-
imum degree ∆ ≥ ∆0 and for each vertex v of G, the neighbourhood of v in G induces
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a subgraph with at most
(
∆
2
)−B edges where B ≥ e12 · 7680 ·∆ log∆, then
χ(G) ≤ ∆+ 1− B
e6∆
.
Proof . In the sequel, we suppose that ∆ is suﬃciently large so that the asserted
inequalities are satisﬁed. Let C := {1, 2, . . . ,∆+1−Be−6∆−1} be the set of colours.
Note that ∆ log∆ ≤ B ≤ ∆(∆−1)2 , which implies that |C | > 34∆. We randomly colour
the graph G according to the following procedure.
(1) For each vertex v, we choose a colour r(v) ∈ C , independently and uniformly at
random.
(2) For each vertex v, if r(v) /∈ {r(u) : u ∈ NG(v)} then the colour r(v) is assigned
to v.
Thus, the procedure yields a partial proper colouring c of G. Set C := Be−6∆−1.
Note that if an uncoloured vertex has degree at most |C | − 1 = ∆ − C, then
we can colour it greedily however its neighbours are coloured. So, we only deal in
the sequel with the set V ′ of uncoloured vertices with at least |C | neighbours. More
precisely, we aim at showing that with positive probability, the obtained colouring is
such that each uncoloured vertex of V ′ at least C colours appearing at least twice
in its neighbourhood. Then, we can ﬁnish the colouring of G greedily, since for each
uncoloured vertex the number of available colours will be at least
∆ + 1− B
e6∆
−∆+ C = 1 .
For v ∈ V ′, let Ev be the event that fewer than C colours are assigned by c to at
least two neighbours of v. Each event Ev is mutually independent of all the events Eu
where u is at distance at least 4 from v. Hence, each event Ev is mutually independent
of all but at most ∆4 events. Therefore, the Symmetric Lova´sz Local Lemma yields
the sought conclusion provided that
(28) ∀v ∈ V ′, Pr(Ev) < 1
4∆4
.
Fix an arbitrary vertex v ∈ V ′. Since v has more than ∆ − C neighbours in
G, the vertex v has at least
(
∆
2
) − C∆ pairs of neighbours. Hence, v has at least
B(1 − e−6) > B2 pairs of non-adjacent neighbours. Let Ω be a collection of B2 pairs
of non-adjacent neighbours of v. We consider the random variable Xv deﬁned as the
number of pairs (u,w) ∈ Ω such that
(i) r(u) = r(w);
(ii) r(s) 6= r(u) if s ∈ NG(v) \ {u,w}; and
(iii) r(s) 6= r(u) if s ∈ NG(u) ∪NG(w), i.e. both u and v are assigned their colour.
Thus, Xv is at most the number of colours appearing at least twice in NG(v). The
probability that a given pair (u,w) ∈ Ω satisﬁes (i) is 1|C | . In total, the number
of neighbours of v, u, w in G is at most 3∆. Therefore, given that they satisfy (i),
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the vertices u and w also satisfy (ii) and (iii) with probability at least
(
1− 1|C |
)3∆
.
Consequently, by the linearity of Expectation,
E(Xv) ≥B
2
· |C ||C |2
(
1− 1|C |
)3∆
>
B
2|C | exp
(
−3∆|C |
)
≥2B
∆
· e−6 = 2C ,
where we used that 1− 1x > e−x if x ≥ 2 and 34∆ < |C | < ∆.
Hence, if Av holds then Xv is smaller than its expected value by more than C.
But we assert that
(29) Pr (E(Xv)−Xv > C) < 1
4∆4
,
which will yield the desired result.
To establish (29), we apply Talagrand’s Inequality. We set X1 to be the number
of colours chosen for at least two vertices in N(v), including both members of at least
one pair in Ω. In other words, a colour i ∈ C is counted by X1 if and only if there
exists a pair (u,w) ∈ Ω such that r(u) = i = r(w). We deﬁne X2 to be the number of
colours that
(i) are chosen for both members of at least one pair in Ω; and
(ii) are chosen also for one of their neighbours, or for a third vertex of NG(v).
Note that Xv = X1 −X2. Therefore, by what precedes, if Av holds then either X1 or
X2 diﬀers from its expected value by more than
C
2 . Notice that, since |C | > 34∆,
E(X2) ≤ E(X1) ≤ |C | · B
2
· 1|C |2 ≤
2
3
· B
∆
< e6 · C .
If X1 ≥ s, then there is a set of at most 2s trials whose outcomes certify this,
namely the choices of colours for s pairs of variables. Moreover, changing the outcome
of any random trial can only aﬀect X1 by at most 2, since it can only aﬀect whether
the old colour and the new colour are counted or not. Thus Talagrand’s Inequality
applies and, since 2C < E(X) ≤ E(X1) < e6 · C, we obtain
Pr
(
|X1 −E(X1)| > C
2
)
≤ 4 exp
(
− C
2
e6 · 1024 · C
)
≤ 1
8∆4
,
because B ≥ e12 · 7680 ·∆ log∆ and hence C > 5 · e6 · 1024 · log∆.
Similarly, if X2 ≥ s then there is a set of at most 3s trials whose outcomes certify
this fact, namely the choices of colours of s pairs of vertices and, for each of these pairs,
the choice of the (same) colour of a neighbour of a vertex of the pair or of another
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neighbour of v. As previously, changing the outcome of any random trial can only
aﬀect X2 by at most 2. Therefore by Talagrand’s Inequality, if E(X2) ≥ C2 then
Pr
(
|X2 −E(X2)| > C
2
)
≤ 4 exp
(
− C
2
e6 · 1536 · C
)
≤ 1
8∆4
.
If E(X2) <
C
2 , then we consider a binomial random variable that counts each ver-
tex of NG(v) independently with probability
C
4|NG(v)| . We let X
′
2 be the sum of this
random variable and X2. Note that
C
4 ≤ E(X ′2) ≤ 3C4 thanks to the linearity of
Expectation. Moreover, observe that if |X2 − E(X2)| > C2 then |X ′2 − E(X ′2)| > C4 .
Therefore, by applying Talagrand’s Inequality to X ′2 with c = 2, r = 3 and t =
C
4 ∈
[60c
√
rE(X ′2),E(X
′
2)], we also deduce in this case that
Pr
(
|X2 −E(X2)| > C
2
)
≤Pr
(
|X ′2 −E(X ′2)| >
C
4
)
≤ 4 exp
(
− C
2
4608 · C
)
≤ 1
8∆4
.
Consequently, we infer that Pr (E(Xv)−Xv > C) ≤ 14∆−4, as asserted.
The approach just introduced to prove Theorem 6.6 is often used to colour the
sparse vertices of the decomposition obtained by Reed’s Lemma. In the next subsec-
tion, we turn our attention to vertices whose neighbourhood induces a large clique.
6.2. Where Friends Solve Conflicts
When using Reed’s Lemma, it is important to be able to colour both vertices whose
neighbourhood induces a sparse graph—i.e. with relatively few edges—and vertices
whose neighbourhood induces a clique. The former case is usually achieved using the
tools introduced in Subsection 6.1. Let us now see in more details an example of the
latter case.
We consider a setting appearing in a recent proof about the channel assignment
problem, more precisely concerning L(p, 1)-labellings of graphs [82, 83].
In the channel assignment problem, transmitters at various nodes within a geo-
graphic territory must be assigned channels or frequencies in such a way as to avoid
interferences. A model for the channel assignment problem developed wherein chan-
nels or frequencies are represented with integers, “close” transmitters must be as-
signed diﬀerent integers and “very close” transmitters must be assigned integers that
diﬀer by at least 2. This quantiﬁcation led to the deﬁnition of an L(p, q)-labelling
of a graph G = (V,E) as a function f from the vertex set to the integers such that
|f(x) − f(y)| ≥ p if dist(x, y) = 1 and |f(x) − f(y)| ≥ q if dist(x, y) = 2, where
dist(x, y) is the distance between the two vertices x and y in the graph G. The notion
of L(2, 1)-labelling ﬁrst appeared in 1992 [71]. Since then, a large number of articles
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has been published devoted to the study of L(p, q)-labellings. We refer the reader to
the surveys of Calamoneri [31] and Yeh [195].
Generalisations of L(p, q)-labellings in which for each i ≥ 1, a minimum gap of pi
is required for channels assigned to vertices at distance i, have also been studied (see for
example the recent survey of Griggs and Kra´ ’l [70], and consult also [15, 113, 114, 118]).
In the context of the channel assignment problem, the main goal is to minimise
the number of channels used. Hence, we are interested in the span of an L(p, q)-
labelling f , which is the diﬀerence between the largest and the smallest labels of f .
The λp,q-number of G is λp,q(G), the minimum span over all L(p, q)-labellings of G.
In general, determining the λp,q-number of a graph is NP-hard [65]. In their seminal
paper, Griggs and Yeh [71] observed that a greedy algorithm yields λ2,1(G) ≤ ∆2+2∆,
where ∆ is the maximum degree of the graph G. Moreover, they conjectured that this
upper bound can be decreased to ∆2.
Conjecture 6.7 (Griggs and Yeh, 1992). For every ∆ ≥ 2 and every graph G of
maximum degree ∆,
λ2,1(G) ≤ ∆2 .
The bound oﬀered by the conjecture, if true, would be tight. Jonas [96] improved
slightly on Griggs and Yeh’s upper bound by showing that every graph of maximum
degree ∆ admits an L(2, 1)-labelling with span at most ∆2 + 2∆ − 4. Subsequently,
Chang and Kuo [35] provided the upper bound ∆2+∆ which remained the best general
upper bound for about a decade. Kra´ ’l and Sˇkrekovski [115] brought this upper bound
down by 1 as the corollary of a more general result. And, using the algorithm of Chang
and Kuo [35], Gonc¸alves [32] decreased this bound by 1 again, thereby obtaining the
upper bound ∆2+∆− 2. As for planar graphs, Conjecture 6.7 is still open for ∆ = 3,
but is known to be true for other values of ∆. For ∆ ≥ 7 it follows from a result of
van den Heuvel and McGuinness [87], and Bella et al. [19] proved it for the remaining
cases (for planar graphs).
The following approximate version of the generalisation of Conjecture 6.7 to
L(p, 1)-labelling was proved recently [82, 83].
Theorem 6.8 (Havet, Reed, and Sereni, 2007). For any fixed integer p, there ex-
ists a constant Cp such that for every integer ∆ and every graph of maximum degree
∆,
λp,1(G) ≤ ∆2 + Cp .
This result is obtained by combining the bound given by a greedy labelling (when ∆ is
small) with the next theorem which, in particular, settles Conjecture 6.7 for suﬃciently
large ∆.
Theorem 6.9 (Havet, Reed, and Sereni, 2007). For any fixed integer p, there is a
∆p such that for every graph G of maximum degree ∆ ≥ ∆p,
λp,1(G) ≤ ∆2 .
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The proof of this theorem makes intensive use of the probabilistic method. The Lova´sz
Local Lemma is applied many times, and so are the concentration bounds presented
so far. The proof also relies on structural results and techniques (such as Lemma 6.1).
Random colouring procedures are designed to obtain an L(p, 1)-labelling of a (sup-
posed) minimal (in terms of the number of vertices) counter-example to the theorem,
thereby giving the sought contradiction. The vertices are coloured in three steps. The
ﬁrst one concerns sparse vertices and is close to what we saw in Subsection 6.1. The
last step concerns big cliques, and this is the point we now focus on.
We deﬁne a formal setting close to the one appearing in the third step of the proof
of Theorem 6.9. The goal is to illustrate an approach to extend a partial colouring
to big cliques of a graph (i.e. of size close to the maximum degree), provided that
the partial colouring fulﬁls some conditions. We do not pretend that these extra
conditions are easy to obtain. On the contrary, this is one of the main challenges in
the proof of Theorem 6.9. Its solution is provided in part by structural arguments
(by building and randomly colouring a diﬀerent graph than the original in the ﬁrst
step of the proof), and next by an iterative quasi-random procedure, where the Lova´sz
Local Lemma is applied at each iteration (this is an application of the so-called naive
colouring procedure). The analysis of this procedure is too long and technical to be
presented in this survey.
Let G = (V,E) be a graph. We assume that the maximum degree ∆ of G is large
enough to fulﬁl the inequalities asserted in the sequel. Let K = {A1, A2, . . . , Aℓ} be
a set of vertex-disjoint cliques of G, each being of size at least ∆ − c∆3/4 for a ﬁxed
positive real number c. We assume that each vertex of the clique has at most
√
∆
neighbours outside the clique. Those neighbours are referred to as external neighbours.
Hence, at most ∆3/2 edges leave each given clique of K .
We assume that there is a partial proper k-colouring of the vertices outside the
cliques of K , and we want to extend it to the whole graph G. We hence suppose that
k is at least the size of the biggest clique of K . We assume that the colouring has the
following property. For each clique A ∈ K and each colour j, the number of vertices
of A with a neighbour outside A coloured j is at most 45∆.
A crucial fact to exploit to colour cliques of size near the maximum degree is that
they have few edges linking them to the rest of the graph. Thus, a possible approach is
to properly colour each of them one by one, randomly and independently of each other,
and of the rest of the graph. The obtained colouring has conﬂicts, since a vertex in a
clique may well have an external neighbour with the same colour as itself. However,
we are able to keep the number of conﬂicts small (i.e. we can show that, with positive
probability, the obtained colouring of G does not create too many conﬂicts). All the
conﬂicts are solved simultaneously by swapping the colours of some vertices. More
precisely, each badly coloured vertex of a clique of K chooses, inside its clique, a
vertex called a friend. Friends are deﬁned so that, when simultaneously swapping the
colour of each badly coloured vertex with the one of its friend, the resulting colouring
is proper. The existence of a colouring such that each badly coloured vertex has a
friend is obtained by analysing our colouring procedure. Let us now see this precisely.
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Phase 1. For each clique A ∈ K , we choose uniformly at random a subset of |A|
colours among the whole set of colours. Those choices are made independently one
of each other. Then, we assign a random permutation of those colours to the vertices
of A. Again, the choices for diﬀerent cliques are made independently. This yields a
proper colouring of each clique of K . We let TempA be the set of vertices of A with
an external neighbour of the same colour.
Lemma 6.10. With positive probability, the following hold.
(i) |Tempi | ≤ 3
√
∆ for each i ∈ {1, 2, . . . , ℓ}; and
(ii) for each clique Ai ∈ K and each colour j, at most ∆9/10 vertices of Ai have a
neighbour in ∪k 6=iAk coloured j.
Proof . We use the Symmetric Lova´sz Local Lemma. For every index i ∈
{1, 2, . . . , ℓ}, we let E1(i) be the event that |Tempi | is greater than 3
√
∆. For each
index i ∈ {1, 2, . . . , ℓ} and each colour j, we deﬁne E2(i, j) to be the event that condi-
tion (ii) is not fulﬁlled. Each event is mutually independent of all the events involving
cliques at distance greater than 2, so each event is mutually independent of all but at
most ∆5 other events. According to the Lova´sz Local Lemma, it is enough to show
that each event has probability at most ∆−6, since ∆5 ×∆−6 < 14 .
Our ﬁrst goal is to upper bound Pr(E1(i)). We may assume that both the colour
assignments for all cliques other than Ai, and the choice of the |Ai| colours to be used
on Ai have already been made. Thus it only remains to choose a random permutation
of those |Ai| colours onto the vertices of Ai. Since every vertex v ∈ Ai has at most√
∆ external neighbours, the probability that v ∈ Tempi is at most
√
∆
|Ai| . So we deduce
that E(|Tempi |) ≤
√
∆. We deﬁne a binomial random variable B that counts each
vertex of A independently with probability
√
∆
|Ai| . We set X := |Tempi | + B. By the
linearity of Expectation,
√
∆ ≤ E(X) = E(|Tempi |) +
√
∆ ≤ 2
√
∆ .
Moreover, if |Tempi | > 3
√
∆ then |Tempi | − E(|Tempi |) > 2
√
∆, and hence X −
E(X) >
√
∆. We now apply McDiarmid’s Inequality to show that X is concentrated.
Note that if |Tempi | ≥ s, then the colours to 2s vertices (that is, s members of Tempi
and one neighbour for each) certify this fact. Moreover, switching the colours of two
vertices in Ai may only aﬀect whether those two vertices are in Tempi. So we may ap-
ply McDiarmid’s Inequality to X with c = 2 = r and t =
√
∆ ∈
[
60c
√
rE(X),E(X)
]
.
We deduce that the probability that the event E1(i) holds is at most
Pr
(
|X −E(X)| >
√
∆
)
< 4 exp
(
− ∆
32 · 8 · 2√∆
)
< ∆−6 .
We now upper bound Pr(E2(i, j)). Recall that the vertices of Ai are assigned
pairwise distinct colours. Every vertex v ∈ Ai has at most
√
∆ external neighbours.
We let S(v) be the set of all external neighbours of v in ∪kAk. Hence |S(v)| ≤
√
∆.
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Note that each vertex of ∪k 6=iAk is in at most
√
∆ sets S(v) for v ∈ Ai. We want to
show that the probability that the number of sets S(v), for v ∈ Ai, containing a vertex
coloured j is greater than ∆9/10 is at most ∆−6. In other words, we aim at proving
that
Pr
(
|{v ∈ Ai : S(v) contains a vertex coloured j}| > ∆9/10
)
< ∆−6 .
Each vertex of a set S(v) is assigned the colour j with probability at most
max
A∈K
1
|A| ≤ ∆
−9/10 ,
because min |Ai| ≥ ∆ − c∆3/4 by our assumptions. Moreover, for any set M ⊆
∪v∈AiS(v),
Pr (all the vertices of M are coloured j) ≤ ∆−9|M |/10 ,
since the choices of colours and colour assignments are made independently for diﬀerent
cliques.
Let us partition the vertices of the sets S(v) regarding the number of sets to
which they belong: for s ∈ {1, 2, 3, 4}, let Ts be the vertices of ∪v∈AiS(v) that belong
to between ∆(s−1)/8 and ∆s/8 sets. Further, let Es be the event that at least 14∆
9/10
sets S(v) contain a vertex coloured j. Note that if more than ∆9/10 sets S(v) contains
a vertex coloured j, then at least one of the events Ei holds.
Since | ∪v∈Ai S(v)| ≤ ∆3/2, we deduce that |Ts| ≤ ∆
3/2
∆(s−1)/8 . Moreover, if Es holds
then at least 14∆
9/10−s/8 vertices of Ts are coloured j. Therefore,
Pr(Ei) ≤
(
∆3/2/∆(s−1)/8
1
4∆
9/10−s/8
)
·
(
∆−9/10
) 1
4
∆9/10−s/8
≤
(
e∆3/2/∆(s−1)/8
1
4∆
9/10−s/8 ·∆9/10
) 1
4
∆9/10−s/8
by Stirling’s Formula
≤
(
4e
∆1/10
) 1
4
∆9/10−s/8
.
Since 14∆
9/10−s/8 ≥ 14∆1/10, the probability that Ei holds is at most 14 exp
(−∆1/10),
which is less than 14∆
−6. Thus the probability that at least one of the events Ei holds
is at most ∆−6. The sought conclusion follows.
Phase 2. We consider a colouring γ satisfying the conditions of Lemma 6.10. For
each index i ∈ {1, 2, . . . , ℓ} and each vertex v ∈ Tempi, we let Swappablev be the set
of vertices u such that
(a) u ∈ Ai \ Tempi;
(b) γ(u) does not appear on an external neighbour of v; and
(c) γ(v) does not appear on an external neighbour of u.
Lemma 6.11. For every v ∈ Tempi, the set Swappablev contains at least ∆10 vertices.
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Proof . Let us upper bound the number of vertices that are not in Swappablev.
By Lemma 6.10(i), at most 3
√
∆ vertices of Ai violate condition (a) and at most
√
∆
vertices violate condition (b) by the deﬁnition of Ai. According to our assumption
on the original partial colouring, the number of vertices of Ai violating condition (c)
because of a neighbour not in ∪k 6=iAk is at most 45∆. Finally, the number of vertices
violating conditions (c) because of a colour assigned during Phase 1 is at most ∆9/10
thanks to Lemma 6.10(ii). Therefore, we deduce that the size of Swappablev is at
least
|Ai| − 4
5
∆−∆9/10 − 4
√
∆ ≥ 1
10
∆ ,
as |Ai| ≥ ∆− c∆3/4 by hypothesis.
For each clique Ai ∈ K and each vertex v ∈ Tempi, we choose 100 uniformly
random members of Swappablev. These vertices are called candidates of v.
Definition 6.12. A candidate u of v is unkind if either
(a) u is a candidate for some other vertex;
(b) v has an external neighbour w that has a candidate w′ with the same colour as
u;
(c) v has an external neighbour w that is a candidate for a vertex w′ with γ(w′) =
γ(u);
(d) u has an external neighbour w that has a candidate w′ with the same colour as
v; or
(e) u has an external neighbour w that is a candidate for a vertex w′ with the same
colour as v.
A candidate of v is kind if it is not unkind.
Lemma 6.13. With positive probability, for each i ∈ {1, 2, . . . , ℓ} every vertex of
Tempi has a kind candidate.
We choose candidates satisfying the preceding lemma. For each vertex v ∈
∪ℓi=1Tempi, we swap the colour of v and one of its kind candidates. The obtained
colouring is the desired one. So to ﬁnish our proof, it remains to prove Lemma 6.13.
Proof of Lemma 6.13. For every vertex v in some Tempi, let E1(v) be the event
that v does not have a kind candidate. Each event is mutually independent of all
the events involving cliques at distance greater than 2. So each event is mutually
independent of all but at most ∆5 other events. We prove that the probability of each
event is at most ∆−6. Then, the conclusion follows from the Symmetric Lova´sz Local
Lemma, since ∆−6 ·∆5 < 14 .
Observe that the probability that a particular vertex of Swappablev is chosen is
100/|Swappablev |, which is at most 1000∆−1.
We wish to upper bound Pr(E1(v)) for an arbitrary vertex v ∈ Tempi, so we can
assume that all the vertices but v have already chosen candidates. Recall that the
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vertex v has at most
√
∆ external neighbours, each having at most 100 candidates.
By Lemma 6.10(i), the number of vertices that satisfy condition (a) of Deﬁnition 6.12
is at most 300
√
∆. Since each colour appears on at most one member of Swappablev,
we deduce that the number of vertices satisfying one of the conditions (b) and (c) is
at most 101
√
∆.
We now deal with the remaining two conditions, starting with condition (d). The
number of vertices of Ai that satisfy condition (d) is at most the number of edges with
an endvertex in Ai and an endvertex in Ak with k 6= i, and such that the external
endvertex has chosen a candidate with the colour of v. For each vertex w ∈ ∪k 6=iAk,
we let Nw be the number of neighbours of w in Ai. So, Nw ≤
√
∆. Note that∑
Nw ≤ ∆3/2 since at most ∆3/2 edges leave the clique Ai. We deﬁne the random
variable Fw to be Nw if w has a candidate with the colour of v, and 0 otherwise. Thus,
the number of vertices of Ai that satisfy condition (d) is at most the sum σ of the
variables Fw for w ∈ ∪k 6=iAk. We aim at showing that
(30) Pr
(
σ > 2∆3/5
)
<
1
4
∆−6 .
Since each vertex in some set Tempk chooses its candidates independently, the variables
Fw are independent. Set s :=
⌈
log2
(√
∆
)⌉
. For each r ∈ {0, 1, . . . , s}, let Sr be the
set of vertices w of ∪k 6=iAk such that 2r−1 < Nw ≤ 2r. So
σ ≤
s∑
r=0
∑
w∈Sr
Fw ≤
s∑
r=0
2rσr
where σr := |{w ∈ Sr : Fw 6= 0}|. Consequently, to prove (30) it suﬃces to show that
for every index r ∈ {0, 1, . . . , s},
Pr (σr > t) <
∆−6
4 (s+ 1)
where
t :=
2∆3/5
2r (s+ 1)
.
Fix an index r. Note that |Sr| < 21−r∆3/2 since at most ∆3/2 edges leave Ai. As
the variables Fw are independent, the probability that σr is more than t is no more
than the probability that the binomial random variable Bin(n, p) with n := 21−r∆3/2
and p := 1000∆−1 is more than t. Therefore, we deduce from Chernoﬀ’s Bound that
Pr (σr > t) ≤ Pr
(
Bin(n, p)− np > t
2
)
< 2 exp
(
t
2
−
(
np+
t
2
)
ln
(
1 +
t
2np
))
<
∆−6
4 (s+ 1)
,
as wanted.
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We now consider condition (e) using a similar approach. A vertex u of Ai satisﬁes
condition (e) if it has an external neighbour that was chosen as a candidate for a vertex
with the same colour as v. We actually consider the number of edges with an endvertex
in Ai and the other in some Ak with k 6= i, and such that the endvertex not in Ai
is a candidate for a vertex with the same colour as v. We express this as the sum of
several random variables.
Recall that Nw is the number of neighbours of w in Ai, for every w ∈ ∪k 6=iAk.
So, Nw ≤
√
∆. We deﬁne Xw to be Nw if w is a candidate for a vertex with the colour
of v, and 0 otherwise. Thus, the probability that Xw = Nw is at most 1000∆
−1. The
number of vertices of Ai satisfying condition (e) is at most the sum τ of the variables
Xw for w ∈ ∪k 6=iAk. Our aim is to show that
(31) Pr
(
τ > 2∆3/5
)
<
1
4
∆−6 .
Recall that
Sr = {w ∈ ∪k 6=iAk : 2r−1 < Nw ≤ 2r}
for every r ∈ {0, 1, . . . , s}. Hence,
τ ≤
s∑
r=0
∑
w∈Sr
Xw ≤
s∑
r=0
2rτr
where τr := |{w ∈ Sr : Xw 6= 0}|. Consequently, to prove (31) it suﬃces to show that
for every index r ∈ {0, 1, . . . , s},
(32) Pr (τr > t) <
∆−6
4 (s+ 1)
where
t :=
2∆3/5
2r (s+ 1)
.
Let us ﬁx an index r. Observe that τr is at most 100
∑
k 6=i Z
k
r where each Z
k
r is
a 0–1 random variable, which is 1 if there is a vertex of Sr ∩ Ak that is a candidate
for a vertex with the same colour as v, and 0 otherwise. In particular, Zkr = 1 with
probability at most 1000|Sr ∩ Ak|∆−1. Moreover, if τr > t then
∑
k 6=i Z
k
r >
t
100 . Let
Rr := 2
1−r ·∆3/2. By our assumptions, for every k 6= i the size of Sr ∩ Ak is at most
Mr := min (∆, Rr). We set
Tm := {k 6= i : 2m−1 < |Sr ∩Ak| ≤ 2m}
for every integer m ∈ {0, 1, . . . , ⌈log2(Mr)⌉}. Hence, |Tm| ≤ 22−m−r ·∆3/2, and
τr ≤ 100
⌈log2(Mr)⌉∑
m=0
∑
k∈Tm
Zkr .
To prove (32), it suﬃces to show that
(33) ∀m ∈ {0, 1, . . . , ⌈log2(Mr)⌉}, Pr
∑
k∈Tm
Zkr > t
′
 < ∆−6
4(s+ 1) (⌈logMr⌉+ 1)
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where
t′ :=
t
100 · (⌈log2(Mr)⌉+ 1)
.
Let us ﬁx an index m. The variables Zkr for k ∈ Tm are independent 0–1 random
variables, each being 1 with probability at most 2m · 1000∆−1. Observe that if 2m ≥
∆/1000, then |Tm| ≤ 4 · 103 · 2−r
√
∆ ≤ t′ and hence (33) holds. Thus, we assume
in the sequel that 2m ≤ ∆/1000. We deﬁne Ym to be the sum of 22−m−r · ∆3/2
independent 0–1 random variables, each being 1 with probability 2m ·1000∆−1. Thus,∑
k∈Tm Z
k
r ≤ Ym. The expected value of Ym is
E(Ym) = 4000 · 2−r
√
∆ < ∆4/7 .
We deduce from Chernoﬀ’s Bound that
Pr
(
Ym −E(Ym) > t
′
2
)
<2 exp
(
t′
2
−
(
E(Ym) +
t′
2
)
· ln
(
1 +
t′
2E(Ym)
))
<
∆−5
4 (s+ 1) (⌈log2 (Mr)⌉+ 1)
.
This yields (33), and thus (32), which in turn implies (31), as desired.
Therefore, with probability at least 1− 12∆−6 the number of unkind members of
Swappablev is at most
4∆3/5 + 300
√
∆+ 101
√
∆ < ∆3/4.
In this case, the probability that no candidate is kind is at most(
∆3/4
∆/10
)100
<
1
2
∆−6.
Consequently, the probability that E1(v) holds is at most
1
2∆
−6 + 12∆
−6 = ∆−6, as
desired. This concludes the proof.
To prove Theorem 6.9, a more general setting than the one of L(p, 1)-labellings
was actually considered. Being more general, the setting used is also more ﬂexible. It
allowed the authors to use techniques inspired from usual graph colouring.
We conclude this section about Reed’s Lemma with an important conjecture of
Reed, for the study of which he developed Lemma 6.1. As mentioned in Subsection 1.1,
ω(G) ≤ χ(G) ≤ ∆+1 for any graph G of maximum degree ∆. Reed [157] conjectured
that the ceiling of the average of those two quantities is an upper bound for the
chromatic number.
Conjecture 6.14 (Reed, 1998). For every graph G of maximum degree ∆,
χ(G) ≤
⌈
1
2
· ω(G) + 1
2
· (∆ + 1)
⌉
.
Reed [157] proved the following.
RANDOMLY COLOURING GRAPHS (A COMBINATORIAL VIEW) 55
Theorem 6.15 (Reed, 1998). There exists a positive constant a such that for every
graph G
χ(G) ≤ ⌈a · ω(G) + (1− a) · (∆ + 1)⌉ ,
where ∆ is the maximum degree of G.
As for particular classes of graphs, the result of Johansson [95] mentioned in Sub-
section 5.2 implies Conjecture 6.14 restricted to triangle-free graphs (i.e. ω(G) = 2)
with large enough maximum degree. Reed [157] observed that the matching theory
can be used to prove the conjecture for graphs with a universal vertex—a vertex
is universal if it is adjacent to all the other vertices. King, Reed, and Vetta [109]
proved Conjecture 6.14 restricted to line graphs. This was later improved by King
and Reed [108], who showed that quasi-line graphs satisfy the conjecture—a quasi-line
graph is a graph in which every neighbourhood can be covered by two cliques, so that
any line graph is a quasi-line graph. (Since the maximum degree of a quasi-line graph
G is at most 2ω(G)−2, this last result is stronger than the bound χ(G) ≤ 32 ·ω(G) for
every quasi-line graph G, obtained by Chudnovsky and Ovetsky [38].) Rabern [154]
proved that every graph G on n vertices satisﬁes Conjecture 6.14 provided that
∆ ≥ n+2−α(G)−√n+ 5− α(G), where ∆ is the maximum degree of G (recall that
α(G) is the independence number of G).
7. Fourier Analysis
We end this paper with techniques whose ﬂavour slightly diﬀers from what was
presented so far. During the last twenty years, Fourier analysis has been used to study
Boolean functions in combinatorics and computer science [5, 60, 62, 104, 120]. It is
often convenient to interpret the information obtained about the Fourier transform
of a (Boolean) function by probabilistic means, which permits the use of the ﬁrst
moment method. As an illustration, we present a result of Alon, Dinur, Friedgut, and
Sudakov [3]. It deals with the size of independent sets in weak products of complete
graphs, and hence is related to the usual notion of graph colouring. Before that, we
give the deﬁnitions and theorems that we need.
7.1. Some Background
Harmonic analysis is a tool to study spaces of functions taking values in the complex
ﬁeld C. It takes its simplest form when the functions are from a ﬁnite Abelian group.
In this context, it has many applications in combinatorics. The reader is referred to
the monograph by Terras [179] for a gentle introduction and an in-depth exposition.
Basic and advanced exposition on harmonic analysis can also be found in lecture notes
provided on mit Open Course Ware [33].
For our purposes, it suﬃces to consider a ﬁxed group G := Znr with r ≥ 2. Since
C is a ﬁeld, CG is a vectorial-space of dimension |G|. A basis is {δS : S ∈ G} where
δS(x) is 1 if x = S and 0 otherwise.
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A natural Hermitian form of CG is given by
∀f, g : G→ C, 〈f, g〉 := 1|G|
∑
S∈G
f(S)g(S) ,
where z is the conjugate of the complex number z. Endowing CG with this product
turns it into a Hilbert space L2(G). The associated norm is given by
‖f‖2 :=
√
〈f, f〉 =
(
1
|G|
∑
S∈G
|f(S)|2
)1/2
,
and more generally the p-norm is deﬁned by
‖f‖p :=
√
〈f, f〉 =
(
1
|G|
∑
S∈G
|f(S)|p
)1/p
.
Note that G endowed with the discrete topology can be viewed as a discrete probability
space: for a function f : G→ C, we set ∫G f(x) dx := 1|G|∑S∈G f(S).
For each element S ∈ G, we let Si be the ith coordinate of S. Let 0 := (0, 0, . . . , 0),
1 := (1, 1, . . . , 1), and |S| := {i ∈ {1, 2, . . . , n} : Si 6= 0} for S ∈ G. The set {δS : S ∈
G} forms an orthogonal basis of (CG, 〈·, ·〉). We now deﬁne another basis of CG by
considering the characters of G. Information on a function f ∈ CG is usually obtained
by comparing its decompositions on the two basis.
A character ofG is an homomorphism µ : G→ C×, whereC× is the multiplicative
group on C \ {0}. By Lagrange’s Theorem, µ|G| ≡ 1. Actually, the set of characters
of G is a group, written Ĝ and called the dual group of G. Since G is a ﬁnite Abelian
group, it is isomorphic to its dual, i.e. Ĝ = Znr . More precisely, the dual of a cyclic
group Zr is the group of r
th-roots of unity. The dual of the direct product of two ﬁnite
Abelian groups H and K is isomorphic to the direct product Ĥ×K̂. The isomorphism
is given by
f : Ĥ × K̂ −→ Ĥ ×K
(µ, µ′) 7−→ f(µ, µ′) : H ×K −→ C×
(h, k) 7−→ µ(h) · µ(k) .
In particular, G has |G| characters, and we write them µS for S ∈ G. Hence, µS+T =
µS · µT and µ−S = µ−1S = µS . Although we do not really need it, we can explicit µS
as follows.
∀T ∈ Znr , µS(T ) = exp
2πi
r
·
n∑
j=1
Sj · Tj
 .
The set of characters of G form an orthonormal basis of
(
CG, 〈·, ·〉), since the
roots of unity sum to 0 and µ0 ≡ 1. Consequently, every function f : G → C has a
unique expansion of the form
∑
S∈G f̂(S)µS where
f̂(S) := 〈f, µS〉 = 1|G|
∑
T∈G
f(T ) · µS(T ) .
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This expansion is called the Fourier transform of f , and
{
f̂(S) : S ∈ G
}
are the
Fourier coefficients of f . We note that the Fourier transform is usually deﬁned as a
function from Ĝ to C. However, in our setting it is equivalent via the (non-canonical)
isomorphism between G and Ĝ.
From the orthonormality of the basis, we directly infer Parseval’s Equality, i.e.
∀f : G→ C, ‖f‖22 =
∑
S∈G
∑
T∈G
f̂(S)f̂(T )〈µS , µT 〉
=
∑
S∈G
∣∣∣f̂(S)∣∣∣2 .(34)
Many applications of Fourier analysis to Boolean functions use the Bonami-Becker
Inequality [23, 17], which deals with functions from {0, 1}n to C. Alon et al. [3] proved
the following two lemmas, which are tailored for applications using Fourier analysis of
Znr . We omit their proofs in this survey.
Lemma 7.1 (Alon, Dinur, Friedgut, and Sudakov, 2004). Let f : Znr → {0, 1} be a
function such that
∀S ∈ G, |S| > 1⇒ f̂(S) = 0 .
Then either f is constant or it depends on precisely one coordinate.
Lemma 7.2 (Alon, Dinur, Friedgut, and Sudakov, 2004). For every r ≥ 2, there
exists K > 0 such that the following holds for every ε > 0. Let f : Znr → C be a
function such that
f̂(0) = α =
∑
S∈G
|f̂(S)|2 and
∑
S∈G
|S|>1
∣∣∣f̂(S)∣∣∣2 = ε .
Then, there exists a function g : Znr → {0, 1} depending on at most one coordinate
and such that
‖f − g‖22 <
K
α− α2 − ε · ε .
7.2. Independent Sets
The weak product of two graphs G = (V,E) and H = (V ′, E′) is the graph G × H
with vertex-set V ×V ′ and an edge between two vertices (g1, h1) and (g2, h2) whenever
g1g2 ∈ E and h1h2 ∈ E′. The weak product is also called the direct or categorical
product.
We are interested in the nth weak power Knr of the complete graph Kr on r
vertices. (Note that the power symbol used in Subsection 2.2 was associated to a
diﬀerent kind of graph product.)
The graph Knr can be equivalently deﬁned as follows. The vertex set of K
r
n is Z
n
r
and there is an edge between two vertices v = (v1, v2, . . . , vn) and u = (u1, u2, . . . , un)
if vi 6= ui for each i ∈ {1, 2, . . . , n}.
The chromatic number of Knr is r, since we can duplicate any r-colouring of Kr.
Are there other r-colourings? To answer, let us investigate the maximum independent
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sets of Knr . One can partition the graph K
n
r into disjoint cliques of size r, thereby
showing that every independent set has size at most rn−1. We do not provide details,
as this will be proved in another way later. For each i ∈ {1, 2, . . . , n} and each k ∈ Zr,
the set {(v1, v2, . . . , vn) ∈ Znr : vi = k} is an independent set of Krn of size rn−1. The
next theorem states that they are the only maximum independent sets of Knr .
Theorem 7.3. Let G = Knr with r ≥ 3. Let I be an independent set of size rn−1.
Then there exists a coordinate i ∈ {1, 2, . . . , n} and an integer k ∈ Zr such that
I = {v : vi = k} .
Consequently, the only r-colourings of G are those induced by colourings of one of the
factors Kr.
This theorem was ﬁrst proved in a stronger form by Greenwell and Lova´sz [68], and,
independently, by Mu¨ller [143, 144]. Their motivation was a conjecture of Nesˇetrˇil [149]
asserting the existence of graphs of arbitrarily high chromatic number and arbitrarily
high girth, which moreover admit only one optimal colouring (up to permutations
of colours). The ﬁrst case, i.e. that of triangle-free graphs, had been settled by
Nesˇetrˇil [149].
The proof of Alon et al. [3] of Theorem 7.3 is diﬀerent than the previously known
ones. It allowed them to also obtain the next “stability” result. For two sets I and J ,
the symmetric difference of I and J is the set
I △ J := (I \ J) ∪ (J \ I) .
Theorem 7.4 (Alon, Dinur, Friedgut, and Sudakov, 2004). For every r ≥ 3, there
exists a constant M such that for any ε > 0 the following holds. If J is an independent
set of Knr of size r
n−1 − εrn, then there exists an independent set I of size rn−1 such
that
|J △ I| < Mε · rn .
This last theorem states that, for constant r and arbitrary n, any independent set of
Knr of size close to the maximum is close to some independent set of maximum size.
Let us note that Theorem 7.4 was recently improved by Ghandehari and Hatami [66],
who showed that the theorem is actually true for arbitrary r and n. Their proof also
uses Fourier analysis of Znr .
Let us use the Fourier transform to study indicator functions of independent sets.
The following lemma provides useful information about such an indicator, and its
proof consists of routine calculations. Given a set I ⊆ Znr , the indicator function of
I is the mapping f : Znr → {0, 1} such that f(x) = 1 if and only if x ∈ I. We set
D := (Z \ {0})n and d := |D| = (r − 1)n.
Lemma 7.5. Let I be an independent set of G := Knr , and let f : Z
n
r → {0, 1} be its
indicator function. Then ∑
S∈G
∣∣∣f̂(S)∣∣∣2( −1
r − 1
)|S|
= 0 .
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Proof . For τ ∈ D, we set fτ (x) := f(x+ τ). Let
A(f) :=
1
d
∑
τ∈D
fτ .
Note that NG(S) = {S + τ : τ ∈ D} for every S ∈ G. So, as I is an independent set,
f and A(f) are orthogonal, i.e. 〈f,A(f)〉 = 0.
Let us compute the Fourier coeﬃcients of A(f) in terms of those of f . We assert
that
Â(f)(S) = f̂(S)
( −1
r − 1
)|S|
.
Indeed,
Â(f)(S) =
1
rn
∑
T∈Znr
1
d
∑
τ∈D
f(T + τ)µS(T ) =
1
d
∑
τ∈D
1
rn
∑
T∈Znr
f(T + τ)µS(T )
=
1
d
∑
τ∈D
1
rn
∑
T∈Znr
f(T )µS(T ) · µS(τ) = 1
d
f̂(S)
∑
τ∈D
µS(τ)
=
1
d
f̂(S)
∑
τ∈D
n∏
j=1
µSj (τj) =
1
d
f̂(S)
n∏
j=1
r−1∑
k=1
µSj (k)
=
1
d
f̂(S)
∏
j:Sj=0
(r − 1)
∏
j:Sj 6=0
(−1) = f̂(S)
( −1
r − 1
)|S|
,
since d = (r − 1)n.
Therefore, by the orthogonality of f and A(f), we infer that
0 =
∑
S∈G
f̂(S)Â(f)(S) =
∑
S∈G
∣∣∣f̂(S)∣∣∣2( −1
r − 1
)|S|
.
We are now ready to prove Theorems 7.3 and 7.4.
Proof of Theorems 7.3 and 7.4. Let α := |I|rn . So ‖f‖22 = α, and hence Parseval’s
Equality implies that ∑
S∈Znr
∣∣∣f̂(S)∣∣∣2 = α .
Moreover, note that
f̂(0) =
1
rn
∑
T∈Znr
f(T ) = α .
Consequently,
(35)
∑
S∈Znr \{0}
∣∣∣f̂(S)∣∣∣2 = α− α2 .
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By Lemma 7.5,
(36)
∑
S∈Znr \{0}
∣∣∣f̂(S)∣∣∣2( −1
r − 1
)|S|
= −α2 .
We now exploit the information given by (35) and (36) by probabilistic means.
Let T be a random variable taking values in Znr \ {0} with
∀S ∈ Znr \ {0}, Pr(T = S) =
∣∣∣f̂(S)∣∣∣2
α− α2 .
Let X(T ) :=
(
−1
r−1
)|T |
. Thus, by (36),
E(X) =
∑
S∈Znr \{0}
Pr(T = S) ·X(T ) = α
2
α2 − α =
α
α− 1 .
Observe also that for all T , it holds that X(T ) ≥ −1r−1 with equality if and only if
|T | = 1. We consider three cases regarding the value of α.
1. α > 1r . Then E(X) <
−1
r−1 , a contradiction. This in particular implies that K
n
r does
not have an independent set of size larger than rn−1.
2. α = 1r . Then E(X) =
−1
r−1 and hence X(T ) =
−1
r−1 for all T . So,
∣∣∣f̂(S)∣∣∣2 = 0 unless
|S| = 1. Consequently, by Lemma 7.1, since f is not constant, we deduce that f is the
indicator function of a set of the form {v ∈ Znr : vj = k} for some integers j and k, as
wanted. This ends the proof of Theorem 7.3.
3. α = 1r − ε. Notice that for every S with |S| > 1,
X(S) ≥ −1
(r − 1)3 >
−1
r − 1 .
Let Y := X + 1r−1 , so Y ≥ 0. Further, when Y > 0 then Y ≥ −1(r−1)3 + 1r−1 = r(r−2)(r−1)3 .
Therefore, Markov’s Inequality yields that
(37) Pr(Y > 0) ≤ E(Y ) · (r − 1)
3
r(r − 2) .
Since α = 1r − ε, it follows from the deﬁnition of Y and the linearity of Expectation
that
E(Y ) =
εr2
(r + rε− 1)(r − 1) .
Thus, as r ≥ 3, we deduce from (37) that
Pr(Y > 0) ≤ εr
r + rε− 1 ·
(r − 1)2
r − 2 ≤
εr · (r − 1)
r − 2 ≤ 2εr .
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Recall that Y > 0 if and only if |S| > 1, so that
Pr(Y > 0) = Pr(T = S for some S ∈ G with |S| > 1) =
∑
S∈G
|S|>1
|f̂(S)|2
α− α2 .
It follows that ∑
S∈G
|S|>1
∣∣∣f̂(S)∣∣∣2 = (α− α2)Pr(Y > 0) ≤ 2ε .
Therefore, by Lemma 7.2, there is a function g depending on at most one coordinate
such that ‖f − g‖2 < 2Kεα−α2−ε . This ends the proof of Theorem 7.4.
A recent paper by Dinur, Friedgut, and Regev [44] provides further study of
independent sets in weak powers of connected non-bipartite graphs. The approach also
uses Fourier analysis, combined with spectral techniques and the Invariance Principle
of Mossel, O’Donnell, and Oleszkiewicz [141].
Concluding Remarks
An Apology of Naiveness: The Naive Colouring Method
The naive colouring method is actually a powerful tool. Recall a general approach we
used several times, for instance to colour sparse graphs in Subsection 6.1. We colour
uniformly at random the vertices, independently one of each other. Then, vertices cre-
ating conﬂicts are uncoloured. As was already hinted at—and maybe surprisingly—
iterating this simple procedure gives considerably more power. It was ﬁrst introduced
by Kahn [99] to prove that the list-colouring conjecture is asymptotically correct—
which is a very strong result that dramatically improved the upper bounds known at
that time. The idea is to randomly build a colouring (or, more generally, a combina-
torial object), in several steps (the number of steps may well depend on a parameter,
e.g. the maximum degree of the graph). After each iteration, one particular colouring
is chosen. Its existence is proved by showing that it occurs at the end of the iteration
with positive probability—for instance, by using the Lova´sz Local Lemma. Thus, the
colouring is built via a series of extensions of previously built colourings. Each partial
colouring fulﬁls some particular properties, and its existence is obtained by the prob-
abilistic method. Then, the last iteration is usually slightly diﬀerent from the general
procedure, allowing us to ﬁnish the desired colouring thanks to the properties of the
partial colouring obtained so far. Iterating random procedures is a powerful tool, but
unfortunately proofs using it are too long and technical to be presented here. The
reader is referred to the papers already cited [82, 83, 99, 139].
We note that the general method (not necessarily for colourings), is often called
the guided method, the incremental method, the pseudo-random method, the semi-
random method, or the Ro¨dl Nibble. It has been successfully used many times [6, 59,
98, 99, 153, 161].
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Hard-core Distributions
Hard-core distributions have been successfully used by Kahn [100, 101] to prove the
following strong result.
Theorem 7.6 (Kahn, 2000). For multigraphs G,
χf (L (G)) ≃ ch′(G) as χf (L (G))→∞.
They also are a key ingredient in an important result of Havet, van den Heuvel,
McDiarmid and Reed [84, 85] that the list chromatic number of every planar graph of
suﬃciently large maximum degree ∆ is at most 32∆(1 + o(1)).
Let us just say a few words on hard-core distributions, and refer to the book of
Molloy and Reed [140, Chapter 22] for a good exposition and further references on
their use, for instance in statistical physics.
In the three cited papers, independent sets of line graphs, i.e. matching of graphs,
play an important role. The goal is to show that certain properties hold in the neigh-
bourhood of a vertex, regardless of what the matching is far away from this vertex.
In other words, we would like to be able to condition on the matching far away from
a vertex. Let M (G) be the set of all the matchings of the graph G. A probability
distribution p on the matchings of G is hard-core if it is obtained by associating a
positive real λ(e) to each edge e of G so that for every matching M ∈ M (G),
p(M) =
∏
e∈M λ(e)∑
T∈M (G)
∏
e∈T λ(e)
.
Thus, the probability that a matching M is chosen is proportional to
∏
e∈M λ(e). The
real numbers λ(e) are the activities of p.
An important property of hard-core distributions is that they allow us to select
random matchings by choosing one edge at a time. A proof of the following lemma
can be found in the book of Molloy and Reed [140, Lemma 22.4].
Lemma 7.7. Let e = uv be an edge of a graph G and let M be a matching chosen
according to a hard-core distribution on M (G). Let M1 and M2 be matchings of
G− e and G−{u, v} chosen using the hard-core distribution with the same activities,
respectively. Then,
for every N ∈ M (G− e), Pr(M1 = N) = Pr(M = N |e /∈M) ,
and
for every N ∈ M (G− {u, v}), Pr(M2 = N) = Pr(M = N + e|e ∈M) .
Edmonds’ characterisation of the matching polytope [45] can be used to prove the ex-
istence of hard-core distributions on matchings with certain independence properties.
They thereby become a useful tool in conjunction with the Lova´sz Local Lemma.
Algorithmic Angle
The essence of the probabilistic method is to ensure the existence of an object, by
showing that it occurs with positive probability in an appropriate probabilistic space.
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However, it is also interesting to be able to construct those objects whose existence
was proved by the probabilistic method. In particular, a lot of eﬀorts have been made
during the last twenty years towards algorithmic versions of the Lova´sz Local Lemma.
Beck [16], Alon [1] and many others developed eﬃcient algorithmic versions of the
Lova´sz Local Lemma. Molloy and Reed [137, 138] designed a method allowing us
to obtain eﬃcient algorithms from virtually any application of the Symmetric Lova´sz
Local Lemma. Recently, Srinivasan [175] obtained further nice improvements on this
topic, in particular regarding the running-time of the algorithms.
Some More Topics
Needless to say, there are many tools (e.g. Janson’s Inequality, Suen’s Lemma,
Azuma’s Inequality) that were neither presented nor mentioned here. We end this
survey by pointing out two related ﬁelds where the probabilistic method yields strik-
ing results, namely Ramsey theory and hypergraph colouring. We refer the reader to
papers and lecture notes by Spencer [172, 174], and more generally to the book by
Alon and Spencer [11] for a good account on those.
A natural ﬁeld as for probabilistic techniques, which we have not dealt with, is
that of random graphs. We conclude by pointing out two speciﬁc references on random
graphs, namely the book by Janson,  Luczak, and Rucin´ski [93] and the monograph of
Bolloba´s [22].
Acknowledgements. The author thanks Professor Jaroslav Nesˇetrˇil for his continu-
ous support and his communicative enthusiasm regarding this survey.
References
1. N. Alon. A parallel algorithmic version of the local lemma. In 32nd Annual Symposium on
Foundations of Computer Science (San Juan, PR, 1991), pages 586–593. IEEE Comput. Soc.
Press, Los Alamitos, CA, 1991.
2. N. Alon. Degrees and choice numbers. Random Structures Algorithms, 16(4):364–368, 2000.
3. N. Alon, I. Dinur, E. Friedgut, and B. Sudakov. Graph products, Fourier analysis and spectral
techniques. Geom. Funct. Anal., 14(5):913–940, 2004.
4. N. Alon, J. Grytczuk, M. Ha luszczak, and O. Riordan. Nonrepetitive colorings of graphs. Random
Structures Algorithms, 21(3-4):336–346, 2002. Random structures and algorithms (Poznan, 2001).
5. N. Alon, G. Kalai, M. Ricklin, and L. Stockmeyer. Lower bounds on the competitive ratio for
mobile user tracking and distributed job scheduling. Theoret. Comput. Sci., 130(1):175–201,
1994.
6. N. Alon, M. Krivelevich, and B. Sudakov. Subgraphs with a large cochromatic number. J. Graph
Theory, 25(4):295–297, 1997.
7. N. Alon, M. Krivelevich, and B. Sudakov. Coloring graphs with sparse neighborhoods. J. Combin.
Theory Ser. B, 77(1):73–82, 1999.
8. N. Alon, C. McDiarmid, and B. Reed. Acyclic coloring of graphs. Random Structures Algorithms,
2(3):277–288, 1991.
9. N. Alon and B. Mohar. The chromatic number of graph powers. Combin. Probab. Comput.,
11(1):1–10, 2002.
10. N. Alon and A. Orlitsky. Source coding and graph entropies. IEEE Trans. Inform. Theory,
42(5):1329–1339, 1996.
64 JEAN-SE´BASTIEN SERENI
11. N. Alon and J. Spencer. The probabilistic method. Wiley-Interscience Series in Discrete Math-
ematics and Optimization. Wiley-Interscience [John Wiley & Sons], New York, second edition,
2000. With an appendix on the life and work of Paul Erdo˝s.
12. N. Alon, B. Sudakov, and A. Zaks. Acyclic edge colorings of graphs. J. Graph Theory, 37(3):157–
167, 2001.
13. K. Appel and W. Haken. Every planar map is four colorable. I. Discharging. Illinois J. Math.,
21(3):429–490, 1977.
14. K. Appel, W. Haken, and J. Koch. Every planar map is four colorable. II. Reducibility. Illinois
J. Math., 21(3):491–567, 1977.
15. R. Babilon, V. Jel´ınek, D. Kra´ ’l, and P. Valtr. Labelings of graphs with ﬁxed and variable
edge-weights. SIAM J. Discrete Math., 21(3):688–706 (electronic), 2007.
16. J. Beck. An algorithmic approach to the Lova´sz local lemma. I. Random Structures Algorithms,
2(4):343–365, 1991.
17. W. Beckner. Inequalities in Fourier analysis. Ann. of Math. (2), 102(1):159–182, 1975.
18. M. Behzad. Graphs and their chromatic numbers. Doctoral thesis, Michigan State University,
1965.
19. P. Bella, D. Kra´ ’l, B. Mohar, and K. Quittnerova´. Labeling planar graphs with a condition at
distance two. European J. Combin., 28(8):2201–2239, 2007.
20. M. Bellare, O. Goldreich, and M. Sudan. Free bits, PCPs, and nonapproximability—towards
tight results. SIAM J. Comput., 27(3):804–915 (electronic), 1998.
21. B. Bolloba´s. Chromatic number, girth and maximal degree. Discrete Math., 24(3):311–314, 1978.
22. B. Bolloba´s. Random graphs, volume 73 of Cambridge Studies in Advanced Mathematics. Cam-
bridge University Press, Cambridge, second edition, 2001.
23. A. Bonami. E´tude des coeﬃcients de Fourier des fonctions de lp(g). Ann. Inst. Fourier (Greno-
ble), 20(fasc. 2):335–402, 1970.
24. O. V. Borodin. A criterion of chromaticity of a degree prescription. In Abstracts of IV All-Union
Conf. on Theoretical Cybernetics (Novosibirsk), pages 127–128, 1977. in Russian.
25. O. V. Borodin. On the total coloring of planar graphs. J. Reine Angew. Math., 394:180–185,
1989.
26. O. V. Borodin and A. V. Kostochka. On an upper bound of a graph’s chromatic number,
depending on the graph’s degree and density. J. Combinatorial Theory Ser. B, 23(2-3):247–250,
1977.
27. O. V. Borodin, A. V. Kostochka, and D. R. Woodall. List edge and list total colourings of
multigraphs. J. Combin. Theory Ser. B, 71(2):184–204, 1997.
28. O. V. Borodin, A. V. Kostochka, and D. R. Woodall. Total colorings of planar graphs with large
maximum degree. J. Graph Theory, 26(1):53–59, 1997.
29. L. M. Bre`gman. Certain properties of nonnegative matrices and their permanents. Dokl. Akad.
Nauk SSSR, 211:27–30, 1973.
30. R. L. Brooks. On colouring the nodes of a network. Proc. Cambridge Philos. Soc., 37:194–197,
1941.
31. T. Calamoneri. The L(h, k)-labelling problem: A survey and annotated bibliography. The
Computer Journal, 49(5):585–608, 2006. URL: http://www.dsi.uniromal.it/˜calamo/survey.html.
32. D. Gonc¸alves. On the L(p, 1)-labelling of graphs. Discrete Math., 308(8):1405–1414, 2008.
33. J. Campbell. Fourier analysis—theory and applications. URL: http://ocw.mit.edu/OcwWeb/
Mathematics/18-103Spring2004/LectureNotes/index.htm, 2004.
34. P. A. Catlin. A bound on the chromatic number of a graph. Discrete Math., 22(1):81–83, 1978.
35. G. J. Chang and D. Kuo. The L(2, 1)-labeling problem on graphs. SIAM J. Discrete Math.,
9(2):309–316, 1996.
RANDOMLY COLOURING GRAPHS (A COMBINATORIAL VIEW) 65
36. H. Chernoﬀ. A measure of asymptotic eﬃciency for tests of a hypothesis based on the sum of
observations. Ann. Math. Statistics, 23:493–507, 1952.
37. A. Chetwynd and R. Ha¨ggkvist. An improvement of Hind’s upper bound on the total chromatic
number. Combin. Probab. Comput., 5(2):99–104, 1996.
38. M. Chudnovsky and A. Ovetsky. Coloring quasi-line graphs. J. Graph Theory, 54(1):41–50, 2007.
39. M. Chudnovsky and P. Seymour. Perfect matchings in planar cubic graphs. Submitted for
publication.
40. F. R. K. Chung, R. L. Graham, P. Frankl, and J. B. Shearer. Some intersection theorems for
ordered sets and graphs. J. Combin. Theory Ser. A, 43(1):23–37, 1986.
41. B. Descartes. A three color problem. Eureka, 9:21, 1947. Solution in Eureka 10, 1948. URL:
http://www.archim.org.uk/eureka/backissues.
42. J. Dı´az, J. Petit, and M. Serna. A guide to concentration bounds. In Handbook of randomized
computing, Vol. I, II, volume 9 of Comb. Optim., pages 457–507. Kluwer Acad. Publ., Dordrecht,
2001.
43. R. Diestel. Graph Theory, volume 173 of Graduate Texts in Mathemat-
ics. Springer-Verlag, Berlin, third edition, 2005. URL: http://www.math.uni-
hamburg.de/home/diestel/books/graph.theory/GraphTheoryIII.pdf.
44. I. Dinur, E. Friedgut, and O. Regev. Independent sets in graph powers are almost contained in
juntas. Geom. Funct. Anal., 18:77–97, 2008.
45. J. Edmonds. Paths, trees, and ﬂowers. Canad. J. Math., 17:449–467, 1965.
46. J. Edmonds, L. Lova´sz, and W. R. Pulleyblank. Brick decompositions and the matching rank of
graphs. Combinatorica, 2(3):247–274, 1982.
47. G. P. Egorychev. Proof of the van der Waerden conjecture for permanents. Sibirsk. Mat. Zh.,
22(6):65–71, 225, 1981.
48. G. P. Egorychev. The solution of the van der Waerden problem for permanents. Dokl. Akad.
Nauk SSSR, 258(5):1041–1044, 1981.
49. G. P. Egorychev. The solution of van der Waerden’s problem for permanents. Adv. in Math.,
42(3):299–305, 1981.
50. P. Erdo˝s. Some remarks on the theory of graphs. Bull. Amer. Math. Soc., 53:292–294, 1947.
51. P. Erdo˝s. Graph theory and probability. Canad. J. Math., 11:34–38, 1959.
52. P. Erdo˝s and L. Lova´sz. Problems and results on 3-chromatic hypergraphs and some related
questions. In Infinite and finite sets (Colloq., Keszthely, 1973; dedicated to P. Erdo˝s on his
60th birthday), Vol. II, pages 609–627. Colloq. Math. Soc. Ja´nos Bolyai, Vol. 10. North-Holland,
Amsterdam, 1975.
53. P. Erdo˝s, A. L. Rubin, and H. Taylor. Choosability in graphs. In Proceedings of the West Coast
Conference on Combinatorics, Graph Theory and Computing (Humboldt State Univ., Arcata,
Calif., 1979), Congress. Numer., XXVI, pages 125–157, Winnipeg, Man., 1980. Utilitas Math.
54. S. Fajtlowicz. On the size of independent sets in graphs. In Proceedings of the Ninth Southeastern
Conference on Combinatorics, Graph Theory, and Computing (Florida Atlantic Univ., Boca
Raton, Fla., 1978), Congress. Numer., XXI, pages 269–274, Winnipeg, Man., 1978. Utilitas
Math.
55. D. I. Falikman. Proof of the van der Waerden conjecture on the permanent of a doubly stochastic
matrix. Mat. Zametki, 29(6):931–938, 957, 1981.
56. R. J. Faudree, A. Gya´rfa´s, R. H. Schelp, and Zs. Tuza. Induced matchings in bipartite graphs.
Discrete Math., 78(1-2):83–87, 1989.
57. R. J. Faudree, R. H. Schelp, A. Gya´rfa´s, and Zs. Tuza. The strong chromatic index of graphs.
Ars Combin., 29(B):205–211, 1990. Twelfth British Combinatorial Conference (Norwich, 1989).
58. U. Feige and J. Kilian. Zero knowledge and the chromatic number. J. Comput. System Sci.,
57(2):187–199, 1998. Complexity 96—The Eleventh Annual IEEE Conference on Computational
Complexity (Philadelphia, PA).
66 JEAN-SE´BASTIEN SERENI
59. P. Frankl and V. Ro¨dl. Near perfect coverings in graphs and hypergraphs. European J. Combin.,
6(4):317–326, 1985.
60. E. Friedgut. Boolean functions with low average sensitivity depend on few coordinates. Combi-
natorica, 18(1):27–35, 1998.
61. E. Friedgut. Hypergraphs, entropy, and inequalities. Amer. Math. Monthly, 111(9):749–760,
2004.
62. E. Friedgut, G. Kalai, and A. Naor. Boolean functions whose Fourier transform is concentrated
on the ﬁrst two levels. Adv. in Appl. Math., 29(3):427–437, 2002.
63. M. R. Garey and D. S. Johnson. The complexity of near-optimal graph coloring. J. Assoc. Comp.
Mach., 23(1):43–49, 1976.
64. M. R. Garey, D. S. Johnson, and L. Stockmeyer. Some simpliﬁed NP -complete problems. In
Sixth Annual ACM Symposium on Theory of Computing (Seattle, Wash., 1974), pages 47–63.
Assoc. Comput. Mach., New York, 1974.
65. J. P. Georges, D. W. Mauro, and M. A. Whittlesey. Relating path coverings to vertex labellings
with a condition at distance two. Discrete Math., 135(1-3):103–111, 1994.
66. M. Ghandehari and H. Hatami. Fourier analysis and large independent sets in powers of complete
graphs. J. Combin. Theory Ser. B, 98(1):164–172, 2008.
67. R. L. Graham, D. E. Knuth, and O. Patashnik. Concrete mathematics. Addison-Wesley Pub-
lishing Company Advanced Book Program, Reading, MA, 1989. A foundation for computer
science.
68. D. Greenwell and L. Lova´sz. Applications of product colouring. Acta Math. Acad. Sci. Hungar.,
25:335–340, 1974.
69. J. Griggs and O. Murphy. Edge density and independence ratio in triangle-free graphs with
maximum degree three. Discrete Math., 152(1-3):157–170, 1996.
70. J. R. Griggs and D. Kra´ ’l. Graph labellings with variable weights, a survey. Discrete Applied
Mathematics. To appear.
71. J. R. Griggs and R. K. Yeh. Labelling graphs with a condition at distance 2. SIAM J. Discrete
Math., 5(4):586–595, 1992.
72. G. R. Grimmett and D. R. Stirzaker. Probability and random processes. Oxford University Press,
New York, third edition, 2001.
73. G. R. Grimmett and D. Welsh. Probability: an introduction. Oxford Science Publications. The
Clarendon Press Oxford University Press, New York, 1986.
74. H. Gro¨tzsch. Zur Theorie der diskreten Gebilde. VII. Ein Dreifarbensatz fu¨r dreikreisfreie Netze
auf der Kugel. Wiss. Z. Martin-Luther-Univ. Halle-Wittenberg. Math.-Nat. Reihe, 8:109–120,
1958/1959.
75. B. Gru¨nbaum. Acyclic colorings of planar graphs. Israel J. Math., 14:390–408, 1973.
76. L. Gurvits. Hyperbolic polynomials approach to Van der Waerden/Schrijver-Valiant like con-
jectures: sharper bounds, simpler proofs and algorithmic applications. In Proceedings of the
Thirty-Heighth Annual ACM Symposium on Theory of Computing (STOC 2006), pages 417–
426, New York, 2006. ACM.
77. M. M. Halldo´rsson. A still better performance guarantee for approximate graph coloring. Inform.
Process. Lett., 45(1):19–23, 1993.
78. D. J. Hartﬁel. A simpliﬁed form for nearly reducible and nearly decomposable matrices. Proc.
Amer. Math. Soc., 24:388–393, 1970.
79. D. J. Hartﬁel and J. W. Crosby. On the permanent of a certain class of (0, 1)-matrices. Canad.
Math. Bull., 14:507–511, 1971.
80. H. Hatami and X. Zhu. The fractional chromatic number of graphs of maximum degree at most
three. Submitted for publication.
RANDOMLY COLOURING GRAPHS (A COMBINATORIAL VIEW) 67
81. F. Havet, R. J. Kang, T. Mu¨ller, and J.-S. Sereni. Circular choosability. Submitted for publica-
tion.
82. F. Havet, B. Reed, and J.-S. Sereni. L(p,1)-labelling of graphs. Manuscript.
83. F. Havet, B. Reed, and J.-S. Sereni. L(2,1)-labelling of graphs. In Proceedings of the Nineteenth
ACM-SIAM Symposium on Discrete Algorithm (SODA 2008), pages 621–630, January 2008.
84. F Havet, J. van den Heuvel, C. McDiarmid, and B. Reed. List colouring squares of planar graphs.
Manuscript.
85. F Havet, J. van den Heuvel, C. McDiarmid, and B. Reed. List colouring squares of planar graphs.
In Proceedings of European Conference on Combinatorics, Graph Theory and Applications (Eu-
roComb 2007), volume 29 of Electronic Notes in Discrete Mathematics, pages 515–519. Elsevier,
September 2007.
86. C. C. Heckman and R. Thomas. A new proof of the independence ratio of triangle-free cubic
graphs. Discrete Math., 233(1-3):233–237, 2001. Graph theory (Prague, 1998).
87. J. van den Heuvel and S. McGuinness. Coloring the square of a planar graph. J. Graph Theory,
42(2):110–124, 2003.
88. H. Hind, M. Molloy, and B. Reed. Total coloring with ∆+poly(log∆) colors. SIAM J. Comput.,
28(3):816–821 (electronic), 1999.
89. H. R. Hind. An upper bound for the total chromatic number. Graphs Combin., 6(2):153–159,
1990.
90. A. J. Hoﬀman and R. R. Singleton. On Moore graphs with diameters 2 and 3. IBM J. Res.
Develop., 4:497–504, 1960.
91. I. Holyer. The NP-completeness of edge-coloring. SIAM J. Comput., 10(4):718–720, 1981.
92. P. Hora´k. The strong chromatic index of graphs with maximum degree four. In Contemporary
methods in graph theory, pages 399–403. Bibliographisches Inst., Mannheim, 1990.
93. S. Janson, T.  Luczak, and A. Rucin´ski. Random graphs. Wiley-Interscience Series in Discrete
Mathematics and Optimization. Wiley-Interscience, New York, 2000.
94. T. R. Jensen and B. Toft. Graph coloring problems. Wiley-Interscience Series in Discrete Math-
ematics and Optimization. John Wiley & Sons Inc., New York, 1995. A Wiley-Interscience
Publication.
95. A. R. Johansson. Asymptotic choice number for triangle free graphs. Technical Report 91-95,
DIMACS, 1996.
96. T. K. Jonas. Graph coloring analogues with a condition at distance two: L(2, 1)-labelings and
list λ-labelings. Ph.d. thesis, University of South Carolina, 1993.
97. K. F. Jones. Size and independence in triangle-free graphs with maximum degree three. J. Graph
Theory, 14(5):525–535, 1990.
98. J. Kahn. Coloring nearly-disjoint hypergraphs with n+ o(n) colors. J. Combin. Theory Ser. A,
59(1):31–39, 1992.
99. J. Kahn. Asymptotically good list-colorings. J. Combin. Theory Ser. A, 73(1):1–59, 1996.
100. J. Kahn. Asymptotics of the chromatic index for multigraphs. J. Combin. Theory Ser. B,
68(2):233–254, 1996.
101. J. Kahn. Asymptotics of the list-chromatic index for multigraphs. Random Structures Algorithms,
17(2):117–156, 2000.
102. J. Kahn. An entropy approach to the hard-core model on bipartite graphs. Combin. Probab.
Comput., 10(3):219–237, 2001.
103. J. Kahn. Entropy, independent sets and antichains: a new approach to Dedekind’s problem.
Proc. Amer. Math. Soc., 130(2):371–378 (electronic), 2002.
104. J. Kahn, G. Kalai, and N. Linial. The inﬂuence of variables on boolean functions. In Proceedings
of the Twenty-Ninth Symposium on the Foundations of Computer Science (FOCS 1988), pages
68–80. Computer Society Press, 1988.
68 JEAN-SE´BASTIEN SERENI
105. R. M. Karp. Reducibility among combinatorial problems. In Complexity of computer compu-
tations (Proc. Sympos., IBM Thomas J. Watson Res. Center, Yorktown Heights, N.Y., 1972),
pages 85–103. Plenum, New York, 1972.
106. J. B. Kelly and L. M. Kelly. Paths and circuits in critical graphs. Amer. J. Math., 76:786–792,
1954.
107. J. H. Kim. On Brooks’ theorem for sparse graphs. Combin. Probab. Comput., 4(2):97–132, 1995.
108. A. D. King and B. Reed. Bounding χ in terms of ω and ∆ for quasi-line graphs. J. Graph Theory.
To appear.
109. A. D. King, B. Reed, and A. Vetta. An upper bound for the chromatic number of line graphs.
European J. Combin., 28(8):2182–2187, 2007.
110. A. V. Kostochka. Communication to B. Toft.
111. A. V. Kostochka. The total chromatic number of any multigraph with maximum degree ﬁve is
at most seven. Discrete Math., 162(1-3):199–214, 1996.
112.  L. Kowalik, J.-S. Sereni, and R. Sˇkrekovski. Total colouring of plane graphs with maximum
degree nine. SIAM J. Discrete Math. To appear.
113. D. Kra´ ’l. The channel assignment problem with variable weights. SIAM J. Discrete Math.,
20(3):690–704 (electronic), 2006.
114. D. Kra´ ’l and P. Sˇkoda. Bounds for the real number graph labellings and application to labellings
of the triangular lattice. To appear.
115. D. Kra´ ’l and R. Sˇkrekovski. A theorem about the channel assignment problem. SIAM J. Discrete
Math., 16(3):426–437 (electronic), 2003.
116. D. Kra´ ’l, J.-S. Sereni, and M. Stiebitz. A new lower bound on the number of perfect matchings
in cubic graphs. Submitted for publication.
117. J. Lawrence. Covering the vertex set of a graph with subgraphs of smaller degree. Discrete
Math., 21(1):61–68, 1978.
118. D. D.-F. Liu and X. Zhu. Multilevel distance labelings for paths and cycles. SIAM J. Discrete
Math., 19(3):610–621 (electronic), 2005.
119. L. Lova´sz. On chromatic number of ﬁnite set-systems. Acta Math. Acad. Sci. Hungar., 19:59–67,
1968.
120. L. Lova´sz. On the Shannon capacity of a graph. IEEE Trans. Inform. Theory, 25(1):1–7, 1979.
121. L. Lova´sz and M. D. Plummer. Matching theory, volume 121 of North-Holland Mathematics
Studies. North-Holland Publishing Co., Amsterdam, 1986. Annals of Discrete Mathematics, 29.
122. G. Lugosi. Concentration-of-measure inequalities. Lecture notes. URL:
http://www.econ.upf.edu/˜lugosi/anu.pdf.
123. J. Matousˇek and J. Vondra´k. The probabilistic method. Lecture notes. URL:
http://kam.mff.cuni.cz/˜matousek/lectnotes.html.
124. C. McDiarmid. On the method of bounded diﬀerences. In Surveys in combinatorics, 1989
(Norwich, 1989), volume 141 of London Math. Soc. Lecture Note Ser., pages 148–188. Cambridge
Univ. Press, Cambridge, 1989.
125. C. McDiarmid. Concentration. In Probabilistic methods for algorithmic discrete mathematics,
volume 16 of Algorithms Combin., pages 195–248. Springer, Berlin, 1998.
126. C. McDiarmid. Concentration for independent permutations. Combin. Probab. Comput.,
11(2):163–178, 2002.
127. C. McDiarmid and B. Reed. On total colourings of graphs. J. Combin. Theory Ser. B, 57(1):122–
130, 1993.
128. R. J. McEliece. The theory of information and coding, volume 86 of Encyclopedia of Mathematics
and its Applications. Cambridge University Press, Cambridge, second edition, 2002.
RANDOMLY COLOURING GRAPHS (A COMBINATORIAL VIEW) 69
129. R. J. McEliece. The theory of information and coding, volume 86 of Encyclopedia of Mathematics
and its Applications. Cambridge University Press, Cambridge, student edition, 2004. With a
foreword by Mark Kac.
130. B. D. McKay. Independent sets in regular graphs of high girth. In Proceedings of the Singapore
conference on combinatorial mathematics and computing (Singapore, 1986), volume 23, pages
179–185, 1987.
131. H. Minc. Upper bounds for permanents of (0, 1)-matrices. Bull. Amer. Math. Soc., 69:789–791,
1963.
132. H. Minc. On lower bounds for permanents of (0, 1) matrices. Proc. Amer. Math. Soc., 22:117–123,
1969.
133. B. Mohar. Choosability for the circular chromatic number. Problem of the month, January 2002.
URL: http://www.fmf.uni-lj.si/˜mohar/.
134. M. Molloy and B. Reed. A bound on the strong chromatic index of a graph. J. Combin. Theory
Ser. B, 69(2):103–109, 1997.
135. M. Molloy and B. Reed. A bound on the total chromatic number. Combinatorica, 18(2):241–280,
1998.
136. M. Molloy and B. Reed. Colouring graphs where chromatic number is almost their maximum
degree. In LATIN’98: theoretical informatics (Campinas, 1998), volume 1380 of Lecture Notes
in Comput. Sci., pages 216–225. Springer, Berlin, 1998.
137. M. Molloy and B. Reed. Further algorithmic aspects of the local lemma. In Proceedings of the
Thirtieth annual ACM symposium on Theory of computing (STOC 1998), pages 524–529. ACM,
New York, NY, USA, 1999.
138. M. Molloy and B. Reed. Near-optimal list colorings. In Proceedings of the Ninth International
Conference “Random Structures and Algorithms” (Poznan, 1999), volume 17, pages 376–402,
2000.
139. M. Molloy and B. Reed. Colouring graphs when the number of colours is nearly the maximum
degree. In Proceedings of the Thirty-Third Annual ACM Symposium on Theory of Computing,
pages 462–470 (electronic), New York, 2001. ACM.
140. M. Molloy and B. Reed. Graph colouring and the probabilistic method, volume 23 of Algorithms
and Combinatorics. Springer-Verlag, Berlin, 2002.
141. E. Mossel, R. O’Donnell, and K. Oleszkiewicz. Noise stability of functions with low inﬂuences:
invariance and optimality (extended abstract). In Proc. Annual IEEE Symposium on Foundations
of Computer Science (FOCS 2005), pages 21–30, October 2005.
142. T. Mu¨ller and R. Waters. Circular choosability is always rational. Submitted for publication.
143. V. Mu¨ller. On colorable critical and uniquely colorable critical graphs. In Recent advances in
graph theory (Proc. Second Czechoslovak Sympos., Prague, 1974), pages 385–386. Academia,
Prague, 1975.
144. V. Mu¨ller. On colorings of graphs without short cycles. Discrete Math., 26(2):165–176, 1979.
145. R. Muthu, N. Narayanan, and C. R. Subramanian. Improved bounds on acyclic edge colouring.
Discrete Math., 307(23):3063–3069, 2007.
146. J. Mycielski. Sur le coloriage des graphs. Colloq. Math., 3:161–162, 1955. URL:
http://matwbn.icm.edu.pl/ksiazki/cm/cm3/cm3119.pdf.
147. D. Naddef. Rank of maximum matchings in a graph. Math. Programming, 22(1):52–70, 1982.
148. J. Nesˇetril. K-chromatic graphs without cycles of length ≤ 7. Comment. Math. Univ. Carolinae,
7:373–376, 1966.
149. J. Nesˇetrˇil. On uniquely colorable graphs without short cycles. Cˇasopis Peˇst. Mat., 98:122–125,
212, 1973.
150. J. Nesˇetrˇil and V. Ro¨dl. A short proof of the existence of highly chromatic hypergraphs without
short cycles. J. Combin. Theory Ser. B, 27(2):225–227, 1979.
70 JEAN-SE´BASTIEN SERENI
151. J. Nesˇetrˇil and N. C. Wormald. The acyclic edge chromatic number of a random d-regular graph
is d+ 1. J. Graph Theory, 49(1):69–74, 2005.
152. S. Norine. On two questions about circular choosability. J. Graph Theory, 58(3):261–269, 2008.
153. N. Pippenger and J. Spencer. Asymptotic behavior of the chromatic index for hypergraphs. J.
Combin. Theory Ser. A, 51(1):24–42, 1989.
154. L. Rabern. A note on reed’s conjecture. SIAM J. Discrete Math., 22(2):820–827, 2008.
155. J. Radhakrishnan. An entropy proof of Bregman’s theorem. J. Combin. Theory Ser. A, 77(1):161–
164, 1997.
156. J. Radhakrishnan. Entropy and counting. In J.C. Mishra, editor, Computational Mathematics,
Modelling and Algorithms. Narosa Publishers, New Delhi, 2003.
157. B. Reed. ω, ∆, and χ. J. Graph Theory, 27(4):177–212, 1998.
158. B. Reed and B. Sudakov. List colouring of graphs with at most (2−o(1))χ vertices. In Proceedings
of the International Congress of Mathematicians, Vol. III (Beijing, 2002), pages 587–603, Beijing,
2002. Higher Ed. Press.
159. B. Reed and B. Sudakov. List colouring when the chromatic number is close to the order of the
graph. Combinatorica, 25(1):117–123, 2005.
160. N. Robertson, D. Sanders, P. Seymour, and R. Thomas. The four-colour theorem. J. Combin.
Theory Ser. B, 70(1):2–44, 1997.
161. V. Ro¨dl. On a packing and covering problem. European J. Combin., 6(1):69–78, 1985.
162. M. Rosenfeld. On the total coloring of certain graphs. Israel J. Math., 9:396–402, 1971.
163. D. P. Sanders and Y. Zhao. On total 9-coloring planar graphs of maximum degree seven. J.
Graph Theory, 31(1):67–73, 1999.
164. D. P. Sanders and Y. Zhao. Planar graphs of maximum degree seven are class I. J. Combin.
Theory Ser. B, 83(2):201–212, 2001.
165. E. R. Scheinerman and D. H. Ullman. Fractional graph theory. Wiley-Interscience Series in
Discrete Mathematics and Optimization. John Wiley & Sons Inc., New York, 1997. A ratio-
nal approach to the theory of graphs, With a foreword by Claude Berge, A Wiley-Interscience
Publication.
166. A. Schrijver. A short proof of Minc’s conjecture. J. Combinatorial Theory Ser. A, 25(1):80–83,
1978.
167. A. Schrijver. Counting 1-factors in regular bipartite graphs. J. Combin. Theory Ser. B, 72(1):122–
135, 1998.
168. A. Schrijver and W. G. Valiant. On lower bounds for permanents. Nederl. Akad. Wetensch.
Indag. Math., 42(4):425–427, 1980.
169. G. Simonyi. Graph entropy: a survey. In Combinatorial optimization (New Brunswick, NJ,
1992–1993), volume 20 of DIMACS Ser. Discrete Math. Theoret. Comput. Sci., pages 399–441.
Amer. Math. Soc., Providence, RI, 1995.
170. G. Simonyi. Perfect graphs and graph entropy. An updated survey. In Perfect graphs, Wiley-
Intersci. Ser. Discrete Math. Optim., pages 293–328. Wiley, Chichester, 2001.
171. R. Sinkhorn. Concerning a conjecture of Marshall Hall. Proc. Amer. Math. Soc., 21:197–201,
1969.
172. J. Spencer. Nine lectures on random graphs. In E´cole d’E´te´ de Probabilite´s de Saint-Flour
XXI—1991, volume 1541 of Lecture Notes in Math., pages 293–347. Springer, Berlin, 1993. URL:
http://cs.nyu.edu/spencer/papers/french.pdf.
173. J. Spencer. Modern probabilistic methods in combinatorics. In Surveys in combinatorics, 1995
(Stirling), volume 218 of London Math. Soc. Lecture Note Ser., pages 215–231. Cambridge Univ.
Press, Cambridge, 1995.
174. J. Spencer. The Erdo˝s existence argument. In The mathematics of Paul Erdo˝s,
I, volume 13 of Algorithms Combin., pages 337–344. Springer, Berlin, 1997. URL:
http://cs.nyu.edu/spencer/papers/erdosex.pdf.
RANDOMLY COLOURING GRAPHS (A COMBINATORIAL VIEW) 71
175. A. Srinivasan. Improved algorithmic versions of the Lova´sz Local Lemma. In Proceedings of the
Nineteenth annual ACM-SIAM symposium on Discrete algorithms (SODA 2008), pages 611–620,
Philadelphia, PA, USA, 2008. Society for Industrial and Applied Mathematics.
176. W. Staton. Some Ramsey-type numbers and the independence ratio. Trans. Amer. Math. Soc.,
256:353–370, 1979.
177. T. Szele. Kombinatorische Untersuchungen u¨ber den gerichteten vollsta¨ndigen Graphen. Mat.
Fiz. Lapok, 50:223–256, 1943.
178. M. Talagrand. Concentration of measure and isoperimetric inequalities in product spaces. Inst.
Hautes E´tudes Sci. Publ. Math., 81:73–205, 1995.
179. A. Terras. Fourier analysis on finite groups and applications, volume 43 of London Mathematical
Society Student Texts. Cambridge University Press, Cambridge, 1999.
180. R. Thomas. The four colour theorem. URL: http://www.math.gatech.edu/˜thomas/FC/fourcolor.html.
181. C. Thomassen. Color-critical graphs on a ﬁxed surface. J. Combin. Theory Ser. B, 70(1):67–100,
1997.
182. A. Thue. U¨ber unendliche Zeichenreihen. Norske vid. Selsk. Skr. I Mat. Nat. Kl., 7:1–22, 1906.
183. A. Thue. Selected mathematical papers. Universitetsforlaget, Oslo, 1977. With an introduction
by Carl Ludwig Siegel and a biography by Viggo Brun, Edited by Trygve Nagell, Atle Selberg,
Sigmund Selberg, and Knut Thalberg.
184. W. T. Tutte. A contribution to the theory of chromatic polynomials. Canadian J. Math., 6:80–91,
1954.
185. P. Ungar and B. Descartes. Advanced Problems and Solutions: Solutions: 4526. Amer. Math.
Monthly, 61(5):352–353, 1954.
186. N. Vijayaditya. On total chromatic number of a graph. J. London Math. Soc. (2), 3:405–408,
1971.
187. A. Vince. Star chromatic number. J. Graph Theory, 12(4):551–559, 1988.
188. V. G. Vizing. On an estimate of the chromatic class of a p-graph. Diskret. Analiz No., 3:25–30,
1964.
189. V. G. Vizing. Critical graphs with given chromatic class. Diskret. Analiz No., 5:9–17, 1965.
190. V. G. Vizing. Some unsolved problems in graph theory. Uspehi Mat. Nauk, 23(6 (144)):117–134,
1968.
191. M. Voorhoeve. A lower bound for the permanents of certain (0, 1)-matrices. Nederl. Akad.
Wetensch. Indag. Math., 41(1):83–86, 1979.
192. B. L. van der Waerden. Aufgabe 45. Jber. Deutsch. Math. Verein., 35:117, 1926.
193. W. Wang. Total chromatic number of planar graphs with maximum degree ten. J. Graph Theory,
54(2):91–102, 2006.
194. H. P. Yap. Total colourings of graphs, volume 1623 of Lecture Notes in Mathematics. Springer-
Verlag, Berlin, 1996.
195. R. K. Yeh. A survey on labeling graphs with a condition at distance two. Discrete Math.,
306(12):1217–1231, 2006.
196. X. Zhu. Circular chromatic number: a survey. Discrete Math., 229(1-3):371–410, 2001. Combi-
natorics, graph theory, algorithms and applications.
197. X. Zhu. Circular choosability of graphs. J. Graph Theory, 48(3):210–218, 2005.
198. A. A. Zykov. On some properties of linear complexes. Mat. Sbornik N.S., 24(66):163–188, 1949.
In Russian. English translation in Amer. Math. Soc. Transl. 79 (1952).
Institute for Theoretical Computer Science (iti)
Department of Applied Mathematics (kam)
Faculty of Mathematics and Physics, Charles University
Malostranske´ Na´meˇst´ı 22, 118 00 Prague 1, Czech Republic
