Abstract. In this paper the problem of finding seismic rays in a three-dimensional layered medium is examined. The "layers" are separated by arbitrary smooth interfaces that can vary in three dimensions. The endpoints of each ray and the sequence of interfaces it encounters are specified. The problem is formulated as a nonlinear system of equations and efficient, accurate methods of solution are discussed. An important application of ray tracing methods, which is discussed, is the nonlinear least squares estimation of medium parameters from observed travel times. In addition the "type" of each ray is also determined by the least squares processmthis is in effect a deconvolution procedure similar to that desired in seismic exploration. It enables more of the measured data to be used without filtering out the multiple reflections that are not pure P-waves.
squares processmthis is in effect a deconvolution procedure similar to that desired in seismic exploration. It enables more of the measured data to be used without filtering out the multiple reflections that are not pure P-waves.
Introduction. The seismic ray tracing problem has often been posed as a "shooting" problem (see for example Shah [6] ). That is, the shooting angles of the ray at the source point are varied until the ray ends sufficiently close to the receiver. To find the seismic signals at an array of receivers, more sophisticated shooting methods have been devised (see for example Gjoystodtl and Ursin [2] ). Our approach is to formulate the problem as a coupled system of nonlinear equations (Snell's law applied at each interface) and to solve this system by Newton's method. This is an extension to three dimensions of the work of Keller and Perozzi [3] .
The travel times and ray amplitudes of the rays caused by a disturbance can be considered as functions of the parameters of the medium. Alternatively, using the ideas of nonlinear least squares estimation, we can estimate the parameters of the medium from observed ray travel times and amplitudes. This is an iterative algorithm and at each stage the rays for the current parameter estimates are determined. Least squares estimation of medium parameters has been discussed by various authors. Our threedimensional least squares methods are basically extensions of the work of Keller and Perozzi [3] , [5] . In addition, however, we also determine the "type" of the rays as part of the inversion process. This is a completely new departurema new type of deconvolution proceduremand it should be of great interest in exploration geophysics. It can enable the use of much significant data that is currently filtered out and thus discarded, Formulation of the direct problem. We consider a layered medium, an example of which is shown in Fig. 1 . The ith interface is represented by a formula of theform: (1) z= zi(x, y)=-ci+fi(x, y). 
Nk=(--aZik--aZik 1).
OX Oy
The vector x-xs denotes the ray segment from the source to the first node, and similarly for the other segments. We also use the notation: 
For N nodes we have a vector of dimension 2N of the unknown node coordinates:
x (x, y,, x, y,..., x, y).
However there are two scalar equations, (5a) and (5b), at each of the N nodes, and we write this system of 2N equations for X as: 
6X, -(j"))-F(X"); p). Here, J is the 2N 2N Jacobian matrix of the system: JOF/OX. When the iterates in Newton's method are "close" to a simple root, they converge quadratically. However, in many problems, it may be difficult to supply a good initial guess, X ). To circumvent this difficulty we use continuation procedures.
Generation of initial (compressional) ray. To sta the calculation of the rays for a given sequence of interhces, we first calculate the purely compressional ray (i.e., each ray segment has the layer's compressional velocity) between the specified source and receiver. To provide a good initial estimate for this ray, we use a continuation method. Each interhce is written in the form (1) where the constant c represents a mean depth of the interhce. Instead of using (1) we replace each interhce by a hmily of interhces: (10) z=z(x,y.A)Af(gy)+c, 0XI.
Note that for A 0 each interhce becomes plane. We will solve the ray problem for the plane parallel interhces (A =0) and then "deform" the plane interhces into the desired (cued) interhce (A 1) by letting A vary from 0 to 1. The planar problem can be reduced to finding the zero of a scalar function (see 1, Appendix] x(x + ax) x(x) + AX(X).
In practice, to minimize the amount of computation, we use (12a) or (12b) with A 0 and AA 1 [3] . Inverse problems. We have discussed above methods for calculating a ray between a specified source and receiver. Once a ray has been found, the travel time can be calculated from (3) . Also, the geometric optics amplitude can be calculated exactly, but we will not discuss these calculations here (see Fawcett [1] ).
We now suppose that we have M observed travel times for various rays between different source/receiver pairs which are denoted by the vector obs. Using this vector, we wish to estimate the K-dimensional parameter vector, p, appearing in (8) and (4 [4] ). For each value of p(") in (18), we must find all M rays of the system. Thus the efficiency and accuracy of the ray-tracing method is very important. This is one of the main reasons for the development of fast ray-tracing methods.
Numerical examples. The layer velocities are vp.l=6, vs,l=3 in O<z<zl(x,y) and Vp,2=8, and vs.2=4 in z(x, y)<z <z2(x, y). We calculate the purely compressional ray from source x= (0, 0, 0) to XR (1, 1, 0). The ray is shown schematically, in Fig. 2 . We show the various stages of calculation below in Tables a-c. Table a The layer velocities are: Vp. 12, Vs, =6, Vp,2 14, and Vs,2---8.2. We generate the travel times for the rays of types (P, P), (P, S), (P, P, P, P) and (P, S, P, P) for a source at the origin and receivers placed at: (x= +i, y= i, z =0), i= 1, 2, 3, 4, 5. One such set of rays for i= is shown schematically, in Fig. 4 .
For the inverse problem we consider the layer velocities (Vp,, vs,1, Vp,2, v,,2) and the coefficients of the interfaces z ax + fly+ ')1 and z a2x + fl2y+ Y2 are unknown. Table 2 we show the results of the inversion. Numerically, we traced all the rays using our method described above. The least squares Jacobian, (OR,/Opj), is formed The layer velocities are" Vp, 5, vs, 2.9, )p,2--7, vs,2 4. We generate the travel times for the rays of type (P, P), (P, S), (P, P, P, P), (P, S, P, P), (P, S, S, P), and (P, P, S, P), for a source at the origin and receivers at (x y i, z 0), for 1, , 5 . We shall now suppose that at receiver "i" we have a set of observed travel times -{try, tr2,, tr3,}.
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But it is unknown which ray type of the set {(P, S, P, P), (P, S, S, P), (P, P, S, P)} to associate with each of these travel times. Physically, as V.k < Vp.k one probably could distinguish (P, S, S, P) but for the sake of illustration we consider the above case.
Thus, in this example, each travel time from ff has one of three possible ray types.
To estimate v,,2 we must include at least some of the observations from -. A "brute force" method for including this information would be to try every possible labelling of the travel times of -, to determine the best inversion result. This, however, would require 33=27 inversions. A much more efficient method, for the inclusion of the information of -, is based upon the following observations. In the inversion procedure, the travel times for the ray types of are calculated, for each receiver i, for the current parameter estimate. After the calculation of the rays we wish to form the residual vector, R, with components:
R, try,-observed travel time (P, S, P, P),
R2, -= try,-observed travel time (P, S, S, P), R3, =-try,-observed travel time (P, P, S, P).
Here try, is the calculated travel time for (P, S, P, P) at receiver i, 
R2,--try,-/31 trl,-/32 tr2,-(1-1-2) tr3,, R3,-= try,-(1 a-/31) try,-(1 a2-/3) tr2,-(a + 1 "-02 + 2-1) tr3,.
Thus, we have introduced 4 new unknown parameters into the inversion (al, a2,/3,/32).
We assume that these parameters should be a sequence of ones and zeros and this is reflected in the form of the linear combinations in (21 tr2i-tr3i.
In Table 3 below, we use the (P, S), (P, P) and (P, P, P, P) travel times at the 5 receivers, and also the travel times for (P, S, P, P), (P, S, S, P), (P, P, S, P) with incorrect labels c-" c2= fll -f12 =.3. Thus all the initial ray types are incorrectly identified. At the fifth iteration, the ray types are correctly identified, and the velocities correctly estimated. If we add 1% random noise to the observed travel times, for this example, the noise level is greater than the difference in travel times for the (P, S, P, P) and (P, P, S, P) rays. The (P, S, S, P) travel time is still distinguishable. 
