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A b stract
According to its distinctive feature of spatial orthogonality, multiple-input multiple- 
output (MIMO) transm itter beamforming can improve spatial multiplexing gain, spa­
tial diversity gain, or signal-to-noise ratio (SNR)/ signal-to-interference-plus-noise ratio 
(SINR) without requiring extra channel bandwidth and transmission power comparing 
with single-antenna based scenarios. In the literature, MIMO transm itter beamforming 
has been quite well investigated. However, it is realized tha t the existing schemes can 
achieve the requirements only when the transmitter-side channel state information is 
assumed, or, with the limited channel feedback, the number of users in the cell should be 
much larger than the number of transm it antennas, where the multiuser diversity can be 
well exploited. Otherwise, significant performance loss will be observed. Furthermore, 
in dense cellular networks, multi-cell coordinated beamforming plays a prominent role 
for interference pre-cancellation. However, most of coordinated beamforming schemes 
can only handle the optimization problems with single constraints, and the optimiza­
tion process is significantly complicated if the objective functions involve the increased 
number of constraints.
Motivated by these, the major contributions of this thesis are in two folds:
•  A joint space-frequency user scheduling approach to enhance opportunistic beam- 
forming with a small number of users in the cell is proposed. W ith the limited 
channel feedback to be assumed, two complexity reduced joint space-frequency 
user scheduling algorithms are proposed in order to maximize the system through­
put and the number of active users. Simulation results show tha t the proposed 
SINR-based algorithm can largely improve the system throughput of conven­
tional opportunistic beamforming up to 80 more, when the individual user’s rate 
constraint is set up to 1 bit/s/H z. Moreover, the performances of proposed SNR- 
based algorithm is even better with the pay of relatively increased computational 
complexity and signaling overhead.
• A novel coordinated beamforming approach for multi-cell MIMO downlink com­
munication networks is proposed with the aim to maximize the system sum-rate 
subject to per transm itter power and individual user’s rate constraints. The idea 
is basically a two-step iterative optimization procedure. Numerical results show 
tha t the proposed approach outperforms the existing schemes up to  3.2 b its/s/H z 
per transm itter in terms of spectral efficiency. Moreover, by comparing with the 
optimal solution for finding the initial state at the first step, the proposed solution 
can exhibit close performance with faster convergence and lower computational 
complexity.
K ey  w ords: Transmitter beamforming, MIMO, limited channel feedback, multi-cell, 
multiuser diversity, transmit-power constraint, user’s rate constraint, user scheduling.
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Chapter 1
Introduction
1.1 Background
Early wireless communications were voice-based and only supporting for moderate 
rates. At tha t time, most of high data rates, which were required by files transfer 
and video streaming, were based on wireline [1]. In recent years, due to the increased 
number of subscribers and their high requirements, wireless communications have been 
shifted to achieve high spectrum efficiency (high data rates) and high power efficiency 
(small error rates) for system designs [2]. Under the circumstance, one of promising 
schemes, which is called multiple-input multiple-output (MIMO), can efficiently be used 
to meet these targets. By considering the distinctive features of spatial orthogonality, 
MIMO can offer either spatial multiplexing gain or spatial diversity gain without re­
quiring extra channel bandwidth and transmission power [3,4]. In addition, multiple 
antennas can also be utilized to concentrate signal power to improve the signal-to-noise 
ratio (SNR) or to handle co-channel interference to improve the signal-to-interference- 
plus-noise ratio (SINR). Such goals can be achieved by implementing the technique 
named beamforming [5]. Beamforming can be interpreted as linear filtering, and, by 
manipulating the antenna pattern, it can null out the directions of others and highly 
direct towards the desired direction(s). In this case, the channel state information (CSI) 
for different channel links must be obtained either at transm itter(s) or receiver(s), or at 
the both [6-8]. It is worthwhile to note tha t beamforming in general is mainly carried 
out at base station (BS) side, which aims to simplify the design of mobile users.
As usual, the disruptive characteristics of wireless communications are mainly caused by 
path loss, shadowing and multipath signal propagation. Besides of these, another major 
concern is co-channel interference. Many cellular networks are inherently interference- 
limited communication environments. The crosstalk behavior for cellular downlink
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communications is equivalent to MIMO interference channel, whereby each transm itter 
has a number of served users. W ith the transmitter-side CSI (Tx-CSI) to be assumed, 
transm itter beamforming techniques, such as zero-forcing (ZF) in [9] or minimum mean- 
square error (MMSE) in [10], can be implemented to pre-cancel the co-channel interfer­
ence among different users, where, in the literature, such kind of interference is called 
multiuser interference (MUI) or intra-cell interference. Moreover, for dense cellular 
networks, current system designs allow for full frequency re-use in each cell. How­
ever, such re-use will result severe inter-cell interference to the users especially for 
the ones at the cell edge. In this case, multi-cell MIMO cooperative beamforming or 
coordinated beamforming can be implemented, which allows transm itters jointly opti­
mize their beamforming vectors (or precoding matrices) for both inter-cell interference 
and intra-cell interference pre-cancellation [11-14]. In practical wireless communica­
tion networks, transm itter beamforming design for MIMO downlink channels faces the 
following challenges and problems:
•  The assumption of Tx-CSI availability can hardly hold due to its introducing 
heavy overhead to feedback channels. Time-division duplexing (TDD) might 
help by taking advantage of the channel reciprocity. However, ideal channel reci­
procity hardly hold in practice due to frequency mismatch inherent in transceivers’ 
up/down conversion [15].
• In frequency-division duplexing (FDD) mode, codebook-based MIMO precoding 
reduces effectively the feedback overhead. On the other hand, the codewords do 
not match ideally with users’ channel signatures. Such mismatch increases with 
the decrease of codebook size, and it often results in considerable interferences 
amongst beams [16,17].
•  Correlation of MIMO channel components could reduce the rank of channel tran ­
sition matrix, and it consequently reduces MIMO diversity/ multiplexing gain 
[18-20].
In addition, the added cost of deploying multiple antennas in a spacial uncorrelated 
manner, the circuit power requirements (i.e., the linearity of the amplifier per antenna), 
and the added complexity/scalability required for multidimensional signal processing, 
are all accounted for the challenges of MIMO beamforming design.
1.2 M otivation and Objectives
In the literature, with the Tx-CSI to be assumed, dirty paper coding (DPC) turns out 
to be a prominent scheme to attain the sum-rate capacity of Gaussian broadcast chan-
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nels [6,8,21,22]. Based on this benchmark, many researches have been carried out to 
develop different transm itter beamforming approaches for MIMO donwlink channels, in 
order to trade off the spectrum efficiency for transm itter scalability. To the best of my 
knowledge, however, the existing transm itter beamforming schemes are either assumed 
to have the perfect Tx-CSI, or even with limited channel feedback, the number of users 
in the cell should be much larger than the number of transm it antennas, where the mul­
tiuser diversity can be well exploited. Otherwise, the performance can be significantly 
reduced if the number of users in the cell is close to the number of transm it antennas. 
This observation motivates me to develop a new transm itter beamforming approach, 
which can largely improve the state-of-the-art schemes and provide the solution closer 
to practical uses.
Furthermore, in dense networks where co-channel interference emerges as the key lim­
iting factor, multi-cell MIMO coordinated beamforming can dramatically improve the 
system performance. However, the optimization problems associated with multi-cell 
joint processing inherit the nonconvex problems, and the most of existing solutions 
can only be used to handle the problems with single constraints. The optimization 
process will be significantly complicated if the objective functions involve the increased 
number of constraints. This observation motivates me to develop a novel MIMO coor­
dinated beamforming scheme to handle a generalized multi-cell optimization problem, 
which can offer reliable performance with faster convergence and lower computational 
complexity by comparing with the existing schemes.
1.3 Major Contributions
The major contributions of this thesis are considered to be in two folds.
I. First, a joint space-frequency user scheduling approach is proposed to  enhance 
opportunistic beamforming (i.e., see [23,24]) in MIMO broadcast channels. The 
enhancement mainly lies on two aspects:
1) MIMO transm itter is able to jointly allocate space (beam) and frequency 
(sub-channel) resources to users so as to satisfy the users requirements of 
achievable rate. Thanks to the channel frequency selectivity, the proposed 
idea facilitates opportunistic beamforming with increased multiuser diver­
sity, which turns out to be crucial in the case of finite number of users.
2) The decision of space-frequency resource allocation is formed based on lim­
ited feedback from each user. Such largely reduces the load of feedback 
channels and brings the proposed approach closer to practical uses.
1.4. Thesis Organization
In order to implement the above idea, two joint space-frequency user scheduling 
algorithms are proposed. One aims to jointly allocate space-frequency resources 
to users based on the low-rate quantized feedback of predicted SINRs, and the 
other is based on the low-rate quantized feedback of predicted SNRs plus indi­
cation of undesired interferences. Performances of both algorithms are carefully 
investigated in terms of the system throughput and the number of active users. 
Computer simulations are carried out to examine the proposed algorithms in the 
case of finite number of users (e.g., 64 users per cell). It is shown tha t the proposed 
SINR-based user scheduling algorithm outperforms the conventional opportunis­
tic beamforming up to 80% more sum-rate performance, when the individual 
user’s rate constraint is set up to 1 b it/s/H z. Moreover, the performance of pro­
posed algorithm with SNR-based feedback is even better at the price of relatively 
increased computational complexity and feedback overhead.
II. The second contribution is to propose a novel multi-cell MIMO coordinated beam- 
forming optimization algorithm, which aims to maximize the sum-rate of multi­
cell downlink communication system subject to per transm itter power and in­
dividual user’s rate constraints. The idea is basically a two-step optimization 
procedure. At the first step, the Lagrangian duality theorem is employed to re­
cursively form transm itter beamforming vectors within a feasibility region, with 
which both the per transm itter power and the individual user’s rate constraints 
are satisfied. The second step is responsible for maximizing the sum-rate by 
employing gradient descent searching (CDS) for optimum beamforming vectors 
within the feasibility region. Numerical results are provided to elaborate the the­
oretical analysis in scenarios of multiuser with different number of data  streams 
sharing either single frequency or multiple frequencies. It is shown that, by com­
paring with the existing schemes, the proposed algorithm outperforms the existing 
schemes up to 3.2 b its/s/H z per transm itter in terms of spectral efficiency. More­
over, for the initial state formulation at the first step, the proposed solution can 
achieve close performance to the optimum solution with faster convergence and 
lower complexity.
1.4 Thesis Organization
The rest of thesis is organized as follows. Chapter 2 provides a comprehensive state- 
of-the-art review for MIMO downlink transm itter beamforming design w ith/w ithout 
perfect Tx-CSI. Chapter 3 gives the joint space-frequency user scheduling approach for 
MIMO broadcast channels with limited feedback. Furthermore, the proposed coordi­
nated beamforming for multi-cell MIMO downlink network with per transm itter power
1.5. List o f Publications
and individual user’s rate constraints is presented in Chapter 4. Finally, Chapter 5 
draws the conclusion along with the future work.
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Chapter 2
State-of-the-Art
As discussed in Chapter 1, MIMO techniques not only can offer increased spatial mul­
tiplexing gain or spatial diversity gain, but also can be utilized to improve the SNR for 
single user scenario or suppress co-channel interference for multiuser scenario (e.g., to 
improve the SINR of each user). In this case, the first way to categorize MIMO tech­
niques is to divide them into spatial multiplexing techniques, spatial diversity tech­
niques and smart antenna techniques [2]. Apart from this categorization, there are 
many other options for categorizing MIMO techniques. For example, MIMO techniques 
can also be categorized into narrowband and broadband techniques, where the former 
is designed for frequency flat fading channels, and the latter is designed for frequency- 
selective fading channels. It is worthwhile to note tha t MIMO techniques designed 
for frequency-selective fading channels can be deemed as MIMO techniques combining 
with orthogonal frequency-division multiplexing (OFDM) techniques [25,26]. In this 
chapter, I will mainly focus on the state-of-the-art review under narrowband MIMO 
channel environments, and categorize MIMO techniques based on different channel 
models, such as single-user MIMO point-to-point channels, single-cell multiuser MIMO 
broadcast channels, multiuser MIMO interference channels and multi-cell MIMO coop­
erative networks. Moreover, according to different channel models, the state-of-the-art 
beamforming techniques with either perfect Tx-CSI or imperfect Tx-CSI are considered.
2.1 Single-User MIMO Point-to-Point Channels
In this section, let’s consider a simple single-user MIMO point-to-point channel model, 
which is used to exhibit the fundamental concept of MIMO beamforming techniques.
2.1. Single-User MIMO Point-to-Point Channels
Data OutputData Input
ReceiverTransmitter
Figure 2.1: An example of single-user MIMO point-to-point channel model. 
2.1.1 System  M odel
Consider a single-user MIMO point-to-point channel model, where the transm itter is 
equipped with M  antennas, and the receiver is equipped with N  antennas (e.g., see 
Fig. 2.1). Hence, the discrete-time equivalent form of received signal is given by
y  =  H x  +  V , (2 .1)
where x  with the size of M  x 1 is the transm itted symbol, v  with the size of A" x 1 is 
the noise vector, and H  is the N  x M  channel matrix with the element hij representing 
the channel gain from the transm it antenna to the receive antenna, which can 
be expressed as
/ill h\2 . . .  hiM
/ i2 l  /i22 • • • h 2 M
/ijV l h ^ 2 Hn m
(2.2)
Throughout this section, assume that the elements of transm itted signal vector x  are 
drawn from an independent identically distribution (i.i.d.) with zero mean and a com­
mon variance 1/M , where 1/M  is used to constrain the transmission power of each 
transm it antenna. Each element of channel matrix H  follows the complex Gaussian 
distribution with zero mean and a variance 1/2 per dimension. The noise vector is 
modeled as i.i.d. complex Gaussian with zero mean and variance cr^/2 per dimension. 
In this case, p = 1/cr^ can be interpreted as the average SNR per receive antenna.
2.1.2 Capacity of MIMO Channel
Different assumptions in terms of the knowledge of channel matrix H  at the transm itter 
and/or receiver can lead to different MIMO capacity.
2.1. Single-User MIMO Point-to-Point Channels
In general, the channel knowledge can be obtained fairly easily at the receiver by sending 
a pilot sequence for channel estimation. More detailed information about channel 
estimation can be found in [27]. For the channel knowledge at transm itter side, if a 
feedback channel is available (e.g., in a FDD mode), the receiver can send the quantized 
version of channel matrix to the transm itter. Alternatively, if the communication is 
carried out in a TDD mode, the transm itter can rely on the reciprocal properties of 
propagation to obtain the channel knowledge.
According to [1,6,28,29], given the channel matrix H , the capacity of MIMO system 
in terms of mutual information can be obtained by solving
(7(H) =  max X (x ;y |H ), (2.3)
TV(Rx)<l
where =  A { x x ^ }  denotes the covariance matrix of transm itted vector x, and 
X  (x ;y |H ) stands for the mutual information between x  and y by given the condition 
of H . Then, the mutual information term  in (2.3) can be further derived by [1,6,28,29]
X (x ;y |H ) -  H  (ylH) -  H  (y |x ,H )
=  -K (y |H )-9 7 (H x  +  v |x ,H )
=  7 ^ (y |H ) -7 ^ (v |x ,H )
=  9 ^ (y |H )-? ^ (v ) , (2.4)
where H  (•) denotes the entropy. In (2.4), H  (v) can be given by [6]
n  (v) =  log2[(7re(7^)^], (2.5)
where it is constant value independent of the channel input. Hence, by inserting (2.4) 
into (2.3), maximizing the mutual information is equivalent to maximizing the entropy 
in y, which can be achieved if and only if y  is a zero mean and circularly symmetric
complex Gaussian vector [6]. In this case, x  also needs to be zero mean and circularly
symmetric complex Gaussian vector. Hence, we have
^  (y |H ) =  log2[(7re)^det(Ry)], (2.6)
where
=  B {yy '^}
=  H R ^ H " + a ^ I jv .  (2.7)
2.1. Single-User MIMO Point-to-Point Channels
Substituting (2.5), (2.6) and (2.7) into (2.4), we have
det(HRa;H^ + (j^ Iiv)
7 :(x ;y |H ) =  logg
=  log2
det(o-gl^)
det ( I;v H— 2  HRj^H
V
H
(J.
(2.8)
Here, in order to achieve MIMO capacity, a covariance matrices R^ tha t the mutual 
information (2.8) is maximized needs to be found. In the following context, two scenar­
ios will be considered: 1) Both the transm itter and receiver have perfect CSI; 2) only 
the receiver has perfect CSI.
For the first scenario, both the transm itter and receiver perfectly know the channel 
matrix H , and in order to maximize (2.8), singular value decomposition (SVD) of the 
channel matrix can be implemented to get
H  =  U S V ^ , (2.9)
where U  is and V  are unitary matrices with the size of A  x A  and M  x M , respectively; 
S  is an A  X M  diagonal matrix of singular values {cr%} of H. Replacing H  in (2.8) with 
(2.9), and according to the property log [det (7 -t- AB))] = log [det (7 -t- BA))],  we have
X (x ;y |H ) =  logg
/
det
1
\
V =Qz / .
(2.10)
where Sg =  diag . . . ,  and G is the nonzero number of eigenvalues. According 
to references in [6], the maximum mutual information (2.10) can be achieved, only when 
Qa; is a diagonal matrix. Let’s perform eigenvalue decomposition (EVD) of the m atrix 
Qa;, and if the obtained unitary matrix is equal to the unitary m atrix V, Qa, will be 
diagonal. In this case, V  is the optimal precoding matrix (beamforming vectors) for 
the MIMO system. After formulating the optimal precoding matrix, the water-filling 
power allocation [30,31] will give the MIMO channel capacity. In detail, assume tha t 
Qa; is the diagonal matrix with its elements equaling to {gi , . . . ,  gc}. After applying 
this to (2.10), we have
X  (x; y |H) =  ^  logs (  1 +  •
i = i  \  /
(2 .11)
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Then, according to the water-filling principles under the power constraint, we have
Qi =  ~  ^  • • • ’ ’ ( 2 . 1 2 )
where /i is the constant chosen to satisfy Tr(Ra;) <  1. Finally, the capacity of the 
MIMO system can be given by
C (H ) =  y ^ l o g J ^ ) ' ' .  (2.13)
i = l  \ ^ V  J
The capacity of (2.13) represents the MIMO capacity when the channel m atrix H  
is deterministic and known at both transm itter and receiver. Consider time-varying 
channel with random matrix H  tha t is known at the receiver. The transm itter only 
has the statistic information about the channel. In this case, the capacity of MIMO 
system is defined as ergodic capacity and can be obtained by averaging the conditional 
capacity C(H ) over different channel realizations. Mathematically, it can be expressed 
as
C  =  max E h  { logo
TV(R. )< 1  '
det {Ijv H—
The detailed analysis about ergodic capacity can be found in [1,6,29].
(2.14)
2.2 Single-Cell M ultiuser MIMO Broadcast Channels
In the last section, the capacity of MIMO system has been reviewed, which gives a gen­
eral picture about what is the maximum rate of MIMO system can be surely achieved. 
From this section, the detailed review about the MIMO beamforming techniques for 
different scenarios and the discussion about their advantages and disadvantages will 
be given. W ith such a motion, an overview about the state-of-the-art transm itter 
beamforming techniques and how their achievements close to MIMO capacity will be 
illustrated. Meanwhile, the motivation of my research works can also be identified.
2.2.1 System  M odel
Fig. 2.2 illustrates an example of multiuser MIMO broadcast network accommodating 
M  transm it antennas and K  users. In the block diagram, each user has two (or more) 
receive antennas in general. Suppose co-located receive antennas to  be spatially un­
correlated. Each user is able to exploit increased spatial multiplexing and/or diversity 
gain. For the sake of simplification, the most part of the section will focus on the case
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Figure 2.2: An example of multiuser MIMO broadcast channel model.
of single-antenna users, which can be easily extended to the general case of multiple 
antenna based users. Hence, the discrete-time equivalent form of received signals at 
the user is given by
M
yjc =  X ^ h | ’x j  +  ti/t , V fc , (2,15)
i=l
where x% denotes an M  x 1 signal vector transm itted for the user; denotes an 
M  X 1 channel transition vector between the transm itter and the user; v denotes 
the additive white Gaussian noise (AWGN) with zero mean and variance a^. The 
transm itter employs an M  x K  {K < M)  precoding matrix T  with its column 
related to the user
=  tiSi, (2.16)
where Si is the transm itted symbol for the user. After receiving the signal, the k^^ 
user decodes the corresponding message with the interferences to be treated as noise, 
and the received SINK can be expressed as
SINR)t = (2.17)
where pk is the variance of information-bearing symbols for the k^^ user, and k for all 
users.
2.2.2 Transm itter Beam forming w ith  Perfect CSI
W ith perfect CSI to be assumed at transm itter, transm itter beamforming is one of 
prominent techniques for increasing the system throughput. In the literature, the 
beamforming vectors can be optimized for various objectives such as:
2.2. Single-Cell Multiuser MIMO Broadcast Channels 12
P I. To minimize the (weighted) transmit-power across transm it antennas subject to 
individual user’s rate constraints [32-36].
P2. To maximize the minimum weighted SINR (max-min SINR) subject to  total 
transmit-power constraint [34,35,37,38].
P3. To maximize the (weighted) sum-rate or minimize the weighted MMSE subject 
to total transmit-power constraint [39,40].
P4. To maximize the (weighted) signal-to-leakage-plus-noise ratio (SLNR) subject to 
total transmit-power constraint [41,42].
In the following context, the detailed beamforming techniques in order to solve the 
above problems will be shown.
T he Transm it-Pow er M inim ization  Problem
The objective of transmit-power minimization problem is to find the optimal transm it­
ter beamforming vectors to minimize the total transmit-power subject to individual 
user’s rate constraints. Mathematically, the objective can be expressed as
m i n  E f = i M
tfc,Pfc
s.t. SINRfc > VA:, (2.18)
where %  is the individual SINR constraint for the A:^  ^ user.
For such an objective, the pioneer work can be traced back to [33,43]. In [33], Visotsky 
and Madhow proved tha t the global minimum solution is existing, and the iterative 
algorithm tha t converges to it was provided. In detail, the key step is to show tha t 
the optimum beamforming vectors for the normalized downlink problem are the same 
as those corresponding to optimum joint power control and receive beamforming for 
a virtual normalized uplink problem, and the iterative algorithm provided by Rashid- 
Farrokhi and et al. [43], which just gave a feasible solution, can be used to get the 
optimum solution. Later on, the power minimization problem solved by using standard 
conic optimization packages (e.g., see [44]) was proposed by Wiesel and et al. [35]. By 
using this approach, the power optimization problem can be formulated as a second- 
order cone program (SOCP) problem or a semidefinite program (SDP) problem. Then 
the optimality conditions for the problem were analyzed. Base on these conditions, 
Wiesel and et al. proposed a simple fixed-point iteration tha t the algorithm can con­
verge to the solution of the power optimization. It is worthwhile to note tha t, the
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proposed algorithm in [35] is robust to the rank of the effective channels. Comparing 
with this, most of the previous work had to assume a full-rank effective channels.
Subsequently, Yu and et al. [36] considered the transm itter optimization problem for 
the case of each antenna having its own power constraint. This kind constraint is more 
realistic, because in practical implementations the transmission power of each antenna 
is limited by its own linear power amplifier. In tha t paper, it was shown tha t the 
per-antenna based transm itter optimization problem can be transformed into a dual 
uplink problem with an uncertain noise. Further, it was shown tha t the uplink-downlink 
duality can be unified under a Lagrangian duality framework.
T h e  W o rs t C ase  S IN R  M ax im iza tio n  P ro b le m
The objective of worst case SINR maximization problem is to find the optimal beam- 
forming vectors to maximize the worst case SINR of user subject to total transmit-power 
constraint. Mathematically, the objective can be expressed as
max min SINRkMk
s.t. T , L i P k < P ,  (2.19)
where P  is the total transmit-power constraint of the transm itter. Comparing (2.19) 
with (2.18), it is easy to verify tha t the worst case SINR maximization problem can 
always lead to a feasibility solution. In other words, by solving problem (2.19), a 
precoding matrix T  so tha t it satisfies the transmit-power constraint can be obtained.
In general, problem (2.19) is a variation of problem (2.18), and the conventional uplink- 
downlink duality theory can also be used to solve problem (2.19). In [34], Schubert 
and Boche proposed a joint beamforming vectors and power control algorithm to solve 
problem (2.19). It was shown that, for given the total transmit-power and individual 
user’s SINR constraints, both uplink and downlink have the same SINR achievable re­
gion. In other words, the downlink beamforming vectors can be formulated by solving 
an easier-to-handle uplink problem. This observation was originally made in [43,45], 
and the same result was also independently derived by Tse and Viswanath [46]. An 
iterative strategy then was proposed by Schubert and Boche [34] tha t iteratively re­
peats the beamforming formulation step and power allocation step until the algorithm 
convergence. In that paper, both steps have been shown to yield the global optimum 
with sufficient and necessary conditions. Similar as the power minimization problem, 
Wiesel and et al. [35] converted the original problem (2.19) to a standard conic pro­
gram problem known as the generalized eigenvalue problem (CEVP) [44]. Then, the 
proposed fixed point iteration method can be used to solve the problem.
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T he W eighted Sum -R ate M axim ization Problem
The objective of weighted sum-rate maximization problem is to find the optimal beam- 
forming vectors to maximize weighted sum-rate of the active users subject to total 
transmit-power constraint. Mathematically, the objective can be expressed as
p a x  E C itfc,Pfc
s.t. E t i P k < P ,  (2.20)
where Wk^^k are the weighted factors which are used to decide the rate priority of users. 
In this scenario, let’s generalize the problem to the case tha t each user has Q number 
of receive antennas (i.e., Q < M ), and there are Q number of data streams transm itted
for each user. In this case, the signal received at the k^^ user can be represented by
K
= ^  HfcTiSi -f Vfc, Mk, (2.21)
Z=1
where Hfc with the size of Q x M  is the channel matrix between the transm itter and 
the k^^ user; T^ with the size of M  x Q are the beamforming vectors for the user 
and Tr { T ^ T ^ j =  pf, is the transm itted symbol vector with the size of Q x 1; is 
the AWGN vector with covariance E  N o w , the achievable rate R k  for
the k^^ user can be expressed as
Rk  =  log2  det (Iq  +  T f  H f  , (2.22)
where
R . , . ,  =  I q +  E  H f .  (2.23)
n^k
It is notice tha t the sum-rate maximization problem of finding the optimal beamforming 
vectors is a non-convex problem and intractable to be solved by using low computational 
complexity approach. However, the rate performance Rk  in (2.22) can be expressed as 
a function of the error covariance matrix after MMSE receive filtering [47]. Motivated 
by this, Christensen and et al. [39] proposed two low complexity algorithms for finding 
a local weighted sum-rate optimum based on weighted MMSE. It was shown in their 
numerical results that the proposed low complexity algorithms can achieve relatively 
high rate performance by comparing with DPC capacity bound, even when initiated 
by the simple transm it matched filter and allowing only a few iterations.
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T he SL N R  M axim ization Problem
W ith the Tx-CSI to be assumed, ZF solutions can give a perfect pre-cancellation about 
co-channel interference among different users in multiuser MIMO broadcast channels. 
In this case, the number of transm it antennas must be larger than the sum of receive 
antennas of all users, which is in order to provide enough degrees-of-freedom (DoF) for 
ZF solution to cancel out the interferences. However, when the minimum requirement in 
terms of the number of antenna is not met, ZF solution seems like failed to communicate. 
Motivated by this, Sadek and et al. [42] proposed an alternative approach for designing 
the transm itter beamforming vectors based on the concept of signal leakage, for which 
no requirement about any dimension condition on the number of antennas is needed.
In detail, assume tha t each user still has Q number of receive antennas, and define 
tha t the term  “leakage” refers to how much signal power leaks into the other users. 
Mathematically, the total power leaked from the user to all other users can be 
expressed as
(2.24)
n^k
where is the channel matrix with the size of Q x M  from the transm itter to the 
user. In this case, assume tha t a single stream will be transm itted for each user, and 
the transm itter beamforming vector for the k^^ user is only t^. For each user, Sadek 
and et al. [42] would like to maximize its signal power ||Hfctfc||^ and minimize its leaked 
power (2.24), hence, the introduced SLNR for the k^^ user can be defined as
It is shown tha t maximizing (2.25) only needs to deal with the beamforming vector 
tk, and the technique, which is used to formulate the optimal solution, is called gener­
alized Rayleigh quotient [48]. In other words, by comparing with solving the coupled 
beamforming vectors for SINR problem, each user for the SLNR maximization problem 
can formulate its beamforming vector independently without considering other users’ 
beamforming vectors and the requirement of number of antennas. In addition, the sim­
ulation results in [42] were shown tha t the proposed scheme outperforms ZF solution.
2 .2 .3  T ra n sm itter  B ea m fo rm in g  w ith  C o d e b o o k  B a se d  F eed b ack
The potential DoF of MIMO system can be well exploited for spatial multiplexing gain, 
spatial diversity gain and interference canceling ability, when perfect CSI is available 
at transm itter. However, due to the limited channel bandwidth, in practice, perfect
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Figure 2.3: Codebook based feedback system model.
Tx-CSI seems not feasible. This motivates researchers to consider the limited chan­
nel feedback based transm itter designs. In this subsection, the state-of-the-art review 
about the codebook based channel feedback [16,17,49] will be introduced. Such kind 
of scenario allows users search some quantized channel information and send the in­
dex of quantized information back to transm itter. Then, transm itter based on the 
received index find the appropriate channel information from the pre-determined code­
book and then formulate the beamforming vectors. Such kind of feedback information 
is called channel direction information (CDI). Apart from this, channel quality infor­
mation (CQI), such as channel gain and transmission power information, also needs to 
feed back to transm itter. The system model can be shown in Fig.2.3.
Assume tha t transm itter communicates with multiple single-antenna based users. In 
this case, the received signal for the user can be expressed as
Vk = h ^ x  +  Vk- (2.26)
The transm itted signal power is restricted as E  {xx^}  < p, and typically, x  with the 
size of M  X 1 are the transm itted signal for at most M  users. For the most of codebook 
based feedback designs, transm itter and users normally share a pre-determined code­
book, which is constructed by a certain number of quantized channel vectors (e.g., 2^, 
where B  represents the maximum index bits). In this case, users based on their esti­
mated channel select the quantized channel vector from the codebook and send the se­
lected index back to transm itter. However, after transm itter finding the corresponding 
quantized channel vectors and formulating the beamforming vectors, it cannot perfectly 
cancel out the multiuser co-interference due to inherent quantization error [17,50]. This
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quantization error effect can be even worst when the codebook size is limited by a small 
number (i.e., B  is small), and it will lead to a sum-rate ceiling as the SNR increases.
Improving this sum-rate ceiling is a difficult task, and current achievements can be 
categorized into two aspects. For the first one, researchers focus on designing good 
codebooks. For example in [16], the Grassmannian codebook design is proposed to max­
imize the spacing lines in the Grassmann manifold, and the proposed criterion is flexible 
enough to allow for side constraints on the codebook vectors. In addition, bounds on the 
codebook size are also derived to guarantee full diversity order. For the other aspect, 
when the number of users in the cell increases, selecting users whose channel vectors are 
near orthogonal with each other can provide many improvements [51-54]. For example 
in [52], Yoo and et al. proposed a limited feedback model where each user feeds back 
jB-bit quantized GDI as well as un-quantized CQI to transm itter. Then, transm itter 
based on these feedback information selects the subset of users whose quantized channel 
vectors are near orthogonal with each other, and uses ZF beamforming to formulate 
the precoding matrix. Alternatively, Bayesteh and Khandani [54] proposed a threshold 
based feedback scheme, where each user applies SVD to its channel matrix, and only 
the eigenvectors, whose corresponding singular values are above the threshold, are fed 
back to the transm itter. Transmitter then chooses a subset of qualified users, whose 
eigenvectors are nearly orthogonal with each other, for communication.
It is worthwhile to note tha t the above mentioned codebook based feedback schemes 
mainly work for FDD based system model, where transm itter transm its and receives on 
different frequency band and cannot use the received pilot to  infer anything about the 
transm it channels. For TDD based system model, since the forward and reverse links 
share the same frequency, transm itter can learn the forward link channel information 
from know pilot signals on the reverse link. The detail comparison between TDD and 
FDD based system models can be found in [55].
2 .2 .4  O p p o r tu n is tic  B ea m fo rm in g
When only the CQI is available at transm itter, transm itter can allocate the pre­
determined beamforming vectors to the users with maximal predicted SINRs. Such 
approaches are called opportunistic beamforming in the literature [23,24,56,57]. The 
original idea of opportunistic beamforming was proposed by Viswanath and et al. [56]. 
In [56], Viswanath and et al. tried to incorporate the diversity gain into the system. 
The idea is to use multiple transm it antennas to artificially enlarge the dynamic range 
of the channel fiuctuations, thereby the affluent diversity gain can be exploited by 
scheduling transmissions to users when their instantaneous CQI is near the peak.
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By considering the multiuser MIMO broadcast channel model, the opportunistic beam- 
forming for multiuser case in [23] allows the transm itter with M  transm it antennas con­
struct M  random orthonormal beamforming vectors with the size of M  x 1
according to  an isotropic distribution [58]. The beamforming vector is multiplied 
by the transm itted symbol Sm, so tha t the transm itted signal can be expressed as
M
— ^  (2.27)
m = l
where each antennas has unit transmission power, and the total transmit-power at the 
transm itter is equal to E  {xx^}  =  M .  Therefore, the discrete-time equivalent form of 
received signal at the user is given by
Vi =  h f x
M
= hJtmSm + Vj, V%, (2.28)
m —1
where is M  x 1 channel gain from the transm itter to  the user; is the AWGN 
with zero mean and variance equaling to cr^ . Assume tha t the user knows the local 
CSI. Hence, the user can compute M  number of SINRs based on
I jjT'w I ^
SINRz,m -   Y  ------- , m =  1 , . . . , M,  (2.29)
+<t2
where SINRj^m denotes tha t the user treats the beamforming vectors as its 
desired beamforming vectors. After that, each user chooses its desired SINR according 
to maxi<^<M SINRi^^n, and feeds back the SINR along with the corresponding beam 
index to the transm itter. At the transm itter side, instead of randomly assigning a beam 
to a user, transm itter will assign the beamforming vector to the user, who desires 
for the and has the highest SINR value. As shown in [23], when the number of 
users goes to infinity, the throughput of opportunistic beamforming scheme scales as 
M log 2  log2 (i^), where K  is the number of users.
The other approach of opportunistic beamforming (i.e., see [24]) does not allow users to 
perform SINR based feedback for the sake of reducing feedback overhead. Instead, users 
send 1-bit to indicate their satisfactory with a pre-determined beamforming vector. 
When two or more users are happy with the beamforming vector, transm itter randomly 
selects one of them to communicate. In detail, transm itter firstly distributes the K  
number of users into M  groups, where M  is the number of transm it antennas, and each 
group is pre-allocated with one beamforming vector. After transm itter broadcasting 
the training signals, the users in each group will measure its SINR according to the pre­
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allocated beamforming vector, and compare it with a pre-determined SINR threshold. 
If the SINR of user in the group is above the threshold, it will send 1-bit feedback to 
the transm itter, otherwise, it will keep silence. After collecting feedback bits from the 
users, transm itter will randomly schedule a satisfied user to its pre-allocated beam. As 
shown in [24], with 1-bit feedback, the optimal scaling law of M log 2  log2 (AT) can also 
be achieved when K  goes to infinity.
2.3 M ultiuser MIMO Interference Channels
Up to now, the capacity of Gaussian interference channel is still a open problem, and 
the understanding on this problem is limited. Many researches have been carried out 
to exploit the achievable region for the interference channel [59-61]. The pioneer work 
in [59] gave an outer bound on the capacity region of Gaussian interference channels. 
However, the characterization of the bound is very complicated and how tight the 
existing outer bound is not known. Motivated by these, Etkin and et al. [60] derived a 
new outer bound and shown tha t the proposed scheme can achieve to within a single bit 
per second per hertz (bit/s/H z) of the capacity for all values of the channel parameters. 
Furthermore, Shang and et al. [61] derived another new outer bound for the Gaussian 
interference channel with weak to moderate crosstalk interference. Moreover, Cadambe 
and Jafar [62] proposed a new scheme named “Interference Alignment” and justified 
capacity region of Gaussian interference channel from DoF point of view. Apart from 
these, in order to achieve the capacity region, an im portant issue is how to design 
efficient precoding/decoding matrices for the interference channel. In this section, an 
overview about these issues will be given.
2 .3 .1  S y s te m  M o d e l
Before giving the detailed review about the transceiver design for Gaussian interference 
channel, let’s take a look at its system model first, which can be seen in Fig. 2.4. 
Consider a iF-user MIMO interference channel where K  transm itter are transm itting 
independent data streams to K  receivers simultaneously. The transm itter equipped 
with Mfc number of transm it antennas attem pts to send the data stream with the 
size of dfc X 1 to its corresponding the k^^ receiver with number of receive antennas. 
Denote tha t with the size of x Mj  is the channel matrix from the transm itter 
to the k^^ receiver. Channel is considered as block fading, i.e., the channel state is 
fixed with a time slot and changes independently from slot by slot. Define th a t the k^^ 
transm itter formulates its precoding matrix with the size of M^ x the discrete-
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Figure 2.4: An example of MIMO interference channel model.
time equivalent form of received signal at the receiver is given by
Yk =  HfcfcTfcSfc +  +  Vk, Vk,
JVk
(2.30)
where Vk is the AWGN with zero mean and covariance E  {vk '^k}  ~  for k —
l , . . . , i F .  Assume tha t the transm itted symbols of Sk are independently generated 
with unit variance, i.e., E  {sfcS^} =  1^  ^ for k = 1 , . . .  ,K .  The total transmit-power 
per transm itter will be restricted by Tr {Ty^T^} < Pk, where Pk is the transmit-power 
constraint for the k^^ transm itter.
In (2.30), the term HkkTlk^k represents the desired signal for the k^^ transm itter and 
J2jj^k HfcjTjSj is the cross-talk interference from other transmitters. After receiving the 
transm itted signal, the decoding matrices are performed at their respective receivers, 
respectively. Define tha t JJk with the size of Nk x dk is the decoding m atrix for the k^^ 
receiver. Hence, after the decoding process, the decoded signal from the k^^ receiver 
can be expressed as
%  =  Ufyfc
=  U f +  U f  ^  t lk jT jS j  +  UfVfc, Vfc. (2.31)
Normally, the suitable T^ and Ufc for /c =  1 , . . . ,  iF to cancel out the interference term 
HfcjTjSj ior k — 1 , . . .  , K  needs to be formulated.
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2 .3 .2  W eig h ted  S u m -R a te  M a x im iza tio n
As we known, different objectives will lead to different precoding m atrix designs. One 
of the most im portant objective for MIMO interference channel is to maximize the 
weighted sum-rate subject to per transm itter power constraints. Mathematically, as­
sume tha t Rk is the rate performance for the transceiver pairs, hence, the objective 
of weighted sum-rate maximization problem can be expressed as
E w i
s.t. T r{ T * T f}  < P ^ ,  Vfc, (2.32)
where, similar as (2.22) and (2.23), Rk can be formulated as
-Rfc — log2 (^ Gt +  R^^ Rfcfc^  5 (2.33)
and
R-Ü =  E  H g  +  alÏN , . (2.34)
j #
It is shown tha t the weighted sum-rate problem in (2.32) is a nonconvex NP-hard prob­
lem, and directly solving the problem with the optimal solution seems like infeasible. 
In the literature, there are several methods to handle this problem. For example in [63], 
Negro and et al. used the idea in [39] for reference to show the relationship between 
maximizing weighted sum-rate and minimizing weighted MMSE for MIMO interference 
channel. W ith the relationship between sum-rate and MMSE, Negro and et al. [63] pro­
posed an alternating iterative algorithm to solve the problem (2.32) in a sub-optimal 
way. From the numerical results it can be seen tha t the proposed algorithm can lead to 
an optimized interference alignment [64] solution at high SNR regime, and for low SNR 
regime, its performance is superior to tha t of interference alignment. Moreover, the 
convergence of the algorithm was also shown experimentally. An alternative method to 
handle the same sum-rate maximization problem was proposed by Sung and et al. [65]. 
In [65], Sung and et al. firstly converted the problem (2.32) into an unconstrained 
maximization problem and derived the gradient of the weighted sum-rate. Then, they 
applied the GDS algorithm [44] in order to get the local optimal solution.
The above mentioned algorithms are assumed tha t each node perfectly knows the glob­
ally CSI, which is almost impossible in practice. Motivated by this, the sum-rate 
optimization for the MIMO interference channel with partial CSI at transm itters is 
proposed by Rezaee and et al. [66]. In [66], Rezaee and et al. proposed a new pre­
coding matrix design method to achieve local maximal of the expected sum-rate. By 
using the tools from random matrix theory, Rezaee and et al. [66] approximated the
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expression of the expected sum-rate, and then proposed a GDS based iteration algo­
rithm  to solve the problem. Simulation results were shown tha t the proposed method 
is superior of the classical alternative algorithm. Alternatively, Park and et al. [67] 
proposed an outage probability and outage-based beamforming design in order to max­
imize the system sum-rate subject to the outage probability constraint for each user in 
the MIMO interference channel. Under the assumption of Gaussian distributed CSI, 
the closed-form expressions for the outage probability constraints were derived. More­
over, by using the Chernoff bound, the asymptotic behavior of the outage probability 
as a function of some system parameters was also examined. Following, an iterative 
algorithm was then proposed, which can yield better sum outage rate performance than 
conventional interference alignment scheme.
2 .3 .3  In ter feren ce  A lig n m en t
Recently, an information theoretic breakthrough shows tha t at high SNR regime each 
user of the iF-user interference channel can exploit half of its DoF per time, frequency 
or spatial dimensions, and the technique is named as interference alignment (lA) (e.g., 
[62,68-74]). Thanks to the IA techniques, all the interference can be aligned to a limited 
subspace from receivers point-of-view and removed simply through linear decoding 
techniques (e.g., ZF). In this case, the DoF is used to determine how many interference- 
free subspaces are left for communications. lA was first considered as a coding scheme 
for the two user Gaussian interference channel in [68], where DPC combined with 
successive decoding achieves multiplexing gain strictly higher than th a t of conventional 
MIMO interference channel. Cadambe and Jafar’s work in [62] subsequently utilized 
the technique in [68] as a means of achieving iF/2 number of DoF for iF-user interference 
channels. It was shown that, with a proper precoding and decoding matrices design, all 
the interference can be concentrated roughly into one half of the signal space at each 
receiver, and leaving the other half available for the desired signal uses [62].
However, the explicit formulation of the precoding and decoding matrices to  achieve 
lA has only been found in certain cases. The research work in [75, 76] illustrated 
some new precoding matrix design methods to enhance the achievable rate in these 
certain cases while maintaining the optimality of DoF. As an alternative to closed 
form solutions, several iterative approaching algorithms have also been proposed in 
the literature (e.g., [64,70]), which aim to minimize the interference power leaked into 
desired signal subspaces. In detail, assuming reciprocity in the channels, Gomadam and 
et al. [64] gave a distributed algorithm for lA. In their work, the proposed algorithm 
tried to iteratively reduce the leakage power at each receiver by alternatively updating 
the projection matrices, and finally come up with the beamforming solution. Peters and 
Heath [70] alternatively tried to release the assumption about channel reciprocity, and
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came up with the idea tha t the proposed algorithm iteratively updates the precoding 
matrix for each transm itter and the receive interference subspace at each receiver. Since 
the receiving interference subspace is orthogonal to the space spanned by the projection 
matrix, the above two iterative algorithms give the same sum-rate results. For these 
iterative IA algorithms, MIMO interference channel with constant channel coefficients 
was also assumed. In addition, the feasibility conditions for the MIMO interference 
network with constant channel coefficients were determined in [71] as a multivariate 
polynomial system and solved by comparing the number of equations and the number 
of variables.
Aiming at implementing lA in above scenarios, the perfect CSI is required at all the 
active nodes. However, obtaining the perfect CSI will cost significant signaling over­
head and immensely decreasing spectrum efficiency. Motivated by this issue, the IA 
with imperfect CSI scheme has attracted researchers’ interest. Resent research work 
related to lA with limited channel feedback can be found in [77-80]. In [77, 79], lA 
in conjunction with Grassmannian channel vector quantized feedback can achieve full 
spatial DoF of iF/2 by providing the number of feedback bits above a certain value. In 
detail, the work in [77] is for single antenna frequency selective interference channels, 
and the work in [79] is for MIMO interference channels. The work in [78] alternatively 
focuses on the impact of noisy CSI on the performance of lA, and the derivation about 
the sum mutual information upper and lower bounds was provided. The performance 
compares favorably to what can be achieved by other existing methods (e.g., spatial 
multiplexing with water-filling and maximum eigenmode transmission within each cell 
individually).
Apart from the assumption tha t all nodes need to have perfect CSI, uncorrelated chan­
nel components are also needed in order to obtain the maximum DoF in an lA scheme. 
This motivated Nosrat-Makouei and et al. [20] to propose a MIMO lA scheme over 
correlated channels with imperfect CSI. In tha t paper, Nosrat-Makouei and et al. pro­
vided an approximate closed-form SINR expression for lA over MIMO interference 
channel with imperfect CSI and transm it antenna correlation. By deriving the SINR 
distribution of each stream for each user, sum-rate and symbol error rate can be easily 
calculated and used to compare with other transmission schemes. The simulation re­
sults were shown that lA may not always be the optimum solution by giving realistic 
system parameters.
2 .3 .4  In terferen ce  A lig n m en t in  P a r tia lly  C o n n ec ted  C h a n n els
The above mentioned lA schemes assumed tha t all K  number of transceiver pairs were 
fully connected for communications, and their transm itters needed to  formulate their
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precoding matrices to align K  — 1 number of interferences at their desired receivers. 
However, for the practical system design, not all interference are equally strong, and the 
interfering link(s) far away form a receiver can be negligible. In this case, transm itters 
are not necessary to align all the interference at their desired receivers. Contrarily, they 
can leave more DoF for their own links’ transmission. Motivated by this observation, 
it is worthwhile to investigate IA in partially connected interference channels.
In the literature, IA in partially connected interference channels has been investigated 
from many aspects [81-84]. In detail, the work in [81] is to characterize the multiplexing 
gain of iF-user interference channel with partially connected interfering links as a func­
tion of the number of users and the number of interfering links. It was shown in tha t 
paper tha t the number of interfering links has no influence on the achievable multiplex­
ing gain using lA, but affects the efficiency in terms of the number of required channel 
realization. In [82], Lee and et al. investigated the DoF of lA in partially connected 
interference channels with constant channel coefficient. W ith a restriction on number 
of antennas per user, the work has shown tha t the proposed lA based on intersection 
subspace property of the vector space scheme outperforms a conventional method in 
terms of DoF. Guillaud and Gesbert [83] then based on the partially connected L- 
interfering iF-user MIMO interference channel derived the feasibility conditions of the 
lA scheme. Furthermore, an iterative algorithm to solve the alignment problem was 
also proposed in their work. In [84], Ruan and Lan proposed a two-stage interference 
mitigation scheme for generalized partially connected interference channel: The first 
stage of the scheme is to determine the stream assignment and the subspace constraints 
for the precoding and decoding matrices; The second stage is to determine the stream 
assignment and the subspace constraints as well as the local CSI for the precoding and 
decoding matrices. The signal spaces were designed to mitigate many lA constraints 
at a cost of little DoF so as to extend the the feasibility region of the lA scheme. The 
analysis was shown tha t the proposed scheme can largely increase the system DoF.
2.4 M ulti-Cell MIMO Cooperative Networks
The conventional cellular networks handle inter-cell interference via preventing the 
reuse of the frequency resource within a certain cluster of cells. In this case, the 
inter-cell interference is controlled by the frequency reuse pattern and also the distance 
between two cells sharing the same frequency. Accompanied with the development 
of wireless technology, some novel architectures like small cell networks are emerged 
to achieve higher spectral efficiency. However, such dense networks are inherently 
interference limited communication environments. The crosstalk behavior in the multi­
cell downlink is equivalent to MIMO interference channel, whereby each transm itter has
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Figure 2.5: An example of multi-cell MIMO broadcast interference network.
a number of desired users. Consequently, by allowing transm itters to share CSI (and 
data signals), multi-cell coordinated beamforming (and cooperative beamforming) plays 
the prominent techniques, which allows transm itters to jointly optimize the precoding 
matrices for interference pre-cancellation [13,14,85].
2 .4 .1  S y s te m  M o d e l
As shown in Fig. 2.5, consider a multi-cell MIMO broadcast interference system com­
posed of L  transm itters, where each of them serves K  users. Each transm itter is 
accommodated with M  transm it antennas, and each user could have one or multiple 
receive antenna(s). In this section, assume tha t the users are single-antenna based ter­
minals, unless otherwise specified. Multi-antenna based users could be considered for 
exploiting additional spatial multiplexing or spatial diversity gain. All users in the cells 
served by the transm itters are allocated to the same frequency band with fiat fading 
channels. Assume tha t there exists some backhaul links to connect all the transm itters 
for sharing the Tx-CSI (and the data signals). Hence, the discrete-time equivalent form 
of received signal at the user served by the transm itter is given by
(2.35)
1 = 1
where x; denotes an M  x 1 signal vector transm itted by the transm itter; h(j,fc),z 
denotes an M  x 1 channel transition vector between the transm itter and the {j, 
user; v denotes the AWGN with zero mean and variance a^.
For the case when only the Tx-CSI is shared between transm itters but no data  sharing.
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the transm itter employs an M  x  K  {K < M )  precoding matrix T; to  relate x/ to a 
K  x l  symbol vector s/
xz =  TfSz, (2.36)
where the element of s/, denoted by S(^  is the symbol transm itted to the k^^ 
user served by the transm itter. The (j, kY^  user decodes the corresponding message 
^U,k) with the interferences to be treated as noise. The SINR of the transm itter to 
the (J, kY^  user is
IhT., X -tk jY
where denotes the k^^ column of the precoding matrix Tj .  This kind of system 
structure is called multi-cell coordinated network.
Alternatively, for the case when both the Tx-CSI and data signals are shared between 
transm itters, the multi-cell network can be deemed as a whole, and the clustered trans­
mitters can be viewed as a virtual transm itter to communicate with L K  number of 
users in the cluster. In this case, the virtual transm itter will construct a network pre­
coding matrix T  with the size of L M  x L K  (L K  < L M )  to handle all the interference 
in the cluster. Such kind of system structure is called multi-cell fully cooperative net­
work. In general, the beamforming techniques, which are used to handle single-cell 
MIMO broadcast problems, can be utilized to handle the multi-cell fully cooperation 
problems. However, this is not for all the cases, where more detailed explanation will 
be shown in Sec. 2.4.3.
2 .4 .2  M u lti-c e ll C o o rd in a tio n
Consider tha t only the CSI of direct and interfering channels are shared among the 
transm itters. The multi-cell coordination network allows each user to be served by its 
own transm itter whereas the set of precoding matrices to be optimized jointly. In gen­
eral, the optimization problems associated with multi-cell coordination can be divided 
into two categories; The total transmit-power minimization subject to individual user’s 
rate constraints; The rate region maximization subject to per transm itter power con­
straints. Following, the state-of-the-art beamforming techniques to solve these problems 
will be displayed.
T h e  T ran sm it-P o w er M in im iza tio n  P ro b le m
According to the system model of mutli-cell coordination network, the objective of 
minimizing the total transmit-power subject to individual user’s rate constraints can
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be formulated by
S . t .  (2.38)
where ^  is the SINR constraint for the user served by the transm itter, and 
the transmission power has already been included in the beamforming vectors. For the 
sake of simplicity, assume that the problem (2.38) has the feasible solution.
Such kind of multi-cell transmit-power minimization problem was first considered in 
the classic work proposed by Rashid-Farrokhi and et al. [45], where a jointly iterative 
power and beamforming vector optimization algorithm was proposed. The key idea 
is to exploit the uplink-downlink duality theory, and solve the downlink beamforming 
problem via solving an easy handled uplink beamforming problem. By iteratively up­
dating the transmission power and beamforming vectors, Rashid-Farrokhi and et al. [45] 
proved tha t the algorithm would finally converge to the optimal solution. Moreover, it 
was shown in [14] tha t the use of convex optimization for establishing duality can be 
extended to the multi-cell coordination network, where the globally optimal beamform­
ing vectors and power allocation were found by using the Lagrangian duality theorem. 
Furthermore, Dahrouj and Yu [14] also extended the duality result to account for the 
optimization objective of minimizing per transm itter or per antenna power. In addi­
tion, the duality theory can still hold when each user is equipped with multiple receive 
antennas [86]. However, by joint updating the transmission power, the precoding and 
the decoding matrices, the proposed algorithm in this case is no longer guaranteed to 
converge to the global optimal solution.
The R ate R egion M axim ization  Problem
Finding the optimal solution to the rate region maximization is a challenging task due 
to its non-convex objectives (e.g., sum-rate). In this case, many researches have been 
carried out in order to pursue the local optimal solutions, which can offer relative good 
performance by comparing with the existing approaches. For example in [87], Venturino 
and et al. proposed a jointly iterative algorithm to maximize the weighted sum-rate 
subject to per transm itter power constraints. The algorithm admits a distributed im­
plementation and is general enough to be used to solve the problems in multi-cell 
full cooperation network. Numerical results shown tha t the proposed algorithm out­
performs the throughput with respect to the uncoordinated strategies. In addition, 
Shi and et al. [88] proposed a linear transceiver design algorithm for maximization 
of weighted sum-rate problem, which is based on solving an iterative minimization of
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weighted mean-square error (MSE) problem. The latter is amenable to a simple dis­
tributed block coordinate descent minimization strategy. Furthermore, the algorithm 
was proved to have low computational complexity and guaranteed to converge to a 
stationary point. In simulations, it was shown tha t the proposed algorithm had a sub­
stantial gain in performance and computational efficiency over the existing approaches 
for coordinated beamforming and lA.
Alternatively, motivated by providing the user’s rate fairness in every cell, the optimiza­
tion problem of maximizing the worst case SINR subject to total transmit-power or 
per transm itter power constraint(s) has drawn researchers’ attention. For the problem 
with the total transmit-power constraint, similar as the single cell case, the relationship 
between transmit-power minimization problem and the worst case SINR maximization 
problem can be built up to solve the problem. Furthermore, Huang and et al. [89] pro­
posed a distributed optimization scheme to solve the same problem, where the proposed 
scheme was proved to converge to the global optimum point and can greatly reduce 
the information exchange between transmitters. In addition, for the problem with per 
transm itter power constraints, Tajer and et al. [90] proved tha t by alternatively solving 
a standard SDP problem in conjunction with a linear bisection search, the proposed 
algorithm with perfect Tx-CSI can give the optimal solution. Following, idea is also 
been extended to handle imperfect Tx-CSI cases.
2 .4 .3  M u lti-C e ll Full C o o p e ra tio n
By considering multi-cell full cooperation, as mentioned above, the network is effectively 
a MIMO broadcast channel with distributed antennas. The first investigation about the 
multi-cell downlink cooperation was shown in [91]. In [91], a linear pre-processing and 
encoding scheme, which can dramatically improve the cellular downlink performance 
by comparing with the conventional approaches, was proposed. The main advantage of 
the scheme is tha t the whole complexity burden has been transferred to transm itters, 
which leaves user side as simple as possible. This is the first stage to recognize tha t 
the multi-cell downlink cooperative channel is almost identical to the so-called MIMO 
broadcast channel. As long as one ignores the per transm itter power constraints, the 
above statement seems like true. However, in practice, in order to design a proper 
set of beamforming vectors, each transm itter with its own power constraint needs to 
be considered. This will make multi-cell cooperation network distinguish from MIMO 
broadcast network. In this case, different beamforming techniques (e.g., in [87]) must 
be implemented to handle the multi-cell cooperation problems.
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2.5 Summary
In this chapter, the state-of-the-art review has offered a comprehensive overview of the 
field of MIMO downlink beamforming techniques for wireless communications. In order 
to clarify the presentation, different MIMO downlink beamforming techniques have 
been discussed in terms of different channel models, e.g., MIMO point-to-point channel, 
single-cell MIMO broadcast channel, multiuser MIMO interference channel and multi­
cell cooperative channel. Among these channel models, the optimization problems, such 
as total transmit-power minimization, the worst case SINR maximization, the weighted 
sum-rate maximization, and so on, subject to various constraints have been addressed. 
It is worthwhile to note that, by exploiting the uplink-downlink duality theory, the 
total transmit-power minimization problem and the worst case SINR maximization 
problem can be easily handled, especially when the perfect Tx-CSI is assumed. For the 
sum-rate maximization problem, the relationship between sum-rate maximization and 
MSE minimization can be built up to help to solve the problem. Apart from these, 
various MIMO beamforming techniques with imperfect Tx-CSI have also been stated. 
For the codebook based scenario, selecting the qualified users among a large number of 
candidates has been proved to give a lot of benefit (i.e., multiuser diversity gain). On 
the other hand, opportunistic beamforming as a new scenario has also been given in 
order to further exploit the multiuser diversity gain.
According to the above discussion, most of MIMO beamforming techniques are required 
accurate CSI at transm itter(s) in order to efficiently handle the co-channel interference. 
Otherwise, we have to rely on selecting the qualified users among a large number 
of candidates, which might not be quite fair for the users constantly encountering 
the severe interference in the same frequency band. Motivated by these, the first 
contribution in this thesis is focusing on the beamforming design by simultaneously 
considering limited feedback and limited number of candidates in the cell, and the 
proposed work will be presented in the following chapter. Moreover, by considering 
multi-cell cooperative networks, current beamforming techniques allow the transm itters 
jointly process their beamforming vectors in order to solve the existing optimization 
problems, which normally involve single constraints. The optimization process will 
be significantly complicated if the objective functions involve two or more constraints. 
This motivate me to propose a new coordinated beamforming approach, which aims 
at solving a more generalized multi-cell cooperative problem. The related contribution 
will be shown in Chapter 4.
Chapter 3
Joint Space-Frequency User Scheduling 
with Limited Feedback
3.1 Introduction
Multiuser MIMO beamforming techniques have already attracted numerous however 
still increasing research activities in the areas of network (multiuser) information the­
ory and wireless communications. One of special problems focuses on the spectral 
efficiency of MIMO broadcast channels. As mentioned in last chapter, most of trans­
m itter beamforming techniques for MIMO broadcast channels require the assumption 
tha t the number of users should be larger (or even much larger) than the number 
of transm it antennas, and their performances approach the optimum case when the 
number of users to the number of beams (NUNB) ratio intends to infinite (e.g., op­
portunistic beamforming). On the other hand, significant performance loss is observed 
when such ratio is as small as 1.
Motivated by this, in this chapter, the work aims to enhance opportunistic beamforming 
by employing a joint space-frequency user scheduling approach. The enhancements are 
mainly in two folds:
1) Improve the performance of opportunistic beamforming for small NUNB ratios 
(e.g. NUNB is as small as 1).
2) The performance improvement should be based on limited feedback with a careful 
design.
Basic idea of the proposed approach is to extend the opportunistic beamforming from 
one-dimension (spatial domain) beam allocation to two-dimension (spatial and fre­
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quency domains) beam allocation. It is assumed tha t transm itter can communicate with 
users via N  frequency-domain parallel sub-channels experiencing frequency-selective 
fading. Then, the proposed approach can take advantage of frequency diversity by 
employing joint beam and sub-channel allocation, which has potential to improve the 
throughput performance. However, such seemingly simple extension is not straightfor­
ward. Major challenges of the proposed approach are:
1) For the sake of feedback efficiency, each user is not expected to inform transm itter 
with respect to SINR (or SNR) of all sub-channels; or otherwise the feedback 
overhead would be unaffordable particularly for large N .
2) W ith limited feedback in mind, transm itter faces challenge of optimally allocating 
beams and sub-channels to the users.
Optimization problem of 2-D user scheduling is recognized as NP-hard. Nevertheless, 
this work presents two sub-optimum algorithms to achieve the performance-feedback 
trade-off with reasonable computational complexity.
One of the proposed algorithms is to allocate beams and sub-channels based on the 
low-rate quantized feedback of predicted SINRs. For such purpose, each user informs 
transm itter with L  votes indicating which beam of which sub-channel the user desires 
to enter. Transmitter collects the votes from all the users, and forms decision by 
employing an efficiently designed sub-optimal algorithm. The other algorithm is to 
perform beam and sub-channel allocation based on the quantized feedback of predicted 
SNRs. Unlike the SINR-based algorithm, the SNR-based algorithm requires each user 
to have additional feedback indicating undesired interferences. Such algorithm trades 
off the feedback efficiency and computational complexity for the improved throughput. 
Certainly, a new sub-optimum search algorithm is devised to handle the relatively 
complex feedback.
In addition, the proposed algorithms are also investigated in multi-cell cooperative 
and coordinated networks with various inter-cell interferences. Computer simulations 
show tha t the proposed algorithms largely improve the performances of conventional 
opportunistic beamforming in terms of both the system throughput and the number of 
active users when the NUNB ratio is as small as 1.
3.2 System  M odel and Problem Formulation
Fig. 3.1 illustrates an example of MIMO broadcast network accommodating M  trans­
mit antennas and K  users. In the block diagram, each user has two (or more) receive
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Figure 3.1: An example of MIMO downlink and user scheduling.
antennas in general. Suppose co-located receive antennas to be spatially uncorrelated. 
Each user is able to exploit increased spatial multiplexing and/or diversity gain. For 
the sake of clarifying the key ideas, the rest of the chapter will focus on the case of 
single-antenna users, which can be easily extended to the general case of multi-antenna 
users.
3 .2 .1  P re lim in a r y  o f  O p p o rtu n istic  B ea m fo rm in g
Start from the original concept of opportunistic beamforming [23], which lies in four 
key steps.
Step 1: Generate an M  x M  unitary matrix P  according to isotropic distribution [58], 
which serves as MIMO linear precoder. P  is assumed to be known at all the users.
Step 2: Users estimate their local CSIs, and based on which predict local SINRs.
Denote M  x 1 vector to be the channel vector between M  transm it antennas and 
the user. Suppose the user selecting the column of P  (denoted by p ^ )  to 
be the desired beamforming vector. The predicted SINR is computed by
SINRfc,m =
E  H P m - r
m'^m
(3.1)
where crj stands for the variance of AWGN, crl for the signal power. Such SINR 
prediction is based on worst cases, with which the actual SINR will be equal or better 
than the users’ expectation.
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Step 3: Each user decides the column vector, which maximizes the predicted SINR
rhk — arg max SINR^^^, (3.2)
m
and sends the decision (m^, SINR^^j^^) to transm itter.
Step 4- Transmitter allocates p ^ , Vp, as per user’s request. When two or more users 
request the same p ^ , the user having the largest SïNKk,mk wins the bid.
The other approach of opportunistic beamforming (e.g., see [24]) does not allow users to 
perform SINR feedback for the sake of reducing feedback overhead. Instead, users send 
1-bit to indicate their satisfactory with a pre-determined beamforming vector. When 
two or more users are happy with the beamforming vector, transm itter randomly selects 
one of them to communicate. In fact, this approach can be straightforwardly extended 
to the case with multiple pre-determined beamforming vectors. Instead of employing 
1-bit feedback, each user can send (log2  M] bits to indicate its interest of which out of 
M  pre-determined beamforming vectors. Again, random selection is applied when two 
or more users compete for one beamforming vector.
3 .2 .2  O p p o r tu n is tic  B ea m fo rm in g  S p a ce-F req u en cy  U se r  S ch ed u lin g
Most of wireless systems employ multi-channel communications. Therefore, it is natu­
rally the idea to apply opportunistic beamforming onto multi-channel scenarios. When 
opportunistic beamforming approaches are conducted individually on each sub-channel, 
there is no difference between the applications in single-channel and multi-channel cases.
Basically, there are two straightforward examples of applying opportunistic beamform­
ing onto multi-channel scenarios.
Example 1: First, the total of K  users are evenly distributed over N  sub-channels 
{K  >  N).  Then, opportunistic beamforming is performed individually for each sub­
channel.
Example 2: All of the users bid for the beamforming vector of the first sub-channel. 
The ones winning the bid are hosted by the first sub-channel, and the rest bid for the 
second sub-channel. Such process repeats until all of the sub-channels are allocated.
Following the proofs in [23,24], it is easy to justify tha t the above schemes approach 
the DPC performance when the number of users, K ,  intends to infinity. Moreover, 
the scheme in Example 2 is a special and simple example of performing joint space- 
frequency user scheduling, which should outperform the individual scheduling scheme 
in Example 1 due to its relatively larger multiuser diversity on each sub-channel (i.e., 
see discussion in Sec. 3.3.2).
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3 .2 .3  P r o b le m  S ta te m e n t and  M o tiv a tio n
This work is mainly motivated by two coherent problems.
Problem 1: It has been shown in [23,24] tha t opportunistic beamforming requires a 
large number of users (or more accurately very large NUNB ratio) in order to attain  
reasonable multiuser diversity gain. Suppose K  users sharing N  sub-channels with each 
having M  beams. Conventional opportunistic beamforming schemes usually require 
the NUNB ratio, defined by {K )/{N M ),  to be as large as 100. Significant performance 
degradation can be observed (also shown in Sec. 3.4) when the NUNB ratio is as small 
as 1 or 10.
In Sec. 3.3 & 3.4, it will be shown tha t Problem 1 can be largely mitigated by employing 
joint space-frequency user scheduling approach, which takes advantage of the frequency 
diversity of sub-channels. On the other hand, the following problem arises from the 
practical implementation point-of-view.
Problem 2: Joint space-frequency user scheduling approach requires each user to feed 
back SINRs of N  sub-channels for the sake of resource optimization. In such case, it 
requires a large amount of feedback overhead, which is not practically implementable. 
Moreover, it will be shown in Sec. 3.3 tha t joint space-frequency user scheduling is 
highly complex, and scales poorly with the size of the network. This problem motivates 
the employment of limited feedback as well as the design of low-complexity space- 
frequency user scheduling algorithms.
3.3 Joint Space-Frequency User Scheduling and Perfor­
mance Analysis
This section provides general criteria of joint space-frequency user scheduler design as 
well as performance analysis in terms of diversity gain.
3 .3 .1  D es ig n  C riter ia
The design of joint space-frequency user scheduling is mainly based on two assumptions.
A l) Denote hk,n to be the channel vector with respect to the user on the
sub-channel, is assumed to be statistically independent with respect to the 
index k, but correlated with respect to the index n.
A2) The number of users fulfills the condition: K  > M N .
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In addition, assume but only here tha t the feedbacks of users are (mfc,n5
where the sub-channel index n  is incorporated in the SINR term. W ith the above
assumptions, the following design criteria for joint space-frequency user scheduling is
proposed.
C riterion 1 (Sum -R ate M axim ization)
Given transmitter-side knowledge of VA:, n, the joint space-frequency
user scheduler aims to maximize the sum-rate of active users (receivers). Such objective 
is mathematically described by
(/C,A3 =  argm ax V  log2 (l +  SINR^,^^,^), (3.3)
keJC ,neJ\f
where /C, J\f are the sets of indexes corresponding to active users and their operating 
sub-channels respectively, and is the actual SINR of the A:^  ^ user operating
on the beam of the sub-channel.
The optimization problem (3.3) is generally unresolvable due to transm itter-side un­
certainty of SïNRfc^Tnk,n- However, the objective can be re-formulated into
(^,A^) =  argm ax ^  log2 ( l +  SINRt,a*,,n), (3.4)
keJC ,neJ\f
which is equivalent to (3.3) iff all of the ( MN)  beams are allocated to the active users; or
otherwise, the optimization in (3.4) is based on pessimistic prediction of the sum-rate.
In fact, (3.4) is an assignment problem in the area of computer science, which can be 
solved either by employing exhaustive search over all users’ feedbacks at the cost of ex­
ponential complexity or more efficiently the Hungarian algorithm with cubic complexity 
0{K ^)  [92].
C riterion 2 (System  C apacity M axim ization)
Generally, the assignment problem (3.4) does not yield unique solution. Given multiple 
solutions to (3.4), the second criterion aims to maximize the number of active users 
of the system, which is called the system capacity in this thesis. Mathematically, the 
objective function of Criterion 2 is described by
max size(/Cf), (3.5)
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where JCi is the solution to (3.4), and size(yl) is the function to measure the size of 
the set A.
Normally, active users should have their minimum requirements of SINR to be satisfied. 
Such condition can be an additional constraint applied to the problems (3.4) and (3.5).
3 .3 .2  D iv e r s ity  G ain  o f  J o in t S p ace-F req u en cy  S ch ed u lin g
Criteria 1 & 2 indicate the sum-rate and/or system capacity to be appropriate metrics 
for performance analysis, which are however mathematically intractable. Instead, the 
probability of attaining maximal DoF can be employed to investigate the diversity gain 
of joint space-frequency scheduling.
Given the formula of sum-rate in (3.3), the maximum of DoF (i.e., M N )  is attained 
when there exist M N  users having their channel vectors perfectly matched with the 
beams^. Such case is the inter-user interference free case, where the system capacity 
achieves its maximum for very high SNRs.
Define Vk,m,n to be the probability for the user to have its channel vector hfe,n 
perfectly matched with the beam on the sub-channel, where the value of such 
probability in general is very small due to channel randomness. To simplify the mathe­
matical notations, assume tha t Vk,m,n are identical with respect to  the indexes k, m, n, 
and thus can omit all the indexes in Vk,m,n' Using the joint space-frequency user 
scheduling criteria presented in Sec. 3.3.1 as well as the assumptions A1 & A2, the 
probability for the maximal DoF to be achieved is computed by (see the detailed deriva­
tion in Appendix A)
Prob(DoF„ax) =  ( j ^ l  (M N ) \V '^ ^ .  (3.6)
For the purpose of comparison, such probability is also computed for Examples 1 & 2 
in Sec. 3.2.2.
In Example 1, users form N  individual clusters with each having its maximal DoF 
of M .  Denote DoF” g^  to be the maximal DoF of the cluster. The probability 
Prob(DoFmax) for Example 1 is computed by
N
Prob(DoFmax) =  n P r o b ( D o F ; ,^ )  (3.7)
n = \
K \  \  ^
^ j M l j  (3.8)
Terfect Match is defined in the sense of | h ^ =  1 and |hfcp,„/|^ =  0, for m! 7  ^m, in (3.1).
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Table 3.1: An example illustrating the ratios (3.10) and (3.11) for various configuration 
of K.
K  =  64 K ^ 6 4 0 K  =  6400 K  -  64000
(3 .6 )
3.8) 523 dB 576 dB 577 dB 578 dB
(3 .6 )
(3 .9) 0 dB 0 dB 0 dB 0 dB
Here, assume tha t ( K) / ( N)  is integer for the sake of simplifying mathematical expres­
sion.
Example 2 is quite similar as Example 1, where there are N  sub-channels with each 
having the maximal DoF of M .  The difference is tha t sub-channels have different 
number of users involved in the bid. According to the description in Example 2, the 
sub-channel has {K — M {n  — 1)), n  =  1, ... ,N ,  users involved in the bid. Hence, 
the probability in (3.7) with specific to Example 2 is
N
Prob(DoFmax) =  Y l
n —1
K  -  M {n  -  1) 
M
{M\y^ VN  ^ M N (3.9)
The differences between (3.6) and (3.8) or (3.9) can be observed through the following 
ratios
N  ’
(3.6)
(3.9)
(3.6) ( / J ( M J V )!
( d ) M ! )
(/„ )(M JV )!
n i l  (M!) N
=  1 .
(3.10)
(3.11)
The derivation of (3.11) is provided in Appendix B. In addition. Table 3.1 illustrates 
an example of the above ratios when the parameters are configured by: M  — 8 beams 
per sub-channel and N  = 8 sub-channels.
In this example, the ratio is as large as 523 dB for the configuration of =  64 
corresponding to the case of NUNB= 1. This ratio is further increased with the increase 
of K .  Such phenomenon is also observed for other configurations of M  and N ,  which 
will be not provided in this thesis. Based on the above discussions, the conclusions are 
mainly in two folds:
1. Joint space-frequency user scheduling (including Example 2) can significantly im­
prove multiuser diversity gain in comparison with the individual user scheduling 
described in Example 1. Such large gain comes from channel frequency diversity 
across sub-channels, which is protected by the assumption A l.
2. The simple joint space-frequency user scheduling scheme described in Example 
2 achieves DoF optimality due to =  1. It would be more interesting to
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see performances of Example 2 in practical SNR environments, which will be 
discussed in Sec. 3.5.
3.4 Joint Space-Frequency User Scheduling w ith Limited  
Feedback
The discussions in Sec. 3.3 are based on the feedback of SINRfc,rhfc,n)! VA;, n.
Denote Bk and H sinr to be the number of bits required for representing ifik^n and 
SINRfc^^^^„ respectively. The total number of feedback bits (denoted by T^fb) for joint 
space-frequency user scheduling is
F'FB =  K N {B k  +  Hsinr), (3-12)
which is practically not affordable for the cases of large K  and N .  A straightforward 
way of reducing T^fb is to employ quantized feedback of SlNRk,ihk,ni based on which 
the SINR term in (3.4) should be replaced by the quantized version. Nevertheless, the 
feedback overhead is still considerably large for the cases of large K  and N .
Next, two joint space-frequency user scheduling schemes will be introduced with their 
requirements of feedback overhead to be largely reduced.
3.4.1 User Scheduling U sing SIN R-based Voting 
Overhead Reduction
Given SINR^^^^^yj, VA;, n, the A;*^  user is suggested to produce votes indicating 
its desired beams and sub-channels. W ithout loss of generality, assume here tha t 
SINRfc,Tnfc,i >  ... >  SINRfc .^^^ j^v. Then, the feedback produced by the A;^  ^ user is 
suggested to be (m^,!, ...,7hfc,Lfc). For each user, the parameter is determined by
Lk < Tmax and SINR^^^^^^^ > SINRT^, (3.13)
where Tmax(< N) is the maximum of feedback index, and SINRTk is the SINR threshold 
of the A;*^  user.
W ith such feedback design, the overall feedback overhead is
K
F'FB — ^  LkBk <  KLmaxBk, (3.14)
k=l
which is much smaller than tha t in (3.12).
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Nevertheless, transm itter faces challenges of solving the optimization problem (3.4) 
due to transmitter-side uncertainty of However, stress tha t the above
feedback design is a special case of quantized SINR feedback with the resolution of 
1-bit. Replacing the SINR term  in (3.4) with the 1-bit quantized feedback yields
(/C,j^) =  argm ax ^  log2 ( l +  SINRTfc,^^,„). (3.15)
k e lc ,n e A f
When SINRTfc is identical \fk, (3.15) and (3.5) simultaneously achieve their maximums. 
In such case, transm itter only needs to maximize the system capacity, and the opti­
mization problem is simplified.
Scheduling Matrix and Optimization
The above statement intuitively describes an integer linear programming problem [93]. 
Mathematically, a K  x  M N  matrix C can be formulated. The column wise of C 
stands for the beam index, and the row wise of C stands for the user index. The 
(/c, (n — l )N -{-m y^  entry of C, denoted by is set to T ’ (or otherwise ‘0’) when the 
k^^ user votes the beam of the sub-channel. Such matrix is called scheduling 
m atrix in this thesis.
Scheduling algorithms aim to find the maximal number of users with their desired beams 
to be allocated. Exhaustive search (or called the brute-force search in computer science) 
can be employed to find the solution. It is worthwhile to note tha t the exhaustive search 
here costs exponential complexity. Moreover, the searching algorithm would probably 
yield multiple solutions^. In such case, choosing a solution with (3.15) to be maximized 
is suggested. In the case of SINRT/j to be identical Vfc, arbitrary selection could be 
applied.
Complexity-Reduced Searching Algorithm
Here, a complexity-reduced searching algorithm is proposed, which yields sub-optimum 
solution.
Form a set of user indexes, denoted by U^ rn,n)  ^ by collecting the users who vote the 
(m,n)*^ beam, and a set of beam indexes, denoted by V^, by collecting the beams 
with respect to the k^^ user’s preference. The proposed algorithm is suggested to start 
searching from the beam tha t has the largest number of votes. The index of such beam.
^This is because the integer linear programming problem can be easily proved to have 1 or more 
optimum solutions.
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denoted by (mo, no), is found by
K
(mo, no) =  arg max ^  eg (3.16)
m,n
It is possible tha t (3.16) results in multiple solutions, with which the detailed discussion 
will be provided in Remark 1. However, for the sake of clarifying the presentation, 
assume but only here tha t (mo, no) is the unique solution of (3.16).
Consider there are U users voting the (mo,no)*^ beam, i.e., U = size{U(^rno,no))- More­
over, assume tha t the user votes this beam (i.e. u G l4(rno,no)) ^.nd also the set Vu 
is formulated. Given the beam index (m^ ,^ n^ )^ G Vu-, the size of U(rnu,nu) (denoted by 
U^ rnu,riu) ~  be measured and its minimum (denoted by U*) can be
obtained via
=  (3-18)
k=l
Suppose there exist a user with the index u* fulfilling the condition
n* =  argmax(C/*), (3.19)
u
then this user will be allocated to the (mo,no)^^ beam. Afterward, update the schedul­
ing m atrix C by deleting the columns corresponding to the beam indexes (mo, no) and 
{mu,'nu) for U(^ rnu,nu) to be a null set, and the row corresponding to the user index 
u*. The above process is repeated until there is no beam to allocate. Then, the joint 
space-frequency scheduling process is completed.
In the above process, for each loop one available beam is allocated to a selected user. 
Therefore, the total number of loops is equal to the number of active users of the 
system. According to Criterion 2, this algorithm is said to be optimum if the number 
of loops is maximized. However, the proposed algorithm cannot achieve such global 
optimality. Instead, the goal of the proposed algorithm is to achieve local optimality by 
maximizing the number of residual beams after each loop as such it gives the maximal 
DoF (the number of residual beams) for the next loop to  perform resource allocation.
It is shown in Appendix C tha t the proposed algorithm achieves the goal of local
optimality for the condition of 2 < max(t/*) < mo condition is protected
by (3.16)). However, for the special case of max(t/*) =  1, the proposed algorithm 
cannot guarantee the goal of local optimality. A simple way of improving the algorithm
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is to compare the number of U(jn^^nu) ~  1 instead of the minimum of U{jnu,nu) only. In 
order to give a clear story, let’s take a simple example where the (mo,no)*^ beam has 
been voted by two users; User 1 has requested three beams with G {2,1,1}, and
User 2 has requested two beams with U^m2 ,ri2 ) G {2,1}. In this case, min(U(^^^Mi)) ~  
min(?7(^2^^2)) =  1. Moreover, User 1 has two elements equaling to 1, and User 2 has 
one element equaling to 1. Then, the decision is to allocate the beam to User 2 as such 
it removes only two beams; or otherwise 3 beams have to be removed. If User 1 and 
User 2 do not show any difference in terms of U{jnu,nu)i th^n arbitrarily selecting one 
of the users can be implemented.
Remark 1: In the case of existing multiple solutions to (3.16), a beam with its term  
max(LU) to be the maximum among all the candidates is selected. Based on the dis­
cussions above, such selection maintains the sub-optimality of the proposed algorithm.
Remark 2: It is possible for the proposed algorithm to reach global optimum in some 
special cases. For example, if each loop always removes one beam from the list of 
available beams, then the proposed algorithm could finally reach the maximal DoF 
(i.e., M N ).  However, when such special cases do not exist, the proposed algorithm can 
only guarantee optimality for each loop.
Remark 3: The computational complexity of the proposed algorithm mainly comes from 
the order statistics in (3.16)-(3.19). Given the maximal DoF of {M N),  the complexity 
of order statistics in (3.16) is upper bounded by 0 { { M N Ÿ ) \  and the same upper bound 
applies also to  the procedure from (3.17) and (3.19). Since the maximal number of loops 
is M N ,  the overall computational complexity is upper bounded by 0{{M N )^) .  Hence, 
the proposed algorithm offers cubic complexity in order of the maximal DoF, which is 
significantly lower than the exponential complexity offered by the exhaustive search.
3.4.2 User Scheduling Using SN R-based Voting
The user scheduling algorithm presented in Sec. 3.4.1 is based on pessimistic prediction 
of SINRs, with which both the sum-rate and system capacity are under estimated. 
Such prediction will result in inefficient exploitation of the DoF. Motivated by this 
observation, a new user scheduling algorithm is proposed here in order to trade off 
computational complexity and feedback overhead for the performances.
B eam  Selection  and Feedback
Unlike the user scheduling algorithm in Sec. 3.4.1, the proposed algorithm here requires 
users to feed back their desired beam for each sub-channel and indication of undesired
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interference beams. Then, transm itter will schedule the maximal number of users with 
their condition of sub-channel coexistence to be satisfied. By such means, the following 
part will show tha t the accuracy of predicted SINR is improved.
In detail, the proposed algorithm first requires users to predict the SNR of each beam 
(denoted by SlSlRk,m,n)
|i T 12
SNRfc.».„ ^ - L i y f L ,  (3.20)
^n l^s
and then select the desired beam of each sub-channel by employing
=  argm ax SNRfc,m,n- (3.21)
m
All the rest of the beams in the sub-channels are considered as the interference beams. 
Then, the users need to identify undesired interference beams with the number of which 
to be minimized. This goal can be achieved by comparing the predicted SINR with the
SINR threshold when an interference beam is incorporated in the SINR computation.
The detailed algorithm of undesired interference beam selection is summarized below:
Step 1: Compute the predicted SINR by incorporating I  interference beams with the 
smallest interferences, i.e., those with smallest |, A  In the
computation, assume tha t equal power allocation over transmit-antennas subject to 
total power constraint per sub-channel. Set X =  1 for the first loop.
Step 2: Compare the predicted SINR with the threshold SINRT^. If it is not smaller 
than SINRTfc, then the considered X  beams are counted as acceptable interference 
beams; or otherwise the algorithm ends, and the XJ^ beam and other residual interfer­
ence beams are counted as undesired interference beams.
Step 3: Repeat Step 1 and Step 2 with X — X-\-l .
The above process yields the indexes of desired beam and acceptable interference beams 
for the user. Then, these indexes are sent to transm itter for performing joint 
space-frequency user scheduling. It is clear tha t undesired interference beams are not 
incorporated in the SINR prediction, and thus the predicted SINR is closer to the actual 
SINR in comparison with the user scheduling algorithm in Sec. 3.4.1.
Scheduling M atrix and O ptim ization
Analogous to the user scheduling algorithm in Sec. 3.4.1, the algorithm here is also to 
solve an integer linear programming problem. Mathematically, an M  x  K  scheduling 
m atrix for the sub-channel, Vn G [1, # ] ,  can be formulated. The column wise of 
"Tn stands for the user index, and the row wise of 'Tn stands for the beam index. The
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(m, entry of T n  is set to T ’ when the k^^ user considers the beam as its desired
beam, ‘-1’ when the k^^ user considers the beam as its acceptable interference beam, 
or ‘0’ when the k^^ user considers the beam as its undesired interference beam.
The scheduling algorithm aims to find the maximal number of users whose desired 
beams can coexist with each other in the same sub-channels. Optimum solution can be 
found by employing exhaustive search at the cost of exponential complexity. Therefore, 
a complexity-reduced searching algorithm will be introduced, with which exhaustive 
search can be applied only for some local areas.
C om plexity-R educed  Searching A lgorithm
The proposed algorithm starts from an arbitrarily selected matrix^ T n , Vn 6 [1, A]. 
The aim of the algorithm is to find a square matrix, T n , which is formed by collecting 
appropriate rows and columns of T n  This matrix should have all the entries to be 
either T ’ or ‘-1’, and each row of the matrix should have only a single ‘1’. The row and 
column indexes of T n  should remain the same as T n , and then the user scheduling can 
be done based on the row and column indexes corresponding to the entries of ‘1’. W ith 
the second step, it can be guaranteed tha t all the active users in the sub-channel would 
not coexist with undesired interferences. It is worthwhile to note th a t the second step 
can yields multiple solutions of Tn- Then, it is suggested to select the solution with the 
size of the matrix to be the maximum; as such it maximizes the number of active users 
for the sub-channel and thus achieves local optimality. The allocated users are removed 
from other sub-channels. The above process is repeated until all the sub-channels are 
processed.
Remark 4-' Comparing with the user scheduling algorithm in Sec. 3.4.1, the proposed 
algorithm here mainly takes advantage of more accurate prediction of SINRs. However, 
the proposed algorithm here has to conduct exhaustive search within each sub-channel 
in order to find the best T n , which costs exponential complexity with respect to the 
matrix size of T n  Nevertheless, the exhaustive search is performed only within the 
local areas (i.e., sub-channels), and thus the complexity is reduced in comparison with 
the algorithm with global exhaustive search.
Remark 5: The proposed algorithm here requires extra signaling overhead to indicate 
those undesired beams by comparing with the user scheduling algorithm in Sec. 3.4.1. 
In detail, assume tha t Qmax is the maximum number of feedback beam index for a 
user in a sub-channel, where Qmax < M. Recall Bk to be the number of bits required 
for feeding back one beam index. The maximum total number of feedback bits for the
'The reason of adopting arbitrary selection here is that Tn, Vn G [1, jV], are statistically identical.
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Figure 3.2: Sum-rate vs. transmit-power normalized by noise, where users send beam 
indexes plus SINR values back to transm itter, and the minimum SINR requirements 
are set up to SINRT =  0 and SINRT =  1, respectively.
proposed algorithm here is KNQmax^k- In this case, by comparing it with (3.14), if 
Qmax =  Z/max, the Overall feedback overhead here is N  times more than the one of user 
scheduling algorithm in Sec. 3.4.1. Hence, in order to reduce the signaling overhead, 
the proposed algorithm here can be modified to let user conduct sub-channel selection.
3.5 Simulation Results and Discussions
Computer simulations were used to evaluate the proposed joint space-frequency user 
scheduling algorithms in terms of the sum-rate and the probability of attaining maximal 
number of active users normalized by the total number of users per cell. Here, the 
frequency-selective fading channel was considered, where it can be modeled as a finite 
impulse response (FIR) filter with the maximum order of 3. All the taps were randomly 
generated according to the Rayleigh distribution with the exponential decayed variances 
(e.g., see [94]). Transmitter for each cell was equipped with M  = 8 transm it antennas 
serving K  — 64 users via N  — 8 correlated sub-channels. In this case, the NUNB ratio 
was configured as 1. In addition, equal power allocation over transm it antennas was 
implemented subject to total power constraint per sub-channel. The simulation results
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Figure 3.3: The probability of attaining maximal number of active users vs. transm it- 
power normalized by noise, where users send beam indexes plus SINR values back 
to transm itter, and the minimum SINR requirements are set up to SINRT =  0 and 
SINRT =  1, respectively.
were computed on an average over 10,000 independent channel realizations.
Experiment 1: The objective of this experiment is to examine the performance of 
proposed joint space-frequency user scheduling scheme, where the feedback information 
at each user is The baselines for comparison are the two examples
of opportunistic beamforming as presented in Sec. 3.2.2. In this experiment, all the 
users will have two different SINR thresholds to be satisfied: SINRT =  0 (i.e., equivalent 
to 0 b it/s/H z) and SINRT =  1 (i.e., equivalent to 1 b it/s/H z). Fig. 3.2 displays the 
sum-rate performances versus the transmit-power normalized by noise. It can be seen 
tha t the proposed joint scheduling scheme outperforms both opportunistic beamforming 
examples when SINRT =  0. For the case of SINRT =  1, the performance of Example 2 
is close to the proposed scheme, but much better than Example 1.
According to the technique discussion in previous sections. Example ^ is a special case 
of the proposed joint space-frequency scheduling scheme, and it is proved th a t its max­
imal DoF is as same as the proposed scheme. However, in practical SNR environments, 
transm itter for Example 2 will follow a pre-determined sub-channel order and sequen­
tially schedule the users who have the best SINR performances. Once a user being
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Figure 3.4: Sum-rate vs. transmit-power normalized by noise, where users only send 
beam and sub-channel indexes back to transm itter, and the minimum SINR require­
ments are set up to SINRT =  0 and SINRT =  1, respectively.
allocated to a sub-channel, it cannot appear in other sub-channels. For such proce­
dure, the sum-rate performance may not be maximized, especially when the number of 
users is small. The performance loss can be clearly observed when SINRT =  0. For the 
case of SINRT =  1, because tha t the users with low SINR values have been prevented 
to send feedback, the rate difference between the propose scheme and Example 2 is 
not tha t obvious. Moreover, due to no frequency domain diversity, most of users for 
Example 1 will be switched off when SINRT =  1, and the sum-rate performance is the 
worst.
Fig. 3.3 displays the probability of attaining maximal number of active users for different 
schemes. It is shown that, when SINRT =  0, the proposed joint space-frequency user 
scheduling scheme gives the optimal number of active users, which is equal to 64. 
Following, Example 2 is close to the optimal case, and then Example 1 gives 65% of 
active users. However, when SINRT =  1, due to high SINR requirement, all the users 
with low predicted SINR values have been prevented to send feedback. T hat is why 
the maximum number of active users in this case is below 40%. The performance of 
Example 2 is near identical to the proposed scheme, and Example 1 has the worst 
performance.
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Figure 3.5: The probability of attaining maximal number of active users vs. transm it- 
power normalized by noise, where users only send beam and sub-channel indexes back 
to transm itter, and the minimum SINR requirements are set up to SINRT =  0 and 
SINRT =  1, respectively.
Experiment 2: The objective of this experiment is to examine the performance of 
proposed joint space-frequency user scheduling scheme with limited feedback. In this 
experiment, the users only send their preferred beam and/or sub-channel indexes back 
to transm itter. The baselines for comparison are the two examples of opportunis­
tic beamforming with the only beam index feedback. Here, the two different SINR 
thresholds for all users (i.e., SINRT =  0 and SINRT =  1) are still be used. Fig. 3.4 
displays the sum-rate performances versus transmit-power normalized by noise. It can 
be observed that, when SINRT — 0, all the three schemes have the same sum-rate per­
formance. This is because that SINRT =  0 allows all the users feed back their preferred 
beam indexes regardless the SINR quality, meanwhile, a random selection in term s of 
sum-rate is performed at transm itter. In contrast, when SINRT =  1, only the users 
with good predicted SINRs are allowed to send their beam indexes to transm itter. In 
this case, the sum-rate performance of proposed scheme outperforms the conventional 
opportunistic beamforming scheme. Moreover, the exhaustive search solution of pro­
posed scheme, when SINRT =  1, is also given, which aims at verifying the proposed 
complexity-reduced solution. The result shows tha t the sum-rate performances of both 
solutions are close to each other.
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Figure 3.6: Sum-rate vs. transmit-power normalized by noise. Comparison between the 
SINR-based algorithm and SNR-based algorithm with the minimum SINR requirements 
are set up to SINRT =  0, SINRT =  1 and SINRT =  3, respectively.
Fig. 3.5 displays the probability of attaining maximal number of active users for dif­
ferent schemes with limited feedback. It can be observed that, when SINRT =  0, even 
all the users are only allowed to feed back their preferred beam and/or sub-channel 
indexes regardless the SINR quality, the proposed complexity-reduced algorithm can 
give relatively good system capacity, and the performance is better than the random 
selection based opportunistic beamforming schemes. The performance trends of three 
different schemes are similar as the ones shown in Fig. 3.3. For the case of SINRT =  1, 
due to high SINR requirement, transm itter only receives the feedback bits from certain 
qualified users. The performance trends of three different schemes are similar as the 
ones shown in Fig. 3.3 as well. Moreover, the proposed complexity-reduced algorithm 
is also compared with the exhaustive search. The result shows tha t their performances 
are close to each other.
Fig. 3.6 and Fig. 3.7 are used to compare the performance between SINR-based user 
scheduling algorithm and the SNR-based user scheduling algorithm for different SINR 
thresholds in terms of the sum-rate and the probability of attaining maximal number 
of active users, respectively. As shown in the figures, when SINRT =  0, users for the 
SNR-based algorithm allow their preferred beam to coexist with all the interference
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Figure 3.7: The probability of attaining maximal number of active users vs. transm it- 
power normalized by noise. Comparison between the SINR-based algorithm and SNR- 
based algorithm with the minimum SINR requirements are set up to SINRT =  0, 
SINRT =  1 and SINRT =  3, respectively.
beams in the same sub-channels regardless the quality of SINRs, hence, its sum-rate 
performance is almost identical to the ones of the SINR-based algorithm. However, for 
the probability of attaining maximal number of active users, transm itter for the SNR- 
based algorithm needs to follow a randomly selected sub-channel order and sequentially 
schedule the users for different sub-channels. In this case, the SNR-based algorithm 
will loss certain performances by comparing with the SINR-based algorithm, where the 
SINR-based algorithm is jointly scheduling users for all sub-channels. This is the reason 
why there is a gap between two schemes in terms of probability of attaining maximal 
number of active users, when SINRT =  0.
For the case of SINRT =  1, the SNR-based algorithm gives slightly worse sum-rate per­
formance than the SINR-based algorithm when transmit-power normalized by noise is 
above 26 dB, however, its probability of attaining maximal number of active users in the 
case outperforms the SINR-based algorithm throughout the entire range of transm it- 
power normalized by noise ratio. For the case of SINRT =  3 (i.e., equivalent to 2 
bits/s/H z), the SNR-based algorithm gives the relatively good performances for both 
sum-rate and probability of attaining maximal number of active users. In contrast, due
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Figure 3.8; Sum-rate vs. transmit-power normalized by noise. Comparing the differ­
ent number of sub-channels selection for users’ feedback, where the minimum SINR 
requirements is set up to SINRT =  3.
to its pessimistic SINR prediction, most of users for the SINR-based algorithm cannot 
satisfy SINRT =  3, and this is why there is almost no performances. Moreover, it is 
worthwhile to note that, when transmit-power normalized by noise is below 12 dB, 
the SNR-based algorithm with SINRT =  3 gives worse sum-rate performance than the 
ones with SINRT =  1. This is because that, at low SNR range, few users can satisfy 
SINRT =  3, and most of users have to be switched off.
Experiment 3: As highlighted in Sec. 3.4, one of the main factors tha t leads to the 
improved performance of SNR-based algorithm comparing with the ones of SINR-based 
algorithm is the increased signaling overhead. Such signaling overhead is increasing 
accompanied with the number of sub-channels N  increasing. Hence, in order to  reduce 
the signaling overhead of SNR-based algorithm, one of the methods as mentioned before 
is to conduct the sub-channel selection for all the users. Motivated by this, the objective 
of this experiment is to examine the performance of proposed SNR-based algorithm 
with the different number of sub-channels selection for all the users, when the SINR 
threshold for individual user is set up to 3, which is equivalent to 2 b its/s/H z per user. 
In detail, instead of feeding back the beam indexes for all sub-channels, each user here 
just selects certain number of sub-channels, which have the most number of acceptable
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Figure 3.9: The probability of attaining maximal number of active users vs. transm it- 
power normalized by noise. Comparing the different number of sub-channels selection 
for users’ feedback, where the minimum SINR requirements is set up to SINRT =  3.
interference beams for the user, to do the feedback.
Fig. 3.8 displays the sum-rate performances versus transmit-power normalized by noise. 
It can be observed that, for the SNR-based algorithm, the sum-rate performance of 
cases tha t users feed back the beam indexes for the maximum 8/4 /2  sub-channels are 
close to each other. The case tha t users feed back the beam indexes for the maximum 
1 sub-channel has the worst sum-rate performance comparing with the above three 
cases. However, even for the case that users only feed back the beam indexes for 
the maximum 1 sub-channel, its sum-rate performance is much larger than the ones 
of SINR-based algorithm. In this case, the amount of feedback bits of the two user 
scheduling algorithms are nearly identical. On the other hand. Fig. 3.9 displays the 
probability of attaining maximal number of active users for different cases. Unlike 
the sum-rate performance in Fig. 3.8, the probability of attaining maximal number of 
active users here for different cases exhibit clearly different performances. Due to the 
maximum number of feedback bits, the case tha t users feed back the beam indexes for 
the maximum 8 sub-channels outperforms the other cases. Following, it is the case th a t 
users feed back the beam indexes for the maximum 4 sub-channels, and so on. Here, 
the SINR-based algorithm almost has no performance due to the high target SINR
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Figure 3.10: Sum-rate vs. transmit-power normalized by noise for multi-cell cooperative 
network, where the channel variances of inter-cell interference links are set up to 1 and 
0.1, respectively.
requirement for each user. It is worthwhile to note that, for SNR-based algorithm, the 
case with maximum 4 sub-channel feedback has the close performance as the case with 
maximum 8 sub-channel feedback, but the signaling overhead for the former case is 
halved by comparing with the latter case.
Experiment 4-' The objective of this experiment is to examine the performance of 
proposed joint space-frequency user scheduling algorithms for multi-cell cooperative 
network with limited feedback. In this experiment, the number of cells is configured as 
2, and all the users are still sharing N  = 8 sub-channels. Assume tha t the transm itters 
are connected with ideal backhaul, and all the messages can be shared. In this case, 
the multi-cell network can be deemed as a whole, and the transm itters are able to 
jointly construct a network precoding matrix to handle the interference. Throughout 
the experiment, both strong and weak inter-cell interference links are considered, where 
the channel variances for the strong inter-cell interference links are configured as 1, and 
the channel variances for the weak inter-cell interference links are configured as 0.1.
Fig. 3.10 displays the sum-rate performances of Example 1 (only beam index feedback). 
Example 2 (only beam index feedback), and two proposed joint user scheduling algo­
rithms with different SINR thresholds. As shown in the figure, by introducing multi-
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Figure 3.11: The probability of attaining maximal number of active users vs. transm it- 
power normalized by noise for multi-cell cooperative network, where the channel vari­
ances of inter-cell interference links are set up to 1 and 0.1, respectively.
cell cooperation. Example 1, Example 2 and the SINR-based algorithm are all failed to 
communicate. This is because tha t the pessimistically predicted SINR, which involves 
two times more interference beams than the single cell case, cannot satisfy the pre­
determined SINR threshold SINRT =  1. However, for the SNR-based algorithm, it is 
shown tha t even SINRT =  3, the proposed scheme can guarantee certain sum-rate per­
formances. Fig. 3.11 displays the similar performance trends in terms of the probability 
of attaining maximal number of active users. However, in this case, the performance 
of SNR-based algorithm has fluctuation at low SNR range. This is because th a t the 
SNR-based user scheduling is a “joint hands” based algorithm, and in order to achieve 
one performance level, more power should be allocated. In addition, as shown in both 
flgures, the SNR-base algorithm with strong inter-cell interference links outperforms 
the case with weak inter-cell interference links, especially when the transmit-power 
normalized by noise is below 25 dB. This result is obvious since multi-cell cooperation 
can enjoy better multiplexing gain from the stronger inter-cell interference links.
Experiment 5: The objective of this experiment is to examine the performance of 
proposed joint space-frequency user scheduling algorithms for multi-cell coordinated 
network when the inter-cell interference links are weak (e.g., the channel variances for
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Figure 3.12: Sum-rate vs. transmit-power normalized by noise for multi-cell coordi­
nated network, where the channel variances of inter-cell interference links are set up to 
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the inter-cell interference links are configured as 0.1). Assume tha t the transm itters 
are connected with limited backhaul, and only the Tx-CSI can be shared. In this case, 
the transm itters will construct their own precoding matrices, respectively, and schedule 
users within their own cells. Moreover, all the users will treat the inter-cell interference 
as noise. Throughout this experiment, the case tha t there are 2 transm itters sharing 
N  = 8 sub-channels is still considered.
Fig. 3.12 displays the sum-rate performances versus transmit-power normalized by 
noise. It can be observed that, when SINRT =  1, the SINR-based algorithm shows 
up to 53 b its/s/H z per cell sum-rate performance, and the following is Example 2. As 
usual. Example 1 gives the worst sum-rate performance. Fig. 3.13 displays the per­
formances in terms of probability of attaining maximal number of active users, where 
the SINR-based algorithm presents up to 24% active users rate. Comparing these 
performances with the corresponding ones in Fig. 3.10 and Fig. 3.11, it can be ob­
served that, by constructing the precoding matrices through multi-cell coordination, 
the transm itters can give much better performance than the case of constructing a net­
work precoding matrix through multi-cell cooperation. The reason is because tha t, for 
multi-cell coordination, the predicted SINRs for above three schemes are much closer
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Figure 3.13: The probability of attaining maximal number of active users vs. transm it- 
power normalized by noise for multi-cell coordinated network, where the channel vari­
ances of inter-cell interference links are set up to 0.1.
to the actual SINRs by comparing with the ones for multi-cell cooperation. Apart from 
this, for multi-cell coordination, the transm itters do not need to share the messages 
among each other, which can significantly reduce the backhaul burden.
For the SNR-based algorithm, due to weak inter-cell interference links, the users for one 
cell very likely will select the beams in the other cell as their acceptable interference 
beams at first, and then select the rest in its own cell. W ith this kind of selection 
order, the scheduling matrix Tn,V n 6 [l,N] will involve so many ‘- I ’s and complicate 
the searching process. Motivated by this, for the proposed SNR-based algorithm, let 
the users in their own cell firstly select up to a fixed number of coexisting beams, and 
then allow the users to select the rest from the other cell. W ith such selection strategy, 
the computational complexity of the searching process at the transm itter-side can be 
largely reduced. Fig. 3.12 and Fig. 3.13 gives two examples of the proposed strategy: 
the SNR-based algorithm with up to 1 active user per cell and the SNR-based algorithm 
with up to 5 active users per cell. As shown in Fig. 3.12, the SNR-based algorithm with 
the two examples outperforms the other schemes, especially when the transmit-power 
normalized by noise is between 2 and 15 dB. Fig. 3.13 shows a large probability of active 
user’s rate for the SNR-based algorithm with up to 5 active users per cell, and for the
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SNR-based algorithm with up to 1 active user per cell, as expected, the probability of 
active users is always equal to 12.5%, especially when the transmit-power normalized 
by noise is above 5 dB.
3.6 Summary
In this chapter, a novel joint space-frequency user scheduling approach for MIMO 
downlink with limited feedback has been presented. Two complexity-reduced schedul­
ing algorithms have been proposed in order to achieve the objectives of maximizing 
sum-rate and system capacity. The performances of proposed schemes have been care­
fully investigated through both theoretical and numerical analysis. It has been shown 
that, for a small NUNB ratio, the proposed SINR-based algorithm can largely improve 
the throughput of conventional opportunistic beamforming up to 80% more, when the 
individual users rate constraint is set up to 1 b it/s/H z. Moreover, for the proposed SNR- 
based algorithm, the performance is even better for trading off the feedback efficiency 
and computational complexity. In addition, the proposed algorithms have also been 
investigated in multi-cell cooperative and coordinated networks with various inter-cell 
interference links. The results have showed tha t the SNR-based algorithm is the only 
applicable scheme in multi-cell cooperative network, and if the inter-cell interference is 
weak, multi-cell coordination seems more desirable than multi-cell cooperation.
Chapter 4
Optimized Coordinated Beamforming for 
Multi-Cell Downlink
4.1 Introduction
Due to high demand for spectrum resources, frequency reuse has a potential of enhanc­
ing the network coverage and accommodating more users. However, such reuse may 
produce severe co-channel interference especially for the users in the cell-edge. Multi­
cell coordinated beamforming emerges a promising solution to solve above problem and 
provides rate-fairness to the users in each cell [14,89,90]. Unlike multi-cell cooperative 
beamforming which requires the data-level sharing among transm itters [91,95], multi­
cell coordinated beamforming allows each user to be served by its own transm itter 
whereas the set of precoders to be optimized jointly. In this case, only the Tx-CSI is 
shared by the transm itters, which can significantly reduce the backhaul burden.
As shown in Chapter 2, in the literature, coordinated beamforming has be implemented 
to solve many objectives, e.g., the total transmit-power minimization subject to  indi­
vidual user’s rate constraints [14,45,86], or the weighted sum-rate maximization subject 
to per transm itter power constraints [87-90]. In this chapter, the specific problem of 
interest can be described as:
P I. How to optimize the precoding matrices in order to maximize the sum-rate of 
downlink multi-cell MIMO interference channel subject to per transm itter power 
and individual user’s rate constraints?
This problem is of more practical implications mainly because of two reasons: 1) In 
practice, transm itters are limited by their local power constraints; 2) In addition to
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the improvement of overall system spectral efficiency in terms of b its/s/H z/area , radio 
resources allocated to users should be well balanced.
The objective function stated in P I  is well-known as a nonconvex NP-hard problem [96], 
where conventional beamforming optimization methods cannot be straightforwardly 
implemented. Intuitively, transm itter beamforming for multi-cell MIMO broadcast in­
terference channel can be performed on a per-cell basis, where each cell independently 
optimizes its own benefit in a game theoretical model and treats the inter-cell interfer­
ence as noise. Following the iteration process, the multi-cell eventually converges to a 
competitive optimum [97]. On the other hand, the performance of per-cell based iter­
ative optimization can be significantly improved if joint processing is enabled [13,14]. 
Motivated by this, the major contribution in this chapter is to propose a novel coordi­
nated beamforming algorithm for the multi-cell MIMO broadcast interference channel 
with the problem P I to be solved. The proposed algorithm is essentially a two-step 
optimization process. The first step is to recursively formulate beamforming vectors 
based on the Lagrangian duality theorem [14,34], with which both the per transm itter 
power and individual user’s rate constraints are satisfied. The feasibility of finding such 
beamforming vectors is mathematically analyzed. If such beamforming vectors do not 
exist, a simple “user switch-off” mechanism is proposed such tha t the users remain­
ing in the network have their constraints to be satisfied [98]. Based on the successful 
implementation of the first step, a GDS algorithm (e.g., see [44]) is employed at the 
second step to find the optimum beamforming vectors within the feasibility region with 
the sum-rate to be maximized.
Moreover, the proposed scheme for two scenarios are investigated, which are the single- 
frequency and single-stream per user and the multi-frequency and multi-stream per 
user. The difference between the two scenarios is tha t the latter one needs to han­
dle the increased DoF, and a modified version of proposed algorithm in Sec. 4.4 is 
proposed to efficiently solve the problem. In addition, for the single-frequency and 
single-stream based scenario, an alternative method for finding the initial state is also 
proposed. Compared with the original proposed initialization method, the alternative 
method comes with lower complexity but worse rate performance. Computer simula­
tions are carried out to verify the proposed algorithm in Rayleigh fading environment. 
As shown in Sec. 4.5, within interference limited environment, the proposed algorithm 
outperforms the existing schemes.
4.2 System  M odel and Problem Formulation
Fig. 4.1 depicts an example of multi-cell MIMO broadcast interference network, where 
L  transm itters with each having M  transm it antennas communicate with the corre-
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Figure 4.1: An example of multi-cell MIMO coordinated network.
sponding single-antenna based users through a common wireless medium. Let’s dis­
cretize the entire frequency band into F  tones (sub-channels), corresponding to th a t of 
a practical multi-frequency modulation system. In this case, different data streams of 
a user can be transm itted in difference sub-channels in order to avoid the inter-stream 
interference. Assume that only the Tx-CSI is shared between transm itters but no data 
sharing is required, hence, the discrete-time equivalent form of received signal at the 
user served by the transm itter in the sub-channel is given by
y{j,k) ( /)  =  X I ( /)  ( /)  +  ( / ) ,  k = l , . . . , K ,  / = i , . . . ,F ,  (4.1)
1 = 1
where x; ( /)  denotes an M  x 1 signal vector transm itted by the transm itter in the 
sub-channels; ( /)  denotes an N  x  M  channel transition m atrix between the
Z*^  transm itter and the {j, ky^  user, and it varies within the different sub-channel of 
/ ;  ( / )  denotes the AWGN with zero mean and variance a^. The Z^  ^ transm itter
employs an M  x K  (K  < M )  precoding m atrix T; ( /)  to relate x; ( /)  to a AT x 1 symbol 
vector s; ( /)  in the sub-channel
X/ i f )  = T i ( / )  Si ( / ) , (4.2)
where the k^^ element of s/ ( /) , denoted by s/f^ M ( /) ,  is the information-bearing sym­
bol transm itted to the (Z, k)^^ user in the sub-channel with unit variance, and 
Tr {T( ( /)  ( /)}  < Pi denotes the total transmit-power constraint for the Z^ ^
transm itter.
The (j, k y^  user decodes the corresponding message S(j^ )^ ( /)  in the sub-channel 
with the interferences to be treated as noise. Then, with the optimal decoder, the
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achievable rate of the transm itter to the (j, user link is
F
+  SINR(j^ fc) (/)), (4.3)
/= i
where
is the SINR of the {j, user in the sub-channel; t k j  ( / )  denotes the k^^ column 
of the precoding matrix T j  ( /) , which is the beamforming vector for the ( j , u s e r  
in the sub-channel; P{j,k),j ( /)  and F(j^k),i i f )  denote the intra-cell interference and 
inter-cell interference in the sub-channel, respectively, with their mathematical form 
given by
( /)  = E ( / )  tn,i ( / )  I', (4.5)
n^k
(/) = E i f )  Ti ( / )  f ■ (4.6)
Based on the above system description, the problem P I  can be mathematically de­
scribed by
L K
E E % . t )
j —l k=l
S.t.
Tjif)
F
^ T r { T j ( / ) T f ( / ) } < P ^ , V i , f c ,  (4.7)
/=1
where stands for the {j, k)^^ user’s rate constraint, P j  is for the transm it­
te r’s power constraint. In this case, with the Tx-CSI to be shared by transm itters, 
each transm itter can run the optimization algorithm independently and form the same 
beamforming solution for all transmitters.
In addition, to clarify the technical presentation in following sections, let’s replace the 
precoding matrix ( /)  with
T j i f )  = W j i f )  diag(y^pij ( /) , .. .,  \JpK ,j i f) ) ,  (4.8)
where the k^^ column of W j  ( /) , denoted by ( /) ,  has the unity norm, and p k j  ( / )  
represents the transmission power spent on the {j, &)^ h symbol S(j/.) ( /)  in the p ^
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sub-channel.
4.3 The Proposed Scheme for Single-Frequency Scenario
For the single-frequency based scenario (i.e., F  = 1), each transm itter for each its served 
user only transmits a single data stream, and the individual user’s rate constraints in 
this case can be directly translated into the corresponding SINR constraints. Hence, 
the objective function of (4.7) can be simplified into
L  K
E  E  + SINRü,t))
S .t. SINR^j^^^ >
K
"^P k , j  < P j ,  Vj, A;. (4.9)
k^l
where the SINR^j can be expressed as
=   ---------- — ------------------------------------------------------------------ (4.10)
and 7(j,fc) — — 1 is the SINR constraint for the { j ,ky^  user. As mentioned
earlier, the proposed algorithm, which is used to solve (4.9), is essentially a two-step 
optimization process. The first step is to find the proper initialized beamforming vectors 
within the feasibility region; The second step is to find the optimum beamforming 
vectors within the feasibility region with the system sum-rate to be maximized.
4 .3 .1  B ea m fo rm in g  V ecto rs  w ith in  th e  F ea sib ility  R e g io n
The initial state of the proposed two-step iterative algorithm can be found by solving 
the following max-min SINR problem subject to per transm itter power constraints, 
which is
maxmin
K
S.t. ^ p k , j  < P j , y j .  (4.11)
k=l
The optimal solution of problem (4.11) can be found in [90]. However, the solution in 
[90] is carried out by alternatively solving a standard SDP problem in conjunction with a
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linear bi-section search, where the SDP is performed over matrices with more DoF than 
beamforming vectors, so tha t the solution comes with relatively high computational 
complexity [34].
Motivated by this, in this subsection, a complexity reduced solution for solving the 
problem (4.11) is proposed. The main idea is to employ a bi-layer search, where in 
the inner layer the uplink-downlink duality is employed to solve the max-min SINR 
problem subject to a sum-power constraint, and the outer layer continuously checks 
the power allocation constraints and decides when to terminate this bi-layer iterative 
optimization process. It is shown tha t the complexity of the proposed bi-layer search is 
polynomial, but at a lower rate in comparison with the SDP based algorithm. Moreover, 
although the proposed algorithm leads to a sub-optimal solution, it can achieve very 
close performance to the optimal algorithm [90].
Bi-layer Iterative A lgorithm  D esign
Given a predetermined sum-power constraint, the inner layer max-min SINR problem 
can be solved based on the standard uplink-downlink duality theory. Assume tha t the L  
transm itters compose a virtual transm itter serving L K  users, and the precoding m atrix 
of the virtual transm itter formulates a block-diagonal structure, where the element 
on the block-diagonal is W j .  Such a block-diagonal structure limits the job within the 
coordinated beamforming. Let =  [g ij , . . . ,  qKj]^  denote the virtual uplink transm it- 
power vector for the users served by the p ^  transm itter, the virtual uplink SINR for 
the user served by the p ^  transm itter is given by
SINRglil) = ^ 2 ’ (4-12)
where  ^ and  ^ denote the corresponding intra-cell interference and inter-cell
interference for the uplink, respectively, with their mathematical form given by
) (4-13)
n^k
^  (4.14)
According to Theorem 1 in [34], under the same sum-power constraint, both (4.10) 
and (4.12) have the same SINR achievable region, which means that, despite the block- 
diagonal structure of the precoding matrix, the downlink max-min SINR problem under 
a sum-power constraint can be solved via the virtual uplink max-min SINR problem 
under the same sum-power constraint. The optimal solution is given by implementing
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the joint beamforming and power control algorithm in [34]. Alternatively, the algorithm 
in [89] can also be used to solve the same problem with a distributed manner.
Once the optimal beamforming vectors V/c, j,  has been obtained, the optimal down­
link transmit-power vector (denoted by p) can be formulated by finding the first L K  
elements of the dominant eigenvector of the matrix
D A
IP:
C u
(4.15)
which can be scaled so tha t its last element equals one [34]. Regarding to the m atrix 
D,
C =  diag (4.16)
Psum. is the predetermined sum-power constraint; u  — [(j^,. . . ,  cr^]^ is L K  x 1 noise 
vector; 1 is all-one vector with the size of L K  x 1; Ÿ consists of L K  x L K  sub-matrices 
with the size of K  x K  each, and the (m,n)*^ element of each sub-matrix is 
defined as;
I = j  and n — m,
otherwise.
Here, the downlink transmit-power vector p  is formed by
w r T  TT ^
P =  [Pi , - - - ,P lJ ,
(4.17)
(4.18)
where p^ =  [p i j , . . .  ,PK,j]^ is the transmit-power vector for the transm itter, and
'Ï2j=i llPjlli — Psum-
For the outer layer process, using the superscript (n) to denote the iteration of bi­
layer iterative algorithm, let p^^  ^ denote the tentative downlink transmit-power vector 
obtained from the inner layer process. By implementing the proposed Proposition 1, 
which will be described later, p^^  ^ can be proportionally scaled for satisfying the per 
transm itter power constraints, and the updated -Pgum^  ^ will be used as the sum-power 
constraint for the next time inner layer process. Specifically, if maxj ||pj”^ ||i /P j,  j  6 
[1, L], is larger than one, scale p^ *^  ^ with a scalar a i  where (0 < cci < 1), and a i  reaches
|p j^^ ||i/P j, j  e  [1,1/], is back to one, then, update Pguin^  ^ — 
; Otherwise, if maxj ||pj^^\\i/Pj^ 3 E [1, L], is smaller than one, scale p^^  ^with
p { n + l )  _  - p i n )
its maximum when max.)
(n)«IP
a scalar a 2  where (0 : 2  >  1), and 0 : 2  reaches its minimum when maxj ||P j^^ ||i/P j, j  E
[1,1/], is reach to one, then, update Pg «2P (n) . Finally, if <  e,
then the outer iteration is said to have converged and the entire algorithm stopped.
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where e is a small positive value very close to  zero.
Based on the above analysis, the proposed bi-layer iterative algorithm is given by
Algorithm 4-P Bi-Layer Iterative Algorithm 
~T) Initialize an arbitrary set of
and n == 0;
2) Let n = n p l ,  solve the max-min SINR problem under the 
sum-power PguL constraint from [34] or [89] and obtain ;
3) I f  maxj ||pJ’^ ^ ||i/P j, j  G [1,P], is greater than one, scale
p(^) with a scalar cki, where (0 <  cki < 
maxj | |p f ^ | |i /P j  =  1, j e  [1,L]. Set Pgum^  ^ =
4) E lse if maxj ||pj”^ ||i /P j, j  G [1,L], is smaller than one, 
scale p^”  ^ with a scalar « 2 , where (0 : 2  >  1), to make 
maxj \ \p f^ \\ i /P j  =  1, j e  [1,L]. Set P^%^^
5) Repeat steps 2) — 4) until
), to make
- p ( n + l)  _  -p (n )
•4 sum sum < e.
where e =  10“ ®, and P^ Jum can be arbitrarily chosen from the range of (0, J^jA ^Pj]. 
The computational complexity of Algorithm 4-1 is: For the algorithm in the inner layer, 
as shown in [34], the main complexity in each iteration involves the formulation of Ÿ, 
the eigenvalue decomposition of D, and L K  times generalized eigenvalue decomposition 
of a matrix pair with the size of where, if L  is selected from a small integer,
the worst-case complexities of these operations are O O and O
respectively. Assume tha t K  — M ,  and Nin represents the number of iterations for the 
algorithm, the overall worst-case inner layer complexity is O times Ain number
of iterations. For the outer layer process, the complexity just involves certain element­
wise multiplications and additions of p, which can be ignored by comparing with 
Then the whole computational complexity of the proposed algorithm is O times
AinAout, where Aout denotes the number of iterations for the outer loop. In comparison, 
the optimal solution (i.e., see [90]) of the problem (4.11) involves the bi-section search 
and iteratively solving a set of SDP problems. In this case, referring to [99], the whole 
computational complexity is O {log (umax) log (1/e) Af® ®}, where Umax is the upper- 
limit of the bisection search. It is worthwhile to note that, for the proposed algorithm, 
there is no closed form solution to express Ai„ or Aout, but such iteration numbers can 
be obtained based on the numerical experiments.
C onvergence A nalysis
The convergence property of the algorithm in the inner layer has been well investigated 
in Sec. IV.A of [34]. Here, it will be mainly focusing on analyzing the convergence of
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the outer layer process. In order to show the convergence of proposed algorithm, le t’s 
firstly develop the following Proposition to show tha t each element in p  is continuous 
and strictly monotonically increasing.
Proposition 1: Given the optimal solution of the downlink transmit-power vector p  for 
the max-min SINR problem under sum-power Psum constraint, each element in p  is 
continuous and strictly monotonically increasing with respect to Psum-
Proof: See Appendix D.
W ith the strictly monotonie property between Psum and p, the proposed algorithm 
iteratively scales the downlink transmit-power vector p^” ,^ and terminates at the point 
p(*\ The stopping condition is: maxj ||p j*^ ||i/P j — 1, j  G [1,P], after the inner 
layer process. In this case, further iterations would not change the transmit-power vec­
tor p, i.e., ||p(^"'' )^||i =  ||p^^)||i (or equivalently |Psum^^ -  P^uml =  0)- Such iteratively 
scaling process can be analogous to the Newton-Raphson method, where the conver­
gence property can be found in [100]. It is noted tha t p^ *^  is not optimum in general, 
however the numerical results will show tha t it is very close to the optimum solution.
4 .3 .2  S u m -R a te  M a x im iza tio n
Provided the initialized beamforming vectors within the feasibility region, the sum- 
rate maximization algorithm aims at maximizing the system sum-rate subject to per 
transm itter power and individual user’s rate constraints. Here, a generalized version 
of the GDS algorithm is proposed to achieve this. S tart from the derivative of the 
sum-rate Psum =  E j= i  with respect to where t k j  = y /P kj^k ,j , '^ j ,k .
Since the sum-rate Psum is a real valued function, we have Vt^ ^Psum =  2dRsum/dtl j. 
The derivation of Vt^^Psum is shown as
In 9
(4,19)
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where j denotes the signal power of the user in the cell, j  denotes the 
intra-cell interference from the (j, user to the (j, k)^^ user, and T(j,k),i denotes the 
inter-cell interference from all the users in the cell to the (j, k)^^ user, with their 
mathematical form given by
n^k
(4.20)
(4.21) 
(A22)
For the next step, let’s specify the first order derivative of Psum in (4.19) as the search 
direction of the proposed generalized GDS algorithm and use the exact line search 
method to find the step length Ô. Several inexact line search methods are also in­
troduced in [101] to efficiently determine the step length 6. Unlike the conventional 
gradient descent algorithm as in [65], the proposed optimization process needs to keep 
monitoring both the per transm itter power and individual user’s rate constraints for 
each iteration. Define Psum as the sum-rate in the iteration, then the following 
conditions need be satisfied for each updated J.
n p ( n , n - l )  
sum ,(m ,j) "I
_w
^k,j
U,k^  - 0L23)
where
- p ( n ,n - l )
sum ,(m ,j)
k - l
E rn, j
K
+ E
m = fc+ l
7^—1)
r^n,j (4.24)
Base on the above discussion, the proposed iterative sum-rate maximization algorithm 
can be described as Algorithm 4.2. In this algorithm, rj is the tolerance factor for 
terminating the iterations. The termination strategy is that: After loop over all the 
users, if there is no Psum — Psum^  ^ >  P for each updated beamforming vector, the 
iteration will be terminated. In other words, the sum-rate in this case has already 
reached its maximum. The convergence analysis can follow the discussion in [31]. 
Although the iterative sum-rate maximization algorithm cannot guarantee the global 
optimal solution due to non-convexity of the objective in (4.9), a locally maximized 
point can be found with considerable performances.
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Algorithm 4-2: Iterative Sum-Rate Maximization
1 )  Initialize where and are
formulated based on Algorithm 4-1-
2) Calculate Psum with the initialized beamforming vectors
Vj, k and then set the iteration index n = l.
3) Iteration loop over all the users:
► Calculate the gradient Vt^^Pium^^ using (4.19);
► Update :=
► Calculate PsSm and
* I f  Psïm — Psum^  ^ > V and (4.23) is satisfied, 
keep the new t ^ ,  and loop over other users;
* E lse if Psïm -  Psum^  ^ < p 0 1  (4.23) isn’t 
satisfied, := -  S V tk jP in m \
Psum := Psum^\ and loop over other users.
4) Repeat step 3) until Pium — Psum^  ^ < p loop over all the 
users.
4 .3 .3  A lte r n a tiv e  M e th o d  for F in d in g  th e  In it ia l S ta te
In this sub-section, an alternative per-cell based iterative optimization method for 
finding the initial state of the proposed two-step iterative algorithm is proposed, which 
aims at trading off the the improved throughput for the computational complexity. 
Specifically, start from iteratively minimizing the transmit-power of each transm itter 
in each cell subject to the individual user’s rate constraints. In this case, all the inter­
cell interferences are treated as noise, and the transmit-power minimization problem 
for the cell can be expressed as
K
s.t. SINR(j-fc) > 7 (j,fc), V/c, (4.25)
where j  is for all cells. Here, by solving the transmit-power minimization problem for 
the p ^  cell, the choice of transmit-power vector and beamforming vectors will change 
the cross-talk interference behavior of all other cells. Hence, the optimization process 
needs to be performed iteratively among the cells until all cells’ transmit-power and 
beamforming vectors converge. The classic solution of solving the problem (4.25) can 
be found in [34,35,102]. Assume tha t the problem (4.25) has feasibility solution, 
where in this case there exists a set of transmit-power vectors p^ , j  G [1, A ], such tha t 
IIPjIIi <  P j  for all transmitters, meanwhile, there also exists a set of beamforming
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vectors G [1,L] and k G [1,A ], such tha t SINR(j^fc)/7(j,fc) A 1 for all users.
Otherwise, the problem is identified as infeasible, and the “user switch-off” mechanism 
needs to be implemented to relax the initial conditions.
After the optimal transmit-power vectors Pj,V j, and the set of beamforming vectors 
Wfcj,Vj, fc, are found based on iteratively solving (4.25), the next step is to scale the 
transmission power for all transm itters by a scaling factor (e.g., ^ > 1), which can 
enlarge the users’ SINRs. The reason of this scaling process is because that, after 
solving the objective (4.25), all transm itters’ power may be still smaller than their power 
constraints (i.e., Pjj=i,...,L)- This will offer a good opportunity to  spend the residual 
transmission power to improve the SINRs. In detail, recall the downlink transmit-power 
vector p  in (4.18) and define a scaling factor ^ (> 1). There exists a power vector 
P =  ^P, where each ||CPj||i, j  G [1,T], in p  is smaller or equal to its corresponding 
power constraint P j , j  G [1, T]. According to the power scaling law in [103], by scaling 
p  with the SINR value for each user can be proportionally increasing with respect 
to the factor and ^ reaches its maximum when maxj \\^P j\\ i/P j,j  G [1,T ] , is equal 
to one. Then, the new formulated transmit-power vector p  accompanied with the 
beamforming vectors Wfc,j,Vj, A:, are used as the initial state of the proposed two-step 
sum-rate maximization algorithm.
4.4 The Proposed Scheme for M ulti-Frequency Scenario
For the single-frequency based scenario, each transm itter for each user can only handle 
one data stream, and the individual user’s rate constraints can be easily converted to 
the SINR constraints. However, for the multi-frequency based scenario, new challenge 
comes from the increased DoF of the optimization process. In this case, transm itter 
is able to handle multiple data streams, and all the data streams of a user will be 
distributed into the multiple sub-channels, respectively. Hence, the per transm itter 
power and individual user’s rate constraints then become
F  F
||Pj ( / )  111 <  F j ,  Y  % f c )  ( / )  -  % f c ) ’ (4 .2 6 )
f=i f=i
where p^ ( / )  =  [pij ( / ) , . . .  , P K , j  ( f ) ] ^  i s  the downlink transmit-power vector of the 
transm itter in the sub-channel, and R(j^k) i f )  is rate of the (j, k)^^ user in the 
sub-channel.
Due to these new constraints in (4.26), the originally proposed two-step iterative sum- 
rate maximization algorithm for single-frequency based scenario cannot be straight­
forwardly extended to solve the objective of this multi-frequency based scenario. The
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main reason is because of that: For the single-frequency based scenario, the relation­
ship between the downlink transmit-power vector p  in (4.18) and the individual user’s 
rate constraint , Y?, k can be easily found. However, for the multi-frequency based 
scenario, as shown in (4.26), there is no direct link between the transmit-power and 
user’s rate constraints, and increasing one data stream ’s transmission power or rate 
is not necessary to increase the user’s total transmission power or rate. Thereby, the 
proposed two-step iterative sum-rate maximization algorithm for the single-frequency 
based scenario cannot be properly implemented. In addition, assume tha t we can take 
advantage of the individual frequency based transmit-power and stream ’s rate con­
straints, after completing the optimization process, it is very likely that, in some of 
sub-channels, the users can meet their transmit-power and data rate constraints, but, 
in other sub-channels, the users cannot meet. Such kind of situation will make the 
“user switch-off” mechanism hard to be implemented.
Motivated by the above observation, in this section, a modified version of the two steps 
optimization procedure is proposed, where the per transm itter power and individual 
user’s rate constraints in (4.26) need to be reformulated to
F
E  llPj i f )  111 S  P i ’ P - m  i f )  > ^ fP u ,k )’ ^ f ’h k ,  (4.27)
f=l
where wy, V/, are defined as weighting coefficients with the condition of ~  1,
and they can be chosen based on the channel variances of different sub-channels for 
different data streams (more detailed analysis see Sec. 4.5). The reason of introducing 
wy, Vy, to enable individual sub-channel based data stream ’s rate constraint is mainly 
because of the SINR uncertainty, and the first step of proposed sum-rate maximization 
algorithm has not start to iteratively maximize the system sum-rate. It is worthwhile 
to note that, for the second step of the algorithm, the individual frequency based rate 
constraints in (4.27) should be relaxed to the per transm itter power and individual 
user’s rate based constraints as in (4.26).
4 .4 .1  B ea m fo rm in g  V ecto rs  w ith in  th e  F ea sib ility  R e g io n
According to the reformulated user’s rate constraints as shown in (4.27), the data  
stream based SINR constraints, which denote as 7 (y,fc) ( / ) ,  V/, j, k, can be easily linked 
with the user’s rate constraint, where the relationship can be expressed as
ÏU,k) if) =  -  1. V/, j ,  k. (4.28)
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Then, the initial state of proposed sum-rate maximization algorithm for the multi­
frequency based scenario can be found by solve the following max-min SINR problem 
subject to per transm itter power constraints, which is
SIN%fc) i f )
F
S.t. Y  IIPj ( /)  111 A F j,V j. (4.29)
/ = i
Such a problem (4.29) can be solved according to the main idea proposed in Sec. 4.3.1.
In detail, start from spiting the problem (4.29) into F  sub-channel based max-min
SINR problems subject to the sub-channel based sum-power constraints, where, for the 
sub-channel, the objective is given by
^  SINR(j,t) (/)/7o,fc) ( /)
L
s.t. III (4.30)
j= i
where Psum(/) denotes the sub-channel based sum-power constraint for the p ^  sub­
channel, which can be initialized by equivalently dividing into F  parts (i.e.,
Psumif) — p J 2 j= iP j)-  The problem (4.30) for each individual sub-channel can be 
solved by using the solution in [34,89].
For the next step, the transmit-power vectors, which are obtained from the solu­
tion of problem (4.30) for all sub-channels, need to be proportionally scaled in or­
der to satisfy the per transm itter power constraints of original problem (4.29). De­
note p ( / )  =  [p f ( / ) , " . ,  pE (/)] ns the downlink transmit-power vector for the p ^  
sub-channel obtained from solving the problem (4.30), and the superscript (n) as the 
nP  iteration of the entire algorithm. The tentative downlink transmit-power vector 
p^’^ ^(/),V/, can be proportionally scaled for satisfying the per transm itter power con­
straints, and the updated will be used as the sum-power constraint
for the next time solving the problem (4.30). In detail, unlike the single-frequency 
based scenario, in this case, if maxy Z l/= i l|Pj”^ (/) lli /F j, j  6  [1 , T], is larger than 
one, we scale p^”^(/),V /, with a scalar a \ where ( 0  <  o;i <  1 ), and a \ reaches its 
maximum when maxy Z )/= i l|Py”^(/)lli/.P jî 3 G [1 ,T], is back to one, then, update
P ( n + l) ( /)  =  «iP^"^(/) ^ ,V /; Otherwise, if maxy J ] /= i  l|Py ( /) l |i /F y , j  E [1,L], is 
smaller than one, we scale p^”^(/), V/, with a scalar « 2  where ( « 2  >  1), and 0 = 2  reaches 
its minimum when maxy l|Py'^^(/)lli/.^j, 3 G [1 ,T], is reach to one, then, update
.^sum^^(/) — « 2 P^”^(/) ,V /. Iteratively repeat the above two steps (i.e., solving the
4.4. The Proposed Scheme for Multi-Frequency Scenario 71
p i T ( f )
pin )  
sum w  / <problem (4.29) and scaling the transmit-power). Finally, if 
e,V /, then the proposed algorithm is said to have converged, where e is the stopping 
criteria tha t is a small positive value very close to zero.
To sum up, the proposed algorithm for solving the problem (4.29) can be given by 
Algorithm 4-3: Iterative Algorithm to solve (4.29)
1)
2)
3)
Initialize P ^ ^^ if) ,  an arbitrary set of w^U(/), V/,/c, j,  and 
n =  0 ;
Let n — n  -h 1, solve the max-min SINR problem under 
the sub-channel based sum-power Psum(/) constraint from 
[34,89] and obtain p P  ( /) , V/, j;
I f  maxy \ \ p f ' \ f ) h /P j ^  j  G [1,L], is greater than one,
scale p^’^ ^(/),V/, with a scalar where ( 0  <  a i  <  1 ), 
to make maxy Z ]/= i ||Py ''^(/)||i/Fy =  1, j  G [1,L]. Set 
? s " 7 \ / )  =  | | « i p ‘" > ( / ) | | ^ , V / ;
E lseif max,' E /= i  f  ^ smaller than
one, scale p^”'^(/),V /, with a scalar 0 =2 , where (erg > 1 ), 
to make m ax ,-E /= i IIp 7 ( / ) I I i /-^j =  R 4 e  Set
, ( 1),
4)
5) Repeat steps 2) — 4) until
,V /;
_  pi n )  / 
sum \ J  J sum w  / < c,vy.
where e =  10 ®. The convergence analysis of Algorithm 4-3 can follow the discussion 
in Sec. 4.3.1.
4 .4 .2  S u m -R a te  M a x im iza tio n
Provided the initialized transm itter beamforming vectors within the feasibility re­
gion, similar as Sec. 4.3.2, the GDS algorithm can be implemented to maximize 
the system sum-rate within the same feasibility region. Start from the derivative 
of the sum-rate Rgum =  J2j= iJ2k= i^ij,k) with respect to tt ,y (/) , where tfc,y(/) =  
( / ) wt,y ( /) ,  Vy, j, k. Since the sum-rate i?sum is a real valued function, by pro­
viding the initialized transm itter beamforming vectors within the feasibility region, we
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have Vt^^.(/)Rsum =  2dRsum /dtl j { f ) .  The derivation of Vt^^.(/)i?sum is shown as
- y  —
Z-V In 9
(/)
# 2 (/) + i f )  +  i f )  +
^U,n),j i f )  ^k,j i f )
X
i A™ *“ 2 i f )  + %1)4 i f )  +  i f ) +
■ ^{ l ,m ) , j  ( / ) 4 f c , j  ( / )
X
(4.31)
where §^j\^ j  i f )  within the p ^  sub-channel denotes the signal power of the user 
in the cell;  ^( / )  within the p ^  sub-channel denotes the intra-cell interference 
from the (j, user to the (j, kp ^  user, and X ^ y i f )  within the p ^  sub-channel 
denotes the inter-cell interference from all the users in the cell to the (j, kp ^  user, 
with their mathematical form given by
^ i ) . i  i f )  =  < i  i f )  ^ m . i  i f ) *^.1 i f ) > (4.32)
i f )  = E < i  i f )  i f )  i f), (4.33)
n^k
i f ) = E i f )  i f )  i f )  ■ (4.34)
1¥^3,z
Here, the search direction has been defined as (4.31), and the step length 5 is still 
formulated based on the exact line search method. Unlike the single-frequency based 
scenario, each user’s t k j  i f )  should be updated along all sub-channels. Moreover, the 
optimization process needs to keep monitoring both the per transm itter power and 
individual user’s rate constraints for each iteration, and the checking process should be 
specific to R(j,k) instead of ujfR{^j^k)i which can be specified as
P i ^  ( /)  -  \
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where n  is the superscript tha t denotes the number of iterations,
(^ ) Y  + Y  ^U,k)  ^(^ ) ’
z^f+1z = l
and
= E E l l C w  '+EII41W
m = l  z = l  
F
z=l
K  F
(4.36)
+ E 147” w + E EIICEw
z = f + l  m = k + l  z = l
(4.37)
According to the above discussion, the proposed iterative sum-rate maximization algo­
rithm  is
Algorithm 4-4-' Iterative Sum-Rate Maximization 
Initialize ( /)  -  ^/p'j^k (/)wfc,y ( / ) ,  V/, j,  k.
Calculate Rsum with the initialized beamforming vectors 
t ^ j  ( / ) ,  Vy, j,  k and then set the iteration index n =  1 . 
Iteration loop over all sub-channels and all users:
► Calculate the gradient Vt^ (/)-Rsum^  ^ using (4.31);
^  Update (y) :=  ( /)  -h
Calculate Rsum and
* I f  Rsum — Rsum^  ^ > T] and (4.35) is satisfied, 
keep the new (y), and loop over all other 
sub-channels and users;
* E lse if Rsum — < 7 7 or (4.35) is not
satisfied, ( f)  := {f)  -  5 V tk ,jR ium \
Rsuii :=  Rsum^\ and loop over all other 
sub-channels and users.
• Repeat step 3) until Rsum — Rsum^  ^ < rj loop over all the 
sub-channels and users.
In this case, g denotes the tolerance factor for terminating the iterations. The term i­
nation strategy is that: After loop over all the sub-channels and users, if there is no
R iPL — -Rsum^  ^ >  V for all updated beamforming vectors, the iteration will be term i­
nated. In other words, the sum-rate has already reached its maximum. Moreover, the 
convergence analysis can also follow the discussion in [31].
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Figure 4.2: The sum-rate performance vs. the number of outer loop iterations, where Pi 
P 2  = 40 dBm (normalized by noise).
4.5 Numerical Results and Discussions
In this section, the proposed two-step iterative sum-rate optimization algorithm for both 
single-frequency and multi-frequency based scenarios was investigated via numerical 
examples. The performance of the proposed schemes was mainly evaluated in terms of 
sum-rate with the metric of b its/s/H z per transm itter (spectral efficiency) and power 
consumption in the unit of dB /b it per transm itter (power efficiency). All channels 
were generated based on Rayleigh fading, which remained static over the transmission 
of each block. The variances of inter-cell channel links were configured as 0.1, so tha t 
the coordinated network was possible to be considered as weak cross-talk interference 
channels. In such case, all the users in the cell would be deemed as encountering the 
similar cross-talk interferences. The SNR was defined as the target transmit-power 
normalized by noise ratio. The presented results were computed on an average over 
1000 independent channel realizations. For Experiment 1, the baselines for comparison 
were conducted by the algorithm proposed by Tajer and et al. [90], which led to the 
optimal solution of the problem (4.11), and the algorithm for solving max-min SINR 
problem under the sum-power constraint (e.g., see [34,89]). For the rest of experiments, 
the baselines for comparison were conducted by the GDS with randomly initialized
4.5. Numerical Results and Discussions 75
(a) (b)
Tajer et al. aigom.
The proposed algom.
Algom. for sum-power const.
SNR (dB/transmitter)
1.2
— o—  Tajer et al. algom. Tx 1 
• • Tajer et al. algom. Tx 2
— *—  The proposed algom. Tx 1 
■ • The proposed algom. Tx 2
Q. 0.6
5  0.4
0 10 20 30 40 50
SNR (dB/transmitter)
Figure 4.3: (a) The sum-rate vs. SNR; (b) The probability of power consumption vs. SNR. 
For both (a) and (b), assume that P i =  0.1 x SNR and P 2  =  1 . 9  x SNR.
beamforming vectors scheme (e.g., see [65]), the total transmit-power minimization 
with 2 b its/s/H z per user target rate constraints scheme, and ZF plus iterative per cell 
based optimization scheme.
Experiment 1: Assume tha t there are L — 2 transm itters and each of them is equipped 
with M  = 4 transm it antennas and serves K  — 3 single-antenna based users. 3 is 
set up as the target SINR per active user (i.e., equivalent to 2 b its/s/H z per active 
user). The objective of this experiment is to examine the convergence behavior and the 
sum-rate performance of proposed bi-layer iterative algorithm for solving the max-min 
SINR problem subject to per transm itter power constraints (i.e., see (4.11)). Fig. 4.2 
illustrates the convergence behaviors of the proposed algorithm and Tajer and et al.’s 
algorithm in [90] for a random generated channel realization. The results show th a t the 
proposed algorithm only needs 2  outer loop iterations to reach the stable point, which 
reveal faster convergence by comparing with Tajer and et al.’s algorithm. In addition, 
in order to show tha t the proposed sub-optimal solution can lead to close performance 
by comparing with the optimal algorithm. Fig. 4.3 gives the sum-rate performance and 
the power consumption versus transmit-power normalized by noise ratio for different 
schemes. As shown in Fig. 4.3 (a), the proposed algorithm can achieve very close sum- 
rate performance to Tajer and et al.’s algorithm. However, due to the flexibility for
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Figure 4.4: (a) The sum-rate vs. average rate; (b) The probability of the number of active 
users vs. SNR. For both (a) and (b), assume that P i =  1 x SNR and P 2  =  1  x SNR.
power allocation, the algorithm with the sum-power constraint gives the best sum-rate 
performance. For the probability of power consumption, as shown in Fig. 4.3 (b), one 
transm itter’s power constraint indeed satisfies with equality. In this case, the actual 
transmit-power is normalized by the target transmit-power. Moreover, in order to 
highlight the algorithm tha t solving the max-min SINR problem under the sum-power 
constraint has more flexibility for power allocation. P i  =  0.1 x SNR and P 2  =  1 . 9  x SNR 
are set up.
In addition, the different user switch-off strategies to guarantee all active users’ ta r­
get SINRs constraints are also examined. Mathematically, unlike the transmit-power 
minimization problem, the problem (4.11) can always lead to a feasibility solution. 
However, by formulating the actual SINRs, if the ratios SINR(j^fc)/7 (j for all active 
users are less than one, the user switch-off strategies should be implemented to guar­
antee all active users’ target SINRs constraints. Here, some user switch-off strategies 
are proposed: 1 ) switching off the user with the largest received interference power; 2 ) 
switching off the user with the smallest received signal power; 3) switching off the user 
with the smallest SLNR; 4) switching off the user with the largest leakage interference 
power. As shown in Fig. 4.4, Fig. 4.4 (a) illustrates the average rate performance per 
user versus the transmit-power normalized by noise ratio, and Fig. 4.4 (b) illustrates
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Figure 4.5: Sum-rate performance per transm itter versus target transmit-power con­
straint, where the channel variances of inter-cell interference links are set up to 0 .1 .
the ratio of the number of active users normalized by the total number of users ver­
sus the transmit-power normalized by noise ratio. From both figures, we can see tha t 
switching off the user with the lowest received signal power strategy can always lead 
to a better performance. For the sake of simplicity, in the following experiments, if 
the objective problems are identified to be infeasible (i.e., SINR^^y^)/7 ( ^ - <  l,V j,/c), 
the strategy tha t randomly switches off one user per cell and then runs the proposed 
algorithm again until all the active users in each cell satisfy their constraints will be 
implemented.
Experiment 2: In this experiment, assume tha t there are L = 3 transm itters with 
each having M  = Q transm it antennas communicating with their corresponding K  = 3 
single-antenna based users through the single-frequency based wireless communication 
channel. The objective of this experiment is to examine the performance of proposed 
two-step sum-rate optimization algorithm for single-frequency based scenario. Here, the 
alternative method for finding the initial state of proposed two-step sum-rate optimiza­
tion algorithm, which has been presented in Sec. 4.3.3, is also included for algorithms 
comparison (e.g., named as per-cell based initialization algorithm). As shown in Fig. 
4.5, the sum-rate performances of the proposed algorithm with different user’s rate 
constraints are better than the GDS with randomly initialized beamforming scheme up
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Figure 4.6: Per transm itter power efficiency versus target transmit-power constraint, 
where the channel variances of inter-cell interference links are set up to 0 .1 .
to 3.2 bits/s/H z per transm itter gain within the configured SNR region. Moreover, the 
sum-rate performance of proposed algorithm is even better than the rest of schemes. 
However, due to the high probability of user switch-off at low SNR range, the proposed 
algorithm in this case has worse sum-rate performance. The proposed per-cell based 
initialization algorithm with 2 b its/s/H z individual user’s rate constraint outperforms 
the GDS with randomly initialized beamforming scheme and another two schemes es­
pecially when the target transmit-power is above 16 dB. The total transmit-power 
minimization with 2 b its/s/H z per user’s rate constraint scheme can only reach the 
maximum 6  b its/s/H z per transm itter rate performance. Last but not least, the ZF 
plus iterative optimization scheme has the worst sum-rate performance, where, for such 
scheme, transm itters iteratively implement ZF precoding technique to eliminate their 
own intra-cell interference.
In contrast. Fig. 4.6 is used to examine the power efficiency, which refers to  the power 
consumption of each transm itter for each bit. As shown in the figure, the proposed algo­
rithm  outperforms the GDS with randomly initialized beamforming and the proposed 
per-cell based initialization schemes, when the target SNR is above 12 dB. The total 
transmit-power minimization scheme is the most power efficiency scheme among all the 
schemes. Moreover, when the target SNR is above 10 dB, the power consumption of
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Figure 4.7: Sum-rate performance per transm itter versus target transmit-power con­
straint in strong interference case, where the channel variances of inter-cell interference 
links are set up to 0 .6 / 0 .7/0 . 8  for different users, respectively.
the total transmit-power minimization scheme are keeping constant, which means tha t 
no more power is needed to guarantee the individual user’s rate constraints. However, 
its drawback is tha t there is no transmit-power constraint for each transm itter. Here, 
the power consumption of the proposed scheme with 3 b its/s/H z individual user’s rate 
constraints tends to be negative infinity at 0 dB target SNR. This is because of tha t 
in this case no user can satisfy its individual rate constraint, and all the users have to 
be switched off. In addition, ZF plus iterative optimization scheme still gives the worst 
power performance as well.
Fig. 4.7 gives the sum-rate performance of different schemes with the strong inter-cell 
interference configuration. It is worthwhile to note that, in the fading environment, 
not all the channel realizations can fulfill the weak interference configuration. In this 
case, some cross-talk link channel realizations could be identified as strong interference 
channels, (e.g., the channel gain of cross-talk links channel gain at tha t time could 
be 0.6/0.7/0.8 ). This motivated me to compare the performance of different schemes 
within the strong interference occasion. In order to model such kind of strong inter­
ference channels, let’s set up the channel variance from transm itters of other cells to 
the first user of current cell as 0.6, to the second user of current cell as 0.7, and to the
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Figure 4.8: Per transm itter power efficiency versus target transmit-power constraint in 
strong interference case, where the channel variances of inter-cell interference links are 
set up to 0 .6 / 0 .7/0 . 8  for different users, respectively.
third user of current cell as 0 .8 .
As shown in Fig. 4.7, all the baselines offer small sum-rate performances. Though the 
total transmit-power minimization scheme is better than the others when the target 
SNR is above 12 dB, it still cannot pass its individual user’s rate constraint (e.g., 2 
b its/s/H z). On the other hand, the proposed algorithm with 2 b its/s/H z individual 
user’s rate constraint switches off the user which cannot meet the rate constraint, but 
the remaining active users can still satisfy their individual user’s rate constraints. This 
implies tha t the proposed algorithm at least can make some of users being activated, 
and the performance of the active users can be guaranteed. For the power efficiency 
of this strong interference configuration. Fig. 4.8 shows tha t the proposed algorithm 
can even have better performance in terms of power efficiency than the total transm it- 
power minimization scheme when the target SNR is above 14 dB. In this case, the 
proposed per-cell based initialization algorithm with 2 b its/s/H z individual user’s rate 
constraints is also failed to communicate.
Experiment 3: The objective of this experiment is to examine the performance of 
proposed sum-rate optimization algorithm for multi-frequency based scenario. In this 
experiment, the difference in terms of system configurations comparing with the single-
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Figure 4.9: Sum-rate performance per transm itter versus target transmit-power con­
straint for multi-frequency based scenario, where the minimum individual user’s rate 
requirement is focusing on 2 bits/s/H z.
frequency based scenario is tha t all the transm itters in this case are sharing with two 
sub-channels, and each transm itter for each its served user splits the two transm itted 
data stream into two sub-channels. Here, different channel variances of the cross-talk 
links for different sub-channels are set up (e.g., channel variance for the first sub-channel 
is as 0.1 and channel variance for the second sub-channel is as 0.2). Moreover, according 
to (4.27), the weighting coefficients for different sub-channels are configured as u>i = 0 .1  
and (JÜ2  = 0.9 for the first case, u)\ — 0.5 and U2  — 0.5 for the second case, and uji — 0.9 
and 0 / 2  =  0 . 1  for the third case.
Compared these three different cases which all have 2  b its/s/H z individual user’s rate 
constraints. Fig. 4.9 shows that the sum-rate performance of the first and the third 
cases do not have much difference, although the third case can offer slightly better sum- 
rate performance than the first case. On the other hand, for the second case tha t both 
sub-channels have the same user’s rate constraint, the sum-rate performance in this case 
is the worst. Hence, according to the observation, it can be concluded that, in order 
to find a better sum-rate performance, if the margin between the channel variances of 
cross-talk links is large, the margin between two weighting coefficients should be large 
as well. In addition, the proposed algorithm outperforms the GDS scheme when the
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Figure 4.10: Per transm itter power efficiency versus target transmit-power constraint 
for multi-frequency based scenario, where the minimum individual user’s rate require­
ment is focusing on 2 bits/s/H z.
target SNR is above 15 dB. Fig. 4.10 gives the same performance trends in terms of 
power efficiency as Fig. 4.9 .
Experiment 4- For the last experiment, the sum-rate performance of the proposed 
sum-rate maximization algorithm with limited channel feedback is investigated. In 
this case, the system configuration is the same as the single-frequency based scenario, 
but each user’s rate constraint is only set up to 2 bits/s/H z. Considering the limited 
channel feedback based communications, the channel coefficients in such case firstly 
need to be quantized into some predetermined values, and then encoded with binary 
coded decimal coding bits. After sending the coding bits to the transm itters, each 
transm itter will based on the feedback bits decode the quantized channel information 
and then formulate the precoding matrices. The sum-rate performance can be seen in 
Fig. 4.11. It is shown in Fig. 4.11 that, the more feedback bits per channel coefficient, 
the better rate performance. However, even the feedback bits is equal to 6  bits per 
channel coefficient, the rate performance cannot be comparable with the perfect CSI 
case, this could be the motivation for considering the future work about how to improve 
the sum-rate performance with limited channel feedback.
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Figure 4.11: Sum-rate performance per transm itter versus target transmit-power con­
straint with limited channel feedback, where the minimum individual user’s rate re­
quirement is focusing on 2 bits/s/H z.
4.6 Summary
In this chapter, a novel two-step optimization algorithm has been investigated, where 
the practical research problem P I can be solved. Given the target transmit-power and 
user’s rate constraints, it has been shown that, for the single-frequency based scenario, 
the proposed algorithm outperforms the GDS with randomly initialized beamforming 
scheme up to 3.2 b its/s/H z per transm itter rate gain within the interference limited 
range, and the rate performance is even better than other existing schemes. For the 
multi-frequency based scenario, due to the increased DoF, the sum-rate performance of 
proposed scheme is much better than the multi-frequency based GDS with randomly 
initialized beamforming scheme especially when the target SNR is around 30 dB. More­
over, the power efficiency of proposed scheme for both scenarios has also been evaluated 
through the numerical analysis. It is worthwhile to highlight tha t the proposed scheme 
has better power efficiency by comparing with the most of existing schemes, and it is 
even comparable with the total transmit-power minimization scheme if the cross-talk 
interference links have large channel variances. In addition, it could be an interesting 
future work to investigate coordinated beamforming with limited channel feedback.
Chapter 5
Conclusions and Future Work
5.1 Conclusions
In this thesis, MIMO downlink transm itter optimization for mobile communication 
networks has been investigated. It has been shown tha t MIMO beamforming, based 
on different kinds of channel models, can be categorized into single-user MIMO point- 
to-point channels, single-cell multiuser MIMO broadcast channels, multiuser MIMO 
interference channels and multi-cell MIMO cooperative networks. According to  such 
kind of classification, with perfect CSI at either transm itter(s) or receiver(s), the ca­
pacity of MIMO channels has been investigated as the performance benchmark for the 
existing MIMO beamforming techniques. Then, for each kind of channel models, vari­
ety of MIMO transm itter beamforming techniques in order to solve different objectives 
through either perfect Tx-CSI or imperfect Tx-CSI have been introduced.
For single-cell multiuser MIMO broadcast channel models, when perfect Tx-CSI is 
assumed, the existing MIMO transm itter beamforming techniques can be used to min­
imize the (weighted) transmit-power across transm itter antennas subject to  individ­
ual user’s rate constraints, maximize the minimum weighted SINR subject to total 
transmit-power constraint, maximize the (weighted) sum-rate or minimize the weighted 
MMSE subject to total transmit-power constraint, and maximize the (weighted) SLNR 
subject to total transmit-power constraint. The major approach for solving the above 
problems is to exploit the uplink and downlink duality or the Lagrangian duality the­
orem. By considering the imperfect Tx-CSI cases, one of the branches is to design 
transm itter beamforming with the codebook based channel feedback. In such kind 
of schemes, the codewords may not match ideally with users’ channel signatures, and 
the mismatch often results in considerable interferences amongst different beams. The 
other branch with imperfect Tx-CSI is called opportunistic beamforming, where such
84
5.1. Conclusions 85
kinds of beamforming techniques can largely reduce the signaling overhead but with 
poor performance when the number of users in a cell is small.
For multiuser MIMO interference channel models, one of the im portant objectives is 
to maximize the weighted sum-rate subject to per transm itter power constraints. It 
has been shown tha t the weighted sum-rate problem is a nonconvex NP-hard problem, 
and directly solving the problem with the optimal solution seems like infeasible. In 
the literature, there are many sub-optimal approaches to handle this problem. One of 
them is to exploit the relationship between maximizing weighted sum-rate and mini­
mizing weighted MMSE for multiuser MIMO interference channel. Apart from this, an 
information theoretic breakthrough technique, which is called interference alignment, 
has been proposed to allow each user exploit half of the DoF for K-nser interference 
channel at high SNR regime. However, such a scheme needs global CSI at each node. 
Subsequently, the original interference alignment idea can be further extended to inter­
ference alignment with partially connected interference channels. In this case, not all 
interferences are equally strong, and the interfering links far away form a receiver can 
be negligible.
The motivation of multi-cell MIMO coordination and cooperation is to let multiple 
transm itters jointly optimize their transm itter beamforming vectors in order to handle 
the co-channel interference in the small cell networks. Assume tha t transm itters are 
connected with capacity limited backhaul. If only Tx-CSI can be shared at transm it­
ters but no data sharing, coordinated beamforming can be used to  minimize the total 
transmit-power subject to individual user’s rate constraint or maximize the rate region 
subject to per transm itter power constraints. In this case, the beamforming techniques 
for solving the problems in single-cell multiuser MIMO broadcast channel models can 
be introduced to solve the above multi-cell based problems. If both Tx-CSI and data 
symbols are shared by transmitters, the network is effectively a MIMO broadcast chan­
nel with distributed antennas. However, in order to design a proper set of beamforming 
vectors, each transm itter must have its own power constraint.
After a careful review of existing transm itter beamforming techniques for different kinds 
of channel models, the contributions in this thesis have been categorized into two folds:
Motivated by the fact tha t most of existing limited feedback based transm itter beam- 
forming approaches require the assumption tha t the number of users should be much 
larger than the number of transm it antennas, otherwise, significant performance loss 
can be observed, the first contribution is to develop a joint space-frequency user schedul­
ing approach to enhance opportunistic beamforming in MIMO broadcast channels. The 
enhancement mainly lies on two aspects: One is to exploit multi-frequency diversity 
gain by jointly allocating space (beam) and frequency (sub-channel) resources to users,
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which turns out to be crucial in the case of finite number of users; The second is to imple­
ment space-frequency resource allocation based on limited channel feedback. In order 
to implement the proposed idea, two joint space-frequency user scheduling algorithms 
have been proposed, where one is based on the low-rate quantized feedback of predicted 
SINRs, and the other is based on the low-rate quantized feedback of predicted SNRs 
plus indication of undesired interferences. The simulation results have been shown 
tha t proposed complexity-reduced algorithms can largely improve the throughput of 
conventional opportunistic beamforming and exhibit the considerable system capacity. 
For example, the proposed SINR-based user scheduling algorithm can improve up to 
80% more sum-rate performance, when the individual users rate constraint is set up 
to 1 b it/s/H z. Moreover, by considering multi-cell cooperation networks, the proposed 
SNR-based algorithm is the only applicable scheme in multi-cell cooperative network, 
and if the inter-cell interference is weak, multi-cell coordination seems more desirable 
than multi-cell cooperation.
For the second contribution, with perfect Tx-CSI being shared among the transm itters 
but no data sharing, a novel two-step coordinated beamforming optimization algorithm 
has been proposed in order to maximize the system sum-rate subject to per transm itter 
power and individual user’s rate constraints. Such kind of problem is well-known as a 
non-convex NP-hard problem and has not been considered in the literature. The idea 
of proposed algorithm is essentially a two-step optimization process. The first step is 
to solve a max-min SINR problem subject to per transm itter power constraints, which 
aims at finding the initial state of iterative sum-rate maximization algorithm for the 
second step. In this case, if such beamforming vectors do not exist, a simple “user 
switch-off” mechanism can be implemented to relax the initial conditions. Based on 
the successful implementation of the first step, a gradient descent searching algorithm 
is employed at the second step to find the sub-optimum beamforming vectors within 
the feasibility region with the sum-rate to be maximized. It has been shown in the 
numerical results tha t the proposed algorithm can improve the existing algorithms 
up to 3.2 b its/s/H z per transm itter sum-rate performance for single-frequency based 
scenario. Moreover, for the multi-frequency based scenario, if the margin between 
the channel variances of cross-talk links in different sub-channels is large, the margin 
between two rate weighting coefficients should be set up large as well. In this case, the 
system performances can be maximized.
5.2 Future Work
According to the research work which has been done, there are still many problems 
and challenges left tha t can be considered. Here are the summary about the future
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considerations:
• It has been shown in Chapter 3 tha t the proposed joint space-frequency user 
scheduling approach can largely improve the conventional opportunistic beam- 
forming in terms of both spectral efficiency and power efficiency. However, by 
comparing with the sum-rate capacity of Gaussian broadcast channels, the rate 
difference between the proposed one and the capacity still has a large gap. Hence, 
how to reduce the performance gap could be considered through inventing some 
more advanced signal processing algorithms. Moreover, as shown in Sec. 3.4.2, 
the proposed SNR-based user scheduling algorithm still needs to implement the 
local area exhaustive search. In this case, as the network size increasing, such 
exhaustive search would be an issue. Hence, how to further reduce the computa­
tional complexity of the proposed algorithm could be an interesting problem as 
well.
• For the second contribution in Chapter 4, it has been assumed th a t the trans­
mitters can perfectly share their Tx-CSI through backhaul links. However, even 
though there is no data symbol sharing, such an assumption still increases a lot 
of burdens on the backhaul links especially when channels encounter fast fading. 
This could motivate researchers to propose some advanced coordinated beam- 
forming algorithms to handle the multi-cell cooperative problems with limited 
channel information exchange. In addition, as presented in Sec. 4.3.2, the pro­
posed iterative sum-rate maximization algorithm can only lead to a sub-optimal 
solution. Hence, how to find the optimal solution or near-optimal solution, e.g., 
through the low-complexity non-linear based precoding design, is also worthy of 
consideration.
Appendices
A ppendix A: Derivation of Equation (3.6)
Form a group by choosing arbitrarily M N  out of K  users. Let’s assign group members 
evenly onto M N  orthogonal beams. For the first user, there exist M N  unassigned 
beams (options). In order to clarify the idea, assume tha t all of available options are 
statistically independent with each other. Hence, the probability for the first user to 
have one beam to access is
M  N
Y ,Y . '^ h n . ,n = M N V .  (A .l)
m = \  n —1
Once the first user is assigned, the second user has only M N  — 1 options. Accordingly, 
the user has only M N - i - \ - l  options, and its probability to have one beam to access 
is {M N  — Hence, the probability for all of M N  users to be assigned is
M N
J J  {{MN -  i +  1)V) = { M N ) \V ^ ^  (A.2)
In total, there exist ( ^ ^ )  groups as above (Here the condition K  >  M N  is protected
by the assumption A 2 ), and thus the overall probability of achieving the maximal DoF
is given by (3.6).
Appendix B: Derivation of Equation (3.11)
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The denominator of the ratio can be computed by
Nn
n—1 M
(M l)"  =
n l i ( i f - M n ) ) !  
K l U L 2 { K - M ( n - l ) ) l  
( K - M N ) l U n = i i K - M n ) y .  
K \ K \(M N )\
( K - M N ) \  ( K - M N ) \ ( M N ) \
Note tha t (B.4) is the nominator of the ratio (3.11) is therefore achieved
(B.l)
(B.2)
(B.3)
(B.4)
A ppendix C: M aximization of The Number of Residual 
Beams
Assume that, for the current loop, there exist M  beams. At the end of this loop, if the 
maximal number of residual beams is M  — 1 , then the goal of the proposed algorithm 
is achieved, since at least one beam should be allocated (or removed) for each loop.
Let’s start from the equations (3.16) and (3.19) . It can be easily justified th a t the
proposed algorithm guarantees the inequality 1  <  max([/^) <  Yl^=i 
the case of 2  <  max(C/*) < the user with the index u* is selected,
only the (mo,no)*^ beam is allocated (or removed), and all the other beams remained 
for the next loop. Hence, 2 < max(C/*) <  ^he sufficient condition to
guarantee the target of local optimization.
Consider
Appendix D: Proof of Proposition 1
Fixed the set of beamforming vectors j,V j, A:, let p  = p ^ l denote an extended
power vector. As mentioned in Sec. 4.3.1, the way of finding the optimal downlink 
transmit-power vector p  can be formulated as
C u
^ l ^ C u
, -4 sum  sum
P — -^maxP? (D .l)
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where Amax is the dominant eigenvalue, and then we have
-AmaxI |P  =  0, (D.2)
C Ÿ  C u
1 l^^Cu
where I  is {LK  + 1 ) x {LK  +  1) identity matrix, and 0 denotes all-zero vector with the
size of (L K  +  1) x 1. Following, (D.2) can be further derived to an equation consisted
of Psum and p, which is
: ^ l ^ C * p  +  = ^ l ^ C u  =  A„ax, (D-3)
F  sum K  sum
and then we have
l^ C Ÿ p  =  PsumAmax “  l^ C u . (D.4)
Because tha t each element of the vector l^ C Ÿ  is a positive real value, it is easy to 
conclude tha t each element of p  is a strictly monotonically increasing function of Psum-
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