This paper is concerned with the use of spectral analysis to analyze data generated by computer simulation experiments with models of economic systems. An example model serves to illustrate two different applications of spectral analysis. First, spectral analysis is used to construct confidence bands and to test hypotheses for the purpose of comparing the results of the use of two or more alternative economic policies. Second, spectral analysis is employed as a technique for validating an econometric model.
INTRODUCTION
DURING THE PAST decade computer simulation experiments with econometric models have become a commonly employed tool for analyzing the behavior of complex economic systems. While economists have improved the estimation process and have considerably enhanced the descriptive power of their econometric models, there have been fewer imposing gains made in the statistical analysis of the resulting output.
The major impetus behind the use of simulation by econometricians and economic policy makers is the possibility (and opportunity) of validating econometric models and testing and evaluating alternative economic policies before they are put into effect on actual economic systems. Complete exploitation of simulation experiments with econometric models implies a thorough analysis of the data so generated. Yet as Burdick and Naylor [5, 31, 32] have pointed out in recent articles, a preoccupation with model building among many econometricians simulating economic systems has unduly diverted attention from experimental design considerations in general, and output analysis in particular.
Consider, for example, the monetary and fiscal policy simulation experiments with the economy of the United States described in the literature by Adelman [1, 2] , De Leeuw [7] , Duesenberry et al. [8] , Fromm [12] , and Liu [29] . Data analysis for each of these simulations was limited to either graphical or tabular presentations describing the pattern of error terms and simulated time paths of one or more endogenous variables such as GNP, short term interest rates, or total employment. To be sure, we have no intention of downgrading graphical and tabular analysis. But if one employs fairly high-level techniques such as two and three stage least squares to estimate the parameters of an econometric model to be used for simulation purposes, it is difficult to understand why one would be satisfied with the limited information content of rather elementary methods of output analysis.
The principal aim of this paper is to approach the problem of analyzing data generated by computer simulation experiments with econometric models. For
Hicks multiplier-accelerator model [22, 43] as an example model. This model has two principal attributes. First, it is a relatively simple model and well known to economists. Second, although an analytical solution exists for certain special cases of this model, it still possesses many of the characteristics of more complex econometric models that do not lend themselves to straightforward analytical solutions. The model consists of the following parameters, variables, and functional relationships. The solution for the time path of national income is composed of two partsa transient response and a stochastic response. The usual procedure for determining the dynamic properties of the solution of difference equation models in economics is to suppress the stochastic part of the solution and to analyze only the deterministic solution. This is equivalent to looking at the expected value of the time path of national income in our model. Philip Howrey [23] has shown that disregarding the disturbance term in the Samuelson-Hicks model may be quite misleading. He has demonstrated that stabilization policies designed to increase the stability of the system by reducing the modulus of the roots may in fact increase the variance of the system. If our model were a simultaneous equation model (and nonrecursive), nonlinear, and of higher order than two, then analytical solutions would become increasingly difficult, and the benefits from using a computer to generate the time paths of the endogenous variables increase considerably. Although one could clearly perform experiments with our simple example model without a computer, it does serve to illustrate many of the experimental design problems which are associated with more complex econometric models involving higher order nonlinear systems of difference equations. 
Parameters

SIMULATION RUNS
Run 2
The parameters of run 2 are identical with those of run 1 in nearly all respects; the only difference between the two runs lies in the stream of we's generated in each run. The set of we's generated in run 2 are different from those generated in run 1 even though they have the same mean, variance, and probability distribution. This result is achieved by simply changing the starting value of the pseudorandom number generator used in run 2. 
THEORY OF SPECTRAL ANALYSIS
Since Granger and Hatanaka [14] and Nerlove [37] have previously presented and interpreted the theory of spectral analysis for economists, it will not be necessary to include a detailed treatment of the theory underlying spectral analysis in this paper. The definition of terms and the description of the spectral methods used to establish confidence intervals to analyze data generated by simulation experiments, however, require that we at least review some of the basic elements of spectral theory. The reader should consult the references for a complete account of the theory of spectral analysis. 5 Spectral analysis considers data arranged in a series according to historical time. When one so plots the movement of many economic variables through time, he often observes a remarkable degree of smoothness in the curve; that is, although a variable assumes values that are at different times relatively high and low, its path, nevertheless, progresses evenly enough to suggest that the current value of that variable is related to its past values. In short, the data of such a time series appear to be autocorrelated. It is essentially the quantification and evaluation of this autocorrelation at which spectral analysis is aimed, after the data have been transformed into the frequency domain. 6 The application of spectral analysis to a time series (whether it be actual or simulated) yields two types of information: (i) the magnitudes of deviations from the average level of a given activity and (ii) the period or length of these deviations, both of which require the transformation of the time series into the frequency domain. To obtain this information from a time series we make use of the following notation.
Denote a particular stochastic generating process or ensemble by {Xt, t E T}, from which a "sample" time series {xt, t = 1, 2, ... , n} is taken. It is important to note that {X,j will indicate the manner in which {xt} is formed for all t; but, due to its stochastic nature, {X,j cannot determine exactly the value of the series at any particular t. By studying the series one attempts to approximate the structure of the generating process. [45] . 6 There exist methods other than spectral analysis to quantify and evaluate autocorrelation, notably a parametric representation by autoregressive or moving average processes. The relevance of these methods and others to the analysis of data generated by simulation experiments with econometric models will be treated in a future paper.
The generating process can be described (in part) in terms of its first and second moments :'
where E denotes the mathematical expectation across the ensemble, Pt is the expected value (mean) of the process at time t, u2 is the variance of the process at time t, and y(t, s) is the autocovariance of the process between observations at times t and s. Estimation of these parameters may be accomplished if one has M independent samples from {Xt}; i.e., {xk, k = 1, 2, ..., M}. By cutting across the ensemble at t = to, for example, one could calculate the ensemble average estimating Pto: I M k (27) Mto -
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Estimates of U2 and y(s, t) may be obtained in a similar fashion. Although it is usually impossible to sample across the ensemble in the case of economic time series in the "real world," with computer simulation it is possible to replicate a given series by simply altering the starting value of the pseudorandom number generator used to generate the series.
We shall consider a special class of series whose first and second moments are not functions of time; i.e., there is no trend in the mean or variance of the series and its autocovariance is a function of time lag only. In symbols, where -c = t -s.
Estimates of these parameters can be obtained from a single time series by using respectively the following formulas, 
m is the number of frequency bands to be estimated.
The power spectrum gives the squared amplitude associated with oscillations at different frequencies w_); that is, the process is characterized in terms of independent additive contributions to the variance as they are located at each w-). Thus one plots 4(w) against (w) in theory; f (w) against woj in practice. A natural interpretation of a power spectrum is that if a band contributes a large proportion of the total variance, then it may be regarded as more important than a band where the power is less.
The selection of m (number of frequency bands) and n (sample size) must be made with some degree of care in order to balance the conflicting requirements of resolution and statistical stability [4] . Granger and Hatanaka [14] and Blackman and Tukey [4] have suggested some arbitrary guidelines for choosing values of in and n. The former advise that "the amount of data required before it becomes sensible to attempt to estimate a spectrum would seem to be greater than 100," although "crude spectra have occasionally been estimated with n as low as 80." These recommended levels would form an important barrier to investigators validating annual models whose data are of short duration. Of course, the problem is less binding for quarterly models. On the simulation side, the issue of sample size melds with considerations of experimental design, which, as is shown in the next section, guided our choice of n = 200 and m = 25. In an earlier study [34] , we used spectral analysis (with n = 119 and m = 24) to validate a nine equation econometric model of the textile industry using monthly data between 1953 and 1962. In this case the value of n was determined entirely by data availability.
To obtain empirical estimates of the power spectrum we have used a computer program developed by Karreman [26] (and modified for the IBM 360/75) which is based on the Tukey-Hanning estimator [4, 13].
STATISTICAL PROPERTIES OF SPECTRA
In this section we shall do four things. First, we compute the spectral estimates for the series generated by run 1 using the Samuelson-Hicks model and examine some of the properties of these estimates. Second, we formulate confidence bands for the purpose of comparing the estimated spectrum generated by run 1 with the corresponding theoretical spectrum for the Samuelson-Hicks model. Third, we formulate confidence bands for comparing the spectra of different computer runs using the Samuelson-Hicks model. Fourth, we use spectral analysis to calculate the total variance of different series generated by the Samuelson-Hicks model and formulate confidence intervals for comparing the variances of these series.
At the outset, we observe that, for our selection of parameters, assumptions (28)-(30) are satisfied for the system (21). Many economic time series, however, require intermediate treatment before spectral techniques become directly applicable. Methods for detecting and removing a trending mean as well as for handling a series whose variance and/or autocovariance changes through time are discussed at length in [14] . Although most of these methods are familiar (e.g., polynomial regression to remove a trend in mean), it must be admitted that the possible necessity of this intermediate step has probably made spectral analysis less attractive than other (but not perfectly substitutable) modes of analysis. Without modifying our series, then, we pursue the four topics outlined for this section. 
T=I+a,e-i+a2e-2iw, In the introduction to this paper we asserted that the primary interest of economists in simulation stems from the fact that with simulation it may be possible to validate econometric models and to compare the outcomes associated with alternative economic policies. Hence, economists are much more likely to be interested in constructing confidence bands to compare the estimated spectra of two series that are the result of the use of two different economic policies. Alternatively, economists may be interested in comparing the estimated spectrum of a series generated by a simulation experiment with the estimated spectrum of the corresponding "real world" series as a means of verifying the results of the simulation. , let F.975,k,,k2 and F.o25,k1,k2 be the percentiles of the F distribution leaving .025 probability in the lower and upper tails, respectively. It follows that generated by run 2. We recall that the only difference between run 1 and run 2 lies in the fact that we use a different starting value for the sequence of pseudorandom numbers used to generate the stochastic variate w,. In other words, we know beforehand that the theoretical spectra of runs 1 and 2 are identical, i.e., P-1. Figure 5 shows the simulated time paths of the two relevant series {y4l)} and {jY(2)}. A cursory glance at Figure 5 might lead one to conclude that the two series have little in common and are the result of the use of two different economic policies. Despite their apparent dissimilarity when inspected visually, the two series have been generated in exactly the same manner (i.e., the factor loadings are identical), with one exception-namely, different starting values were used for the random number generator which supplies the stochastic term wt. We now bring a measure of order to the two series by constructing a 95 per cent simultaneous confidence band for P in Figure 6 . As expected, the horizontal line P = 1 corresponding to the true ratio lies within the confidence band for all values of (O so7r). band at 1, mit2, (05, (020, (022, and (024 thus showing that the spectra are indeed different. As expected, the true ratio P, computed using formula (41) lies within the simultaneous confidence band, except at some high frequencies (w020, a)22, a)24), where "window leakage" [4] from the lower frequencies affects these weaker, and less important, frequencies. Figure 7 demonstrates even more specifically that the spectral shapes of run 1 and run 3 are different, because no horizontal line can be drawn which lies within the confidence band. If the spectral shapes were the same, i.e., if fi(w) = kf3(w)), for some k, then the ratio P would equal k and its graph would be a horizontal line. Thus far we have been concerned with the use of spectral analysis to decompose the variance of a time series into its frequency components [44] . We now consider the variance as a whole for a given time series. The natural estimator of a2 iS of course the sample variance s2. We would, therefore, hope to use classical x2 or F-ratio statistics to analyze the variance of a given time series or two or more series. Because the time series is autocorrelated, however, s2 does not generally have a x2 distribution with (n -1) degrees of freedom. In a sense, the autocorrelation of the observations reduces the amount of information they provide about the variance, so that the number of degrees of freedom for s2 is less than (n -1). In fact, if the observations xt are highly autocorrelated as in a pure sine wave, then s2 has only two degrees of freedom [ For the comparison of runs 1 and 2, the actual 95 per cent confidence interval was computed to be (57) .429 < u21U2 < 1.72 which contains the true value, unity.
SPECTRAL ANALYSIS: A LARGER ROLE?
In the foregoing text, we have employed spectral analysis in conjunction with an econometric model, albeit primitive. Not all writers would cast spectral (and cross spectral) analysis into so modest a role. Granger and Hatanaka would apparently have these techniques become the primary guides in reshaping and restating much economic theory, thus turning methodological biases away from "classical" model building and toward more "advanced" modes of time series analysis. The present authors do not now champion the exclusiveness of either model building or spectral techniques, but would insist that benefits can be derived from their joint and complementary use.
In addition to the outlets for compromise that are proposed in the sections above, it is important to bring this same notion to the issue of prediction. One sometimes hears that whereas econometric models can generate forecasts and that knowledge of the power spectrum cannot, the latter is of little relevance to forecasters. According to this argument one would also be disposed to claim that it is the shovel that turns the earth, not man's understanding of cultivation, and therefore the latter is immaterial to farmers. Working from a different and more satisfactory premise-namely, how something is done affects what is donewe could contend that the spectral technique, as a tool of validation,-may be pertinent to forecasters. For when an econometric model generates a series for a variable, and that series yields a power spectrum which is fundamentally different than the spectrum of the actual data,'4 then the simulator learns that his model is defective at least along this dimension. What weight is to be attached to such information cannot be dictated, but an out-of-hand value of zero seems unwarranted. Until a model's predictative ability can be judged against actual data in future periods, its performance on tests of validation over past periods will certainly determine to a great extent how much confidence is to be given to the predicted levels, impact multipliers, and so on, which it currently produces.
SUMMARY
In this paper, we have attempted to demonstrate the potential value of spectral analysis as a technique for analyzing data generated by computer simulation experiments with econometric models. By constructing the appropriate confidence bands, spectral analysis enables one to validate the output of simulation experiments and to compare the results of alternative economic policies associated with different series generated by an econometric model.
The application of spectral analysis to series generated by computer simulation experiments differs from the application of spectral analysis to "real world" economic series in two ways. First, with computer simulation we are not subject to the same type of sample size limitations that one encounters with economic time series. Second, with computer simulation we can sample across the ensemble, an alternative that is rarely available with actual economic series. As of yet, this opportunity has not been exploited by economists or simulators.
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