Abstract. We define a time-changed fractional Ornstein-Uhlenbeck process by composing a fractional Ornstein-Uhlenbeck process with the inverse of a subordinator. Properties of the moments of such process are investigated and the existence of the density is shown. We also provide a generalized FokkerPlanck equation for the density of the process.
Introduction
The fractional Ornstein-Uhlenbeck (fOU) process is constructed as the solution of the stochastic differential equation (SDE) ( [10] ), for t ≥ 0 and θ > 0, (1.1) dU
where B H t is the fractional Brownian motion (fBm) with Hurst parameter H ∈ (0, 1). This process is gaining an increasing attention due to its mathematical properties and stochastic features particularly suitable to model phenomena generated by processes with correlations. Indeed, the fOU process turns out to be useful to specialize models based on both OU-type processes and fBm-type processes, because it evolves according to the differential dynamics (1.1), typical for a classical OU process, and, at the same time, it preserves some stochastic aspects of the fBm.
More specifically, it can be viewed as a transformed fBm by the equation (1.1); in this sense, it is a process with a decay time θ towards the zero attractive level disrupted by a specialized noise, that is the fractional one dB H t ( [34] ). Nevertheless, the fOU preserves some properties of fBM: for instance, the long-range dependence is detectable in the asymptotic behavior of its covariance ( [2, 10, 22] ). Theoretical results about the standard OU process that are particularly useful for applications, have also been investigated for the fOU process providing a more general stochastic process and, in the same time, specializing and refining consolidated application models.
Indeed, the behaviour of the covariance of the fBm turns out to be really useful to describe phenomena with memory. In the field of finance, for instance, models driven by the fBm are introduced to describe financial markets subject to memory effects ( [1, 15] ). This application leads, for instance, to the study of fractional Cox-Ingersoll-Ross processes as square of fOU processes ( [35, 36] ) and thus on further investigation of the first passage time of a fOU process through 0. In physics, fBm models are used for instance to describe reaction-kinetics under subdiffusive dynamics ( [21] ), while in IT security, it is used to recognize Distributed Denial of • In Section 3 we show that the absolute moments of U Ψ H are bounded and then we show monotonicity and we exhibit the limit of such moments;
• In Section 4 we use the characteristic function to show that the variables U Ψ H (t) admit density for any t > 0 under some assumption on the inverse subordinator;
• In Section 5 we provide further properties of the variance function of a fOU without time-change, concerning in particular its Laplace transform and the behaviour of its first derivative; • In Section 6, we introduce two operators that will be involved in the generalized Fokker-Planck equation proposed for the density of U Ψ H . In particular we show that the density of the fOU belongs to the domain of the first operator while the Lapalce transform of the density of the time-changed fOU belongs to the domain of the second one; in particular, by exploiting the relation between the Laplace transforms of the two densities, we are able to exploit a relation between the two operators;
• Finally, Section 7 is devoted to the introduction and the study of the generalized Fokker-Planck equation. In particular we prove that the density of the time-changed fOU is a mild solution (in a sense that will be explained later) of such equation. Under additional hypothesis, we are also able to prove that such density is also a classical solution of the generalized Fokker-Planck equation. In Subsection 7.1 we re-consider the problem to find classical solutions of the generalized Fokker-Planck equation under less restrictive hypotheses, re-formulating it by using a different operator. Finally, we give some hypotheses on the Laplace exponent of the inverse subordinator under which the generalized Fokker-Planck equation can be rewritten as an integral equation.
Definition of the Time-Changed Fractional Ornisten-Uhlenbeck process
Let (Ω, F , P ) be a complete probability space supporting all stochastic processes that will be considered below. Let us fix Hurst index H ∈ 1 2 , 1 and consider a fractional Brownian motion B H = {B H (t), t ≥ 0} with Hurst index H, that is, a Gaussian process with zero mean and covariance function
Let us denote by σ = {σ(y), y ≥ 0} a driftless subordinator with Lévy measure ν ( [5] ). The Lévy measure ν is such that ν(−∞, 0) = 0 and fulfills the integrability condition
and we have that
with Laplace exponent
that is a Bernstein function ( [40] ). Recall that Bernstein functions are invertible and belong to C 1 (0, +∞) with completely monotone derivative. Moreover, they admit a unique extension to H := {λ ∈ C : ℜ(λ) ≥ 0} that is holomorphic in H * := {λ ∈ C : ℜ(λ) > 0} (see [40, Proposition 3.5] ). Let us also denote by L the Laplace transform operator acting on the variable t ∈ [0, +∞) and by L −1 its inverse. Let us suppose that ν(0, +∞) = +∞. This is enough to ensure that the process σ(y) is strictly increasing (see [6, Proposition 1.3] ). Given a subordinator σ(y), we can define the inverse subordinator E = {E(t), t ≥ 0} as
Moreover, from ν(0, +∞) = +∞ we know that E(t) admits a probability density function f E (t, y) for any t > 0. For the probability density function f E (t, y) it is well known the following Laplace transform formula (see [29, Equation 3 .13]):
Finally, let us consider a fractional Ornstein-Uhlenbeck process U H and an inverse subordinator E, independent from U H . Then we define the time-changed fractional Ornstein-Uhlenbeck process as
3. Absolute moments of the time-changed fOU process and their asymptotic behavior
Let us denote
Recall, in particular, that (3.1)
Returning to the variance, we see with evidence that t → V 2,H (t) is a continuous strictly increasing in t function with the limit value
(see [22] ). Hence, in particular, V 2,H (t) is bounded by V 2,H (∞), and consequently
n . Now, let us establish some properties of the moments of time-changed fOU process. In what follows, we shall use the notation
Lemma 3.1. 1) If the density f E (t, y) of the inverse subordinator exists, then
which means that the absolute moments of U Ψ H are bounded, too. If the density f E (t, y) of the inverse subordinator is a continuous in t function, then V Ψ 2n,H (t) is continuous in t as well.
2) The moments V Ψ 2n,H (t) are increasing in t. 3) For any n ∈ N we have that
and the multiple integral containing in V Ψ 2n,H (∞), is correctly defined. Proof. Statement 1) is evident. In order to prove statement 2), consider 0 ≤ s ≤ t and, for any Borel set A ⊆ R 2 , define the measure H(s, t, A) = P((E(s), E(t)) ∈ A).
Consider statement 3). In terms of Laplace transform, we have from (2.2) that
To do this, observe first that, with a change of variable,
Now, with the notation
Now let us observe that for any β > 0 and n ∈ N
Concerning the integral 
and, from (3.3), we also have
Thus, by Tauberian theorem for the Laplace transform, we have as
Since, according to statement 2), V Therefore, lim
4. Existence of the density of U Ψ H (t) Now we investigate the problem of the existence of probability density function of time-changed fractional Ornstein-Uhlenbeck process. Denote by p H (t, x) probability density function of U H (t) and by p Ψ H (t, x) the probability density function of U Ψ H (t), if this probability density function exists for all t > 0. Proposition 4.1. Suppose that the density f E (t, y) of the inverse subordinator exists, and additionally, E[E −H (t)] < +∞ for any t > 0. Then the probability density function p Ψ H (t, x) exists for all t > 0 and satisfies the equation
Proof. Let us observe that the characteristic function ϕ H (t, z) = E[e izUH (t) ] of fOU U H is given by the following formula
. From the independence of E(t) and U H (t) we have
We want to show that z → ϕ
is an L 1 (R)-function for any t ≥ 0. In order to do this, observe that we can formally apply Fubini theorem, taking into account that all the functions are non-negative, and get that (4.2)
dy.
According to equality (3.1) for V 2,H (t), we have that
Moreover, since V 2,H (y) is an increasing function with V 2,H (1) > 0, the following upper bound holds:
If to summarize, we get that for any t > 0 a Fourier transform z → ϕ 
Now, the relations (4.2) and the subsequent upper bounds imply that conditions of the theorem guarantee the possibility to apply the Fubini theorem to the integral
and the proof follows.
is an inverse α-stable subordinator, then for any t > 0
where g α is the density of a one-sided α-stable random variable S α . Then
With the change of variable z = ty
since Hα < α, and S α has any moment of positive order less than α.
From the integral representation of the characteristic function ϕ Ψ H , we also have the following corollary.
Proof. By using [38, Theorem 9.2], it is only necessary to show that the function
As before, we can formally apply Fubini's theorem, since inte integrand functions are non-negative, obtaining
Since V 2,H (y) is an increasing function with V 2,H (1) > 0, we have the following upper bound
Moreover, since we know that
Remark 4.4. This is not the case of an inverse α-stable subordinator. Indeed, by using the same manipulations as we did before, we have
that, being H > 1/2, is finite if and only if n = 0. * , YULIYA MISHURA † , AND ENRICA PIROZZI *
Some further properties of the variance function V 2,H (·)
In this section we want to exploit some further properties of the variance function V 2,H of the fractional Ornstein-Uhlenbeck process. First of all, let us recall, as done in Section 3, that variance V 2,H (t) is bounded hence its Laplace transform is well defined for any λ ∈ H * . Moreover, we have the following Lemma. Recall that L[V 2,H (·)](λ) stands for the Laplace transform of V 2,H (·).
Lemma 5.1. For any λ ∈ H * the following formula holds
Proof. To obtain formula (5.1) for L[V 2,H (·)](λ), let us recall the following alternative representation of V 2,H (t):
as given in [22] . Thus we have
where we used the change of variable y = λ + 1 θ z.
Moreover, let us give some information on the derivative of covariance V 2,H (t).
Moreover, its derivative satisfies the following relations:
Proof. The fact that V 2,H (t) is a C 1 function in (0, +∞) follows easily from equation (5.2). Indeed, differentiating this equation and then integrating by parts, we get that or any t > 0
3)
The derivative at zero can be calculated using the L'Hospital's rule:
and it follows from (5.
. Now, to obtain (i), we use again the L'Hospital's rule:
Further, to obtain (ii), let us use the L'Hospital's rule once again and evaluate:
With such asymptotics, we can easily establish the following fact.
Proof. Indeed, lim t→0 V ′ 2,H (t) = 0 and as t → +∞ we have that V Moreover, we also have the following Laplace transform formula for V 
and then 
H (·)](λ) and the fact that it holds also for
ℜ(λ) > − 1 θ follows from the fact that L[V ′ 2,H (·)](λ) is analytic. Finally, consider ω ∈ R → L[V ′ 2,H (·)](c + iω). For ω ∈ [−1, 1], L[V ′ 2,H (·)](c + iω) is bounded, while for ω ∈ (−∞, −1) ∪ (1, +∞) we have | L[V ′ 2,H (·)](c + iω)| = 2Hθ 2H Γ(2H) |ω| 2 θc+2 ω + θi θc+1 ω + θi 2H−1 ≤ 2Hθ 2H Γ(2H) |ω| 2 . Hence ω ∈ R → L[V ′ 2,H (·)](c + iω) is in L 1 (R) ∩ L 2 (R) for any c ≥ 0.
Some operators involving V 2,H
In this section we will introduce some operators involving the variance function V 2,H . These operators will be used in the next section to introduce a generalized Fokker-Planck equation. Let us define, for any measurable function u : [0, +∞) × R, the operator
Denote by D(L, I) the domain of such operator, i.e., the set of measurable functions u : [0, +∞) × R, for which L(u)(λ, x) is well defined for any x ∈ I. Now we investigate the belonging of some particular functions to domains D(L, I), for respective I. Introduce the notation R * = R \ {0}.
Lemma 6.1. The following relations hold:
(v) For any x ∈ R * and λ ∈ H we have that
this formula holds also for x = 0 when λ ∈ H * ; (vi)
Proof. Without loss of generality, let us prove our lemma for λ ∈ R with λ ≥ 0. Recall that the density p H (t, x) of the Gaussian r.v. U H (t) equals
2V 2,H (t) .
Let us fix x ∈ R and observe that
Observe that since V ′ 2,H (t) ≃ t 2H−1 and V 2,H (t) ≃ t 2H as t → 0, we have that there exists a constant C 1 (H) such that for any t ∈ [0, 1]
In turn, it means that
and consequently
Hence, in particular
and then
It means that L(p H )(λ, x) < +∞ for any x ∈ R and λ ≥ 0, whence (iii) follows. For the derivative, let us observe that
In particular, for x = 0 we have ∂pH ∂x (t, 0) = 0 for any t > 0 and then
Now we have that, as t → 0,
hence there exists a constant C 3 (H) such that for any t ∈ [0, 1]
Moreover, since V 2,H (t) ≃ t 2H as t → 0, we have that there exists a constant C 4 (H) such that for any
2H . Hence we have
C 4 (H)t 2H , and (6.3)
Moreover, the obtained upper bounds imply that
∂pH ∂x (t, x)dt converges uniformly in the interval ( as t → +∞ and V 2,H (t) ≥ V 2,H (1), therefore
which is integrable. Hence we have L ∂pH ∂x (λ, x) < +∞ for any x ∈ R and λ ≥ 0, whence (iv) follows. Moreover, as before,
∂pH ∂x (t, x)dt converges uniformly in the interval ( (λ, x) in some interval surrounding x, as it was just stated, and the theorem on the differentiation of improper integral in the parameter.
Let
and for any t > 0,
and π(x) is bounded in absolute value by
for |x| < 1,
V2,H (t) is an integrable dominant when λ > 0. It means by the Lebesgue dominant convergence theorem that
Now let us consider the second derivative. We have
Fix x ∈ R * and, as usual, divide the corresponding integral into two parts:
Concerning the first part, note that we have, as t → 0:
Hence we have
which is a L 1 (0, 1) function, due to (6.3), and the following evident transformations:
as t → +∞ and V 2,H (t) is increasing, to obtain that
which is a L 1 (1, +∞) function. Hence we have that L
(λ, x) < +∞ for any
x ∈ R * and λ ≥ 0. In order to prove the second part of property (vi), we need to differentiate (6.1) in x ∈ R * . It can be performed similarly as we obtained (6.1) for x ∈ R * , applying the theorem on the differentiation of improper integral in the parameter, only to note that both integrals in the right -hand side of (6.4) converge uniformly in some interval surrounding x ∈ R * , due to the upper bounds (6.5) and (6.6).
Remark 6.2. Let us observe that for x = 0 we have
, * , YULIYA MISHURA † , AND ENRICA PIROZZI * so, for λ ≥ 0 we have that
2,H (t)
, and for t → 0 the function in the right -hand side of the (6.7) has the asymptotic behavior
the latter expression being a non-integrable in (0, +∞) function. Now let us show that p H and p Ψ H are bounded functions for fixed x ∈ R * .
Lemma 6.3. For any x ∈ R * there exists a constant C H (x) such that
Proof. Let us recall that, since as t → 0 V 2,H (t) ≃ t 2H , there exists two constants C 1 (H) and C 2 (H) such that for any t ∈ [0, 1] we have
From these bounds, combined with (6.2), we get that for t ∈ (0, 1] and x = 0
and then, taking the limit as t → 0 we have lim sup
Moreover, posing 0 < V 2,H (∞) := lim t→+∞ V 2,H (t) < +∞ we have
Since p H (t, x) is continuous in (0, +∞), we have that for any x ∈ R * there exists a constant C H (x) such that p H (t, x) ≤ C H (x) for any t ∈ (0, +∞). Moreover, we have
and this completes the proof.
From now on, in order to simplify, we introduce the notation for Laplace trans-
. Applying Lemma 6.3, we obtain the following useful corollary.
Corollary 6.4. The Laplace transform p H (λ, x) is well defined for any λ ∈ H * and x ∈ R * . Moreover, for fixed c > 0 and x ∈ R * the function
is bounded.
Proof. The first assertion follows easily from Lemma 6.3, since we have for λ ∈ R with λ > 0
This upper bound also gives the second assertion, since we have for λ = c + iω:
We need another control on the growth of p H (t, x).
that is continuous in (0, +∞). In particular we have
Now fix x ∈ R * . By Lemma 5.2, property (i), we know that for t ∈ (0, 1) there exists a constant C 1 (H) such that V ′ 2,H (t) ≤ 2C 1 (H)t 2H−1 . Moreover, since as t → 0 + we have V 2,H (t) ≃ t 2H , there exist two constants C 2 (H) and C 3 (H) such that for t ∈ (0, 1)
and then we have, for t ∈ (0, 1)
where C 4 (H) = C 1 (H)C 2 (H). Finally, taking the limit as x → 0 + we have lim sup
C 3 (H)t 3H+1 = 0, and then lim t→0 + ∂pH ∂t (t, x) = 0 for any x ∈ R * . Thus we have that t → ∂pH ∂t (t, x) is bounded for any x ∈ R * and t → p H (t, x) is Lipschitz. The fact that t → ∂pH ∂t (t, x) is Laplace transformable in H * for any x ∈ R * follows from the fact that it is bounded. Finally, formula 6.8 follows from the Laplace transform of the derivative and the fact that p H (0, x) = 0 for any x ∈ R * . Now we are ready to prove the following Proposition. θ . Then, for x ∈ R * and λ ∈ H * , we have the following equality
(6.9)
Proof. Let us fix R 1 , R 2 > 0. Consider the value
Since all the involved functions are bounded for fixed c 1 , c 2 and x, we can use Fubini theorem to obtain 
and |e
In particular we have from (6.11) , since the integral is finite,
Thus, by dominated convergence theorem, we can take the limit as R 1 → +∞ in equation (6.10) , to obtain 
Hence, taking the limit as R 2 → +∞ in equation (6.12) * , x ∈ I and for any z ∈ R such that c 2 + iz ∈ Z, the quantity
is independent from the choice of the local inverse map Ψ −1 of Ψ in c 2 + iz and
is well defined, i.e., is some complex number. Recall that the integrand is well posed since
is well defined except for z ∈ R such that c 2 + iz ∈ Z, which is at most a countable (and then of null measure) set. Now we are ready to prove the following Lemma.
. Proof. Let us just prove equation (6.15) : the fact that p Ψ H ∈ D(L, R) will follow from that. First of all, recall that from (6.14) we have that
is defined independently from the choice of the local inverse Ψ −1 of Ψ on the imaginary line ℜ(λ) = c 2 . Moreover, local integrability of
follows from the local integrability of p H (c 2 + iv, x). Thus, we have from equations (6.14) and (6.9) that
7. The generalized Fokker-Plack equation for the pdf of U Ψ H (t) In this section we want to show that p Ψ H (t, x) is a solution (in the sense that we will specify later) of a generalized Fokker-Planck equation. Let us consider the Lévy measure ν of the subordinator σ and let us define ν ∞ (t) = ν(t, +∞) for t > 0. The well-definition of such function is given by (2.1). Indeed, for t > 1,
Instead, for t ∈ (0, 1), we have +∞ 1 ν(dx) < +∞ as before, while As done in [13, 42] , let us define the generalized Caputo derivative of a function v in a certain function space as
Let us denote with D(∂ Ψ t ) the domain of such operator. In particular, let us recall that, for λ ∈ H * ,
Finally, let us also recall that if v ∈ C 1 (0, +∞), then
is well defined for x ∈ I and λ ∈ H * . Suppose moreover that v(λ, x) ∈ D(L, I) and
is well defined for any x ∈ I and λ ∈ H * .
Finally, suppose that
is the Laplace transform of some L ∞ function. On such function we can define the operator
let us denote with D(G, I) the domain of G. Now we are in position to prove that p Ψ H is a solution, in some sense, of the following equation • v ∈ D(G, I);
• v(·, x) ∈ D(∂ Ψ t ) for any x ∈ I; • for any x ∈ I the identity (7.1) holds for almost any t ∈ (0, +∞).
In particular we have For a function f : H * → R, we say that f belongs to the Widder space C W (0, +∞) if and only if its restriction to the real line R + belongs to C W (0, +∞). A classical result (see [44] also for generalization) shows that the Lapalce transform is an isometric isomorphism between L ∞ (0, +∞) and C W (0, +∞). Now we are ready to prove the following result. We can now investigate the following equation Concerning the definition of solution, mild solutions of (7.1) and (7.3) coincide. However, we need to give a different definition of classical solution.
Definition 7.3. We say that v : (0, +∞)×I → R with I ⊆ R is a classical solution of Equation (7.3) if • v ∈ D(G, I);
• v(·, x) ∈ D(∂ Ψ t ) for any x ∈ I; • for any x ∈ R * the identity (7.3) holds for almost any t ∈ (0, +∞).
Obviously, classical solutions of (7.1) are also classical solutions of (7.3), but the vice-versa is not true. Now, we want to show that p However, taking the Laplace transform of the right-hand side we have
