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Abstract
The aim of the paper is to demonstrate the superiority of Cartan’s method over
direct methods based on differential elimination for handling otherwise intractable
equivalence problems. In this sens, using our implementation of Cartan’s method,
we establish two new equivalence results. We establish when a system of second
order ODE’s is equivalent to flat system (second derivations are zero), and when a
system of holomorphic PDE’s with two independent variables and one dependent
variables is flat. We consider the problem of finding transformation that brings a
given equation to the target one. We shall see that this problem becomes algebraic
when the symmetry pseudogroup of the target equation is zerodimensional. We avoid
the swelling of the expressions, by using non-commutative derivations adapted to
the problem.
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Introduction
Present ODE-solvers make use of a combination of symmetry methods and
classification methods. Classification methods are used when the ODEmatches
a recognizable pattern (e.g. as listed in (Kamke, 1944)). Significant progress
would be made if it was possible to compute in advance the differential in-
variants that allow to decide whether the equation to be solved is equivalent
to one of the list by a change of coordinates. We will show that, for the com-
putation of these invariants, the geometrical approach offers advantages over
non geometrical approaches (e.g. Riquier, Ritt, Kolchin etc.)
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The change of coordinates that maps a given differential equation to a target
one is a solution of certain PDE’s system. Differential algebra allows us to
compute the integrability conditions of this system. Unfortunately, in practice
one is often confronted with computer output consisting of several pages of
intricate formulae. Even so, for more complicated problems with higher com-
plexity such those treated in section 5, and many others coming from biology,
physics, etc. differential algebra is not efficient due to expression swell.
In his equivalence method, E´lie Cartan formulated the PDE’s system as a
linear Pfaffian system. In this way, the integrability conditions are computed
with a process called absorption of torsion leading to sparse structure equa-
tions. In addition, this computation is done by separately and symmetrically
treating the linear Pfaffian system. This divides the number of variables by
two.
Regarding ODE-solvers, Cartan’s equivalence method is complementary to
symmetry method. In the case when the symmetry pseudogroup of the input
equation is zerodimensional, actual DE-solvers are unusable. Thus, in such
a case, one can map this equation to a known equation. We shall see that
the change of coordinates realizing the equivalence can be computed without
integrating differential equation.
The paper is organized as follows. In section 1, we define the equivalence prob-
lem of differential equations under a given pseudogroup of diffeomorphisms.
In section 2, using Diffalg, we solve two examples which will serve for our
argumentation and we finger out the limitations of such technique. We give
a first optimization, to avoid the expression swell, by using non commutative
derivations. The goal of section 3 is to introduce the reader to the calculation
of the integrability conditions of linear Pfaffian systems. In section 4, Cartan’s
method is applied to the equivalence problem presented in section 1. In sec-
tion 5, we give new results on the equivalence of ODE’s and PDE’s systems
with flat systems (Theorems 2 and 3). In section 6, we consider the problem of
finding transformation that brings a given equation to the target one which is
usually even harder than, to establish the equivalence. We shall see that this
problem becomes algebraic when the symmetry pseudogroup is zerodimen-
sional. We avoid the swelling of the expressions, by using non-commutative
derivation adapted to the problem.
1 Formulation of local equivalence problems
An equivalence problem is the following data : a class of (systems of) differ-
ential equations Ef and a pseudogroup of transformations acting on this class.
The two differential equations Ef and Ef¯ are said to be equivalent under the
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pseudogroup Φ (we write Ef ∼Φ Ef¯) if and only if there exists a local diffeo-
morphism ϕ ∈ Φ which maps the solutions of Ef to the solutions of Ef¯ . The
change of coordinates ϕ ∈ Φ is solution of a PDE’s system that we can gener-
ated by an algorithm. A program like Diffalg (Boulier et al., 1995; Boulier,
2006) or Rif (Reid et al., 1996) can compute the integrability conditions of
such PDE’s system, then the existence of ϕ is decidable.
Consider the two second order ODE (Ef) and (Ef¯)
d2y
dx2
= f
(
x, y,
dy
dx
)
and
d2y¯
dx¯2
= f¯
(
x¯, y¯,
dy¯
dx¯
)
. (1)
Let Φ denote the pseudogroup of local diffeomorphisms ϕ : C2 → C2 defined
by the Lie equations
∂x¯
∂x
= 1,
∂x¯
∂y
= 0,
∂y¯
∂y
6= 0.
This gives (x¯, y¯) = ϕ(x, y) = (x+C, η(x, y)) where C is a constant and η(x, y)
is an arbitrary function.
2 Equivalence problems and differential elimination
We shall consider equivalence problems with fixed (determined) target equa-
tion Ef¯ . The question is to find the explicit conditions on f such that Ef ∼Φ Ef¯ .
For instance, consider the equivalence problem of 2nd order ODE presented
in the previous section. Let (x, y, p = y′, q = y′′) denote a local coordinates
system of the jet space J2(C,C). Thus, the problem reads
∃ϕ ∈ Φ, ϕ∗(q¯ − f¯(x¯, y¯, p¯)) = 0 mod q − f(x, y, p) = 0. (2)
The prolongation formulae (Olver, 1993) of ϕ are
ϕ∗p¯ = Dxη = ηx + ηyp, ϕ
∗q¯ = D2xη = ηxx + 2ηxyp+ ηyyp
2 + ηyq
where Dx =
∂
∂x
+ p ∂
∂y
+ f(x, y, p) ∂
∂p
is the total derivative. The following ex-
amples explain how one can use differential elimination to solve such question.
Example 1 Let us suppose that the target f¯ is identically zero. The equa-
tions (2) take the form of a polynomial PDE’s system
ηxx + 2ηxyp+ ηyyp
2 + ηyf = 0, ηp = 0, ηy 6= 0. (3)
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By eliminating η in (3) using the ranking η ≻ f , we obtain the characteris-
tic set
ηxx = −ηyf + pηyfp −
1
2
pηyfpp, ηxy = −
1
2
ηyfp +
1
2
pηyfpp,
ηyy = −
1
2
ηyfpp, ηp = 0,
fppp = 0, fxp = −fppf + 2fy +
1
2
f 2p − pfyp.
(4)
It follows that the 2nd order differential equation y′′ = f(x, y, y′) is reduced to
the equation y¯′′ = 0 by a transformation ϕ of the form ϕ(x, y) = (x+C, η(x, y))
if and only if
fppp = 0, fxp = −fppf + 2fy +
1
2
f 2p − pfyp. (5)
To obtain the change of coordinates ϕ we have to integrate the PDE’s system
given by the first four equations of (4).
The next example shows that, in favorable cases, we can determine the change
of coordinates without any integration.
Example 2 Suppose that the target equation is (PI), the Painleve´ first equa-
tion y¯′′ = 6y¯2 + x¯ . The problem formulation is as above and in this case
Diffalg returns the following characteristic set
η(x, y)= 1/12 fy − 1/24 fx,p − 1/24 fp,pf + 1/48 fp
2 − 1/24 pfy,p, (6)
C =−x+ 1/16 pfpfy,p,pf + 1/16 p
2fp,pfpfy,p + 1/16 pfpfp,pfy
...
fx,x,x,x,p=−24 + 5/2 fpfp,pfpfy,p − 4 fxfx,y,p + 2 fx,x,x,y − 2 pfy,pfpfx,p
...
fx,x,y,p=−pfp,pfy,y + 3 pfy,p,pfy + fp,pp
2fy,y,p − 3/2 pfpfy,y,p
...
fx,y,y,p=2 fy,y,y + fy,p
2 − pfy,y,y,p − fy,y,p,pf − 2 fy,p,pfy −
1/2 fp,pfy,p,pf + fpfy,y,p − 1/2 fp,pfx,y,p − 1/2 fp,ppfy,y,p −
1/2 fp,p
2fy + 1/2 fp,pfpfy,p,
fx,p,p= fy,p − pfy,p,p,
fp,p,p=0.
The two first equations demonstrate that the change of variable ϕ is obtained
without integrating differential equation and is unique. We shall see, in sec-
tion 6, that this results from the fact that the symmetries pseudogroup of (PI)
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is zerodimensional (in fact reduced to the identity). The other equations gives
the requested conditions on f .
As the reader may have noticed, such explicit formulae consisting of several
lines (pages) prove quite useless for practical application. In section 6, we shall
wee that the same formulae take a more compact form when they are written
in term of the associated invariants.
More dramatically, the above brute-force method is rarely efficient due to
expression swell involved by the use of commutative derivations. Indeed, the
study of the equivalence of the 3rd order differential equation y′′′ = f(x, y, y′, y′′)
with y¯′′′ = 0 under contact transformations (x¯, y¯) = (ξ(x, y, y′), η(x, y, y′)) , re-
quires the prolongation to J3 = (x, y, p = y′, q = y′′, r = y′′′), that is to find
p¯=
Dxη
Dxξ
,
q¯=
Dx
2ηDxξ −DxηDx
2ξ
Dxξ
3 ,
r¯=
Dx
3ηDxξ
2 − 3Dx
2ηDx
2ξDxξ + 3DxηDx
2ξ
2
−DxηDx
3ξDxξ
Dxξ5
,
where Dx =
∂
∂x
+p ∂
∂y
+q ∂
∂p
+f(x, y, p, q) ∂
∂q
. The change of coordinates satisfies
the PDE’s system {r¯ = 0, ∂p¯
∂q
= 0, ξq = 0, ηq = 0}. Using commutative
derivations, this system blows up and takes more than one hundreds of lines
r¯=3pηxxyξx
3 − 12ηxxp
2ξxyξyξx − 6p
3ηyξxxyξyξx + 3pηyξxx
2ξx +
...
100 lines of differential polynomials
and calculation (treatment by Diffalg) do not finish !
The first optimization is to use the non commutative derivations {Dx,
∂
∂y
, ∂
∂p
, ∂
∂q
}
such in (Hubert, 2000) inspired by (Neut, 2003). A better alternative is to use
the associated invariant derivations discussed later on.
3 The geometrical approach of the integrability conditions calcu-
lation
E´. Cartan’s transforms an analytic PDE’s system into an equivalent linear
Pfaffian system (with a condition that specifies the independent variables). He
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gave a method to compute the integrability conditions of any analytic linear
Pfaffian systems and therefore of any analytic PDE’s systems. This algorithm
is based on the process of absorption of torsion which leads to sparse equations.
Recall that a Pfaffian system (with independence condition) on real analytic
manifold M is a an exterior differential system of the form


ωα = 0, (1 ≤ α ≤ a)
θ1 ∧ θ2 ∧ · · · ∧ θn 6= 0,
(7)
where ωα and θi are linearly independent differential 1-forms defined on M
and a, n ∈ N. An integral manifold i : S →֒ M is a submanifold S of M such
that i∗ωα = 0 for all 1 ≤ α ≤ a and i∗(θ1 ∧ θ2 ∧ · · · ∧ θn) 6= 0.
Let [I] and [J ] denote the exterior differential ideals respectively generated by
I = (ωα) and J = (ωα, θi) for 1 ≤ α ≤ a and 1 ≤ i ≤ n.
Definition 1 A Pfaffian system I ⊂ J ⊂ Ω1M is linear if and only if dI = 0
mod [J ].
One obtains a local basis (ωα, θi, πρ) of Ω1M by completing the basis (ωα, θi)
of J by the 1-forms πρ ∈ Ω1M (1 ≤ ρ ≤ r). If the Pfaffian system is linear
then there exist analytic functions Aαρi and T
α
jk defined on M such that
dωα = Aαρi π
ρ ∧ θi +
1
2
T αjk θ
j ∧ θk mod [I], (1 ≤ α ≤ a). (8)
Proposition 1 Given two analytic manifolds X and U . Every q-order PDE’s
system E q ⊂ Jq(X,U) is equivalent to a linear Pfaffian systems defined on E q.
Proof 1 Suppose that x = (xi)1≤i≤n:=dimX are local coordinates of X and u =
(uα)1≤α≤m:=dimU are local coordinates of U , then (x
i, uαI ), where I = i1i2 · · · iℓ
and 0 ≤ l ≤ q, constitutes a local coordinates of Jq. The contact system of Jq
is {duαI − u
α
I,idx
i = 0, ℓ < q, 1 ≤ α ≤ m} with dx1 ∧ · · · ∧ dxn 6= 0 and
these equations continue to hold when we restrict to E q.
3.1 Essential elements of torsion
Since i∗(θ1) ∧ i∗(θ2) ∧ · · · ∧ i∗(θn) 6= 0, the forms i∗(πρ) are linear combina-
tions of the forms i∗(θi), i.e. there are coefficients λρi such i
∗(πρ) = λρi i
∗(θi).
Substituting into (8) leads to
∑
1≤j<k≤n
i∗
(
T αjk − A
α
ρjλ
ρ
k + A
α
ρkλ
ρ
j
)
i∗(θj ∧ θk) = 0, (1 ≤ α ≤ a).
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These conditions are equivalent to the system (by omitting the pullback i∗)
T αjk = A
α
ρjλ
ρ
k −A
α
ρkλ
ρ
j , (1 ≤ α ≤ a; 1 ≤ j < k ≤ n) (9)
which is linear in the unknown coefficients λρi . By eliminating the coeffi-
cients λρi using the standard Gaussian elimination, one obtains linear combi-
nations of the functions T αjk, called essential torsion elements, which inevitably
vanish. Reciprocally, this vanishing ensures the existence of the λρi .
Theorem 1 The essential torsion elements are real–valued functions defined
on M and vanishing on any integral manifold S ⊂ M of the linear Pfaffian
system I ⊂ J ⊂ Ω1M . In other words, they are the integrability conditions.
3.2 Absorption of torsion
Elie Cartan was used to calculate the integrability conditions provided by the
preceding theorem using a process, called today absorption of torsion. In the
structure equations (8), let us replace the πρ by the general linear combination
πρ := πρ + λρi θ
i. This yields
A
α
ρi = A
α
ρi, T
α
jk = T
α
jk + A
α
ρjλ
ρ
k − A
α
ρkλ
ρ
j . (10)
The process of absorption of torsion consists in calculating the λρi so that to
fix the maximum of T¯ αjk to zero. After the absorption, the torsion elements
remaining non zero form a basis of the essential torsion elements. The ab-
sorbed structure equations take now a simple (sparse) form which makes the
calculations easier.
Before going to the complete algorithm (see Fig.1) let us sketch two basic
concepts which are the involution and the prolongation (see Bryant et al.
(1991) for rigorous exposition). By saying that the structure equations are
in involution we simply mean that by any point of M there passes at least
one ordinary integral manifold. In practice, involution is checked using Cartan
characters.
What about prolongation? In the formalism of PDE’s systems, a prolonga-
tion consists in differentiating each equation w.r.t. each independent variable.
Thus, one passes from a system E q ⊂ Jq to a new system E q+1 ⊂ Jq+1 hav-
ing the same solutions. In the formalism of linear Pfaffian systems (and more
generally, exterior differential systems) the manifold M is replaced by the
grassmannian of the ordinary integral plans. The coordinates of M with the
λρi , which remained arbitrary after the process of the absorption of torsion,
constitute a system of local coordinates of this grassmannian.
Cartan-Kuranishi’ theorem (Kuranishi, 1957) guarantees that the algorithm
7
Structure Equations
Prolongation
Yes
No
NoYes
there passes an integral manifold  
     By each point of M
  Linear Pfaffian system
Input
Solutions
No
          Torsion
           Absortion of
the manifold M
Reduction
of
yes
No     
     Intergrability condition?
Involution ?
M is empty ?
Fig. 1. General flowchart
of the figure 1 stops. In other words, after a finite number of steps the system
is either impossible or in involution
4 Cartan’s method of equivalence
E´. Cartan recasts the problem of local equivalence Ef ∼Φ Ef¯ into to the cal-
culation of the integrability conditions of a linear Pfaffian system


θi
f¯
(a¯, x¯) = θif (a, x), (1 ≤ i ≤ m)
θ1f ∧ · · · ∧ θ
m
f 6= 0,
(11)
defined on certain manifold M with local coordinates (a, x). The change of
coordinates ϕ ∈ Φ is solution of this linear Pfaffian system where the two
set of variables (a¯, x¯) and (a, x) play a symmetrical role. In this setting, the
integrability conditions appear under the symmetric form
If¯ (a¯, x¯) = If (a, x) (12)
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The generic function If is called fundamental invariant. Every algorithm like
Diffalg based on the notion of “ranking” breaks this symmetry. Cartan’s
method, which is an application of the algorithm of the previous section,
computes the integrability conditions (12) by separately and symmetrically
treating the 1-forms θf and θf¯ . This divides the number of variables by two.
To fix the ideas, let us return to the equivalence problem of 2nd order ODE
introduced in the first section. The differential equation y′′ = f(x, y, y′) is
equivalent to the Pfaffian system (Σf )
dp− f(x, y, p) dx = 0, dy − p dx = 0 with dx ∧ dy ∧ dp 6= 0. (13)
In the same way, the equation y¯′′ = f¯(x¯, y¯, y¯′) is equivalent to the Pfaffian
system (Σf¯). Now, since the first prolongation preserves the module of the
contact forms, (Σf ) and (Σf¯) are equivalent under ϕ ∈ Φ if and only if there
exist functions a = (a1, a2, a3) such that


dp¯− f¯(x¯, y¯, p¯)dx¯
dy¯ − p¯ dx¯
dx¯


︸ ︷︷ ︸
ωf¯
=


a1 a2 0
0 a3 0
0 0 1


︸ ︷︷ ︸
g(a)


dp− f(x, y, p) dx
dy − p dx
dx

 .
︸ ︷︷ ︸
ωf
The matrices g(a) form a matrix Lie group, called the structural group. Now,
multiplying the two sides by g(a) gives


a¯1 a¯2 0
0 a¯3 0
0 0 1


︸ ︷︷ ︸
g(a¯)


dp¯− f¯(x¯, y¯, p¯)dx¯
dy¯ − p¯ dx¯
dx¯


︸ ︷︷ ︸
ωf¯
=


a1 a2 0
0 a3 0
0 0 1


︸ ︷︷ ︸
g(a)


dp− f(x, y, p) dx
dy − p dx
dx

 .
︸ ︷︷ ︸
ω
According to Cartan we define θf := g(a) ωf and the equivalence problem takes
the form (11) where x := (x, y, p). We launch Cartan’s method as explained in
(Olver, 1995; Gardner, 1989; Kamran, 1989, 1990) and we obtain the involutive
structure equations
dθ1=−θ1 ∧ θ4 + I1θ
2 ∧ θ3,
dθ2=−θ1 ∧ θ3 − θ2 ∧ θ4,
dθ3=0,
dθ4=I2θ
1 ∧ θ2 + I3θ
2 ∧ θ3,
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involving the fundamental invariants
I1(a, x) = −
1
4
(fp)
2− fy +
1
2
Dxfp, I2(a, x) =
fppp
2a32
, I3(a, x) =
fyp −Dxfpp
2a3
.
The final invariant 1-forms are
θ1 = a3
(
(
1
2
fpp− f)dx−
1
2
fpdy + dp
)
, θ2 = a3 (dy − pdx) ,
θ3 = dx, θ4 = (
1
2
fp −
1
2
fppp)dx+
1
2
fppdy +
1
a3
da3.
Dual to these forms are the invariant derivations
X1 =
1
a3
∂
∂p
, X2 =
1
a3
∂
∂y
+
1
2
fp
a3
∂
∂p
−
1
2
fpp
∂
∂a3
,
X3 =
∂
∂x
+ p
∂
∂y
+ f
∂
∂p
−
1
2
fpa3
∂
∂a3
, X4 = a3
∂
∂a3
.
Thus, the differential of any function H(x, y, p, a3) can re-expressed as dH =∑4
i=1Xi(H) θ
i.
5 Differential relations between the fundamental invariants
The algebra of invariants associated to a given equivalence problem is a dif-
ferential algebra generated by the fundamental invariants and closed under
the invariant derivations. These derivations, which generally do not commute,
allow us to compute a complete system of invariants from fundamental invari-
ants. One obtains most of the syzygies i.e. the differential relations between
the fundamental invariants using Poincare´ lemma d2 = 0 where d denotes the
exterior derivation. This low cost computation does not require the expression
of the invariants in local coordinates or any elimination which is particularly
useful since the invariants can be very big (1.1 Mo in the case of ODE’s and
PDE’s systems below).
For the problem (1), the relations provided by Poincare´ lemma are
X1I1 = −I3, X4I1 = 0, X4I2 = −2I2, X1I3 = −X3I2, X4I3 = −I3.
In the particular case when f¯ = 0, all invariants vanish and thus, according
to (12), the corresponding invariants of y′′ = f(x, y, p) must vanish too. Now,
since I1 and I2 form a basis of the differential ideal generated by the three
fundamental invariants, one finds the same conditions (3).
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5.1 Second order ODE’s systems
Given the following ODE’s system (SF ) :


x¨1 = F 1(t, x, x˙),
x¨2 = F 2(t, x, x˙),
(14)
where x˙ = (x˙1, x˙2) denotes the derivative of x1 and x2 according to t. Two
systems (SF ) and (SF¯ ) are said to be equivalent under a point transformation
if and only if there exist functions a1, . . . , a15 on C
3 in C such that

d ˙¯x1 − F
1
(t¯, x¯, ˙¯x)dt¯
d ˙¯x2 − F
2
(t¯, x¯, ˙¯x)dt¯
dx¯1 − ˙¯x1dt¯
dx¯2 − ˙¯x2dt¯
dt¯


=


a1 a2 a3 a4 0
a5 a6 a7 a8 0
0 0 a9 a10 0
0 0 a11 a12 0
0 0 a13 a14 a15




dx˙1 − F 1(t, x, x˙)dt
dx˙2 − F 2(t, x, x˙)dt
dx1 − x˙1dt
dx2 − x˙2dt
dt


When applied, Cartan’s method yields 88 fundamental invariants. Without
any need to the explicit expressions of the 88 invariants (over 1 M bytes of
memory) Poincare´ lemma shows that two invariants form a basis the differ-
ential ideal generated by the 88 invariants. If the functions F 1 and F 2 are
identically zero, this two invariants vanish.
Theorem 2 (Neut (2003)) The system (SF ) is equivalent to the system
{¨¯x1 = 0, ¨¯x2 = 0} under a point transformations if and only if
F 2x˙1x˙1x˙1 = 0, F
1
x˙2x˙2x˙2 = 0, F
2
x˙2x˙2x˙2 − 3F
1
x˙1x˙2x˙2 = 0, F
1
x˙1x˙1x˙1 − 3F
2
x˙1x˙1x˙2 = 0,
F 1x˙1x˙1x˙2 − F
2
x˙1x˙2x˙2 = 0, 2DtF
1
x˙2 − F
1
x˙2F
1
x˙1 − F
2
x˙2F
1
x˙2 − 4F
1
x2 = 0,
−(F 2x˙2)
2 − 2DtF
1
x˙1 − 4F
2
x2 + 4F
1
x1 + 2 DtF
2
x˙2 + (F
1
x˙1)
2 = 0,
−2DtF
2
x˙1 + F
2
x˙2F
2
x˙1 + 4F
2
x1 + F
1
x˙1F
2
x˙1 = 0
where Dt =
∂
∂t
+ x˙1 ∂
∂x1
+ x˙2 ∂
∂x2
+ F 1 ∂
∂x˙1
+ F 2 ∂
∂x˙2
.
5.2 PDE’s systems
Given a system of holomorphic PDE with two independent variables (x1, x2) ∈ C2
and one dependent variable u ∈ C
(Sf) :
∂2u
∂xα∂xβ
= fαβ
(
x, u,
∂u
∂x
)
, fαβ = fβα for α, β = 1 . . . 2,
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If we use the notation u′ := (uα)1≤α≤2 and u
′′ := (uαβ)1≤α≤β≤2 then (Sf) reads
u′′ = f(x, u, u′). When f ≡ 0 the system is denoted by (S0). (Sf) and (Sf¯ )
are said to be locally equivalent under a bi-holomorphic transformation if and
only if 

du− u′dx
dx
du′ − f¯dx

 =


a 0 0
A M 0
B 0 N




du− u′dx
dx
du′ − fdx

 (15)
where a ∈ C∗, A, B ∈ C2, M, N ∈ GL(2,C). By applying Cartan’s method
in S. S. Chern (1975) way (see also (Fels, 1995)), one obtains 15 structure
equations involving 8 big invariants. For the system (S0), these invariants
vanish.
Theorem 3 The following propositions are equivalent
(i) The system (Sf) is equivalent to the system (S0) under bi-holomorphic
transformations.
(ii) The system (Sf ) admits a 15–dimensional point symmetries Lie group.
(iii) The functions fαβ for α, β = 1 . . . 2 satisfy
∂2f11
∂u2∂u2
= 0,
∂2f22
∂u1∂u1
= 0,
∂2f12
∂u2∂u2
−
∂2f11
∂u1∂u2
= 0,
∂2f22
∂u1∂u2
= 0,
∂2f11
∂u1∂u1
− 4
∂2f12
∂u1∂u2
+
∂2f22
∂u2∂u2
= 0.
6 Change of coordinates calculation
One obtains the transformation ϕ without integrating any differential equa-
tion when the symmetry pseudogroup Sf¯ ⊂ Φ of the target equation Ef¯ is
zerodimensional. Indeed, if the function ϕ is the general solution of a differ-
ential system (of non zero order) then it depends on, at least, one arbitrary
constant and thus (the figure below) the symmetry pseudogroup Sf¯ is not
zerodimensional.
(x¯0, Ef¯ )(x, Ef )
ϕ0
σ ∈ Sf¯ϕ
(x¯, Ef¯ )
Example 3 Let us go back to the equivalence with the first Painleve´ equa-
tion (PI) under transformations ϕ(x, y) = (x¯, y¯) = (x + C, η(x, y)). We refer
the reader to the end of section 4 for the expressions of the fundamental in-
variants and the invariant derivations.
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The specialization of these invariants on the Painleve´ equation gives
I¯1 = 12y¯, I¯2 = I¯3 = 0.
According to the equality of the invariants (12), we deduce that I2 = I3 = 0
which give the two last equations of (6). Also, we have
12y¯ = I¯1 = I1 = −
1
4
fp
2 − fy +
1
2
Dxfp
and this gives η(x, y), that is the first part of ϕ. To find C = x¯− x, we have
X¯23 I¯1 = −72y¯
2 − 12x¯
and according again to the equality of the invariants we obtain
C = x¯− x = −
1
24
I21 −
1
12
X23 I1 − x.
As byproduct, the conditions (6) on the function f can be obtained by express-
ing that C is constant i.e. Xi(C) = 0 for 0 ≤ i ≤ 4
X1X
2
3 I1 = 0, I1 X2I1 +X2X
2
3 I1 = 0, I1 X3I1 +X
3
3 I1 − 1 = 0
The voluminous formulae (6) take now a more compact form, expressed in
terms of differential invariants.
7 Conclusion
In this paper we demonstrated the superiority of Cartan’s method over direct
methods based on differential elimination for handling equivalence problems.
Indeed, we have seen that the use of the invariant derivations and the coding
of the expressions in terms of invariants significantly reduce the size of these
expressions. Moreover, in Cartan’s method, the frame is dynamically adapted
(during the computation) using the absorption of torsion process. This leads
to sparse structure equations and makes calculations easier. In addition, this
computation is done by separately and symmetrically treating the considered
linear Pfaffian system. This divides the number of variables by two. Also, we
have seen that almost of the syzygies between the fundamental invariants are
obtained using Poincare´ lemma without any need of the expression of these
invariants in local coordinates (which can take 1 Mo of memory). We have gave
new equivalence results, using our software which is available at www.lifl.fr/
~neut/logiciels.
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