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Among various biometric technologies, the field of palmprint recognition has at-
tracted great attention in biometrics because of its effectiveness. In the past
couple of years there has been a leap from the traditional palmprint recogni-
tion methodologies which use handcrafted features, to a deep learning based
approaches, especially the convolutional neural network (CNN) models which are
able to automatically learn the feature representations from the data. However,
the information that is preserved by them is very limited to the most discrimi-
native part of the input, which can be problematic when the data is acquired in
unconstrained setting as in case for contactless palmprint images. Also, encoding
the palmprint structure in a holistic manner cannot address the issues known
to be problematic for contactless palmprint recognition, such as the presence of
elastic deformations.
In this thesis we address the problem of elastic deformations by presenting a
new approach to contactless palmprint recognition that is based on a specially
devised CNN model. The model is designed as a two-path architecture, where
one path processes the input in a holistic manner, while the second input extracts
the local information from sampled image patches from the input image. In this
way the local processing path addresses the issues related to elastic deformations
thereby compensating the information from the global processing path. At the
final stage the most relevant local information is selected by a max-pooling op-
eration across channel dimension, and combined with the global one by a simple
concatenation. The model is trained with a combined learning objective which
uses the standard cross-entropy and the center loss. By using this design, the dis-
criminative power of the learned features is enhanced while exhibiting high level of
robustness to elastic deformations and ensures state-of-the-art performance. The
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approach was tested on two publicly available contactless palmprint databases,
namely, IITD and CASIA database and show that it outperforms several clas-
sical palmprint recognition methods, and report comparable results against the
state-of-the-art palmprint recognition methods from the literature.
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1 Introduction
The area of palmprint recognition is well-established subfield of biometrics which
represents a successful modality and widely deployed commercially throughout
the years [4, 5]. Palmprint recognition techniques rely on two kinds of features for
identity recognition, i.e. palmar friction ridges (the ridge and valley structures like
fingerprint) and the palmar flexion creases (discontinuities in the epidermal ridge
patterns), as illustrated on Figure 1.1 a) and Figure 1.1 b), respectively [4]. In
particular, palmprint-based biometric systems have been increasingly researched
in recent years due to their high recognition accuracy, usability, and acceptability
[4, 5].
a) Palmar friction ridges b) Palmar flexion creases
Figure 1.1: Illustration of palmprint features: a) Palmar friction ridges (image
source [1]) and b) Palmar flexion creases (image source [2]).
Throughout the years, there has been transition from contact-based to con-
tactless palmprint recognition approaches which increased the attention of many
researchers [4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Different from the contact-based palm-
print images, the contactless palmprint images are taken with a commercial cam-
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era under free environments [4]. In fact, there are several contactless palmprint
acquisition procedures that are highly usable, in which the position of the hand is
not constrained and the palm does not touch any surface [5, 6, 7, 8, 9, 10, 11]. The
contactless palmprint acquisition offers many benefits, like user friendliness, in-
creased privacy, better hygiene [12] which is of great importance during pandemic
outbreaks like COVID-19, and many other. Nevertheless, the images acquired
in uncontrolled and uncooperative environment brought new challenges related
to increased variability caused by rotations, illumination, translations, different
scales, elastic deformations, while easily suffering from noise [1]. Figure 1.2 high-
lights the main difference between a palmprint image acquired in contact-based
manner (Figure 1.2 a)), and a palmprint image acquired in contactless manner
(Figure 1.2 b)). Since there is a presence of misalignments and severe interclass
differences among palmprint images captured in a contactless manner, it has been
shown that conventional palmprint recognition methods have several drawbacks.
To avoid those drawbacks, there have been presented numerous strategies to boost
the recognition accuracy by extracting additional features from the palmprint im-
ages [14, 15].
a) Contact-based b) Contactless
Figure 1.2: Difference between palmprint images acquired in a) contact-based
(image source [3]) and b) contactless manner.
Recently, numerous biometric approaches are being developed by using Deep
Learning (DL) based techniques for solving the addressed problems, since they
are capable of extracting knowledge from noisy data, thus not requiring the hand-
crafted feature extraction step, adapt to the biometric samples, and achieve more
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accurate recognition in less-constrained environments [4, 7, 16, 17, 12]. Several
recent methods consider DL techniques for contactless palmprint recognition,
however, they exhibit at least one or more of the following drawbacks. First,
majority of those methods process the input in a holistic manner, where the local
information that is preserved is limited to the most discriminative parts of the
input. In unconstrained setting this can be problematic, since different parts of
the input might be elastically deformed which greatly affects the performance of
such methods. Second, those methods are not capable to interpret which part of
the input contributes the most to the final feature representation.
Since this is problematic, our motivation in this work is to address this gap
by presenting a hybrid DL based technique which utilizes both global and local
information while not requiring extensive parameter tuning. To the best of our
knowledge, this is the first use of a hybrid DL based technique in the contact-
less palmprint recognition domain. Different from other DL based approaches,
our model exhibits a high-level of robustness to elastically deformed images and
ensures state-of-the-art performance.
We make the following contributions in this thesis:
• We present our hybrid DL based approach for palmprint recognition, which
represents a dual-path CNN architecture
• We describe each individual component of the architecture and the learn-
ing mechanism which additionally boosts the discriminative power of the
learned features
• We perform extensive experiments related to different parts of the archi-
tecture and further explore its generalization capability across different
datasets.
• We compare our results against the traditional feature extraction and state-
of-the-art methods from the literature.
The rest of the thesis is structured as follows: In Section 2 some relevant prior
works are presented. In Section 3, we introduce the proposed model and describe
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each building block and the learning mechanism in detail. Section 4 presents
the experimental datasets and setup, the used metrics, how the model is trained
and the ablation study where we perform extensive experiments related to dif-
ferent parts of the architecture. We also report various qualitative evaluations to
highlight the benefit of using combined information for the palmprint recognition
task. Finally, Section 5 presents the conclusion, open issues and summary of our
work.
2 Related works
In this section we discuss some prior work related to this thesis, covering the
central ideas of the conventional, as well as the deep learning-based palmprint
recognition methods.
2.1 Conventional palmprint recognition methods
Early work on palmprint recognition focused on hand-crafted feature extraction
process to encode the palmprint structure. Researchers in [9] presented a new
palmprint descriptor, named Histogram of Oriented Lines (HOL), which is a
variant of Histogram of Oriented Gradients (HOG) [9]. The proposed approach
was tested on two palmprint databases, i.e. PolyU II [18] and the PolyU MB
[19] database. The authors also made several experiments by using the subspace
learning methods for dimensionality reduction, i.e. PCA, LDA, SRDA, and their
kernel versions (KPCA, KLDA, and KSRDA). To evaluate the performance, the
authors used the statistical value of equal error rate (EER) [9].
Kumar in [5] performed several experiments by using several publicly available
contactless palmprint databases [5], [7], [11], [20] to ascertain the effectiveness
of the proposed method [5]. He also introduced a new approach for matching
contactless palmprint images by using more accurate deformation alignment and
matching. He also introduced a new contactless palmprint database [3], and
made a comparative experimental results from the most competing methods,
using respective databases [5].
Wu et al., [20] presented a contactless palmprint verification method which
5
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uses isotropic filter for the purpose of image processing, and SIFT based feature
extraction and matching. In the final step the authors used a two-stage strategy,
i.e. in the first stage, an iterative RANSAC (I-RANSAC) algorithm was employed
to remove the mis-matched points, and in the second stage, they extracted Local
Palmprint Descriptors (LPDs) for SIFT points to further remove the mis-matched
points which could not be distinguished by original SIFT descriptors. As a de-
tection score the authors used the number of final matched SIFT points. To
evaluate the performance of the proposed approach they used two publicly avail-
able contactless palmprint databases, i.e. IIT Delhi (IITD) Touchless Palmprint
Database [5], [7], [11], [20], and CASIA palmprint database [5], [7], [11], [20].
Researchers in [13], presented new descriptor referred as Difference of Vertex
Normal Vectors (DoN) for 2D palmprint matching. The authors used this de-
scriptor for each point of the palmprint and it is based on the ordinal measure
which partially describes the difference of the neighboring points’ normal vectors.
By using this, the authors were able to extract 3D information from 2D palmprint
images, which is expected to be highly stable under commonly occurring illumi-
nation variations during contactless imaging. They evaluated the performance
of their method on several publicly available 2D palmprint databases in iden-
tification, as well as verification mode. Their method achieved state-of-the-art
performance compared to other competing methods.
2.2 Deep learning based palmprint recognition methods
More recently, several deep learning methods have been proposed and shifted the
focus from traditional feature engineering approaches to the deep learning based
approaches [4], [16], [17], [21]. The success highly depends on the amount of train-
ing data [14]. In the image based biometrics, the shift occurred especially in face,
fingerprint and palmprint recognition domain where large datasets are already
available and many deep learning methods outperformed traditional methods on
every scale [4], [16], [17], [21].
In the most recent palmprint recognition survey [15], Fei et al. evaluated
a number of feature extraction methods for contactless palmprint recognition,
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including four deep learning architectures, AlexNet [22], VGG-16 [23], GoogLeNet
[24] and Res-Net-50 [25]. These networks were pre-trained using the ImageNet
[26] dataset and then palmprint ROI images were used to fine-tune the networks.
The authors concluded that deep learning methods achieve comparable or even
higher performance than conventional palmprint methods.
Genovese et al. [7] introduced the PalmNet architecture, which is a novel
Convolutional Neural Network (CNN) that is capable of fine tuning specific palm-
print filters through an unsupervised procedure based on Gabor responses and
Principal Component Analysis (PCA), while not requiring class labels during
the training process. They validated their results on several publicly available
databases, i.e. CASIA palmprint database V1 [27], IITD database (Version 1.0)
[28, 5, 8, 14], REgim Sfax Tunisia (REST) hand database 2016 [21] and Tongji
Contactless Palmprint Dataset [6], and in all cases, they obtained recognition
accuracy greater than that of the current methods in the literature [7].
Svoboda et al. [4], presented a Siamese-type CNN for palmprint image recog-
nition based on a novel loss function related to the d-prime index. Their approach
automatically learns the features from the data, thus not requiring extensive pa-
rameters tuning. By using that design, they achieved greater class separation
between the genuine and the impostor score distribution, better scalability while
not requiring lots of training data. The authors also achieved state-of-the-art
verification results on the standard IIT Delhi [28] and CASIA palmprint [27]
datasets.
Researchers in [12], designed a fully convolutional and highly optimized net-
work which uses soft-shifted triplet (SSTL) loss function to learn more discrimi-
native palmprint features. Their method offers superior generalization capability
over different publicly available contactless palmprint databases, while not requir-
ing database-specific parameter tuning, which is their key advantage over other
methods in the literature. By using that design, the authors consistently out-
performed several classical and state-of-the-art palmprint recognition methods in
identification, as well as in verification mode.
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3 Methodology
In this section we present brief overview of our deep learning-based methodology
for palmprint recognition. First we explain in detail the building blocks of the
model, next we briefly explain the VGG-16 [23] model which is used as a backbone
feature extractor, and lastly we proceed to the learning mechanism which is used
to extract the deep features for palmprint recognition.
3.1 Overview of the developed model
The overview of the model is shown on Figure 3.1. Compared to other relevant
methods, our model represents a dual-path architecture which takes into account
a combined information, where one path processes the input in a holistic manner
by using backbone CNN as a feature extractor, on the other hand, the second
path captures the local patch-wise information through a backbone Siamese-based
CNN feature extractor. In the local processing path, from each of the patches
sampled from the input image, feature representations are extracted and aggre-
gated by using max-pooling operation across patch dimension. In this way the
most relevant local feature representation is selected which tends to supplement
the information extracted from the global processing path. At the final stage,
the global holistic and the aggregated local features are combined by using a
simple concatenation procedure. The model is trained with a combined learning
objective which uses the standard cross-entropy and the center loss. This train-
ing objective helps to produce more discriminative features, which is crucial for
contactless palmprint recognition. Since the presence of elastic deformations is a











Figure 3.1: Overview of the developed model for palmprint recognition.
that a combination of such information at different levels while jointly supervis-
ing the learning of our model, can lead to more robust features. The following
sections provide a detailed explanation of the building blocks of the proposed
model.
3.2 The global processing path
In this section we present the global processing path. The part of the model
(Figure 3.1) responsible for encoding the whole palmprint image as input to the
backbone CNN feature extractor is shown on Figure 3.2. We can also see the
feature maps learned on different levels. It is important to mention that the last
pooling layer is replaced with the global average pooling (GAP) layer, where the
d-dimensional global features fg are extracted. We use the GAP layer in order to
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Figure 3.2: The global processing path along with the feature maps at different
levels, where the image is processed in a holistic manner by using backbone CNN
as feature extractor. GAP indicates the Global Average Pooling operation.
make the model applicable to differently sized input images. The final outcome
from this layer is 1× d feature representation.
3.3 The local patch-based processing path
In the second processing path of our model, the global palmprint image is further
decomposed into N smaller random overlapping patches as shown on Figure 3.3.
This processing path differs from the global processing path in a way that it
represents a parallel Siamese CNN which uses shared model parameters where
the same backbone feature extractor is used as in the global processing path.
This design is able to process all N patches in a single shot. The output of the
last pooling layer across all patches is replaced with the GAP layer, where the
features produced from this layer are combined in a N × d dimensional feature
matrix F as shown in Eq. (3.1). In order to obtain the final most relevant
1× d feature representation from the feature matrix F , a max-pooling operation
over the patch dimension N is performed as shown in Eq. (3.2), where fl is the


















































Figure 3.3: The local processing path along with the feature maps learned at
different levels, where the image patches are processed by a parallel backbone
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(F), i = 1, ..., N (3.2)
By using this design, the model is able to capture the most relevant informa-
tion, and in some cases may supplement the globally learned palmprint features.
We also believe that the benefit of using patch-wise features is that they add
another degree of robustness when dealing with elastic deformations [29].
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3.4 Combining information
The final part of our model represents a simple concatenation procedure which
combines the global and local features as shown in Figure 3.4, where the final








Figure 3.4: Combining information.
After the concatenation procedure, the final feature vector is fed to a batch
normalization layer. This layer actually normalizes the output of the previous
layer by subtracting the batch mean and dividing by the batch standard deviation.
It also increases the stability of the model and adds a slight regularization effect,
thus reducing the process of overfitting. We also believe that by using this layer,
the model is able to learn more robust features where the presence of intraclass
variations are reduced to minimum.
After this layer a FC layer is used with the same amount of neurons as the
number of features from the previous layer. This FC layer uses the Rectified
Linear Unit (ReLu) as activation function. We also used one more form of a
regularization which is the dropout regularization. By doing so, the model is
trained such that it does not learn interdependent set of features weights, thus
reducing the process of overfitting.
The final layer of this model is the classification layer with the same amount
of output neurons as the number of classes to be predicted, where a combined
lost function is used which will be described in the next section.
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3.5 Discriminative feature learning approach for deep
palmprint recognition
In this section we present the learning mechanism for our palmprint recognition
model. The training process is done by using a combined objective function
defined in Eq. (3.3) as follows:

















||xi − cyi ||22, (3.5)
where LS is the categorical cross-entropy loss defined on the softmax classification
layer (Eq. (3.4)), LC is the center loss defined on the features which are the input
to the FC layer (Eq. (3.5)), and in between we have the hyper parameter λ
which balances the loss functions [30]. In Eq. (3.4) for the cross-entropy loss, xi
denotes the ith feature which belongs to ythi class, Wj denotes the j
th column of
the weights W in the last FC layer and b represents the bias term. The size of
the mini-batch and the number of class is denoted as m and n, respectively. On
the other hand, in Eq. (3.5) for the center loss, cyi denotes the y
th
i class center of
the features.
The motivation of using such approach is because we improve the discrimina-
tive power of the deeply learned features. The cross-entropy loss LS maximizes
the inter-class variations, i.e. making the features from different classes more sep-
arable, on the other hand, the center loss LC contributes in a way by minimizing
the intra-class variations, i.e. encourages the features from same classes to be
pulled closer to their corresponding class centers [29, 30]. The center update is
done over the mini-batch defined in Eq. (3.6) as follows:
ct+1j = cj − α ·∆ctj, (3.6)
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where the hyper parameter α controls the learning rates of the centers which
helps to avoid large perturbations caused by few mislabelled samples.
In the experimental section we conduct experiments on how the hyper pa-
rameters λ and α influences on the discriminative power, which is crucial for the
contactless palmprint recognition task.
3.6 The backbone CNN-based feature extractor
For both processing paths as a backbone feature extractor we use the VGG-16
CNN model [23] as shown in Figure 3.5, where 16 refers to the number of layers.
For our work we used the weights learned from the ImageNet dataset. We selected
































Figure 3.5: This figure shows the design of the pre-trained VGG-16 model on
ImageNet dataset used as a backbone feature extractor in both processing paths
of our model.
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Figure 3.6: Visualization of VGG-16 Conv filters after the activation maximiza-
tion procedure is applied. We can see the different levels of image abstractions,
where b1 Conv filters look for low-level image patterns, b2 and b3 Conv filters per-
form mid-level image abstraction and b4 and b5 look for complex abstract image
patterns. b indicates the block at which the Conv filter is generated.
It consists of two main parts, i.e. feature extraction part containing 13 convo-
lutional layers and 3 fully connected (FC) layers. The model is initially trained on
1000 different classes [26]. Additionally, the feature extraction part of the model
is grouped into blocks of convolutions where each block represents different level
of image abstraction. It is important to mention that, after each block the max
pooling operation is performed where the number of filters is increased by a fac-
tor of two. This reinforces the idea of shrinking spatial dimensions, but growing
depth. On Figure 3.6 different level VGG-16 Conv filters after the activation
maximization [31] procedure are shown. We can see that, the low-level features
represent more simple image textures, and as we go deeper through the layers,
the model is capable of extracting very complex abstract patterns. In the exper-
imental section we perform a fine tuning process and investigate how the change
in the number of trainable layers in the convolutional base in the VGG-16 model
influences on the verification performance. It is important to mention that, the
last 3 FC layers are removed and replaced with a newly added FC layers for our
use case.
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3.7 Model implementation details
We implemented our VGG-16 CNN model in the Keras framework1, which uses
high-level building blocks for developing deep learning models. As discussed
earlier, for both processing paths we use VGG-16 backbone CNNs as feature ex-
tractors by using the pre-trained weights on ImageNet dataset. Moreover, we
modified the models in order to accept arbitrary sized input images by replacing
the last max pooling layer in both processing paths with the GAP layer. Both the
global holistic and the aggregated local features are d-dimensional feature vec-
tors, where d = 512. After combining the feature vectors with the concatenation
procedure, 1024 dimensional feature representation is formed. The concatenated
representation is then fed to a batch normalization layer, followed by a single
FC layer with 1024 output neurons with ReLu as activation function, followed
by a dropout layer with the value of 0.3 and a final FC softmax layer for clas-
sification purposes. The reason why we added those forms of regularizations is
because we want to make the model more stable during the training process, to
increase the robustness to elastic deformations while reducing the unwanted effect
of overfitting.
Table 3.1: Global and combined model parameters.
Model type Global Combined
Image size 150× 150× 3 150× 150× 3
Np × hp × wp × 3
Feature dimension 1× 512 1× 1024
Model parameters ≈ 15 M ≈ 30 M
Throughout all our experiments we always compare the global processing
path (Figure 3.2) as standalone CNN model which extracts the image features
in a holistic manner, against the two-path CNN model (Figure 3.1) which adds
additional information to the global processing path by extracting the patch-wise
image features. In Table 3.1, the global and the combined model parameters are
shown. As we can see, the global model takes one input image with the size of
1Available at: https://keras.io
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150 × 150 × 3, on the other hand, the combined model takes additional input
which is the image patches. In the later experiments we additionally investigate
the performance of the combined model by changing the hyper parameter Np
which is the number of patches, and the hyper parameters (hp, wp) which is the
patch dimension. It is important to mention that, not all model parameters are
trainable, i.e. some portion remains frozen during the training process while the
remaining parameters are fine tuned in order to make the model suitable for our
use case. This effect will also be analyzed in the experimental section.
4 Experiments and Results
This section presents experiments on two datasets aimed at evaluating the per-
formance of our model. We start with description of the experimental datasets,
after that we proceed to the used metrics in order to evaluate the goodness of our
models, next we proceed to the training details, we perform an ablation study to
see how the change in the hyperparameters affect the final performance of our
models, and lastly, compare our results with the competing and state-of-the-art
methods from the literature.
4.1 Experimental Datasets
This section presents two publicly available contactless palmprint databases which
are used in our thesis, namely the IITD [28] and CASIA [27] palmprint image
databases.
IITD palmprint image database
The IIT Delhi (IITD) Touchless Palmprint Database, collected by the Indian
Institute of Technology Delhi, provides images from left and right hands of more
than 230 voluntarily contributed individuals in the age group between 14-57 years
[28]. The images are collected with a simple touchless imaging setup in indoor
environment where a circular fluorescent illumination around the camera lens is
employed. There are a total of 2601 color hand images from 460 palms with 7
samples from each hand of each person acquired in single session. This database
also provides automatically segmented and normalized images with the size of
150 × 150 pixels and at least 5 samples from each of the two hands, respectively.
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Figure 4.1 a) illustrates some typical samples of left and right palmprint images,
with their automatically segmented palmprint images from this database.
a) IITD
b) CASIA
Figure 4.1: Samples from left and right palmprint images before and after seg-
mentation of a) IITD database and b) CASIA database .
CASIA palmprint image database
The second palmprint database of use is CASIA Palmprint Image Database
(or CASIA-palmprint for short), collected by the Institute of Automation of the
Chinese Academy of Sciences, which represents the largest to date palmprint
database in terms of number of individuals [27]. It contains 5052 palmprint
images captured from 312 individuals, both males and females, with at least
8 samples from each hand of each individual acquired in single session. The
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images are acquired by their self-developed palmprint recognition device which
contains a CMOS camera fixed on top of it, where there are no pegs to restrict
postures and positions of the palms. The acquired images are in 8-bit grayscale
format with dimensions of 640 × 480. The subjects are required to put their
palms into the device and lay them on a uniform-colored background, to generate
evenly distributed illumination. As explained in [5], there are several things that
needs to be considered about this database. The individual ”101” is same as the
individual ”19”, and therefore these two classes were merged into one class. Also,
the 11th image from the left hand of individual ”270” was misplaced to the right
hand, and the 3rd from the left hand of individual ”76” represents a distorted
sample with very poor quality, therefore, those two images were eliminated from
our experiments.
Since this database doesn’t provide segmented palmprint images, we used
the segmentation procedure from the authors in [7]. After the palmprint region
of interest (ROI) is extracted, in our case, only ≈ 0.6 % of the samples were
discarded. The final dataset contains 301 individuals, where 5467 palmprint
ROIs were considered in our experiments. Figure 4.1 b) illustrates some typical
samples of left and right palmprint images, before and after the segmentation
procedure is employed. As we can notice, the right palmprints are not properly
rotated, therefore in our experiments we use vertical flips to make sure that the
right palmprint lines are globally equal compared to the left palmprint lines.
4.2 Experimental setup
In this section we describe the experimental setup which is used throughout all our
experiments. To evaluate the performance, a verification experiment is carried
out over the datasets. Every two samples in the datasets are matched. If the two
images are from one person (class), the matching is counted as genuine (mated)
matching, otherwise, an impostor (non-mated) matching. Following the all-vs-
all experimental protocol, the number of genuine verification attempt conducted
(Ngenuine) and the number of impostor attempts (Nimpostor) can be computed by
using Eq. (4.1) and Eq. (4.2), as follows:
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Ngenuine = Nhands ×Nenroll ×Nclass, (4.1)
Nimpostor = Nhands ×Nenroll ×Nclass × (Nclass − 1), (4.2)
where Nhands is the number of hands, Nenroll is the number of palmprint images
used to enroll the subjects, and Nclass is the number of unique classes from the
dataset. In the verification mode, the cosine similarity matching function is used
to obtain the client and impostor matching scores S, as shown in Eq. (4.3), where
n is the length of the feature vector, fp is the feature vector extracted from the
newly acquired image, which we call a probe, and fe the feature vector extracted
from the enrollment image. This means that, intraclass comparisons will have
greater scores compared to those which are interclass comparisons.
S = cos(θ) =
fp · fe












In order to train the proposed models, we partition the image datasets into
three disjoint subsets, i.e. train set which is used to learn the parameters of our
models, validation set which is a partition of the training set with a ratio of 50
%, used to monitor the training progress thus providing an unbiased evaluation
of a model fit on the training dataset while tuning model hyperparameters, and
testing set to evaluate the final verification performance. Since both datasets
provide samples from left and right palmprints, we examined the performance on
both of them, which means, if the left palmprint images are used for training and
validation, the right palmprint images are used for testing, and vice versa. We
used this approach in order to see how well our models generalize on unseen subset
of images. It is important thing to mention that, both datasets doesn’t provide
equal samples per class. Since the presence of class imbalance is a problematic
feature, we perform a simple undersampling approach, which means that each
class will have as much samples as the class with the minimum number of samples.
By using this approach there is a high possibility of losing important information
about the predictive class. To address this gap, we use severe data augmentations
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to stimulate training and to prevent overfitting. In Table 4.1 the amount of data
before and after balancing of the classes for both datasets is shown.
Table 4.1: Amount of data before and after balancing of the classes.
Palm
Dataset left right
IITD min = 5 min = 5
Initial amount 1300 1301
Final amount 1150 1150
CASIA min = 6 min = 7
Initial amount 2728 2739
Final amount 1806 2107
4.3 Performance metrics
To evaluate the performance of our models, several standard error rates are
adopted, since they are the most commonly used metrics for reporting the accu-
racy of a biometric system in verification mode [5, 7, 20, 9, 32]. In addition, we
use the well known Receiver Operating Characteristic (ROC) curve to evaluate
the quantitative performance of the models throughout all our experiments. The
performance metrics are defined as follows:
• Area Under the Curve (AUC): It represents a metric which measures
the overall performance of the learned model, typically computed from the
standard ROC curve. This metric is widely used to assess the model perfor-
mance in verification mode. A poor model fit results in AUC ≈ 0.5 which
indicates randomness, on the other hand, a good model fit results in AUC
≈ 1.
• Verification rate at the false acceptance error rate of 0.1 %
(VER@0.1FAR):
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where θver01 is the decision threshold, FAR denotes False Acceptance Rate,
while FRR is False Rejection Rate.
The FAR error rate which is used in the VER tells us the percentage of times






The FRR also known as insult rate, represents the percentage of times a





In Eq. (4.5) and Eq. (4.6), {dimp} and {dgen} represents set of impostor and
genuine scores generated during the experiments, respectively, | · | denotes
a cardinality measure, and θk represents the decision threshold.
• Verification rate at the false acceptance error rate of 1 %
(VER@1FAR):





where θver1 denotes the decision threshold.
• Equal error rate (EER): Which is defined with a decision threshold θeer
that ensures equal values of FAR and FRR as follows:










Since both datasets provide images from left and right palmprints (Table 4.1), we
investigate the performance of the models on both of them, meaning when the
left palmprints are used to train and validate the models, the right palmprints
are used for evaluation purposes and vice versa, as described in Section 4.2.
We trained the models by using the combined objective function as defined in
Eq. (3.3). During the training process, some hyperparameters remain fixed, while
others are further analyzed in a broader range. The parameters upon which we
investigate in the later experiments are the parameters defined in the combined
objective function, i.e. the λ parameter which balances the impact of the cross-
entropy and the center losses, and the parameter α which is the learning rate of
the center loss. On the other hand, the learning rate for the cross-entropy loss
remains fixed to 0.0001 in all experiments. We trained the models for 250 epochs
by using the Adam optimizer with a batch size of 128.
To prevent the process of overfitting we used severe data augmentations by
augmenting the data on the fly, so that our CNN models will be transformation
invariant. The augmentation is done by using the Imgaug1 library. We used the
following image transformations:
• Histogram Equalization with α uniformly sampled once per image from the
interval [0.9, 1.2],
• Rotation in the range ±10°,
• Random crops with percentage value in the range (0.05, 0.3), and
1Available at: https://github.com/aleju/imgaug
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• Multiply all pixels in an image with a random value sampled once per image
in the range (0.9, 1.2)
Class: 17 Class: 229 Class: 133 Class: 50
Class: 157 Class: 99 Class: 207 Class: 95
Class: 134 Class: 54 Class: 8 Class: 157
a) IITD palmprints
Class: 144 Class: 178 Class: 256 Class: 152
Class: 179 Class: 55 Class: 13 Class: 46
Class: 296 Class: 1 Class: 285 Class: 244
b) CASIA palmprints
Figure 4.2: Different image augmentations from a) IITD dataset and b) CASIA
dataset.
Using those type of data augmentations we want to ensure that our network,
when trained, sees new variations of our data at each and every epoch, and almost
never sees the exact same image multiple times which improves the generalization
performance. Some of the augmented images with class labels from a single batch
are shown on Figure 4.2 a) and Figure 4.2 b) for IITD and CASIA datasets,
respectively.
All the augmentations are performed in random order and with 50 % proba-
bility, which means that there is a chance for not performing augmentation at all.
Another reason why we used data augmentation is because we want to lower the
gap between the training and validation performance during the training process.
We also performed a simple pre-processing of the images by normalizing the pixel
values in the range between 0 and 1, where the normalization takes place after
the augmentation procedure. We investigated several normalization techniques,
and concluded that a simple pixel scaling performs the best in our case, so in the
later experiments we use this specific approach.
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For the combined model (Figure 3.3) we further decompose the augmented
image into N smaller patches, which serve as we said as a second input to that
model. By doing this, we ensure that the global and the local processing path
are looking at the same input image.
4.5 Ablation study
In this section we investigate the verification performance by tuning different
hyperparameters. For this ablation study we conduct a wide range of experiments
by examining different parts of our models. It is important to mention that, we
also evaluate the models on different subsets of images by randomly splitting
the test data on five equal folds, where the all-vs-all experimental protocol is
adopted in each of the folds. We used this approach because we want to see
the variability in the generalization capability of the models while evaluating on
different subsets. By doing this, we report the averaged verification performances
along with the confidence intervals in both qualitative and quantitative results.
In the first set of experiments we investigate the sensitiveness of the parame-
ters in the combined training objective as defined in Section 3.3. Next, we try to
model the elastic deformations by adding one more form of image transformation
in the existing augmentations which is the thin plate spline. We also conduct ex-
periments about the parameters in the combined CNN model, i.e. the influence
of the number of patches Np and the size of the patches. And finally, we explore
how the number of trainable layers affect the performance of our models.
4.5.1 Experiments of the λ and α parameters
In this section we investigate the sensitiveness of the λ and α parameters in the
combined training objective. As we said earlier in Section 3.3, the λ dominates
the intra-class variations and α controls the learning rate of the centers (Eq.
(3.6)) in the center loss function. In the following experiments we used the exact
same evaluation protocol as the original paper [30], which means we vary the
parameters in a broader range. It is important to mention that, we only examine
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the sensitiveness of the parameters on the IITD dataset, and the best combination
is directly applied on the CASIA dataset. We used this approach because the
main focus is to see the generalization capability of the learnt models across
different datasets which will be further explored in Section 4.5.4, rather then fine
tuning the models on separate datasets. Additionally, we report results about
the local processing path when used as a standalone feature extractor.
For the qualitative evaluations, we only visualize the verification performances
in terms of EER, since we concluded that, in our case, it represents the most
informative metric compared to other used metrics. In our simulations we include
λ = 0 to see the effect when only the softmax loss is used for our problem of
interest. In the first experiment, we fix α to 0.5 and vary λ from 0 to 0.1, and
in the second experiment we vary α between 0.2 and 1, while we use the value of
λ from the best performing model obtained in the first experiment. The reason
why we restricted α in that specific range is because when using values below
0.2, the model was not able to converge. To highlight the differences between the
learned models we use different colors for each box plot, where the best and the
worst performing ones are highlighted with lime and red colors, respectively.
On Figure 4.3 the results from the all-vs-all evaluation protocol are shown,
when the global palmprint model is trained on the left and right palmprints by
using different combination of λ and α parameters, respectively. From Figure 4.3
a) and Figure 4.3 b) we can clearly see that the addition of center loss slightly
improved the verification performance for specific values of λ, where the best
performing model is obtained by using λ = 0.003 (Figure 4.3 a)) and λ = 0.001
(Figure 4.3 b)), respectively.
On Figure 4.3 c) and Figure 4.3 d), the performance of the model is shown
when using the best λ parameters while α is varied between 0.2 and 1. From the
simulations we can see that, when using the left palmprints as training data, a
larger α is required in order to obtain the best performing model (α = 0.9), on
the other hand, when using the right palmprints to train the model, a smaller α
is required to obtain the best performance (α = 0.5). We assume this is because
the global palmprint model highly depends on the variations in visual context of
the palmprint images, such as the presence of elastic deformations, which requires
more extensive tuning of the update step of the centers over the mini-batch in
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a) Left palmprints: α = 0.5/λi b) Right palmprints: α = 0.5/λi
c) Left palmprints: λ = 0.0003/αi d) Right palmprints: λ = 0.0001/αi
Figure 4.3: Equal error rate box plot visualization by using different combination
of λ and α parameters to train the global CNN model on left and right palmprint
images.
order to learn more discriminative holistic feature representations.
The training procedure and evaluation protocol are also repeated for the two-
path architecture which uses a combined information. On Figure 4.4 also the EER
box plot visualization is shown where different models with different configuration
of λ and α are trained on both palmprints, respectively. We can clearly see
that, in this case, for both palmprints the best performances are obtained when
using the initial value of α which is 0.5 (Figure 4.4 c) and Figure 4.4 d)), where
λ = 0.0005 (Figure 4.4 a)) for left palmprints and λ = 0.03 (Figure 4.4 b)) for
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a) Left palmprints: α = 0.5/λi b) Right palmprints: α = 0.5/λi
c) Left palmprints: λ = 0.0005/αi d) Right palmprints: λ = 0.03/αi
Figure 4.4: Equal error rate box plot visualization when using different combina-
tion of λ and α parameters to train the combined palmprint model on separate
hands.
right palmprints, respectively.
To obtain the results from CASIA dataset, the best combination of λ and
α is applied to train both models. In Table 4.2, a summary of all performance
metrics for the global, the local and the two-path architecture are shown, respec-
tively. We can clearly see that the addition of patch-wise information through
the local processing path (Figure 3.3) in most of the cases, significantly improved
the verification performances compared to the global model where the image is
processed in a holistic manner (Figure 3.2). The differences can be mostly seen in
the EER values, while other metrics report similar results. When training on CA-
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Table 4.2: Summary of averaged performance metrics when evaluating the global,
local and the two-path architecture on different folds of images from IITD and
CASIA datasets. The results are presented in the form of a mean ± std and in
(%).
Dataset IITD CASIA
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SIA dataset on the right palmprints, we can see that the results are significantly
improved, while when using the left palmprints from the same dataset as train-
ing data, this architecture was not able to improve the verification performances.
On the other hand, the local processing path when used as a standalone feature
extractor, results in a worst verification performance when compared to the other
types of models. However, we believe that the cause for the performance drop
in this case is because the patches are not of a sufficient size in order to carry
enough context to be informative.
Lastly, we only report the qualitative analysis for the best combination of λ
and α when using the global, the local and the two-path architecture on IITD and
CASIA datasets. The qualitative results are presented with the ROC curves, in
this case the mean values along with the confidence intervals. A well fitted model
will produce narrower confidence intervals which indicates lower uncertainty and
better model performance. The results are presented in a logarithmic scale since
it better visualizes the performance differences at lower values of FAR, which are
more important from an application point of view [29]. Also the Area Under the
Curve (AUC) (in this case the mean value and the standard deviation), is shown
which measures the overall performance of the tested model, where a value closer
to one indicates better performance.
On Figure 4.5 the qualitative analysis for the global, the local and the two-
path architectures are shown, respectively. The obtained qualitative results in
terms of AUC are pretty much the same, but the differences between the model
performances can be mostly seen from the confidence intervals, where models
trained on left palmprint data, on both datasets, tend to give better results
with narrower confidence intervals. We can also see that the combined model
outperforms the global model in all the cases, however the local processing path
performed the worse as expected. For the remaining experimental analysis in the
ablation study, we only examine how the addition of different characteristics to
the models affect the verification performance, rather then searching for the best
parameters as we did in this section, where the main goal was to fix the λ and
α parameters which will be used in all experiments. It is important to mention
that more focus will be given on the two-path architecture where different parts
of the model will be explored.
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Combined (AUC = 0.9992 ± 0.0011)
Local (AUC = 0.9967 ± 0.0017)




a) IITD: left palmprints












Combined (AUC = 0.9984 ± 0.0022)
Local (AUC = 0.9952 ± 0.0027)




b) IITD: right palmprints












Combined (AUC = 0.9960 ± 0.0011)
Local (AUC = 0.9937 ± 0.0017)




c) CASIA: left palmprints












Combined (AUC = 0.9949 ± 0.0033)
Local (AUC = 0.9930 ± 0.0017)




d) CASIA: right palmprints
Figure 4.5: Mean ROC curves with confidence intervals obtained when evaluating
the global, the local and the two-path CNN model trained on: a) IITD left, b)
IITD right, c) CASIA left) and d) CASIA right palmprints, respectively.
4.5.2 Modeling of elastic deformations based on thin plate spline im-
age transformation
In this section we try to model the presence of elastic deformations which repre-
sents a major obstructing factor that happened because of the contactless palm-
print acquisition. To address this gap, in the existing data augmentations, we
add the thin plate spline (TPS) method as image warping technique.
It represents a 2D analog of the cubic spline responsible for modeling coordi-
nate transformations. Given a set of data points, an interpolation function passes
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through each point, while minimizing the so-called bending energy. The bending
energy represents an integral over R2 of the squares of the second-order partial
derivatives, where z is defined as in-plane interpolant or orthogonal to the (x, y)
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is a mixed partial derivative.
The name TPS refers to a physical analogy involving the bending of a thin
sheet of metal. In the physical setting, the deflection is in the z direction, or-
thogonal to the plane. In order to apply this idea to the problem of coordinate
transformation, one interprets the lifting of the plate as a displacement of the x or
y coordinates within the plane. The TPS algorithm has been applied successfully
in several computer vision applications, especially in medical image registration
[33], as well as a minutiae matching algorithm that models the elastic deforma-
tions in fingerprint images [34]. To the best of our knowledge, it has not been
applied earlier as image warping technique to model the elastic deformations in
palmprint images acquired in contactless manner. We believe that, by adding
such image transformation, our CNN model will be able to learn important fea-
tures about distinctive parts of the palmprint image regardless of the presence of
elastic deformations thus enhancing the generalization capability.
One simple example about the chosen set of control points for the TPS warp-
ing is illustrated on Figure 4.6, where we have six control points applied on a
chessboard image to show the warping effect. By using such configuration, we
put additional focus in the inner part of the image, since it is the place where
elastic deformations affect palmprint images the most, on the other hand, by do-
ing this we lose pixel information from outer parts of the image. To avoid that,
we tested several image interpolation techniques to fill the missing pixels, but a
simple center crop and resizing back to the original shape, showed better veri-
fication performance. Because of this, in the following experiments, we use the
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Figure 4.6: Chess board image with the control points before and after TPS
warping procedure.
a) Warped IITD palmprints
b) Warped CASIA palmprints
Figure 4.7: TPS warping procedure as an additional image transformation in the
existing augmentations applied on a) IITD dataset and b) CASIA dataset on left
and right palmprints, respectively.
above mentioned set of image transformations to model the elastic deformations.
This setting is directly applied on IITD and CASIA datasets as shown on Figure
4.7 a) and Figure 4.7 b), respectively.
The warping method is done by using the TPS2 library inspired by the authors
in [35]. During the image augmentations, we generate an additional batch of
warped images which are then combined with the current batch of images by
simple concatenations. By doing this, we are forcing our augmentations to be
TPS warped with 50 % chance of probability. In the following experiments we
2Available at: https://github.com/cheind/py-thin-plate-spline
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only investigate how the addition of the TPS warping method influences on the
verification performance when using the best possible model parameters from the
previous section. We also performed a comparative analysis between the global
and the combined CNN model in terms of averaged qualitative and quantitative
performance metrics, and see which model shows better generalization capability
when dealing with the elastic deformations.
In Table 4.3 and Table 4.4 the averaged quantitative performance metrics
along with the standard deviations for the global and the combined CNN model
are shown, respectively. We can clearly see that the global CNN model which
processes the image in a holistic manner, was not able to cope with the elastically
deformed images, and showed a lack of generalization capability on both datasets
which can be mostly seen from the EER performance metric. On the other
hand, by using the two-path architecture where a patch-wise information is added
through the local processing path, an improved verification performance on both
datasets is reported while outperforming the global CNN model on every scale.
Table 4.3: Performance metrics after the TPS warping when evaluating on dif-
ferent folds of images from IITD and CASIA dataset for the global palmprint
model. The results are presented in the form of a mean ± std and in (%).
Dataset IITD CASIA

































Lastly, we report the averaged qualitative metrics with the confidence inter-
vals when evaluating on different subset of palmprint images. In Figure 4.8 and
Figure 4.9 the mean ROC curves with the confidence intervals for the global and
the two-path architecture are shown, respectively. We can clearly see that the
4.5 Ablation study 37
Table 4.4: Performance metrics after the TPS warping when evaluating on dif-
ferent folds of images from IITD and CASIA dataset for the combined palmprint
model. The results are presented in the form of a mean ± std and in (%).
Dataset IITD CASIA













































Mean ROC (AUC = 0.9988 ± 0.0007)
±σ
a) IITD: left palmprints












Mean ROC (AUC = 0.9984 ± 0.0009)
±σ
b) IITD: right palmprints












Mean ROC (AUC = 0.9976 ± 0.0016)
±σ
c) CASIA: left palmprints












Mean ROC (AUC = 0.9994 ± 0.0004)
±σ
d) CASIA: right palmprints
Figure 4.8: ROC curves obtained when using the global model trained on: a) IITD
left, b) IITD right, c) CASIA left and d) CASIA right palmprints, respectively.
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confidence intervals after the TPS warping procedure in the global method are
slightly increased, which points to a decreased generalization capability, on the
other hand the two-path architecture after the TPS warping tends to give even
better results with narrower confidence intervals.












Mean ROC (AUC = 0.9986 ± 0.0005)
±σ
a) IITD: left palmprints












Mean ROC (AUC = 0.9993 ± 0.0001)
±σ
b) IITD: right palmprints












Mean ROC (AUC = 0.9981 ± 0.0009)
±σ
c) CASIA: left palmprints












Mean ROC (AUC = 0.9996 ± 0.0001)
±σ
d) CASIA: right palmprints
Figure 4.9: ROC curves obtained when using the two-path architecture trained
on: a) IITD left, b) IITD right, c) CASIA left and d) CASIA right palmprints,
respectively.
By this we can conclude that, with the increase of data by adding elastically
deformed palmprint images with the TPS warping method to the existing image
transformations, the local processing path in the two-path architecture enhances
the discriminative power of the learned features, while decreasing the sensitivity
to the presence of elastically deformed images. On the other hand, the holistic
palmprint features alone, extracted from the global CNN model, are not sufficient
to model the elastic deformations.
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4.5.3 The influence of the patch dimension and the number of patches
in the local processing path on the verification performance












a) Left palmprints: Np = 9/(hpi ×
wpi)






























c) Left palmprints: (hpi × wpi)=
















d) Right palmprints: (hpi × wpi)=
75× 75 / Npi
Figure 4.10: Equal error rate box plot visualization showing different models
trained on the IITD dataset while investigating the influence of the patch size
and number of patches in the local processing path.
In this section we give more focus on the two-path architecture, and inves-
tigate different design choices. Specifically, we observe how the patch size and
the number of patches Np in the local processing path influences on the verifica-
tion performance. By changing the patch size we investigate the sufficiency, i.e.
which patch sizes are suitable in order to carry enough context to be informative
and most beneficial to improve the robustness to elastic deformations, on the
other hand, the number of randomly sampled patches gives the model capability
to focus on different parts of the image. This can also be problematic, because
increased dimensionallity can lead to higher variations, as well as, higher compu-
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Table 4.5: Summary of the best averaged performance metrics when investigating
the influence of the tuning parameters in the two-path architecture evaluated
on different folds of images from IITD and CASIA datasets. The results are
presented in the form of a mean ± std and in (%).
Dataset IITD CASIA

































tational complexity and slower convergence of the model, which can downgrade
the verification performance. Since we investigate the model performance based
on two hyperparameters, we also use the same approach as we did in Section
4.5.1, which means learning different models when specific combination of hyper-
parameters is used. Throughout the thesis, in all previous simulations we used a
patch size of 75× 75 and 9 randomly sampled patches, i.e. Np = 9.
In the first set of experiments, we use different sized image patches to learn
different models, and see if there is an improvement from the initial results, where
a patch size of 50×50, 100×100 and 125×125 are used, while the patch dimension
Np remains fixed to the initial value of 9. Once we chose the best patch size, we
vary the patch dimension by using Np = 4 and Np = 16. To train the models, we
use the same center loss parameters from the best performing models in Section
4.5.1 while additionally including the TPS warping method. On Figure 4.10 the
EER box plot visualization obtained from the evaluation procedure is shown. We
can clearly see that, by varying the patch size, while their number remains fixed
to Np = 9, the lowest value of EER is obtained by using patches with the size of
100× 100 when the model is trained on the left palmprints, as shown on Figure
4.10 a), on the other hand, the lowest possible EER value is achieved by using
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Mean ROC (AUC = 0.9992 ± 0.0005)
±σ
a) IITD: left palmprints












Mean ROC (AUC = 0.9993 ± 0.0001)
±σ
b) IITD: right palmprints












Mean ROC (AUC = 0.9983 ± 0.0009)
±σ
c) CASIA: left palmprints












Mean ROC (AUC = 0.9996 ± 0.0001)
±σ
d) CASIA: right palmprints
Figure 4.11: ROC curves obtained when using the two-path architecture trained
on: a) IITD left, b) IITD right, c) CASIA left and d) CASIA right palmprints,
respectively.
patches with the size of 75 × 75, which is the initial value, when the model is
trained on the right palmprints, as illustrated on Figure 4.10 b). The optimal
number of randomly sampled patches is Np = 9, which is the initial value, as
shown on Figure 4.10 c) and Figure 4.10 d). This configuration is also applied
on the CASIA dataset, and the summary of the final results are shown in Table
4.5. We can clearly see that, by increasing the patch size when the model is
trained on the left palmprints from the IITD and CASIA datasets, it resulted in
an improved verification performance which can be mostly seen from the EER
values. Finally, we summarize this section with the qualitative results as shown
on Figure 4.11. From all evaluations, we can conclude that the right choice of
hyper parameters in the local processing path plays an important role to boost
the verification performance in the two-path architecture.
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4.5.4 The effect of the number of training layers
Figure 4.12: The fully convolutional part of the VGG-16 model structured as five
blocks of convolutions responsible for the feature extraction process along with
our design choices for tuning specific blocks of convolutions (b indicates block of
convolutions).
In this section we perform additional series of experiments by paying more
attention to the two-path architecture, where we investigate how the change in
the number of trainable layers in the VGG-16 baseline model, influences on the
verification performance. This is also known as a fine tuning process, which means
taking weights of a trained CNN model and use it as initialization for a new model
being trained on data from similar domain. It is done by ”freezing” some portion
of the pre-trained weights, which is usually done on whole layers or blocks of
layers. We used this approach because our main concern is data insufficiency,
where IITD and CASIA datasets provide very few samples per class, which can
lead to poor generalization and overfitting. Because of this, we believe it is always
beneficial to transfer the knowledge to our problem of interest from pre-trained
networks on a large and diverse dataset like ImageNet which captures universal
features like curves and edges in its early layers, that are relevant and useful to
most of the supervised learning problems [23].
As we said earlier in Section 3.1, since the fully convolutional part of the
VGG-16 model, which is responsible for the feature extraction process, is struc-
tured as five blocks of convolutions, where each block performs different level of
































(b1, b2, b3, b4)
all frozen
b) CASIA
Figure 4.13: EER box plot visualization showing different design choices from
the fine-tuning process of the VGG-16 baseline model used in the two-path ar-
chitecture trained on a) IITD and b) CASIA datasets.
image abstraction (Figure 3.6), we perform the fine tuning process by selectively
freezing specific blocks, while the remaining are being retrained. The main idea
with the design choices is illustrated on Figure 4.12, where b indicates block of
convolutions. We also explore the special cases, where all layers are either train-
able or frozen, respectively. Since we expect the pre-trained weights to be quite
good already as compared to randomly initialized weights, we do not want to dis-
tort them too quickly and too much. Because of this, we use a small learning rate
with the value of 0.00001, which was used in all previous experiments throughout
the thesis.
In this case we perform the experimental analysis for both datasets, where
different design choices are used. On Figure 4.13 a) and Figure 4.13 b) the EER
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Table 4.6: Summary of averaged EER values obtained from IITD and CASIA
datasets when using different design choices for fine-tuning the VGG-16 baseline
model used in the two-path architecture. The results are presented in the form
of a mean ± std and in (%).
EER IITD CASIA



















































box plot visualization for IITD and CASIA dataset is shown, respectively where
the two-path architecture is trained on different palmprint images. We can clearly
see that, in all four cases, we obtained the best results when only the first block
of convolutional layers remains frozen (highlighted with light green), while the
remaining are being fine-tuned. This indicates that, the richness of the low-level
features like curves and edges extracted from the first block of convolutions in
the VGG-16 model, are highly important for the palmprint recognition process.
Since our datasets are drastically different in context from the ImageNet which
the VGG-16 model was initially trained on, there is a noticeable decline in the
verification performance, in all cases, when all blocks are frozen (highlighted with
red). In Table 4.6 only the averaged EER values for both datasets are shown.
Lastly, Figure 4.14 illustrates the averaged ROC curves along with the con-
fidence intervals for IITD and CASIA datasets when different design choices are
adopted. It can be observed that, in the cases when all layers are frozen, the
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All trainable (AUC = 0.9984 ± 0.0017)
b1 (AUC = 0.9989 ± 0.0007)
(b1, b2) (AUC = 0.9991 ± 0.0005)
(b1, b2, b3) (AUC = 0.9992 ± 0.0007)
(b1, b2, b3, b4) (AUC = 0.9983 ± 0.0019)
All frozen (AUC = 0.9945 ± 0.0013)
a) IITD: left palmprints












All trainable (AUC = 0.9979 ± 0.0015)
b1 (AUC = 0.9980 ± 0.0014)
(b1, b2) (AUC = 0.9981 ± 0.0016)
(b1, b2, b3) (AUC = 0.9986 ± 0.0011)
(b1, b2, b3, b4) (AUC = 0.9992 ± 0.0006)
All frozen (AUC = 0.9938 ± 0.0022)
b) IITD: right palmprints















All trainable (AUC = 0.9978 ± 0.0011)
b1 (AUC = 0.9987 ± 0.0007)
(b1, b2) (AUC = 0.9979 ± 0.0017)
(b1, b2, b3) (AUC = 0.9975 ± 0.0009)
(b1, b2, b3, b4) (AUC = 0.9970 ± 0.0009)
All frozen (AUC = 0.9936 ± 0.0024)
c) CASIA: left palmprints















All trainable (AUC = 0.9992 ± 0.0004)
b1 (AUC = 0.9993 ± 0.0009)
(b1, b2) (AUC = 0.9988 ± 0.0008)
(b1, b2, b3) (AUC = 0.9994 ± 0.0003)
(b1, b2, b3, b4) (AUC = 0.9988 ± 0.0004)
All frozen (AUC = 0.9937 ± 0.0014)
d) CASIA: right palmprints
Figure 4.14: ROC curves obtained when using the two-path architecture trained
on: a) IITD left, b) IITD right, c) CASIA left and d) CASIA right palmprints,
respectively.
worst verification performances are obtained, which validates our previous anal-
ysis. Therefore it is reasonable to conclude that the VGG-16 model, which is
used as a baseline model in our two-path architecture, has great capability of
transferring the knowledge across different domains, thus extracting features of
high quality. We can also conclude that, in our case, by initializing the model
with the pre-trained weights at lower levels, which means keeping the previously
learned low-level features from ImageNet [23], can additionally boost the verifica-
tion performance for the palmprint recognition task. This also points to the idea
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of how useful it is to fine-tune previously pre-trained models on large scale and
diverse datasets like ImageNet, when the main concern in data insufficiency. In
the next section we investigate the potential and the generalization capability of
our models across different datasets, when the cross-dataset learning procedure
is performed.



































































Figure 4.15: Cross Database (CrossDB) learning procedure.
In this section we investigate the cross database (CrossDB) learning pro-
cedure [12]. In general, since contactless palmprint images are taken with a
commercial camera under free environments, they easily suffer from noise and
elastic deformations. The presence of elastic deformations will result in large
misalignments and severe interclass differences among contactless palmprint im-
ages [7, 14, 8, 6]. Also, palmprint images across different datasets have different
quality, contrast, brightness, sharpness, illumination and other characteristics [4].
By knowing this, our main contribution in this section is to see how well our mod-
els generalize across different datasets, despite the limiting factors. The basic idea
is illustrated in Figure 4.15. As we can see, in the first step the data preparation
takes place, where one half of the database (either left or right palmprints) serves
as a training and validation set, and the remaining half is used as a testing set.










CrossDB: Global CrossDB: Two− path










CrossDB: Global CrossDB: Two− path
b) CASIA train/IITD test
Figure 4.16: EER box plot visualization showing the CrossDB performance when
using the global and the two-path architecture trained on a) IITD dataset and
b) CASIA dataset, while evaluated on the opposite datasets, respectively.
By doing so, we have three disjoint subsets. In the next step the models are
individually trained and fine-tuned on their own training and validation subsets,
respectively, and only the fully convolutional part of the individual CNN models
is taken into account for the feature extraction step. Furthermore, each indi-
vidual feature extractor uses a test subset from an opposite dataset to extract
the deeply learned features. Lastly, in order to access the CrossDB verification
performance, the standard genuine-impostor matching protocol is used to obtain
the final matching scores [12].
In the next series of experiments, we compare the CrossDB performance
between the trained models from Section 4.5.2 while simultaneously using the
warping procedure. Also, we always evaluate the performance on different palm-
print images which the model is trained on, and from an opposite dataset. On
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Table 4.7: CrossDB performance evaluation.
EER (%) IITD train/CASIA test CASIA train/IITD test































CrossDB: Global (AUC = 0.9929 ± 0.0018)
CrossDB: Two-path (AUC = 0.9929 ± 0.0017)
±σ Two-path
±σ Global
a) IITD: left train / CASIA: right test














CrossDB: Global (AUC = 0.9955 ± 0.0020)
CrossDB: Two-path (AUC = 0.9948 ± 0.0014)
±σ Two-path
±σ Global
b) IITD: right train / CASIA: left test












CrossDB: Global (AUC = 0.9936 ± 0.0019)
CrossDB: Two-path (AUC = 0.9968 ± 0.0016)
±σ Two-path
±σ Global
c) CASIA: left train / IITD: right test












CrossDB: Global (AUC = 0.9950 ± 0.0037)
CrossDB: Two-path (AUC = 0.9963 ± 0.0034)
±σ Two-path
±σ Global
d) CASIA: right train / IITD: left test
Figure 4.17: Comparison between the global and the two-path architecture when
using different CrossDB evaluations: a) Model trained on IITD left/evaluated on
CASIA right palmprints, b) Model trained on IITD right/evaluated on CASIA left
palmprints, c) Model trained on CASIA left/evaluated on IITD right palmprints
and d) Model trained on CASIA right/evaluated on IITD left palmprints.
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Figure 4.16 the comparison between the CrossDB box plots for the Global and
the two-path architecture is shown, respectively. As we can see, the two-path
architecture in all cases outperformed the global model, either when using the
trained models on IITD dataset (Figure 4.16 a)) or trained models on CASIA
dataset (Figure 4.16 b)). We can also see that the global model, in most of
the cases, has slightly lower standard deviations. The summary of the results is
shown in Table 4.7.
Lastly, Figure 4.17 illustrates the comparison between the averaged ROC
curves along with the confidence intervals obtained from the global and the two-
path architecture when using different CrossDB evaluations. As we can see,
in most of the cases similar results are obtained, excluding the results reported
on Figure 4.17 c), where the two-path architecture significantly outperforms the
global model. From our observations we can conclude that, both models have
good generalization capability across different datasets, despite the limiting fac-
tors. We can also conclude that, the addition of the patch-wise information in the
two-path architecture helps to improve the CrossDB verification performance,
while the model proves to be less sensitive to dataset shifts and robust to elastic
deformations, which additionally boosts the generalization effect across different
datasets [12]. In the next section, we report the results by comparing our models
with the competing methods in the literature.
4.7 Comparison with Competing Methods
The main contribution in this section is to compare the performance of our models
with the competing and the state-of-the-art methods from the literature. For the
competing methods, we report results for several traditional feature extraction
methods, using the code provided by the authors in [32, 29], on the other hand,
we compared our results against the state-of-the-art framework reported from the
authors in [12], while adopting the same evaluation protocol (which was also used
in the ablation study) to ensure fairness in the performance comparison.
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4.7.1 Comparison with traditional feature extraction methods
For the traditional feature extraction approaches we rely on the dense-descriptor
based methods like the Local Binary Patterns (LBPs) [36], the Rotation Invariant
and Local Phase Quantization (RILPQ [37] and LPQ [38]) features, Histograms
of Oriented Gradients (HOG) [9, 39], Binarized Statistical Image Features (BSIF)
[40], Patterns of Oriented Edge Magnitudes (POEM) [41] and feature extraction
relying on texture analysis by using the Gabor filters [42]. It is important to
mention that, to obtain the genuine and impostor matching pairs we did not
partitioned the evaluation data on separate folds as we did in the ablation study.




Figure 4.18: Typical feature maps for: a) IITD and b) CASIA datasets. It
is important to mention that we visualize the HOG feature maps through the
oriented gradients.
After using the various feature extraction techniques, the feature maps for
IITD and CASIA datasets are shown on Figure 4.18 a) and Figure 4.18 b), re-
spectively. We can clearly see that each method encodes the palmprint images in
a unique way, where some methods tend to extract more representative features.
The qualitative results are presented on Figure 4.19 and the performance metrics
on Table 4.9 and Table 4.8 for IITD and CASIA datasets, respectively. The ROC
curves are shown in logarithmic scale to highlight the performance differences at
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a) IITD : left palmprints test




















b) IITD: right palmprints test




















c) CASIA: left palmprints test




















d) CASIA: right palmprints test
Figure 4.19: Comparison between the traditional feature extraction techniques
and the proposed deep learning methods evaluated on IITD: a) left, b) right, and
CASIA: a) left, b) right palmprints.
lower values of FAR. We also report results for the Global processing path which is
used as a standalone feature extractor. We can see that BSIF, RILPQ and POEM
perform better at lower values of FAR, while as seen from Table 4.9 and Table
4.8, the Two-path architecture and the Global model in all cases, outperform
the classical methods in terms of EER values, which is our application interest.
We can also notice that, the local image properties captured from the methods
like HOG, LBP and Gabor, are not sufficient to extract useful information from
contactless palmprint images where the presence of elastic deformations is known
to be problematic. Typically, they are used in a combination with the global sub-
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Table 4.8: Comparison against the traditional approaches when evaluating on
different palmprint images from IITD dataset. The results are presented in (%).
Metric EER AUC VER@0.1FAR VER@1FAR
Evaluated on IITD right palmprints
HOG [9, 39] 9.3643 96.6511 59.3913 73.1304
LBP [36] 8.2506 97.2712 27.6521 48.2608
LPQ [38] 1.6406 99.7131 91.7391 96.2608
RILPQ [37] 1.4394 99.8141 92.9565 97.3043
Gabor [42] 13.2454 92.4244 36.6956 62.0869
BSIF [40] 1.2702 99.8133 94.8695 97.0434
POEM [41] 1.1520 99.8622 93.1304 95.8260
Two-Path 0.8101 99.8719 95.2173 98.6086
Global 1.1314 99.8591 90.9565 97.6521
Evaluated on IITD left palmprints
HOG [9, 39] 11.3938 95.0611 51.2173 68.3478
LBP [36] 9.1610 96.3721 29.5652 50.0869
LPQ [38] 3.0827 99.3733 88.6086 95.3040
RILPQ [37] 2.3322 99.5741 92.5217 96.1739
Gabor [42] 13.1415 92.7231 33.9130 61.3043
BSIF [40] 2.4233 99.6212 93.9130 96.9565
POEM [41] 2.5155 99.4132 92.6086 96.3478
Two-Path 1.7722 99.7541 92.8695 96.5217
Global 2.0885 99.6371 91.0434 95.9130
space projection techniques, like Linear Discriminant Analysis (LDA), Principal
Component Analysis (PCA), Kernel PCA and other related techniques, where the
combined information significantly improves the verification performance. Also
one major drawback in the traditional approaches is that they require extensive
database-specific parameter tuning. It is important to mention that, even tho
the Global model processes the input image in a holistic manner, the very nature
of the CNN models helps to extract local discriminative information due to the
local connectivity of the convolutional kernels.
Lastly, we report the time and space complexity between the traditional and
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Table 4.9: Comparison against the traditional approaches when evaluating on
different palmprint images from CASIA dataset. The results are presented in
(%).
Metric EER AUC VER@0.1FAR VER@1FAR
Evaluated on CASIA right palmprints
HOG [9, 39] 11.3047 94.6531 62.0787 73.9439
LBP [36] 11.2663 94.7021 18.4622 55.1495
LPQ [38] 2.6964 99.5311 79.5443 94.5420
RILPQ [37] 1.8921 99.6911 83.2605 96.6302
Gabor [42] 12.4302 94.3143 17.4655 50.0237
BSIF [40] 2.3747 99.6334 94.2572 97.5320
POEM [41] 3.2170 99.4033 94.0199 97.5320
Two-Path 1.2170 99.8631 90.2547 98.4496
Global 1.5648 99.7312 90.9191 98.6710
Evaluated on CASIA left palmprints
HOG [9, 39] 14.1727 93.0664 64.4518 78.0730
LBP [36] 10.6948 95.3651 24.0863 60.4097
LPQ [38] 2.9538 99.4978 75.8582 97.8405
RILPQ [37] 2.9105 99.2250 95.7364 98.4496
Gabor [42] 13.3871 93.0815 17.9955 53.2668
BSIF [40] 2.2608 99.6350 87.3754 96.0607
POEM [41] 2.4575 99.2296 96.8438 98.8372
Two-Path 1.3782 99.7963 97.2868 99.2248
Global 1.5758 99.7383 90.9191 98.6710
the proposed methods as shown in Table 4.10. As we can see, our models out-
perform the traditional approaches in terms of feature extraction and matching
speed. Also, our method offers much lower-dimensional feature representation
while maximizing the informativeness.
54 Experiments and Results
Table 4.10: Comparison of time and space complexity between the traditional
and the proposed methods (evaluated on Intel Core i7-8750H, 2.20 GHz CPU
(NVIDIA GeForce GTX 1060, 6GB of RAM) and 8GB of RAM).
Methods Feature
Extraction [s]
Matching [s] Template Size
HOG [9, 39] 0.4803 0.001032 22500-d
LBP [36] 0.4777 0.000393 4096-d
LPQ [38] 0.3636 0.000491 9216-d
RILPQ [37] 0.4311 0.000402 9216-d
Gabor [42] 1.1231 0.000410 5760-d
BSIF [40] 0.2131 0.000384 9216-d
POEM [41] 0.1211 0.000480 11328
Two-Path 0.0580 0.000132 1024-d
Global 0.0301 0.000110 512-d
4.7.2 Comparison with the state-of-the-art methods from the litera-
ture
The last part of this section provides the necessary comparison against the state-
of-the-art methods in the literature. We compared the proposed methods against
one deep learning-based framework from the authors in [12], which offers supe-
rior generalization capabilities across different datasets. They developed highly
optimized deep learning architecture, referred to as Residual Feature Network
(RFN) [12], which is based on fully convolutional network that generates deeply
learned residual features, where the learning is performed by using Soft-Shifted
Triplet Loss (SSTL) [12] function to enhance the discriminative power of the
learned features. Their architecture does not have FC layers which results in
pure feature map outputs, which benefits in preserving spatial correspondences
among the most discriminative palmprint. To ensure fairness in the performance
comparison we used their evaluation protocol, which is based on the generation of
genuine-impostor matching pairs. They also provided CrossDB and WithinDB
performance results, however we only compare the results for the WithinDB
evaluations since for the generation of CrossDB results they used the entire CA-
SIA dataset to produce the genuine-impostor matching scores, while training on
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the left IITD palmprint images, where in our case we evaluated either on left or
right palmprint images from CASIA dataset to produce the CrossDB results.
In case for the WithinDB dataset evaluations we use the same left palmprint
images to train the model and right palmprint images to produce 1150 genuine
and 263,350 impostor matches. For this evaluation we only use the IITD dataset
to compare the results since they did not provide results for CASIA dataset. We
also compare the time and space complexity with their method.
In Table 4.11 the comparative evaluations in terms of EER are shown. We can
see that, when using the Global CNN method as standalone feature extractor,
we achieved relatively poor performance when compared to their method, which
suggests that the global palmprint features are not sufficient for the palmprint
recognition problem. On the other hand, the Two-path architecture achieved a
comparative performance with EER only 0.21 % higher when compared to the
RFN architecture trained with SSTL function, which points to the importance of
the patch-wise information when combined with the holistic image features.
Table 4.11: Comparison with the state-of-the-art from the literature.
Method Global CNN Two-path architecture RFN+SSTL
EER (%) 1.56 0.81 0.60
Table 4.12: Comparative time and storage complexity against the state-of-the-art
method from the literature.
Method Global CNN Two-path architecture RFN+SSTL
Feature
Extraction
0.0301 [s] 0.0580 [s] 0.0062 [s]
Feature
Matching
0.000110 [s] 0.000132 [s] 0.049 [s]
Template
Size
512-d 1024-d 32× 32
Lastly, Table 4.12 summarizes the comparative time and storage complexity.
It can be observed that our methods significantly outperform the RFN network in
terms of feature matching speed since their network directly operates on 32× 32
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feature maps, however the feature extraction process is marginally slower, since
the VGG-16 base which is used as a feature extractor in our architectures has
significantly large number of parameters compared to their method (≈ 5.2M).
4.8 Qualitative Evaluations
In this section we perform different types of qualitative evaluations related to the
two-path architecture. We mainly focus on the following analyses:
• Exploring the discriminative power of the deeply learned embeddings
through the T-distributed Stochastic Neighbor Embedding (t-SNE) [43]
data visualization technique
• Qualitative evaluations about the verification experiment
4.8.1 Visualization of high-dimensional data with t-SNE
In this section we use the t-Distributed Stochastic Neighbor Embedding (t-SNE)
[43] technique to visualize the high dimensional embeddings from IITD and CA-
SIA datasets. It represents nonlinear dimensionality reduction technique devel-
oped by the authors in [43], which is suitable for embedding high-dimensional
data for visualization into low-dimensional space of two or three dimensions. For
detailed explanation about the t-SNE technique, the reader is referred to [43].
In our case, we use the t-SNE method to generate 2-D and 3-D visualizations
in order to see the clustering effect of the center loss as well as the overall 3-D
structure of the data. Also, we only apply t-SNE on the left palmprint images
from both datasets, since when compared to the right palmprints they have similar
structure. On Figure 4.20 a) and Figure 4.20 b) the 2-D and 3-D embeddings and
their corresponding class centers for the IITD and CASIA datasets are shown,
respectively. From the 2-D representation, we can clearly see the effect of the
center loss which efficiently pulls the deep features to their corresponding centers,
while minimizing the intra-class variations. From the zoomed representation, we





































































b) CASIA: left palmprints.
Figure 4.20: 2-D and 3-D t-SNE visualization of the learned palmprint embed-
dings for IITD and CASIA datasets. We also visualized a zoomed representation
to address the effect when combined learning objective is used.
can also see the cases when the center loss failed to generate corresponding class
centers. It is interesting to mention that, when visualizing in 3-D space, we can see
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that the combined learning objective helped to produce spherical-like structure
of the embeddings.
4.8.2 Verification Experiment
In this section some qualitative evaluations about the verification experiment are
presented. We also report results about the genuine-impostor score distributions
separability produced by the loss function when jointly supervising the learning
of our Two-path architecture.
On Figure 4.21 the genuine-impostor score distributions expressed as proba-
bility density functions (PDFs) [4] when evaluating on different palmprints from
the datasets are shown. We also visualized the intersection point between the
PDFs and the decision threshold or operating point corresponding to EER, i.e.
θeer. It can be observed that the Two-path architecture achieved good separa-
tion between the genuine and impostors score distributions, where the combined
learning objective efficiently minimized the intra-class variations, while maximiz-
ing the inter-class variations, which validates our previous analyses.
Next, we preform the verification experiment based on the decision threshold
which ensures equal value of FAR and FRR. Since there is a slight overlap be-
tween the score distributions, we can expect that some of the genuine verification
attempts will be falsely rejected (i.e. false negatives), and vice versa, some of
the impostor verification attempts will be falsely accepted (i.e. false positives).
For illustration purposes, we only perform the experiment on the IITD dataset
when using right palmprints for evaluation (Figure 4.21 a)). On Figure 4.22
some qualitative evaluations from the verification experiment are shown. From
Figure 4.22 a) we can see that the matching scores between the correctly ac-
cepted genuine attempts are positive and above the decision threshold, whereas
as seen from Figure 4.22 d) the matching scores between the correctly rejected
impostor attempts are negative, which indicates opposite feature vectors. The
results in the overlapping region between the genuine and impostor distribution
are quite interesting. As seen from the falsely rejected genuine attempts (Figure
4.22 c)), palmprints from the same subjects share less similarities (the figures
marked with blue) due to variations in the palmprint acquisition process. This
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Intersection = (0.2292, 0.073)
θeer = 0.2535
a) IITD : evaluated on right palmprints test













Intersection = (0.2083, 0.1028)
θeer = 0.217
b) IITD : evaluated on left palmprints test













Intersection = (0.2978, 0.0763)
θeer = 0.2862
c) CASIA : evaluated on left palmprints test













Intersection = (0.3171, 0.0451)
θeer = 0.3315
d) CASIA : evaluated on right palmprints test
Figure 4.21: Genuine-impostor score distributions expressed as probability den-
sity functions (PDFs) when evaluating on different palmprints: a) IITD left palm-
prints, b) IITD right palmprints, c) CASIA left palmprints and d) CASIA right
palmprints.
means that the Two-path architecture cannot find shared patterns between the
matching pairs, thus resulting in score values below the decision threshold. On
the other hand, Figure 4.22 b) shows the exact opposite. Different palmprints
from different individuals share more similarities, which results in relatively high
scores and above the decision threshold, while an impostor attempt is considered
as genuine attempt.
















d) Correctly rejected impostor attempts
Figure 4.22: Matching scores obtained from the verification experiment when
evaluating on the right palmprints from the IITD dataset at decision threshold
which corresponds to equal value of FAR and FRR. The decision threshold is
equal to: θeer = 0.2535.
By this we have briefly investigated various capabilities of our methodology,
and showed that the addition of patch-wise information while using a combined
learning objective, has great potential of learning optimal features for the genuine-
impostor separation task which is the key goal in biometric recognition systems.
5 Conclusion
In this thesis we introduced a hybrid DL based model for contactless palmprint
recognition. Unlike other hand-crafted feature extraction techniques, our ar-
chitecture automatically learns the features from the data while not requiring
extensive parameters tuning. Compared to other DL counterparts, our model is
designed as dual path CNN, where one input encodes the input image at a holistic
level using backbone CNN-based feature extractor, on the other hand, the second
input represents a parallel Siamese architecture with shared model parameters
which uses the same backbone CNN-based feature extractor that captures the
local information from the image patches sampled from the input image. Also,
we showed that the discriminative power of the deeply learned features can be
highly enhanced by combining the standard softmax loss with the center loss to
jointly supervise the learning of our model. By using this design we were able
to achieve great genuine-impostor score distribution separation which is key goal
in biometric recognition systems, while achieving state-of-the-art performance on
the standard benchmarks while simultaneously exhibiting high level of robustness
to elastic deformations.
We also performed extensive experiments related to different parts of the
architecture and showed how the addition of the local information contributes to
enhanced robustness to elastic deformations, as well as, increased generalization
capability across different datasets.
Given the promising results, further extension of this work should focus on
palmprint recognition in the wild and see how the model generalizes when the
images are acquired under complex backgrounds in different environments with
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