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CHARACTERIZATION
OF POINT TRANSFORMATIONS
IN QUANTUM MECHANICS
Yoshio Ohnuki and Shuji Watanabe
Abstract
We characterize point transformations in quantum mechanics from the mathematical viewpoint.
To conclude that the canonical variables given by each point transformation in quantum mechanics
correctly describe the extended point transformation, we show that they are all selfadjoint operators
in L2(Rn) and that the continuous spectrum of each coincides with R. They are also shown to satisfy
the canonical commutation relations.
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1 Introduction
In classical mechanics the coordinate transformation{
f : x = (x1, x2, . . . , xn) 7→ X = (X1, X2, . . . , Xn),
Xα = fα(x) (α = 1, 2, . . . , n)
(1.1)
is called a point transformation, where
x ∈ Dn (1.2)
and the existence of f−1 is assumed. In classical mechanics the domain Dn does not always coincide with
R
n; it is sufficient for Dn to involve the trajectory of a physical system under consideration.
It is known that the point transformation can be extended to a canonical transformation (see e.g.
Whittaker [4, p.293])
(x1, . . . , xn, p1, . . . , pn) 7→ (X1, . . . , Xn, P1, . . . , Pn),
which is called an extended point transformation and is given by

Xα = fα(x),
Pα =
n∑
β=1
∂xβ
∂Xα
pβ .
(1.3)
Here the canonical momenta pα and Pα are conjugate to xα and Xα, respectively. Let [A, B]cl stand for
the classical Poisson bracket for A(x, p) and B(x, p):
[A, B]cl =
n∑
α=1
(
∂A
∂xα
∂B
∂pα
−
∂B
∂xα
∂A
∂pα
)
.
The canonical variables xα and pα obey the relations
[xα, pβ]cl = δαβ , [xα, xβ ]cl = [pα, pβ ]cl = 0.
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Then it is known that the new canonical variables Xα and Pα also obey
[Xα, Pβ ]cl = δαβ , [Xα, Xβ]cl = [Pα, Pβ ]cl = 0. (1.4)
As an example, let us consider the point transformation f : (x1, x2) 7→ (r, θ) from cartesian to plane
polar coordinates. Here (x1, x2) ∈ R
2. The existence of f together with f−1 implies (x1, x2) ∈ D
2 =
R
2 \{(0, 0)}. We are thus led to the extended point transformation (x1, x2, p1, p2) 7→ (r, θ, pr, pθ). Here
the canonical momenta pr and pθ are conjugate to r and θ, respectively.
In quantum mechanics, however, the situation is quite different. It is known that the continuous spec-
trum of each canonical variable in quantum mechanics coincides with R. Therefore, the point transforma-
tion f : (x1, x2) 7→ (r, θ) from cartesian to plane polar coordinates is no longer allowed within the frame
work of quantum mechanics. Hence the extended point transformation (x1, x2, p1, p2) 7→ (r, θ, pr, pθ)
is not allowed any longer. In fact, if it were allowed, then r, θ, pr and pθ would satisfy the canonical
commutation relations. But this is not the case, because this clearly contradicts positivity of r and
boundedness of θ.
The purpose of this paper is to characterize point transformations in quantum mechanics from the
mathematical viewpoint. To this end we begin with defining a point transformation in classical mechanics
and also that in quantum mechanics. Then, following DeWitt [1], we define the new canonical momentum
Pα conjugate to Xα in quantum mechanics. They should be selfadjoint operators in a Hilbert space and
the continuous spectrum of each should coincide with R. Moreover, they should satisfy the canonical
commutation relations. To conclude that the new canonical variables Xα and Pα correctly describe the
extended point transformation in quantum mechanics, we show that they are all selfadjoint operators in
L2(Rn) and that the continuous spectrum of each of Xα and Pα coincides with R. Moreover, we show
that they satisfy the canonical commutation relations.
For simplicity, we use the unit ~ = 1 throughout this paper.
2 Main results
In classical mechanics the new canonical variables Xα and Pα given by (1.3) are required to obey (1.4),
and hence the map f is a C2-diffeomorphism.
Definition 2.1. We say that the map f is a point transformation in classical mechanics if f is a C2-
diffeomorphism and satisfies (1.1), (1.2).
Remark 2.1. Let (x1, x2) ∈ R
2. The coordinate transformation f : (x1, x2) 7→ (r, θ) from cartesian to
plane polar coordinates is a point transformation in classical mechanics. The domain D2 of the map f
does not contain the origin, i.e., D2 = R2 \ {(0, 0)}. Hence, r, θ, pr and pθ are canonical variables in
classical mechanics:
[r, pr]cl = [θ, pθ]cl = 1, [r, θ]cl = [r, pθ]cl = [θ, pr]cl = [pr, pθ]cl = 0.
In quantum mechanics the operators xα and pα are assumed to obey the canonical commutation
relations
[xα, pβ ] = i δαβ , [xα, xβ ] = [pα, pβ ] = 0,
where [A, B] = AB −BA. Let xα be the multiplication by xα. Then
pα = −i
∂
∂xα
. (2.1)
Definition 2.2. Let f : Rn → Rn be a bijective map satisfying{
f : x = (x1, x2, . . . , xn) 7→ X = (X1, X2, . . . , Xn),
Xα = fα(x) (α = 1, 2, . . . , n).
We say that the map f is a point transformation in quantum mechanics if f is a C3-diffeomorphism.
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Remark 2.2. Since the operator xα is the multiplication by xα, the operator Xα is also the multiplication
by fα(x).
Remark 2.3. Let (x1, x2) ∈ R
2. The coordinate transformation f : (x1, x2) 7→ (r, θ) from cartesian to
plane polar coordinates is not a point transformation in quantum mechanics. This is because the domain
of the map f does not coincide with R2. Therefore, r, θ, pr and pθ are not canonical variables in quantum
mechanics, and hence one can not impose the following relations
[r, pr] = [θ, pθ] = i, [r, θ] = [r, pθ] = [θ, pr] = [pr, pθ] = 0.
Let Pα (α = 1, 2, . . . , n) denote the canonical momenta conjugate to Xα. Following DeWitt, we define
Pα in quantum mechanics.
Definition 2.3 (DeWitt [1]). The new canonical variables Xα and Pα in quantum mechanics are defined
by 

Xα = fα(x),
Pα =
1
2
n∑
β=1
(
∂xβ
∂Xα
pβ + pβ
∂xβ
∂Xα
)
.
Remark 2.4. DeWitt [1] also showed that for Xα and Pα, the operator pβ is uniquely given by
pβ =
1
2
n∑
α=1
(
∂Xα
∂xβ
Pα + Pα
∂Xα
∂xβ
)
.
Interchanging, in this equality, the small and the capital letters we obtain the equality for Pα in Definition
2.3.
Remark 2.5. Combining Definition 2.3 with (2.1) yields
Pα = −i
n∑
β=1
∂xβ
∂Xα
∂
∂xβ
−
i
2
n∑
β=1
∂
∂xβ
(
∂xβ
∂Xα
)
.
The operators Xα and Pα act on functions of xα’s.
We denote by σ(A) (resp. by σc(A)) the spectrum (resp. the continuous spectrum) of an operator
A. Let P˙α denote the operator Pα restricted C
3
0 (R
n) and let P˙α denote the closure of P˙α. Since the
point transformation f in quantum mechanics is a C3-diffeomorphism (Definition 2.2), P˙α is a symmetric
operator in L2(Rn).
Theorem 2.1. (a) The operator Xα is selfadjoint on D(Xα) =
{
u(x) : u, fα(x)u ∈ L
2(Rn)
}
.
(b) The set R coincides with the continuous spectrum of the selfadjoint operator Xα given by (a),
i.e., σ(Xα) = σc(Xα) = R.
(c) The operator P˙α is essentially selfadjoint.
(d) The set R coincides with the continuous spectrum of the selfadjoint operator Pα = P˙α given by
(c), i.e., σ(Pα) = σc(Pα) = R.
We denote by Pα the selfadjoint operator P˙α given by Theorem 2.1 (c).
Theorem 2.2. The operators Xα and Pα satisfy the canonical commutation relations:
[Xα, Pβ ]u = i δαβ u, [Xα, Xβ ]u = [Pα, Pβ ]u = 0
for u ∈ C20 (R
n).
We denote by ( · , · ) the inner product of L2(Rn):
(u, v) =
∫
Rn
u(x) v(x) dx , u, v ∈ L2(Rn).
We deal with only the case
J(x) =
∂(X1, . . . , Xn)
∂(x1, . . . , xn)
> 0, (2.2)
since we can deal with another case J(x) < 0 in a similar manner.
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3 Proof of Theorem 2.1 (c)
In this section we show that
ker(P˙ ∗α ± i) = {0}
to prove Theorem 2.1 (c). Here P˙ ∗α denotes the adjoint operator of P˙α.
Let u ∈ ker(P˙ ∗α ± i) and set
a(x) =
1
2
n∑
β=1
∂
∂xβ
(
∂xβ
∂Xα
)
± 1. (3.1)
Then a ∈ C1(Rn). Both u and a are functions of xα’s, and hence of Xα’s because of Definition 2.2. We
now consider the following integral:∫
Rn
J(x(X))
−1
u(x(X))
{
∂
∂Xα
+ a(x(X))
}
Φ(X) dX, (3.2)
where Φ ∈ C30 (R
n) is a function of Xα’s.
Lemma 3.1. Let u ∈ ker(P˙ ∗α ± i) and let a be given by (3.1). Then for Φ ∈ C
3
0 (R
n),∫
Rn
J(x(X))
−1
u(x(X))
{
∂
∂Xα
+ a(x(X))
}
Φ(X)dX = 0.
Proof. The substitution X = f(x) (see Definition 2.2) turns (3.2) into∫
Rn
J(x(X))−1 u(x(X))
{
∂
∂Xα
+ a(x(X))
}
Φ(X) dX
=
∫
Rn
u(x)


n∑
β=1
∂xβ
∂Xα
∂
∂xβ
+ a(x)

Φ(X(x)) dx.
Set φ(x) = Φ(X(x)). Then φ ∈ C30 (R
n) = D(P˙α). Therefore,
∫
Rn
u(x)


n∑
β=1
∂xβ
∂Xα
∂
∂xβ
+ a(x)

Φ(X(x)) dx = −i
(
u,
(
P˙α ∓ i
)
φ
)
= 0.
The lemma follows.
Set
U(X) = J(x(X))
−1
u(x(X)) and A(X) = a(x(X)), (3.3)
where u ∈ ker(P˙ ∗α ± i) and a is given by (3.1). Note that U and A are functions of Xα’s. Let
Ω = (a1, b1)× · · · × (aα, bα)× · · · × (an, bn) ∈ R
n, (3.4)
where aα, bα ∈ R and |aα|, |bα| <∞ (α = 1, 2, . . . , n). Since Φ ∈ C
3
0 (R
n), we let Φ ∈ C∞0 (Ω). Here Ω is
given by (3.4) and X = (X1, . . . , Xα, . . . , Xn) ∈ Ω. Lemma 3.1 also holds for Φ ∈ C
∞
0 (Ω). Moreover, it
is easy to see that
U, AU ∈ L1loc(Ω).
Lemma 3.1 thus implies the following.
Lemma 3.2. Let U and A be as in (3.3). Then there is the weak derivative DαU of U satisfying
DαU = AU, Dα =
∂
∂Xα
.
Let us regard U and A as functions of Xα only, where aα < Xα < bα.
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Lemma 3.3. Let U be given by (3.3) and let Ω be as in (3.4). Then
U ∈ C1 (aα, bα) .
Proof. It is easy to see from (2.2) that U ∈ L2(Ω) since∫
Ω
|U(X)|
2
dX ≤ sup
X∈Ω
{
J(x(X))
−1
}
·
∫
Ω
J(x(X))
−1
|u(x(X)) |
2
dX
= sup
X∈Ω
{
J(x(X))
−1
}
·
∫
f−1(Ω)
|u(x) |
2
dx
< ∞,
where f−1(Ω) is the image of Ω under the inverse of the map f . Hence U ∈ L2(aα, bα), which implies
AU ∈ L2(aα, bα). Therefore, DαU = AU ∈ L
2(aα, bα), and hence
U ∈ H1(aα, bα).
Since A ∈ C1(Rn), it follows that AU ∈ H1(aα, bα). Therefore, DαU ∈ H
1(aα, bα). Thus
U ∈ H2(aα, bα).
The lemma follows from the Sobolev embedding theorem (see e.g. Goldstein [2, p.135] or Reed and Simon
[3, p.52]).
Noting Lemmas 3.2 and 3.3 we now solve
DαU = AU, Dα =
∂
∂Xα
to obtain the solution explicitly. It follows from (3.1) and (3.3) that
 ∂∂Xα −
1
2
n∑
β=1
∂
∂xβ
(
∂xβ
∂Xα
)
∓ 1

J(x)−1u(x(X)) = 0.
Hence 
 ∂∂Xα +
1
2
n∑
β=1
∂
∂xβ
(
∂xβ
∂Xα
)
∓ 1

u(x(X)) = 0. (3.5)
Here we used the following lemma.
Lemma 3.4. {
∂
∂Xα
J(x)
}
J(x)−1 = −
n∑
β=1
∂
∂xβ
(
∂xβ
∂Xα
)
.
Proof. A straightforward calculation gives
∂
∂Xα
J(x) =
n∑
λ=1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂X1
∂x1
∂X1
∂x2
· · · · · ·
∂X1
∂xn
...
...
...
...
...
∂Xλ−1
∂x1
∂Xλ−1
∂x2
· · · · · ·
∂Xλ−1
∂xn
∂
∂Xα
(∂Xλ
∂x1
) ∂
∂Xα
(∂Xλ
∂x2
)
· · · · · ·
∂
∂Xα
(∂Xλ
∂xn
)
∂Xλ+1
∂x1
∂Xλ+1
∂x2
· · · · · ·
∂Xλ+1
∂xn
...
...
...
...
...
∂Xn
∂x1
∂Xn
∂x2
· · · · · ·
∂Xn
∂xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Therefore, {
∂
∂Xα
J(x)
}
J(x)
−1
=
n∑
λ,β=1
∂
∂Xα
(
∂Xλ
∂xβ
)
·
∂xβ
∂Xλ
= −
n∑
λ,β=1
∂Xλ
∂xβ
·
∂
∂Xα
(
∂xβ
∂Xλ
)
= −
n∑
β=1
∂
∂xβ
(
∂xβ
∂Xα
)
.
Let us continue the proof of Theorem 2.1 (c). Set
u(x(X)) =
√
J(x(X)) v(x(X)).
Applying again Lemma 3.4 turns (3.5) into(
∂
∂Xα
∓ 1
)
v(x(X)) = 0.
Therefore, v(x(X)) = C(X1, . . . , Xα−1, Xα+1, . . . , Xn)e
±Xα , and hence
u(x(X)) = C(X1, . . . , Xα−1, Xα+1, . . . , Xn)
√
J(x(X)) e±Xα .
Here the function C does not depend on Xα. Since u ∈ L
2(Rn),∫
R
e±2Xα dXα ×
×
∫
Rn−1
|C(X1, . . . , Xα−1, Xα+1, . . . , Xn)|
2
dX1 · · · dXα−1dXα+1 · · · dXn <∞ .
But ∫
R
e±2Xα dXα =∞ .
Hence C(X1, . . . , Xα−1, Xα+1, . . . , Xn) = 0, which implies u = 0. Thus
ker(P˙ ∗α ± i) = {0} .
The proof of Theorem 2.1 (c) is complete.
4 Proofs of the rest
In this section we prove the rest of our main results from the viewpoint of unitary equivalence.
Let u ∈ L2(Rn). Since each point transformation in quantum mechanics is a C3-diffeomorphism, the
function x 7→ u(x)/
√
J(x) can be regarded as a function of Xα’s. We therefore set
u˜(X) =
u(x(X))√
J(x(X))
, (4.1)
where u˜ is a function of Xα’s. A straightforward calculation gives∫
Rn
|u˜(X)|
2
dX =
∫
Rn
|u(x)|
2
dx <∞.
Hence u˜ ∈ L2(Rn). Let us define U : L2(Rn)→ L2(Rn) by
U : u 7−→ u˜,
where u (resp. u˜) is a function of xα’s (resp. of Xα’s).
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Lemma 4.1. The operator U : L2(Rn)→ L2(Rn) is unitary and satisfies the following.
(a) UC30 (R
n) ⊂ C20 (R
n),
(b) UC20 (R
n) = C20 (R
n).
Proof. The lemma follows immediately from Definition 2.2 and (4.1).
We denote by −i
∂
∂Xα
the operator
−i
∂
∂Xα
: u˜ 7−→ −i
∂u˜
∂Xα
with domain
D(−i
∂
∂Xα
)
=
{
u˜(X) : u˜ is absolutely continuous with respect to Xα, u˜,
∂u˜
∂Xα
∈ L2(Rn)
}
.
Note that the operator −i
∂
∂Xα
acts on functions of Xα’s. On the other hand, the operator Pα acts on
functions of xα’s (see Remark 2.5).
Let P¨α denote the operator Pα restricted C
2
0 (R
n) and let P¨α denote the closure of P¨α. A straightfor-
ward calculation gives the following.
Lemma 4.2. P¨αu = U
∗
(
−i
∂
∂Xα
)
Uu, u ∈ C20 (R
n).
Lemma 4.3. P¨α = U
∗
(
−i
∂
∂Xα
)
U .
Proof. Step 1 We show
P¨α ⊂ U
∗
(
−i
∂
∂Xα
)
U.
For u ∈ D(P¨α), there is a sequence {um}m ⊂ C
2
0 (R
n) satisfying
um → u, P¨αum → P¨αu in L
2(Rn).
Combining Lemma 4.1 with Lemma 4.2 yields
Uum → Uu,
(
−i
∂
∂Xα
)
Uum → UP¨αu in L
2(Rn).
Lemma 4.1 (b) implies that Uum ∈ C
2
0 (R
n) ⊂ D(−i ∂/∂Xα). Since −i ∂/∂Xα is a closed operator,
Uu ∈ D(−i
∂
∂Xα
), U∗
(
−i
∂
∂Xα
)
Uu = P¨αu.
Step 2 We next show
P¨α ⊃ U
∗
(
−i
∂
∂Xα
)
U.
For v ∈ U∗D(−i ∂/∂Xα), we set v˜ = Uv. Then v˜ ∈ D(−i ∂/∂Xα). Let us recall here that
the operator − i
∂
∂Xα
with domain C20 (R
n) is essentially selfadjoint.
Hence there is a sequence {v˜m}m ⊂ C
2
0 (R
n) satisfying
v˜m → v˜, −i
∂
∂Xα
v˜m → −i
∂
∂Xα
v˜ in L2(Rn).
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Set vm = U
∗v˜m. Then vm ∈ C
2
0 (R
n) by Lemma 4.1 (b). Combining Lemma 4.1 with Lemma 4.2 again
yields
U∗v˜m → v, P¨αU
∗v˜m → U
∗
(
−i
∂
∂Xα
)
Uv in L2(Rn).
Therefore,
v ∈ D(P¨α), P¨αv = U
∗
(
−i
∂
∂Xα
)
Uv.
The lemma follows.
Theorem 2.1 (c) immediately implies the following.
Corollary 4.4. The operator P¨α is essentially selfadjoint.
Combining Lemma 4.1 with Lemma 4.3 also implies Corollary 4.4. Moreover, it is easy to see that
the following holds.
Lemma 4.5. P˙α = P¨α = U
∗
(
−i
∂
∂Xα
)
U .
We denote by MXα the multiplication byXα:
MXα : u˜ 7−→ Xαu˜
with domain
D(MXα) =
{
u˜(X) : u˜, Xαu˜ ∈ L
2(Rn)
}
.
Note that the operator MXα acts on functions of Xα’s. On the other hand, the operator Xα acts on
functions of xα’s (see Remark 2.5). A straightforward calculation gives the following.
Lemma 4.6. The operators Xα and MXα are unitarily equivalent, i.e.,
Xα = U
∗MXαU.
Each of Theorem 2.1 (a), (b), (d) and Theorem 2.2 immediately follows from Lemmas 4.5 and 4.6.
5 An example of a point transformation in quantum mechanics
Let x ∈ R. The coordinate transformation
x 7−→ X = sinhx
is a point transformation in quantum mechanics. The corresponding extended point transformation is(
x, −i
∂
∂x
)
7−→
(
X = sinhx, P = −i
1
coshx
(
∂
∂x
−
1
2
tanhx
))
.
Therefore, the operators X and P acting on functions of x are both canonical variables in quantum
mechanics.
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