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SUMMARY
Interval estimation of a binomial proportion is one of the most-basic problems in statis-
tics with many important real-world applications. Some classical applications include es-
timation of the prevalence of a rare disease and accuracy assessment in remote sensing.
In these applications, the sample size is fixed beforehand, and a confidence interval for
the proportion is obtained. However, in many modern applications, sampling is especially
costly and time consuming, e.g., estimating the customer click-through probability in on-
line marketing campaigns and estimating the probability that a stochastic system satisfies
a specific property as in Statistical Model Checking. Because these applications tend to
require extensive time and cost, it is advantageous to reduce the sample size while simulta-
neously assuring satisfactory quality (coverage) levels for the corresponding interval esti-
mates. The sequential version of the interval estimation aims at the latter goal by allowing
the sample size to be random and, in particular, formulating a stopping time controlled by
the observations themselves. The literature focusing on the sequential setup of the problem
is limited compared to its fixed sample-size counterpart, and sampling procedure optimality
has not been established in the literature. The work in this thesis aims to extend the body
of knowledge on the topic of sequential interval estimation for Bernoulli trials, addressing
both the theoretical and practical concerns.
In the first part of this thesis, we propose an optimal sequential methodology for ob-
taining fixed-width confidence intervals for a binomial proportion when prior knowledge of
the proportion is available. We assume that there exists a prior distribution for the binomial
proportion, and our goal is to minimize the expected number of samples while guarantee-
ing that the coverage probability is at least a specified nominal coverage probability level.
We demonstrate our stopping time is always bounded from above and below; we will need
to first accumulate a sufficient amount of information before we start applying our stop-
ping rule, and our stopping time will always terminate in finite time. We also compare our
xi
method with the optimum fixed-sample-size procedure as well as with existing alternative
sequential schemes.
In the second part of this thesis, we propose a two-stage sequential method for obtaining
tandem-width confidence intervals for a binomial proportion when no prior knowledge of
the proportion is available and when it is desired to have a computationally efficient method.
By tandem-width, we mean that the half-width of the confidence interval of the proportion
is not fixed beforehand; it is instead required to satisfy two different upper bounds depend-
ing on the underlying value of the binomial proportion. To tackle this problem, we propose
a simple but useful sequential method for obtaining fixed-width confidence intervals for the
binomial proportion based on the minimax estimator of the binomial proportion.
Finally, we extend the idea for Bernoulli distributions in the first part of this thesis to
interval estimation for arbitrary distributions, with an alternative optimality formulation.
Here, we propose a conditional cost alternative formulation to circumvent certain analyti-
cal/computational difficulties. Specifically, we assume that an independent and identically
distributed process is observed sequentially with its common probability density function
having a random parameter that must be estimated. We follow a semi-Bayesian approach
where we assign cost to the pair (estimator, true parameter), and our goal is to minimize the
average sample size guaranteeing at the same time an average cost below some prescribed
level. For a variety of examples, we compare our method with the optimum fixed-sample-





Making inference about unknown population parameters was the prime motivation for the
development of statistics as a science, and continues to be at the forefront of almost all
statistical applications and research. In statistical theory, statistical inference has generally
been divided in two main categories, namely, estimation and testing. In estimation, the
objective is to estimate an unknown population parameter based on some observed data.
In testing (or hypothesis testing), an attempt is made to validate or invalidate a hypothesis
about a specific value of an unknown population parameter based on observed data. The
area of estimation may lend itself to two subdivisions: point estimation and interval esti-
mation. In point estimation, the objective is to estimate an unknown population parameter
with a single value based on the observed data. The behavior of a predefined loss function
can be often described by the precision and accuracy of the point estimate. For instance,
under the square error loss function, this precision is measured by the mean squared error
(MSE), where an estimator is better if it has a lower MSE. On the other hand, in interval
estimation, the objective is to obtain a range of values within which, we believe, the true
population parameter lies with high coverage probability. In interval estimation, the width
of the interval and the confidence coefficient jointly provide a sense of precision and ac-
curacy. We note that these seemingly different criteria may be unified under appropriately
defined loss functions. This thesis is particularly concerned with developing novel methods
for interval estimation of a population parameter, such as the binomial proportion, under
a sequential setting. The next section formulates the interval estimation problem under




Assume that we observe a sequence of independent and identically distributed (i.i.d.) ran-
dom variables {Xt}’s over times t = 1, 2, . . . , T, with a common probability density func-
tion (p.d.f.) f(x|θ) and parameter θ ∈ Θ is considered random. For an estimator θ̂T of θ
based on the accumulated observations {X1, X2, . . . , XT}, consider a 100(1− α)% confi-
dence interval (CI) of width 2h such that [θ̂T −h, θ̂T +h] has a confidence level or coverage
probability (CP) 1− α. Equivalently,
Pθ(θ ∈ [θ̂T − h, θ̂T + h]) = 1− α, for all θ ∈ Θ, (1.1)
where Pθ(·) denotes the probability given θ. Note that θ̂T may be a biased estimator of θ,
but what matters is that
Pθ(|θ̂T − θ| ≤ h) = 1− α.
In most applications, achieving a 1− α CP throughout the range of θ is impossible. Thus,
two approaches are used: (1) obtain the mean coverage probability (averaged over θ ∈ Θ)
and set this mean CP to be approximately equal to the nominal coverage probability 1−α;
or (2) guarantee that the coverage probability is at least the nominal 1−α for every value of
θ ∈ Θ. The latter is preferred in most applications, especially in clinical trials, as accuracy
is very important to be guaranteed regardless of the true value of the unknown population
parameter θ. Thus, in our work, we focus on
Pθ(|θ̂T − θ| ≤ h) ≥ 1− α, for all θ ∈ Θ. (1.2)
To distinguish between the fixed-sample-size and sequential methodologies, we refer back
to (1.2). In the fixed-sample-size setting, T is fixed, and we are interested in calculating the
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half-width h of the CI such that we achieve at least the nominal 1 − α CP. Notice that in
this case, the sample size T is known to the experimenter. In the sequential setting, how-
ever, an experimenter gathers information regarding an unknown parameter by observing
random samples in successive steps. One may take one observation at-a-time or a few at-
a-time, but a common characteristic among such sampling designs is that the total number
of observations collected at termination is a positive integer-valued random variable T , a
stopping time. For the CI setting in (1.2), h = h(θ) is fixed beforehand and T is a random
stopping time controlled by the observations themselves. It is important to note here that
in the sequential setting, h is fixed in the sense that it is not necessarily constant, but the
functional form as a function of θ is fixed. For instance, fixed-width CIs have a constant h,
whereas relative-width CIs have a half-width h = ηθ, where η is a fixed constant between
0 and 1.
1.3 Why Sequential?
Before justifying the importance of the sequential setting in interval estimation, we first
provide a brief history of sequential analysis as given in [1]. According to [1, pp. 1–2],
the work of Mahalanobis in [2] on estimating the acreage of jute crop in the entire state of
Bengal is considered by many, including Abraham Wald, as the forerunner of sequential
analysis. Wald and his collaborators, then, systematically developed theory and method-
ology of sequential tests in the early 1940s to reduce the number of sampling inspections
without compromising the reliability of the terminal decisions, leading to Wald’s [3] clas-
sical book on sequential analysis and the famous Sequential Probability Ratio Test (SPRT).
The advantage of sequential analysis is that it can arrive at a decision much sooner and
with substantially fewer observations than equally reliable test procedures based on a pre-
determined number of observations. The methodology’s immense value was immediately
recognized during that time, and its use was ‘classified’ and restricted to wartime research
and procedures in response to demands for efficient testing of anti-aircraft gunnery and
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other weapons during World War II. In 1945, the work was released to the public and has
since revolutionized many aspects of statistical practice.
Methodological researchers caught on and began applying sequential analysis to solve
a wide range of practical problems from inventory, queuing, reliability, quality control,
design of experiments, and multiple comparisons, to name a few. In the 1960s through the
1970s, researchers in clinical trials realized the relevance of emerging adaptive designs and
optimal stopping rules. The area of clinical trials continues to be a success story for the
sequential methodology.
In terms of interval estimation, sequential methods are generally more favorable than
their fixed-sample-size alternative because of the ability to achieve the same accuracy while
requiring fewer samples. Furthermore, there are many problems that cannot be solved
by any fixed-sample-size methodology. For instance, there exists no fixed-sample-size
methodology that can deliver a preassigned estimation error or half-width h such that (1.2)
is satisfied, see, e.g., [1, pp. 16–17]. In the next section, we continue our discussion of
the sequential interval estimation problem and its advantages over the fixed-sample-size
counterpart by concentrating specifically on Bernoulli trials.
1.4 Bernoulli Trials
Interval estimation of a binomial proportion θ is one of the most-basic problems in statis-
tics, with many important real-world applications. Some classical applications include
interval estimation of the prevalence of a rare disease [4]; interval estimation of the overall
response rate in clinical trials [5]; and accuracy assessment in remote sensing [6]. In these
applications, the sample size is fixed in advance, and a confidence interval for θ is obtained.
There is an extensive bibliography regarding derivations of confidence intervals for θ when
the sample size is fixed. Perhaps the most-widely known in this category is Wald’s interval,
which takes the form
θ̂T ± zα/2
√




where T is the fixed sample size, 1−α expresses the desired coverage probability, θ̂T is the
sample mean of θ and zα/2 satisfies Q(zα/2) = α2 with Q(x) denoting the complementary
cumulative density function (cdf) of a standard N(0, 1) Gaussian random variable. This
confidence interval is derived based on the asymptotic normality of θ̂T and, therefore, ex-
hibits poor behavior when Tθ(1 − θ) is small [7–10]. Several efforts to improve Wald’s
classical method are reported in [7, 11–15]. There are also Bayesian-based techniques [8,
16, 17] while [7–10, 18] give interesting surveys that evaluate the relative performance of
the above methods. Finally, we mention that [19] provides explicit formulas for the required
sample size that can guarantee a prescribed coverage probability for the Clopper-Pearson
[12] method.
In many modern applications, sampling observations is costly and time consuming.
Therefore, there is a desire to limit the sampling size without compromising the quality
of the interval estimate. For instance, in automatic fraud detection in finance, one needs
to manually go through the “suspect” financial transactions that are automatically detected
as fraudulent by some machine learning or other computer algorithm. Since the manual
process is expensive in terms of labor and cost, it is desirable to quickly estimate, with high
confidence, what percentage of the suspect transactions are truly fraudulent. A different
motivating application is in Statistical Model Checking, where with an approximate verifi-
cation method, one overcomes the state space explosion problem for probabilistic systems
by the use of Monte Carlo simulations. Given an executable stochastic system, we seek
to verify that the system satisfies a particular property via simulation; and we desire to
estimate the probability θ by which the system actually satisfies the property in question.
The goal is to estimate θ within acceptable margins of error and confidence (see [20] and
references therein). Because Monte Carlo simulations very often tend to require extensive
time and computing power, it is advantageous to reduce their number assuring, at the same
time, satisfactory quality levels for the corresponding estimate.
The sequential version of the interval estimation aims exactly at reducing the sample
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size by selecting it to be random and, in particular, a stopping time controlled by the ob-
servations themselves. The literature focusing on the sequential setup of the problem is
limited compared to its fixed sample-size counterpart (see [21–23]). However, none of
these articles is able to claim optimality of their corresponding schemes in any sense.
1.5 Main Conrtibutions
In this thesis, we make three contributions to sequential CI research. First, as noted previ-
ously, none of the articles that focus on sequential fixed-width CI for a binomial proportion
θ is able to claim optimality of their schemes. Thus, our first contribution is developing an
optimal sequential interval method for θ, with the quality of the estimate expressed through
the coverage probability. In this case, prior knowledge of θ is needed, as we need to prede-
fine our fixed half-width h beforehand. This introduces another obstacle: if no prior knowl-
edge of θ is available, a fixed h for all θ ∈ (0, 1) is problematic. For instance, if the true θ
were actually close to 0 or 1, then a half-width h = 0.1, say, is meaningless. Thus, when
we have no prior knowledge of θ and desire a computationally efficient method, our second
contribution is developing a tandem-width CI that satisfies two different upper bounds, h0
and h1, depending on the true value of θ. The third contribution is presenting an alterna-
tive optimality formulation that circumvents the computational complexity of the optimal
formulation for sequential fixed-width CIs that is known to be generally analytically in-
tractable when prior knowledge of θ is available. This alternative optimality formulation
is extended to sequential fixed-width interval estimation of a parameter of interest of any
arbitrary distribution.
Below we present the details of our contributions covered in each chapter of this thesis,
with motivations for each chapter along with a preview of the results found within.
• Optimal Stopping for Interval Estimation in Bernoulli Trials. In Chapter 2, we
propose an optimal sequential methodology for obtaining confidence intervals for
a binomial proportion θ. Assuming that an i.i.d. sequence of Bernoulli(θ) trials is
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observed sequentially, we are interested in designing (i) a stopping time T that will
decide the best time to stop sampling the process, and (ii) an optimum estimator
θ̂T that will provide the optimum center of the interval estimate of θ. We follow a
semi-Bayesian approach, where we assume that there exists a prior distribution for
θ, and our goal is to minimize the average number of samples while we guarantee a
minimal specified coverage probability level. The solution is obtained by applying
standard optimal stopping theory and computing the optimum pair (T, θ̂T ) numer-
ically. Regarding the optimum stopping time component T , we demonstrate that it
enjoys certain very interesting characteristics not commonly encountered in solutions
of other classical optimal stopping problems. In particular, we prove that, for a partic-
ular prior (Beta density), the optimum stopping time is always bounded from above
and below; we need to first accumulate a sufficient amount of information before we
start applying our stopping rule, and our stopping time will always terminate before
some finite deterministic time. We also conjecture that these properties are present
with any prior. Finally, we compare our method with the optimum fixed-sample-size
procedure as well as with existing alternative sequential schemes.
• Tandem-width Sequential Confidence Intervals for a Bernoulli Proportion. In
Chapter 3, we propose a two-stage sequential method for obtaining tandem-width
confidence intervals for a Bernoulli proportion θ. By tandem-width, we mean that
the half-width h of the 100(1−α)% CI is not fixed beforehand; it is instead required
to satisfy two different upper bounds, h0 and h1, depending on the values of θ. To
tackle this problem, we propose a simple but useful sequential method for obtain-
ing fixed-width confidence intervals for θ based on the minimax estimator of θ. We
observe independent and identically distributed Bernoulli(θ) trials sequentially, and
for some fixed half-width h = h0 or h = h1, we develop a stopping time T such
that the resulting confidence interval for θ, [θ̂T − h, θ̂T + h], covers the parameter
with confidence at least 100(1− α)%, where θ̂T is the maximum likelihood estimate
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of θ at time T . Furthermore, we derive certain theoretical properties of our pro-
posed method, compare the tandem-width procedure with the proposed fixed-width
alternative, and compare the performance of our fixed-width procedure with existing
alternative sequential schemes.
• Sequential Parameter Interval Estimation based on Conditional Cost. In Chap-
ter 4, we extend the idea for Bernoulli distributions in Chapter 2 to interval estimation
for arbitrary distributions, though we use an alternative optimality formulation. Note
that the optimal formulation in Chapter 2 presents computational challenges and is
generally analytically intractable. Here, we propose a conditional cost alternative
formulation that sacrifices part of the optimal performance to circumvent the ana-
lytical/computational difficulties. Specifically, we assume that an i.i.d. process is
observed sequentially with its probability density function having a random param-
eter that must be estimated. We are interested in designing a stopping time that will
decide the best moment to stop sampling the process and an estimator that will use
the acquired samples in order to provide the desired estimate. We follow a semi-
Bayesian approach where we assign cost to the pair (estimator, true parameter) and
our goal is to minimize the average sample size guaranteeing at the same time an
average cost below some prescribed level. For our analysis we adopt a conditional
average cost that leads to a considerable simplification in the sequential estimation
problem, otherwise known to be analytically intractable. For a variety of examples,




OPTIMAL STOPPING FOR INTERVAL ESTIMATION IN BERNOULLI TRIALS
2.1 Introduction
As mentioned in Chapter 1, the literature focusing on the sequential setup of the problem
is limited compared to its fixed sample-size counterpart (see [21–23]). Furthermore, none
of these articles is able to claim optimality of their corresponding schemes in any sense.
The objective of our current work in this chapter is to offer optimum sequential methods
for interval estimation of θ, with the quality of the estimate expressed through the coverage
probability. In addition to deriving the optimum scheme, we will also demonstrate some
very uncommon but highly interesting properties of the optimum solution. These prop-
erties are not encountered in optimum sequential schemes derived for other well known
sequential problems (i.e. sequential hypothesis testing). We must also add that our method-
ology exhibits similarities with the work developed in [24]. However, the focus in [24] is
on the actual estimate of θ with the adopted criterion being a variation of the classical mean
square error. In our work, as we pointed out, we focus on confidence intervals and coverage
probabilities; and, as it turns out, this difference makes our derivations and proofs far more
complicated, requiring original analytical methodology. This becomes particularly appar-
ent when we attempt to establish the validity of the unique properties, mentioned before,
that characterize our optimum solution.
The remainder of this chapter is organized as follows. In Section 2.2 we discuss our
proposed framework for interval estimation for θ and propose a well-defined optimization
problem and discuss its general solution. In Section 2.3 we focus on the computational
aspects of the optimum scheme and the unique properties that they characterize it. In Sec-
tion 2.4 we compare the proposed scheme against the fixed-sample-size and two existing
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sequential methods in the literature. Finally, Section 2.5 contains our conclusions, and Sec-
tion 2.6 contains the proofs of the major lemmas and theorems in this chapter.
2.2 Proposed Framework
We observe sequentially an i.i.d. process X1, X2, . . . of Bernoulli random variables with
Xt ∈ {0, 1} and P(Xt = 1) = θ = 1 − P(Xt = 0), θ ∈ [0, 1]. The goal is to provide
a confidence interval for θ. We are interested in confidence intervals of fixed width equal
to 2h for some pre-specified h ∈ (0, 1
2
). We would also like our scheme to be able to
guarantee a coverage probability equal to 1 − α, where α ∈ (0, 1) is given. Our scheme
consists of a pair (T, θ̂T ), that is, a stopping time T and a mid-point estimator1 θ̂T , where
T is adapted to the observation history (filtration generated by the observations) and θ̂T is
a function of the observations accumulated up to the time of stopping T . We would like to
solve the following constrained optimization problem for the optimum pair
inf
T,θ̂T
Eθ[T ], subject to: Pθ(|θ̂T − θ| > h) ≤ α, (2.1)
where the desired interval estimate is [θ̂T − h, θ̂T + h] (with the two ends cropped at 0
and 1, respectively, whenever they exceed the two limits) and where Pθ(·) and Eθ[·] denote
probability and expectation for given θ.
Although (2.1) seems as the ideal formulation, it unfortunately targets an infeasible
goal. We note that we are asking for the pair (T, θ̂T ) to minimize the average number of
samples for every value of the parameter θ. In other words, we want our scheme to enjoy
a uniform optimality property over all θ, a requirement which is impossible to satisfy. In
order to be able to find a solution that has a well-defined form of optimality, we adopt a
semi-Bayesian approach2 and assume that a prior π(θ) for θ is available. This allows for
1The estimate θ̂T does not have the meaning of a classical parameter estimator. It is the mid-point of the
confidence interval [θ̂T − h, θ̂T + h] and does not necessarily constitute an efficient estimate of θ.
2The term “semi-Bayesian” is used because our setup involves two different components where one is
optimized while the other is constrained, unlike full-Bayesian approaches that combine all terms into a single
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the following modification of the previous constrained optimization
inf
T,θ̂T
E[T ], subject to: P(|θ̂T − θ| > h) ≤ α (2.2)
where P(·) and E[·] denote probability and expectation including averaging over θ with the
help of the prior.
Remark 2.1. We must emphasize that the constraint in (2.2) does not guarantee that the
desired coverage probability will also hold for each individual θ, namely P(|θ̂T − θ| >
h|θ) ≤ α, a property which is particularly desirable in practice. Perhaps, a more meaning-
ful problem to consider in place of (2.2) would have been
inf
T,θ̂T
E[T ], subject to: sup
θ
Pθ(|θ̂T − θ| > h) ≤ α, (2.3)
that assures a coverage probability of at least 1−α for every θ. Unfortunately, it is unclear
how to derive the optimal solution to this alternative formulation. Consequently, we focus
on (2.2) as the optimum scheme we are going to develop, but in our numerical examples,
we will evaluate it in terms of (2.3) as well.
Let c > 0 denote a Lagrange multiplier that we use to combine the two terms in (2.2)




J(T, θ̂T ) = inf
T,θ̂T
{
cE[T ] + P(|θ̂T − θ| > h)
}
. (2.4)
We will first identify the solution to (2.4) and then demonstrate that a proper selection of c
can also solve the constrained problem in (2.2).
performance measure.
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2.2.1 The Unconstrained Problem
We start by considering the classical Bayes estimation problem for fixed sample size t
inf
θ̂t
P(|θ̂t − θ| > h). (2.5)
If we observe Ft = σ{X1, . . . , Xt} then, given that {Xt} is i.i.d. Bernoulli(θ), the proba-
bility to obtain a specific combination of samples given θ is equal to θSt(1− θ)t−St , where
St =
∑t
k=1Xk is the number of “successes” up to time t. This implies that the posterior
probability density of θ given the observations can be written as





From Bayesian estimation theory [25, Page 142], we have that the optimization in (2.5) is
achieved by the following Bayes estimator
ϑ̂t(St) = arg inf
θ̂t





yielding the corresponding optimum conditional complementary coverage probability
Ct(St) = inf
θ̂t










From (2.7) and (2.8) we observe that both quantities ϑ̂t(St),Ct(St) are Ft-measurable
and, more precisely, functions of St. For known prior π(θ), we can, at least numerically,
compute the Bayes estimate and the corresponding optimum conditional complementary
coverage probability for each combination of (t, St).
Remark 2.2. By focusing on (2.7), we can make a small but interesting observation: Re-
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garding the Bayes estimate ϑ̂t(St) it is easy to verify that
h ≤ ϑ̂t(St) ≤ 1− h. (2.9)
Indeed, this is clear, because if in (2.7) we select θ̂t < h or θ̂t > 1 − h, this will yield an
inferior cost compared to the selection θ̂t = h or θ̂t = 1− h, respectively. The implication
of this observation is that ϑ̂t(St) will be biased and inconsistent when considered as an
estimate of the true parameter θ, at least for values of θ outside the interval [h, 1 − h]. As
we mentioned, the correct meaning of this quantity is that it constitutes the mid-point of
the confidence interval [ϑ̂t(St) − h, ϑ̂t(St) + h] with the latter enjoying, for each fixed t,
the largest possible coverage probability.
Consider now the optimization in (2.4) which will be performed in two steps: First we
fix the stopping time T and minimize J(T, θ̂T ) with respect to θ̂T ; the resulting expression
is then minimized, during the second step, over T in order to obtain the optimum pair. We
have the following lemma that addresses the first problem.
Lemma 2.1. Assume stopping time T is fixed and satisfies T ≤ N , where N > 0 is some
deterministic integer. Then,
J(T, θ̂T ) = cE[T ] + P(|θ̂T − θ| > h) ≥ E[cT + CT ] = J(T ), (2.10)
with equality when we apply the corresponding Bayesian estimator θ̂T = ϑ̂T at the time of
stopping.
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Proof. From (2.10) we can write














































E [{ct+ Ct}1{T = t}] (2.14)
= E[cT + CT ].
The first equality in (2.12) is true because 1{T = t} is Ft-measurable, also we have equal-
ity in (2.14) if we select θ̂t = ϑ̂t when {T = t}. We observe that changing the order of
summation and expectation presents absolutely no complication because the stopping time
is bounded by the deterministic quantity N .
A side-product of Lemma 2.1, as it can be verified from the corresponding proof, is the
fact that the Bayesian estimator is not only optimum for fixed sample size, but it retains its
optimality property when the sample size is controlled by any stopping time T adapted to
the observations.
Using (2.10) from Lemma 2.1, we are now left with the optimization of the stopping
time T . Assuming thatN is an integer which is sufficiently large, we consider the following
optimization over stopping times that are bounded by N
inf
0≤T≤N
J(T ) = inf
0≤T≤N
E[cT + CT ]. (2.15)
This is a classical finite horizon optimal stopping problem with cost per sample equal to c
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and cost for stopping at t equal to Ct. Of course, it is only natural to wonder why we lim-
ited our analysis to finite horizons instead of considering the more classical infinite horizon
version. As we will see in the sequel, for the most common prior we will be able to demon-
strate that the infinite horizon assumption is completely unnecessary. Indeed, the optimum
stopping time will turn out to be bounded by a deterministic quantity, suggesting that by
limiting ourselves to a (sufficiently large) finite horizon, we do not suffer any performance
loss.
In order to solve the optimization problem defined in (2.15), we follow the classical




E[c(T − t) + CT |Ft], (2.16)
then we have
Vt = min{Ct, c+ E[Vt+1|Ft]}, t = N, . . . , 1, 0, (2.17)
with the backward recursion initialized with VN+1 = 1. Regarding this last selection,
it produces VN = CN since the latter is a probability. In fact, this is exactly what the
optimum residual cost at N must be, because if we have not stopped before N , then we
necessarily stop at N and this produces cost CN (simply the cost of stopping at N ). The
total optimum cost is expressed through V0, namely V0 = inf0≤T≤N J(T ). The next lemma
specifies in more detail the recursion in (2.17).
Lemma 2.2. Consider the recursion in (2.17) then, the optimal residual cost Vt, t =
N, . . . , 0 is a function Vt(St) of St and therefore Ft-measurable. Furthermore, (2.17)
can be written as
Vt(St) = min{Ct(St), c+ Ṽt(St)}, t = N, . . . , 0, (2.18)
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where Ṽt(St) expresses the optimum average residual cost to continue, satisfying





gt+1(St) = P(Xt+1 = 1|Ft) =
∫ 1
0




Finally, if the prior π(θ) is symmetric around 1
2
then the functions Ct(St),Vt(St), Ṽt(St)
are symmetric with respect to St around the value t2 .
Proof. The validity of this lemma is established in Section 2.6.
Once the sequence of optimal residual costs has been obtained through the solution
of (2.18), it is then immediate to define the optimum stopping time To that solves the
minimization problem in (2.15). Again, optimal stopping theory [26] suggests that
To = inf{0 ≤ t ≤ N : Vt(St) = Ct(St)} = inf{0 ≤ t ≤ N : Ct(St) ≤ c+ Ṽt(St)}.
(2.21)
In other words, when the optimum residual cost Vt(St) matches, for the first time, the cost
for stopping Ct(St) or, equivalently, the cost of stopping is smaller than the residual cost of
continuing, this is when we stop. Since the functions involved depend on St, this quantity
can serve as our test statistic and we can express the stopping rule in (2.21) in terms of St.
Specifically, for each time t, we can find the sampling region Ωt = {0 ≤ St ≤ t : Vt(St) <
Ct(St)} = {0 ≤ St ≤ t : c + Ṽt(St) < Ct(St)} with ΩN = ∅, and we can equivalently
define the stopping time as To = inf{0 ≤ t ≤ N : St 6∈ Ωt}.
2.2.2 The Constrained Problem
Let us now turn to the constrained problem in (2.2) which we can solve with the results we
have so far. We will show that (2.2) can be recovered as an instance of the unconstrained
version (2.4) corresponding to a special selection of the Lagrange multiplier c. Our result
is summarized in the following theorem.
16
Theorem 2.1. For the solution of (2.2) we distinguish two cases:
i) If α ≥ C0 = P(|ϑ̂0 − θ| > h), with ϑ̂0 = arg inf θ̂0 P(|θ̂0 − θ| > h), then the optimum
is to stop without taking any samples, i.e. To = 0 and use as mid-point of the optimum
confidence interval the value ϑ̂0 which is based only on the prior π(θ).
ii) If P(|ϑ̂0− θ| > h) > α, then for any horizon N ≥ Nα where Nα satisfies P(|ϑ̂Nα − θ| >
h) < α, there exists Lagrange multiplier c∗, independent from N , such that the solution of
(2.4) is also the solution to (2.2) that can involve a possible randomization before taking
any samples.
Proof. The proof of this theorem is presented in Section 2.6.
2.3 Properties of the Optimum Solution
If we fix the value N of the horizon and the cost per sample c, we can then compute the
mid-points {{ϑ̂t(St)}tSt=0}
N
t=0 of the confidence intervals from (2.7). Assuming that π(θ)
is continuous, candidates for ϑ̂t(St) can be obtained from the solution of the following
equation which we obtain by differentiating (2.7) with respect to θ̂t
(θ̂t + h)
St(1− θ̂t − h)t−Stπ(θ̂t + h)− (θ̂t − h)St(1− θ̂t + h)t−Stπ(θ̂t − h) = 0. (2.22)
The previous equation has clearly a solution in the interval [h, 1 − h] when 0 < St < t
with the corresponding value providing a (local) extremum for the coverage probability. To
these candidate mid-points we must include the two end points h, 1 − h since the global
maximum can occur at the two ends as well. Therefore, we need to examine which of
these cases provides the best coverage probability and select the corresponding value as
our optimum mid-point ϑ̂t(St). When St = 0, t it is possible (2.22) not to have any so-
lution in [h, 1 − h]. In this case, ϑ̂t(0) and ϑ̂t(t) are equal to one of the two end values
h or 1 − h. Having identified the optimum mid-points {{ϑ̂t(St)}tSt=0}
N
t=0, we apply (2.8)





The next step consists in computing {{gt+1(St)}tSt=0}
N
t=0 for t = 0, . . . , N and St =





t=0, we can then use them in the backward recursion (2.18) to find the
sequence {{Ṽt(St)}tSt=0}
N
t=0 and the optimum residual cost sequence {{Vt(St)}tSt=0}
N
t=0.





t=0 element-by-element. At coordinates (t, St) where
the sequences differ, we decide to continue sampling; whereas if they are equal, we decide
to stop. This generates the sequence of sampling regions {Ωt}Nt=0. Equivalently, we can
compare {{Ct(St)}tSt=0}
N
t=0 with {{c+ Ṽt(St)}tSt=0}
N
t=0, and wherever the first is no larger
than the second, we stop, while we continue sampling in the opposite case.
We now present a conjecture that contains two significant claims for the optimum stop-
ping time for the problem in (2.4) which we believe are valid for any prior π(θ). We were
able to provide a proof for the first claim (Lemma 2.3) for a rich class of priors, and prove
both claims (Theorem 2.2) providing also quantitative information when the prior is the
Beta density. Regarding the latter case we should note that the Beta density is among the
most popular priors for the problem we are considering in this work.
Conjecture. For any prior π(θ) and sufficiently large horizon N the optimum stopping
time To of the unconstrained problem in (2.4) enjoys the following two properties:
i). There exists constant tup depending only on c and not on N such that To ≤ tup.
ii). For sufficiently small c there exists constant tlo ≥ 1 depending only on c and not on N
such that tlo ≤ To.
Below we present a general proof of property i) of the Conjecture under the following










(θ − E[θ|St])2πt(θ|St)dθ, (2.23)
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where πt(θ|St) is the posterior pdf defined in (2.6) and assume that σt → 0 as t→∞. This
forces the conditional variance to converge to 0 uniformly in St. It also implies that the
posterior distribution πt(θ|St) converges, uniformly, to a degenerate measure at a single
point (often the true θ) as t → ∞. This is clearly related to the consistency concept of
posterior distributions in Bayesian statistics and is often considered a valid assumption
(see [27]).
Lemma 2.3. Let σt be defined as in (2.23) with limt→∞ σt = 0. Then for sufficiently large
horizon there exists constant tup depending only on c such that To ≤ tup, i.e. property i) in
the Conjecture is true.
Proof. The proof is a simple application of the Chebyshev inequality in combination with
(2.23). Indeed we observe that
Ct(St) = inf
θ̂t
P(|θ − θ̂t| > h|Ft) ≤ P
(










Since σt → 0 as t→∞, there exists N such that CN ≤
σ2N
h2
≤ c and, therefore, from (2.18)
we conclude that CN ≤ c + ṼN , which suggests that we will necessarily stop at N for any
value of SN . Quantity tup is the smallest N for which this is true.
Remark 2.3. The assumption limt→∞ σt = 0 does not hold for all prior distribution. A
counterexample where it fails is when the prior is a two-point probability mass function,
say P(θ = 0.4) = P(θ = 0.6) = 0.5. However, even for this case the Conjecture might still
be valid since the requirement CN(SN) ≤
σ2N
h2
< c used in our proof, is only sufficient for
the validity of our claim.
An interesting example where the assumption holds is when the prior is the Beta density
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π(θ) = Beta(θ, p, q), where




, p, q > 0. (2.25)
To see this, we note that the posterior pdf is of the same type, namely π(θ|St) = Beta(θ, p+
St, t− St + q), and thus the maximal conditional variance in (2.23) becomes
σ2t = max
0≤St≤t
(p+ St)(t− St + q)
(t+ p+ q)2(t+ p+ q + 1)
≤ 1
4(t+ p+ q + 1)
, (2.26)
where the equality is attainable when St = t+q−p2 is an integer. Clearly, for fixed p, q > 0
we have σt → 0 as t→∞, and thus the assumption of Lemma 2.3 holds. Moreover, by the
proof of Lemma 2.3, the optimum stopping time satisfies To ≤ max{0, 14h2c − p − q − 1}
for all c > 0. This bound is of the order of c−1. In Theorem 2.2, Section 2.3.2, by applying
a more advanced analysis, we will be able to improve it and provide an alternative estimate
which is of the order of | log(c)| for the case of the symmetric prior p = q.
Remark 2.4. Property i) of the Conjecture suggests that the number of samples, under the
optimum scheme, will never exceed the value tup even if we allow the horizon to grow
without limit. This interesting and uncommon characteristic was also observed in [24] but
with cost function a variance of the classical mean square error. However, what is more
intriguing in our conjecture is property ii), namely that we need first to accumulate a suf-
ficient volume of information before we start asking ourselves whether we should stop
sampling or not. This is an extremely uncommon feature and, to our knowledge, has never
been reported before in Sequential Analysis as a property of optimum schemes. As we
claim in our conjecture, we believe that both properties are valid for any prior π(θ). For-
tunately, as we mentioned before, this double claim is not without solid evidence. Indeed




What we presented so far allows for the determination of the stopping rule of the proposed
scheme. We would like now to compute its performance but also the performance of any
stopping time which uses St as its test statistic and is defined in terms of a sequence of
sampling regions {Ωt} in terms of {St}. In particular, we are interested in computing
Eθ[T ],E[T ],Pθ(|θ̂T − θ| ≤ h) and P(|θ̂T − θ| ≤ h). Of course, we could obtain these quan-
tities using Monte-Carlo simulations, but it is also possible to determine them numerically.
The following lemma provides the necessary formulas.
Lemma 2.4. Let the stopping time T be bounded by N having as test statistic the process
{St}. Assume for each t that Ωt denotes the sampling region. Suppose also that for the
combination (t, St) the scheme provides the mid-point estimate θ̂t(St) and the correspond-
ing conditional complementary coverage probability Ct(St) = P(|θ̂t(St)−θ| > h|Ft). For
t = N − 1, . . . , 0, we then define the following backward recursions that must be applied
for St = 0, 1, . . . , t
Ut(St) = 1 + θ1{St + 1 ∈ Ωt+1}Ut+1(St + 1) + (1− θ)1{St ∈ Ωt+1}Ut+1(St), (2.27)





1{St ∈ Ωt+1}Ūt+1(St), (2.28)
Wt(St) = 1{|θ̂t − θ| > h}1{St 6∈ Ωt}
+
{
θWt+1(St + 1) + (1− θ)Wt+1(St)
}
1{St ∈ Ωt}, (2.29)









1{St ∈ Ωt}, (2.30)
where gt+1(St) is defined in (2.20) and the four recursions are initialized with UN(SN) =
ŪN(SN) = 0,WN(SN) = 1{|θ̂N − θ| > h}, W̄N(SN) = CN(SN),ΩN = ∅. Then,
Eθ[T ] = U0(S0),E[T ] = Ū0(S0),Pθ(|θ̂T − θ| > h|) = W0(S0) and P(|θ̂T − θ| > h) =
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W̄0(S0).
Proof. The validity of these expressions is established in Section 2.6.
The applicability of Lemma 2.4 is clearly not limited to the proposed scheme but can
be used to compute the performance of the fixed-sample-size and of other sequential alter-
natives that we intend to compare against the method we have developed.
2.3.2 Beta Density as Prior
Let us now find the particular form of our scheme when we adopt as our prior the Beta
density π(θ) = Beta(θ, a, a), where Beta(θ, p, q) is defined in (2.25). We observe that
the selection a = 1 in the prior corresponds to the uniform density in [0, 1]. It is now
straightforward to verify that the posterior pdf accepts a similar form, namely
π(θ|St) = Beta(θ, a+ St, a+ t− St), (2.31)
while the conditional complementary coverage probability at time t becomes
P(|θ̂t− θ| > h|Ft) = 1− Imin{1,θ̂t+h}(a+St, a+ t−St) + Imax(0,θ̂t−h)(a+St, a+ t−St),
(2.32)
where Ix(p, q) is the incomplete Beta function (see [28, Page 944]) which is the cdf of
Beta(θ, p, q).










1 + h− θ̂t
)a+t−St−1
corresponding to the root in the interval [h, 1 − h]. Such root always exists except when
a = 1 and St = 0 or t. For these cases, ϑ̂t is equal to h or 1 − h, depending on which
value provides a larger conditional coverage probability. The resulting optimum condi-
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tional complementary coverage probability becomes
Ct(St) = 1− Imin{1,ϑ̂t+h}(a+ St, a+ t− St) + Imax(0,ϑ̂t−h)(a+ St, a+ t− St). (2.33)
Finally, as indicated in (2.19) and (2.20), we need to find the probability gt+1(St), for which
we have the following simple formula
gt+1(St) = P(Xt+1 = 1|Ft) =
Γ(St + a+ 1)Γ(t+ 2a)

















t=0 with {{c + Ṽt(St)}tSt=0}
N
t=0 to identify the sampling and stopping
regions.
For the particular prior adopted in (2.25), as we mentioned before, the resulting opti-
mum stopping time To enjoys the unique properties claimed in the Conjecture. The next
theorem provides the necessary evidence.
Theorem 2.2. The Conjecture is true when the prior is the Beta density π(θ) = Beta(θ, a, a)
with the optimum stopping time To satisfying C0| log(c)| ≤ To ≤ C1| log(c)| for constants
C0 < C1 that depend only on a and h.
Proof. The proof is very technical and detailed in Section 2.6. Unfortunately, the analytical
techniques developed for the specific prior are not directly extendable to the general case.
Perhaps, it is worth mentioning the fact that from the proof of Theorem 2.2, we con-
clude that the two estimates for tup and tlo in (2.51),(2.53) grow linearly in | log(c)| having
drastically different multiplicative coefficients (C0 of the order of 1| log(0.5−h)| versus C1 of
the order of 1
2h2
) and different offsets.
In Fig. 2.2, after using (2.28), we plot the average sample size and the two limits tlo, tup
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Figure 2.1: Sampling (green) and stopping (red) regions for a = 1, h = 0.05 and c =
0.0001. Upper and lower bounds for optimum stopping time: tlo = 59 and tup = 561. No
possibility of stopping (light green).
Figure 2.2: Average sample size (red), lower tlo (blue) and upper tup limit (green), as
functions of c for optimum stopping time To when a = 1 and h = 0.05.
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of To as functions of c for a = 1 and h = 0.05. We can see that the lower limit tlo is signifi-
cantly smaller than the resulting average, suggesting that the optimum scheme very quickly
regards the accumulated information as capable of providing reliable interval estimates and
therefore starts the process of questioning whether to stop or continue sampling.
As an illustration for these properties we consider a = 1, h = 0.05, and c = 0.0001.
Fig. 2.1 depicts the sampling (green) and the stopping (red) region in terms of the test
statistic St. Both regions are clearly limited between the lines St = t and St = 0. Even
though we have marked a whole region in red, only the points that are next to the green
region are actually accessible because St can increase at most by one unit as we go from t
to t + 1. We can also see the two bounds tup = 561 and tlo = 59 for To. For t ≤ tlo the
light green region covers all points 0 ≤ St ≤ t, thus identifying the time instances we can
never stop. Also, we note that once we pass tup we are in the stopping region suggesting
that we must necessarily stop at tup. For each tlo ≤ t ≤ tup the stopping region has an
upper rut and a lower r
l
t threshold and, as long as St is between these two limits, we need
to sample. Since the prior distribution is symmetric with respect to 1/2, then, according to




Let us now compare our scheme with the optimal fixed-sample-size (FSS) and two se-
quential methods: The first was proposed by Frey in [23] and the second, the Conditional
Method, was proposed in our earlier work in [29] and in Chapter 4. For more details about
this method, please refer to Chapter 4 in this thesis. Frey’s method uses a modified Wald-
type sequential confidence interval based on the stopping time
TF = inf







where θ̃t,k = St+kt+2k , k > 0 is a pre-specified constant and γ = γ(k, h, α) is chosen so that
the confidence interval [θ̂TF − h, θ̂TF + h], with θ̂t = Stt , has a confidence level of at least
1 − α. Table 2.1 provides the values of k and γ recommended in [23] for best results.
From (2.35) and using the fact that x(1 − x) ≤ 1
4
we conclude that the corresponding
Table 2.1: Choices of k and γ for 90%, 95%, and 99% confidence intervals of fixed half-
width h in [23].
90% 95% 99%
h k γ k γ k γ
0.10 4 0.0754 4 0.0356 6 0.0068
0.05 4 0.0859 6 0.0433 8 0.0083
0.01 8 0.0972 10 0.0487 14 0.0097




e = N . Regarding the fixed-sample-size method, it uses
the optimum Bayes estimator ϑ̂t, obtained in (2.7) and the number of samples t is selected
to meet the desired coverage probability. Finally, for the conditional method in [29] and in
Chapter 4, we should point out that it is a general sequential parameter estimation technique
based on conditional costs which is not limited to binomial proportions. For the problem
of interest, we have TC = inf{t ≥ 0 : Ct ≤ β} and θ̂TC = ϑ̂TC , where ϑ̂t,Ct are the Bayes
estimator and the corresponding optimum conditional complementary coverage probability
defined in (2.7) and (2.8). Threshold β is selected to guarantee that the resulting coverage
probability is 1 − α. For Ct we have from the proof of Theorem 2.1, eq. (2.12), that
Ct ≤ 2e−2h





−2a−1, 0}e = N . In other words,
all four schemes satisfy the assumption of Lemma 2.4 of bounded stopping time, therefore
the corresponding performance can be computed numerically by applying the recursions of
the lemma without the need to perform Monte-Carlo simulations.
For the competing methods using (2.28) and (2.30), we plot in Fig. 2.3 the average
number of samples E[T ] versus the coverage probability P(|θ̂T − θ| ≤ h) when a = 1
and h = 0.05. Note that we have three points for Frey’s scheme because of the tuning
parameters k and γ which are provided in Table 2.1 only for three confidence levels. As
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Figure 2.3: Average samples size versus coverage probability for proposed (red), Frey
(black +), fixed-sample-size (blue) and conditional (green), for a = 1 and h = 0.05.
we can see, the proposed method outperforms the fixed-sample-size and both alternative
sequential techniques. It is only at very high coverage probability levels that the difference
between the three sequential schemes becomes less pronounced.
As we pointed out in (2.3), Section 2.2, there is practical interest in evaluating the per-
formance for each individual θ. Clearly in this case, the requirement is to be able to guaran-
tee a minimal coverage probability for all θ. Again, we resort to Lemma 2.4 and use (2.27)
and (2.29) to evaluate the performance of the competing methods for each θ. In Fig. 2.4a,
we plot the coverage probability for each test versus θ and in Fig. 2.4b, the corresponding
average sample size required to obtain this performance. Parameters were selected so as
all competing schemes provide the same worst-case coverage probability assuring a cov-
erage of at least 0.95 for all θ. By observing the two figures, we can draw the following
conclusions: The fixed-sample-size scheme can require up to almost eight times more sam-
ples compared to the proposed. Of course, one may argue that it produces higher coverage
probability levels. Indeed this is true, but, unfortunately, this increased performance cannot




Figure 2.4: Coverage probability (a) and Average sample size (b) as a function of propor-
tion θ for proposed (red), Frey (black), fixed-sample-size (blue) and conditional (green)
when a = 1, h = 0.05 and worst-case coverage probability 0.95.
quently, what we observe is in fact the best the fixed-sample-size method can offer. The
conditional scheme, around θ = 0.5, requires up to 30% more samples which, as in the
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case of fixed-sample-size, produce higher coverage probabilities. Again, it is impossible
to sacrifice part of this increased performance to improve the corresponding sample size
without degrading the worst-case coverage probability. Finally, we can see that the pro-
posed and Frey’s scheme require similar samples over most θ. However, we observe that
the proposed method has a coverage probability profile which is better than Frey’s, since
for most θ the corresponding probability is larger. Frey’s scheme is slightly better only for
θ close to 0 and 1. But even for these values of θ the proposed scheme requires almost 50%
less samples.
2.5 Conclusions
We proposed an optimal sequential scheme for obtaining confidence intervals for a bino-
mial proportion under a well defined formulation. We proved that, for a particular prior
(Beta density), our optimum stopping time enjoys certain uncommon properties not en-
countered in solutions of other classical optimal stopping problems. We also conjectured
that these properties are present with any prior. Specifically, our claim is that our stopping
time is always bounded from above and below, suggesting that we need to first accumulate
a sufficient amount of information before we start applying our stopping rule, and that our
stopping time will always terminate before or at a specific deterministic time even if we
allow the time horizon to be infinite. Finally, our scheme was compared against the opti-
mum fixed-sample-size procedure and against existing sequential alternatives. Numerical
performance evaluations showed that the proposed method exhibits an overall improved
performance profile compared to its rivals.
2.6 Chapter 2 Proofs
Proof of Lemma 2.2: Let us start first with the recursion in (2.17). To simplify relation
(2.17), it is crucial to take advantage of the relationship between St and St+1 : St+1 =
St + 1 if Xt+1 = 1 and St+1 = St if Xt+1 = 0. Thus, the expectation term in (2.17)
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actually reduces to the conditional probability mass function of the Bernoulli variableXt+1
conditional on Ft when θ has a prior pdf π(θ). Denote
gt+1(St) = P(Xt+1 = 1|Ft) = P(Xt+1 = 1|St)
as St is a sufficient statistic for θ. Hence,
gt+1(St) = P(Xt+1 = 1|Ft) =
∫ 1
0
f(x1, . . . , xt, Xt+1 = 1|θ)π(θ)dθ∫ 1
0








Furthermore, P(Xt+1 = 0|Ft) = P(Xt+1 = 0|St) = 1 − gt+1(St), and relation (2.17)
becomes
Vt(St) = min{Ct(St), c+ Vt+1(St + 1)gt+1(St) + Vt+1(St)(1− gt+1(St))}, (2.37)
for t = N,N − 1, . . . , 0.
To prove that functions Ct(St),Vt(St), Ṽt(St) are symmetric with respect to St around
the value t/2, let Ut = 2St − t. One can think of Ut = St − (t − St) as the number of
differences between 0’s and 1’s in the first t trials. Then, suffices to show that Ct(Ut) =
Ct(−Ut) and V (Ut) = V (−Ut) for all t > 0.
First, if π(θ) is symmetric around 1/2, then
π(θ) = π(1− θ), for all θ ∈ (0, 1). (2.38)







Applying change of measure from θ to 1− θ and using (2.38) yield
πt(1− θ| − Ut) =
(1− θ)−Ut/2+t/2θt/2+Ut/2π(1− θ)∫ 1
0






Furthermore, using (2.7) and (2.39), we have
































































Finally, at time N , we have
VN(−UN) = CN(−UN) = CN(UN) = VN(UN).
Assume that for some t = N − 1, N − 2, . . . , 0, Vt+1(Ut+1) = Vt+1(−Ut+1). Then, using
the fact that Ut+1 = 2(St +Xt+1)− (t+ 1) = Ut + 2Xt+1 − 1 and (2.37),
Vt(Ut) = min{Ct(Ut), c+ Vt+1(Ut + 1)gt+1(Ut) + Vt+1(Ut − 1)(1− gt+1(Ut))}.
Moreover,
Vt(−Ut) = min{Ct(−Ut), c+ Vt+1(−Ut + 1)gt+1(−Ut) + Vt+1(−Ut − 1)(1− gt+1(−Ut))}
= min{Ct(Ut), c+ Vt+1(Ut − 1)(1− gt+1(Ut)) + Vt+1(Ut + 1)gt+1(Ut)}
= Vt(Ut).
This concludes the proof.
Proof of Theorem 2.1: If α ≥ P(|ϑ̂0 − θ| > h) then stopping at To = 0 corresponds to
the smallest possible (average) number of samples while, at the same time, we satisfy the
coverage probability constraint.
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To prove ii) we first show that there exists Nα such that P(|ϑ̂Nα − θ| > h) < α. Note
that
P(|ϑ̂t − θ| > h) ≤ P
(∣∣∣∣Stt − θ


























where we used the fact that St
t
is not the optimum Bayes estimator of the mid-point, then we
applied the Chebyshev’s inequality, then the fact that St
t
is an estimator of θ with estimation
error variance equal to θ(1−θ)
t
and finally that θ(1− θ) ≤ 1
4
. From (2.43) we conclude that
P(|ϑ̂t− θ| > h)→ 0 as t→∞ therefore, there exists Nα such that P(|ϑ̂Nα − θ| > h) < α.
FixN ≥ Nα and denote Vt(St, c) = inft≤T≤N E[c(T−t)+CT |Ft],where we underline
the dependence of Vt on c (in addition to St). For 0 ≤ c1 ≤ c2 and T ≥ t we can write
c1(T − t) + CT ≤ c2(T − t) + CT ,
which, after taking expectation conditioned on Ft and then infimum over t ≤ T ≤ N ,
proves that Vt(St, c) is increasing in c. The increase of Vt(St, c) with respect to c also
suggests that the optimum stopping time To(c), defined in (2.21), is a decreasing function
of c.




P(|θ̂ − θ| > h|Ft) = inf
θ̂









We can then write















{Ct − E[Ct+1|Ft]}1{To(c) > t}
]
,
where for the last equality we used the fact that 1{To(c) > t} is Ft-measurable. This
combined with (2.44) and the decrease of To(c) with respect to c, implies that P(|ϑ̂To(c) −
θ| > h) is increasing in c.
For c = 1 we stop at 0 and, therefore, P(|ϑ̂To(1) − θ| > h) = P(|ϑ̂0 − θ| > h) >
α. Set now c = 0 which suggests that the cost of sampling is zero and therefore the
optimum is to stop at N (we also deduce this by combining (2.21) and (2.44)). This yields
P(|ϑ̂To(0) − θ| > h) = P(|ϑ̂N − θ| > h) = E[CN ]. Now from (2.44) by averaging we
conclude that E[Ct] is decreasing in t and for N > Nα we have E[CN ] ≤ E[CNα ] < α,
implying P(|ϑ̂To(0) − θ| > h) < α. As mentioned, P(|ϑ̂To(c) − θ| > h) is increasing in c, if
it is also continuous then there exists 0 < c∗ < 1 satisfying P(|ϑ̂To(c∗)−θ| > h) = α which
means that To(c∗) solves the constrained problem. In case the function P(|ϑ̂To(c) − θ| > h)
exhibits a jump at c∗ such that for c∗- the probability is strictly smaller than α while for
c∗+ it is strictly larger, then before taking any samples we need to perform a randomization
to decide which of the two stopping times To(c∗-), To(c∗+) to use. The randomization
probability must be selected so that we satisfy the constraint with equality.
Proof of Lemma 2.4: We prove (2.27) first. Set ΩN = ∅, i.e. we stop necessarily at N .





= (1 + · · · (1 + 1{SN−1 ∈ ΩN−2}(1 + 1{SN−1 ∈ ΩN−1}(1 + 1{SN ∈ ΩN}))) · · · )
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suggesting that
E[T |θ] = E[(1+· · ·E[(1+1{SN−1 ∈ ΩN−1}E[(1+1{SN ∈ ΩN})|FN−1, θ)|FN−2, θ] · · · )|θ].
If we set UN(SN) = 0 then we can define the backward recursion
Ut(St) = E[1+1{St+1 ∈ Ωt+1}Ut+1(St+1)|Ft] = 1+E[1{St+1 ∈ Ωt+1}Ut+1(St+1)|Ft]
= 1 + P(Xt+1 = 1|St, θ)1{St + 1 ∈ Ωt+1}Ut+1(St + 1)
+ P(Xt+1 = 0|St, θ)1{St ∈ Ωt+1}Ut+1(St)
= 1 + θ1{St + 1 ∈ Ωt+1}Ut+1(St + 1) + (1− θ)1{St ∈ Ωt+1}Ut+1(St),
which proves (2.27) and, also, that U0(S0) = E[T |θ]. For (2.28) we proceed similarly the
only difference being that P(Xt+1 = 1|St) = gt+1(St) with this probability being defined
in (2.20).
For (2.29) and (2.30) we follow similar steps. We have
1{|θ̂T − θ| > h} =
N∑
t=0








= (1{|θ̂0 − θ| > h}1{S0 6∈ Ω0}) + (1{|θ̂1 − θ| > h}1{S1 6∈ Ω1})1{S0 ∈ Ω0}+ · · ·





Applying expectation given θ yields
P(|θ̂T − θ| > h|θ)
= E[1{|θ̂0 − θ|}1{S0 6∈ Ω0}+ · · ·+ E[1{|θ̂N−1 − θ| > h}1{SN−1 6∈ ΩN}
+ (E[1{|θ̂N − θ| > h}1{SN 6∈ ΩN}|FN−1, θ])1{SN−1 ∈ ΩN−1}|FN−2, θ]) · · · |θ].
Defining WN(SN) = 1{|θ̂N − θ| > h} it is straightforward to see that the recursion in
(2.29) computes the desired complementary coverage probability. Similarly for (2.30) only
now instead of conditioning with respect to both Ft and θ we condition only with respect
to Ft. This concludes the proof.
Proof of Theorem 2.2: Let us first find upper and lower bounds of Ct(St) that are in-
dependent from St. From [46, Theorem 2.1] and for a random variable X with density
Beta(x, p, q) we have that
E[eλ(X−µ)] ≤ e
λ2
8(p+q+1) , λ > 0, (2.45)
where µ = p
p+q
is the average under the Beta density. Using the Markov inequality we can
then write
P(|X − µ| > h) = P(X − µ > h) + P(X − µ < −h)











where we used the fact that if X is Beta distributed with parameters p, q then 1−X is also
Beta with parameters q, p. Selecting in (2.46) λ = 4(p + q + 1)h yields the tightest upper
bound, namely
P(|X − µ| > h) ≤ 2e−2h2(p+q+1). (2.47)
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We can now use this result to upper bound Ct(St). We observe that
Ct(St) = inf
θ̂t
P(|θ − θ̂t| > h|Ft) ≤ P
(
|θ − E[θ|Ft]| > h|Ft
)
≤ 2e−2h2(t+2a+1). (2.48)
For for the last inequality we used (2.47) and the fact that θ given Ft is Beta distributed
with parameters p = St + a and q = t− St + a.
Let us now find a lower bound for Ct(St). From [28, Page 944, Formula 26.5.15] we
conclude that Ix(p, q) > Ix(p + 1, q − 1) for q > 1. Using this inequality repeatedly in
(2.32) we conclude
P(|θ̂t−θ| > h|Ft) = 1− Imin{1,θ̂t+h}(St+a, t−St+a)+ Imax(0,θ̂t−h)(St+a, t−St+a)
= Imax{0,1−h−θ̂t}(t− St + a, St + a) + Imax(0,θ̂t−h)(St + a, t− St + a)
≥ Imax{0,1−h−θ̂t}(t+ 2na + δa, δa) + Imax{0,θ̂t−h}(t+ 2na + δa, δa), (2.49)
where for the second equality we used the property 1 − Ix(p, q) = I1−x(q, p) and where
na, δa are defined as
na =
 [a] if a not an integera− 1 if a an integer, δa =
 a− [a] if a not an integer1 if a an integer,
where [a] denotes integer part of a. Since a > 0 we have na ≥ 0, 1 ≥ δa > 0 and
a = na + δa. By taking the derivative of the last sum in (2.49) with respect to θ̂t we can
show that it has the same sign as the following expression
φ(θ̂t) =
(θ̂t − h)t+2na+δa−1
(1 + h− θ̂t)1−δa




Now it is easy to verify that φ(1− θ̂t) = −φ(θ̂t) therefore it is sufficient to analyze the sign
of φ(θ̂t) for h ≤ θ̂t ≤ 0.5. When t ≥ 1 and because 1 ≥ δa we can see that the sign is
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negative for any value of a, suggesting that we have a minimum for θ̂t = 0.5. Therefore, if
Γ(x) denotes the Gamma function, then for t ≥ 1 we can write
Ct ≥ 2I0.5−h(t+ 2na + δa, δa) ≥ 2
Γ(t+ 2na + 2δa)(0.25− h2)δa
Γ(t+ 2na + δa + 1)Γ(δa)
(0.5− h)t+2na
= 2
Γ(t+ 2na + 2δa + 1)(0.25− h2)δa
(t+ 2na + 2δa)Γ(t+ 2na + δa + 1)Γ(δa)
(0.5− h)t+2na
≥ 2 (0.25− h
2)δa
(t+ 2na + 2δa)Γ(δa)
(0.5− h)t+2na . (2.50)
In the previous expression the second inequality comes from [28, Page 944, Formula
26.5.16]; for the next equality we used the property Γ(x + 1) = xΓ(x); while for the
last inequality we used the increase of Γ(x) for x ≥ 1.5, which is true in our case for t ≥ 1
and any a > 0.
Having established bounds for Ct we can now compute an upper bound N for tup and
a lower bound ν for tlo therefore proving their existence and demonstrating properties i)
and ii). We first note that if CN ≤ c in (2.18) we will have CN ≤ c + ṼN meaning that
VN = CN and consequently N is a stopping instant for all values of St. This implies
that To ≤ N . Quantity tup is the smallest N for which this inequality is true for all St.











To find a lower bound ν for tlo we combine the lower bound of Ct with an upper bound
for Vt. Finding the latter is straightforward. Indeed if we start from time instant N which,
as we argued, is selected so that CN ≤ c, then using induction and the fact that
Vt = min{Ct, c+ E[Vt+1|Ft]} ≤ c+ E[Vt+1|Ft]
we can show that Vt ≤ c + c(N − t) = c(N + 1 − t). It is then clear that, as long as
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c(N + 1) ≤ C0, for any t ≥ 1 for which we have




we do not stop at this time instant. In fact we can see that we have an interval of the
form t ∈ [0, . . . , ν] during which no stopping can occur. A rough estimate of ν can be
obtained by solving instead of (2.52) the simpler alternative maxt c(N+1)(t+2na+2δa) =
c
4



















provided c satisfies c ≤ C0
N+1
. Regarding the latter, if we are in the non-trivial case where
we do not stop at time 0 then α < C0, consequently it is sufficient to have c ≤ αN+1 . We
thus conclude that for small enough c there is a lower limit tlo ≥ ν which is nontrivial. This
concludes the proof.
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TANDEM-WIDTH SEQUENTIAL CONFIDENCE INTERVALS FOR A
BERNOULLI PROPORTION
3.1 Introduction
In this chapter, we investigate a sequential CI of a Bernoulli proportion θ but with a new
twist of tandem-width. By tandem-width, we mean that the half-width h of the 100(1−α)%
CI is not fixed beforehand; it is instead required to satisfy two different upper bounds, h0
and h1, depending on the values of θ. Our motivating examples are the customer click-
through rate to measure the efficacy of a new online ad marketing campaign, and the
Statistical Model Checking (SMC) approach in complicated stochastic systems, e.g., see
Jegourel, Sun, and Dong [20]. In both of these modern applications, it is very expensive
and time-consuming to set up the experiments or simulations. Once they are set up, one
wants to use the least amount of samples to gain knowledge of the Bernoulli proportion θ
as accurately and precisely as possible due to the time or cost constraints. For instance,
for the 95% CI of θ, if the true θ is estimated to be in the interval [0.2, 0.8], one may feel
that the half-width h0 = 0.1 is precise enough and is acceptable. On the other hand, if the
true θ is in the interval (0, 0.1) or (0.9, 1), one may feel that h0 = 0.1 is too crude, and the
half-width h1 = 0.01 might be more suitable. This inspires us to investigate the problem
of tandem-width sequential interval estimation.
We propose to develop effective sequential methods for tandem-width interval estima-
tion of the Bernoulli proportion θ at the pre-specified confidence level 100(1 − α)%. It is
intuitive to combine two sequential fixed-width CI together, one for each fixed-width, but
the difficulty is that these sequential fixed-width CIs should be not only statistically effi-
cient, but also computationally efficient for the purpose of combination in practice. While
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many existing methods can be statistically efficient to derive a 100(1−α)% CI in the sense
of small expected sample sizes for a fixed-width h, the stopping time T (h) will often heav-
ily depend on the fixed-width h. In particular, it is unclear whether the stopping boundary
of T (h) at each time step is a monotone function of h or not, and thus it is not easy to im-
plement the combination of two different stopping times T (h)’s. As a concrete illustration,
the stopping time of the sequential CI proposed by Frey [23] is based on the Bayesian point
estimator, which depends on the half-width h when the prior distribution is optimized for
the smallest expected sample size. To circumvent this problem, we propose to use the mini-
max point estimator of the Bernoulli proportion to develop effective sequential methods for
fixed-width sequential CI, where the decision statistics do not depend on the half-width h,
which only affects the stopping boundaries of the detection statistics monotonically. This
allows us to conveniently combine two fixed-width sequential interval estimation methods
together to derive an efficient tandem-width sequential interval estimation method.
The remainder of this article is organized as follows. In Section 3.2, we formulate our
problem on tandem-width sequential CIs for a Bernoulli proportion θ and provide some
background regarding different point estimators for θ and, in particular, on the method
proposed by Frey [23]. In Section 3.3, we discuss our sequential stopping rules for the
fixed-width CI and the tandem-width CI, and show some asymptotic properties for our
proposed methods. Section 3.4 presents simulation results for our tandem-width stopping
rule. Moreover, we also provide numerical results that compare our proposed fixed-width
stopping rule to Frey’s stopping rule. The concluding remarks are included in Section 3.5.
3.2 Problem Formulation and Background
Assume that we observe a sequence of i.i.d. Bernoulli random variables, X1, X2, · · · se-
quentially, i.e., one at a time. Suppose P(Xi = 1) = θ and P(Xi = 0) = 1 − θ, and we
want to use as few samples as possible to make an accurate interval estimation about the
unknown parameter θ ∈ [0, 1] at the confidence level 100(1 − α)% for some pre-specified
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α, say, α = 5%. Since an interval [a, b] can be rewritten as the form of [c − h, c + h] with
c = (a+ b)/2 and h = (b−a)/2, below we assume that the 100(1−α)% CI of θ is written
in the form of [θ̂T − h, θ̂T + h], where h is the desired half-width of the CI, and θ̂T can be
thought as the point estimator of θ when we stop taking observations at time T .
In the problem of tandem-width sequential confidence intervals, we want to find a stop-
ping time T and when stopped, we are able to derive a 100(1 − α)% CI of θ whose half-
width is required to satisfy two different upper bounds, h0 and h1, depending on the point
estimate of θ. To be more concrete, assume that the derived sequential 100(1− α)% CI for
θ is of the form [θ̂T − h, θ̂T + h], where θ̂T is the point estimator of θ when stopping taking
observations at time T. On the one hand, when the estimate θ̂T is not too small or large,
say, when θ̂T ∈ [θ0, 1 − θ0] for some pre-specified θ0, e.g., θ0 = 0.1, we would like to set
the half-width h of the CI to be a relatively large value h0 (e.g., h0 = 0.1) so as to save time
and sampling costs. On the other hand, when θ̂T is quite small or large, say, when p̂T ≤ θ0
or ≥ 1 − θ0, we would like to set the half-width of the CI to be a smaller value h1 (e.g.,
h1 = 0.01) in order for the CI to be more meaningful. In other words, in the latter case, it
is more useful to take a longer time to derive a meaningful CI instead of stopping earlier to
derive a meaningless CI.
To be more rigorous, we would like to find a stopping time T and the corresponding
estimator θ̂T that minimize the average run lengths (ARLs), Eθ(T ), simultaneously for all
0 ≤ θ ≤ 1, subject to the coverage probability (CP) constraint that
CPθ(h0) = Pθ
(
θ ∈ [θ̂T − h0, θ̂T + h0]
)
≥ 1− α, when θ0 ≤ θ ≤ 1− θ0, and
CPθ(h1) = Pθ
(
θ ∈ [θ̂T − h1, θ̂T + h1]
)
≥ 1− α, when θ < θ0 or θ > 1− θ0.(3.1)
where 0 < h1 < h0 < 1 and α > 0 are pre-specified, e.g., h0 = 0.1, h1 = 0.01 and
α = 5%.
Let us now provide some background information on the point and interval estimation
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of Bernoulli proportion θ. For this purpose, we first review three different kinds of point es-
timators of θ under the offline context when the complete observations are {X1, X2, · · · , Xt}:
maximum likelihood estimator (MLE), Bayes estimator, and minimax estimator, denoted
by θ̂t, θ̃t, θ?t below, respectively, to emphasize their dependence on the sample size t. To this
end, assume that X1, X2, . . . , Xt are i.i.d. Bernoulli(θ). The MLE of θ is the sample mean




Below we follow the literature to assume that the point estimator θ̂T in (3.1) is the MLE
estimator in (3.2) when stopping taking observations at T. This will allow us to have a fair
comparison between our proposed stopping time T with other sequential methods in the
literature.
As for the Bayes estimator of θ, it is well-known that if the prior distribution of θ is
the Beta(α, β) distribution for some pre-specified α, β > 0, then the posterior of θ given
observed (X1, X2, . . . , Xt) is a Beta(α+ St, β − St + t) distribution. Thus the mean of the
posterior distribution, (St + α)/(t+ α+ β), is the Bayes estimator of θ under the standard
square error loss function. One important special case of the prior Beta distribution is when
α = β = a for some a > 0, so that the corresponding Bayes estimator of θ becomes
θ̃t,a = (St + a)/(t+ 2a). (3.3)
Meanwhile, under the squared error loss function, the minimax framework is to find an es-
timator δ = δ(X1, · · · , Xt) that minimizes the largest mean square error over the whole
space [0, 1] of the true parameter θ. In other words, the minimax estimator minimizes
max0≤θ≤1 Eθ[(δ − θ)2], where Eθ denotes the expectation when θ is the true Bernoulli pa-
rameter. For Bernoulli random variables and for fixed sample size t, the minimax estimator
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is known to be given by





see, for example, Lehmann and Casella [32, pp. 311–312]. Note that θ?t is minimax and





t/2) and has a constant risk or mean square error of t/(4(t +
√
t)2).
It is useful to compare the Bayes estimator θ̃t,a in (3.3) with the minimax estimator θ?t in
(3.4). On the one hand, for a fixed sample size n, the minimax estimator θ?t can be thought
of as a special case of the Bayes estimator with a =
√
t/2. On the other hand, when the
sample size t is variable, the estimators are fundamentally different: the minimax estimator
incorporates the sample size t adaptively in the estimator itself, whereas the Bayes estima-
tor involves a constant parameter a that can be tuned for optimization depending on the
problem context.
Next, we review the well-known off-line sample size formula for estimating Bernoulli
proportion θ. Recall that in the offline context with a fixed sample size t, by the Central
Limit Theorem (CLT), we have (θ̂t − θ)/
√
θ(1− θ)/t ∼ N(0, 1) for large t, where θ̂t is
the MLE in (3.2). Thus an (approximate) 100(1 − α)% CI of θ is θ̂t ± zα/2
√
θ(1− θ)/t.




θ(1− θ)/t ≤ h. (3.5)
Equivalently, the fixed-sample lower bound on the required sample size for 100(1− α) CI
is
t0 = θ(1− θ)(zα/2/h)2. (3.6)
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When we do not have any prior knowledge of θ, it is often conservative to set the conser-
vative fixed sample size tcons = 0.25(zα/2/h)2 by using the fact that θ(1 − θ) ≤ 0.25 for
any 0 ≤ θ ≤ 1. For instance, for the survey polls, it is typical to set α = 5% and h = 3%
(often called the margin of errors), and thus the conservative required sample size will be
tcons = 0.25(1.96/0.03)
2 ≈ 1068.
Note that the conservative required fixed sample size tcons depends heavily on the half-
width h : it is tcons = 0.25(1.96/0.1)2 ≈ 97 if half-width h = 0.1, but it becomes
0.25(1.96/0.01)2 ≈ 9604 if half-width h = 0.01. In modern applications, smaller half-
width often makes sense only when the true θ value is very small or very large, and this
allows us to significantly reduce the sample size from the conservative required fixed sam-
ple size by using (3.6) when we have a prior knowledge on the bounds of θ. For instance,
for the half-width h = 0.01, if we have prior knowledge that θ is very small or very large,
say, θ ≤ 0.03 or θ ≥ 0.97, then we can significantly reduce the required sample size from
the conservative value tcons = 9604 to t0 = 0.03 × 0.97 × (1.96/0.01)2 ≈ 1118, which
is more manageable in many modern applications. This is exactly the main idea in the
sequential context, where we are able to update our estimate of θ over time as we collect
the data, which in turn allows us to reduce the required sample size.
Finally, let us review the existing methods for sequential fixed-width CIs for θ. The
fixed-width sequential CI problem can be thought of as a special case of our proposed
tandem-width CI problem when h0 = h1 = h in (3.1). In other words, in the fixed-width
100(1 − α)% sequential CI, we would like to find a stopping time T that minimizes the





θ ∈ [θ̂T − h, θ̂T + h]
)
≥ 1− α, (3.7)
where α > 0 and h > 0 are pre-specified (e.g., α = 5% and h = 0.1).
In the context of sequential CIs with fixed half-width h, if one stops taking observations
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at the stopping time T, one often writes the sequential CI as the form of [θ̂T − h, θ̂T + h],
where h is the fixed half-width and θ̂T is often the MLE in (3.2). Of course, when the
lower bound θ̂T − h ≤ 0 or the upper bound θ̂T + h ≥ 1, we can threshold these values
to 0 and 1, respectively, as 0 ≤ θ ≤ 1. Note that no statistical procedure can exactly
and simultaneously optimize over all 0 < θ < 1, and thus it is reasonable to adopt the
asymptotic approach as h, α → 0, e.g., finding a family of stopping times T = Th,α such
that Eθ(T ) is asymptotically equivalent to the fixed-sample lower bound in (3.6) at each
0 < θ < 1.
Most, if not all, existing methods for fixed-width sequential CIs are to explore the
relationship (3.5) by estimating the unknown true θ carefully, especially at the early stage
when few samples are available. To highlight the challenge of sequential CIs, let us estimate
the unknown θ in (3.5) by the MLE θ̂t (3.2). This will yield a naive stopping time defined
by
TW = inf{t ≥ 1 : θ̂t(1− θ̂t)/t ≤ (h/zα/2)2}. (3.8)
Unfortunately, TW in (3.8) is not efficient. In fact, when t = 1, the MLE θ̂t = 0 or 1,
thus TW will always stop at time 1! There are many ways to improve this stopping time,
say, implementing it only after taking m0 ≥ 2 observations or setting lower bounds of
θ̂t(1− θ̂t), but the corresponding new stopping times often involve new tuning parameters
and become very involved.
Frey [23] proposes an interesting idea to salvage (3.8) by using the Bayes estimate θ̃t,a
in (3.3), and this yields the stopping time
TF = inf{t ≥ 1 : θ̃t,a(1− θ̃t,a)/t ≤ (h/zγ/2)2}, (3.9)
where the parameter γ = γ(a, h, α) is chosen so as to satisfy the CP constraint in (3.7). The
main advantage of Frey’s method TF in (3.9) is that it is intuitively appealing and avoids
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Table 3.1: Optimal choices of a and γ for 100(1−α)% CIs with fixed half-width h in Frey
[23].
1− α 90% 95% 99%
h a γ a γ a γ
0.10 4 0.0754 4 0.0356 6 0.0068
0.05 4 0.0859 6 0.0433 8 0.0083
0.01 8 0.0972 10 0.0487 14 0.0097
the trivial stopping scenario of (3.8). Unfortunately, in Frey’s method TF in (3.9), both the
decision statistics and the threshold (h/zγ/2)2 depends on the tuning parameter a, which
needs to be optimized according to the specific half-width h and confidence level 1 − α,
see Table 3.1 for the optimal values of a and γ recommended by Frey [23]. As a result, it is
challenging to combine two fixed-width sequential CIs derived by Frey’s method together
in the tandem-width sequential CI context.
3.3 Proposed Sequential Methods
In the problem of tandem-width sequential CI, we propose to develop sequential methods
by combining two efficient sequential methods that are designed for fixed-width CIs. For
efficiency and easy implementation, we require that these two sequential methods for fixed-
width CIs have the same decision statistics, with the only difference being the thresholds
of the decision statistics. For this purpose, we propose to use the minimax estimator p?t
in (3.4) to estimate the unknown θ in the variance estimation in (3.5). This allows us to
develop effective stopping times that do not involve tuning parameters.
To better present our proposed methods, this section is divided into three parts: Sub-
section 3.3.1 presents our proposed stopping times for sequential CIs; Subsection 3.3.2
discusses the asymptotic properties of our proposed sequential methods; and finally, Sub-
section 3.3.3 discusses the finite-sample numerical issues. Specifically, in Subsection 3.3.3
we discuss how to accurately compute the ARL and CP properties of our proposed sequen-
tial methods by non-Monte-Carlo numerical methods. This will allow us to validate our
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theoretical results.
3.3.1 Proposed stopping times
To simplify our notation, below we fix the α value in the CP constraint in (3.7), and write
our proposed stopping times as a function of half-width h of the CI.
Let us begin with our proposed stopping time for sequential 100(1 − α)% CI with the
fixed half-width h. Our key idea is to apply the minimax estimator θ?t in (3.4) to estimate θ
in (3.5). This motivates us to propose the following stopping time:
TM(c) = inf{t ≥ 1 : θ?t (1− θ?t )/t ≤ c}, (3.10)
where the threshold c = ch is chosen to satisfy the CP constraint in (3.7). When our
proposed stopping time TM(c) in (3.10) stops, we will report the fixed-width sequential CI
of θ as [θ̂TM(c)−h, θ̂TM(c)+h], or more accurately as [max(0, θ̂TM(c)−h),min(1, θ̂TM(c)+h)].
It is important to point out that the threshold c = ch in (3.10) is an increasing function
of the half-width h. To see this, note that
Pθ
(




θ̂TM(c) ∈ [θ − h, θ + h]
)
,
and thus the CP constraint in (3.7) implies that θ̂TM(c) needs to be closer to the true θ with
high probability for a smaller half-width h. This can only happen if the sample size TM(c)
becomes larger. Meanwhile, the stopping time TM(c) in (3.10) or the (expected) sample size
is clearly increasing as the threshold c = ch decreases. This implies that ch is increasing in
h.
For the purpose of comparison with relation (3.5) and Frey’s method in (3.9), we may
rewrite the threshold c in (3.10) as the form of
c = ch = (h/zγ/2)
2, (3.11)
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where γ = γ(h, α) depends on both h and α. In the finite-sample setting, we usually have
0 < γ < α due to the repeated significance tests over time in (3.10), although asymp-
totically γ/α → 1 as h → 0, see Theorem 3.1 in the next section. Also our extensive
numerical experiments suggest that γ is decreasing as a function of h, see Table 3.2 below,
but unfortunately we are unable to prove it rigorously.
Now we are ready to present our proposed tandem-width sequential CI. Denote by
TM(c0) and TM(c1) the stopping time TM(c) in (3.10) with h = h0 (e.g., = 0.1) and h = h1
(e.g., = 0.01), respectively. Furthermore, based on the values of h0 and h1, we can write
c0 = ch0 = (h0/zγ0/2)
2 and c1 = ch1 = (h1/zγ1/2)
2 (3.12)
where γ0 = γ(h0, α) and γ1 = γ(h1, α). At a high-level, our proposed stopping time is
a two-stage procedure: the first-stage uses our stopping time TM(c0) to derive a sequential
CI with a larger half-width h0, and if the estimate θ̂TM(c0) at the end of the first-stage is too
small or too large, then we continue to conduct the second-stage by using TM(c1) to derive
another sequential CI with a smaller half-width h1. Note that TM(c0) ≤ TM(c1), and the
observations in the first-stage are kept and used in TM(c1) in the second-stage.
Mathematically, our proposed stopping time, denoted by TTW, for the tandem-width
sequential CI is defined by
TTW =
 TM(c0), if θ̂TM(c0) ∈ [θ0, 1− θ0];TM(c1), otherwise. (3.13)
When TTW = TM(c0),we have θ̂TM(c0) ∈ [θ0, 1−θ0], and thus we report the 100(1−α)% CI
as the one with a larger half-width h0, i.e., [max(0, θ̂TM(c0)−h0),min(1, θ̂TM(c0)+h0)].When
TTW = TM(c1), we have θ̂TM(c0) 6∈ [θ0, 1 − θ0], and thus we generally report 100(1 − α)%
CI as the one with a smaller half-width h1, i.e., [max(0, θ̂TM(c1)−h1),min(1, θ̂TM(c1) +h1)].
In the finite-sample setting, it is possible, though very rare, that θ̂TM(c0) 6∈ [θ0, 1 − θ0]
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but θ̂TM(c1) ∈ [θ0, 1 − θ0]. In such rare cases, when TTW = TM(c1), one may choose to
report the 100(1 − α)% CI by using θ̂TM(c1) with a larger half-width h0, e.g., report CI as
[max(0, θ̂TM(c1) − h0),min(1, θ̂TM(c1) + h0)].
For the purpose of numerical computations, it is useful to rewrite TTW in (3.13) as
TTW = TM(c1)− (TM(c1)− TM(c0)) · 1{θ̂TM(c0) ∈ [θ0, 1− θ0]}, (3.14)
which allows us to investigate the properties of TTW by conditioning on the sufficient statis-
tics St in (3.2) when (t, St) is on the boundary of the stopping region of TM(c0).
3.3.2 Asymptotic Properties
In this subsection, we present the asymptotic properties of our proposed tandem-width se-
quential CIs defined by the stopping time TTW in (3.13). The main theoretical challenge is
to investigate the asymptotic properties of the stopping time TM(c) in (3.10) for fixed-width
sequential CI as h→ 0, or equivalently, as c = ch → 0, including both asymptotic expres-
sion of ARL and the asymptotic CP. It is useful to point out that our method is applicable to
derive the asymptotic properties of Frey’s stopping time TF(a, h) in (3.9), which has been
developed in the literature, as Frey [23] only reports finite-sample numerical properties.
Let us begin with the investigation of the asymptotic properties of the stopping times
TM(c) in (3.10). We first investigate the asymptotic properties of TM(c) including CP in
the unconstraint scenario as the threshold c→ 0. Later this will allow us to investigate the
constraint scenario by finding c that satisfy the CP constraint in (3.7).
The following theorem summarizes the main results for our proposed stopping times
TM(c) in (3.10) for fixed-width sequential CI.
Theorem 3.1. As c → 0, we have TM(c) → θ(1 − θ)/c almost surely for each θ ∈ (0, 1),
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and




Moreover, denote by θ̂TM the MLE of θ in (3.2) at time TM(c). Then, as c→ 0,
1√
c
(θ̂TM − θ)→ N(0, 1) in distribution (3.16)
and thus an asymptotic 100(1− α)% CI for θ is θ̂TM ± zα/2
√
c.
Before detailing the proof of this theorem, it is useful to comment on the usefulness of
the theorem. First, in TM(c), if we set the half-width of the asymptotic 100(1−α)% CI for
θ to be h, then zα/2
√
c = h and thus c = (h/zα/2)2. This justifies the form of c = ch in
(3.11) and shows that γ ∼ α as h→ 0. Moreover, for TM(c0), with the threshold c0 = ρ0c
for some constant ρ0 > 0, as c0 → 0, we have Pθ(θ̂TM(c0) ∈ [θ0, 1− θ0]) is equal to 1− o(1)
if θ ∈ [θ0, 1 − θ0] and o(1) otherwise. When the sample sizes of these two stages are of
the same order, then the o(1) term will become negligible. Thus, for our proposed stopping
time for tandem-width CI, the asymptotic properties follow directly from the the theorem
if the thresholds c0 and c1 in the two stages are of the same order. Such results can be
summarized in the following corollary.
Corollary 3.1. For the proposed stopping time TTW(c) in (3.13) with T0 and T1 being the
stopping time TM(c) in (3.10) with the thresholds c0 = ρ0c and c1 = ρ1c, respectively, for
some constant ρ0 > ρ1 > 0. Then as c→ 0, with probability 1 under Pθ, we have
TTW(c) =












, if θ < θ0 or θ > 1− θ0;





), if θ = θ0 or θ = 1− θ0.
(3.18)
Let us now prove Theorem 3.1. Before presenting the proof, it is useful to present two
simple lemmas: one shows that TM(c) in Theorem 3.1 is bounded above, and the other
shows that TM(c) is bounded below. Both bounds are non-asymptotic and hold for any
threshold c > 0.
Lemma 3.1. For TM(c) in Theorem 3.1, we have TM(c) ≤ max(1, 1/(4c)) for any c > 0.
Proof. The key idea is to note that θ?t (1 − θ?t ) ≤ 1/4 regardless of the values of θ?t . When
t > 1/(4c) ≥ 1, we have








The lemma then follows directly from the definition of the stopping time in (3.10).




)2/3 for any c > 0.
Proof. By the definition of the minimax estimator θ?t in (3.4), an elementary argument
shows that for all t ≥ 1,
θ?t (1− θ?t )
t
=





















Here we use the fact that St(t − St) ≥ 0 since 0 ≤ St =
∑t










> c, and thus TM(c) will not stop at time t. This proves the
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lemma.
Remark 3.1. Lemmas 3.1 and 3.2 provide non-asymptotic bounds that allow us to prove
the asymptotic results in Theorem 3.1 as c → 0 for our stopping time TM(c). However,
these results also apply to Frey’s procedure TF(c, a) in (3.9). In particular, by the elemen-
tary arguments in Lemmas 3.1 and 3.2 we can show that for a > 0 and c > 0
√
a/c− 2a ≤ TF(c, a) ≤ max(1, 1/(4c)), (3.19)
which results in TF(c, a)→∞ almost surely as c→ 0.
Given the non-asymptotic bounds in Lemmas 3.1 and 3.2, we are now ready to prove
the asymptotic results in Theorem 3.1 as c→ 0.
Proof of Theorem 3.1: By Lemma 3.2, as c → 0, we have TM(c) → ∞ with probability
1. To find an accurate asymptotic expression of TM(c), it is useful to rewrite its stopping
rule in terms of the MLE θ̂t in (3.4) whose asymptotic properties are well-known. A simple
math argument shows that
θ?t (1− θ?t )
t
=
θ(1− θ) + 1/(2
√
t) + 1/(4t) +
(






At the high-level, the proof is based on two disjoint events of θ̂t, depending on how close
the term in (3.20) is to θ(1−θ)/t. By the law of large numbers, for any given 0 < θ < 1, the
term in (3.20) is asymptotically equivalent to θ(1− θ)/t with probability that tends to 1 for
large t. This turns out to capture the first-order asymptotic analysis, as the corresponding
complement event is negligible, since TM(c) is bounded from above by Lemma 3.1.
Below is the detailed, rigorous proof. Fix 0 < θ < 1. Fix ε > 0. Then, there exists an
integer tε > 0 such that for all t ≥ tε,
(1 + 1/
√
t)2 ≤ 1 + ε. (3.21)
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Furthermore, all t ≥ tε, denote the event
At,ε = {|1/(2
√
t) + 1/(4t) +
(
θ̂t(1− θ̂t)− θ(1− θ)
)
| ≤ ε · θ(1− θ)}. (3.22)
For the case when the eventAt,ε does not hold, for ε > 0 and for δ > 0, by the weak law of
large numbers, there exists tε,δ > 0 such that for t ≥ tε,δ, P(Act,ε) < δ. Moreover,
E[TM] = E[TM;At,ε] + E[TM;Act,ε]. (3.23)
By Lemma 3.1, TM ≤ 1/(4c), so
E[TM;At,ε] ≤ E[TM] ≤ E[TM;At,ε] +
1
4c




Now, we prove the case when the eventAt,ε is true. In this case, a combination of (3.20)





t (1− θ?t )
t
≤ (1 + ε)θ(1− θ)
t
. (3.25)
Note that such tε might depend on θ and ε, but relation (3.25) holds for all t ≥ tε. Now by
Lemma 3.2, there exists a c∗ > 0 such that for all c ≤ c∗, we have TM(c) ≥ tε + 1, and thus
relation (3.25) holds to both TM(c) and TM(c)− 1.




this with the first inequality in (3.25) for t = TM(c) yields that for all c ≤ cε,
(1− ε)θ(1− θ)
(1 + ε)TM(c)












with probability 1− δ for any given ε > 0. Now the inf-limit in the left-hand side does not
depend on ε. Letting ε→ 0, we have, with probability 1− δ,
lim
c→0
inf{cTM} ≥ θ(1− θ). (3.26)





Combining this with the second inequality in (3.25) for t = TM(c) − 1 yields that for all
c ≤ cε,
c <
(1 + ε)θ(1− θ)
TM(c)− 1
, or equivalently, cTM(c) < (1 + ε)θ(1− θ) + c
with probability 1− δ. Letting c→ 0, we have
lim
c→0
sup{cTM(c)} ≤ (1 + ε)θ(1− θ)
for any ε > 0, which results in
lim
c→0
sup{cTM(c)} ≤ θ(1− θ). (3.27)
with probability 1− δ. Combining (3.26) and (3.27),
lim
c→0
{cTM(c)} = θ(1− θ).






cTM;At,ε] = θ(1− θ),
and so




















To prove (3.16), a crucial step is to define a integer-valued constant m = mc = [θ(1−







c is asymptotically normally N(0, 1) distributed, as c→ 0. On the other hand,
T = TM(c), we just showed that T/m → 1 almost surely. By equation (2.43) in Theorem
2.40 of Siegmund [33, p. 23], we have
√
m(θ̂T − θ̂m)→ 0 in probability. (3.30)
Combine these two results together yields (3.16), completing the proof of the theorem.
3.3.3 Finite-Sample Numerical Computation
In this subsection, we discuss the numerical computation of the finite-sample properties
of our proposed stopping times TM(c) in (3.10) and TTW(c) in (3.18), including the ARL,
Eθ(T ), and the CP, Pθ(|θ̂T −θ| ≤ h) at each θ. This will allow us to validate the asymptotic
properties of our stopping times in the previous subsection as well as compare properties
of different methods.
For a given stopping time T and its corresponding sequential CI, there are two ap-
proaches to compute its finite-sample properties, Eθ(T ) and Pθ(|θ̂T − θ| ≤ h) for all
0 < θ < 1. The first one is an approximate Monte Carlo method based on repeated random
sampling of Bernoulli(θ) random variables for each 0 < θ < 1. It is straightforward to im-
plement such Monte Carlo method, although it is very time consuming to obtain accurate
estimates of the ARL or CP properties over the whole interval θ ∈ (0, 1), especially when
the true θ is close to 0 or 1. The second approach is an accurate non-Monte-Carlo numer-
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ical method based on the path-counting ideas in Girshick, Mosteller, and Savage [34] and
Schultz, Nichol, Elfring, and Weed [35], also see Frey [23]. This non-Monte-Carlo numer-
ical method is validated against the Monte Carlo method, and both yield the same results.
Note that for schemes that satisfy the assumption of bounded stopping time such as TM(c),
the corresponding performance can also be computed numerically by applying the recur-
sions of Lemma 2.4 in Chapter 2 without the need to perform Monte-Carlo simulations.
Below let us provide a more detailed discussion on the accurate non-Monte-Carlo nu-
merical method. Note that St =
∑t
i=1Xi = St−1 + Xt is a sufficient statistic for the
Bernoulli proportion θ, and conditional on St−1, the value of St has only two choices: St−1
or St−1 + 1, depending on whether Xt = 0 or 1. Then the key idea of the non-Monte-
Carlo numerical method is to count the number of paths, denoted by H(a, t), from S0 = 0
at time 0 to St = a at time t without hitting any earlier stopping boundaries of T be-
fore time t. For many reasonable stopping times T including our proposed stopping time
T = TM(h), the stopping points/bondaries of T can be written as the set of discrete points,
(St1 = a1, t1), · · · , (Stk = ak, tk), for some (possibly large) k ≥ 1. Also in our proposed
stopping time and many other stopping times, (Sti = a, ti) is a stopping point if and only if
(ti−a, ti) is also a stopping point, due to the fact that the problem is symmetric at p = 1/2.
Then when the stopping time T stops at time ti with the observed value Sti = ai, i.e., when
(ai, ti) is a stopping point, we estimate θ by θ̂T = θ̂i = ai/ti and report the confidence
interval as [max(0, θ̂T − h),min(1, θ̂T + h)].
Now once we have counted the number H(ai, ti) of sample paths from (0, 0) to (t =
ti, St = ai) without hitting any earlier stopping regions for all stopping points of T, we can
compute the finite-sample properties of T simultaneously for all θ by











Numerically, we can use (3.31) and (3.32) to compute Pθ(|θ̂T − θ| ≤ h) and Eθ(T ) as a
function θ as θ varies from 0 to 1 (or to 1/2 due to symmetric properties) with a small step
size.
For each threshold c or tuning parameter γ in (3.11), we will be able to derive the
corresponding finite-sample properties, Eθ(T ) and Pθ(|θ̂T − θ| ≤ h), of our proposed
stopping times T = TM(c) in (3.10) or T = TTW(c) in (3.18) for all 0 < θ < 1. To satisfy
the 1−α CP constraints in (3.1) or (3.7), we propose to use the bisection search method to
obtain the desired threshold c or γ.
We split the remainder of this subsection into two parts: (a) the numerical computation
of the finite-sample properties of T = TM(c) in (3.10) and (b) the numerical computation
of the finite-sample properties of T = TTW(c) in (3.18). The latter part uses the numerical
computations of part (a) but is more involved in computation because the stopping region
for the tandem method involves two stopping regions, one from the first stage using h0 and
another from the second stage using h1.
Finite-Sample Properties of TM(c)
Let us first focus on how to count the number of paths for a stopping time T such as
T = TM(c) in (3.10) whose stopping region boundary is convex. Without loss of generality,
assume that the stopping time is defined as T = inf{t ≥ 1 : St ∈ Rt}, where Rt = Rt(γ)
is the stopping region at time t. Note that 0 ≤ St ≤ t for all t ≥ 1. Now for each t and each
possible value St = a, we define two functions: one is the indicator function I(a, t) = 1
if St = a is an interior (non-stopping) at time t and I(a, t) = 0 if St = a belongs to the
stopping regionRt, and the other is the counting function H(a, t) that denotes the number
of ways to get to St = a successes at time step twithout hitting any earlier stopping regions
Rk’s at time 1 ≤ k ≤ t− 1. Note that H(0, 1) = H(1, 1) = 1, since we only have one way
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Table 3.2: Choices of γ = γ(h, α) and c = c(h, α) for 90%, 95%, and 99% CIs of fixed
half-width h for our method.
1− α = 90% 1− α = 95% 1− α = 99%
h γ c γ c γ c
0.10 0.0736 3.1242× 10−3 0.0351 2.2521× 10−3 0.0051 1.2749× 10−3
0.09 0.0762 2.5762× 10−3 0.0373 1.8678× 10−3 0.0057 1.0598× 10−3
0.08 0.0801 2.0895× 10−3 0.0394 1.5082× 10−3 0.0064 8.6090× 10−4
0.07 0.0826 1.6263× 10−3 0.0412 1.1757× 10−3 0.0071 6.7610× 10−4
0.06 0.0851 1.2143× 10−3 0.0426 8.7566× 10−4 0.0078 5.0856× 10−4
0.05 0.0877 8.5731× 10−4 0.0436 6.1395× 10−4 0.0086 3.6211× 10−4
0.04 0.0901 5.5699× 10−4 0.0450 3.9815× 10−4 0.0089 2.3382× 10−4
0.03 0.0925 3.1799× 10−4 0.0462 2.2646× 10−4 0.0092 1.3267× 10−4
0.02 0.0950 1.4350× 10−4 0.0475 1.0184× 10−4 0.0095 5.9468× 10−5
0.01 0.0975 3.6417× 10−5 0.0488 2.5759× 10−5 0.0097 1.4950× 10−5
to obtain S1 = 0 or 1 at time t = 1.
To compute the counting function H(St = a, t) in general, note that St−1 = a or a− 1
if St = a, depending on whether Xt = 1 or 0, and thus the number of path counts for
points (St = a, t) can be computed by the number of paths to either (St−1 = a, t − 1) or
(St−1 − 1 = a− 1, t− 1), when at least one of them is an interior (non-stopping) point. In
other words, the counting function H(St = a, t) can be recursively computed by
H(a, t) = H(a, t− 1)I(a, t− 1) +H(a− 1, t− 1)I(a− 1, t− 1), (3.33)
where I(a, t− 1) and I(a− 1, t− 1) are the indicator functions from the definition of the
stopping time whether St−1 = a or a − 1 are interior (non-stopping) points at time t − 1
or not. For the purpose of numerical computation, the value H(a, t) can be large for large
t, and in such case, this recursion can be implemented on the log scale to avoid overflow
problems by using the equality log (c+ d) = log c+ log (1 + exp (log d− log c)).
Table 3.2 below presents the numerical values of γ for different choices of α and h that
guarantee that the coverage probability of the confidence interval is at least 1− α.
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Finite-Sample Properties of TTW(c)
It is much more challenging to count the number of paths for the stopping TTW(c) in (3.18)
for tandem-width sequential CIs, since its stopping region boundary is non-convex.
To better illustrate the challenges, consider Fig. 3.1, that plots the stopping points for
our proposed tandem method with h0 = 0.1, h1 = 0.05, γ0 = 0.0351, γ1 = 0.0436 and
θ0 = 0.15. Equivalently, c0 = 2.2521× 10−3 and c1 = 2.5759× 10−5. The stopping points
in red represent the stopping points for TM(c0) when h0 = 0.1 and θ̂TM(c0) ∈ [θ0, 1−θ0]. This
means if we hit these red stopping points, then we stop sampling and report the 100(1−α)%
CI as [max(0, θ̂TM(c0) − h0),min(1, θ̂TM(c0) + h0)]. However, if we do not hit these points
in the first stage and instead hit the green stopping points for TM(c0) where θ̂TM(c0) /∈
[θ0, 1 − θ0], then we need to keep on sampling until we reach the blue stopping points for
TM(h1) and report the 100(1− α)% CI as [max(0, θ̂TM(c1) − h1),min(1, θ̂TM(c1) + h1)]. As
a result, the stopping region boundary of TTW(c) in (3.18) consists of both red and blue
stopping times, which form a non-convex set. The good news is that this non-convex set is
the difference of two convex boundaries, which allows us to simplify the computations.
To be more concrete, we use the definition of our tandem stopping time in (3.14) to split
the CP and ARL for the tandem procedure into three parts as follows. First, we compute
CP and ARL achieved by using TM(c1), hitting the blue stopping points when the blue
region is the only stopping region. Second, compute CP and ARL achieved by hitting the
red stopping points, i.e. the stopping points for the first stage where we stop sampling
using the equations from the finite-sample properties of TM(c) subsection. The third part
is the more demanding part, as we need to compute the number of ways to hit the blue
stopping points starting from the red stopping points without hitting any stopping points
in the process. We start the recursion (3.33) from each red stopping point as the origin
and continue recursively until we hit the blue region. Then, we finish the third step by
computing CP and ARL as in (3.31) and (3.32) but with the modified number of ways
reaching these blue points. The CP and ARL for the tandem procedure can be combined
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Figure 3.1: The stopping points for T = TTW in (3.14) with h0 = 0.1, h1 = 0.05, γ0 =
0.0351, γ1 = 0.0436 and θ0 = 0.15.
by adding the CP and ARL from the first and third parts and subtracting the second part.
3.4 Numerical and Simulation Examples
In this section, we report the numerical and simulation study results to further demonstrate
the usefulness of our proposed stopping times. In Subsection 3.4.1, we illustrate the perfor-
mance of the tandem-width stopping time TTW in (3.13). In Subsection 3.4.2, we compare
our proposed fixed-width stopping time TM in (3.10) with Frey’s method TF in (3.9) that
involves an additional tuning parameter of the Bayes prior.
3.4.1 Tandem-width CI
Suppose that we are interested in deriving a 95% tandem-width sequential CI with half-
width h0 = 0.1 if p̂ ∈ [1 − θ0, θ0] for θ0 = 0.15 and with half-width h1 = 0.01 if θ̂ <
θ0 = 0.15 or > 1 − θ0 = 0.85. For our proposed tandem-width CI method, two threshold
values are c0 = 2.2521 × 10−3 and c1 = 2.5759 × 10−5, or equivalently, γ0 = 0.0351 and
γ1 = 0.0488 based on Table 3.2. Next, we obtain the the coverage probability and ARL
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through simulation, with 500,000 replications at each value of θ = 0.001, 0.002, . . . , 0.999.
Note that we could also use the path-counting ideas in the previous section to obtain CP
and ARL analytically, but in this case it is easier to verify our results through simulation.
We report the estimate of Pθ(|θ̂TTW−θ| ≤ h) as the number of instances that θ is within the
reported confidence interval divided by the total number of replications. Furthermore, we
report the estimate of Eθ[TTW] as the average number of run lengths at each replication for
each value of θ. In Figure 3.2, we compare the tandem-width CI simulation results (blue
line) versus the analytical results (obtained through through the finite-sample numerical
computational methods in Subsection 3.3.3) of the fixed-width CI based on θ?t obtained
with h = 0.1 (green line) and h = 0.01 (red line).
We can notice that by not choosing to use a fixed-width CI of h = 0.01, as that based
on TM in in (3.10), we can save in the worst case about 60 % of the sampling cost and time
if we are willing to report a 100(1 − α)% CI for θ with larger half-width h = 0.1 when θ
is not close to 0 or close to 1. This saving in sampling cost becomes more obvious as we
get closer to p = 0.5. This illustrates the importance of our tandem-width methodology,
because when resources are scarce or when no historical data is available to gain prior
knowledge about θ, then we do not need to spend so much time to report a very accurate
CI with a very small half-width when θ is close to 1/2.
Now that we illustrated the importance of our tandem-width methodology, we compare
the performance of the minimax-based method in (3.10) versus Frey’s method in (3.9).
3.4.2 Fixed-width CI Comparisons
In this subsection, we compare our proposed fixed-width method with Frey’s method TF
in (3.9) and with the optimum scheme in our earlier work in [29] and in Chapter 2. Using
the numerical iterations from Subsection 3.3.3, we calculate numerically Pθ(|θ̂T − θ| ≤ h)
and Eθ(T ) for θ = 1/2001, 2/2001, . . . , 2000/2001. Note that the requirement is to be able
to guarantee a minimal coverage probability for all θ. Therefore, parameters were selected
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(b) Expected Sample Size









(c) Expected Sample Size in log Scale
Figure 3.2: A comparison of coverage probability and average run length for three sequen-
tial methods: (i) our proposed tandem-width CI with h0 = 0.01 and h1 = 0.1 (blue line);
(ii) our proposed fixed-width CI with h = h0 = 0.01 (red line); and (iii) our proposed
fixed-width CI with h = h1 = 0.1 (green line).
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so that all competing schemes guaranteed the same worst-case coverage probability, i.e.,
coverage of at least 1 − α for all θ. Here the tuning parameter γ is chosen from Table 3.2
for our method and from Table 3.1 for Frey’s method TF. The optimum scheme in [29]
requires two tuning parameters: one is the parameter u that sets the Beta(u, u) as the prior
distribution of θ, and the other is the parameter κ for the cost per observation. Here, for
the choice of u = 1 (uniform prior), cost κ = 0.00097 will satisfy the coverage probability
constraint in [29] for α = 0.05 and h = 0.1.
In Fig. 3.3a, we plot the coverage probability for each test versus θ and in Fig. 3.3b, the
corresponding average sample size required to obtain this performance for α = 0.05 and
h = 0.1. We can draw the following conclusions from the figures: Our proposed scheme
and Frey’s require about the same sample sizes for most values of θ, although our fixed-
width scheme is slightly more parsimonious when θ is close to 0 or 1. Moreover, the two
procedures exhibit similar coverage probability profiles. The optimum scheme in [29] is
the best in terms of the smallest number of samples to guarantee the worst-case CP of at
least 0.95.
We also ran numerical experiments for many other combinations of (α, h), and we
make similar conclusions. For instance, in Fig. 3.4a, we plot the coverage probability for
each test versus θ and in Fig. 3.4b, the corresponding average sample size required to obtain
this performance for α = 0.05 and h = 0.05. Our proposed method and Frey’s method
perform almost identically, whereas the optimum method has smaller sample size and larger
coverage probability if the true θ is not too close to 0 or 1. Notice that the behavior of the
optimum scheme differs between different values of h. For instance, for h = 0.1, the
optimum scheme has a lower expected sample size than both methods, whereas for the
case of h = 0.05 the expected sample size of the optimum scheme is sometimes larger than
both methods, even though in such cases the coverage probability is larger. One possible
explanation to this phenomenon is that the optimum scheme puts more weights on the
expected sample size when h is larger, but more weights on CP when h is smaller. However,
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we are unable to prove such claim.

























(b) Expected Sample Size
Figure 3.3: A comparison of coverage probabilities and expected sample sizes of three
methods, for h = 0.1.
We should emphasize that the optimum scheme in our earlier work in [29] becomes
computationally expensive as h gets smaller, e.g., h = 0.01, as it involves dynamic pro-
gramming and the involvement of matrices of dimension of order 1/h2; see [29]. For the
65
























(b) Expected Sample Size
Figure 3.4: A comparison of coverage probabilities and expected sample sizes of three
methods, for h = 0.05.
fixed half-width h = 0.01, the performances between our fixed-width method and Frey’s
are also similar, although Frey’s method Frey [23] gives a slightly smaller (i.e. better) ARL
whereas our proposed method gives a slightly larger coverage probability.
In summary, as compared to Frey’s method Frey [23] that needs to optimize the tuning
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parameter for Bayes prior, our proposed method has similar finite-sample properties, but is
much simpler since the minimax estimator does not involve any tuning parameters. In other
words, our research on tandem-width sequential CI shed new light to develop simple but
useful fixed-width sequential CI that is fast and efficient with performance characteristics
that are comparable to or only slightly worse than those of the optimum scheme.
3.5 Conclusions
We proposed two sequential scheme for obtaining confidence intervals for a binomial pro-
portion θ using the minimax estimator of θ: a fixed-width scheme, and a tandem-width
scheme. We also established upper and lower bounds for our stopping times, presented
some asymptotic properties, and compared the tandem-width procedure with the proposed
fixed-width alternative. We also compared the performance of our fixed-width procedure
with two existing sequential alternatives.
The main advantage of our proposed tandem-width method is that it can be extended
to more than two stages or half-widths, allowing better flexibility with the choice of half-
widths based on the true value of θ. For instance, one may prefer a half-width size of h =
0.10 if the true θ ∈ [0.4, 0.6], but may prefer a smaller half-width h = 0.05 if θ ∈ (0.1, 0.4)
or θ ∈ (0.6, 0.9), or even a smaller half-width h = 0.01 if θ < 0.1 or θ > 0.9. Some
existing literature formulate the sequential problem as a relative-width CI, where the half-
width h is a function of θ, e.g. h = h(θ) = ηθ for some η ∈ (0, 1). However, for small θ,
say θ < 0.1, this scheme becomes very costly especially with a small η. Our method takes
care of this issue by fixing the half width for the interval when θ is small or large, avoiding
this sampling cost concern.
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CHAPTER 4
SEQUENTIAL ESTIMATION BASED ON CONDITIONAL COST
4.1 Introduction
Extending the optimum methodology that is presented in Chapter 2 for Bernoulli trials to
arbitrary distributions is generally analytically intractable and presents computational diffi-
culties. In this chapter, we propose an alternative formulation to the optimum formulation
that circumvents these analytical/computational difficulties for interval estimation for an
arbitrary parameter of interest from an arbitrary distribution.
Parameter estimation is needed in numerous problems across different scientific fields.
In most applications, estimation is primarily based on fixed-sample-size methodology.
However, when we are interested in obtaining a reliable estimate as quickly as possible,
then it is necessary to resort to sequential techniques. It is well known that in hypothesis
testing, sequential methods [36] often enjoy significant reduction in the number of samples
required to reach a reliable decision as compared to fixed-sample-size alternatives. There-
fore, it is only natural to expect that this important advantage will carry over to estimation
as well. Before addressing the problem of sequential estimation, let us first introduce some
necessary background knowledge regarding classical estimation.
We observe a collection of random variables {X1, . . . , Xt}, where t > 0 is an integer.
For simplicity, we assume {Xt} is independent and identically distributed (i.i.d.) with a
common probability density function (pdf) f(x|θ) and parameter θ is considered random
with a known prior pdf π(θ). Regarding the process {Xt}, the samples are generated as
follows: Nature randomly selects the parameter θ following π(θ); then keeping θ fixed,
Nature generates the sequence {Xt} following f(x|θ). It is therefore clear that the joint pdf
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of the set of samples {X1, . . . , Xt} and θ has the following form
ft(x1, . . . , xt, θ) = π(θ) · f(x1|θ) · · · f(xt|θ). (4.1)
The joint pdf induces a probability measure which we denote by P(·) while we reserve the
symbol E[·] for the corresponding expectation. If we also denote with Ft = σ{X1, . . . , Xt}
the sigma-algebra generated by the first t samples, then we can write the conditional (pos-









Equations (4.1) and (4.2) describe completely the statistical behavior of our observations.
The goal is, using the acquired samples, to estimate the specific realization of θ that gener-
ates the data.
When we have a fixed sample size {X1, . . . , Xt}, then the problem of optimum esti-
mation is solved very efficiently by following the Bayesian formulation [37, pp. 142–156].
Specifically let θ̂(X1, . . . , Xt) denote any functions of the observations which can serve
as a potential estimator of θ. Assume we are given a cost function C(θ̂, θ) and consider
the average cost E[C(θ̂, θ)], where averaging is with respect to the observations and θ. We
are interested in finding the estimator that minimizes this expression. In other words we
would like to perform the minimization inf θ̂ E[C(θ̂, θ)] which leads to the classical Bayes
estimator.




C(θ̂, θ)πt(θ|Ft) dθ. (4.3)
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Then, it is well known that the optimum Bayes estimator satisfies
ϑ̂t = arg inf
θ̂
E[C(θ̂, θ)|Ft], (4.4)
and the corresponding minimum conditional average cost is given by
Ct = inf
θ̂
E[C(θ̂, θ)|Ft] = E[C(ϑ̂t, θ)|Ft]. (4.5)
Both ϑ̂t and Ct are Ft-measurable since they are functions of the available observations.
4.2 Sequential Estimation
Under a sequential setup, process {Xt} is acquired sequentially. At each time t we observe
the accumulated information Ft which grows with time, thus generating the filtration {Ft}
and the sequence {ft(·)} of joint pdfs. We use the same symbols P(·) and E[·] to denote the
corresponding probability measure and expectation. One would be interested in defining
a stopping time T that is adapted to {Ft} and a corresponding estimator θ̂T that is FT -
measurable in order to provide an estimate of θ.
Since our goal is to limit the number of samples needed to compute the estimate, we
would like to find a pair (T, θ̂T ) that minimizes the average number of samples E[T ] while,
at the same time, we control the average estimation cost. To be more precise, we would




E[T ], subject to: E[C(θ̂T , θ)] ≤ β, (4.6)
where β is a level selected by the scientist. It has been pointed out in the literature [38–
41] that solving (4.6) presents computational challenges, and this problem is by no means
analytically tractable.
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4.2.1 Alternative Optimization Problem
The analytical difficulties we mentioned can in fact be circumvented if we are willing to
sacrifice part of our performance. We therefore propose to replace the constraint in (4.6)
with the following conditional alternative
E[C(θ̂T , θ)|FT ] ≤ β̃.
If for example we select β̃ = β then the previous conditional version assures validity of
the unconditional constraint in (4.6). The proposed modification in the constraint suggests
a corresponding optimization problem
inf
T,θ̂T
E[T ], subject to: E[C(θ̂T , θ)|FT ] ≤ β̃, (4.7)
as an alternative to the original one in (4.6). The formulation of the parameter estima-
tion problem with (4.7) is along the same lines of the approaches adopted in [40, 41] for
Gaussian processes. We should also mention that similar ideas were used for simultaneous
detection and estimation for Gaussian [42] and conditionally Gaussian [43] data.
Remark 4.1. Before continuing with the analysis and solution of our optimization, let us
discuss the differences between the two approaches depicted in (4.6) and (4.7). We observe
that in the first we can have realizations of the observation sequence for which, at the time
of stopping, the conditional average cost will satisfy E[C(θ̂T , θ)|FT ] > β. Inequalities in
the “wrong” direction tend to require smaller sample sizes, thus contributing towards the
reduction of E[T ]. As we can see, in (4.7) such inequalities are not permitted since we force
the conditional average cost to be always below β̃ for every realization of the observations.
Therefore if we select β̃ = β we will end up with a scheme that satisfies the constraint in
(4.6) in the strict sense. For this reason we need to increase β̃ slightly and select β̃ > β in
order to achieve exact equality.
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Remark 4.2. We should emphasize that even with a value of β̃ selected so as to satisfy
the constraint in (4.6) with equality, the scheme we obtain by solving (4.7) is not the op-
timum for (4.6). The hope, however, is that the performance degradation by solving (4.7)
instead of (4.6) will not be overly dramatic. In any case, as we mentioned, because of
this performance sacrifice, our estimation problem simplifies considerably allowing for the
development of an analytic solution.
The optimizations depicted in (4.6) and (4.7) require the definition of a pair (T, θ̂T ). In
the sequel, using proper analysis, we are going to design a candidate pair (T , θ̂T ) and then
we will demonstrate that it is in fact the one that solves the optimization problem of interest,
namely, the problem in (4.7). We begin the presentation of (T , θ̂T ) by first introducing our
estimator.
4.2.2 Candidate Estimator
Let us fix the stopping time T and attempt to find the estimator θ̂T that minimizes the
conditional average cost E[C(θ̂T , θ)|FT ]. Assuming T stops almost surely (a.s.), we can
write



























Ct1{T = t} = CT .
(4.8)
We note that the indicator function 1{T = t} can be moved outside the conditional expecta-
tion because it is Ft-measurable. Furthermore, using (4.4) and (4.5) for each deterministic
value of t, we provide a lower bound on the conditional average cost with its minimum
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value Ct. It is also clear that the inequality in (4.8) becomes an equality if we select θ̂t to
be the optimum Bayes estimator ϑ̂t.
This result suggests that when we stop at T if we apply the optimum Bayes estimator to
the available data FT , then the conditional expected cost E[C(θ̂T , θ)|FT ] matches the lower
bound CT . Consequently, for any stopping time T , we propose as a candidate estimator the
Bayes estimator ϑ̂T .
4.2.3 Candidate Stopping Time
Let us now turn to the definition of the candidate stopping time. As observations accumu-
late, at each time instant t we can compute the corresponding Bayes estimate ϑ̂t and the
resulting minimum conditional average cost Ct. The sequence {Ct} that is generated by
these sequential computations can serve to define our candidate stopping time as follows,
T = inf{t ≥ 0 : Ct ≤ β̃}. (4.9)
In other words, we monitor the sequence of minimum conditional average costs and the
first time the value of Ct falls below β̃ is the time we stop.
Combining the two results, it is clear that we propose the pair (T , ϑ̂T ) for stopping and
parameter estimation. More precisely, we suggest to stop at T defined in (4.9) and use the
data obtained up to the time of stopping to compute the Bayes estimate ϑ̂T . With the next
theorem we show that this choice is optimum in the sense that it solves the constrained
optimization problem defined in (4.7).
Theorem: Consider any competing pair (T, θ̂T ) which satisfies the constraint
E[C(θ̂T , θ)|FT ] ≤ β̃.
Assuming that T and T stop a.s., then for each realization of our observations we have
T ≤ T .
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Proof. Since the pair (T, θ̂T ) satisfies the constraint in (4.7), this means that
β̃ ≥ E[C(θ̂T , θ)|FT ] ≥ CT .
The first inequality is due to our assumption and the second is a consequence of (4.8)
where we fix T and minimize over θ̂T . We can thus conclude that CT ≤ β̃. But this
inequality immediately implies T ≤ T . Indeed this is the case because T is the first time
instant for which Ct ≤ β̃. We have thus proved that for each realization any competing
stopping time T will be no less than the candidate stopping time T . Clearly this also
implies that E[T ] ≤ E[T ]. This argument proves that the proposed pair is the one solving
the constrained optimization problem depicted in (4.7).
We point out that if the constraint is very mild, namely β̃ is overly large, then our
method can lead to a trivial optimum pair (T, θ̂T ). Indeed it is possible to stop at T = 0 a.s.





C(θ̂, θ)π(θ) dθ ≤ β̃,
leading to the deterministic estimate




Consequently, in order to avoid such a trivial outcome we select β̃ < C0.
Remark 4.3. We emphasize that the desired problem to solve is (4.6). It is because of
its analytical intractability that we resort to (4.7) which is possible to solve efficiently.
When, however, we study the performance of the scheme produced by (4.7), we must test
its behavior with respect to the constraint in (4.6) and not the conditional version adopted
in (4.7). In this sense, even though the pair (T , ϑ̂T ) is “optimum,” it should not come as
a surprise if its performance, in some cases, turns out to be inferior to that of the fixed-
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sample-size estimator.
4.3 Optimizing Coverage Probability
A major goal in parameter estimation is, of course, the design of an estimator but also the
selection of a sample size that can assure that the estimate is within a prescribed (confi-
dence) interval around the correct value with some minimal guaranteed (coverage) proba-
bility. Specifically we would like to find a sample size T , fixed or random (stopping time),
and an estimator θ̂T of θ assuring that P(|θ̂T − θ| ≤ h) ≥ 1− α for a specified α ∈ (0, 1).
Parameter h > 0 denotes the desired half-width of the confidence interval (CI) and 1 − α
the minimal level of the coverage probability.
This problem can be effectively treated using the general framework we introduced in
the previous section by selecting C(θ̂, θ) = 1−1{|θ̂ − θ| ≤ h} and β = α. The conditional
average cost function, using (4.3), can be written as




where in the integration one should take into account the (essential) support of θ as it is
dictated by the prior π(θ); for example, if θ ≥ 0 a.s., then the lower integration boundary
must be replaced by (θ̂t − h)+. The Bayes estimator and the corresponding minimum
conditional average cost are given by










As we will have the chance to verify from the examples that follow, working directly with
the coverage probability most often results in estimators and conditional costs that do not
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have analytic expressions and need to be computed numerically.
Next we present three classical parameter estimation examples where we compute
their estimators and stopping times and compare their performances with fixed-sample-size
methods and existing sequential techniques.
4.3.1 Mean of a Gaussian
Let us begin by considering the classical problem of estimating the unknown mean of a
Gaussian random variable. Suppose our i.i.d. observations {Xt} are Xt ∼ N (θ, σ2) and
for the prior of the mean we have θ ∼ N (µ, σ2θ), where µ, σ2, σ2θ are known. The first step






















From (4.10) and (4.11) the Bayesian estimator can be found as follows



















Since Ct is purely deterministic it is clear that the resulting stopping time T in (4.9) will
be deterministic as well. Actually, for this case we can even solve the original optimization
problem (4.6) and the resulting optimum stopping time is still deterministic [38].
Remark 4.4. With this simple example we realize that sequential estimation does not nec-
essarily enjoy similar consequences as sequential hypothesis testing (in fact, this is the
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reason we included this case). We recall that in hypothesis testing when deciding between
N (0, 1) and N (µ, 1), optimum sequential techniques require, on average, four times fewer
samples than optimum fixed-sample-size tests [37, p. 109]. When, however, we estimate
the mean of a Gaussian random variable, as we have seen, there is absolutely no gain. For-
tunately, this conclusion is not universal and in the next two examples we will experience
gains that are worth reporting.
4.3.2 Bernoulli Trials
In Chapters 2 and 3, we explored two new methodologies for interval estimation for a bi-
nomial proportion. In fact, methods that estimate proportions accompanied by confidence
intervals are being used in many applications as polls; surveys; determination of fractions
of people, animals or goods having certain traits/characteristics; etc. In these problems
minimizing the number of samples that are necessary to assure estimates of a given qual-
ity is, clearly, of paramount importance. The simplest and most common model used to
describe the corresponding data is Bernoulli binary sequences, which is also the model we
adopt here.
In the literature there are various fixed sample size estimators [7, 44] addressing the
question of proportion estimation, but we can also find sequential methods involving stop-
ping times. In particular in [38] the optimization problem defined in (4.6) for this spe-
cific example is treated under an asymptotic regime, while in [23, 45] stopping rules are
proposed and numerically compared without being supported by any form of optimality.
Please refer to Section 1.4 in Chapter 1 for a more comprehensive literature on CI’s for a
binomial proportion.
Let us analyze this estimation problem using the methodology we introduced in the
previous section. Consider an i.i.d. process {Xt} with binary samples Xt ∈ {0, 1} and
P(Xt = 1) = θ ∈ [0, 1]. Probability θ is the parameter to be estimated for which we
assume to have a symmetric prior Beta(θ, a, a) with known parameter a > 0. Due to the
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limits of θ we additionally need to assume that 0 < h < 0.5.
If we call St = X1 + · · ·+Xt then the conditional pdf πt(θ|Ft) satisfies
πt(θ|Ft) =
θa+St−1(1− θ)a+t−St−1
B(a+ St, a+ t− St)
(4.12)
which is Beta(θ, a+ St, a+ t− St) distributed. Here, B(r, s) = Γ(r)Γ(s)Γ(r+s) . Since 0 ≤ θ ≤ 1
if we apply (4.10) we can write
E[C(θ̂, θ)|Ft] = 1 − Imin{1,θ̂t+h}(a + St, a + t − St) + Imax(0,θ̂t−h)(a + St, a + t − St),
where Ix(p, q) is the incomplete Beta function (see [28, Page 944]), which is the cdf of
Beta(θ, p, q).
For St = 1− a the previous expressions is minimized by ϑ̂t = h and for St = a+ t− 1
with ϑ̂t = 1 − h. For any other value of St finding the Bayes estimator requires the










1 + h− θ̂t
)a+t−St−1
with h ≤ θ̂ ≤ 1− h.
Note that these results are also presented in Chapter 2. Furthermore, in Figure 2.3, we
plot the average number of samples E[T ] versus the coverage probability P(|θ̂T − θ| ≤
h) when a = 1 and h = 0.05 for the optimum scheme that solves (4.6), the proposed
conditional scheme, Frey’s [23] sequential method, and the optimum fixed-sample-size
method. As we can see, the proposed method outperforms the fixed sample size and the
estimator in [23]. We also observe that, as the coverage probability approaches 1, we enjoy
bigger gains in sample size. These gains in sample size are close to those of the optimum
scheme, but the reward is by no means near the levels we experience in hypothesis testing.
Please refer to Section 2.4 in Chapter 2 for more details on the comparisons.
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4.3.3 Exponential Distribution
In the third example, we consider samples that are distributed according to the exponential
distribution. In particular, we assume that their density is
f(x|θ) = θe−θx, θ > 0, x ≥ 0,
while the prior is also exponential of the form
π(θ) = ae−aθ, a > 0,




θte−Stθ, where St = a+
∑t
j=1Xj,







Ct = 1− Gamma cdf
(






ϑ̂t − h, t+ 1, S−1t
)
.
It is interesting to note that the Bayesian estimator is not consistent since, using the law of













We can show that this limiting value has, in fact, error which is within the pre-specified
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Figure 4.1: Average number of samples as a function of coverage probability for the expo-
nential distribution when h = 0.1 and a = 1.
Figure 4.2: Average number of samples as a function of coverage probability for the expo-
nential distribution when h = 0.1 and a = 5.
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From Fig. 4.3 and 4.4 we see that, for coverage values larger than 0.9 (which is the
practically interesting range), the proposed method enjoys substantial gains as compared
to the fixed-sample-size estimator. In particular, if the coverage probability is close to 0.99,
the number of samples required by the proposed scheme is at least four times smaller than
in the fixed-sample-size case. On the other hand, for coverage probabilities below 0.9 the
fixed sample size prevails.
4.4 Conclusion
In the examples we presented, the performance of the proposed scheme was not always
better than the fixed-sample-size estimator (although for high coverage probabilities it per-
sistently outperformed it, and some times even considerably). This is because our method
is not the solution of the optimization in (4.6). However, the proposed methodology is
computationally efficient with good results. We are currently working on applying this
methodology to the relative-width CI case, where problems of interval estimation of the
normal mean and the exponential rate are of paramount importance in examples such as
Markov Chain Monte Carlo (MCMC) simulations and queuing theory.
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CONCLUSIONS AND FUTURE DIRECTIONS
In this thesis, we made three contributions to the sequential interval estimation research:
• Chapter 2 proposed an optimum fixed-width sequential methodology for the inter-
val estimation of a binomial proportion when prior knowledge of the proportion is
available. Regarding the optimum stopping time component, we demonstrated that
it enjoys certain very interesting characteristics not commonly encountered in solu-
tions of other classical optimal stopping problems. In particular, we proved that, for
the Beta density prior, the optimum stopping time is always bounded from above and
below; we need to first accumulate a sufficient amount of information before we start
applying our stopping rule, and our stopping time will always terminate. We also
conjectured that these properties are present with any prior. Furthermore, numerical
performance evaluations showed that the proposed method exhibits an overall im-
proved performance profile compared to its rivals. However, as discussed in Chapter
2, this optimum methodology is computationally expensive as we use backwards
induction in dynamic programming.
• We proposed in Chapter 3 a simple but efficient methodology for scientists to use
when no prior knowledge of the binomial proportion is available and when a com-
putationally efficient method is desired. This methodology introduced the concept
of tandem-width, where the half-width of the confidence interval of the proportion
is not fixed beforehand; it is instead required to satisfy two different upper bounds
depending on the values of the binomial proportion. To tackle this problem, we pro-
posed a sequential method for obtaining fixed-width confidence intervals based on
the minimax estimator of the binomial proportion. The tandem concept produced
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effective savings in sample size compared to the fixed-width counterpart. We sug-
gest that scientists use this methodology as a first step when no prior knowledge of
the true proportion is available rather than fixed-width or relative-width confidence
intervals — otherwise, if the true proportion is close to zero, then it might take an
unnecessarily large sample size to obtain a meaningful confidence interval for the
proportion.
• In Chapter 4, we proposed an alternative formulation to the optimum one in Chap-
ter 2 and extended our idea of sequential interval estimation to the case where we
observe i.i.d. random variables with an arbitrary probability density function with
unknown parameter of interest. For our analysis we adopted a conditional average
cost approach that leads to a considerable simplification in the sequential estimation
problem, otherwise known to be analytically intractable. Results showed that this
methodology is superior to the optimum fixed-sample-size alternative.
We next present some goals that we aim to accomplish in the near future.
• We will extend the methodology in Chapters 2 and 4 to the relative-width confidence
interval case, where the half-width h of the confidence interval is represented by
h = ηθ or h = ηθ(1 − θ) for some unknown parameter θ to be estimated and
0 < η < 1. The challenge with this extension of the material in Chapter 2 is to prove
the nice properties of the optimum stopping time that are derived in Chapter 2. In
particular, it is very challenging to prove that the optimum stopping time is bounded
from above and below in the case of relative-width, even though our numerical results
indicate that the stopping time is indeed bounded for the example of Beta(a, a) prior
on θ for some a > 0. It is of interest to prove these properties for the relative case,
as relative-width CI are important especially in the area of simulation. In Chapter 4,
the relative case proves useful in interval estimation of a normal mean with unknown
variance, as this is a hot topic in the simulation literature, since batch means are
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known to be (asymptotically) normally distributed.
• A second possible extension of our work is the sequential interval estimation of
linear-regression coefficients. Here, the number of observations used for estimation
is determined by the observed samples and hence is random, as opposed to fixed-
sample-size estimation. Specifically, after receiving a new sample, if a target accu-
racy level is reached, we stop and provide the interval estimates using the samples
collected so far; otherwise we continue to receive another sample.
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