Discontinuities in the payoff function (or its derivatives) can cause inaccuracies for numerical schemes when pricing financial contracts. In particular, large errors may occur in the estimation of the hedging parameters. Three methods of dealing with discontinuities are discussed in this paper: averaging the initial data, shifting the grid, and a projection method. By themselves, these techniques are not sufficient to restore expected behaviour. However, when combined with a special timestepping method, high accuracy is achieved. Examples are provided for one and two factor option pricing problems.
Introduction
As financial contracts become increasingly complex, so too do pricing methods. In many cases, analytic solutions are infeasible. Effective numerical pricing schemes are therefore required. As discussed in more detail below, option valuation problems commonly feature discontinuities in either the payoff function or its derivatives. This non-smooth data causes quantization error (Tavella and Randall, 2000) , and can lead to serious degradation in the convergence rates of numerical schemes. Another consequence can be poor estimates of the solution derivatives (delta and gamma values) even though the prices appear to be correct.
In this article, we provide a simple remedy for these problems. More specifically, we rely on finite element analysis and use a special timestepping method in conjunction with various procedures for smoothing discontinuities. Although the idea of smoothing the payoff has been discussed before in the finance literature (see Heston and Zhou, 2000) , this was in the context of vanilla payoffs using explicit type numerical methods which are generally only first order accurate in time. Higher order rates of convergence can sometimes be obtained (Heston and Zhou, 2000) , but require special circumstances (i.e. constant volatility). By contrast, we examine cases with discontinuous payoffs, and use Crank-Nicolson type methods which can theoretically attain second order convergence for any volatility structure. We show that this higher order rate can be achieved by employing a combination of some form of smoothing and a modified timestepping method. As a byproduct, we
Background
For ease of exposition, we will focus on one asset digital call options and one asset supershare binary call options (extensions for multi-factor contracts are briefly discussed in section 4). Note that both of these contracts have discontinuous payoff functions. As our main purpose here is illustrative, we will ignore some technical issues involved in pricing and hedging these contracts (see Chriss and Ong, 1995) and simply assume that the underlying asset price follows geometric Brownian motion and that investors are risk-neutral. Let t be time, T be the expiry date, V be the option value, and S be the underlying asset price. The value of both digital and supershare options satisfies the PDE ∂U ∂t
with appropriate initial and boundary conditions. When pricing backwards in time, the option payoff becomes the initial condition. Classical error estimates for the numerical solution often rely on Taylor series analysis. Such an analysis assumes the existence of all derivatives in the underlying function. In other words, it assumes a certain smoothness in the underlying data. In the cases to be considered, such assumptions are invalid and so the expected rate of convergence may not be achieved in practice.
As previously mentioned, various methods have been proposed to alleviate the difficulties of discontinuous initial conditions. At some level, each method attempts to smooth the initial data without affecting the nature of the problem. Three different methods will be discussed below. In all cases, f i will denote the initial data value at node i on the discrete grid. The function f (S) = f will denote the exact initial conditions, which are assumed to be known at all spatial points. However, we will review our discretization of equation (1) before presenting these methods.
Discretization
Equation (1) can be discretized over the domain Ω using a standard finite volume approach (Zvan et al., 2001) . Let N i be the standard (linear) Lagrange basis functions defined by the S i grid points. Then
These basis functions, also called hat functions, are shown in Figure 1 .
To make the payoff function the initial condition, we price backwards in time by letting τ = T −t. If we let U n i = U (S i , τ n ) be the value of U at (S i , τ = n), then the discretization of equation (1) is given by: where:
This discretization may appear overly cumbersome for the simple one factor problems to be studied. However, it can be easily extended to accommodate upstream weighting (if the convection term dominates the diffusion term) and additional underlying factors. For these, and other details, see Zvan et al. (2001) .
For the current work, it is important to note that on an equally spaced grid in one space dimension, the standard finite difference, finite element (with mass lumping), and finite volume methods all give identical discretizations. For unequally spaced grids, slight differences may occur, especially if upstream weighting (forward/backward differencing) is used for the convection term. Nevertheless, the forms of the discretizations remain the same. In higher dimensions, a finite volume discretization can be considered to be a Galerkin finite element method with a special quadrature rule (Forsyth and Kropinski, 1997) . Hence, the finite element results to which we appeal later hold for any standard discretization method in one dimension (equally spaced grid), and are expected to hold for any standard discretization in the more general settings.
Averaging The Initial Conditions
A simple method for handling discontinuities involves averaging the initial data. Specifically, nodal values are replaced with an average value over nearby space. Mathematically, we set (f (S) is the payoff)
where S i+1/2 denotes the point halfway between S i and S i+1 . The validity of this method was proven in Kreiss et al. (1970) and Thomée and Wahlbin (1974) . It was used in Heston and Zhou (2000) to increase the rate of convergence when pricing vanilla call options using binomial trees.
Shifting The Mesh
In Tavella and Randall (2000) , it was remarked that having the strike price occur midway between mesh nodes generally increases the accuracy of the finite difference method. For an intuitive explanation of this result, consider a digital call option with a strike of 40 dollars, and grid points 39, 40 and 41. In this case, the initial values at these nodes will be 0, 1 and 1 respectively. However, the exact same initial values would occur on this grid for any strike price in the range (39, 40] . In other words, this grid cannot resolve differences between digital options with strike prices just over 39 dollars and up to (and including) 40 dollars. On the other hand, consider having grid points at 39.5 and 40.5. A strike price of 40 then falls halfway between the range of resolvable prices. The maximum possible error is therefore reduced from the previous grid. On a more mathematical side, note that the averaging procedure defined in Section 2.2 would have no effect on a grid with the strike price halfway between grid points. In a sense, the initial data has already been smoothed. Thus, we might expect this grid to give the expected rate of convergence. However, refining the grid is no longer trivial. Simply adding nodes halfway between existing nodes places a new node at the strike price. To maintain the desired properties of the grid, the refined grid must be shifted such that the strike price once again falls between two grid nodes. Interpolation can be used to recover the option value at the strike price.
Projecting The Initial Conditions
Perhaps the most advanced technique for handling discontinuities involves projecting the initial conditions onto a set of basis functions (Rannacher, 1984) . Let N i be the basis functions used in the discretization. In this case, the N i are the linear Lagrange basis functions defined by properties (2). The continuous form of a discrete function can then be written as
The best (in the L 2 norm) approximation of the exact initial conditions f in the space spanned by the N k basis functions is found by selecting c k values to minimize
where Ω is the computational domain. Let x, y = Ω xydx denote the inner product between functions x and y. The solution to problem (6) is also the solution to the linear system M c = F where
For the simple linear Lagrange basis functions, the entries of M can be computed analytically. The result is
Matrix M is obviously symmetric and diagonally dominant. It is also positive definite and therefore non-singular. Further, by virtue of being tridiagonal, it is relatively quick and simple to solve the resulting linear system. Entries of F will of course depend on the payoff function f . For a known f , the entries can be computed analytically. However, it is advantageous to code a black-box routine that can accept any payoff form. If f is piecewise linear, then a second order integration scheme will be exact when using linear basis functions. For example we can use Simpson's rule over each grid interval as follows:
where f (S i−1/2 ) is the value of the payoff evaluated halfway between S i and S i−1 . In practice, for this scheme to be exact for piecewise linear payoff functions, there are two further restrictions:
(i) All discontinuities and/or kinks in the payoff must be aligned with grid nodes.
(ii) To properly handle discontinuities, one must evaluate f (S i − ) for the left integral, and f (S i + ) for the right integral, instead of f (S i ) in equation (9). Here, is some small (positive) value.
From a theoretical point of view, a projection operator P applied to the initial data f has the property that P 2 f = P f . In other words, one application of the projection operator makes the data as smooth as possible in the L 2 norm. On the other hand, the data resulting from the averaging operator (4) may still have kinks. One may be tempted to average the new data (assuming linear interpolation between the data values), but then it is not clear when this process should end.
Convergence Results From Finite Element Analysis
It is a commonplace idea that finite difference methods have theoretical difficulties when presented with non-smooth payoffs. In fact, in one dimension the standard discrete finite difference equations are identical to a finite element discretization with linear basis functions and mass-lumping for the time derivative term. Consequently, we can appeal to finite element convergence analysis rather than relying on the classical finite difference analysis which, as noted, assumes smooth data. We can expect that finite element methods will require less continuity than finite difference analysis, since finite element methods are based on the weak or integrated form of the PDE.
The main relevant results (see Rannacher, 1984 , for the proof) are as follows. Consider a parabolic PDE, with a non-smooth initial condition (which may contain a finite number of discontinuities). Assuming that the discretization uses linear basis functions and Crank-Nicolson timestepping, second order convergence to the exact solution is obtained for any finite value of τ = τ 0 > 0, if i) the initial condition (i.e. the payoff) is L 2 projected onto the space of basis functions; and ii) two timesteps of fully implicit timestepping are used, followed by Crank-Nicolson (which we refer to as Rannacher timestepping in the following).
The projection and Rannacher timestepping must occur at all non-smooth states, i.e. whenever a discontinuity is introduced. For digital options, this just means at the start, but in the case of a discretely monitored barrier option, it would be at each monitoring date.
Note that for vanilla payoffs, which are continuous but have discontinuous derivatives, no smoothing is required if there is a node at the strike. This is contrary to the suggestions in Heston and Zhou (2000) . In this case, since the payoff can be represented by piecewise linear functions, consistent with the C 0 basis functions implied by a finite difference method, then the projection operation does not alter the initial data (of course, in the case of a discontinuous payoff, projection does change the initial data).
The above results explain the erratic convergence of the standard binomial lattice method, which is simply an explicit finite difference method on a log spaced grid. When pricing at-themoney options, there is a node at the strike only if the number of timesteps is even. For an odd number of timesteps, the payoff is not in the space of linear basis functions implied by the grid.
Convergence Results

Digital Call Options
We begin by considering one asset digital call options with payoffs specified by
where K is the strike price. The parameters used are listed in Table 1 . Convergence results are presented for a sequence of grids starting with 41 (non-uniform) nodes, and uniformly refined to 641 nodes. Constant timestepping was used, with a step-size of 0.02 for the original grid. The step-size was then cut in half for subsequent refined grids. Note that the ratio of changes in the solution for successive grid refinements will be 2 for a linearly convergent scheme; by contrast with quadratic convergence this ratio will be 4. Table 2 : Convergence results for an at-the-money (S = 40) digital call option using various timestepping methods. Data as in Table 1 . The exact value is 0.4922403. Difference is the absolute value of the change in the solution as the grid is refined. Ratio is the ratio of successive differences.
To begin, we test the effect of the initial discontinuity on standard timestepping methods. In Table 2 , we see that implicit timestepping leads to consistent first order convergence. This is to be expected given the known convergence properties of implicit timestepping. On the other hand, while Crank-Nicolson timestepping has expected quadratic convergence, erratic linear convergence is observed. Using the Rannacher method restores smooth convergence, but only at a linear rate.
In Table 3 , we show the results of the three methods for smoothing discontinuities, combined with pure Crank-Nicolson timestepping. All methods appear to have higher convergence, but the rates jump around to such a degree that the convergence is unreliable. In particular, it would be impossible to use the results to extrapolate to a better solution.
Given that the Rannacher timestepping method appears to be beneficial, the tests were repeated with the three smoothing methods combined with Rannacher timestepping. Table 4 shows that all of the methods now give smooth quadratic convergence.
Rannacher timestepping also has a beneficial effect on computed delta and gamma values. During testing, a variety of grids and parameter values showed oscillations in delta and gamma when Crank-Nicolson timestepping was used, even if the payoff was smoothed. For example, Figure 2 plots the gamma of an option using both Rannacher timestepping and Crank-Nicolson timestepping when the initial values are smoothed via the averaging method. This example is based on the same data as in Table 1 . We see that Crank-Nicolson timestepping leads to severe oscillations. However, these oscillations disappear when Rannacher timestepping is used. Table 4 : Convergence results for an at-the-money (S = 40) digital call option using Rannacher timestepping, combined with various methods for smoothing the payoff. Data as in Table 1 . The exact value is 0.4922403. Table 1 . The effects on the initial data of the averaging method and grid shifting are obvious. The effect of projecting the initial conditions onto the linear basis functions is shown in Figure 3 . We see that the projected values overshoot and undershoot the exact values around the strike price. The result is similar to a truncated Fourier series of a step function. Comparing the projected values on the first mesh versus the fourth refined mesh, we see that changes only extend about five nodes beyond the strike price in either direction. The grid spacing and values are not important. While at first sight it is disturbing that the projection values undershoot and overshoot the payoff near the discontinuity, these local extrema are rapidly damped with Rannacher timestepping (as demonstrated by Figure 2 ). Table 6 : Convergence results for a supershare binary call option evaluated at S = K = 10 using various timestepping methods. Data as in Table 5 . The exact value is 0.1385509. Difference is the absolute value of the change in the solution as the grid is refined. Ratio is the ratio of successive differences.
Supershare Binary Call Options
To indicate that the results of the previous section are not coincidental, we also test some supershare binary call options. In this case, the payoff is given by
where K plays the role of a strike price and d gives the width of the (positive) payoff region. Parameters for the problem are taken from (Dempster et al., 2000) and are summarized in Table 5 . Given the two discontinuities (at K and K + d), we expect this problem to be more difficult than a regular digital call option. Similar to the digital call option results above, solution values are presented for a sequence of grids starting with 65 (non-uniform) nodes, and uniformly refined to 1025 nodes. The constant stepsize of 0.02 for the original grid was cut in half for each grid refinement.
Results for implicit, Crank-Nicolson and Rannacher timestepping without any data smoothing are given in Table 6 . Again, the initial discontinuities have reduced the convergence of both CrankNicolson and Rannacher timestepping to first order. Further, all methods exhibit relatively poor accuracy. Nevertheless, quadratic convergence is once again restored for Rannacher timestepping by smoothing the initial data, as shown by Table 7 . Moreover, accuracy is greatly improved, even on the original grid.
Multi-Factor Extensions
Each of the three methods for smoothing initial discontinuities can be extended to higher dimensional problems with varying degrees of ease and success. Depending on the payoff condition, it may or may not be possible to place the strike price halfway between nodes in higher dimensions. Table 7 : Convergence results for a supershare binary call option evaluated at S = K = 10 using Rannacher timestepping, combined with various methods for smoothing the payoff. Data as in Table 8 : Convergence results for an at-the-money (S 1 = S 2 = 40) two-factor digital call option using Rannacher timestepping and projected initial conditions. The exact value is 0.6887560.
For example, this smoothing method would be impossible for curved or angled payoff discontinuities when using a structured grid. In theory, both the averaging method and the projection method generalize to higher dimensions. In practice, it may be difficult to accurately integrate the known payoff function if discontinuities are not aligned with element boundaries. This is particularly true for the averaging method, where (technically) the integrations should be done over non-overlapping control volumes surrounding each node.
In any case, we tested the projection method for a simple two-factor digital call option. The pricing equation in this case is given by
The discretization used is given in Zvan et al. (2001) , and is essentially an extended form of equation (3). The parameters are the same as in Table 1 , with the additions of σ 1 = σ 2 = 0.3 and an asset correlation of ρ = 0.3. Further, the payoff condition was taken to be
The effect of the L 2 projection is shown on the left side of Figure 4 for the original grid. Subsequent grids were created by splitting each triangle into four new triangles by adding new nodes at all edge midpoints. Despite the rather bumpy nature of the projected initial conditions, Table 8 confirms that the numerical solution obtained by combining the projected initial data with Rannacher timestepping does in fact exhibit quadratic convergence. A plot of the solution surface is shown on the right of Figure 4 .
Conclusions
Discontinuous initial conditions cause problems for standard numerical techniques. In particular, expected convergence rates are not observed and oscillations are more likely to appear in the solution (or its derivatives). In this article, three different techniques for smoothing the payoff were shown to alleviate these problems when used in conjunction with Rannacher timestepping. It is important to note that both smoothing and Rannacher timestepping must be used to obtain second order convergence with discontinuous payoffs. Rannacher timestepping is simple to implement and greatly improves the stability of the numerical scheme. Its use over Crank-Nicolson timestepping is highly recommended. Of the three schemes for smoothing the payoff, projecting the initial conditions onto the basis function space is perhaps the most difficult to implement. However, it is also arguably the most general. Shifting the grid is simple to do, but may be impossible in higher dimensions, and causes slight problems during grid refinement. Both averaging and projection require numerical integration schemes if they are coded as black-box procedures. There are some technical difficulties with projection in higher dimensions if the discontinuities do not occur at mesh nodes or element faces (Wahlbin, 1980) . Studies of these methods in higher dimensions with more complicated payoff discontinuities will be the subject of future research.
