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ABSTRACT 
A form (linear functional) u is called regular if there exists a sequence of polynomials {Pn},;,O, 
deg P, = n which is orthogonal with respect o u. Such a form is said to be of second degree if there 
are polynomials E and C such that the Stieltjes function S(u)(z) = - C(u, x”)/z”+ satisfies a re- 
lation of the form SS2(u) + CS(u) + D = 0. 
Classical forms correspond to classical orthogonal polynomials: sequences of polynomials whose 
derivatives also form an orthogonal sequence. In this paper, the authors determine all the classical 
forms which are of second degree. They show that Hermite, Laguerre and Bessel forms are not of 
second degree. Only Jacobi forms which satisfy a certain condition possess this property. 
0. INTRODUCTION 
The study of second degree forms is interesting by the fact that they are semi- 
classical [5, 7, 81, cf. (2.6) below. Moreover, the elementary transformations 
(association, perturbation, shift, multiplication by a polynomial, inversion. . .) 
preserve the quadratic property [8]. In general, association, perturbation and 
inversion do not keep the semi-classical character [6]. 
The most famous second degree forms are Tchebychev forms of the first and 
the second kind and more generally, Bernstein-Szeg6 forms and their general- 
izations [2,3,9, lo]. 
In this paper, we deal with the problem of determining all second degree 
classical forms. The first section is devoted to the preliminaries and notations 
used in the sequel. In the second section, we recall the definition as well as the 
main properties of second degree forms. In the third section, we show that 
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Hermite, Laguerre, Bessel and Legendre forms are not second degree forms. 
We determine all the Jacobi forms which are second degree forms. Finally, we 
give the polynomial coefficients of the second degree equation fulfilled by the 
corresponding formal Stieltjes function. 
1. PRELIMINARIES AND NOTATIONS 
Let P be the vector space of polynomials with complex coefficients and let P’ be 
its dual. We denote by (u,f) the effect of u E P’ on f E P. 
Let S(u)(z) be the formal Stieltjes function of the form U, defined by 
(1.1) S(u)(z) := - c 3, 
?I>0 
where (u)~ := (u, x”), 12 > 0, are the moments of U. 
The left product of a form by a polynomial is defined by 
(1.2) (fu,p) := (u&p), for each polynomial p. 
The right product of a form by a polynomial is defined by 
(1.3) (uf)(x) := (U,xi(x;I;Y(“) = ,., ( 5 ..(,)U-+ 
v=tn 
wheref(x) = Czzo u,x”. Next, it is possible to define a multiplicative product 
(Cauchy product) of two forms through 
(1.4) (zqp) := (u,zlp), p E P. 
From the definition of the formal Stieltjes function of a form, we have [6] 
(1.5) S(uw)(z) = -ZS(U)(Z)S(V)(Z) 
(1.6) S(fu)(z) =.f(z)S(u)(z) + (u~of)(z) 
where f is a polynomial and 
(1.7) (&f)(z) := f@;, ~{(“) . 
The derivative of a form u denoted by u: is defined by [5] 
(1.8) (u’,f) := -(u,f’); 
for each polynomial f, f ’ is the derivative off. 
The form u is said to be regular if there exists a polynomial sequence {P,}, >o, _ 
deg P, = n, such that 
2. SECOND DEGREE FORMS 
Definition 2.1. [8] The form u is called a second degree form if it is regular and 
if there exist two polynomials B and C such that 
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(2.1) B(Z)S2(U)(Z) + C(z)S(u)(z) + D(z) = 0, 
where D depends of B, C and u 
(2.2) D(z) = (u&C)(z) - (u*@B)(z). 
The regularity of u means that we must have 
B # 0; C=ABD#O; D # 0. 
In the sequel, we shall suppose B to be manic and the form u satisfying (u),, = 1 
(i.e. u is normalized). 
The form u is a second degree form if and only if there exist polynomials B 
and C such that the following conditions are fulfilled: 
(2.3) B(x) u2 = xC(x)u, 
(2.4) (u2,&B) = (u, C). 
The necessity is proved in [8]. For the sufficiency, we apply the formal Stieltjes 
function S to (2.3). Using (1.5) and (1.6), we obtain 
(2.5) zB(z)S2(u)(z) +zC(z)S(u)(z) - (u2&B)(z) + (UC)(Z) = 0. 
For each polynomial f, we have 
(uf)(z) = z(ueof)(z) + (%f). 
Then we can write 
(u~~~B)(z) = z(u26’;B)(z) + (u2,BoB) 
(UC)(Z) = z(2de,c)(z) + (u,c). 
Substituting in (2.5) and using (2.4), we obtain the result. 
The polynomials B and C, given in (2.3)-(2.4) or by (2.1), are not unique, be- 
cause B and C can be multiplied by an arbitrary polynomial. With the help of 
the following definition, we get rid of the nonuniqueness. 
Definition 2.2. The pair (B, C) is called a primitive pair if, in (2.1), the poly- 
nomials B, C and D have no common root. 
The primitive pair is unique [8]. 
A second degree form u satisfies the equation 
(2.6) (6~)’ + $u = 0, 
with 
(2.7) X&(x) = B(x)( C2(x) - 4B(x) D(x)) 
P-81 X6(x) = - ;B(x)(C2(x) - 4B(x) D(x))‘, 
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where X is a normalization factor for making 6 manic. Let us note that regular 
forms which satisfy a differential equation of the form (2.6), where 4 and @ are 
polynomials, are called semi-classical forms [5]. 
In view of (2.5), the formal Stieltjes function of a second degree form satisfies 
PI 
(2.9) - @(z)S’(u)(z) = Co(z)S(u)(z) + Do(z), 
with 
1 
X&(z) = B(z)(P(z) - 4B(z)D(z)) 
(2.10) XCo(z) = 2B(z)(B’(z)D(z) -D’(z)B(z)) +C(z)(C’(z)B(z) -B’(z) C(z)) 
x &(z) =B(z)(C’(z)D(z) -D’(z) C(z)) +D(z)(C’(z)B(z) -B’(z) C(z)). 
Let us consider the shifted form U = (h,- I o TQ,) u where, for each polynomial p 
(QU,P) := (U,QP) = (U,P(X + b)), b E Q=, 
(h,&P) := (%haP) = (u,/J(ax)), a E @ - (01. 
If u is a second degree form, then U is a second degree one [8]. It satisfies 
(2.11) B(x)112 = XC(X)& 
(2.12) (172,0OB) = (Iz, 6) 
with 
B(x) = a-‘B(ax + b); c(x) = a’ -‘C(ax + b); r = deg B. 
In (2.1), if we suppose that (B, C) is a primitive pair with deg B = r and deg C = 
m, it is possible to describe the set of all second degree forms, denoted by S, 
with the following partition [8]: 
S=iJS, 
v=o 
where 
uESgejr=O, m> 1, 
uESi um>r+l, r>l, 
uESZem=r, r> 1, 
uE&*m=r-1, r > 2, 
uE&wOIm<r-1, r 2 2. 
We give the most elementary example of second degree forms. It is the case 
r = 0, m = I [8]. Then we have B(z) = 1, C(z) = ciz + CO and from (2.2), D(z) = 
ci with cl # 0. Then, from (2.7)-(2.8), we have 
(2.13) { 
6(x) = x2 + 2coc;‘x + c;2+; - 4Ci), x = c;, 
G(x) = -3x - 3coc;‘. 
The polynomial 4(x) always has two distinct roots. Indeed, if it has a double 
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root, then, through a suitable shift, we can take 6(x) = x2, then we have 
coci -l = 0, therefore co = 0 and cl = 0. But this is impossible because cl # 0. 
Let us make a suitable shift such that 
&(x)=x2-1; co = 0; ci = 4; !R(x) = -3x. 
From (2.1), we have ci(u)i + CO = 0, therefore (u), = 0. 
Since deg8 = 2, the form ZJ is precisely the Tchebychev form of the second 
kind U = ,7( i ,i) [6]. Thus the form U is a second degree form and satisfies 
(2.14) S*(U)(z) + 4zS(U)(z) + 4 = 0. 
Remark. The case r = 0, m = 0 does not occur, for in this case g(x) = 0. 
3. SECOND DEGREE CLASSICAL FORMS [l] 
An orthogonal polynomial sequence {P,}, > o is called classical, if the sequence 
of derivatives, { Qn}, k. ( Qn = (l/(n + 1)) FL’+, , n 2 0), is also orthogonal. Its 
associated form is also called classical. The classical forms are Hermite, 
Laguerre, Bessel and Jacobi forms. They satisfy [6] 
(3.1) (@24)’ + !PU = 0 
where CD and !P are polynomials, deg@ = t 5 2 and deg!P = 1. For the regulari- 
ty, if deg@ = 2 and P(x) = six + a~, we must have ~11 @ N *. 
Also, the classical forms satisfy [6] 
(3.2) @(W’(u)(z) = Co(z)S(u)(z) + Do(z), 
with 
(a) Hermite case: 
@(x) = 1; 9(x) = 2x 
Co(z) = -22; Do(z) = -2. 
(b) Laguerre case: 
@(x) = x; G(x) = x - cx - 1 
Co(z) = -(z - Cr); Da(z) = -1. 
The regularity condition is Q # -n, n E N *. 
(c) Bessel case: 
@(x) = x2; P(x) = -2(ox + 1) 
Co(z) = 2(o - l)z + 2; Do(z) = 2a - 1. 
The regularity condition is cr # -(n/2), n E N 
(d) Jacobi case: 
G(x) = x2 - 1; P(x) = -(a+D+2)x+a-p 
Co(z) = (a + P)z + p - a; Do(z) =a+P+ 1. 
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The regularity condition is 
(3.3) a# -n, P#-n, a+P#-n-1, nEtA*. 
We denote by ,Y(o, p) the Jacobi forms and 7 = ,7(- 4, - 1) the Tchebychev 
form of the first kind. The form J(Q, p) is positive definite if Q, 0 > -1. 
From (2.7)-(2.8), we deduce that if u is a second degree form, necessarily 
deg @ = deg !P + 1. Thus Hermite and Laguerre forms are excluded. 
Suppose that u, a Bessel or Jacobi form, is a second degree form and satisfies 
(2.1). Then it fulfils (2.9)-(2.10). 
Let F(z) be the greatest common divisor of 4, ce and & in (2.9). We must 
have 
I 
@(z)&,(z) = &(z), 
(3.4) Co(z)@) = Co(z), 
Do(z)F(z) = Do(z). 
Using the well-known relation [6] 
Co(z) = -Q’(z) - !P(z), 
we obtain 
XCo(z)F(z) = -X&(z) - M(z) 
= - (B( c2 - 480))‘(z) + 2 B(z)( c2 - 4BD)‘(z) 
= ; (B(C2 - 480))‘(z) - ;B’(z)(P - 4BD)(z). 
Hence, 
xe(Z)c~(Z)F(z)=~B(z)(B(C~-4BD))‘(z)-~B’(z)B(z)(C~-4BI))(z) 
= ;qZ)(xm(Z)k.(z))’ - ; XB’(z)@(z)F(z), 
therefore, 
( Co(z) - ; m~(z))B(z)F(z) = f@(z)E(z)F’(z) - ; @(Z)B’(Z)F(Z). 
We finally obtain 
F’(z) 
(3.5) p= 
2Co(z) - Q’(z) 
F(z) Q(z) 
+ 3 B’(z) 
B(z)’ 
The Bessel case 
We have 
F’(z) B’(z) -=2(2a-3);+4$+3- 
F(z) B(z) ’ 
therefore, 
444 
F(z) = exp -z 
( > 
z~(~~-~)B~(z). 
But F(z) was a polynomial. Thus Bessel forms are not second degree forms. 
The Jacobi case 
We have 
F’(z) 20- 1 B’(z) -= 
F(z) 
-- 1+2p- - 
z+l z - 1 
+ 3 
B(z) ’ 
therefore, 
(3.6) F(z) = (z + 1)2”-‘(z - 1)28-1B3(z). 
Then, if the Jacobi form J(o, p) E S, necessarily we must have 
(3.7) 
k a=-; 
2 
,L?=: wherek,eEZ. 
Theorem. Among the classical forms, only the Jacobi forms J(k - i, e - 4) are 
second degree forms, provided k + e 2 0, k, e E Z. 
Remark. An incomplete result was given in [6] where k + .! = 0. A necessary 
condition dealing with (Y + p is proved in [4]. This condition is a consequence of 
(3.7), but does not imply (3.7). 
For the proof of this theorem, we need the following lemmas: 
Lemma 3.1. Let u and u be two regular forms satisfying the following relation: 
(3.8) M(x) 24 = N(x) w, 
where M(x) and N(x) are twopolynomials. 
Zf u is an element of S satisfying (2. l), then v E S and u satisfies 
(3.9) B(z)S2(v)(z) + C(Z)S(V)(Z) + b(z) = 0 
with 
Z?(z) = B(z)N2(z), 
(3.10) 
c(z) = N(z){2B(z)((veoN)(z) - (ueoM)(z)) + W)C(z)), 
b(z) = B(z)((u6oN)(z) - (u@oW(~))~ 
+ M(z)C(z)((~~oN)(z) - (uQoW(z)) + M2(z)W. 
Proof. We have 
and 
S(Nu)(z) = N(z) S(v)(z) + (veoN)(z) 
S(MU)(Z) = M(z)s(z~)(z) + (tdeoh4)(z). 
Then. 
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N2(z)S2(u)(z) + 2N(z)(w0oN)(Z)S(w)(Z) + (we,N)*(z) 
= M2(z)S2(u)(z) + 2M(z)(u#oM)(z)S(u)(z) + (usoM)2(z). 
Using (2.1), we obtain 
(~*(zP*(~)(z) + 2N(z)(vBoN)(z)S(w)(z) + (weoN)2(Z))B(z) 
= M*(Z)(-c(Z)S(24)(Z) - D(z)) + 28(2)M(z)(u&44)(z)S(24)(z) 
+ B(z)(u~oM)*(Z) 
= M(z)C(z){-N(z)S(w)(z) - (weoN) + (ueoM)(z)} -M2(Z)D(Z) 
+ w~2wwow(w(4(z) +2(ueow4(tdolv)(Z) - (t4eoM)*(Z)j. 
Therefore, 
B(WW(W + N(z){2~(z)uveoN) - (ueoM))(Z) + M(+ws(~)(z) 
+ B(z)((~eoN) - (~eokW(Z) + M(z)C(z)((veoN) -,(ueoM))(Z) 
+ M2(z)D(z) = 0. 
Hence the desired result. q 
Lemma 3.2. rfu = J(cK, ,B) 1s a second degree form, necessarily we have 
(a) IfuESo,thendegD=m-landa+P=m> 1. 
(b) vuES,,thendegD=m-landa+p=m-r> 1. 
(c) IfuE&,thendegD=m- landcr+p=O. 
(d) ffuE&,thendegDIr-2andcr+P<-1. 
(e) ZfuE&,thendegD=r-2anda!+P=-1. 
Proof. From the first equation of (2.10), the first of (3.4) and (3.6), we obtain 
(3.11) X(z + l)*“(z - 1)2pB2(z) = C*(z) - 4B(z)D(z). 
Using the partition of S, the set of second degree forms, we have 
(a) If u E So; r = 0, m > 1, where r = degB and m = deg C. Then from (2.2) 
we have deg D = m - 1. According to the degrees of the two members of the 
egality (3.11), we obtain 2cx + 2/3 = 2m, hence a + p = m > 1. 
(b) If uESl; mLr+l, r> 1. From (2.2), we have degD=m-1, then 
from (3.11) we obtain 2a + 2p + 2r = 2m, hence (Y + /3 = m - r. 
(c) If u E S2; m = r, r > 1. From (2.2), we have deg D = m - 1, then from 
(3.11) we obtain 2~ + 2,0 + 2r = 2r, hence cx + p = 0. 
(d) If u E S3; m = r - 1, r 2 2. From (2.2) we have deg D < r - 2, then from 
(3.11) we obtain 2a + 2/3 + 2r 5 2r - 2, hence cx + p < -1. 
(e) If u E S4; 0 < m < r - 1, r > 2. From (2.2) we have degD = r - 2, then 
from(3.11)weobtain2a+2/3+2r=2r-2,hencea+~=-l. q 
Lemma 3.3. Thefirms L = J(0, 0), J(0, -i) and J(- $, 0) are not in S. 
Proof. The Legendre form L satisfies (3.2) with 
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@(z) = z* - 1; Co(z) = 0; Do(z) = 1. 
Suppose that it is a second degree form and fulfils 
B(z)P(13)(z) + c(z)s(~)(z) + D(z) = 0. 
It satisfies (2.9) with (2.10). 
Let F(z) be the common factor of i(z), CO(Z) and &i(z), therefore we have 
(3.12) i(z) = (z*- l)F(z); Co(z) = Co(z)F(z) = 0; fro(z) = Do(z)F(z) = F(z). 
From Lemma 3.2, it follows, since a + ,8 = 0, that L E S2 therefore deg B = 
deg C = m and degD = m - 1. From (3.12) and (2.10) we have 
2B(z)(B’(z)D(z) - D’(z)B(z)) = C(z)(B’(z)C(z) - C’(z)B(z)), 
then B(z) divides C(z) or (B’(z)C(z) - C’(z)B(z)). 
(1) If B(z) divides C( z , since deg B = deg C we have B(z) = XC(z), where X ) 
is a constant. Whence B’(z)C(z) - C’(z)B(z) = 0 and since B(z) # 0, we have 
B’(z)D(z) = D’(z)B(z). So B(z) = yD(z), where y is a constant. But this is im- 
possible because deg D = deg B - 1. 
(2) If B(z) divides (B’(z)C(z) - C’(z)B(z)), then B(z) divides C(z), but from 
(l), this is impossible. 
Therefore C is not a second degree form. 
For the forms ,7(0, -i) and J(- i, 0) we have o + /3 = - 1 and this case is 
not listed among the cases given in Lemma 3.2. Consequently these two forms 
are not in S. 
Hence the desired result. q 
Lemma 3.4 
(i) Theform u = J(p,q),p,q E N,sutis$es 
au = (x + l)P(x - 1)4C; a = (.c, (x + l)P(x - 1)4). 
(ii) Theformu = J(p -i,q-i),p,q E N,satisfies 
au = (x + l)P(x - 1)V; a = (I, (x + l)P(x - 1)Y). 
(iii) Theform u = J(p - 4, -q - i), p, q E N, satis$es 
a(x-l)qU=(X+l)PI; u = (7, (x + ljP) 
(4(x- l)q) . 
(iv) Theformu = 3(-p -i,q-i),p,q E N,sutis$es 
u(x + l)% = (x - 1)47; u = (7, (x - 114) 
(u, (x + l)p) 
(v) Theform u = J(p, -q - i),p,q E N,sutisfies 
u(x- l)%= (x-t l)PJ o,-; ; 
( > 
u= u(o~-~L(x+l)p) 
(K 6 - U4). 
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(vi) Theform M = J( -p - i, q), p, q E N, satisfies 
a(x+ l)pu= (x- l)yZ -k,O ; 
( > 
a= U(-$%(x- v> 
(4 (x + qp) . 
The factor a is the normalization factor of u. 
Proof 
(i) The form L satisfies 
((x2 - 1)C)’ - 2xc = 0. 
Multiplying both members by x(x) = (x f l)p(x - l)q, we obtain 
((x2 - I)((x+ l)P(x - 1)V)) 
+ (-(p + q + 2)x +p - q)((x + l)P(x - 1)V) = 0. 
Then (x + l)p(x - l)qL = aJ(p, q). 
An analogous calculation gives (ii). 
(iii) The form u = 3( P - i, -q - i) satisfies 
((x2 - 1)U) + (-(p - q + l)x+p + q)u = 0. 
Then the form (x - l)q~ satisfies 
((x2 - l)((x - l)%)) + (-(p + 1)x +p)((x - l)%) = 0. 
Therefore, the form (x - l)qu is the Jacobi form 3( p - 4, - i). 
Analogously, the form (x + 1)p7 satisfies 
((x2 - l)((x + 1)PI))’ + (-(p + 1)x +p)((x + 1)V) = 0, 
then it is the Jacobi form J(p - 1, - 4). 
A similar calculation gives (iv). 
(v) The form u = J(p) -q - i) satisfies 
(@- l)u)‘+ (- (p-q+;)x+P+q+;)u=O. 
Then the form (x - l)q~ satisfies 
((x2 - l)((x - l)%))’ + ( - (P+i)x+P+f)((x- 1)QU) = 0. 
Then it is the form J(p) -i). 
Analogously, the form (x + 1)p3(0, - 1) satisfies 
((x2- l)((x+ 1,qo;l))) 
+ (- (P+;)x+P+;)((x+l)qO,-;)) =O, 
then it is the Jacobi form J(P, - i ). 
Similarly, we have (vi). o 
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Lemma 3.5. I is a second degree form and satisjies 
(3.13) (22 - l)S2(I)(z) - 1 = 0. 
Proof. According to (ii) of Lemma 3.4, with p = q = 1 we obtain 
-$(x2 - 1)7. 
Since U is a second degree form and satisfies (2.14) according to Lemma 3.1, 
7 is also a second degree form and satisfies (3.9) with 
B(z) = (z2 - 1)2; C(z) = 0; D(z) = -(z2 - 1). 
Simplifying, we obtain the desired result. q 
Remark. We obtain the result given in [8]. 
Proof of the theorem. According to the condition (3.7) and the regularity con- 
dition (3.3) of the Jacobi forms J(o, p), we distinguish the following cases: 
(a) o=p;P=q, p,qEN: 
We have 
au = (x + l)p(x - 1)4,C; a=(,C,(~+l)~(x-l)q). 
Taking account of Lemma 3.1 and Lemma 3.3, we see that u is not a second 
degree form. 
(b) cr=p;p=q-4, pEN,qEZ: 
If q < 0, then from (v) of Lemma 3.4, we have 
a(x - l)-qu = (x + l)pJ 0, -k 
( ) 
; a = (07 41, (x+ 1Y) 
(24, (x - 1)-q) 
The form J(O, - i) is not in S, therefore neither is U. 
IfqL l,thenwehaveo+p=p+q-$,thereforea+,B=!+~where~EN. 
According to Lemma 3.2, u is not a second degree form, because in the cases 
(a), (b), (c) and (e) of this lemma, Q + /? E N and in the case (d), o + /I < - 1. 
We cannot have p 5 - 1 according to (3.3). 
(c) a:=p-;;p=q, qEN,pEz: 
If p 5 0, then according to Lemma 3.4, we have 
a(x+ l)PPu= (x- l)qJ -i,O ; 
( > 
a = uv> -;)I (x - llY) 
(24, (x + 1)-p) . 
The form u is not a second degree form, as in (b). 
Ifp> l,thenwehavea+p=p+q-f,thereforea:+P=C+fwhereeEN. 
According to Lemma 3.2, u is not a second degree form, because in the cases 
(a), (b), (c) and (e) of this lemma, Q + p E N and in the case (d), cx + P 5 - 1. 
We cannot have q 5 - 1 on account of (3.3). 
(d) a=p-;;/3=q-$, p,qEZ,p+q>O: 
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We distinguish the following cases: 
(0 *=-;;p_+ 
u = 7. 
(ii) 1y = p - i; ,# = q - t, p 2 44 2 1: 
au = (x+ l)P(x - 1)T; a = (7, (x + l)P(x - 1)Y). 
(iii) a =p - 1; /3 = -q - %, p 2 q 2 0, p # 0: 
u(x - l)% = (x + 1)9-; (7, (x + QP) 
a = (u, (x - 1)4) . 
(iv) (Y = -p - t; p = q - i, q 2 p L 0, q # 0: 
a(x + l)% = (x - 1)47; (7, (x - l)q) 
u = (u, (x + 1)P) . 
We cannot have q 2 p + 1 in (iii) or p > q + 1 in (iv), according to (3.3). 
According to Lemma 3.1 and since 7 is a second degree form, u is also a 
second degree form. 
Hence the desired result. q 
Using the Lemma 3.1 and after a simplification, we give the elements B, C and 
D in every case. 
(0 cy=-$;p=-;: 
{ 
B(z) = z* - 1, 
(3.14) C(z) = 0, 
D(z) = -1. 
(ii) cr=p-i;p=q-i, p> l,q> 1: 
(3.15) 
1 
B(z) = 1, 
C(z) = -5 (700(([ + l)% - 1)q))(z), 
D(z) = $ {(7&((~+ I)p(< - 1)q))2(z) - (z + 1)2p-1(z - 1)2q-‘}. 
(iii) Q: = p - t; ,0 = -q - i, p > q > 0, p # 0: 
I 
B(z) = (z - 1)2q+‘, 
(3.16) 
C(z) =; (z - l)q+l~~(~~o((~ - l)q))(z) - (700((<+ l)p))(z)}, 
D(z) = $ 
x {(z-l)[4~eo((t-l)q))(4 - (7eo((t+l)P))(+ (z+l)2p-1). 
(iv) cy = -p - 4; ,B = q - 4, q 2 p 2 0, q # 0: 
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f B(z) = (z + 1)2p+‘, 
(3.17) I C(z) = ; (2 + l)P+‘Gwo((~+ UP))(z) - (l@o((l- V))(z)}, D(z) = $ 
I x {(z + l)b(ueo((E + l)p))(z) - (n)o((< - 1)4))(z)12 - (z - 1)*4-i}. 
Remarks 
(1) According to the partition of S, the set of all second degree forms, we have 
(i) r = 2 and m = 0, then I E SJ. 
(ii) r=Oandm=p+q- 1 > 1,thenuESs. 
(iii) If p 2 q + 2, wehaver=2q+landm=p+q>2q+2,thenr> land 
m>r+l.ThenuESi. 
Ifp=q+1,wehavem=2q+1,thenm=randr~1.Thenu~S~. 
Ifp=qanda#l,wehavem=2q=r-landr>2,ThenuESs. 
Ifp=qanda=1,wehavem~2q-1,thenO<m<r-landr>2.Then 
u E s,. 
(iv) Analogously we have 
ifq2pt2, uESi, 
ifq=p+l, uES2, 
ifq-pandaf 1, UC&, 
ifq=panda= 1, UC&. 
(2) A classical positive definite form u is a second degree form, if and only if the 
weight function has the following expression: 
(3.18) (1 -xY(l +xY, j kE N 
vfm ’ . 
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