In this paper, we study a prosumer's energy trading behavior in a proposed local energy market (LEM). The prosumer will try to make the best use of its available energy resources, such as its PV panel and battery, with the self-learning capability to make a smart operation strategy. By adapting a deep reinforcement learning (DRL) technique and a rainflow battery aging mechanism, it can be taken as a contribution that the proposed intelligent and economical decision-making framework will facilitate more customers while encouraging active participation in the localized energy ecosystem. Meanwhile, more energy business models can be strategically redesigned on top of it.
I. INTRODUCTION
In today's retail electricity market, there are limited types of energy services for customer to choose from. Energy endusers, especially non-industrial customers, usually subscribe to a utility company's service without much flexibility. Although some customers might have access to distributed energy resources (DERs) installed locally, most of those with local energy self-generation and possible power surplus still have to choose an easy way to trade energy with utility companies [1] . The customers or prosumers, in such a context, either purchase energy from or sell energy surplus back to utilities directly with some price gap. It is believed that the key to providing more freedom for energy transactions and more open innovation is to develop consumer-centric energy business models, for example, a localized energy trading platform.
Recently, many market mechanisms designed for prosumers' participation have been proposed, such as prosumer grid integration, prosumer community groups and peer-topeer models [2] . Previously, integrating DERs directly into the main grid, either with or without aggregation, is the most popular way to promote prosumers' participation due to the strategy's simple applicability and manageability. However, in order to make the energy ecosystem more diverse and flexible, as well as promote a deregulated retail electricity market, the peer-to-peer model also attracts much attention. The work in [3] proposes a matching-mechanism that allows individual prosumers to meet with each other to conduct bilateral trades. The concept of prosumer community groups is studied in [4] , in which the locally generated energy can be shared and traded among internal user collectives. In [5] , a new vision for local community-based distribution systems is also proposed, in which the embedded trading functionality enables better balance for prosumers' electricity usage through psychological balancing premiums and internal transactions. Following these ideas, in this paper, we propose a local energy market (LEM) that studies prosumers' trading behavior using deep reinforcement learning (DRL) techniques. A description of the LEM is given in Section II. Figure 1 describes the physical feeder connection of the target prosumer. The prosumer will make the best use of all its available energy resources (e.g., DERs, battery, flexible loads) and different price information to maximize its own benefit by strategically choosing different trading actions. This procedure will be modeled as a Markov decision process (MDP), which is able to fully account for the volatile market and energy system conditions. By using DRL, the prosumer is able to exercise trading actions without any knowledge of the market model and forgo analytical calculations (e.g. mathematical optimization/programming). Although, the application of conventional reinforcement learning techniques for microgrid energy management is commonly found in recent works [6] - [8] , the application of the DRL technique with experience replay [9] mechanism can more efficiently solve such a local energy trading problem. The DRL method can make trading behaviors adaptive to accumulative knowledge automatically without the assumption of a specific probability distribution [10] , enabling adaptive self-learning prosumers.
In this paper, our contribution is to: (1) propose a new business model of local energy trading; (2) study prosumer's 3085 2019 IEEE PES Innovative Smart Grid Technologies Asia 978-1-7281-3520-5/19/$31.00 ©2019 IEEE trading actions with battery aging mechanism; and (3) experiment deep reinforcement learning for a market decisionmaking problem.
II. LOCAL ENERGY MARKET
The LEM aims to provide additional energy trading opportunities to prosumers, aside from the existing utility energy service. The market mechanism is event-driven, similar to [11] , playing the role of a back-up trading platform. It is not necessary to open for the whole year when considering for local energy conditions and seasonal events, such as energy shortages or high solar irradiance. The LEM seeks to improve energy trading efficiency at the edge of the distribution network, near the source of the energy demand. It is assumed to operate at the distribution level with the help of a retail energy broker to facilitate local energy transactions. The complete conceptual design of the holistic market model is described in [12] and briefly shown in Figure 2 , along with the major module functionalities. As previously mentioned, the proposed LEM mainly facilitates immediate and short-term local energy trading with the receiving market regulation service (e.g., reliability and security checks) of a distribution system operator (DSO) or distribution network operator (DNO). The utility company will also be involved by offering long-term retail recommendation plans. On top of these fundamental services, prosumers are able to participate directly in the design of their own trading strategies. Since it is not possible to describe the details of each market module in a single paper, we mainly focus on the market module of adaptive self-learning enabled prosumers, which is highlighted by the orange box in Figure 2 . Descriptions of other market modules can be found in our previous study [12] .
III. PROSUMER MODEL
By continually receiving price information from the LEM and the utility company, a prosumer will leverage all of its own energy resources to maximize its overall economic benefit. In this paper, we only explicitly consider one single rooftop PV panel and one battery for a prosumer, as shown in Figure 1 .
The model can be easily modified to account for other kinds of renewable energy resources (e.g., wind power) and multiple batteries though.
A. PV model
A photovoltaic solar panel is assumed to be used as a major power supply for a target prosumer. Generally, solar irradiance is taken as the main source of uncertainty for determining PV power output and should be predicted beforehand. Although some works model solar irradiance uncertainty by using certain types of probability distribution functions (PDFs) (e.g., Beta distribution), rather than something like wind speed, these models usually suffer huge deviations in realistic operation. In this study, the adaptive self-learning method will directly utilize historical data and capture the PV output trend without assuming any PDFs, as introduced further in Section V.
B. Battery model with Rainflow aging mechanism
The battery is one of the key energy resources for an interested prosumer. The operating strategy of the battery (i.e., charging and discharging), with consideration for degradation cost, significantly affects the overall performance of energy trading behaviors. The battery state-of-charge (SOC) at time t with current energy storage R t and charging/discharging power P ch /P dis is considered as the following:
where η c and η d are the charging and discharging efficiency (%) respectively, and B is the battery capacity (kW h).
For battery operation, the degradation cost will also be considered while the prosumer makes energy trading decisions. Usually, the myopic decision-making surrounding unnecessary charging and discharging to arbitrage in a LEM is discouraged, because the long-term battery degradation cost might counteract the short-term trading benefit. In this study, the battery degradation cost will be estimated by a Rainflow aging mechanism that is used extensively in material fatigue stress analysis to count the cycles and quantify their depths. This method has also been extensively applied to battery life assessment [13] [14] . By using similar Rainflow algorithm in [15] and eq. (3), we will attain cycle magnitude (i.e. depthof-charge) vector v and cycle counting vector c from SOC profile vector x.
Then, the coefficient κ ($/kW h) of battery degradation cost can be estimated as the following:
where C i is the battery replacement cost, N c is the average number of life cycles according to the various cycle depths, and δ is the weighted average cycle depth of the battery. More calculation details can be found in [15] .
C. Trading actions and utilities
With consideration for battery operation and energy deficit or surplus conditions, the prosumer can choose different trading actions, using a unified price P m t at time t, to participate in the LEM. In addition to buying or selling energy, three battery operation actions, charging, discharging and idling, should also be used. Additionally, the idling status can be easily included in the other two by letting P ch = 0 or P dis = 0. Therefore, the four options of the composite trading action are defined as follows: (buy, charge), (buy, discharge), (sell, charge) and (sell, discharge), which are denoted by a 11 , a 10 , a 01 and a 00 , respectively.
1) Buy and charge, a 11 : This action is suitable for the scenario in which little energy is stored in the battery and the load demand cannot be satisfied by self-generation. Meanwhile, the price signals from the LEM and the utility company, as well as consideration for the battery degradation cost, will also affect the choosing of action. We define the utility function of action a 11 as the following:
where,
The economic benefit of this trading action comes mostly from the price gap between purchasing energy directly from the utility company using price P u t and purchasing in the LEM using P m t . The rightmost part in (5) stands for the battery degradation cost. Awareness of the future price level and energy prediction may affect which action is chosen during the current time interval. Additionally, the assumption of fully charging is also given for similar trading actions.
2) Buy and discharge, a 10 : This action accounts for the circumstance of battery discharging, in which the purchasing price is very high, and importing energy would best be avoided if not necessary. The energy obtained from both purchasing and battery discharging can be used for energy consumption.
The utility function is given in (7) with an adjusted discharging energy amount E dis , which is also bounded by its physical capacity limit R t η d and the priority of satisfying load demand max{0, D t − G t ∆t} in (9) .
3) Sell and charge, a 01 : This action considers the circumstance in which self-generation is sufficient for supporting local consumption and battery charging. The power surplus is even able to be exported (sold). The economic benefit of choosing this trading action mainly comes from the price gap between selling energy back to utility companies using price P ub t and selling energy in the LEM using price P m t .
The utility function is associated with an implicit assumption that the self-generation power will assign higher priority to battery charging, as indicated in (11) and (12) . The selfgenerated energy, after supplying the battery with charge, will be sold completely in the LEM. 4) Sell and discharge, a 00 : This action accounts for the situation where the selling price is extremely high, which is taken as a good arbitrage opportunity. The battery will be fully discharged during the current time interval and then charged in a future time horizon when a low purchasing price is observed.
D. Adaptive self-learning problem
The goal of choosing different trading actions is to maximize the total economic benefit U t of a prosumer across all time intervals, which can be described as follows:
whereŝ t contains all uncertain values of the price information that can be realized at the beginning of each time interval; π(·) is a policy function that maps uncertain market conditions and power conditions to different trading actions according to the empirical knowledge summarized by the value function approximator explained in Section IV. Thus, problem P1 can be interpreted as an adaptive self-learning problem that deals with trading decision-making in an uncertain environment by leveraging more and more accumulated historical knowledge.
IV. DEEP REINFORCEMENT LEARNING ALGORITHM
DRL is a cutting-edge machine learning technology that combines a reinforcement learning framework with deep learning techniques. It has arisen just recently in the field of intelligent systems with many decision-making application experiments producing good performance [16] . DRL technology is used to solve local energy trading problem due to the fact that many variables surrounding market and energy conditions are usually continuous, meaning they can hardly be discretized in a solution provided by conventional reinforcement learning technology.
A. Markov decision process
An MDP model is usually used to describe a system that can be partly under the control of decision-makers while also partly random and independent of their control. By following the principle of MDP modeling, similar to what we used in [17] , the reward function can be defined as the following:
where u(.|a t ) can be calculated according to a prosumer's utility estimation (5)- (14) and is affected by various forecasting or historical information organized in the state variable
.., T }, andŝ t stores all the price information at time t,ŝ t = {P m t , P u t , P ub t }. The total utility function or economic benefit U t for a prosumer counting from time t can be written as the following:
To explicitly model the decision-making process under uncertainties while taking into account expectations, we re-write the problem P1 as P2:
P2 : max
Therefore, some standard reinforcement learning algorithms can be utilized to solve the model-free problem. However, the problem of how to deal with the continuous state space still remains.
B. Deep Q-learning
Similar to conventional Q-learning algorithm, the utility function can always be evaluated by value-function V (·) or Q(·) [18] . Thus, the optimal policy π * can be well defined by using the optimal action-value function Q * : S × A → R, which satisfies Bellman optimality equation as the following: 
where V * s is the optimal state-value function [18] , which is defined as
Since V * s is the expected discounted system cost with action a in state s, the optimal stationary policy can be obtained as the following:
Without acquisition of the state transition probabilities, p s s, a , the DRL algorithm is able to estimate such state transitions by using the experience replay mechanism of leveraging historical data samples [19] .
In conventional reinforcement learning, approximating the action-value function using a linear function based on handcrafted features is often applied, Q(s, a; θ) ≈ Q * (s, a).
However, a deep neural network can extract features automatically, working as a non-linear function approximator. In the DRL algorithm, we refer to this neural network function approximator with weights θ as a Q-network [19] , which can be utilized to take into account the continuous state space.
Furthermore, the Q-network will be trained by minimizing a loss functions L k (θ k ) that changes at each iteration k,
where y k = E s ∼S r + γmax a Q(s , a ; θ k−1 )|s, a is the target for iteration k and ρ(s, a) is a probability distribution over sequences s and actions a. In contrary to supervised learning using fixed targets, the targets in DRL depend on the weights of the Q-network. Differentiation of the loss function (23) with respect to the weights can be written as follows,
In order to solve the prosumer's adaptive self-learning problem using DRL and the DNN value-function approximator, Algorithm 1 is modified from [20] to adapt local energy trading and is named deep Q-learning for local energy trading (DQL-LET). Initialize sequence s 1 = {X T 1 , P m 1 , P u 1 , P ub 1 , G 1 , D 1 , R 1 } and preprocessed sequenced φ 1 = φ(s 1 )
7:
Repeat for each time step of episode, t = 1, ..., T : 8: With probability select a random action a t ∈ {a 00 , a 01 , a 10 , a 11 }, otherwise select a t = max a Q * φ(s t ), a; θ 9:
Execute trading action a t in emulator and observe reward r t = u(.|a t ) via (5)-(14) 10: Set s t+1 = s t , a t and preprocess φ t+1 = φ(s t+1 )
11:
Store transition (φ t , a t , r t , φ t+1 ) in trading replay memory D
12:
Sample minibatch of transitions (φ j , a j , r j , φ j+1 ) from D
13:
Set y j = r j for terminal φ j+1 r j + γmax a Q(φ j+1 , a ; θ) for non-terminal φ j+1
14:
Perform a gradient descent step on y j −Q(φ j , a j ; θ) 2 according to (24) 15: If exploration rate > min
16:
← × decay
17:
End loop 18: End loop
C. Experience replay
One important challenge of general DQL algorithms is that the neural network used in these algorithms tends to forget its previous experiences as it overwrites them with new experiences. This procedure is similar to updating the Qtable in a conventional Q-learning algorithm. The network's memory can be improved by maintaining a list of previous experiences used to retrain Q-network. This mechanism is called experience replay, with more details explained in [9] .
V. SIMULATION RESULTS
In this section, we present some key findings regarding the self-learning mechanism of the prosumer's local energy trading behavior. Unless specifically noted, one episode consists of 24 time intervals, equivalent to 24 hours. The simulation environment is Python 3.6 with Keras [21] running on a desktop with an Intel i7 and 16.0 GB RAM.
Because the proposed market design for local energy trading is still at a conceptual level without real-world field test data, some LEM price data are generated first following a uniform distribution to validate the DQL-LET algorithm. According to the previous introduction of the LEM, the mean of P m should be within the range of price gap of utility company, mean(P ub ) ≤ mean(P m ) ≤ mean(P u ). The system parameters, along with LEM conditions, are given in Table I . We use the same battery model described in [17] , but with the Rainflow battery aging mechanism to calculate the battery degradation cost. The PV power output data is scaled down using NREL's integration studies of synthetic solar photovoltaic power data points for the Michigan region [22] . The prosumers' load demand data comes from 2009 RECS datasets for the Midwest region of the United States, which have been processed by Muratori et. al. [23] and will be discussed further in V-B. For the neural network embedded in some DQL-LET algorithms, an neural network architecture with four hidden layers is used, with ReLU as the activation function for the first three layers.
A. Algorithm performance
In this case study, the performance of prosumers' local energy trading behaviors using different algorithms is evaluated. We name the local energy trading strategy aided by the DQL-LET algorithm as a smart strategy, which includes two derivations that use a deep neural network (DQL-LET-DNN) or linear regression (DQL-LET-LR) as their value function approximator. In contrast, we create a dummy random strategy of choosing local energy trading actions arbitrarily, in which the prosumer will randomly choose any energy trading actions in each time interval without any analysis. Additionally, we also introduce a rule based trading strategy, as shown in Figure 3 , to work as a benchmark method, which represents prosumers' intuitive choice of local energy trading actions based on myopic analysis. In Figure 4 , it can be easily observed that the smart strategy with DQL-LET-DNN significantly outperforms the other methods, despite the fact that it does not perform well at the very beginning due to its minimal training process. Although the smart strategy with DQL-LET-LR can also achieve considerable economic benefit, the weak representation capability of its value function will produce relatively unstable results and capture less of the potential arbitrage opportunity. It is noteworthy that since the DRL technique is usually data-driven and highly dependent on empirical historical knowledge, it usually cannot guarantee deterministic best performance all the time, though it may seem like in Figure 4 due to the limited number of test days. It can only be concluded that, generally, the local energy trading strategy aided by DRL algorithms will perform considerably well in a statistical way in the long term.
B. Economic analysis of local energy trading
This case study includes load demand data for 200 households randomly selected among those ones available in the 2009 RECS data set for the Midwest region of the United States [23] . Households vary in size and number of occupants, and the profiles represent the total electricity use in watts. They are assumed to have similar PV panels and batteries (e.g., Tesla Powerwall) installed. In order to evaluate the prosumers' stable long-term economic benefit by local energy trading in the LEM and trading directly with utility companies, the average annual economic benefit is calculated in (25) to fully account for different renewable energy conditions, uncertain market conditions and algorithm volatility. As explained in Section V-A, the local energy trading strategies must be evaluated in a statistical way by multiple runs.
In (25), R year and R day indicate the average annual economic benefit and daily economic benefit achieved from trading in the LEM respectively, while r 0 indicates the occasional market open rate determined by local events. The simulation of the economic analysis will run N d = 1000 days (episodes) for different solar irradiance scenarios (low, medium and high, N s = 3) with different PV power output. The final result, with r 0 = 20 % and consideration for whether a battery is available or not, is shown in Figure 5 . In total, 10 customers, from No. 5 to No. 185 with a fixed sampling gap of 5, are presented to demonstrate the individual annual economic benefit. Customer No. AVE stands for the average value of all 200 customers. It can be observed that all the sampled customers benefit by trading with the LEM and are able to further increase their revenue with the help of an energy storage system, like a battery.
VI. CONCLUSION In this paper, we study how the prosumer chooses its energy trading strategy when participating in the proposed local energy market. The decision-making framework is built by adapting a deep reinforcement learning technique and the Rainflow battery aging mechanism for economical consideration. This market design and the local energy trading options aim to provide the possibility of more innovative energy business model designs and make the energy service ecosystem more diverse.
