How's MPI Doing?
Great! In June of this year, the Qbox materials science code achieved a sustained 207.3TF on the BlueGene/L at LLNL. -A doubling of achieved sustained performance since last November -Of course, the hard part in this was getting so much performance out of one node, not the MPI part…. http://www.llnl.gov/PAO/news/new s_releases/2006/NR-06-06-07.html Before changing MPI, we need to understand why MPI has succeeded 6 Why Was MPI Successful?
It address all of the following issues: -Portability -Performance -Simplicity and Symmetry -Modularity -Composability -Completeness
Portability and Performance
Portability does not require a "lowest common denominator" approach -Good design allows the use of special, performance enhancing features without requiring hardware support -For example, MPI's nonblocking message-passing semantics allows but does not require "zero-copy" data transfers MPI is really a "Greatest Common Denominator" approach -It is a "common denominator" approach; this is portability
• To fix this, you need to change the hardware (change "common") -It is a (nearly) greatest approach in that, within the design space (which includes a library-based approach), changes don't improve the approach • Least suggests that it will be easy to improve; by definition, any change would improve it.
• Have a suggestion that meets the requirements? Lets talk about it this evening!

Simplicity and Symmetry
MPI is organized around a small number of concepts -The number of routines is not a good measure of complexity -E.g., Fortran
• Large number of intrinsic functions -C and Java runtimes are large -Development Frameworks
• Hundreds to thousands of methods -This doesn't bother millions of programmers
Symmetry
Exceptions are hard on users -But easy on implementers -less to implement and test Example: MPI_Issend -MPI provides several send modes:
• 
Performance Issues
Library interface introduces overhead -~200 instructions ? Hard (though not impossible) to "short cut" the MPI implementation for common cases -Many arguments to MPI routines -These are due to the attempt to limit the number of basic routines
• You can't win ---either you have many routines (too complicated) or too few (too inefficient) • Is MPI for users? Library developers? Compiler writers?
Computer hardware has changed since MPI was designed (1992 -e.g., DEC announces Alpha) -SMPs are more common -Cache-coherence (within a node) almost universal
• MPI RMA Epochs provided (in part) to support non-coherent memory -Interconnect networks -CPU/Memory/Interconnect speed ratios -Note that MPI is often blamed for the poor fraction of peak performance achieved by parallel programs. But is MPI the culprit?
Why is achieved performance on a single node so poor? 
Implementations Issues from the MPICH2 Perspective (2)
"MPI RMA is slow" -Better implementation approaches give much better performance (presented at previous EuroPVMMPI meetings) -There are still some issues with MPI RMA definition Job Startup -MPICH2 jobs use a process management interface that provides an interface for scalable, robust startup -The same "a.out" can be run with any parallel process manager that implements the interface Efficient Thread Safety Still need to improve performance of collectives, topologies, datatypes, I/O -Optimizations need information about the system (interconnect topology, memory hierarchy, I/O system structure, etc.) -Optimizations also need information from the application (available memory, processing priorities, etc.) -A common abstraction (or better yet, interface) would benefit many components
Expanding the Ecosystem
Center for the Improvements of Fault Tolerance in Systems (CIFTS) or FOBAWS -ANL, LBNL, ORNL, Indiana Univ., Ohio State Univ., and Univ. Tennessee -Developing a "fault tolerance backplane" to allow components to work together to predict, detect, and handle faults in the system -Includes exploring interfaces for MPI implementations to talk to the fault tolerant backplane Can there be a Common Communication Layer? -Provide an implementation for PGAS languages and MPI -Allow interoperation of PGAS and MPI codes
• Incremental porting of MPI codes to PGAS -Many subtle issues (progress :) ) Parallel Environments …
Improving Parallel Programming
How can we make the programming of real applications easier? Problems with the Message-Passing Model -User's responsibility for data decomposition -"Action at a distance"
• Matching sends and receives • Remote memory access -Performance costs of a library (no compile-time optimizations) -Need to choose a particular set of calls to match the hardware In summary, the lack of abstractions that match the applications
Challenges
Must avoid the traps: -The challenge is not to make easy programs easier. The challenge is to make hard programs possible. -We need a "well-posedness" concept for programming tasks
• Small changes in the requirements should only require small changes in the code • Rarely a property of "high productivity" languages -Abstractions that make easy programs easier don't solve the problem -Latency hiding is not the same as low latency
• Need "Support for aggregate operations on large collections" An even harder challenge: make it hard to write incorrect programs.
-OpenMP is not a step in the (entirely) right direction -In general, current shared memory programming models are very dangerous.
• They also perform action at a distance 
Domain-specific languages
A possible solution, particularly when mixed with adaptable runtimes Exploit composition of software (e.g., work with existing compilers, don't try to duplicate/replace them) Example: mesh handling -Standard rules can define mesh
• Including "new" meshes, such as C-grids -Alternate mappings easily applied (e.g., Morton orderings) -Careful source-to-source methods can preserve human-readable code -In the longer term, debuggers could learn to handle programs built with language composition (they already handle 2 languages -assembly and C/Fortran/…) Provides a single "user abstraction" whose implementation may use the composition of hierarchical models -Also provides a good way to integrate performance engineering into the application
Some Answers to the Revised Questions
What are the needs of the parallel software ecosystem? -More support for tools to work together How does MPI fit into that ecosystem? -It's the center (for now) -In most cases, MPI should be complemented with new, independent tools, rather than adding new groups of features within MPI What are the missing parts (not just from MPI)? -Support for higher-level programming
• Can but need not require new languages
Conclusions
MPI is alive and well There is still much to do to improve implementations -This conference continues to showcase the best research into better implementation approaches -Some parts of MPI's design, particularly for RMA, may need adjustment to achieve the intended performance MPI does not need new features -The parallel computing software ecosystem needs to work together to complement each tool -MPI has led the way
• With support for libraries • With the profiling and debugger interfaces MPI (the standard) will continue to evolve -http://www-unix.mcs.anl.gov/~gropp/projects/parallel/MPI/mpierrata/index.html -Open Forum, s1/s2 today at 6:15
