Unraveling the energy metabolism and the hemodynamic outcomes of excitatory and inhibitory neuronal activity is critical not only for our basic understanding of overall brain function, but also for the understanding of many brain disorders. Methodologies of magnetic resonance spectroscopy (MRS) and magnetic resonance imaging (MRI) are powerful tools for the noninvasive investigation of brain metabolism and physiology. However, the temporal and spatial resolution of in vivo MRS and MRI is not suitable to provide direct evidence for hypotheses that involve metabolic compartmentalization between different cell types, or to untangle the complex neuronal microcircuitry, which results in changes of electrical activity. This review aims at describing how the current models of brain metabolism, mainly built on the basis of in vitro evidence, relate to experimental findings recently obtained in vivo by 1 H MRS, 13 C MRS, and MRI. The hypotheses related to the role of different metabolic substrates, the metabolic neuron-glia interactions, along with the available theoretical predictions of the energy budget of neurotransmission will be discussed. In addition, the cellular and network mechanisms that characterize different types of increased and suppressed neuronal activity will be considered within the sensitivity-constraints of MRS and MRI.
This review focuses on some open debates, which concern the investigation of brain hemodynamics and energy metabolism during increased and decreased neuronal activity. Emphasis is given to controversies pertaining to the assessment of the main metabolic fuel of neurons, the metabolic neuron-glia interactions, the neurovascular cou-pling, the energetic outcomes of inhibition, and the sensitivity of magnetic resonance spectroscopy (MRS) and imaging (MRI) to investigate changes in neuronal activity. With this goal in mind, we describe the available hypotheses related to the use of metabolic substrates and to the compartmentalization of metabolism (section A); we then discuss results recently obtained in vivo with 1 H MRS (section B) and 13 C MRS (section C), giving particular emphasis to how these findings relate to the formulated metabolic hypotheses. After this is a section dedicated to the sensitivity of functional MRI (fMRI) techniques (section D). Although references are made to literature on other imaging methodologies where relevant, such as positron emission tomography (PET), this article is not intended to be a review of the large body of work that exist with these methodologies. With the intent of establishing a connection with the MRI and MRS data, insights are then provided into the available theoretical estimates of the energy budgets of neurotransmission (section E). Finally, we focus on the complex mechanisms, which can lead to suppression of neuronal activity, describing how this can be revealed by functional investigations of the brain (section F). Concluding remarks will be summarized in section G.
A. Energy metabolism of neuronal activation: the available hypotheses
The human brain has a high-energy requirement. Even though it constitutes only 2% of the body's weight, the brain consumes almost 20% of the global resting metabolism (Sokoloff, 1960) . However, the glucose consumption rate increases not more than B50% when the brain responds to external stimuli, and the increases in oxygen consumption are even lower (for review, see Shulman et al, 2001a; Giove et al, 2003) . Such increases are remarkably small, especially if compared, for example, to muscle, in which oxygen consumption during intense physical activity may increase as much as 70-fold (Gibala et al, 1998) largely because energy requirements of resting muscle is minimal.
These stimulation or task-evoked energy requirements and accompanying hemodynamic responses form the basis of most current neuroimaging approaches (e.g., fMRI and PET) used for 'functional' mapping in the brain. Yet, direct measurement of metabolic changes during neuronal activation in the working human brain remains a great challenge and in vitro evidence still plays a dominant role in defining our understanding of specific metabolic events related to neurotransmission.
Metabolic Substrates for Neurons at Work
Glucose has been traditionally considered as the primary energy source for neurons (Sokoloff, 1992) , but several lines of in vitro and in vivo evidence have showed that a number of compounds, such as lactate, pyruvate, acetate, glutamate, and glutamine, can also be oxidized by neurons (Zielke et al, 2007 and reference therein) . Among the substrates for energy generation that can serve as an alternative to glucose, lactate is the one that has received the greatest attention from the scientific community. Lactate can be efficiently oxidized by neurons, as extensively reviewed by Pellerin (2003) . In certain cell cultures, lactate was reported to be equivalent to glucose with regard to its access to the neuronal tricarboxylic acid (TCA) cycle (Waagepetersen et al, 1998) . Furthermore, lactate has been proposed to have some advantages compared with glucose during neuronal activation, because it can be converted to pyruvate in the absence of adinosinetriphosphate (ATP; Bliss and Sapolsky, 2001) . This hypothesis is consistent with the mandatory role of lactate for the recovery of synaptic activity after acute episodes that lead to abnormal levels (up to 10 mmol/L) of tissue lactate concentration [Lac] , as hypoxia (Schurr et al, 1997a, b) or traumatic brain injury .
The Astrocyte-Neuron Lactate Shuttle Hypothesis
Currently, one of the most debated hypotheses to describe metabolism of neuronal activation is the socalled astrocyte-neuron lactate shuttle hypothesis (ANLSH), which was introduced by Pellerin and Magistretti (1994) on the basis of experimental findings obtained in their cell cultures. Briefly, the ANLSH relies on a functional metabolic coupling between glutamatergic neurons and astrocytes, and postulates a major role for lactate as metabolic substrate for the activated neurons ( Figure 1) . The ANLSH suggests that glutamate, released by neurons, stimulates astrocytic glycolysis, thus producing lactate, which is then exported to neurons to be converted back to pyruvate and enter the neuronal TCA cycle. Partly supporting this hypothesis, Itoh et al (2003) found that the activation of pyruvate dehydrogenase reduced glial lactate release in vitro, and increased brain glucose consumption in vivo. The authors interpreted these results as suggestive of an increase in neuronal glucose consumption in the presence of reduced lactate released by glia; however, their results also indicated that the compartmentalization between glia and neurons of glucose and lactate metabolism might be neither complete nor entirely obligatory. Results obtained from the retrotrapezois nucleus of intact rats (Erlichman et al, 2008) indicated that neurons increased glucose uptake when neuronal monocarboxylate transporters (MCTs) were inhibited by treatment with a-cyano-4-hydroxycinnamate. This finding was considered to support the ANLSH as neurons in vivo would metabolize a combination of glucose and lactate. However, in the past, other authors have criticized the use of a-cyano-4-hydroxycinnamate to inhibit the plasmalemmal lactate transport (Chih et al, 2001) , because this compound is known to affect glucose metabolism by blocking pyruvate entry into mitochondria (Cox et al, 1985; Halestrap and Denton, 1974) . The idea that glial glutamate transport represents a critical step for triggering enhanced glucose use was supported by Voutsinos-Porche et al (2003) , who found a reduced metabolic response to whisker stimulation in knockout mice for glial glutamate transporters. Similar findings were reported by Cholet et al (2001) in rats with downregulated expression of one of the astrocytic glutamate transporters.
The metabolic coupling between neurons and astrocytes is thought not to occur in the case of inhibitory neuronal activity, given that GABA uptake into astrocytes does not induce a metabolic response in terms of increased glucose use or decreased ATP levels . Notably, given that glutamate is a precursor of GABA, the metabolic response to GABA uptake, if any, may not be direct.
Since its introduction, many experimental and theoretical efforts have been devoted to examine the ANLSH, providing evidence both in favor (reviewed in Pellerin et al, 2007; Pellerin and Magistretti, 2003) and against the ANLSH (Chih et al, 2001; Chih and Roberts, 2003; Cruz, 2003, 2004) .
Findings from In Vitro Studies Relevant for Addressing the Use of Glucose and Lactate
Consistent with the ANLSH, results obtained with microautoradiographic imaging have shown that [ 14 C]2-deoxyyglucose is taken up almost evenly between astrocytes and neurons in cell preparations obtained from moving rats (Nehlig et al, 2004) . Similar conclusions applied for the rat vagus nerve, where B80% of glucose appeared to be taken up by the Schwann (glia) cells (Vega et al, 2003) . Additionally, studies performed with real-time confocal microscopy indicated that glutamate stimulates glucose transporters in cultured hippocampal astrocytes (Loaiza et al, 2003) , and inhibits glucose transporters in hippocampal neurons (Porras et al, 2004) . Finally, the selective distribution of specific subtypes of the lactate dehydrogenase within neurons and glia has been interpreted as an evidence for a kinetic preference of neurons to oxidize lactate and of astrocytes to produce lactate (Lovatt et al, 2007) . In addition, after acute isolation, astrocytes were found to produce large quantities of lactate (Lovatt et al, 2007) , thus supporting the concept that lactate metabolism might be compartmentalized.
Regarding the amount of lactate used by cultured neurons, current results are inconsistent. The relative contributions of lactate and glucose to neuronal oxidative metabolism during nondepolarizing conditions were estimated as B70% and B30%, respectively, when the concentration of substrates simulated the physiologic in situ environment (Bouzier-Sore et al, 2006) . Lactate metabolism was confirmed to be higher than glucose metabolism in cultures of cerebellar neurons from neonatal mice under nondepolarizing conditions, but when neurons were exposed to pulses of N-methyl-D-aspartate, known to induce depolarization, only glucose and not lactate metabolism was upregulated (Bak et al, 2006) . Finally, findings from Ramirez et al (2007) Figure 1 Schematics of the metabolic neuron-glia coupling hypothesis as suggested by Pellerin and Magistretti (1994) . During depolarization, glutamate (Glu) is released in the intersynaptic space, and subsequently recycled by the Glu-Gln cycle. The transport of glutamate into astrocytes occurs with a concomitant inflow of Na + , leading to activation of Na + /K + -ATPase. The pump activates astrocytic glycolysis, which results in lactate (Lac) production. Sibson et al (1998) further emphasized that astrocytic glycolysis is needed to quickly satisfy the energy demands of the neurotransmitter recycling. Lactate, once released, can be taken up by neurons and then converted to pyruvate (Pyr) before entering into the TCA cycle. Even if direct neuronal uptake of glucose is not excluded by the ANLSH, lactate is considered to be the major fuel of the neuronal oxidative metabolism linked to neurotransmission.
when lactate was several-fold more concentrated than glucose, in agreement with previous findings by Bliss and Sapolsky (2001) .
Different experimental procedures in preparing the cell cultures might explain the different outcomes of the aforementioned in vitro studies (Bak et al, 2006; Bouzier-Sore et al, 2006; Ramirez et al, 2007) . From a more general perspective, a key component about cellular function that should be kept in mind is that electrical excitability is compromised under in vitro conditions because cell membranes are in an unusual environment. Additionally, using cultured cells to infer the metabolic fates of glucose and lactate in vivo has been questioned by some authors (Dienel and Cruz, 2004) . Cultured cells are indeed prepared from the brain of neonatal animals, and their metabolism does not necessarily reflect the in vivo metabolism of neurons of adult brains. The ratio between glycolysis and aerobic oxidization changes with development (Bilger and Nehlig, 1991; Lust et al, 2003) . Although oxidative metabolism is relatively small in the early developmental stages, the oxidative pathway is mainly fueled by lactate during the early neonatal period (Medina, 1985) . Both in the cortex and in the striatum of rat, the levels of lactate are approximately 10-fold higher in the fetus than in the neonate, and decrease by a further 50% from neonate to adult, whereas the glucose concentrations in the same regions remain comparable, and the ATP levels decrease only slightly (Lust et al, 2003) . An analogous change in energy metabolism is also suggested by the increase from prenatal to adult rat brain of the activity of the mitochondrial enzyme cytochrome oxidase (5-to 19-fold) which reflects oxidative capacity; in contrast, the activity increase of cytosolic lactate dehydrogenase is only 2-to 3-fold for the same period (Bilger and Nehlig, 1991) .
The Redox-Switch/Redox-Coupling Hypothesis
Further elements to the neuron-glia metabolic coupling have been proposed by Cerdan et al (2006) , who put the emphasis on the fact that both lactate and pyruvate can return back to the extracellular space from both neurons and astrocytes (Cerdan et al, 2006 and references therein) . Thus, extracellular lactate and pyruvate are in exchange with both neuronal and astrocytic pyruvate and lactate ( Figure 2 ). By considering that the monocarboxylate recycling depends on the cytosolic NAD + / NADH of both cell types, the authors suggested that neurons and glia choose their metabolic substrates (glucose and/or lactate) by 'sensing' the cytosolic redox state of each other. Monocarboxylates released in the extracellular space would act as transcellular couplers of the cellular cytosolic redox states. Furthermore, it is suggested that, after glutamatergic neurotransmission, the increased metabolic activity leads to a reduced glial cytosolic NAD + / NADH. Reducing equivalents are then transferred to the extracellular medium and to neurons, leading to a reduced redox state in neurons as well. This would inhibit neuronal glycolysis, favoring the neuronal oxidation of extracellular lactate. Part of the pyruvate derived from neuronal lactate oxidation, instead of entering into the TCA cycle, would finally return to the extracellular space and back to glia. Figure 2 Schematics of the redox-switch/redox-coupling hypothesis as suggested by Cerdan et al (2006) . The model emphasizes the bidirectional shuttling of lactate and pyruvate between neurons and astrocytes. Glucose enters in both neurons and astrocytes. Monocarboxylate transporters regulate the flux of lactate and pyruvate from neurons and astrocytes into the extracellular space, and vice versa from the extracellular space into neurons and astrocytes. Monocarboxylate concentrations are related to the cytosolic cellular redox state (NAD + /NADH ratio), and their release into the extracellular space act as transcellular couplers of the cellular cytosolic redox states of neurons and astrocytes. Whenever the cellular redox state is reduced in one cell type, glycolysis of that cell type is inhibited favoring the oxidation of extracellular lactate. The cellular cytosolic redox state is also regulated by the malateaspartate shuttle. A description of the malate-aspartate shuttle is provided in Figure 6 .
Energy usage during brain activation S Mangia et al Whereas a recycling of lactate has been convincingly shown in cell cultures in the time scale of several hours (Rodrigues et al, 2005) , the contribution of monocarboxylate recycling seems to be less significant in the in vivo activated cortex (see section 'Changes of lactate concentration in vivo').
Alternative Hypothesis About the Role of Lactate in Energy Metabolism
Another idea emphasizing the role of lactate in metabolism suggests that lactate, instead of pyruvate, is the end product of glycolysis potentially in all kind of tissues and in any condition, even in the presence of ample oxygen supplies (Schurr, 2006; Schurr and Payne, 2007) . In this picture, cytosolic glycolysis always leads to lactate formation, mainly to regenerate NAD + , which is consumed during the conversion of glucose to pyruvate. NAD + needs to be replenished by reoxidation of NADH, because depletion of NAD + reservoir would ultimately inhibit glycolysis. If lactate production occurs under aerobic conditions, lactate is subsequently shuttled into mitochondria and finally converted to pyruvate to enter the TCA cycle ( Figure 3 ). The shuttling of lactate into mitochondria (Hashimoto et al, 2008) and the presence of mitochondrial lactate dehydrogenase have been recently supported by experimental findings obtained in mitochondria extracted from cerebellar granule cells (Atlante et al, 2007) .
B. Interpretation of experimental findings obtained with in vivo 1 H magnetic resonance spectroscopy 1 H magnetic resonance spectroscopy allows the noninvasive measurement of metabolite concentrations in the human brain, along with their changes induced by variations in neurotransmission activity (for review, see Giove et al, 2003; Mangia et al, 2006) . This capability provides unique and valuable in-formation to understand the metabolism of the brain at work. In fact, changes of metabolite concentrations during activation imply changes in metabolic patterns, such as preferential use of different pathways or alteration of fluxes, even though changes in metabolic fluxes can be accomplished without changes in metabolite concentrations.
The Technical Challenges for a Reliable Quantification of Metabolites
The aforediscussed metabolic events associated with brain activity can in principle be probed by 1 H MRS because some of the metabolites in question are detectable by this approach. However, the reliable quantification of changes in metabolite concentrations during studies of functional MRS (fMRS) is a demanding task, and indeed studies reported in literature have often produced inconsistent results (reviewed in Mangia et al, 2006) . Because of the limited chemical shift range of the proton spectra (B5 p.p.m.), resonances of different brain metabolites are largely overlapped, thus challenging quantification especially for those metabolites present in low concentrations, such as lactate, glucose, or GABA. This difficulty likely contributed to the inconsistency of results reported in the literature about [Lac] changes during activation. The feasibility of detecting [Lac] changes under stimulation has been challenged by some authors: a high variability of the basal [Lac] was underlined by Merboldt et al (1992) , who did not detect any reproducible time course during several kinds of visual stimulation. In addition, unwanted contributions from lipids outside the selected area of interest can contaminate spectra obscuring lactate resonances. Boucard et al (2005) did not observe any significant alteration of the spectra during prolonged stimulation; in their setup, the region of the spectrum around 1.33 p.p.m. was indeed affected by unstable signals presumably coming from lipids of the scalp. In other works, significant increases in [Lac] have been reported in healthy subjects during prolonged visual stimulations (Frahm et al, 1996; Mangia et al, 2007a; Prichard et al, 1991; Sappey-Marinier et al, 1992) , but not during 32-sec visual stimulations (Katz-Brull et al, 2006) .
Optimizing the sensitivity and accuracy of the methodology for fMRS is especially critical not only because metabolites are present in low concentration, but also because concentration changes can be relatively small (Riera et al, 2008) . One of the findings provided by MRS of intact organs in or ex vivo has been the demonstration that metabolite concentrations are likely to be homeostatically controlled under physiologic conditions (e.g., Balaban et al, 1986; From et al, 1986; Hochachka, 2003; Robitaille et al, 1990) . In this context, ultra-high magnetic field (B 0 ) systems can help in obtaining robust and accurate time courses of metabolites. Figure 3 Schematics of the hypothesis about lactate as suggested by Schurr (2006) . Cytosolic glycolysis leads to lactate formation, which regenerates NAD + . Lactate is then transported into mitochondria where it is converted to pyruvate to enter the TCA cycle.
Energy usage during brain activation S Mangia et al Similar to MRI, 1 H MRS benefits from the gain in signal-to-noise ratio at higher B 0 (Gruetter et al, 1998b; Vaughan et al, 2001) . In addition, the chemical shift dispersion measured in Hz increases with B 0 , thus emphasizing the characteristic spectral patterns of metabolites and decreasing spectral overlaps. These gains are realized despite increases in linewidths with higher B 0 (Tkac et al, 2001) . These features allow more accurate assignments and reliable quantification of an increased number of metabolites at ultra-high B 0 . The detection of metabolites by 1 H MRS, nonetheless, remains restricted to those compounds with concentrations on the order of mmol/g.
Although high-resolution NMR spectrometers operating up to 900 MHz (21 T) are routinely used for in vitro biochemistry studies, the development of in vivo 1 H MRS is challenged by the construction of large bore-size magnets operating at ultra-high B 0 .
In vivo 1 H MRS at ultra-high B 0 has specific requirements on adjustment of B 0 homogeneities (shimming) and on pulse sequence design (reviewed in Tkac and Gruetter, 2005) . Efficient shimming methods (Gruetter and Tkac, 2000; Hetherington et al, 2006) and powerful second-order shimming system are essential to take advantage of the increased chemical shift dispersion at ultra-high B 0 and thus to acquire highly resolved spectra. Additionally, to guarantee reliable quantification of an extended set of brain metabolites, pulse sequences must minimize chemical shift displacement errors, must reduce the contamination by unwanted signals from outside the voxel (such as subcutaneous lipids), and must efficiently suppress the water signal.
Magnetic fields up to 7 T have now been used for human spectroscopy applications (Michaeli et al, 2002; Terpstra et al, 2002; Tkac et al, 2001) , leading to the reliable quantification of a high number of brain metabolites. The concentrations of 17 brain metabolites were measured in 12 subjects in 36 separate studies with unprecedented sensitivity and temporal resolution at 7 T in the human primary visual cortex during three different paradigms of visual stimulation (Mangia et al, 2007a, b) . Among all measured brain metabolites, minute (B0.2 mmol/ g) but significant changes were observed for [Lac], glutamate concentration [Glu], and aspartate concentration [Asp]; in addition, glucose concentration [Glc] manifested a tendency to decrease during stimulation periods (Mangia et al, 2007a) . The temporal changes found for these four metabolites were validated by the analysis of the difference spectrum ( Figure 4 ). The peaks in this difference spectrum ( Figure 4C ) were attributed to concentration changes of metabolites as well as to linewidth changes ascribed to the blood oxygenation level dependent (BOLD) effect (Ogawa et al, 1990) , which is known to alter the T 2 * of both water and metabolite signals. This phenomenon results in a small narrowing of all signals in the spectrum during brain activation (Mangia et al, 2006; Zhu and Chen, 2001) , and is discernible mainly on the strong singlets of the spectrum. The linewidth changes introduced by the BOLD effect can be minimized or even eliminated by applying appropriate line broadening to the stimulation spectrum before subtraction ( Figure 4D ). The residuals in this 'BOLD-free' difference spectrum correspond to concentration changes.
Decreases of Glucose Concentration During Sensory Stimulation: A Link to Increased Glucose Consumption Rates
Among the metabolites quantifiable with 1 H MRS, glucose is undoubtedly one of the most problematic, because its low concentration and the spread of its resonances in several multiplets can impair detection. Therefore, particular caution needs to be x 20
x 20
Glc Figure 4 Changes of metabolite concentrations during sustained visual stimulation, as revealed by the analysis of the difference (C and D) between spectra acquired during rest (A) and stimulation (B). (D) is same as (C), but the spectrum acquired during stimulation was line broadened by 0.4 Hz to match the linewidth of the spectrum acquired at rest (elimination of the BOLD effect on metabolites). (E-L) LCModel fit (Provencher, 1993) of the difference spectrum (D). Spectra were summed from different subjects (N = 12). Minute but significant changes in metabolite concentrations (B0.2 mmol/g) were observed for lactate, aspartate and glutamate. In particular, [Lac] increased by 23%±5% (P < 0.0005), [Glu] increased by 3%±1% (P < 0.01), whereas [Asp] decreased by 15% ± 6% (P < 0.05). Finally, [Glc] showed a tendency to decrease during activation periods. From Mangia et al (2007a) . (Chen et al, 1993; Frahm et al, 1996; Merboldt et al, 1992) , or indications of gradual reductions in [Glc] (Mangia et al, 2007a) , have been reported during sensory stimulations. Reduction of [Glc] can be interpreted in terms of increased rates of glucose consumption (CMR glc ), as suggested for example by Chen et al (1993) . The maximum rate at which [Glc] decrease on onset of stimulation is given by the difference between CMR glc under stimulation and rest, DCMR glc . Considering CMR glc = 0.4 mmol/g/min in basal condition and references therein) and assuming an increase by B30% during visual stimulation (Marrett and Gjedde, 1997; Newberg et al, 2005) , brain [Glc] cannot decrease faster than B0.1 mmol/g/min, which is consistent with the published data (Chen et al, 1993; Frahm et al, 1996; Merboldt et al, 1992; Mangia et al, 2007a) . During stimulation, a new constant steady-state [Glc] should occur when the net influx of glucose trough the blood-brain barrier is equal to CMR glc . Reversibility of glucose transport through the blood-brain barrier (Gruetter et al, 1998a) suggests that the rate at which the new steady state is approached depends on the reverse transport of glucose from the brain to plasma, which must decrease when brain [Glc] is reduced.
However, detailed and quantitative information about glucose transport parameters during activation cannot be obtained from the available 1 H MRS data. After 25 mins of visual stimulation, Chen et al (1993) observed an indication of recovery toward the initial baseline of [Glc], but the temporal resolution of their study was not sufficient to assess if a steady-state [Glc] was approached during stimulation. A timeindependent steady-state [Glc] during stimulation was not observed either in the studies by Frahm et al (1996) , Merboldt et al (1992) , and Mangia et al (2007a) , likely because of the insufficient duration of the stimulation epochs, or to insufficient sensitivity of the measurement to determine the [Glc] trajectory more precisely.
Increases of Lactate Concentration During Sensory Stimulation: A Link to Increased Oxidative Metabolism
Findings obtained at 7 T showed that [Lac] increased in the first minute of visual activation by B0.2 mmol/g (corresponding to almost 20% [Lac] increase), reached a new steady state during the ongoing stimulation period, and came back to baseline after the end of the stimulus (Mangia et al, 2007a) . These observations were in qualitative agreement with earlier studies (Frahm et al, 1996; Prichard et al, 1991) , which also reported that [Lac] increases during similar paradigms. However, previous findings indicated transient and larger increases of [Lac] , which might be ascribed to different experimental conditions adopted, as discussed by Mangia et al (2007a) .
The small increase in [Lac] observed by Mangia et al (2007a) could not be because of insufficient oxygen supply, because blood is known to be hyperoxygenated during activation, a phenomenon which is at the basis of the BOLD contrast (Ogawa et al, 1990) . The observed increase in [Lac] was interpreted to be consistent with increased oxidative metabolism ( Figure 5 ). Indeed, lactate being in dynamic equilibrium with pyruvate, changes in the steady-state [Lac] imply an increase in pyruvate levels for a given cytosolic redox potential and pH. However, pyruvate levels have been suggested to rise during increased oxidative metabolism (Dienel and Cruz, 2003; Gjedde and Marrett, 2001) ; therefore, the small changes of [Lac] observed during physiologic stimulation (Mangia et al, 2007a) can reflect increased oxidative metabolism. Because of the permeability of the blood-brain barrier to lactate, an increased brain [Lac] during stimulation may result in a net lactate efflux, considering that the plasma [Lac] is unlikely to change. This lactate efflux was estimated to account for a drop of the oxygen to glucose index from 5.5 to 5.1, and at least 97% of the increased ATP synthesis during activation was calculated to be powered by oxidative processes (Mangia et al, 2007a) . This is in disagreement with the concept that anaerobic processes are largely Figure 6 ).
responsible for sustaining increased neuronal activation, a hypothesis that was suggested after initial studies conducted with PET (e.g., Blomqvist et al, 1994; Fox et al, 1988) . However, it is consistent with other data obtained with MRS, MRI, and PET that significant increases in oxygen consumption occur during stimulation (e.g., Chen et al, 2001; Hoge et al, 1999; Marrett and Gjedde, 1997) , albeit proportionately less than the increases in glucose consumption (for review, see Giove et al, 2003; Shulman et al, 2001a) . In any case, it is important to emphasize that to evaluate how much energy is accounted by oxidative or nonoxidative processes, the energy budget must be discussed in terms of ATP produced and consumed, and not in terms of glucose consumption alone. Aerobic glucose consumption yields B34 ATP molecules per glucose consumed versus only 2 when glucose is converted to pyruvate and lactate without requiring oxygen. Thus, even if stimulus-induced increases of oxygen consumption rate are very small (B5%) whereas CMR glc increases by 50%, as suggested by the original PET data (Fox et al, 1988) , nonoxidative glucose consumption would account for only 40% of the increase in ATP requirements induced by alterations in neuronal activity. This leads to the conclusion that even a relatively small increase in oxygen consumption rate translates into most of the stimulation or task induced ATP being produced oxidatively. In this conclusion, we refer to metabolism by all cell types (astrocytes and neurons) without making a distinction between them.
Changes of Glutamate and Aspartate Concentrations During Sensory Stimulation: A Possible Link to the Malate-Aspartate Shuttle
The small [Lac] increases (Mangia et al, 2007a) described in the previous section can potentially be linked with the rise of oxidative metabolism also within the context of the hypothesis formulated by Schurr (2006) . However, this hypothesis does not specify whether and how lactate formation in the cytosol competes with the malate-aspartate shuttle (MAS), which is the commonly accepted mechanism that neurons have to guarantee the continuation of aerobic glycolysis (for review, see McKenna et al, 2006 ; for a brief description, refer to Figure 6 ). An increase of the MAS rate during stimulation, expected with increased oxygen consumption, has been suggested based on the observations that [Glu] slightly increased during prolonged visual stimulation, whereas [Asp] decreased by a comparable amount (Mangia et al, 2007a) . Indeed, as most of the tissue glutamate is in the cytosol, the increased [Glu] along with a similar decrease in [Asp] were consistent with an increased flux through the MAS and the fact that the Glu-Asp antiporter at the inner mitochondrial membrane is rate limiting (LaNoue and Tischler, 1974) .
Changes of Lactate Concentration
In Vivo: An Evidence for Inhibition of Neuronal Glycolysis?
To date there are no direct in vivo measurements of the amounts of lactate and glucose that are specifically used by neurons and astrocytes during activation, and the interpretation of experimental data regarding [Lac] changes in vivo is anything but straightforward (Dienel and Cruz, 2003; Korf, 2006) . A question one can address is whether the [Lac] increases observed in vivo during stimulation (Frahm et al, 1996; Mangia et al, 2007a; Prichard et al, 1991; Sappey-Marinier et al, 1992) are high enough to inhibit neuronal glucose consumption, leading to a preferential usage of lactate as in pathologic conditions Schurr et al, 1997a, b) . Results by Ramirez et al (2007) suggested that B3.6 mmol/L extracellular [Lac] is needed to inhibit neuronal glucose consumption by 50%. However, tissue [Lac] has been measured to increase no more than 1 mmol/g during stimulation (Dienel et al, 2002; Frahm et al, 1996; Madsen et al, 1999; Mangia et al, 2007a, b; Prichard et al, 1991) ; even the increases in [Lac] measured in the extracellular medium did not overcome this limit (Hu and Wilson, 1997) . Ramirez et al (2007) (Mangia et al, 2007a) ; such changes were interpreted in agreement with an increased flux through the MAS expected for increased oxidative metabolism.
Energy usage during brain activation S Mangia et al Pellerin et al, 2005; Pierre et al, 2000 Pierre et al, , 2002 are not conclusive because localization of MCTs in presynaptic or postsynaptic elements is specific to certain (but not all) synapses, and species differences may exist (Debernardi et al, 2003; Pierre et al, 2002) .
In Vivo: An Evidence for a Preferential Usage of Lactate Glycolitically Produced by Astrocytes?
Another question of interest is whether the functional [Lac] changes measured in vivo are consistent with a preferential usage by neurons of lactate, produced glycolitically by astrocytes. The interpretation of tissue [Lac] changes in the context of compartmentalized metabolism requires the formulation of mathematical models, a goal that has been tackled by Aubert et al, , 2007 . The main common conclusion drawn by these simulation studies was that astrocytic release and neuronal uptake of lactate occur in the initial 30 secs of increased neurotransmission Aubert et al, , 2007 . However, when considering the evolution of [Lac] during the rest of the prolonged stimulation (up to 6 mins), the transient increases of tissue [Lac] observed experimentally by Frahm et al (1996) were consistent with a neuronal, rather than astrocytic, release of lactate in the extracellular space, as shown by the Figure 4 of the paper by . Overall, these results indicate that the ANSL would be active only for the early response to stimulation, possibly for reasons hypothesized previously (Shulman et al, 2001b) , but not during the rest of ongoing increased neuronal activity.
Recently, other investigators (Simpson et al, 2007) have suggested that neurons would be responsible for the generation of the transients changes in [Lac] observed during stimulation. Such a conclusion was based on the results of a mathematical model, which included the concentration and kinetic properties of glucose and MCTs. Simulation based on this model predicted that neurons, and not astrocytes, would generate the transient increase of extracellular [Lac] as measured in the dentate gyrus of the hippocampus of the rat brain after electrical stimulations of the perforant pathway (Hu and Wilson, 1997) . Neuronal rather than astrocytic glycolysis (e.g., the conversion of glucose to pyruvate) was previously suggested by Gjedde and Marrett (2001) . The authors predicted two time courses of oxygen consumption based on the kinetic properties of the lactate dehydrogenase subtypes LD1 and LD5, which are preferentially distributed in neurons and astrocytes, respectively (Bittar et al, 1996) . By comparing the time course of oxygen consumption changes measured by PET with the predicted ones, Gjedde and Marrett (2001) concluded that the conversion of glucose to pyruvate occurs mainly in neurons, both at rest and during stimulation.
These modeling considerations, in conjunction with the reported time courses of [Lac] in vivo suggest that neurons may not necessarily rely on the lactate glycolytically produced by astrocytes as their main metabolic fuel although such lactate produced by astrocytes can indeed be a carbon substrate for neurons.
C. Interpretation of experimental findings obtained with in vivo 13 C magnetic resonance spectroscopy 13 C magnetic resonance spectroscopy is less affected by resonance overlaps compared with 1 H MRS, because of much wider chemical shift range, but carbon isotope 13 C has low natural abundance (1%) and, therefore, the intrinsic sensitivity of in vivo 13 C MRS to detect brain metabolites is very low. However, when a highly enriched 13 C-labeled substrate is administrated (for instance [1-13 C]glucose), 13 C MRS can detect the incorporation of 13 C label into different carbon positions of various brain metabolites, such as glutamate, glutamine, lactate, or aspartate. From these time courses, metabolite fluxes (e.g., neurotransmitter recycling and TCA cycle rates) can be extracted using one-or two-compartment metabolic models (for review, see de Graaf et al, 2003; Henry et al, 2006) . The increased sensitivity offered by ultra-high B 0 results in more reliable estimates of metabolic fluxes.
At the moment, 13 C MRS has been used for investigating the energy cost of neuronal activity mostly in animal models; only a couple of pilot functional human studies have been published so far Chhina et al, 2001) . The conclusions of both studies were limited to the definition of upper limits for functional changes of the TCA cycle rate because of modeling constraints; these upper limits suggested significantly more fractional increase in oxidative glucose consumption (B30% in Chen et al, 2001 and B60%-in Chhina et al, 2001) compared with the early PET data but more consistent with those reported using BOLD modeling. In the following paragraphs, we will discuss the main results and the interpretation of the findings obtained by 13 C MRS studies aimed at investigating the relationship between metabolism and neurotransmission in animal models.
The Relationship Between Glucose Consumption and Neurotransmitter Recycling Rates
Experiments conducted with 13 C MRS in animals under different level of anesthesia lead to the conclusion that the majority of brain energy consumption is associated with neuronal activity as measured by neurotransmitter recycling (Choi et al, Sibson et al, 1998) . The energy consumption measured in rats under pentobarbital anesthesia, where electroencephalographic (EEG) measurements showed an isoelectricity state of the cortex, was found to be 20% to 50% of total energy consumption (Choi et al, 2002; Oz et al, 2004; Shulman et al, 2004) . In addition, a 1:1 slope was reported for the relationship between aerobic glucose consumption rates and neurotransmitter cycling rates (Sibson et al, 1998) . Other authors have reported this relationship to be different from this ratio (Choi et al, 2002; Gruetter et al, 2001) . However, Hyder et al (2006) have suggested that differences between these reports are negligible. Sibson et al (1998) proposed a mechanistic explanation for a 1:1 stoichiometry, involving basic aspects of the metabolic neuron-glia coupling model. Specifically they suggested that glycolysis is used by astrocytes because it provides the two 'fast' ATPs for the increased activity of Glu-Gln cycle after the neuronal release of glutamate in the intersynaptic cleft. This process links the increased metabolic needs of glucose by astrocytes in a 1:1 way with the energy demands of the Glu-Gln cycle. If one further assumes that neurons use the lactate, which is exported in the extracellular space by astrocytes, without increasing their own glycolysis, then a 1:1 relationship should be expected between overall aerobic glucose consumption and Gln-Gln cycle rates. Hyder et al (2006) subsequently included the GABA cycling (Patel et al, 2005) and the glial oxidative fluxes (Cruz et al, 2005; Oz et al, 2004) , but they retained the basic idea of a lactate flow from glia to neurons, and maintained the basic hypothesis that anaerobic glycolysis is needed in glia. It is noteworthy that including the GABA-glutamine cycling in the neuron-glia coupling implies that GABA uptake by astrocytes should increase glycolysis, in contrast with experimental findings from Chatton et al (2003) . Hyder et al (2006) concluded that a relationship still close enough (even if not exactly equal) to 1:1 could be predicted on the basis of this updated version of the model, estimating that neurons use 70% of glucose equivalents from lactate produced by astrocytic glycolysis, with the remaining 30% coming from exogenous glucose.
The Glu-Gln Cycle as a Measure of Neuronal Electrical Activity
Along with estimates of metabolic fluxes obtained with 13 C MRS, Sibson et al (1998) reported electrical measurements of the EEG activity of the rat brain under the different anesthesia used in their study. However, a quantitative correlation between the EEG activity and the neurotransmitter cycling rate was not established.
EEG is mainly sensitive to synaptic (rather than spiking) activity. The synaptic activity is linked to both glutamatergic (excitatory) and GABAergic (inhibitory) neurotransmitter recycling activity. However, the spiking output critically depends not only on the global neurotransmitter recycling, but also on the dynamic balance between excitatory and inhibitory activity. Therefore, the relationship between spiking and synaptic activity is not always obvious or predictable. Given this consideration, it would be critical to establish the energy consumptions also based on the firing rates. Some experiments conducted with [ 14 C]deoxyglucose method (reviewed in Sokoloff, 1999) have showed a proportionality between the rates of glucose use and spike frequency in the superior cervical ganglion or dorsal horn of the spinal cord during electrical stimulation. Proportionality of energy consumption with spiking rates has also been suggested in the cortex (Smith et al, 2002) , but this issue remains an open debate. We will discuss the matter related to the contribution of synaptic versus spiking activity in greater detail in sections E and F.
The Challenges of the Anesthetized and Awake States for Metabolic Studies
Anesthetics or drugs such as bicuculline are widely used to modulate neurotransmission. Correlating the energy demands under different anesthetics with neuronal activity levels is nonetheless challenged by the complexity of the anesthetics action (Hemmings et al, 2005) , even if the majority of anesthetics likely affect similar pathways to induce loss of consciousness (Franks, 2008) . In principle, observed changes in metabolism could be because of secondary effects induced by anesthetics rather than merely because of a decrease in neurotransmission activity. Awake alert brain studies also face numerous challenges; they can be confounded by genetic, hormonal, or stress factors. In addition, in the awake state, one is confronted with the problem of the high rate of basal neuronal activity and energy consumption and, likely, relatively small perturbations imposed on this ongoing activity. The alterations induced by physiologic interventions, such as external stimuli, on metabolic turnover rates used for modeling may be too small to be detected by the current methods. This is indicated in the raw data for glutamate C4 carbon labeling kinetics in the human brain ; in this study the two labeling curves were obtained simultaneously in the two different hemispheres, one maximally stimulated and the other not stimulated at all; they display a very small difference requiring highly accurate measurements to quantitate this small difference.
Reliability of the Estimates of Metabolic Fluxes
Metabolic fluxes are not directly measured by 13 C MRS, but are obtained on the basis of metabolic modeling. Therefore their estimates critically depend on the adopted models and experimental conditions. Unfortunately, all of the currently published results Energy usage during brain activation S Mangia et al have been analyzed by a variety of different models that make comparisons difficult or, given the complexity of the modeling involved, provide grounds for questioning the validity of the comparisons. Normally, new approaches can be validated by performing a set of measurements under conditions where the answer is a priori known, and/or by comparison with results obtained using other, preferably well-established, techniques. In case of 13 C modeling, this is possible for the measurement of the TCA cycle rate, which must be stochiometrically related to CMRO 2 . For example, Zhu et al (2002) found that, when matched for cerebral blood flow (CBF), CMRO 2 measured by 17 O MR in the anesthetized rat brain agreed well with TCA cycle rate determined from 13 C metabolic modeling (Hyder et al, 2000) as well as with CMRO 2 calculated from measurements of glucose consumption using invasive but robust autoradiographic technique (Nakao et al, 2001) . However, such an evaluation is not feasible with Glu-Gln cycling rate. No other approach for the measurement of this process exists. Several observations show that the rates for Glu-Gln cycling derived from 13 C MRS data behave as expected; e.g., they decrease with deeper anesthesia (Choi et al, 2002; Sibson et al, 1998) , and are significantly lower in the anesthetized state relative to the awake state (Oz et al, 2004) , as previously discussed. However, a direct validation of the absolute rates remains elusive. Recently, Shestov et al (2007) have used Monte Carlo simulations to investigate the performance of a two-compartment model to fit positional 13 C enrichment curves obtained during infusion of 13 Clabeled glucose. Monte Carlo simulations are widely used to predict the variance of the estimates obtained by mathematical models; this approach estimates the probability of certain outcomes by running multiple trials with random variables. The authors explored the effects of different simulated experimental conditions, varying parameters such as the number of fitted turnover curves (from 3 to 7), the number of experimental data points per turnover curve (from 20 to 100), or the noise level as identified by the standard deviation of a Gaussian white noise (from 0 to 0.25 mmol/g). In addition, the authors investigated how changes in metabolic fluxes affect the turnover curves. They concluded that the determination of Glu-Gln cycling rate, using the specific model they were testing , is relatively unreliable under the experimental conditions typical for in vivo 13 C MRS studies (generally 2 to 3 turnover curves, number of points < 30, noise level: 0.1 to 0.3 mmol/g). On the contrary, the neuronal TCA cycle rate is determined with a much higher precision. The applicability of these results to other formulation of the metabolic modeling used for the analysis of the 13 C MRS data remains unknown. However, these results have already stimulated the inclusion of metabolic processes some of which were previously observed but not consistently used in modeling, such as glutamine dilution (e.g. Shen et al, 1999) and the additional use of [2-13 C]acetate substrate which is known to be specific to glia (e.g. Lebon et al, 2002) , for achieving significant improvements in the accuracy of the 13 C based Glu-Gln cycling rates. Thus, metabolic modeling of 13 C MRS data is still evolving. It is anticipated that further developments will lead to better models and improved accuracy of the determination of neurotransmitter cycling.
The (B) 1:1 Relationship and the Astrocyte-Neuron Lactate Shuttle Hypothesis
As the main function of neurons is neurotransmission, it is not surprising that glucose energy consumption and neurotransmitter recycling rates have been observed to be correlated (Choi et al, 2002; Sibson et al, 1998) . In principle, this proportionality could be 1:1 as well as any other ratio. A 1:1 relationship (Sibson et al, 1998) or close to 1:1 relationship (Hyder et al, 2006) are consistent with the ANLSH only on the basis of additional assumptions, namely that (1) astrocytes strictly need glycolysis for the Glu-Gln cycle and (2) neurons consume the lactate produced by astrocytes and use B17 aerobically produced ATP per molecule of lactate transported to neurons to fulfill the energy demands of neurotransmission-related events. Notably, linking glucose consumptions in an B1:1 way with the Glu-Gln cycle in the context of the ANLSH implicitly neglects the intervention of neuronal glutamate uptake, which occurs during neurotransmission (Bak et al, 2006; Danbolt, 2001; Drejer et al, 1982; Waagepetersen et al, 2005) . Finally, an B1:1 relationship could be explained by other more conventional hypothesis of brain metabolism. As emphasized by Chih and Roberts (2003) , a model where astrocytic glucose consumption is just 20% aerobic predicts that neurons would account for 75% of the total glucose consumption in the study by Sibson et al (1998) .
D. Interpretation of experimental findings obtained with functional magnetic resonance imaging
Functional MRI techniques have been developed on the basic notion that brain activity is strongly and constantly coupled with hemodynamic and metabolic phenomena. Functional MRI reveals neuronal activation in terms of an increase in measured signal during the execution of a task or an input of a signal, when compared with a control state with lower or different functional involvement. This response reflects the task-or stimulus-induced switch between two different levels of neuronal activity. Functional MRI techniques generally acquire a series of consecutive brain images using fast acquisition schemes. The effective resolution of activation maps Energy usage during brain activation S Mangia et al is mainly determined by the characteristics of the functional signals and not by the intrinsic resolution of the acquired images (Ugurbil et al, 2003 and references therein) . The hemodynamic/metabolic alterations detected by fMRI during neuronal activity indeed spread on a wider area than the actual neuronal site of activation. The choice itself of the acquisition sequence and the magnetic field can be of outstanding importance in modulating signal dynamics. For instance, spin-echo and gradient-echo approaches exploit very different sensitivity to micro-and macrovasculature. These sensitivities are field dependent, and the signal behavior can only be explained on the basis of an accurate physical modeling of the static and dynamic contributions to the NMR signal originating from blood vessels (Ogawa et al, 1993; Ugurbil et al, 2006 and references therein). Ultra-high B 0 are beneficial for fMRI, because they enhance signal-to-noise ratio, contrast-to-noise ratio, and specificity (Ugurbil et al, 2003, 2006, and references therein) . Spatial resolutions in the range of 0.15 Â 0.15 Â 2 mm 3 (Fukuda et al, 2006; Harel et al, 2006; Logothetis et al, 2002 , and references therein), 0.2 Â 0.2 Â 2 mm 3 (Silva and Koretsky, 2002) , or 0.2 Â 0.2 Â 0.2 mm 3 (Kida et al, 2002) can be reached in high field animal studies, and up to 0.5 Â 0.5 Â 2 mm 3 in high-field human studies (Yacoub et al, 2007, 2008 and references therein) . At these resolutions and with appropriate imaging strategies, detection of neuronal activity at a columnar or laminar level can be attained. However, the differentiation of the local cellular microcircuitry of single columns or the differentiation of different cell types (neurons/astrocytes, excitatory/inhibitory neurons) remain intrinsically not accessible by fMRI.
Finally, the specificity and sensitivity of hemodynamic signals to inhibitory neurotransmission is nowadays an active area of debate, and it will be discussed in section 'The interpretation of task induced decreases of the fMRI signal' and later in section F. As fMRI techniques rely on the so-called neurovascular coupling, for the sake of completeness some relevant aspects of the latter are briefly discussed in section 'The mechanism of vasodilatation'; the current knowledge of the link between measured fMRI signals and neuronal activity is summarized in section 'The neuronal origin of the blood oxygenation level dependent contrast'.
The Mechanism of Vasodilatation
Both neurons and glia play a critical role to the regulation of CBF; this regulation relies on the orchestrated work of endothelial cells, pericytes, and smooth muscle cells (for review, see Girouard and Iadecola, 2006 and reference therein) . Numerous factors, such as extracellular ions (e.g., Ca 2 + and K + ), metabolic factors (e.g.; lactate or CO 2 ) and neurotransmitters (e.g., glutamate and GABA), have been shown to be either directly or indirectly implicated in the neurovascular coupling. Even if CBF is correlated to metabolic activity in the activated cortex (Hoge et al, 1999) , absolute level of energy usage does not directly regulate CBF, as hypoglycemia (Powers et al, 1996) and hypoxia (Mintun et al, 2001) have been shown to have no effects on the local CBF responses to physiologic brain stimulation. This implies that it is not the lack of nutrients that drives directly the increase of CBF with stimulation.
The Neuronal Origin of the Blood Oxygenation Level Dependent Contrast
The most commonly used fMRI strategy relies on the BOLD contrast (Ogawa et al, 1990) , in which signal changes in T 2 *-weighted or T 2 -weighted images result from the local variations in the deoxyhemoglobin content of the blood. As such, the BOLD signal is not directly related to electrical neuronal activity, but rather depends on the interplay of metabolic-vascular parameters, which affect the deoxyhemoglobin content in response to neurotransmission events. Measurements of intracortical electrical activity and BOLD-fMRI in monkeys (Logothetis et al, 2001; Rauch et al, 2008) have convincingly shown that the BOLD contrast reflects the input and intracortical processing identified by local field potentials (LFPs), rather than the cortical spiking output identified by multi-unit activity (MUA). A similar conclusion applies also for CBF in the cerebellum (Lauritzen, 2001; Mathiesen et al, 1998) . Earlier studies with simultaneous EEG recordings, which are expected to reflect synaptic activity hence LFPs, and BOLD-based fMRI studies had also shown proportionality during suppression of neuronal activity during inhibitory interactions (Ogawa et al, 2000) . These evidences are consistent (even if not conclusive) with the release of neurotransmitters and extracellular ions playing a critical role in the mediation of the neurovascular coupling. Notably, recent findings obtained with two-photon imaging of calcium signals in the ferret visual cortex showed that inhibiting glutamate transporters of astrocytes inhibits the hemodynamic response (Schummers et al, 2008) . Some authors argue that BOLD actually reflects spiking activity as well (on this topic, see the review by Raichle and Mintun, 2006) . However, it is worth noting that if the firing rate is increased (not always the case) during certain behavioral or stimulation conditions, these increases are always correlated with LFPs and of course with BOLD. This is why BOLD signals show significant temporal correlations with both LFP and MUA during increased neuronal activity (Logothetis et al, 2001) . Of additional interest are the cases of dissociation in cortex, where converging inputs in an area result in crossinhibition and abolishment of spiking (no output).
As later emphasized by Logothetis and Wandell
Energy usage during brain activation S Mangia et al (2004) , the conclusion drawn about the origin of the BOLD signal relied on the observation that recording sites characterized by strong adaptation showed that, in the absence of any change in the MUA and single spikes, the LFPs were the only regressor that could be used to estimate BOLD (Logothetis et al, 2001) . Supporting this line of thought, Viswanathan and Freeman (2007) have found that changes in tissue oxygen concentration were well correlated with LFP even in absence of spikes.
The Interpretation of Task Induced Decreases of the Functional Magnetic Resonance Imaging Signal
Areas showing a significant decrease of the fMRI signal correlated with a task are usually observed during functional experiments. These signal decreases are often interpreted as task-induced 'deactivation' or negative deviations from a basal state of brain function under conditions of minimal sensory information processing (Binder et al, 1999; Lawrence et al, 2003; McKiernan et al, 2006; Pochon et al, 2002) . However, the notion of reduction of neuronal activity in some regions whereas other regions may be involved in sensory or motor processing does not exclude the possibility of hemodyanmic signal reductions because of vascular steal effects (see discussion in Shmuel et al, 2002) . In the rat primary somatosensory cortex, it has been shown that suppressed neuronal activity and concurrent arteriolar vasoconstriction may explain negative BOLD signal (Devor et al, 2007) . Therefore caution has to be used when predicting the outcome of suppressed neuronal activity on the fMRI signal, and vice versa when deducing a suppressed neuronal activity based on signal decreases. For instance, no measurable changes in BOLD were detected when the motor cortex was inhibited (as confirmed by transcranial magnetic stimulation experiments) during the no-go condition of a two-choice reaction time task, where go and no-go visual stimuli were presented randomly (Waldvogel et al, 2000) . Robust negative BOLD signals were instead observed in the inhibited ipsilateral motor cortex during unimanual motor tasks (Hamzei et al, 2002; Stefanovic et al, 2004) . However, Harel et al (2002) observed a reduction of both the BOLD signal and cerebral blood volume in higher-order visual areas of the anesthetized cat in response to full-field drifting gratings, whereas such regions are known to increase their neural activity during that task. Although vascular effects cannot be excluded as contributors to signal reduction, evidence suggest that they are unlikely to be the predominant cause in humans. For one, vascular shunts, which by themselves would generate unpredictable vascular contrasts, do not exist in the primate cortex (Duvernoy et al, 1981) . Second, hemodynamic artifacts have been shown to be inconsequential in the human early visual cortex.
The evoked hemodynamic response induced by a fixed visual stimulus was indeed observed to have different amplitudes depending on the baseline conditions, likely reflecting different neuronal responses required to reach the same peak amplitude (Pasley et al, 2007) . Most importantly, fMRI and CBF measurements during retinotopic stimulations in the primary visual cortex of humans (Shmuel et al, 2002) as well as combined electrophysiology-fMRI investigations in non-human primates (Shmuel et al, 2006) have showed the existence of clear decreases in all measured parameters. Such signal reductions were directly related to decreased energy consumption, decreased local synaptic inputs, and intracortical processing as measured by LFP, and decreased spiking output as measured by MUA. Nevertheless, the mechanisms leading to neuronal suppression are not fully understood yet, and several explanations are possible (Shmuel et al, 2002) . The BOLD response of the human primary visual cortex has been also shown to be modulated by attention (Smith et al, 2006a) and by auditory information (Laurienti et al, 2002) .
E. Energy usage during neuronal activity: theoretical predictions
The modest increase of the brain energy consumption observed during functional studies is not surprising when considering that the alert brain is never really resting , being involved in an intense organized baseline processing which has been referred to as 'default mode' of brain function Raichle et al, 2001; Raichle, 2006) .
Cortex is thought to be a link in the chain of afferent-efferent signal processing, and can be understood as a cooperative network that acts as a nonlinear, adaptive (e.g., plasticity, memory) filter of modality-dependent properties, continuously transforming the afferent signal flow (Rockel et al, 1980; Szentagothai, 1978) . Studies combining intracellular recording and labeling, iontophoresis, and circuit modeling have long suggested that the elementary operational units of this network, the so-called canonical microcircuits, are universal for all neocortex (for review, see Douglas and Martin, 2004) . The central doctrine of the canonical microcircuit of the neocortex is weak excitatory input (Garey and Powell, 1971; Winfield and Powell, 1983) , and strong local excitatory and inhibitory recurrence (Douglas et al, 1995; Martin, 1991, 2004) . The proper function of the canonical microcircuits relies on the tight control of excitation-inhibition balance, which provides a controlled amplification of the incoming signals and it fine tunes the physiologic properties of the cortical input. Transient deviations from this balance may occur as a result of neuromodulatory or driver input, leading to feed-forward signaling which usually represents the output of an area (Haider et al, 2006) .
Cortical microcircuits operate in a 'high-input' regime because a cortical neuron in the primate can integrate approximately 10,000 synapses and receives a continuous bombardment of synaptic input. This feature implies intense neurotransmission and perturbation of ionic gradients in the pre-and postsynaptic membranes, both processes being of high-energy demand. Experimental findings reviewed by Sokoloff (1999) show that energy requirements of increased neuronal activity are mostly localized to the neuropil (regions of cortex with high synaptic density) rather that to the perikarya (cell bodies), consistent with the fact that the soma membrane of neurons are known to be not very excitable because of a relative paucity of voltagegated Na + channels.
Available Estimations on the Energy Budget of Neurotransmission
The resting membrane potential of neurons is generated by strong ion concentration gradients that are actively kept far from equilibrium through the operation of ionic pumps. This situation allows a very efficient and energetically inexpensive propagation of synaptic potentials (namely excitatory and inhibitory postsynaptic potentials; EPSPs and IPSPs) and action potentials. In fact, when voltage-gated ionic channels open in response to neurotransmitter binding, ions passively move after the concentration gradients without consuming ATP. However, an increased work of the active pumps is required to prevent the concentration gradients from collapsing because of the leaking of ions, and for the reestablishment of ion gradients after action potential.
Although at present there is general consensus that ion trafficking is the most energetically demanding process in the central nervous system, the exact contributions of this and the other cellular processes to the global cerebral energy consumption are still unclear. Part of the uncertainty is related to the difficulty of integrating results obtained with different approaches and different models. Estimating the contribution of those processes that show activityrelated variations of the energy consumption is controversial, because the neural processing involves the modulation of processes active also in resting conditions, and because of the difficulty of defining a 'resting' state at cellular level.
The energy cost of the so-called housekeeping activities, i.e., not directly related to neurotransmission (anabolic processes, intracellular signaling and transport, resting potentials, other processes), has been roughly calculated to be over 50% of the total brain energy consumption (for review, see Ames, 2000) . However, the energy consumption at the isoelectricity state of the cortex has been estimated to be either B50% (Choi et al, 2002; Du et al, 2006 Du et al, , 2008 or as low as B20% (Shulman et al, 2004) of total energy consumption, as mentioned in section 'The relationship between glucose consumption and neurotransmitter recycling rates'. Part of the discrepancy can probably be attributed to the reference state taken before inhibition of activity associated with neurotransmission and achieving a state where the energy requirements can be characterized as being dominated by housekeeping functions. This reference state is often a lightly anesthetized state where the energy requirements may be diminished relative to the awake state, depending on the anesthesia type and/or dosage. However, even when comparing pentobarbital anesthetized state (Choi et al, 2002) to awake animals (Oz et al, 2004) , as much as B40% of the total energy consumption appears to be devoted to functions not directly involved in neurotransmission.
In particular, the energy expended on resting potentials (unrelated to neurotransmission) is markedly unclear. Assuming that housekeeping activities (excluding resting potentials) use 45% of total energy consumption, calculations based on the electric properties of rodent brain cells suggest that the energy used to maintain the resting potential is approximately 2% for the human brain (Attwell and Iadecola, 2002; Attwell and Laughlin, 2001) . However, a correction based on the calculated difference of the membrane conductivity between rodents and humans and on the total number of glia and neurons in the human cortex, suggests that this value can be larger, up to 38% (Lennie, 2003) . Lennie (2003) calculated that the energy required for Na + pumping related to neurotransmission is only 12% of the global value. The total cost of neurotransmission including presynaptic Ca 2 + fluxes and neurotransmitter recycling was estimated by Lennie to amount to 16%. This value is in stark contrast with the value suggested for the human brain by Attwell and Iadecola, B50%. From this calculation, Lennie estimated that the sustainable average spike rate is only 0.16 spikes/neurons for the whole human cortex, based on axon length and synaptic density measurements in non-human primates (Amit and Brunel, 1997; Davies et al, 2006) .
In the calculation of Attwell and Iadecola (2002) , the larger contribution to the energy cost of neurotransmission is, by far, the neuronal postsynaptic response to glutamate (41%), followed by ion fluxes related to spiking (5%). This is a marked difference with the estimations on rats (Attwell and Laughlin, 2001) , where the relative contributions of these factors are inverted (33% and 47%, respectively, without including the housekeeping component). This is mainly because of the larger number of synapses per neuron in the human brain. In comparison, Lennie (2003) estimated that contributions of neuronal postsynaptic and spiking activity are comparable (8% versus 6%). For a global outline of the estimations here discussed, see Figure 7 .
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The Role of Astrocytes
Both previous calculations (Attwell and Laughlin, 2001; Lennie, 2003) estimated that the removal of neurotransmitter by astrocytes accounts for no more than 5% of the total energy needs of neurotransmission. However, the energetics of astrocytes during neurotransmission might be underestimated if based only on the glutamate cycling (Hertz et al, 2007) . Astrocytes indeed play an important role for the clearance of extracellular K + , in the generation of Ca 2 + wave and in signaling processes. The energy demands of these functions are nonetheless quantitatively unknown. As reviewed by Hyder et al (2006) and by Hertz et al (2007) , in the awake human brain, the relative contribution of astrocytes to the total oxidative metabolism has been estimated to be B25%, similar to their volume densities in the cortex. This estimate suggests comparable oxidative capacities of astrocytes and neurons.
The energy cost of changes in neurotransmission
The previous estimates (Attwell and Laughlin, 2001; Lennie, 2003) were based on the energy cost of the most important cellular events occurring during depolarization of one neuron firing at an average firing rate. The results were then extended to an ensemble of neurons by considering an average neuronal density, and by assuming the entire population of neurons being glutamatergic. In other words the system was modeled as a linear combination of isolated neurons. However, to predict the energy cost of increased/decreased neurotransmission, one should consider that the neural network connecting inhibitory and excitatory neurons is far from being linear. In principle, without modeling the network of input/output signals, a proper quantitative estimate of the energy demands after changes in neuronal activity cannot be provided.
F. The challenging prediction of energy demands during decreased neuronal activity
In spite of the quantitative disagreements between the energy calculations described above (Attwell and Laughlin, 2001; Lennie, 2003) , both models qualitatively predict that an increase of spiking rates and consequent postsynaptic actions drives increased energy consumption. Similarly, decreased spiking rates because of decreased feedforward inputs and consequent decreased postsynaptic actions are expected to decrease the energy demands of the area investigated. In general, however, the prediction of the energetic outcome of suppressed neuronal activity depends on how firing suppression is accomplished. The estimates of the energy budget of neuronal firing suppression are challenged by the fact that inhibition can occur by different cellular and/or network mechanisms that are not only activity dependent, but also region specific. The organization and segregation of synaptic inputs are indeed highly heterogeneous in the brain. This complexity is presumably at the origin of the controversial results that have been obtained with neuroimaging methods during deactivation tasks (discussed in section 'The interpretation of task induced decreases of the fMRI signal').
The Activity of Inhibitory Interneurons
Inhibitory GABAergic interneurons are fast spiking (McCormick et al, 1985) and are metabolically more Values are rounded. Above: adapted from the estimation by Attwell and Iadecola (2002) . Below: adapted from the estimation by Lennie (2003) .
active than excitatory neurons (McCasland and Hibbard, 1997) . Inhibitory interneurons respond more strongly than excitatory neurons to thalamic inputs (Cruikshank et al, 2007) , thus generating very powerful feedforward inhibition, which sculpts the response of excitatory neurons to have a tighter tuning than the thalamic inputs. The relative contribution of GABAergic neurons to neuronal oxidative metabolism has been estimated to be B20%, similar to their relative synaptic densities (Patel et al, 2005) . When firing suppression is accomplished by an increased spiking of inhibitory neurons, brain regions with a high density of afferent nerve terminals of GABAergic neurons were found to increase energy consumption (Ackermann et al, 1984) . This finding was further confirmed by investigating the energy changes in the lateral superior olive during activation (Nudo and Masterton, 1986 ). This is a tonotopic structure in the auditory system of the cat that receives excitatory afferents from the ipsilateral ear and inhibitory afferents from the contralateral ear. When stimulated with pure tones, both the excited ipsilateral and the inhibited contralateral lateral superior olive increased metabolism because of the increase activity of the afferent inhibitory terminals.
The Inhibitory Microcircuitry
Inhibitory interneurons selectively target distinct subcellular domains of neurons (axon, perisomatic region, and distal dendrites), thus establishing intricate microcircuits, which counteract different sets of excitatory synapses. This complex microcircuitry is becoming experimentally accessible thanks to recent developments of wire and micromachined silicon electrode arrays, which allow the massive parallel recording of the electrical activity of large neuronal ensembles (Buzsaki, 2004) . Inhibition can be generally classified in terms of (1) feedforward inhibition, triggered by excitatory inputs on inhibitory interneurons, thus regulated by the level of the input and (2) feedback inhibition, triggered by the collaterals of pyramidal cells, thus regulated by the level of the output (Tepper et al, 2004) . Feedforward inhibition can occur by 'active inhibition' by local interneurons on pyramidal cells, or by 'disfacilitation', where inhibitory interneurons indirectly suppress the firing of pyramidal cells by suppressing their afferent excitatory synaptic activity (Timofeev et al, 2001) . In addition, feedback modulatory connections are established between different regions of the cortex, and between the cortex and the thalamus (Callaway, 2004) . Finally, collaterals of excited inhibitory neurons themselves can inhibit other inhibitory interneurons, thus producing inhibition on inhibition (Tsodyks et al, 1997) .
In the neocortex, the vast majority of inhibitory and excitatory synapses come from neurons in the immediate vicinity of the synapse (Binzegger et al, 2004; Sillito and Jones, 2002; Stettler et al, 2002) ; notably, the thalamic inputs to the primary visual cortex involve only 5% of synapses (Peters and Payne, 1993; Peters et al, 1994) . Therefore, suppression presumably occurs mainly through recurrent local inhibition (i.e., disfacilitation or direct active inhibition on pyramidal cells). However, it is often unclear how these microcircuits are involved in different patterns of activity in the brain, even for the primary structures of the neocortex. For instance, several sources of suppression (intracortical inhibitory circuits, depression of thalamocortical synapses, or nonlinear responses from the lateral geniculate nuclei) have been suggested as putative mechanisms when cross-orientation or surround suppression induce a reduction of the optimal response of neurons in the primary visual cortex to their classical receptive field (Smith et al, 2006b) . For a global schematic of the different pathways which generate neuronal firing suppression, see Figure 8 .
A Working Hypothesis About the Energetic Outcomes of Neuronal Firing Suppression
Summarizing what we have discussed in section 'The inhibitory microcircuitry', suppression of neuronal activity in the neocortex can be achieved through (1) decreased afferent inputs, which, for the neocortex, are always relayed by excitatory neurons (not the case, for example, for the lateral superior olive described in the previous section); (2) decreased intracortical processing because of disfacilitation; (3) increased active inhibition on pyramidal cells. The last two cases involve increased local inhibitory activity. In the first case, a reduction of metabolism can be predicted on the basis of energy budget considerations (Attwell and Laughlin, 2001; Lennie, 2003; Sibson et al, 1998) ; this prediction agrees with several experimental findings (Pasley et al, 2007; Shmuel et al, 2002 Shmuel et al, , 2006 . Here we suggest that the global energy needs in the neocortex decrease also when firing is suppressed by increased inhibitory activity (second and third cases) rather than decreased afferent inputs. This working hypothesis is based on two main considerations. Firstly, inhibitory synapses constitute a minor percentage of the synapses population, not more than 20% in average (Fairen et al, 1984) . The findings of increased metabolism in the stratum pyramidal of the hippocampus during long-duration recurrent inhibition (Ackermann et al, 1984) likely do not apply to neocortical areas, because not even the input layer of the neocortex presents dense plexus of inhibitory synapses like the stratum pyramidal of the hippocampus does. Secondly, IPSPs should be markedly less expensive than EPSPs. Inhibitory and excitatory neuronal activities indeed share several electrical phenomena, but, postsynaptically, the flux of chloride involved in hyperpolarizing the membrane is determined by smaller electrochemical gradients compared with the EPSPs. In addition, the 'Cl pump', responsible for reestablishing the concentration gradient of Cl À , is a secondary active transporter which uses the energy stored in a preexisting concentration gradient for a different ion, without directly requiring hydrolysis of ATP (Payne et al, 1996) . Overall, these two considerations imply that increased inhibition should drop energy request compared with a noninhibited state: the energy savings because of decreased spiking rate of the majority of excitatory cells overcomes the negligible energy increases of IPSPs and the energy increases of the minority of GABAergic neurons. The neocortical energy demands would then ultimately reflect the spiking activity of the area.
The above-mentioned working hypothesis can be used for guiding and interpreting combined fMRI/ fMRS studies which aim at investigating neuronal firing suppression in vivo. In a preliminary study of this kind, the time courses of the BOLD effect and of [Lac] have been measured on repeated identical 2min long visual stimuli (Mangia et al, 2007b) . The average amplitude of these increases of [Lac] was found to be reduced over time, whereas the amplitude of the BOLD effect was persistent during the whole observation period. This finding can be interpreted to suggest a differential adaptation of the cortical output that is not reflected at the level of the global excitation-inhibition activity of the cortical canonical circuits.
G. Concluding remarks
So far, many theoretical and experimental efforts have been devoted to investigate the energy need of the functioning brain. Some conclusions can be safely drawn, but other important issues remain open. In summary:
(a) Astrocytes play many functions during neurotransmission, but the hypothesis about their major 'feeding role' as providers of lactate to neurons remains controversial. It is still under debate whether lactate is the preferential substrate of neurons for the neurotransmissionrelated energy needs in vivo. (b) Quantitative measurements of changes of local metabolism in vivo are problematic. 13 C MRS can potentially estimate changes in fluxes, but technical limitations do not yet allow extensive applications in functional human studies. However, 1 H MRS is feasible for functional investigations of the human brain, but the technique is not sensitive to changes in metabolic fluxes that are not reflected in changes in metabolite concentrations. (c) The interpretation of in vivo MRS results in the context of compartmentalized metabolic models is challenged by the lack of the suitable spatial resolution of the available in vivo experimental methodologies. (d) Energy needs are correlated with neurotransmission. However, predicting the energy cost of the specific aspects of neurotransmission remains a challenging task, which has been approached only partly so far. (e) Signals, which rely on hemodynamic phenomena, have been shown to be associated with the input and intracortical processing of the system: whenever the global synaptic activity increases (no matter if excitatory or inhibitory), CBF is expected to increase. (f) Methodologies of MRS and MRI are sensitive to different aspects of neuronal activation, thus providing valuable complementary tools for investigating the human brain at work. Energy usage during brain activation S Mangia et al
