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A numbers-on-foreheads game
Sune K. Jakobsen∗
Abstract
Is there a joint distribution of n random variables over the natural numbers,
such that they always form an increasing sequence and whenever you take two
subsets of the set of random variables of the same cardinality, their distribution
is almost the same?
We show that the answer is yes, but that the random variables will have to
take values as large as 22
...2
Θ( 1ǫ )
, where ǫ ≤ ǫn measures how different the two
distributions can be, the tower contains n − 2 2’s and the constants in the Θ
notation are allowed to depend on n. This result has an important consequence
in game theory: It shows that even though you can define extensive form games
that cannot be implemented on players who can tell the time, you can have
implementations that approximate the game arbitrarily well.
1 Introduction
A group of gamblers are standing in a circle so that each gambler can see all the
other gamblers’ foreheads but not their own, and the gamblers are not allowed
to communicate. A dealer then sticks one natural number on each gamblers’
forehead, and ask each gambler to choose two numbers i and j (the other gambler
do not learn the numbers). If the gambler had the i’th smallest number he wins
1 dollar from the dealer, if he has the j’th smallest he losses 1 dollar to the
dealer. Does she have a randomised strategy that ensures that in expectation
she does not lose money?
A randomised dealer strategy is just a distribution on (X1, . . . , Xn) where n
is the number of gamblers and X1 < X2 < · · · < Xn are random variables taking
integers. We show that if such a strategy ensures that the dealer does not lose
in expectation, then for any k any two k-subsets of {X1, . . . , Xn} will have the
same distribution. This has an important consequence in game theory. It is well
known that some extensive form games, for example the absent minded driver
game [3], cannot be implement on agents with perfect memory. In order to avoid
such games, we often require games to have perfect recall, that is, the players
remember which information sets they have previously been in, and what choices
they made. However, there are also games with perfect recall that cannot be
implemented on agents with a sense of time, because the information set do not
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respect any ordering [1]. If we can find a distribution on (X1, . . . , Xn) such that
learning the values of some subset {Xi1 , . . . , Xik} only tells you the cardinality
k of the subset, but does not give you any information about i1, . . . , ik, then we
can use this to timing any game with perfect recall and at most n nodes in each
history. We simply play the root at time X1, then the next node at time X2
and so on. The agents would learn some times Xij , but the only information
the agents would get from this, is the number of nodes he has had, and agents
alway know this in any game with prefect recall.
However, we show that no such distribution of (X1, . . . , Xn) exists. In the
other direction, we show that the dealer can ensure that she only lose ǫ dollars in
expectation for any ǫ > 0. Unfortunately, to do that, she will need to numbers
as large as 22
...2
Θ( 1
ǫ
)
, when ǫ is sufficiently small. Here the tower contains n− 2
2’s, and the constants in the Θ notation are allowed to depend on n. This result
implies that any extensive form game can be approximated arbitrarily well by
games where the players know the time at any node. The rest of this paper
is about the numbers-on-foreheads game and related problems. For the game
theoretical implications of the paper, see [1].
To analyse the problem, we define a slightly different game. First we let
the Dealer choose some distribution of (X1, . . . , Xn) such that X1, . . . , Xn is
a strictly increasing sequence of natural numbers. Then a gambler chooses
two numbers i and j. Then X = (X1, . . . , Xn) is chosen randomly using the
distribution given by the dealer, and an independent coin flip decides if the
gambler is given X−i := (X1, . . . , Xi−1, Xi+1, . . . , Xn) or X−j . The gambler
then bets 1 dollar on which of the two he was given. The expected utility of
the gambler in this within a factor n of the expected utility for the gambler of
the first game. Furthermore, this game is easier to analyse: Gambler cannot
win more than ǫ is expectation if and only if any two X−i and X−j have total
variation distance at most ǫ.
1.1 Notation
For real numbers x, y we define [x] = {i ∈ N|i ≤ x}, and [x, . . . , y] = {i ∈ N|x ≤
i ≤ y}. We let log denote the base 2 logarithm, and let exp2 denote the function
x 7→ 2x. Hence, expn2 (x) denotes iteration of exp2, so exp
n
2 (x) = 2
2...
2x
where
the tower contains n 2’s. Similarly, logn denotes iteration of log.
The total variation distance (also called statistical distance) between two
discrete random variables X1 and X2 is given by
δ(X1, X2) =
∑
x
max(Pr(X1 = x)− Pr(X2 = x), 0)
=
∑
x
∣∣∣∣Pr(X1 = x)− Pr(X2 = x)2
∣∣∣∣
where the sums are over all possible values of X1 and X2. This measure is
symmetric in X1 and X2.
We say that X1 and X2 are ǫ-indistinguishable if δ(X1, X2) ≤ ǫ. Given a
tuple X = (X1, . . . , Xn) we let X−i denote (X1, . . . , Xi−1, Xi+1, . . . , Xn). We
say that (X1, . . . , Xn) has ǫ-indistinguishable m-subsets if for any two subsets
{i1, . . . , im}, {j1, . . . jm} ⊂ [n] of size m, the two random sets {Xi1 , . . . , Xin}
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and {Xj1 , . . . , Xjn} are ǫ-indistingushable. We slightly abuse notation and say
that (X1, . . . , Xn) has ǫ-indistinguishable subsets if for all m < n it has ǫ-
indistinguishable m-subsets.
We will assume that the reader knows some game theory, and knows the
minimax theorem. For an introduction to game theoretical concepts see [2].
1.2 Paper outline
In the next section we show that the total variation distance can be used to
measure the advantage you get from side information when entering an otherwise
fair bet, and in Section 3 we show some properties of total variation distance
that we will need later. Then we ask, can we find a distribution of (X1, . . . , Xn)
with ǫ-indistinguishable subsets, and if so, how large values does Xn need to
take. In Section 4 we give a recursive construction of such a tuple for any n and
ǫ > 0. By the results in Section 2 this corresponds to good randomised strategy
for Dealer. In Section 5 we show a lower bound on how large numbers Xn needs
to take, and hence how large numbers Dealer needs to use, to ensure that she
only losses ǫ in expectation.
2 Relation between gambling games and total
variation distance
In this section we will show that several similar problems are the same up to a
constant factor (depending on n) on ǫ. First we show that the total variation
distance can be seen as an measure of the advantage in a betting game.
Proposition 1 (Total variation as betting advantage). For random variables
Y1 and Y2 we define a one-player game:
• y1 and y2 is chosen according to the distribution of Y1 and Y2.
• Independently i is chosen uniformly on {1, 2}.
• The player learns yi and makes a guess about i.
• If correct he gets utility 1 if wrong he gets utility −1.
The expected utility the player gets using the optimal strategy is δ(Y1, Y2)
Proof. As this is a one-player game, the optimal strategy is deterministic. A
deterministic strategy is a function g that for each possible value y of Y1 or Y2
gives the value in {1, 2} that the player should guess. If g(y) = 1 the contribution
of y to the expected output when gambler use strategy g is
Pr(Y1 = y) Pr(I = 1)− Pr(Y2 = y) Pr(I = 2) =
Pr(Y1 = y)− Pr(Y2 = y)
2
.
Similarly, if g(y) = 2 then y’s contribution to the expected outcome is
Pr(Y2 = y)− Pr(Y1 = y)
2
.
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Clearly, the best strategy is to choose the positive one of these two, in which
case the contribution of y is∣∣∣∣Pr(Y1 = y)− Pr(Y2 = y)2
∣∣∣∣ .
Summing over all y’s gives δ(Y1, Y2).
We will now define two games between Dealer and Gambler, and show that
they are related. Given n and N we define Game 1:
• Dealer chooses some natural numbers 1 ≤ x1 < · · · < xn ≤ N .
• A number i0 is chosen uniformly at random from [n].
• Gambler learns x−i0 .
• Gambler chooses two numbers i and j.
• If i = i0 the Gambler wins 1 dollar from Dealer, if j = i0 he loses 1 dollar
to Dealer.
This is just the game from the introduction seen from the perspective of a single
gambler.
Game 1 is a two-player zero-sum games, and because we only allow the dealer
to choose natural numbers between 1 and N , each of these players only have
finitely many pure strategies. By the minimax theorem such a game has a value
v1 such that
• Dealer has a probabilistic strategy, that is a distribution on (X1, . . . , Xn),
such that no matter what strategy Gambler uses he cannot earn more
than v1 dollars in expectation.
• Gambler has a probabilistic strategy such that no matter which numbers
Dealer chooses, Gambler will win at least v1 dollars in expectation.
We want to figure out how this value changes with n and N . In order to do
this we define Game 2, which is less natural but easier to analyse:
• Dealer chooses some natural numbers 1 ≤ x1 < · · · < xn ≤ N .
• Gambler chooses two numbers i1 and i2.
• A fair coin is flipped to decide if K = 1 or 2.
• Gambler learns X−iK and guesses if K = 1 or 2.
• If Gambler is correct he wins 1 dollar from Dealer, if he is wrong he loses
1 dollar from Dealer.
This is also a zero-sum game with finitely many pure strategies, so the minimax
theorem says that Game 2 also have a value v2. We want to show that v1 and
v2 are within a factor n of each other.
Proposition 2. 2
n
v2 ≤ v1
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Proof. Suppose that Gambler has a strategy that ensures an expected outcome
of v2 in Game 2. To show the statement we construct a strategy that ensures
expected outcome of 2
n
v2 in Game 1.
Before Game 1 starts, the Gambler chooses two numbers i1 and i2 using his
strategy for Game 2. We then play Game 1: Dealer chooses numbers x1 < · · · <
xn and i0 is chosen uniformly from [n]. Gambler sees xi0 . The Gambler still
plays as if he was playing Game 2 and had chosen i1 and i2. If he would have
guessed K = 1 he sets i = i1, j = i2 and if he would have guessed 2 he sets
i = i2, j = i1.
As Gambler choice of i1 and i2 cannot affect i0 and X , there is probability
n
2
that i0 ∈ {i1, i2}. Given that this happens the expected outcome is exactly the
same as the expected outcome in Game 2. Given that i0 6∈ {i1, i2} the Gambler
will neither lose nor win money. Thus, the expected outcome of the strategy is
2
n
v2.
Proposition 3. v1
n−1 ≤ v2
Proof. Suppose that Gambler has a strategy that ensures an expected outcome
of v1 in Game 1. To show the statement we construct a strategy that ensure
expected outcome of v1
n−1 in Game 2. To do this we define a Game 1.5 where
the Gambler starts by choosing i1 and i2 as in Game 2, but he is given X−i0
where i0 is uniformly distributed on [n] independently from X . If i0 6= i1, i2 no
one wins anything. More formally:
• Dealer chooses some natural numbers 1 ≤ x1 < · · · < xn ≤ N .
• Gambler chooses two numbers i1 and i2.
• i0 is chosen uniformly at random from [n].
• Gambler learns X−i0 and guesses if i0 = i1 or i2.
• If i0 6∈ {i1, i2} no money is transferred, otherwise
• If Gambler guessed correct he wins 1 dollar from Dealer, if he guessed
wrong he loses 1 dollar to Dealer.
We convert the gambler strategy for Game 1 to a Gambler strategy for Game
1.5: Gambler first chooses {i1, i2} uniformly from all size-2 subsets of [n]. Then
when he sees X−i0 he considers which two number he would have chosen as i
and j in Game 1. If {i, j} = {i1, i2} he makes his bet as in Game 1. This case
happens with probability 2
n(n−1) , and given that it happens he has excepted
outcome v1. Otherwise, Gambler chooses the bet i0 = i1 with probability 0.5
and i0 = i2 with probability 0.5, to ensure that he has excepted outcome 0 in
this case. Thus, expected outcome using that strategy for Game 1.5 is 2v1
n(n−1) .
We now use the same strategy for Game 2. Only difference is that we know
that i0 ∈ {i1, i2}, thus we get the expected outcome from game 1.5 conditioned
on i0 ∈ {i1, i2}. But if i0 6∈ {i1, i2} the outcome of game 1.5 is 0, thus the
entire contribution to the expected outcome of game 1.5 comes from the case
i0 ∈ {i1, i2}. This case happens with probability
2
n
, so the expected value of
our strategy in Game 2 is 2v1
n(n−1)
n
2 =
v1
n−1 .
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Proposition 4. v2 ≤ ǫ if and only if there exists (X1, . . . , Xn) with 1 ≤ X1 <
. . .Xn ≤ N with ǫ-indistinguishable n− 1-subsets.
Proof. ⇒: Assume that v2 ≤ ǫ. Then there exists a mixed strategy for Dealer
that ensures that Gambler wins at most ǫ. This mixed strategy is a distribu-
tion of (X1, . . . , Xn) and by assumption, no matter which i, j Gambler choses,
he cannot win more than ǫ in expectation. By Proposition 1 this mean that
δ(X−i, X−j) ≤ ǫ for all i, j.
⇐: Assume that there exists (X1, . . . , Xn) as in the statement. Then the
Dealer can use this distribution to choose her number in Game 2 and by Proposi-
tion 1 the Gambler cannot win more than ǫ in expectation with any strategy.
Theorem 5. Fix parameters n ≥ 2 and N . Let v1 be the value of Game 1 and
let ǫ0 be the supremum over all values ǫ such that there exists a distribution of
X = (X1, . . . , Xn) where 1 ≤ X1 < X2 < · · · < Xn ≤ N are all integers and X
has ǫ-indistinguishable n− 1-subsets. Then 2
n
ǫ0 ≤ v1 ≤ (n− 1)ǫ0
Proof. By Proposition 4 we have v2 = ǫ0. The theorem now follows from Propo-
sition 2 and 3.
All the above problems have only involved n− 1-subsets on the n numbers.
The following proposition show that if all n− 1-subsets look the same, then any
two subsets of the same size looks the same.
Proposition 6. Fix n ∈ N and ǫ > 0. If (X1, . . . , Xn) has ǫ-indistinguishable
neighbouring n− 1-subsets, is has n2ǫ-indistinguishable subsets.
Proof. Assume that (X1, . . . , Xn) has ǫ-indistinguishable n − 1-subsets. We
say two subsets of [n] of the same size are neighbours if only one of the num-
bers in them are different, and the different numbers only differ by one. That
is, we can write them as {i1, . . . , ik−1, ik, ik+1, . . . im} and {i1, . . . ik−1, ik +
1, ik+1, . . . im}. We will assume that i1 < i2 < · · · < im. Let f be the
function given by f(x1, . . . , xn−1) = (xi1 , . . . xik−1, xik , xik+1+1, . . . xim+1). Now
f(X1, . . . , Xik−1, Xik , Xik+2, . . . , Xn) = (Xi1 , . . . , Xik−1 , Xik , Xik+1 , . . .Xim) and
f(X1, . . . , Xik−1, Xik+1, Xik+2, . . . Xn) = (Xi1 , . . . , Xik−1 , Xik+1, Xik+1 , . . . , Xim).
The two string we use as argument in f are neighbouring n−1 subsets of [n], so
by assumption they have statistical distance at most ǫ. Thus by Proposition 9
the result must also have statistical distance at most ǫ, so any two neighbouring
m-sets have statistical distance at most ǫ. In the graph where the nodes are
m-sets and two nodes are connected if the m-sets are neighbours, the diameter
is no more than n2. By the triangle inequality (Proposition 7) the statistical
distance between any two m-sets is less than n2ǫ.
3 Properties of total variation distance
In this section we show some basic properties about the total variation distance.
First the triangle inequality.
Proposition 7 (Triangle inequality). For random variables X1, X2, X3 we have
δ(X1, X3) ≤ δ(X1, X2) + δ(X2, X3)
6
Proof.
δ(X1, X3) =
∑
x
max(Pr(X1 = x)− Pr(X3 = x), 0)
≤
∑
x
max(Pr(X1 = x)− Pr(X2 = x), 0) + max(Pr(X2 = x)− Pr(X3 = x), 0)
=δ(X1, X2) + δ(X2, X3).
Proposition 8. Two random variables X1 and X2 have total variation distance
at most ǫ if and only if there exists a joint distribution (X1, S) where S takes
values in {0, 1}, Pr(S = 0) ≤ ǫ and for all x, Pr((X1, S) = (x, 1)) ≤ Pr(X2 =
x).
Proof. First assume that X1 and X2 have total variation distance at most ǫ.
Then we define a distribution of (X1, S) by Pr(S = 1|X1 = x) = min
(
1, Pr(X2=x)Pr(X1=x)
)
.
Now we have Pr(S = 1|X1 = x) ≤
Pr(X2=x)
Pr(X1=x)
so Pr(S = 1, X1 = x) ≤ Pr(X2 =
x). We have
Pr(S = 0) =
∑
x
Pr(S = 0|X1 = x) Pr(X1 = x)
=
∑
x
max
(
0, 1−
Pr(X2 = x)
Pr(X1 = x)
)
Pr(X1 = x)
=
∑
x
max (0,Pr(X1 = x)− Pr(X2 = x))
=δ(X1, X2).
To show the opposite implication, assume that there is a distribution of
(X1, S) as in the statement. Then
δ(X1, X2) =
∑
x
max(Pr(X1 = x)− Pr(X2 = x), 0)
=
∑
x
max(Pr(X1 = x, S = 0) + Pr(X1 = x, S = 1)− Pr(X2 = x), 0)
≤
∑
x
max(Pr(X1 = x, S = 0), 0)
=
∑
x
Pr(X1 = x, S = 0)
=Pr(S = 0)
≤ǫ.
The next proposition is a data processing inequality for total variation dis-
tance: If you have two random variables, you cannot increase their distance by
taking (random) functions of them.
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Proposition 9. If X1 and X2 have total variation distance ǫ, Y is a random
variable independent from X1 and X2 and f is a function. Then the total
variation distance between f(X1, Y ) and f(X2, Y ) is at most ǫ.
Proof. By Proposition 8 we can find a distribution of (X1, S) such that Pr(X1 =
x, S = 1) ≤ Pr(X2 = x) and Pr(S 6= 1) ≤ ǫ. As X1 is independent from
Y , we can have S independent from Y . Now Pr(f(X1, Y ) = z, S = 1) ≤
Pr(f(X2, Y ) = z) and Pr(S 6= 1) ≤ ǫ, so f(X1, Y ) and f(X2, Y ) have total
variation distance at most ǫ.
Proposition 10. Let X1, . . . , Xn, Y1, . . . , Yn, I be independent random variables
with Xi and Yi distributed on Xi, and I distributed on [n]. Let X = XI and
Y = YI . We have
δ(X,Y ) ≤
n∑
i=1
Pr(I = i)δ(Xi, Yi),
with equality if all the Xi’s are pairwise disjoint.
Proof. First assume that the Xi’s are disjoint. Then the value of I can be
deduced from X = XI alone and from Y = YI alone. This gives us
δ(X,Y ) =δ((X, I), (Y, I))
=
∑
(x,i)
max(Pr(Xi = x, I = i)− Pr(Yi = x, I = i), 0)
=
∑
(x,i)
Pr(I = i)max(Pr(Xi = x|I = i)− Pr(Yi = x|I = i), 0)
=
∑
i
Pr(I = i)δ(Xi, Yi).
Without the assumption that the Xi’s are disjoint we have
δ(X,Y ) =
∑
x
max
(∑
i
(Pr(Xi = x, I = i)− Pr(Yi = x, I = i)) , 0
)
≤
∑
x
∑
i
max(Pr(Xi = x, I = i)− Pr(Yi = x, I = i), 0)
=
∑
i
Pr(I = i)δ(Xi, Yi).
4 Construction
In this section we will construct random variables (X1, . . . , Xn) such that X−i
and X−j are ǫ-indistinguishable for all i and j. First we consider the case n = 2.
Proposition 11. Given ǫ, there exists random variables (X1, X2) such that
1 ≤ X1 < X2 ≤ ⌈
1
ǫ
⌉ + 1 are integers and (X1, X2) has ǫ-indistinguishable
1-subsets.
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Proof. Let X1 be uniformly distributed on
[
⌈ 1
ǫ
⌉
]
and let X2 = X1 + 1. Then
δ(X1, X2) =
⌈
1
ǫ
⌉−1
≤
(
1
ǫ
)−1
= ǫ
so (X1, X2) has ǫ-indistinguishable 1-subsets.
For n = 2 we only needed to check that δ(X1, X2) ≤ ǫ, but for general
values of n there are
(
n
2
)
ways of choosing the two n − 1-subsets. In order to
simplify the proofs, we will first argue that it is enough to consider neighbouring
n− 1-subsets defined as follows.
Definition 1. We say that (X1, . . . , Xn) has ǫ-indistinguishable neighbouring
n − 1-subsets if for any i ∈ [n − 1] the random tuples X−i and X−(i+1) have
total variation distance at most ǫ.
Proposition 12. Fix n ∈ N and ǫ > 0. If (X1, . . . , Xn) has ǫ-indistinguishable
neighbouring n− 1-subsets, is has (n− 1)ǫ-indistinguishable n− 1-subsets.
Proof. This follows from repeated use of the triangle inequality.
Proposition 13. Let n1 > n2 and let Un1 and Un2 be independent random
variables uniformly distributed on [n1] respectively [n2]. Then
δ(Un1 , Un2 + Un1) =
n2 + 1
2n1
.
Proof. We have
Pr(Un1 = x) =
{
1
n1
, if x ∈ {1, . . . , n1}
0 , otherwise
and
Pr(Un1 + Un2 = x)


x−1
n1n2
, if x ∈ {1, . . . , n2}
1
n1
, if x ∈ {n2 + 1, . . . n1 + 1}
1+n1+n2−x
n1n2
, if x ∈ {n1 + 1, . . . n1 + n2}
0 , otherwise.
So we get
max(Pr(Un1 = x)− Pr(Un1 + Un2 = x), 0) =
{
n2−x+1
n1n2
, if x ∈ {1, . . . , n2}
0 , otherwise
.
Summing over all x ∈ {1, . . . , n2} gives us
δ(Un1 , Un1 + Un2) =
∑
x
n2 − x+ 1
n1n2
=
n2
n1
−
n2(n2 + 1)
2n1n2
+
n2
n1n2
=
n2 + 1
2n1
.
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We are now ready for the construction of a distribution of X = (X1, . . . , Xn)
for n ≥ 3. First we give the construction for n = 3 and then we construct a
distribution for n given a distribution for n− 1. For this recursive construction
to work we need to assume more than just having ǫ-indistinguishable n − 2-
subsets about the distribution for n − 1 so we cannot use the distribution for
n = 2 as the start of the recursive definition.
Lemma 14. For all n ≥ 3 and all ǫ ∈ (0, 1) there exists random variables
X1, . . . , Xn where the Xi takes values in N, with a joint distribution such that
X1 < · · · < Xn and
1. X has ǫ(1− 2−n)-indistinguishable neighbouring n− 1-subsets
2. ∀i ∈ [n− 1] : Pr(Xi+1 −Xi < n+ 4− log(ǫ)) ≤ ǫ2
−n−3.
3. Xn never takes values above exp
n−2
2
(
4
⌈
1
ǫ
⌉
+ 6
)
− 4n− 2 + 2 log(ǫ).
Proof. We fix ǫ and prove the statement by induction in n, so first we show the
statement for n = 3. Let X1 be uniformly distributed on
[
24⌈
1
ǫ ⌉+4
]
and letK be
uniformly distributed on
[⌈
1
ǫ
⌉
+ 3, . . . , 4
⌈
1
ǫ
⌉
+ 3
]
. We now define X2 = X1+2
K
and X3 = X2 + 2
K = X1 + 2
K+1.
We see that the only values that (X1, X2) can take, but (X1, X3) cannot take,
are the values where X1 and X2 differ by the smallest possible value, 2
⌈ 1ǫ ⌉+3,
that is, K is taking the smallest possible value,
⌈
1
ǫ
⌉
+ 3. As K is uniformly
distributed on a set with 3
⌈
1
ǫ
⌉
+ 1 elements, this happens with probability
1
3
⌈
1
ǫ
⌉
+ 1
≤
1
3
ǫ
=
ǫ
3
.
For all other values (x1, x2) of (X1, X2), if K was one lower we would have had
(X1, X3) = (x1, x2). As K is uniformly distributed we have
δ((X1, X2), (X1, X3)) ≤
ǫ
3
<
7
8
ǫ.
This shows the i = 2 case of requirement 1.
To bound δ((X1, X3), (X2, X3)), we first want bound δ((X1, X2), (X2, X3)).
The only values that can be taken by (X1, X2) but not by (X2, X3), are values
(x1, x2) with x1 ≤
x2
2 , which is equivalent to x1 ≤ 2
K . If k = 4
⌈
1
ǫ
⌉
+ 3, then
Pr(X1 ≤ 2
k) = 12 , if k is one lower, then Pr(X1 ≤ 2
k) = 14 and so on. In total
we get
Pr(X1 ≤ 2
K) =
4⌈ 1ǫ ⌉+3]∑
k=⌈ 1ǫ ⌉+3
Pr(X1 ≤ 2
K |K = k) Pr(K = k)
≤
(
1
2
+
1
4
+ · · ·+
)
1
3
⌈
1
ǫ
⌉
+ 1
≤
ǫ
3
.
Furthermore, for all values (x1, x2) of (X1, X2) that (X2, X3) can take, we have
Pr((X1, X2) = (x1, x2)) = Pr((X2, X3) = (x1, x2)) as (X1, X2) and (X2, X3) are
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both uniformly distributed on sets of the same sizes. Thus, δ((X1, X2), (X2, X3)) ≤
ǫ
3 . By the triangle inequality we get
δ((X1, X3), (X2, X3)) =δ((X1, X3), (X1, X2)) + δ((X1, X2), (X2, X3)) ≤
2ǫ
3
≤
7
8
ǫ,
showing the remaining case of requirement 1.
Next we want to show requirement 2.
X3 −X2 =X2 −X1
=2K
≥2⌈
1
ǫ ⌉+3
≥8 · 2
1
ǫ
≥8 · 2log(
1
ǫ
)
=8 ·
1
ǫ
≥7 +
1
ǫ
≥7 + log
(
1
ǫ
)
=7− log(ǫ).
Here we used x ≥ log(x) twice. This shows that requirement 2 holds.
Finally, we have X3 = X1 + 2
K+1 ≤ 24⌈
1
ǫ ⌉+4 + 24⌈
1
ǫ ⌉+3+1 = 24⌈
1
ǫ ⌉+5. For
ǫ = 1 this is 29 ≥ 14 = 4n+ 2− 2 log(ǫ), and 24⌈
1
ǫ ⌉+5 ≥ 24
1
ǫ
+5, which decreases
much faster in ǫ than 14− 2 log(ǫ), so we have 24⌈
1
ǫ ⌉+5 ≥ 14− 2 log(ǫ) for all ǫ.
This shows that
X3 ≤ 2
4⌈ 1ǫ ⌉+5 ≤ 24⌈
1
ǫ ⌉+6 − 14 + 2 log(ǫ),
so requirement 3 is also true.
For the induction step, assume that (X1, . . . , Xn) satisfy the statement for n.
We want to construct (Y1, . . . , Yn+1) that shows that the statement holds for n+
1. To do this we construct a joint distribution of (X1, . . . , Xn, D1, . . . , Dn, Y1, . . . , Yn+1).
We choose (X1, . . . , Xn) so that it satisfy the requirements for n, and given
these, we let Di be uniformly distributed on [2
Xi+4n−2 log(ǫ)] and let Y1 be uni-
formly distributed on [expn−12
(
4
⌈
1
ǫ
⌉
+ 6
)
/2 − 4n− 6 + 2 log(ǫ)]. All these are
independent given (X1, . . . , Xn). We define Yi+1 = Yi +Di for i ∈ [n].
We now check that (Y1, . . . , Yn+1) satisfy the three requirements.
First we want to show that if we are given the tuple (Y1, D1, D2, . . . , Di−1, Di+1, . . . , Dn)
containing Y1 and all the Dj’s except one, Di, then it will not make much of a
difference if we add Di to Di+1. That is, we want to bound
δ((Y1, D1, . . . , Di−1, Di+Di+1, Di+2, . . . , Dn), (Y1, D1, . . . , Di−1, Di+1, Di+2, . . . , Dn)).
To do this, we first get from Proposition 13 that
δ((Di+Di+1)|(Xi,Xi+1)=(xi,xi+1), Di+1|(Xi,Xi+1)=(xi,xi+1)) =
⌊2xi+4n−2 log(ǫ)⌋+ 1
2 · ⌊2xi+1+4n−2 log(ǫ)⌋
≤ 2xi−xi+1.
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Now Proposition 10 gives us
δ((Di +Di+1, Xi, Xi+1), (Di+1, Xi, Xi+1))
=
∑
(xi,xi+1)
Pr((Xi, Xi+1) = (xi, xi+1))δ((Di +Di+1)|(Xi,Xi+1)=(xi,xi+1), Di+1|(Xi,Xi+1)=(xi,xi+1)).
From requirement (2), we know that Pr(Xi+1 −Xi < n+4− log(ǫ)) ≤ ǫ2
−n−3.
When xi+1 − xi < n+ 4− log(ǫ) we have
δ((Di +Di+1)|(Xi,Xi+1)=(xi,xi+1), Di|(Xi,Xi+1)=(xi,xi+1)) ≤ 1
as δ only takes values in [0, 1]. In all other cases, we have
δ((Di+Di+1)|(Xi,Xi+1)=(xi,xi+1), Di|(Xi,Xi+1)=(xi,xi+1)) ≤ 2
−(n+4)+log(ǫ) = ǫ2−(n+4).
Summing up gives
δ((Di +Di+1, Xi, Xi+1), (Di+1, Xi, Xi+1)) ≤ ǫ2
−n−3 + ǫ2−n−4 ≤ ǫ2−n−2.
Given Xi and Xi+1 and either Di+Di+1 or Di+1, there is a random function
giving (Y1, D1, . . . , Di−1, Di+Di+1, Di+2, . . . , Dn) respectively (Y1, D1, . . . , Di−1, Di+1, Di+2, . . . , Dn).
Thus by Proposition 9 we have
δ((Y1, D1, . . . , Di−1, Di +Di+1, Di+2, . . . , Dn), (Y1, D1, . . . , Di−1, Di+1, Di+2, . . . , Dn))
≤δ((Di +Di+1, Xi, Xi+1), (Di+1, Xi, Xi+1))
≤ǫ2−n−2.
This is the upper bound we wanted.
Clearly there is a random function, not depending on i, that given (X1, . . . , Xi−1, Xi+1, . . . Xn)
returns (Y1, D1, . . . , Di−1, Di+1, . . . , Dn) such that when input have the correct
distribution, then the output have the correct distribution. Thus,
δ((Y1, D1, . . . , Di−1, Di+1, . . . Dn), (Y1, D1, . . . , Di, Di+2, . . . Dn))
≤δ((X1, . . . , Xi−1, Xi+1, . . . , Xn), (X1, . . . , Xi, Xi+2, . . .Xn))
≤ǫ(1− 2−n).
For i ≥ 2 we use the fact that the Yj ’s can be computed from the Dj’s and Y1
and then use the triangle inequality to get
δ((Y1, . . . Yi−1, Yi+1, . . . , Yn), (Y1, . . . , Yi, Yi+2, . . . , Yn))
≤δ((Y1, D1, . . . Di−2, Di−1 +Di, Di+1, . . . , Dn), (Y1, D1, . . . , Di−1, Di +Di+1, . . . , Dn))
≤δ((Y1, D1, . . . Di−2, Di−1 +Di, Di+1, . . . , Dn), (Y1, D1, . . .Di−2, Di, Di+1, . . . , Dn))
+ δ((Y1, D1, . . . Di−2, Di, Di+1, . . . , Dn), (Y1, D1, . . . , Di−2, Di−1, Di+1, . . . , Dn))
+ δ((Y1, D1, . . . , Di−2, Di−1, Di+1, . . . , Dn), (Y1, D1, . . . , Di−1, Di +Di+1, . . . , Dn))
≤2 · ǫ2−n−2 + ǫ(1− 2−n)
=ǫ(1− 2−(n+1)).
This shows requirement (1) in the case i ≥ 2.
Similarly, we want to bound
δ((Y1, D2, D3, . . . , Dn), (Y1 +D1, D2, D3, . . . , Dn)).
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Y1 is chosen uniformly from [
expn−12 (4⌈ 1ǫ ⌉+6)
2 −4n−6+2 log(ǫ)] and D1 uniformly
from [2X1+4n−2 log(ǫ)].
As X1 < · · · < Xn and Xn ≤ exp
n−2
2
(
4
⌈
1
ǫ
⌉
+ 6
)
− 4n− 2 + 2 log(ǫ) we get
X1 ≤ exp
n−2
2
(
4
⌈
1
ǫ
⌉
+ 6
)
− 5n− 1 + 2 log(ǫ). From Proposition 13 we get
δ(Y1|X1=x1 , (Y1 +D1)|X1=x1) =
⌊
2x1+4n−log(ǫ)
⌋
+ 1
2
⌊
expn−12 (4⌈ 1ǫ ⌉+6)
2 − 4n− 6 + 2 log(ǫ)
⌋
≤
2exp
n−2
2 (4⌈ 1ǫ ⌉+6)−n−1+log(ǫ)) + 1
2exp
n−2
2 (4⌈ 1ǫ ⌉+6) − 8n− 14 + 4 log(ǫ)
≤
2exp
n−2
2 (4⌈ 1ǫ ⌉+6)−n−1+log(ǫ))
2exp
n−2
2 (4⌈ 1ǫ ⌉+6)−1
≤2−n+log(ǫ)
=ǫ2−n.
In the second inequality we used that 2exp
n−2
2 (4⌈ 1ǫ ⌉+6)−1 ≥ 8n + 14 − 4 log(ǫ).
Summing up over all possible x1 we get
δ((Y1, X1), (Y1 +D1, X1)) =
∑
x1
Pr(X1 = x1)δ(Y1|X1=x1 , (Y1 +D1)|X1=x1)
≤ǫ2−n.
Similarly to before, this implies
δ((Y1, D2, D3, . . . , Dn), (Y1 +D1, D2, D3, . . . , Dn)) ≤ ǫ2
−n
and hence
δ((Y1, Y3, Y4, . . . , Yn+1), (Y2, Y3, Y4, . . . , Yn+1))
≤δ((Y1, D1 +D2, D3, . . . , Dn), (Y1 +D1, D2, D3, . . . , Dn))
≤δ((Y1, D1 +D2, D3, . . . , Dn), (Y1, D2, D3, . . . , Dn))
+ δ((Y1, D2, D3, . . . , Dn), (Y1 +D1, D2, D3, . . . , Dn))
≤ǫ2−n−2 + ǫ2−n
≤ǫ(1− 2−(n+1)).
This shows the remaining case, i = 1, of requirement 1.
We have Yi+1 − Yi = Di, so requirement 2 can be written as
Pr(Di < (n+ 1) + 4− log(ǫ)) ≤ ǫ2
−(n+1)−3.
By definition of Di we have
Pr(Di < n+ 5− log(ǫ)) ≤(n+ 5− log(ǫ))2
−4n+2 log(ǫ)−Xi
≤
n+ 5− log(ǫ)
24n−2 log(ǫ)+1
=ǫ
n+ 5− log(ǫ)
24n−log(ǫ)+1
≤ǫ2−(n+1)−3.
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To see the last inequality in the above computation, we can rewrite it as n +
5 − log(ǫ) ≤ 2−(n+1)−324n−log(ǫ)+1 = 23n−32− log(ǫ). For n ≥ 3 and ǫ = 1 it is
easy to see that is holds. To generalise this to all ǫ we write t = − log(ǫ), and
see that the right hand side increases faster in t than the left hand side. This
shows that requirement (2) holds.
By construction, Yn+1 = Y1 +
∑n
i=1Di, where Y1 ≤ exp
n−1
2
(
4
⌈
1
ǫ
⌉
+ 6
)
/2−
4n− 6+ 2 log(ǫ), and Di ≤ 2
Xi+4n−2 log(ǫ). As Xn ≤ exp
n−2
2
(
4
⌈
1
ǫ
⌉
+ 6
)
− 4n−
2 + 2 log(ǫ) we get Dn ≤ 2
expn−22 (4⌈ 1ǫ ⌉+6)−2 =
expn−12 (4⌈ 1ǫ ⌉+6)
4 . We know that
the Xi’s are increasing so Dn−1 is at most half this size and so on. In total we
get
Yn+1 ≤
(
2−1 + 2−2 + · · ·+ 2−n
)
expn−12
(
4
⌈
1
ǫ
⌉
+ 6
)
− 4n− 6 + 2 log(ǫ)
≤ exp
(n+1)−2
2
(
4
⌈
1
ǫ
⌉
+ 6
)
− 4(n+ 1)− 2 + 2 log(ǫ).
This proves that the last requirement holds.
Corollary 15. For fixed n there exists a distribution of X = (X1, . . . , Xn) where
1 ≤ X1 < X2 < · · · < Xn ≤ N(ǫ) are all integers and X has ǫ-indistinguishable
n− 1-subsets and N(ǫ) = expn−22 (O(
1
ǫ
)).
Proof. Follows from Proposition 11 and 12 and Lemma 14.
Corollary 16. For fixed n the value v1 of Game 1 as a function of N is
O
(
1
logn−2(N)
)
Proof. This follows from Theorem 5 and Corollary 15.
Corollary 17. For fixed n there exists a distribution of X = (X1, . . . , Xn) where
1 ≤ X1 < X2 < · · · < Xn ≤ N(ǫ) are all integers and X has ǫ-indistinguishable
subsets and N(ǫ) = expn−22 (O(
1
ǫ
)).
Proof. Follows from Proposition 6 and Corollary 15.
5 Lower bounds
In this section we will show lower bounds on how large values Xn need to take
if X = (X1, . . . , Xn) has ǫ-indistinguishable n − 1-subsets and we always have
X1 ≥ 0 and Xi+1 ≥ Xi+1. We no longer require that the Xi are integers, only
that there are at least one apart. This weaker requirement makes the induction
argument easier. Clearly, any lower bound we show under the assumption that
the Xi’s are at least one apart will also be a lower bound in the case where the
Xi have to take integer values. Conversely, if you have a distribution of X with
ǫ-indistinguishable n− 1-subsets and X1 ≥ 0, Xi+1 ≥ Xi + 1 you can define X
′
by X ′i = 1 + ⌊Xi⌋. Then X1 < X2 < · · · < Xn will be natural numbers and by
Proposition 9 X ′ will have ǫ-indistinguishable n− 1-subsets.
Proposition 18. If X1 and X2 are discrete random variables taking real values
in an interval [a, b] and EX2 ≥ EX1 + 1 then
δ(X1, X2) ≥
1
b− a
.
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Proof. If a 6= 0 we can subtract a from X1 and X2, and set the new b to be b−a
and a to be 0. We will still have EX2 ≥ EX1 + 1 and the distance δ(X1, X2)
and b − a are not affected by this. So in the following we will assume a = 0.
Then we have
EX2 − EX1 =
∑
x
x(Pr(X2 = x)− Pr(X1 = x))
≤
∑
x
xmax(Pr(X2 = x)− Pr(X1 = x), 0)
≤b
∑
x
max(Pr(X2 = x) − Pr(X1 = x), 0)
=bδ(X2, X1)
=bδ(X1, X2).
So δ(X1, X2) ≥
1
b
= 1
b−a
.
We can now show a lower bound in the case n = 2.
Proposition 19. If X1, X2 are random variables over the non-negative real
numbers such that X2 ≥ X1 + 1 and (X1, X2) has ǫ-indistinguishable 1-subsets,
then X2 must take values of at least
1
ǫ
with positive probability.
Proof. To say that (X1, X2) has ǫ-indistinguishable 1-subset means that δ(X2, X1) ≤
ǫ. As X2 ≥ X1 + 1 we have EX2 ≥ EX1 + 1 and the statement follows from
Proposition 18.
Here we allowedX1 to be 0. If we requiredX1 andX2 to be natural numbers,
the lower bound would be ⌈ 1
ǫ
⌉ + 1, which exactly matches our construction in
Proposition 11.
We can combine Proposition 18 with Proposition 9 to get the following.
Proposition 20. If X1 and X2 are random variables with domain X and f :
X → [a, b] is a function such that Ef(X2) ≥ Ef(X1) + 1 then δ(X1, X2) ≥
1
b−a
.
Proof. By Proposition 18 we have δ(f(X1), f(X2)) ≥
1
b−a
, so by Proposition 9
we get δ(X1, X2) ≥
1
b−a
.
We will now show the lower bound in the case n = 3.
Proposition 21. Let X1, X2, X3 be random variables taking non-negative real
numbers such that X2 ≥ X1 + 1 and X3 ≥ X2 + 1. If (X1, X2, X3) has ǫ-
indistinguishable 2-subsets, then X3 must take values of at least 2
1
ǫ with positive
probability.
Proof. Let f(x, y) = log(y− x). We have X3 −X1 = (X3 −X2) + (X2 −X1) so
by Jensen’s inequality we get
log(X3 −X1)− 1 = log
(
X3 −X1
2
)
≥
log(X3 −X2) + log(X2 −X1)
2
.
Thus
E2 log(X3 −X1)− 2 ≥ E log(X3 −X2) + E log(X2 −X1).
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We must have at least one of E log(X3 − X1) ≥ E log(X3 − X2) + 1 and
E log(X3 −X1) ≥ E log(X2 −X1) + 1. Assume without loss of generality that
the first one is the case. As (X1, X2, X3) has ǫ-indistinguishable 2-subsets we
have δ((X1, X3), (X2, X3)) ≤ ǫ so Proposition 18 tell us that the log’s must take
values in an interval of length 1
ǫ
. As the Xi’s always differ by at least one, the
log’s only take non-negative values. Hence, log(X3 − X1) ≥
1
ǫ
with positive
probability, so X3 ≥ X3 −X1 ≥ 2
1
ǫ with positive probability.
In later proofs we would like to be able to ignore events that only happen
with small probability, and argue that this does not increase the total variation
distance between two random variables too much. In order to do that, we need
the following proposition.
Proposition 22. Let (X1, X2, T ) be random variables with some joint dis-
tribution, where T only takes values 0 and 1 and Pr(T = 0) = ǫ < 1 and
δ(X1, X2) = δ. For i ∈ {1, 2} define X
′
i = Xi|T=1. Then
δ(X ′1, X
′
2) ≤
δ + ǫ
1− ǫ
.
Proof.
δ(X ′1, X
′
2) =
∑
x
max(Pr(X ′1 = x)− Pr(X
′
2 = x), 0)
=
∑
x
max(Pr(X1 = x|T = 1)− Pr(X2 = x|T = 1), 0)
=
∑
x
max(Pr(X1 = x, T = 1)− Pr(X2 = x, T = 1), 0)
Pr(T = 1)
≤
∑
x
max(Pr(X1 = x)− Pr(X2 = x, T = 1), 0)
Pr(T = 1)
=
∑
x
max(Pr(X1 = x)− Pr(X2 = x) + Pr(X2 = x)− Pr(X2 = x, T = 1), 0)
Pr(T = 1)
≤
∑
x
max(Pr(X1 = x)− Pr(X2 = x), 0) + max(Pr(X2 = x)− Pr(X2 = x, T = 1), 0)
Pr(T = 1)
≤
δ + ǫ
1− ǫ
.
We will now consider the case n = 4. Before we show the lower bound,
we will show that if X has ǫ-indistinguishable 3-subsets then (X1, X2, X3, X4)
will with high probability be in one of two cases. Intuitively, one of these cases
corresponds to the gaps X2 − X1, X3 − X2, X4 − X3 increasing and the other
corresponds to the gaps decreasing.
Proposition 23. Let X1, X2, X3, X4 be discrete random variable taking real
values such that X1 < X2 < X3 < X4. Assume that (X1, X2, X3, X4) has
ǫ-indistinguishable 3-subsets. Then with probability at least 1 − 9ǫ we have
X3−X2
X4−X1
< 14 and one of the following
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1. X3 <
X1+X4
2 and X2 ≤
X1+X3
2 , or
2. X2 >
X1+X4
2 and X3 >
X2+X4
2 .
Proof. Define f(x, y, z) = y−x
z−x
ǫ−1. We see that 0 < f(X1, X2, X4) < f(X1, X3, X4) <
ǫ−1. As δ((X1, X2, X4), (X1, X3, X4)) ≤ ǫ, Proposition 18 implies that
E (f(X1, X3, X4)− f(X1, X2, X4)) < 1.
That is EX3−X2
X4−X1
< ǫ. In particular
Pr
(
X3 −X2
X4 −X1
≥
1
4
)
< 4ǫ.
Define T to be the random variable that is T = 1 when X3−X2
X4−X1
< 14 and otherwise
is 0. Let (X ′1, X
′
2, X
′
3, X
′
4) = (X1, X2, X3, X4)|T=1. Now (X
′
1, X
′
2, X
′
3, X
′
4) has
Pr(T=0)+ǫ
Pr(T=1) -indistinguishable 3-subset: to see for example that δ((X
′
1, X
′
2, X
′
3), (X
′
1, X
′
2, X
′
4)) ≤
Pr(T=0)+ǫ
Pr(T=1) we use Proposition 22 on ((X1, X2, X3), (X1, X2, X4), T ), and similar
for all other pairs of 3-subsets.
Now define g(x, y, z) = 1 if y > x+z2 and otherwise g(x, y, z) = 0. As
4(X ′3 −X
′
2) ≤ X
′
4 −X
′
1 we have
g(X ′1, X
′
2, X
′
3) ≥ g(X
′
1, X
′
3, X
′
4) ≥ g(X
′
1, X
′
2, X
′
4) ≥ g(X
′
2, X
′
3, X
′
4).
Here the middle inequality follows from X ′3 > X
′
2. To show the first inequality,
assume for contradiction that it is wrong for some particular values x1, x2, x3, x4
of X ′1, X
′
2, X
′
3, X
′
4. Then we must have g(x1, x3, x4) = 1, so x3 >
x1+x4
2 . But
that implies x3−x1
x4−x1
> 12 and as
x3−x2
x4−x1
< 14 this implies x2 >
x1+x3
2 and the first
inequality is true. The last inequality is similar.
By proposition 9 we know that δ(g(X ′1, X
′
2, X
′
3), g(X
′
2, X
′
3, X
′
4)) ≤
Pr(T=0)+ǫ
Pr(T=1) ,
so Eg(X ′1, X
′
2, X
′
3)−g(X
′
2, X
′
3, X
′
4) ≤
Pr(T=0)+ǫ
Pr(T=1) . Because g only takes the values
0 and 1 and g(X ′1, X
′
2, X
′
3) ≥ g(X
′
2, X
′
3, X
′
4) we have
Pr(g(X ′1, X
′
2, X
′
3) 6= g(X
′
2, X
′
3, X
′
4)) ≤
Pr(T = 0) + ǫ
Pr(T = 1)
.
Let T ′ be the random variable that is 0 when T = 0 or g(X ′1, X
′
2, X
′
3) 6=
g(X ′2, X
′
3, X
′
4). We have
Pr(T ′ = 0) =Pr(T = 0) + Pr(T = 1, g(X1, X2, X3) 6= g(X2, X3, X4))
≤Pr(T = 0) + Pr(T = 1)
Pr(T = 0) + ǫ
Pr(T = 1)
≤4ǫ+ 4ǫ+ ǫ
=9ǫ.
If g(X1, X2, X3) = g(X2, X3, X4) = 0 we have X3 ≤
X2+X4
2 <
X1+X4
2 and
X2 ≤
X1+X3
2 and we are in the first case of the conclusion of the proposition.
Similarly, if g(X1, X2, X3) = g(X2, X3, X4) = 1 we have X2 >
X1+X3
2 >
X1+X4
2
and X3 >
X2+X4
2 .
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We are now ready to show the lower bound in the case n = 4.
Proposition 24. Let X1, X2, X3, X4 be random variables over the non-negative
real numbers such that Xi+1 ≥ Xi + 1 for i ∈ {1, 2, 3} and let ǫ <
1
9 . If
(X1, X2, X3, X4) has ǫ-indistinguishable 3-subsets, then X4 must take values of
at least exp22
(
1−9ǫ
20ǫ
)
with positive probability.
Proof. First we consider the case where we always have X3 ≤
X1+X4
2 and X2 ≤
X1+X3
2 . From this we conclude that X4 −X1 ≥ 2(X3 −X1) ≥ 4(X2 −X1). In
other words log(X4 −X1) ≥ log(X3 −X1) + 1 and log(X3 − X1) ≥ log(X2 −
X1)+1. We claim that if (X1, X2, X3, X4) has ǫ-indistinguishabl 3-subsets, then
(log(X2−X1), log(X3−X1), log(X4−X1)) has ǫ-indistinguishable 2-subsets. To
show for example that δ((log(X3−X1), log(X4−X1)), (log(X2−X1), log(X3−
X1))) ≤ ǫ we define f(x, y, z) = (log(y − x), log(z − x)) and use Proposition 9
together with the assumption that δ((X1, X3, X4), (X1, X2, X3)) ≤ ǫ. Similar
for all other pair of 2-subsets of {log(X2 − X1), log(X3 − X1), log(X4 − X1)}.
As the Xi’s differ by one, the log’s are always non-negative, and we have shown
that they differ by one. Hence, by Proposition 21 log(X4−X1) most take values
of at least 2
1
ǫ with positive probability. Thus, X4 must take values of at least
exp22(
1
ǫ
).
This was assuming X3 ≤
X1+X4
2 and X2 ≤
X1+X3
2 . If we instead assume
X2 ≥
X1+X4
2 and X3 ≥
X2+X4
2 we can look at log(X4 −X3), log(X4 −X2) and
log(X4 −X1), and get the same result.
Next, suppose that we are only promised that for each value of (X1, X2, X3, X4)
we are in one of those cases, but that it is not always the same of the two cases.
Let I be a random variable that is 1 when we are in the case where the gaps in-
crease and 0 in the case where the gaps decrease. Given three of X1, X2, X3, X4
we can see which case we are in, even if we do not know which three of them
we were given: we simply plug the three numbers into the function g from the
proof of Proposition 23. Proposition 10 gives us
δ((X1, X2, X3), (X2, X3, X4)) =
1∑
i=0
Pr(I = i)δ((X1, X2, X3)|I=i, (X2, X3, X4)|I=i).
(1)
And similar for all other pairs for 3-subsets. There must be an i0 such that
Pr(I = i0) ≥
1
2 , and if (X1, X2, X3, X4) has ǫ-indistinguishable 3-subsets, then
(X1, X2, X3, X4)|I=i0 must have 2ǫ-indistinguishable 3-subsets, and hence X4
must takes some value of at least exp22(
1
2ǫ ) with positive probability.
Finally, without any promises on X1, X2, X3, X4 we know from Proposition
23 that with probability 1 − 9ǫ one of the two requirement holds. Let T be
a random variable that is 1 when one of these holds a 0 otherwise. Define
(X ′1, X
′
2, X
′
3, X
′
4) = (X1, X2, X3, X4)|T=1. Using Proposition 22 we can show
that (X ′1, X
′
2, X
′
3, X
′
4) has
10ǫ
1−9ǫ -indistinguishable 3-subsets. As X
′
1, X
′
2, X
′
3, X
′
4
always satisfy one of the two requirements, X ′4 (and hence X4) must take values
of at least exp22
((
2 10ǫ1−9ǫ
)−1)
= exp22
(
1−9ǫ
20ǫ
)
.
In the proof of a lower bound for general n, we can use Proposition 23 to
argue that any four consecutive Xi will either have increasing or decreasing
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gaps. We can then use the following proposition to argue that all the gaps must
be either increasing or decreasing.
Proposition 25. Let x1 < · · · < xn be a sequence such that for all i ∈ [n− 3]
we have
xi+2−xi+1
xi+3−xi
< 14 and one of the following two conditions holds:
1. xi+2 <
xi+xi+3
2 and xi+1 ≤
xi+xi+2
2 , or
2. xi+1 >
xi+xi+3
2 and xi+2 >
xi+1+xi+3
2 .
Then it must be the same of the two conditions that holds for every i. If it is
the first then xi+1 − xi ≥ xi − x1 for all i ∈ {2, . . . , n − 1}. If it is the second
then xi − xi−1 ≥ xn − xi for all i ∈ {2, . . . n− 1}.
Proof. Assume that x1, . . . , xn satisfy the condition in the proposition. Consider
an i ∈ [n−3]. If we are in the first case we have 2xi+1 ≤ xi+xi+2 so xi+1−xi ≤
xi+2 − xi+1 and 2xi+2 < xi + xi+3 so xi+2 − xi+1 < xi+2 − xi < xi+3 − xi+2.
In other words, the gaps between the xi do not get smaller. By a similar proof,
in the second case the gaps get strictly smaller. Thus, by looking at the gaps
xi+2 − xi+1 and xi+3 − xi+2 we see that is must be the same case that is true
for i and for i+ 1. By induction is must be the same case for all i.
Assume that we are in the first case for all i. Then for i = 1 we already have
x2−x1 ≤ x3−x2. Next assume for induction that xi+1−xi ≥ xi−x1 for i ≥ 2.
If we insert i − 1 instead of i in xi+2 <
xi+xi+3
2 we get xi+1 <
xi−1+xi+2
2 . This
is equivalent to xi+2−xi+1
xi+2−xi−1
> 12 . By inserting i− 1 instead of i in
xi+2−xi+1
xi+3−xi
≤ 14
we get xi+1−xi
xi+2−xi−1
≤ 14 . Combining these two we get
xi+2 − xi+1
xi+1 − xi
=
xi+2 − xi+1
xi+2 − xi−1
·
xi+2 − xi−1
xi+1 − xi
≥
1
2
·
4
1
= 2.
Thus xi+2 − xi+1 ≥ 2(xi+1 − xi) ≥ xi+1 − xi + xi − x1 = xi+1 − x1. Here the
last inequality follows from the induction hypothesis. The case where the gaps
gets smaller is similar.
Finally, we show the lower bound for general n.
Theorem 26. Let n ≥ 4, ǫ <
(
18n−3(n− 2)!
)−1
and let X1, . . . , Xn be random
variables over the non-negative real numbers such that Xi+1 ≥ Xi + 1 for i ∈
[n−1]. If (X1, . . . , Xn) has ǫ-indistinguishable n−1-subsets, then Xn must take
values of at least expn−22
((
18n−3(n− 2)!ǫ
)−1)
with positive probability.
Proof. We show this by induction on n. The case n = 4 we know from Proposi-
tion 24 that X4 must take values of at least exp
2
2
(
1−9ǫ
20ǫ
)
. For ǫ < 118n−3(n−2)! =
1
36 we clearly have exp
2
2
(
1−9ǫ
20ǫ
)
≥ expn−22
((
18n−3(n− 2)!ǫ
)−1)
.
Assume for induction that the theorem is true for n− 1. For each i ∈ [n− 3]
consider Xi, Xi+1, Xi+2, Xi+3. If (X1, . . . Xn) has ǫ-indistinguishable n− 1 sub-
sets, then (Xi, Xi+1, Xi+2, Xi+3) has ǫ-indistinguishable 3-subsets: for example
to show that δ((Xi, Xi+1, Xi+2), (Xi+1, Xi+2, Xi+3)) < ǫ we define f to be the
function that given an n− 1-tuple returns the i’th, i+1’th and i+2’th element
and use Proposition 9 together with the assumption that δ(X−(i+3), X−i) ≤ ǫ.
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Now define Ti to be 1 if
Xi+2−Xi+1
Xi+3−Xi
< 14 and
Xi+2 <
Xi +Xi+3
2
and Xi+1 ≤
Xi +Xi+2
2
we define Ti to be 2 if
Xi+2−Xi+1
Xi+3−Xi
< 14 and
Xi+1 >
Xi +Xi+3
2
and Xi+2 >
Xi+1 +Xi+3
2
and we define Ti = 0 otherwise. By Proposition 23, Pr(Ti = 0) ≤ 9ǫ. We define
T to be 1 if all the Ti’s are 1, we define it to be 2 if all the Ti’s are 2 and we define
T = 0 otherwise. We know from Proposition 25 that “otherwise” only happens
if one of the Ti are 0. So by Proposition 23 and the union bound Pr(T = 0) =
Pr(∃i : Ti = 0) ≤ (n−3)9ǫ < 1. Define (X
′
1, . . . , X
′
n) = (X1, . . . , Xn)|T 6=0. From
Proposition 22 we conclude that (X ′1, . . . , X
′
n) has
ǫ+(n−3)9ǫ
1−(n−3)9ǫ -indistinguishable
n − 1-subsets. We must have Pr(T = t|T 6= 0) ≥ 12 for some t ∈ {1, 2}. In
the following we will assume that this is the case for t = 1, the proof for t = 2
is very similar. By the same argument as in the proof of Proposition 24 we
see that, (X ′1, . . . , X
′
n)|T=1 has 2
ǫ+(n−3)9ǫ
1−(n−3)9ǫ -indistinguishable n− 1-subsets, and
as ǫ <
(
18n−3(n− 2)!
)−1
< 881(n−2)(n−3) a computation shows that we have
2 ǫ+(n−3)9ǫ1−(n−3)9ǫ ≤ 18(n− 2)ǫ so (X
′
1, . . . , X
′
n)|T=1 has (18(n− 2)ǫ)-indistinguishable
n − 1-subsets. As consecutive X ′i’s always differ by at least 1, the random
variables log(X ′2−X
′
1), log(X
′
3−X
′
1), . . . , log(X
′
n−X
′
1) take non-negative values,
and as T = 1 we know from Proposition 25 that consecutive log(X ′i − X
′
1)’s
always differ by at least 1. We have
18(n− 2)ǫ <
18(n− 2)
18n−3(n− 2)!
=
1
18(n−1)−3((n− 1)− 2)!
,
so by the induction hypothesis log(X ′n −X
′
1) must take values of at least
expn−32
((
18(n−1)−3((n− 1)− 2)! (18(n− 2)ǫ)
)−1)
= expn−32
((
18n−3(n− 2)!ǫ
)−1)
so X ′n, and hence Xn, must take values of at least exp
n−2
2
((
18n−3(n− 2)!ǫ
)−1)
.
In the case Pr(T = 2|T 6= 0) > 12 we consider log(Xn − Xn−1), log(Xn −
Xn−2), . . . , log(Xn−X1) instead of log(X2−X1), log(X3−X1), . . . , log(Xn−X1)
but otherwise the proof is the same.
Corollary 27. For fixed n there exists a distribution of X = (X1, . . . , Xn) where
1 ≤ X1 < X2 < · · · < Xn ≤ N(ǫ) are all integers and X has ǫ-indistinguishable
n− 1-subsets and N(ǫ) = expn−22 (Θ(
1
ǫ
)).
Proof. The upper bound was already shown in 15. The lower bound follows
from Proposition 19 and 21 and Theorem 26.
Corollary 28. For fixed n the value v1 of Game 1 as a function of N is
Θ
(
1
logn−2(N)
)
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Proof. This is follows from Theorem 5 and Corollary 27.
Corollary 29. For fixed n there exists a distribution of X = (X1, . . . , Xn) where
1 ≤ X1 < X2 < · · · < Xn ≤ N(ǫ) are all integers and X has ǫ-indistinguishable
subsets and N(ǫ) = expn−22 (Θ(
1
ǫ
)).
Proof. Follows from Corollary 27 and Proposition 6.
6 Conclusion
We have shown that for any n and ǫ > 0 there exists a distribution of (X1, . . . , Xn)
with 1 ≤ X1 < · · · < Xn integers such that any two subsets of {X1, . . . , Xn} of
the same size are ǫ-indistinguishable. This could in theory be used to approx-
imately time games the cannot be exactly timed. Unfortunately, the resulting
values of Xn are huge: Even for n = 4 and ǫ =
1
200 we would need to use values
much larger that the universe’s age in Planck times.
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