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a b s t r a c t
Nonlinear mixed-effects (NLME) models and generalized linear mixed models (GLMM)
are popular in the analyses of longitudinal data and clustered data. Covariates are often
introduced to partially explain the large between individual (cluster) variation. Many of
these covariates, however, contain missing data and/or are measured with errors. In these
cases, likelihood inference can be computationally very challenging since the observed
data likelihood involves a high-dimensional and intractable integral. Computationally
intensivemethods such asMonte-Carlo EMalgorithmsmay offer computational difficulties
such as very slow convergence or even non-convergence. In this article, we consider
hierarchical likelihood methods which approximate the observed-data likelihood using
Laplace approximation so completely avoid the intractable integral. We evaluate the
methods via simulation and illustrate the methods by two examples.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Nonlinear mixed-effects (NLME) models and generalized linear mixed models (GLMM) are becoming increasingly
popular in the analysis of longitudinal data and correlated data. They are especially useful for data with moderate or
large between individual (cluster) variation (or heterogeneity), which are common in practice such as longitudinal studies
[4,17,23]. In practice, understanding the large inter-individual variation receives great attention, so covariates are often
introduced to partially explain these variations. However, some of the covariates may be missing with arbitrary missing
data patterns, and the missing data may be non-ignorable in the sense that the missingness may be related to the missing
values. Moreover, some covariatesmay bemeasuredwith errors. It is known that standard complete-datamethods ignoring
missing data andmeasurement errors or use of simple naive methods such as mean-imputation methodmay lead to biased
results. Therefore, it is important to develop appropriate statistical methods to address missing data and measurement
errors in NLME and GLMMmodels.
Missing covariates in GLMM and NLME models have been studied in the literature [7,24]. Ibrahim et al. [6] provide a
nice review of various methods. For likelihood inference, the observed-data likelihoods are typically quite intractable since
it may involve high-dimensional integrals of nonlinear functions with respect to the missing values and random effects.
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A standard approach is to use a Monte-Carlo EM algorithm, where in the E-step missing values and random effects are
sampled from their predictive distributions and the expectation is then approximated by an empirical mean while the M-
step can be implemented by standard complete-data optimization procedures such as the Newton–Raphson method. For
such methods, the Monte-Carlo E-step is typically a combination of Markov Chain Monte-Carlo methods (e.g., the Gibbs
sampler) and rejection samplingmethods (e.g., adaptive rejection sampling). Therefore, theMonte-Carlo EM algorithms can
be computationally extremely intensive and may even offer convergence problems such as very slow convergence or non-
convergence, especially when the number of the missing values and random effects are not small, which is usually the case
in practice.
Efforts to reduce the computational burden have been reported [24], but the Monte-Carlo EM algorithms are still needed
to sample the missing data in the E-step so the some major computational difficulties remain. Therefore, it will be of
considerable interest and a major advance in this area if alternative methods can be developed which completely avoid
these computational difficulties.
Lee and Nelder [15] extended GLMMs to hierarchical generalized linear models (HGLMs) by allowing non-normal
distributions for random effects, and they proposed to the use of hierarchical likelihood (or h-likelihood) for drawing
inferences form them. HGLMs can be extended to by adding an additional feature to allow correlations among the random
effects [15]. Furthermore, HGLMs can be further extended to a class of double HGLMs (DHGLMs) inwhich randomeffects can
be specified in both the mean and the dispersion components [13]. DHGLMs by allowing heavy-tailed distribution provide
estimates that is less sensitive to presence of outliers as well as distributional assumption on the random effects. The h-
likelihood method has been investigated in estimation for NLME models [19], GLMMs [18] and the analysis of missing
data [26].
We consider the Laplace approximation to the observed-data likelihood, based on the h-likelihood. We develop approx-
imate maximum likelihood estimates (MLEs) of the mean parameters and restricted MLEs for the variance–covariance or
dispersion parameters. In this article, we develop the h-likelihood method for general GLMM and NLME models with ar-
bitrary missing data and measurement errors in covariates and investigate their performance. A major advantage of our
approach is the computational feasibility of the method.
In Section 2 we describe themodels and observed-data likelihood and discuss the computational difficulties. In Section 3
we introduce the h-likelihood method for non-ignorable missing time-independent covariates in GLMM and NLMEmodels.
Section 4 extends the methods to non-ignorable missing time dependent covariates and measurement errors. Section 5
gives two examples to illustrate our methods, which are evaluated via simulation in Section 6. We conclude the article with
some discussion in Section 7.
2. Models and likelihood
Let yi = (yi1, . . . , yini)T , where yij is the response value for individual i at time tij, i = 1, . . . ,N; j = 1 · · · ni. Let
zi = (zi1, . . . , zip)T be p time-independent covariates for individual i. Suppose that the covariates have missing data with
arbitrary missing patterns. We write zi = (zmis,i, zobs,i), where zmis,i are the missing components of zi and zobs,i contains the
observed components of zi. To simplify notation, we suppress the completely observed covariates since no distributional
assumptions are needed for these covariates. We also assume no measurement errors for the covariates in this section and
will discuss covariate measurement error problems in Section 4. Let ri = (ri1, . . . , rip)T be a (p× 1) vector of missing data
indicators such that rij = 1 if the jth covariate is missing for individual i and 0 otherwise, j = 1, . . . , p; i = 1, . . . ,N .
When the missing data are non-ignorable, we must assume a possible missing data model, say f (ri|yi, zi,φ), which relates
the missingness to the observed and missing values, and incorporate the missing data model into likelihood inference. Let
f (·) denote a generic density function and f (·|·) denote a density function for a conditional distribution.
The observed data are {(yi, zobs,i, ri), i = 1, . . . ,N}, and the observed-data (or marginal) likelihood can be written as
Lo(θ) =
N
i=1
Loi(θ)
=
N
i=1

f (yi|zi, bi,β, σ)f (bi|Σ)f (zi|α)f (ri|yi, zi,φ)dbidzmis,i, (1)
where β is a vector of population mean parameters (or fixed effects) for the conditional response model f (yi|zi, bi,β, σ), σ
contains variance–covariance or dispersion parameters in the conditional response model, α contains parameters for the
covariate model, bi = (bi1, . . . , bis)T is the vector of random effects, the covariance matrix Σ quantifies the random
inter-individual variation, and θ = (α,β, σ,Σ,φ) is the collection of all parameters. We assume that the random effects
bi ∼ N(0,Σ).
For a NLME model, f (yi|zi, bi,β, σ) is the density of a multivariate normal distribution with a nonlinear mean function
µij = E(yi|zi, bi,β) = g(zi, bi,β), where g(·) is a known nonlinear function, and σ contains the variance–covariance
parameters which are often distinct from the mean parameters β. For a GLMM, the components of yi are assumed to be
conditionally independent given the random effects, and f (yi|zi, bi,β, σ) is a product of densities in the exponential family,
with µ = E(yi|zi, bi,β) = h(zTi β + wTi bi) where h(·) is a link function and wi may contain covariates. When the missing
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covariates are missing at random (MAR) in the sense that the missingness may be related to the observed data but not the
missing data, we do not need to assume a missing data model for likelihood inference, so the term f (ri|yi, zi,φ) can be
dropped from Lo(θ).
Since the covariates zi have missing values, we must assume a distribution f (zi|α) for zi in order to perform likelihood
inference, where the parameters αmay be viewed as nuisance parameters. When the dimension of zi (i.e., p) is not small or
when zi contains both continuous and discrete covariates or when the components of zi follow different distributions, we
may follow Ibrahim et al. [7] and write the distribution of zi as a product of one-dimensional conditional distributions
f (zi|α) = f (zi1|α)f (zi2|zi1,α) · · · f (zip|zi1, . . . , zi,p−1,α). (2)
Then, for each term in the right-hand-side of (2), we may consider standard regression models such as a multiple linear
regression model for continuous responses or a logistic regression models for binary responses. Standard model selection
methods such as AIC/BIC criteria may be used to obtain parsimonious models to reduce the number of nuisance parameters.
The advantage of such modeling approach is that it incorporates both continuous and discrete covariates simultaneously
and it usually contains fewer parameters than a full joint distribution for f (zi|α). For example, if zik is a continuous variable
and roughly normal (perhaps after an appropriate transformation), we may consider regression model zik = α0 + α1zi1 +
· · · + αk−1zi,k−1 + ϵi and then delete unimportant terms using a model selection method. For such an approach, sensitivity
analysis should be performed to check if the results are sensitive to the order of the covariate in factorization (2).
Similarly, to model the missing data mechanism for non-ignorable missing data, we may write the joint distribution of
ri as a product of one-dimensional conditional distributions
f (ri|yi, zi,φ) = f (ri1|yi, zi,φ)f (ri2|ri1, yi, zi,φ), . . . , f (rip|ri1, . . . , ri,p−1, yi, zi,φ) (3)
and then use a series of logistic regression models. Again, model selection methods should be used to reduce the number of
nuisance parameters and sensitivity analysis should be performed. For example, we may consider a simple model such as
logit(P(rik = 1)) = φ0+φ1zik. See Section 5 for a detailed example of thismodeling strategy. Note that the assumedmissing
data model f (ri|yi, zi,φ) is not testable based on the observed data, so sensitivity analysis based on alternative missing data
models are important in data analysis.
The observed-data likelihood Lo(θ) in (1) generally is quite intractable anddoes not have a closed formexpression because
the functions in the integral are generally nonlinear in the random effects bi and the missing covariates zmis,i. Since the
dimension of the integral in (1) is dim(bi, zmis,i), which is generally not small, common numerical integration methods
such as Gauss–Hermit integration method may not be feasible. To obtain the MLEs of the parameters θ, Monte-Carlo EM
algorithms have been proposed [6,7,24]. However, these Monte-Carlo EM algorithms are often computationally extremely
intensive, especially when the number of the random effects bi and the missing covariates zmis,i are not small. Moreover,
sometimes these Monte-Carlo EM algorithms may offer convergence difficulties such as very slow convergence or non-
convergence, even with the availability of modern computers. For these reasons, it is very important to develop alternative
and computationally efficient methods. In the next section we consider the h-likelihood method [15] for approximate
likelihood inference which completely avoids any integration and thus it is not only computationally very efficient but
it also avoids potential computational difficulties such as very slow convergence or non-convergence.
3. Approximate inference based on h-likelihood
As discussed in the end of last section (Section 2), a major challenge for GLMM and NLME models with missing
covariates is computational, even with the availability of modern computers. Therefore, it is important to consider
computationally efficient alternative approaches. In this section we consider an approximate likelihood method based on
the h-likelihood [15], which almost offers no computational difficulties. The idea is essentially to use Laplace approximation
to approximate the observed-data likelihood Lo(θ). It produces approximate MLEs of the mean parameters, restricted MLEs
of the variance–covariance or dispersion parameters, and approximate standard errors based on an approximate Hessian
matrix.
To facilitate a Laplace approximation to the observed-data likelihood, we consider the following scales for the
incompletely observed covariates. For the incompletely observed covariates zi = (zi1, . . . , zip)T , we consider transformation
(or scale) vi ≡ v(zi) = (v1(zi1), . . . , vp(zip)), vmis,i ≡ v(zmis,i) and vobs,i ≡ v(zobs,i) such that, if the domain of the k-
th component zik of zi is (−∞,∞) (the whole real line), no transformation is needed for zik (i.e., vk(zik) = zik), but if
the domain of zik is not the whole real line, we choose a monotone function vk(·) so that the domain of vk(zik) becomes
the whole real line, k = 1, . . . , p; i = 1, . . . ,N . For example, if zik is a covariate with positive domain (e.g., age), we
can choose the transformation or scale vk(zik) = log(zik) (in fact, for positive covariate zik we can always substitute zik
by z∗ik = exp(log(zik)) = exp(vk(zik)). The foregoing transformations or scales are used to ensure that the domains
of all the incompletely observed covariates are the whole real line, which is necessary for the purpose of satisfactory
Laplace approximations since appropriate Laplace approximations in this case require the corresponding variables to have
unrestricted domains [15]. After the parameters are estimated, we can transform v(zmis,i) back to the original scale zmis,i if
necessary. Our limited experience shows that the results are insensitive to the choice of scales or transformations. For the
unobservable random effects bi, transformations or scales are not needed here since we have assumed that bi ∼ N(0,Σ)
so the domains of all the components of bi are unrestricted.
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The hierarchical log-likelihood for individual i can be written as
hi(θ, bi, vmis,i) = log f (yi|zi,β, σ2, bi)+ log f (bi|Σ)+ log f (vi|α)+ log f (ri|yi, zi,φ).
Note that the h-likelihood
N
i=1 hi is equivalent to the Bayesian posterior with uniform prior π(θ) = 1, whose joint
modes may not work well. So Lee and Nelder [12] proposed various adjusted profile h-likelihoods (APHLs) for estimation
of fixed parameters. Let (b˜i, v˜mis,i) be the solution of equation ∂hi(θ, bi, vmis,i)/∂(bi, vmis,i) = 0, and let Di(hi, bi, vmis,i) =
−∂2hi(θ, bi, vmis,i)/∂(bi, vmis,i)2. Then, the APHL
p(bi,vmis,i)(hi) ≡ p(bi,vmis,i)(hi, θ)
=

hi(θ, bi, vmis,i)− 12 log det{Di(hi, bi, vmis,i)/(2π)}
 
(bi,vmis,i)=(b˜i,v˜mis,i)
(4)
can be shown to be the first-order Laplace approximation to the observed-data (or marginal) log-likelihood loi(θ) ≡
log(Loi(θ)) in (1) by integrating out the missing data zmis,i and the random effects bi. By using the explicit form of APHL,
the intractable high-dimensional numerical integration in loi(θ) is completely avoided. This offers a big computational
advantage.
Lee and Nelder [12] showed that the form that is used in Laplace approximation is identical to the Cox and Reid [3]
adjusted profile likelihood to eliminate fixed parameters. Thus, we can use this form for the APHL to eliminate both fixed and
randomparameters simultaneously, by eliminating fixed parameters by conditioning on theirMLEs and randomparameters
by integration. This allows a generalization of the restricted MLEs [12]. Note that if we write θ = (θ1, θ2) where θ1
contains the mean parameters and θ2 contains the dispersion parameters. Then we typically use the approximate marginal
likelihood l˜o(θ) for inference about the mean parameters θ1. To obtain better estimates of the dispersion parameters or
the variance–covariance parameters θ2, we can obtain the restricted MLEs by using
N
i=1 pθ1,(bi,vmis,i)(hi), which is defined
similarly as in (4). Thus
N
i=1 pθ1,(bi,vmis,i)(hi) gives an extension of the restricted log-likelihood by eliminating the mean
parameters and missing covariates and random effects: see [9] for comparisons between various marginal posteriors and
APHLs.
As computationally simple alternatives to the first-order Laplace approximation, the penalized quasi-likelihood [1] and
marginal quasi-likelihoodmethods [1,20] have been proposed, but they can give seriously biased estimators. The first-order
Laplace approximation of this article is often adequate even for extreme binary data [15] and for small cluster size [8].
However, it can give non-negligible biased estimators in binary data with small cluster sizes and large between-cluster
variance components. In the binary data, Noh and Lee [18] showed that the asymptotic biases of estimators using the first-
order Laplace approximation are rapidly reduced as the cluster size ni increases and these biases become negligible when
ni ≥ 4 even for the model with large between-cluster variance components. In our examples, the average numbers of ni
for each of individuals are 7.1 in the example of Section 5.1 and 6.6 of Section 5.2, so that we can expect that the first-order
Laplace approximation works well. In binary data when ni ≤ 3 the use of higher-order Laplace approximation essentially
eliminates biases [15, see Page 191].
The foregoing procedure can be iterated as follows:
Step1, obtain initial estimates θ(0) and (b(0), v(0)mis) of the parameters θ and ‘‘missing data’’ (bi, vmis,i) respectively.
Step2, given the current parameter estimates θ(t), update ‘‘missing data’’ estimates (b(t+1), v(t+1)mis ) by maximizing
hi(θ(t), bi, vmis,i)with respect to (bi, vmis,i), i = 1, . . . ,N .
Step3, given the ‘‘missing data’’ estimates (b(t+1), v(t+1)mis ), update the parameter estimates θ
(t+1) by maximizingN
i=1 p(b(t+1),v(t+1)mis )
(hi(θ, bi, vmis,i)) with respect to θ (this step can be done in two steps if restricted estimates of
the dispersion parameters are required).
Step4, iterating between Step 2 and Step 3 until convergence, we obtain the approximate MLE θˆAP.
At the convergence, an approximate formula for the variance–covariance matrix of the approximate MLE θˆAP is given by
Cov(θˆAP) =
−
∂2
N
i=1
p(bi,vmis,i)(hi(θ, bˆi, vˆmis,i))
∂θ∂θT

−1
θ=θˆAP
.
The estimates of the random effects obtained this way can be interpreted as empirical Bayes estimates. Note that if
an incompletely observed covariate is discrete, the integration with respect to this missing covariate in lo(θ) reduces to a
summation, then the Laplace approximation with respect to this covariate is not needed. This reduces the dimension of the
integral in lo(θ) and thus simplifies the computation.
46 M. Noh et al. / Journal of Multivariate Analysis 109 (2012) 42–51
4. Time-dependent covariates with measurement errors and missing
Sometimes the covariates may be measured over time along with the response measurements. These time-dependent
covariates may be introduced in the response model to partially explain the variation in the response trajectories. However,
some covariate values may be missing at scheduled time points and the missingness may be non-ignorable. Sometimes the
missing covariates may be caused by dropouts, which are common in longitudinal studies. For simplicity, here we focus
on one time-dependent covariate zij, which is measured for individual i at time tij, i = 1, 2, . . . ,N; j = 1, 2, . . . , ni. Let
ri = (ri1, . . . , rini)T be a missing data indicators such that rij = 1 if the covariate is missing at time tij for individual i and 0
otherwise, j = 1, . . . , ni. Let zi = (zi1, . . . , zini). To address measurement errors in the covariates, we model the covariate
process empirically using the following linear mixed-effects (LME) model
zi = Uiα + Viai + ei(≡xi + ei), i = 1, 2, . . . ,N, (5)
where Ui and Vi are known design matrices, α are fixed parameters, ai are random effects, and ei are within random
measurement errors for individual i. We assume ei ∼ N(0, δ2I) and ai ∼ N(0, A), where I is the identity matrix and
A is a covariance matrix. For example, we may assume that zij follows a quadratic polynomial trajectory with varying
coefficients: zij = (α0 + ai0) + (α1 + ai1)tij + (α2 + ai2)t2ij + eij. When the covariate zi is measured with error, we may
view xi = Uiα + Viai as the true but unobserved covariate value. In this case, we may view the repeated measurements as
replicates to address covariate measurement errors. Then, for the conditional response model with covariate measurement
errors, we can consider f (yi|xi, bi,β, σ).
When the missing covariates are non-ignorably missing, we can again assume that the missingness is related to the
missing and observed responses and covariates, i.e., we can assume missing data model f (ri|yi, zi,φ) as in Section 2.
However, often the responses and covariates are measured with errors. In this case it may be more reasonable to assume
that the missingness is related to the true but unobserved response and covariate values (or the underlying true response
and covariate trajectories) rather than the observed but mis-measured values. That is, we assume that the missingness
is related to the random effects in the response and covariate models. Thus, the missing data model can be written as
f (ri|ai, bi,φ), i.e., the missingness is related to the unobserved values through the random effects which characterize the
response and covariate processes. For example, we may consider the following simple missing data model: logit(P(rij =
1)) = φ0 + φ1ai + φ2bi + φ3tij, which is related to the so-called shared-parameter models. In the following, we focus on
such a missing data model.
The observed-data likelihood can be written as
L∗o(θ) =
N
i=1
L∗oi(θ)
=
N
i=1

f (yi|xi, bi,β, σ)f (bi|Σ)f (zi|ai,α)f (ai|A)f (ri|ai, bi,φ)daidbi (6)
which is again intractable and does not have a closed form expression. To avoid computational difficulties, approximate
methods based on Laplace approximations are very valuable. Thus we consider the h-likelihood approach. Note that in (6)
the ‘‘missing data’’ are the randomeffects (ai, bi)whose domain are thewhole spacewithout restrictions, so re-scales for the
missing values are not needed here for Laplace approximations. The hierarchical log-likelihood for individual i is given by
h∗i (θ, ai, bi) = log f (yi|xi, bi,β, σ2)+ log f (bi|Σ)+ log f (zi|ai,α)+ log f (ai|A)+ log f (ri|ai, bi,φ).
Let (a˜i, b˜i) be the solution of equation ∂h∗i (θ, ai, bi)/∂(ai, bi) = 0, and let Di(hi, ai, bi) = −∂2h∗i (θ, ai, bi)/∂(ai, bi)2. Then
p∗(ai,bi)(h
∗
i , θ) =

h∗i (θ, ai, bi)−
1
2
log det{Di(h∗i , ai, bi)/(2π)}
 
(ai,bi)=(a˜i,b˜i)
is the first-order Laplace approximation to the observed-data (or marginal) log-likelihood l∗oi(θ) ≡ log(L∗oi(θ)) by integrating
out the random effects (ai, bi), thus the intractable integral in l∗oi(θ) is completely avoided. Approximate MLE of the mean
parameters and approximate restricted MLE of the dispersion parameters can be obtained in a way similar to the procedure
described in Section 3.
Sometimes the covariates are measured with errors but the missing data in covariates are missing at random or
missing completely at random. Such ignorablemissing covariatesmay occur, for example, when the covariatemeasurement
schedules are different from the response measurement schedules, so covariate values are missing at the response
measurement time tij. In this case, we do not need to assume a missing data model, i.e., we can omit model f (ri|ai, bi,φ).
When there are more than one error-prone covariates, the methods are similar: we can assume a multivariate LME
model [22] for the covariate processes and then proceed in a similar way. Note that when the covariates are time-
independent and are measured with errors, replications or validation data are needed to address measurement errors [2].
When the error-prone covariates are time-dependent, however, statistics analysis can proceed without replications or
validation data if we assume that the true covariate value changes smoothly over time and model the covariate process
empirically, as shown above, since in this case we can view the repeated measurements as replicates.
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5. Examples
Besides the proposed HL estimator, for comparison we consider the CD estimators using only complete cases by deleting
all incomplete data.
5.1. Example I: a GLMM with missing covariates
We consider an AIDS study to illustrate our methods. In this study, forty-eight HIV infected patients are treated with
an anti-HIV treatment. The viral load (plasma HIV-1 RNA) is repeatedly quantified throughout 48 weeks after initiation of
treatment. The viral load detectable limit is 100 copies per milliliter, and 40 out of 361 (11%) of all viral load measurements
are below the detection limit. It is of interest to see if the pattern of viral load trajectories is associated with some important
baseline covariates such as total complement levels (CH50), tumor necrosis factor (TNF), and CD4 cell counts. Here baseline
values are defined to be values at day 2 after initiation of the treatment. Let wij be a binary response variable such that
wij = 1 if the viral load for individual i is below the detection limit at time tij and wij = 0 otherwise. Because of the large
inter-individual variations, we use random effects to allow for individual-specific regression parameters and account for
within-individual correlation. Thus we consider the following GLMM:
logit(pwij) = (β1 + b1i)+ (β2 + b2i)zi1 + β3zi2 + β4zi3 + β5tij, (7)
where pwij = P(wij = 1), zi1 = CH50i, zi2 = TNFi, and zi3 = CD4i are baseline values for individual i,β = (β1, . . . , β5)T are
fixed parameters, bi = (b1i, b2i)T ∼ N(0,Σ) are random effects, and the (i, j)th element of Σ is σij. The baseline values of
CH50 (z1), TNF (z2), and CD4 (z3) contain 19.0%, 16.7%, and 20.5% missing data respectively, so we assume a joint covariate
model. We may model the joint distribution of (zi1, zi2, zi3) as a product of three one-dimensional conditional distributions
f (zi1, zi2, zi3|α) = f (zi3|zi1, zi2,α3)f (zi2|zi1,α2)f (zi1|α1). (8)
Normality assumptions for the marginal and conditional distributions in the above model do not appear to be severely
violated. Thus we can assume the following linear normal models:
(zi3|zi1, zi2,α3) ∼ N(α30 + α31zi1 + α32zi2, α33), (9)
(zi2|zi1,α2) ∼ N(α20 + α21zi1, α22), (zi1|α) ∼ N(α10, α11), (10)
where α3 = (α30, α31, α32, α33),α2 = (α20, α21, α22), and α1 = (α10, α11) are all fixed parameters. Standard model
selection methods for linear regression models may be used to reduce the number of nuisance parameters in α. Sensitivity
analysis may be performed to check if the main parameter estimates depend on the order of the covariates in the
factorizations (8). To avoid very small or very large estimates, which may be unstable, we standardize all the covariate
values. We consider a non-ignorable missing covariate model for sensitivity analysis as follows. Let rik = 1 if zik is missing,
rik = 0 if zik is observed and prik = P(rik = 1|zik,φ), k = 1, 2, 3. Thenwe consider the following simplemodel for a possible
non-ignorable missing data mechanism [16,21]:
prik = exp(φ0 + φkzik)1+ exp(φ0 + φkzik) , k = 1, 2, 3.
We assume that ri1, ri2, ri3 are independent for simplicity and reduction of nuisance parameters.
In the model above, the maximum possible number of the missing data and the random effects for individual i is 5, so
that the computation of the observed-data likelihood Lo(θ) requires eight-dimensional integration. In such cases, theMonte-
Carlo EM algorithm can be computationally very intensive andmay encounter convergence problems. Here the h-likelihood
is defined as

i hi(θ, bi, vmis,i), where
hi(θ, bi, vi) = log f (wi|bi, zi,β)+ log f (bi|Σ)+ log f (zi|α)+ log f (ri|zi,φ),
log f (wi|bi, zi,β) =

j
{wij log(pwij)+ (1− wij) log(1− pwij)},
log f (bi|Σ) = −12 log(2πΣ)−
1
2
bTi Σ
−1bi,
log f (zi|α) = −12 log(2πα33)−
1
2α33
(zi3 − α30 − α31zi1 − α32zi2)2
− 1
2
log(2πα22)− 12α22 (zi2 − α20 − α21zi1)
2 − 1
2
log(2πα11)− 12α11 (zi1 − α10)
2
and
log f (ri|zi,φ) =

k
{rik log(prik)+ (1− rik) log(1− prik)}.
The fitting results of the HL method in Section 3 are in Table 1 for parameters β andΣ . The CD estimators, ignoring the
missing mechanism, can quite differ from the HL estimators as shown in Table 1. From the results of sensitivity analysis in
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Table 1
Summaries of analysis for GLMMwith missing covariates.
CD method HL method
Estimate s.e. Estimate s.e.
β1 −4.82 0.60 −5.03 0.55
β2 0.46 0.53 0.25 0.39
β3 −0.18 0.36 −0.14 0.27
β4 0.36 0.31 0.49 0.29
β5 0.03 0.005 0.03 0.004
σ11 1.57 1.97
σ12 −0.81 −0.83
σ22 0.97 1.17
Table 2
Sensitivity analysis for HL estimates on the order of the covariates in the factorizations.
Order1 Order2 Order3
Estimate s.e. Estimate s.e. Estimate s.e.
β1 −5.03 0.55 −4.98 0.52 −4.95 0.52
β2 0.25 0.39 0.23 0.38 0.22 0.38
β3 −0.14 0.27 −0.14 0.27 −0.14 0.27
β4 0.49 0.29 0.46 0.28 0.48 0.28
β5 0.03 0.004 0.03 0.004 0.03 0.004
σ11 1.97 1.95 1.94
σ12 −0.83 −0.81 −0.82
σ22 1.17 1.13 1.15
Order1: f (z1, z2, z3) = f (z3|z1, z2)f (z2|z1)f (z1).
Order2: f (z1, z2, z3) = f (z3|z1, z2)f (z1|z2)f (z2).
Order3: f (z1, z2, z3) = f (z2|z3, z1)f (z3|z1)f (z1).
Table 3
Estimates of HL estimates from the sensitivity analysis: varying φk for k = 1, 2, 3.
φk = −1 φk = 0 φk = 1
Estimate s.e. Estimate s.e. Estimate s.e.
β1 −5.01 0.52 −4.87 0.57 −4.72 0.54
β2 0.23 0.38 0.41 0.50 0.53 0.40
β3 −0.14 0.27 −0.16 0.33 −0.21 0.31
β4 0.47 0.29 0.36 0.30 0.33 0.32
β5 0.03 0.004 0.03 0.005 0.03 0.004
Table 2, HL estimates are not sensitive to the order of the covariates in the factorizations (8). We also study the sensitivity
of βˆ to the missingness mechanism of covariates, measured by φk for k = 1, 2, 3. In Table 3 the estimates of β (and SE) are
presented at a range of values (−1, 0, 1). When φk = 0 covariates are MAR.
5.2. Example II: a NLME model with covariate measurement errors
We consider an HIV viral dynamic model based on the above dataset again, but we now focus on the first three-month
data and data before viral rebound. Previous studies suggest that the inter-patient variation in viral dynamic parameters
in model (11) may be partially explained by time-dependent covariates such as CD4 and CD8 counts [25]. Both CD4 and
CD8 are measured with errors and have roughly 20%missing data at the viral loadmeasurement time points. Ignoring these
measurement errors may lead to biased results. We assume that the missing covariates are MAR here [16,21]. We also
standardize CD4 (z1) and CD8 (z2) values in order to obtain more stable estimates. The following HIV viral dynamic (NLME)
model has been used in previous studies [25]
yij = log10(P1ie−λ1ijtij + P2ie−λ2itij)+ eij, i = 1, . . . ,N; j = 1, . . . , ni, (11)
P1i = β1 + b1i, λ1ij = β2 + β3x1ij + β4x2ij + b2i, P2i = β5 + b3i, λ2i = β6 + b4i, (12)
where yij is the log10 transformation of the viral load measurement for the i-th patient at j-th measurement time, λ1ij and
λ2i represent two-phase individual-specific viral decay rates, P1i and P2i are the individual-specific baseline values, βj’s are
fixed effects, bji’s are random effects. Here, x1ij and x2ij are true but unobserved covariates for z1ij (CD4) and z2ij (CD8) being
measuredwith error for the i-th patient at j-thmeasurement time, respectively.We assume that thewithin-individual errors
eij i.i.d.∼ N(0, σ 2) and the random effects (b1i, b2i, b3i, b4i)T ∼ N(0,Σ), whereΣ is unrestricted. Because both covariates
are measured with errors and have missing data, we model the covariate processes as follows
f (z1ij, z2ij|α) = f (z1ij|z2ij,α)f (z2ij|α). (13)
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Table 4
Estimates of the NLME model with sensitivity analysis.
CD method HL method (Order1) HL method (Order2)
Estimate s.e. Estimate s.e. Estimate s.e.
log(β1) 12.48 0.20 13.72 0.19 13.75 0.20
β2 0.48 0.020 0.70 0.018 0.68 0.018
β3 0.047 0.016 0.066 0.015 0.069 0.016
β4 −0.023 0.014 −0.013 0.009 −0.012 0.009
log(β5) 7.91 0.26 8.41 0.27 8.38 0.25
β6 0.039 0.003 0.048 0.003 0.045 0.003
Order1: f (z1, z2) = f (z1|z2)f (z2), Order2: f (z1, z2) = f (z2|z1)f (z1).
Since the covariates are measured over time and show large between-individual variations, we consider the following LME
models to empirically describe the covariate processes
z1ij = (α10 + ai10)+ (α11 + ai11)z2ij + (α12 + ai12)tij + (α13 + ai13)t2ij + ϵ1i (14)
≡ x1ij + ϵ1i, (15)
z2ij = (α20 + ai20)+ (α21 + ai21)tij + (α22 + ai22)t2ij + ϵ2i (16)
≡ x2ij + ϵ2i, (17)
where αij’s are fixed parameters, a
(1)
i = (ai10, . . . , ai13)T ∼ N(0, A1) and a(2)i = (ai20, . . . , ai22)T ∼ N(0, A2) are random
effects, and ϵ1i ∼ N(0, α14) and ϵ2i ∼ N(0, α23) are measurement errors.
Models (15)–(17) describe how measurement errors occurs. To reduce the number of nuisance parameters, we assume
the covariance matrices A1 and A2 to be diagonal matrices. Here, the number of the random effects (a
(1)
i , a
(2)
i , bi) is 11, so
that the computation of the observed-data likelihood L∗o(θ) in (6) requires 11-dimensional integration. Thus, numerical or
Monte-Carlo methods can be computationally forbidden! If we use a Monte-Carlo EM algorithm, sampling these random
effects in the E-step may lead to very inefficient Gibbs sampler and may lead to a high degree of auto-correlation and lack
of convergence in the Gibbs sampler [5]. Therefore, approximate inference using the HL method will be very valuable here.
Here the h-likelihood is defined as

i h
∗
i (θ, ai, bi), where
h∗i (θ, ai, bi) = log f (yi|xi,β, σ2, bi)+ log f (bi|Σ)+ log f (zi|ai,α)+ log f (ai|A)+ log f (ri|ai, bi,φ),
log f (yi|zi,β, σ2, bi) =

j

−1
2
log(2πσ 2)− 1
2σ 2
(yij − log10(P1ie−λ1ijtij + P2ie−λ2itij))2

,
log f (bi|Σ) = −12 log(2πΣ)−
1
2
bTi Σ
−1bi,
log f (zi|ai,α) =

j

−1
2
log(2πα14)− 12α14 {z1ij − (α10 + ai10)+ (α11 + ai11)z2ij
+ (α12 + ai12)tij + (α13 + ai13)t2ij }2 −
1
2
log(2πα23)
− 1
2α23
{zi2 − (α20 + ai20)+ (α21 + ai21)tij + (α22 + ai22)t2ij }2

,
log f (ai|A) = −12 log(2πA1)−
1
2
a(1)Ti A
−1
1 a
(1)
i −
1
2
log(2πA2)− 12a
(2)T
i A
−1
1 a
(2)
i .
The HL estimators for parametersβ are in Table 4. The CD estimators, ignoringmeasurement errors are different from the
HL estimators. From the result of sensitivity analysis in Table 4, HL estimators are less sensitive to the order of the covariates
in the factorizations (13).
6. Simulation
In this section we consider a GLMM in Section 5.1 with non-ignorable missing time-independent covariates and a NLME
model in Section 5.2 with measurement errors in time-dependent covariates. The true parameter values are chosen, similar
to the HL estimates in the examples. For GLMM we generate the binary responses from model (7) and generate covariates
frommodels (8) and (10). To generatemissing data in covariates,we consider the following simplemodel for a non-ignorable
missing data mechanism:
P(rik = 1|zik,φ) = exp(φ0 + φ1zik)1+ exp(φ0 + φ1zik) , k = 1, 2, 3
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Table 5
Simulation results for GLMMwith missing covariates.
True value FD method CD method HL method
Mean MSE Mean MSE Mean MSE
β1 −5.00 −4.96 0.26 −4.76 0.42 −4.91 0.31
β2 0.25 0.15 0.20 0.38 0.34 0.26 0.15
β3 −0.15 −0.16 0.07 −0.18 0.13 −0.18 0.09
β4 0.50 0.48 0.05 0.34 0.12 0.47 0.09
β5 0.03 0.03 0.001 0.03 0.001 0.03 0.001
σ11 2.00 1.95 0.62 1.53 1.03 1.93 0.85
σ12 −0.80 −0.77 0.14 −0.67 0.37 −0.85 0.29
σ22 1.00 0.99 0.31 0.89 0.58 0.96 0.40
Table 6
Simulation results for NLMMwith measurement errors in missing covariates.
True value FD method CD method HL method
Mean MSE Mean MSE Mean MSE
log(β1) 13.72 13.66 0.056 12.13 2.86 13.25 0.065
β2 0.70 0.68 0.0014 0.35 0.14 0.66 0.0016
β3 0.066 0.063 0.0002 0.038 0.0008 0.052 0.0002
β4 −0.013 −0.014 0.0002 −0.025 0.0003 −0.016 0.0002
log(β5) 8.41 8.37 0.053 8.01 0.17 8.35 0.070
β6 0.047 0.048 0.0001 0.025 0.0003 0.040 0.0001
and assume that ri1, ri2, ri3 are independent. So the probability of missing zik is P(rik = 1|zik,φ). We choose φ = (3,−1) in
the simulations so that the average missing rate for each covariate is roughly 20%. We compute the biases andmean-square
errors (MSEs) of the HL estimates for βk ‘s, and compare them to the CD estimators and full-data (FD) estimators which
uses all simulated data, including missing data (a counterfactual situation of complete observation without missing). The
FD estimator will be the most efficient, but is not attainable in practice due to missing data. Based upon 200 replications of
simulated data, the simulation results for β,Σ are summarized in Table 5.
For a NLMEmodelwe generate the responses frommodel (12) and generate covariates frommodels (15) and (17). Results
are in Table 6.
From the tables we see that the CD estimators are substantially biased. Such biases can be greatly reduced by the HL
method, which incorporates the missing data mechanism or measurement error. The performances of the HL estimators
for both GLMM and NLME models are quite satisfactory. Biases can be further reduced using a higher order Laplace
approximation: for NLME see [19] and for GLMMs see [18].
7. Discussion
In likelihood methods for missing data problems, an alternative method is to treat the missing data as nuisance
parameters. Such a method may lead to inconsistent estimates of the main parameters [16]. The h-likelihood method for
missing data problems is different from such a method. The h-likelihood method takes the missing data uncertainty into
account, as in multiple imputation methods, and may require some re-scales on the missing data. Lee et al. [15] provide a
detailed discussion on this issue.
The h-likelihood methods for missing data problems can be applied to other missing data models such as frailty models
with missing covariates and generalized linear and nonlinear models for cross-sectional data where the computation can
also be a challenge. The methods can also be extended to non-ignorable missing response problems in these models—the
modification is conceptually straightforward. Note that non-ignorable missing data models should be viewed as a tool for
sensitivity analysis since such models are not testable based on the observed data. Such a sensitivity analysis can be very
valuable in practice since it is often not easy to test the missing data mechanisms.
In this paper, we study inferences about fixed parameters. For inferences about random effects and missing data see
[14,15]. For their interval estimation see [10,11]. It would be interesting future work to expand h-likelihood inferences of
random effects and missing data to this problem.
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