Abstract. We present a characterisation of conjugacy in Thompson's group using the natural action of F on the interval [0, 1]. This characterisation completes the program begun by Brin and Squier [BS01]. Our characterisation also provides another solution to the conjugacy problem in Thompson's group which was first solved by Guba and Sapir using diagram groups [GS97] . A number of other solutions exist due to several groups of people who include Belk, Bleak, Kassabov, Matucci and Salazar-Diaz.
Introduction

Let PL
+ (a, b) be the group of piecewise linear orientation-preserving homeomorphisms of the interval [a, b] with finitely many non-differentiable points. Let f and g be two functions in Thompson's group F which we think of as being a subgroup of PL + (0, 1). This embedding gives a natural action for F on the unit interval [0, 1]. The aim of this paper is to define four simple quantities α, β, γ, and δ on Thompson's group F such that two elements f and g of F are conjugate in F if and only if α f = α g , β f = β g , γ f = γ g , and δ f = δ g . These quantities are geometric in nature -that is to say they relate to the action of F on [0, 1].
In fact the quantities α, β and γ have already appeared in the literature; Brin and Squier introduced them in [BS01] and showed that they completely characterise conjugacy in PL + (0, 1). Their stated aim was to extend this characterisation to F ; in this paper we define δ and thereby complete the project started by Brin and Squier. We note that a number of different people have provided characterisations of conjugacy in F since Guba and Sapir's original solution [GS97] . Firstly Belk and Matucci have produced a characterisation of conjugacy in F as well as the other Thompson groups, T and V [BMa, BMb] . In addition Salazar-Diaz has produced a characterisation of conjugacy in Thompson's group V , the techniques of which can also be applied to F [SD06] . We also mention related work done by Kassabov and Matucci who solve the simultaneous conjugacy problem in F [KM] . Their work, as well as that in [BMa] , is based in part on the thesis of Matucci [Mat06] . Bleak, Kassabov and Matucci are currently working on extending the simultaneous conjugacy solution in [KM] to the Thompson groups T and V .
Our paper is structured as follows. In §2 we describe the quantities α, β and γ as defined by Brin and Squier. In §3 we define the new quantity δ. In §4 we prove that if f and g are conjugate members of F then α f = α g , β f = β g , γ f = γ g , and δ f = δ g . In §5 we prove the converse of the previous sentence. In §6 and §7 we outline formulae which can be used to calculate δ. We note finally that the results we present in this paper are likely to be extendible to the Thompson group T and, possibly, V ; we hope to describe such an extension in a forthcoming paper.
Background concepts
Let f be a member of Thompson's group F . That is f is a member of PL + (0, 1) such that all slopes of f are integral powers of 2 and all non-differentiable points are in Z[
], the ring of dyadic rational numbers. Following the lead of Brin and Squier we define three geometrical invariants for f .
Our first invariant, α f , is a list of integers. The entry for a small domain D is 1 if
It is easy to see that if f and g are conjugate members of PL
We define an interval (a, b) in (0, 1) to be a bump domain of f if it is a connected component of the set [0, 1]\fix(f ) where fix(f ) is the set of fixed points of f . Clearly α f is constant and non-zero on each of the bump domains of f . Our next two invariants consist of lists with entries for each bump domain of f .
The invariant β f is a list of positive real numbers. The entry for a bump domain D = (a, b) is the value of the initial slope of f in D.
Finally the invariant γ f is a list of equivalence classes of circle functions. We calculate the entry for a bump domain D = (a, b) as follows. Suppose first of all that α f = 1 in D. Define, for x ∈ (a, b), the slope ratio f
. Thus f * (x) = 1 except when f is non-differentiable, in which case we say that x is a node of f . Now define
Let p be the smallest node of f in D such that φ f i (p) = 1 (such a node must exist). Define, for s ∈ [0, 1), 
Defining δ
The quantity δ will also be a list, this time a list of equivalence classes of tuples of real numbers. To begin with we need the concept of a minimum corner function.
3.1. The minimum corner function. Let (a, b) be a bump domain of f as before. The idea of a corner function was introduced in [BS01] . This is a function l ∈ PL + (a, b) for which there exists x ∈ (a, b) such that all nodes of l in (a, b) occur in (x, f (x)). We say that a corner function l corresponds to a circle function c if ψ l = c. Roughly speaking this means that the first node of l corresponds to c(0). Let l m be the corner function in PL + (a, b) which corresponds to c m . We say that l m is the minimum corner function corresponding to f over D.
, and so forth. Let w i = b i − a i . We partition the intervals D i into chains ending in dyadic numbers. To elaborate, we know that a 1 = 0, which is dyadic; suppose that b p is the smallest b i which is dyadic. Then D 1 , . . . , D p is a single chain. The next chain runs from D p+1 to D q , where b q is the smallest b i greater than b p that is dyadic (and so on). We call such chains bump chains and we will define δ to be a list with an entry for each bump chain. We consider the equivalence relation on R p such that (a 1 , . . . , a p ) is equivalent to (b 1 , . . . , b p ) if and only if there are integers m, n 1 , . . . , n p such that
. . .
p−1 . We assign to this chain D 1 , . . . , D p the equivalence class of the p-tuple
This equivalence class will be the entry in δ for the bump chain D 1 , . . . , D p .
Proof of conjugacy invariance
Suppose that f and g are conjugate in F . We aim to show that α f = α g , β f = β g , γ f = γ g , and δ f = δ g . That α, β and γ are preserved under conjugation is true in PL + (0, 1), hence it is true in F too. Now for δ. First of all let s be the function in PL + (0, 1) whose graph passes through the points (a f 1 , a g1 ), (b f 1 , b g1 ) , . . . , (b f k , b gk ) (where these tuples have the obvious definition) and the function is locally affine away from these points. Observe that the function sf s −1 is not necessarily a member of F but that sf s −1 has the same bump domains as g, namely s(D i ) where D i = (a f i , b f i ) are the bump domains of f . We also claim that the quantities λ i , µ i , u i , v i are the same for each bump domain of this new function.
That λ i and µ i are the same is straightforward to see. To see that u i and v i are the same we label f ic as the minimal corner function corresponding to
= f ci and observe that On the other hand, the maps k i can be formed by conjugating in and out of minimum corner functions (using functions like the r i above). The initial slopes for these in-andout conjugations are encoded within δ f and δ g . For example, the initial slope of such an in-and-out conjugation for
1 for some integer n 1 . Equating all these slopes we get a sequence of equations:
p . These equations show that δ f = δ g .
5.
Suppose that f and g are two members of F for which α f = α g , β f = β g , γ f = γ g , and δ f = δ g . We wish to show that f and g are conjugate. They are certainly conjugate in PL + (0, 1).
We start with a small lemma:
Lemma 2. Suppose that f, g ∈ F and k ∈ PL + (0, 1) such that kf k ].
Proof. Suppose that k has slope greater than 1 at a. Then simply observe that kf n k −1 = g n for all integers n and so
Thus because the listed properties hold for a small initial subinterval in D f they propagate through the entire interval. If k has slope less than 1 at a then the same argument works using k −1 .
We seek to construct an element k ∈ F such that kf k ]. Then set k| D f to be this function.
We are left with the problem of definining k over the bump chains of F . Again, for ease of notation, we only consider the chain D f 1 , . . . , D f p and we work on it one bump domain at a time. Let s be the function defined in the previous section. Let s i = s| D f i . Let r 1 be a conjugating map from f 1 to f c1 and let t 1 be a conjugating map from g 1 to g c1 . Note that s 1 g c1 = f c1 . We know from δ f = δ g that the initial gradients satisfy
for some integer n 1 . By pre-composing r 1 with a member of the centraliser of f 1 in PL + (a f 1 , b f 1 ) we can replace r 1 withr 1 so that the composite t
which equals 2 m . The final slope of t
). This final slope is necessarily a power of 2 by the lemma above. Now define r 2 and t 2 in a similar manner to r 1 and t 1 . From δ f = δ g we know that there is an integer n 2 such that the initial slopes of r 2 and t 2 satisfy
By pre-composing r 2 with a member of the centraliser of f 2 in PL + (a f 2 , b f 2 ) We can replace r 2 withr 2 so that the composite t −1 2 s 2r2 has initial slope (3) (u
2 ). From (2) we see that the quantities in (1) and (3) are equal. That is, the slope ratio at b f 1 is 1, and the slope at b f 1 is a power of 2. Continue in this way to construct k| D f 1 ∪···∪D f p .
Then g = kf k −1 and k lies in F as required.
Calculating u i and v i
It may appear that, in order to calculate the object δ, it is necessary to construct various conjugating functions. In particular to calculate u i one might have to construct the function in PL + (a i , b i ) which conjugates f i to the conjugate minimum corner function in PL + (a i , b i ).
It turns out that this is not the case. The values for u i and v i can be calculated simply by looking at the entries in α, β and γ which correspond to D i . In this section we demonstrate this by calculating u i for a function f ∈ PL + (0, 1) such that f (x) > x for all x ∈ (0, 1); we then observe how to use the formula for u i to calculate v i . The formula for u i can easily be extended to the more general case but for clarity we only deal with this specific case.
6.1. Calculating u i . Let y i , for i = 0, . . . , k be the points at which ψ f does not take value 1; let ψ f take the positive value v i at the point y i and assume that 0 = y 0 < y 1 < · · · < y k < 1. We will denote ψ f by c k and define c i = c k (x + s i+1 ). Then c i is a rotation of c k such that the y i is the last point of c i which does not take value 1.
Let l j be the corner function corresponding to c j and let x j be the final node of l j . Note that l j is conjugate to f . Define an elementary function h x,r by a pair (x, r). Then h is the function which is affine on (0, x) and (x, 1) and which has slope ratio r at x. We define ζ j to be the initial slope of the elementary function h x j ,v j .
Suppose that n is the unique integer in 0, . . . , k such that c n = c m , the minimum corner function of f . Let q be the first node of the minimum corner function l m .
Lemma 3. The initial slope of a map h such that hf h
Before we prove Lemma 3 we observe that we can calculate values for the ζ j and q simply by looking at β and γ and using the following lemma:
Lemma 4. Let c be a circle function with c(a i ) = v i for points 0 = a 0 < a 1 < · · · < a k , and v 0 , . . . , v k = 1 (elsewhere c takes the value 1). Let λ be a real number greater than 1. Let l ∈ PL + (0, 1) be the corner function with initial gradient λ which corresponds to c. Define:
• ζ to be the initial slope of the elementary function h x k ,v k where x k is the final node of g; • q to be the first node of l.
Then the following statements hold
. and
Proof. Suppose the nodes of l are x 0 , x 1 , . . . , x k (this means that q = x 0 ). Let x k+1 = 1. Let λ i be the slope between x i−1 and x i for i = 1, . . . , k + 1. Let λ 0 = λ.
Also, x i = λ a i x 0 for each i = 1, 2, . . . , k (this is how the a i are defined). Let
and it is also equal to
We can compute q = x 0 by substituting into the expression above. To calculate ζ we only need to know x k and v k .
Proof of Lemma 3. The formula given in Lemma 3 arises as follows. We start by finding the initial slope of a conjugator from f to the corner function l k (recall that l k is the corner function such that ψ l k = c k ); then we cycle through the corner functions l j until we get to l m = l n . Thus the q/p part of the formula arises from the initial conjugation to a corner function, and the ζ j s arise from the cycling.
Consider this cycling part first. Let f be a function such that f (x) > x for all x ∈ (0, 1) and suppose that f has nodes
This implies that if f is our corner function l j then hl j h −1 = l j−1 . Thus in order to move from l k to l n we repeatedly conjugate by elementary functions with initial gradient ζ k , . . . , ζ n+1 .
We must now explain why we can use q/p for the first conjugation which moves from f to l n . It is sufficient to find a function which conjugates f to l n and which is linear on [0, p].
Consider the effect of applying an elementary conjugation to a function f that is not a corner function. As before suppose that f has nodes p 1 < · · · < p k . So p = p i for some i. We consider the effect of conjugation by an elementary function h = h p k ,f * (p k ) as above. To reiterate, we obtain a function with nodes
Now observe that, by definition, h(x) > x for all x and h is linear on [0, p k ]. So clearly h is linear on the required interval. There are two possibilities:
is a corner function; in fact hf h −1 = l n . We are done. We can proceed like this until the process terminates at a corner function. Since conjugation by h preserves ψ we can be sure that we will terminate at l n as required. What is more, at every step, the elementary function is linear on [0, p] and so the composite of these elementary functions is also linear on [0, p].
6.2. Calculating v i . The method we have used to calculate u i can also be used to calculate v i . Define
Now τ is an automorphism of F ; the graph of a function, when conjugated by τ, is effectively rotated 180
• about the point ( ). Consider the function (τ f τ ) −1 and let h be the conjugating function from earlier, so that hf h
Now the initial slope of (τ hτ ) −1 is the inverse of the final slope of h. What's more (τ f τ )
−1 is a one bump function lying wholly above the line while (τ l m τ ) −1 is a conjugate corner function. Thus we can use the method outlined above -replacing f with (τ f τ )
and l m with (τ l m τ ) −1 ) -to calculate the initial slope of (τ hτ ) −1 and we are done.
There is one subtlety; the function (τ l m τ ) −1 is not necessarily the minimum corner function which is conjugate to (τ f τ ) −1 . Thus, when applying the formula in Lemma 3, we must adjust our definition of the integer n to ensure that l m is minimum rather than (τ l m τ ) −1 .
Calculating λ i and µ i
Let f be a one bump function in PL + (a, b). Letf be a generator of the centraliser of f within PL + (a, b). The formula for δ requires that we calculate the initial slope and the final slope off . It turns out that this is easy -thanks to the work of Brin and Squier [BS01] .
First of all we need a definition. Let c, c ′ : S → R be circle functions. We say c ′ is the p-th root of c provided for all q ∈ S, we have c(q) = c ′ (q p ). The property of having a p-th root is preserved by the equivalence given earlier involving a rigid rotation; thus we may talk about the equivalence class [c] having a p-th root, provided any representative of [c] has a p-th root. Now [BS01, Theorem 4.15] asserts that f has a p-th root in PL + (a, b), for p a positive integer, provided the single equivalence class in γ f is a p-th power. What is more [BS01, Theorem 4.18] asserts thatf must be a root of f .
It is therefore easy to calculate the largest p such that f has a p-th root,f . Then the initial slope off will be the positive p-th root of the initial slope of f . Similarly for the final slope off .
