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Abstract
A combinatorial problem usually requires enumerating, counting or ascertaining existence of structures that satisfy a given property
B in a set of structures L. This paper describes a technique based on a generalization of Birkhoff’s theorem of representation of
ﬁnite distributive lattices that can be used for solving such problems mechanically and efﬁciently. Speciﬁcally, we give an efﬁcient
(polynomial time) algorithm to enumerate, count or detect structures that satisfy B when the total set of structures is large but the
set of structures satisfying B is small. We illustrate our techniques by analyzing problems in integer partitions, set families, and set
of permutations.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Consider the following combinatorial problems:
(Q1) count the number of subsets of the set [n] (the set {1 . . . n}) which have size m and do not contain any consecutive
numbers,
(Q2) enumerate all integer partitions less than or equal to (1, 2, . . . , n) in which 1 equals 2,
(Q3) give the number of permutations of [n] in which i less than or equal to j implies that the number of inversions of
i is less than or equal to the number of inversions of j.
Our goal in this paper is to show how such problems can be solved mechanically and efﬁciently for any ﬁxed values
of the parameters n and m.
It is important to note that someone trained in combinatorics may be able to solve all of these problems efﬁciently
(and the reader is encouraged to solve these problems before reading further). Our emphasis is on techniques that can
be applied mechanically. On the other hand, note that for the ﬁxed values of n and m, all the sets above are ﬁnite and
therefore all the problems can be solved mechanically. Our emphasis is on efﬁciency. To be more precise, let L be
a large set of combinatorial structures (for example, all subsets of {1 . . . n} of size m, all permutations of [n], etc.)
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Each combinatorial problem requires enumerating, counting, or searching the subset of structures that satisfy a given
property B. Call this set LB ⊆ L. For example, in the problem (Q1), L is the set of all subsets of [n] of size m and LB
is the set of all subsets of [n] of size m that do not contain any consecutive numbers. For any ﬁxed set of parameters
m and n, the size of L is large but ﬁnite, enabling one to enumerate all possible structures and then to check each
one of them for the property B. This approach results in an algorithm that requires time proportional to the size of the
set L which is exponential in n (or m). This paper proposes a technique that provides answers to some combinatorial
problems in polynomial time and for others, such as those involving enumeration, in time proportional to the size of
LB (and not L).
To explain our technique, we use the term small to mean polynomial in n and m, and large to mean exponential in
n or m. Thus, the set L is large. We ﬁrst build a small structure P such that all elements of L can be generated by P .
Second, we compute a slice of P with respect to B, denoted by PB , such that PB generates all elements of LB . PB is a
small structure and can be efﬁciently analyzed to answer questions about LB or enumerate all elements of LB .
Our approach is based on a slight generalization of Birkhoff’s theorem which establishes the duality between ﬁnite
posets and ﬁnite distributive lattices. One can go from a ﬁnite poset to its dual ﬁnite distributive lattice by constructing
the set of its order ideals and from the ﬁnite distributive lattice to the corresponding poset by restricting it to join-
irreducible elements. The notion of order ideals of a poset can be easily extended to that for a directed graph. In our
approach, we use a small directed graph P such that the set of all its ideals correspond to the large structure L. Now
consider any predicate B deﬁned on L, or equivalently, the subset LB of L. B is called regular if LB is a sublattice of
L. From Birkhoff’s theorem we know that there exists a poset that generates LB . We show that every sublattice of L
can be generated by a poset that can be obtained by adding edges to the poset P . Note that when edges are added to the
graph of a poset, cycles may be formed. In this case we simply consider the poset of strongly connected components
in the graph. We denote the small structure obtained after adding edges to P as PB . Now PB can be used to enumerate
elements in LB , or to analyze the number of elements in LB . One of the main contributions of this paper is an algorithm
to determine which edges to add in the graph P .
When B is not regular, we can still use this idea by considering the structure PB which properly includes all ideals in
LB and as few other ideals as possible. In particular, a property that can be expressed as a conjunction, disjunction or
negation of regular predicates [13] can also be analyzed in this manner. Furthermore, it can be shown that the technique
is applicable to all predicates which can be efﬁciently detected. This class of predicates includes relational predicates
and observer-independent predicates [8,1].
We apply these ideas to many traditional problems in combinatorics. It is easily shown that most combinatorial
structures such as the set of permutations, set of all subsets, set of subsets of size k, all integer partitions less than a
given partition, all tuples in product spaces, etc. can be generated as the set of order ideals of small posets. We show
that many interesting subsets of these structures can be efﬁciently analyzed by generating appropriate slices.
To enumerate elements of LB , one can use an algorithm for enumeration of ideals of a poset. Many algorithms have
been proposed; for example by Steiner [20] and Squire [16]. In distributed computing, the algorithms to explore the
global state lattice address the identical problem (see [2,23,11,9]). Determining the count of the elements in LB given
PB is #P-complete for general posets [14] but can be done efﬁciently for two-dimensional posets [19].
2. Notation and deﬁnitions
We use the standard notation and terminology of lattice theory [3]. Let P = (X, ) be a poset and let G ⊆ X.
G ⊆ X is called an order ideal in P if for any e, f such that ef , f ∈ G implies that e ∈ G. We simply use
ideal for order ideal in this paper. Let L denote the family of all ideals of P . Deﬁne a partial order on L by GH
in L if and only if G ⊆ H . It is well known that L is a distributive lattice. We use unionsq and  to denote the standard
join and meet operations in a lattice. Let J (L) denote the set of all join-irreducible elements in L. Birkhoff’s theorem
states that any ﬁnite distributive lattice L is isomorphic to the set of ideals of the poset J (L). This is illustrated in
Fig. 1. Fig. 1(a) shows a poset whose lattice of ideals is shown in Fig. 1(b). The join-irreducible elements of this
lattice are
{a}, {b}, {a, b, c}, {b, d}.
The poset formed by these elements is isomorphic to the poset in Fig. 1(a).
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Fig. 1. (a) A partial order, (b) the lattice of ideals and (c) the directed graph.
In this paper, we are interested in producing structures that generate subsets of the ﬁnite distributive lattice. It is more
convenient to use directed graphs instead of posets for this purpose because we can get sublattices by simply adding
edges to the original directed graph (this will be shown later).
The notion of ideals can be extended to graphs in a straightforward manner. A subset of vertices, H, of a directed
graph is an ideal if it satisﬁes the following condition: if H contains a vertex v and (u, v) is an edge in the graph, then H
also contains u. We will continue to use P for the directed graph. Observe that an ideal of P either contains all vertices
in a strongly connected component or none of them. Let I(P ) denote the set of ideals of a directed graph P. Observe
that the empty set and the set of all vertices trivially belong to I(P ). We call them trivial ideals. The following theorem
is a slight generalization of the result in lattice theory that the set of ideals of a partially ordered set forms a distributive
lattice [3].
Theorem 1 (Mittal and Garg [13]). Given a directed graph P, 〈I(P );⊆〉 forms a distributive lattice.
Observe that when the directed graph has no edges (i.e., the poset is an antichain), the set of ideals correspond to
the boolean lattice on the set of vertices. At the other extreme, when the graph is strongly connected, there are only
trivial ideals. Since trivial ideals are always part of I(P ), it is more convenient to deal only with nontrivial ideals of a
graph. It is easy to convert a graph P to P ′ such that there is one-to-one correspondence between all ideals of P and all
nontrivial ideals of P ′. We construct P ′ from P by adding two additional vertices ⊥ and 
 such that ⊥ is the smallest
vertex and 
 is the largest vertex (i.e., there is a path from ⊥ to every vertex and a path from every vertex to 
). It
is easy to see that any nontrivial ideal will contain ⊥ and not contain 
. As a result, every ideal of P is a nontrivial
ideal of the graph P ′ and vice versa. We will deal with only nontrivial ideals from now on and an ideal would mean
nontrivial ideal unless speciﬁed otherwise. The directed graph representation of Fig. 1(a) is shown in Fig. 1(c).
Fig. 2 shows a directed graph and its nontrivial ideals. The directed graph in Fig. 2(a) is derived from Fig. 1(a)
by adding an edge from c to b and adding two additional vertices ⊥ and 
. The resulting set of nontrivial ideals is
a sublattice of Fig. 1(b). In the ﬁgure, we have not shown ⊥ in the ideals because it is implicitly included in every
nontrivial ideal.
We use the graph in Fig. 3 as a running example in the paper and denote it by K. Let X = {1 . . . n} and k be a number
between 1 and n (inclusive). Ignoring the vertices 
 and ⊥, K has k chains and each chain has n− k elements. We call
these chains P1, . . . , Pk . In the graph, there are two types of edges. For every chain there is an edge from j th element
to (j + 1)th element, and an edge from j th element in Pi+1 to j th element in Pi . Therefore, if an ideal of P contains j
elements of Pi , then it also contains at least j elements of Pi+1. We show that the ideals of K are in 1-1 correspondence
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Fig. 2. (a) A directed graph and (b) the lattice of its nontrivial ideals.
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Fig. 3. (a) The poset or directed graph K for generating subsets of X of size k and (b) The ideal denoting the subset {1, 3, 4}.
with all the subsets of X of size k. The correspondence between subsets of X and ideals can be understood as follows.
If chain Pi has t elements in the ideal, then the element t + i is in the set Y. Thus chain P1 chooses a number from
1 . . . n− k + 1 (because there are n− k elements); chain P2 chooses the next larger number and so on. Fig. 3(b) gives
an example of the graph for subsets of size 3 of the set [6]. The ideal, shown corresponds to the subset {1, 3, 4}. It can
also be easily veriﬁed that there are
(
n
k
)
ideals of this poset.
2.1. Counting ideals
For counting the number of elements in L and its sublattices, we use N(P ) to denote the number of ideals of the poset
P. Since our interest is in efﬁcient calculation of N(P ), we will restrict the dimension of the partial order generating the
lattice. For any poset (X, P ), the dimension of (X, P ), denoted by dim(X, P ), is the least positive integer t for which
there exists a family {C1, C2, . . . , Ct } of linear extensions of P (total orders compatible with P) such that P is equal
to the intersection of C1, . . . , Ct . Determining whether a poset P with n points is two-dimensional and isomorphism
testing for two-dimensional orders can be done in O(n2) time [15]. All the posets used in this paper are two-dimensional.
The reader is referred to [21] for the dimension theory of posets. The following lemma shows that the number of ideals
of a poset can be calculated efﬁciently for series-parallel posets (a special case of two-dimensional posets) [5]. For
generalization to counting ideals of two-dimensional posets see [19].
Lemma 1 (Counting lemma).
(1) If Q is an extension of P then N(Q)N(P ).
(2) (Parallel)LetP+Qbe the disjoint union (or direct sum)of posets PandQ (see [3]).Then,N(P+Q) = N(P )N(Q).
(3) (Series) Let PQ be the ordinal sum of posets P and Q [3]. Then, N(PQ) = N(P ) + N(Q) − 1.
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(4) Assume that P can be decomposed into the least number of chains C1, C2, . . . Cn. Then
N(P )
n∏
i=1
(|Ci | + 1).
When each chain is at most m in length, we get that N(P )(m + 1)n.
For some examples, instead of enumerating all ideals of a poset we may be interested in enumerating or counting
ideals in a certain level set. To deﬁne level sets, ﬁrst deﬁne a poset to be ranked if for each element e ∈ P , one
can assign a non-negative integer, rank(e), such that if f covers e, then rank(f ) = rank(e) + 1. The set of all
elements in P with rank i is called its level set with rank i. Every distributive lattice is a ranked poset [17].
3. Predicates on ideals
Our technique is crucially based on the notion of predicates on the set of ideals. A predicate is simply a boolean
function from the set of all ideals to {0, 1}. Equivalently, a predicate speciﬁes a subset of the ideals in which the boolean
function evaluates to 1. In the poset K, “does not contain consecutive numbers” is a predicate which is either true or
false for any ideal. For example, it is true for {1, 3, 5} but false for {1, 3, 4}. In the boolean lattice of all subsets of [n],
Bn, “has size k” is a predicate which is true if the subset has size k and false otherwise.
We now deﬁne various classes of predicates. The class of meet-closed predicates are useful because they allow us to
compute the least ideal that satisﬁes a given predicate.
Deﬁnition 1 (Meet-closed predicates). A predicate B is meet-closed for a poset or a graph P if
∀G,H ∈ I(P ) : B(G) ∧ B(H) ⇒ B(G  H).
The predicate “does not contain consecutive numbers” in the poset K is meet-closed whereas the predicate “has size
k” in the poset Bn is not.
It follows from the deﬁnition that if there exists any ideal that satisﬁes a meet-closed predicate B, then there exists
the least one. Note that the predicate false which corresponds to the empty subset and the predicate true which
corresponds to the entire set of ideals are meet-closed predicates.
As another interesting example, deﬁne an n-size subset of [2n] to satisfy the predicate Catalan if by putting left
parentheses on the speciﬁed subset and right parentheses in remaining positions, one gets a well-balanced string of
parentheses. For example, the subset {1, 3, 4} corresponds to the string “()(())” where left parentheses are at positions
1, 3 and 4. This subset satisﬁes Catalan predicate whereas the subset {1, 4, 5} does not. We will use G[i] to denote
the ith largest element in the set. To formalize a well-balanced expression, note that if G[i] equals k for any i ∈ [n],
then there are i − 1 left parentheses and k − i right parentheses to the left of position k. Therefore, G satisﬁes Catalan
predicate iff for all i,
G[i] − i i − 1.
Or, equivalently,
G[i]2i − 1.
It is now clear that Catalan is a meet-closed (and join-closed) predicate. If G[i]2i − 1 and H [i]2i − 1, then
min(G[i], H [i])2i − 1.
We now give another characterization of such predicates that will be useful for computing the least ideal that satisﬁes
the predicate. To that end, we ﬁrst deﬁne the notion of a crucial element for an ideal.
Deﬁnition 2 (Crucial element). Let (E, ) be a poset. For an ideal GE and a predicate B, we deﬁne e ∈ E −G to
be crucial for G as
crucial(G, e, B) def= ∀ ideals H ⊇ G : (e ∈ H) ∨ ¬B(H).
Intuitively, this means that any ideal H, that is at least G, cannot satisfy the predicate unless it contains e.
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Deﬁnition 3 (Linear predicates). A predicate B is linear iff for all ideals GE,
¬B(G) ⇒ ∃e ∈ E − G : crucial(G, e, B).
Now, we have
Theorem 2. A predicate B is linear iff it is meet-closed.
Proof. First, assume that B is not closed under meet. We show that B is not linear. Since B is not closed under meets,
there exist two ideals H and K such that B(H) and B(K) but not B(H K). Deﬁne G to be H K . G is a strict subset
of H ⊆ E because B(H) but not B(G). Therefore, G cannot be equal to E. We show that B is not linear by showing
that there does not exist any crucial element for G. A crucial element e, if it exists, cannot be in H − G because K
does not contain e and still B(K) holds. Similarly, it cannot be in K −G because H does not contain e and still B(H)
holds. It also cannot be in E − (H ∪K) because of the same reason. We conclude that there does not exist any crucial
element for G.
Now assume that B is not linear. This implies that there exists GE such that ¬B(G) and none of the elements
in E − G is crucial. We ﬁrst claim that E − G cannot be a singleton. Assume, if possible, E − G contains only one
element e. Then, any ideal H that contains G and does not contain e must be equal to G itself. This implies that ¬B(H)
because we assumed ¬B(G). Therefore, e is crucial contradicting our assumption that none of the elements in E − G
is crucial. Let W = E − G. For each e ∈ W , we deﬁne He as the ideal that contains G, does not contain e and still
satisﬁes B. It is easy to see that G is the meet of all He. Therefore, B is not meet-closed because all He satisfy B, but
not their meets. 
Example 1. Consider the poset of n elements {1 . . . n} in which all elements are incomparable. Fig. 6(a) shows the
graph for this poset. It is clear that the ideals of this graph correspond to subsets of [n] and thus generate the boolean
lattice. Now consider the predicate B deﬁned to be true on G as “If G contains any odd i < n, then it also contains
i + 1”. It is easy to verify that B is meet-closed. Given any G for which B does not hold, the crucial elements
consist of
{i|i even, 2 in, i − 1 ∈ G, i /∈ G}.
Example 2. Consider the poset K. Let the predicate B be “G does not contain any consecutive numbers”. Consider
any G for which B does not hold. This means that it has some consecutive numbers. Let i be the smallest number such
that i − 1 is also in G. If i is on chain Pj , then the next element in Pj is crucial. For example, the ideal {1, 3, 4} does
not satisfy B. The smallest element whose predecessor is also in G is 4 which is on the chain P3. Therefore, the second
element in P3 is crucial. In other words any ideal that satisﬁes B and is bigger than {1, 3, 4} is at least {1, 3, 5}. If i is
the last element in Pj , then any element in E − G can serve as a crucial element because in this case for any H that
contains G, B(H) is false.
Our interest is in detecting whether there exists an ideal that satisﬁes a given predicate B. We assume that given
an ideal, G, it is efﬁcient to determine whether B is true for G or not. On account of linearity of B, if B is evaluated
to be false in some ideal G, then we know that there exists a crucial element in E − G. We now make an additional
assumption called the efﬁcient advancement property.
Efﬁcient advancement property: There exists an efﬁcient (polynomial time) function to determine the crucial element.
We now have:
Theorem 3. If B is a linear predicate with the efﬁcient advancement property, then there exists an efﬁcient algorithm
to determine the least ideal that satisﬁes B (if any).
Proof. An efﬁcient algorithm to ﬁnd the least cut in which B is true is given in Fig. 4. We search for the least ideal
starting from the ideal {⊥}. If the predicate is false in the ideal, then we ﬁnd the crucial element using the efﬁcient
advancement property and then repeat the procedure. 
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(1) boolean function detect(B:boolean_predicate, P :graph)
(2) var
(3) G: ideal initially G = {⊥};
(4)
(5) while (¬B(G) ∧ (G = P)) do
(6) Let e be such that crucial(e,G,B) in P ;
(7) G := G ∪ {e}.
(8) endwhile;
(9) if B(G) return true;
(10) else return false;
Fig. 4. An efﬁcient algorithm to detect a linear predicate.
Assuming that crucial(e,G,B) can be evaluated efﬁciently for a given graph, we can determine the least ideal that
satisﬁes B efﬁciently even though the number of ideals may be exponentially larger than the size of the graph. As
an example, to ﬁnd the least ideal in K that satisﬁes “does not contain consecutive numbers”, we start with the ideal
{1, 2, 3}. Since 1 and 2 are consecutive, we advance along P2 to the ideal {1, 3, 4} which still does not satisfy the
predicate. We now advance along P3 to the ideal {1, 3, 5} which is the smallest ideal that satisﬁes the given predicate.
So far we have focused on meet-closed predicates. All the deﬁnitions and ideas carry over to join-closed predicates.
If the predicate B is join-closed, then one can search for the largest ideal that satisﬁes B in a fashion analogous to ﬁnding
the least ideal when it is meet-closed.
Predicates that are both meet-closed and join-closed are called regular predicates.
Deﬁnition 4 (Regular predicates, Garg and Mittal [10]). A predicate is regular if the set of ideals that satisfy the
predicate forms a sublattice of the lattice of ideals.
Equivalently, a predicate B is regular with respect to P if it is closed under unionsq and , i.e.,
∀G,H ∈ I(P ) : B(G) ∧ B(H) ⇒ B(G unionsq H) ∧ B(G  H).
The set of ideals that satisfy a regular predicate forms a sublattice of the lattice of all ideals. Since a sublattice of
a distributive lattice is also distributive, the set of ideals that satisfy a regular predicate forms a distributive lattice.
From Birkhoff’s theorem we know that a distributive lattice can be equivalently represented using the poset of its
join-irreducible elements. The poset of join-irreducible elements provides a compact way of enumerating all ideals that
satisfy the predicate and will be useful in efﬁcient solving of combinatorial problems.
There are two important problems with this approach. First, what if the predicate is not regular? Is it still possible to
represent the set of ideals satisfying B compactly? Second, we need to calculate the structure that captures the set of
ideals satisfying B efﬁciently. These problems are addressed in the next section.
4. Slices
The notion of slice will be used to represent the subset of ideals that satisfy B in a concise manner. The slice of a
directed graph P with respect to a predicate B (denoted by slice(P, B)) is a graph derived from P such that all the ideals
in I(P ) that satisfy B are included in I(slice(P, B)). Note that the slice may include some additional ideals which do
not satisfy the predicate. Formally,
Deﬁnition 5 (Slice, Mittal and Garg [13]). A slice of a graph P with respect to a predicate B is the directed graph
obtained from P by adding edges such that
(1) it contains all the ideals of P that satisfy B, and
(2) of all the graphs that satisfy (1), it has the least number of ideals.
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We ﬁrst show that given a distributive lattice L generated by the graph (poset) P, every sublattice of L can be generated
by a graph obtained by adding edges to P.
Theorem 4. Let L be a ﬁnite distributive lattice generated by the graph P. Let L′ be any sublattice of L. Then, there
exists a graph P ′ that can be obtained by adding edges to P that generates L′.
Proof. Our proof is constructive. We show an algorithm to compute P ′. For every vertex e ∈ P , let I (e) be the set of
ideals of P containing e. Since L is the set of all ideals of P, we can view I (e) as a subset of L. In rest of the proof,
we will not distinguish between an ideal of the graph P and the corresponding element in lattice L. Let I (e, L′) be the
subset that is contained in L′, i.e., I (e, L′) = I (e) ∩ L′. Based on the set I (e, L′), we deﬁne J (e, L′) as follows. If
I (e, L′) is empty then J (e, L′) is deﬁned to be the trivial ideal of P that includes the 
 element. Otherwise, J (e, L′)
is deﬁned as the least element of I (e, L′). Since L′ is a sublattice, it is clear that if the set of ideals that include e are
in L′, then their intersection (meet) also includes e and is in L′. Thus, J (e, L′) is well deﬁned.
Note that J (⊥, L′) corresponds to the least element ofL′ and J (
, L′) corresponds to the trivial ideal that includes 
.
Now we add the following edges to the graph P. For every pair of vertices e, f such that J (e, L′)J (f, L′), we add
an edge from e to f. We now claim that the resulting graph P ′ generates L′.
Pick any nontrivial ideal G of P ′, i.e., an ideal that includes ⊥ and does not include 
. We show that G =⋃
e∈G J(e, L′). This will be sufﬁcient to show that G ∈ L′ because G is a union of ideals in L′ and L′ is a lattice. Since
e ∈ J (e, L′) it is clear that G ⊆ ⋃e∈G J(e, L′). We show that G ⊇ ⋃e∈G J(e, L′). Let f ∈ J (e, L′) for some e. This
implies that J (f, L′) ⊆ J (e, L′) because J (f, L′) is the least ideal containing f in L′. By our algorithm, there is an
edge from f to e in P ′, and since G is an ideal of P ′ that includes e, it also includes f. Thus G ⊇ ⋃e∈G J(e, L′).
Conversely, pick any element G of L′. We show that G is a nontrivial ideal of P ′. Since L′ ⊆ L and L corresponds
to nontrivial ideals of P, it is clear that G is a nontrivial ideal of P. Our obligation is to show that it is a nontrivial
ideal of P ′ as well. Assume, if possible, G is not a nontrivial ideal of P ′. This implies that there exists vertices e, f
in P ′ such that f ∈ G, e /∈ G and (e, f ) is an edge in P ′. The presence of this edge in P ′, but not in P, implies that
J (e, L′) ⊆ J (f, L′). Since f ∈ G and G ∈ L′, from deﬁnition of J (f, L′), we get that J (f, L′) ⊆ G. But this implies
J (e, L′) ⊆ G, i.e., e ∈ G, a contradiction. 
Now, the following result is easy.
Theorem 5. For any P and B, slice(P, B) exists and is unique.
Proof. First note that intersection of sublattices is also a sublattice. Now given any predicateB consider all the sublattices
that contain all the ideals that satisfy B. The intersection of all these sublattices gives us the smallest sublattice that
contains all the ideals. From Theorem 4, we get that there exists a graph that generates this sublattice. 
The procedure outlined in the above proof is not efﬁcient because it requires us to take intersection of all bigger
sublattices. We now show how to efﬁciently compute slices for the predicates for which there exists an efﬁcient detection
algorithm. The slicing algorithm is shown in Fig. 5. It takes as input a graph P and a boolean predicate B. The algorithm
constructs the slice by adding edges to the graph P. For this purpose, it initializes in line (3) a graph R as P. In rest of
the function, edges are added to R which is ﬁnally returned.
The addition of edges is done as follows. For every pair of vertices, e and f, in the graph P, the algorithm constructs
Q from P by adding edges from f to ⊥ and 
 to e. Due to these edges in Q, all nontrivial ideals of Q contain f
and do not contain e. We now invoke the detection algorithm on Q. If the detection algorithm returns false, then we
know that there is no nontrivial ideal of P that contains f but does not contain e. Therefore, all ideals that satisfy B
have the property that if they include f, they also include e. Hence, we add an edge from e to f in the graph R. We
continue this procedure for all pairs of vertices. Theorem 6 shows the correctness of this procedure.
Theorem 6. Let P be a directed graph. Let R be the directed graph output by the algorithm in Fig. 5 for a predicate
B. Then R is the slice of P with respect to B.
Proof. Let I(P, B) denote the set of ideals of P that satisfy B. We ﬁrst show that I(R) ⊇ I(P, B). Adding an edge
(e, f ) in R eliminates only those ideals of P that contain f but do not contain e. But all those ideals do not satisfy B
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(1) graph function computeSlice(B:boolean_predicate, P : graph)
(2) var
(3) R: graph initialized to P ;
(4) begin
(5) for every pair of nodes e, f in P do
(6) Q := P with the additional edges (f,⊥) and (
, e);
(7) if detect(B,Q) is false
(8) add edge (e, f ) to R;
(9) endfor
(10) return R;
(11) end;
Fig. 5. An efﬁcient algorithm to compute the slice for a predicate B.
because the edge (e, f ) is added only when detect(B,Q) is false. Thus, all the ideals of P that satisfy B are also the
ideals of R.
Next we show that the I(R) is the smallest sublattice of I(P ) that includes I(P, B). Let M be a graph such that
I(M) ⊇ I(P, B). Assume if possible I(M) is strictly smaller than I(R). This implies that there exists two vertices e
and f such that there is an edge from e to f in M but not in R. Since R is output by the algorithm, detect(B,Q) is true
in line (7); otherwise, an edge would have been added from e to f. But, this means that there exists an ideal in P which
includes f, does not include e, and satisﬁes B. This ideal cannot be in I(M) due to the edge from e to f contradicting
our assumption that I(P, B) ⊆ I(M). 
Theorem 6 allows us to compute slice for any predicate that can be detected efﬁciently. For example, relational
predicates can be detected efﬁciently using max-ﬂow techniques ([7, Chapter 6]). When the predicate is known to be
linear, then we can use more efﬁcient algorithms to compute the slice as shown in [13].
5. Application to combinatorics
In this section we give several examples of combinatorial structures that can be viewed as the set of ideals generated
by a slice and show that the slice can be generated mechanically.
5.1. Boolean algebra and set families
Let X be a ground set on n elements. Assume that we are interested in the sets of subsets of X. By using ⊆ as the
order relation, we can view it as a distributive lattice L. This lattice has n + 1 levels and each level set of rank k in the
boolean lattice corresponds to
(
n
k
)
sets of size k. L is generated by the directed graph in Fig. 6(a). It is easy to verify
that there is a bijection between every nontrivial ideal of the graph and a subset of X.
Now consider all subsets of X such that if they include ei then they also include ej . To obtain the slice with respect
to this predicate, we just need to add an edge from ej to ei . Fig. 6(b) shows the slice with respect to the predicate “if e3
is included then so is e2”. To ensure the condition that ei is always included, we simply add an edge from ei to ⊥ and
to ensure that ei is never included in any subset, we add an edge from 
 to ei . Fig. 6(c) shows the slice which gives all
subsets that always contain e1, never contain e4 and contain e2 whenever they contain e3.
As an application, we now solve some combinatorial problems. Let n be even. We are required to calculate the total
number of subsets of [n] which satisfy the property that if they contain any odd integer i, then they also contain i+1 (or
equivalently, compute the number of ways to select groups from n/2 couples such that a wife is always accompanied
by her husband in the group although a husband may not be accompanied by his wife). Although this problem can
be solved directly by a combinatorial argument, we will show how our method can be applied. We ﬁrst construct the
poset which generates all the subsets of [n]. It is Fig. 6(a) in the case of 4. We now deﬁne the subset of interest by a
predicate B. For any subset G of [n], we let B(G) to be true if G contains i + 1 whenever it contains any odd integer i.
From our discussion of regular predicates, it is clear that B is regular. To compute the slice, it is sufﬁcient to have
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(a) (b) (c)
Fig. 6. Graphs and slices for generating subsets of X when |X| = 4.
Pk
Pk 1
P1
ek,n k
e1,n k
Fig. 7. Slice for the predicate “does not contain consecutive numbers”.
a predicate detection algorithm. Detecting the least ideal that satisﬁes B can be done efﬁciently because it satisﬁes
efﬁcient advancement property. If an ideal does not satisfy B, then there is some unaccompanied wife and therefore
the element corresponding to the husband is crucial. By applying predicate detection algorithm repeatedly, we can
determine all the edges that need to be added to get the slice. In this example, it is sufﬁcient to add an edge from ei+1
to ei for odd i. The slice consists of n/2 chains each with exactly two elements (ignoring ⊥ and 
). From the counting
lemma (Lemma 1), it follows that the total number of ideals is (2 + 1)n/2 = 3n/2. The reader should note that for any
ﬁxed value of n, the problem can be solved by a computer automatically and efﬁciently (because the slice results in a
series-parallel poset).
5.2. Set families of size k
It is important to note that regularity of B is dependent upon the lattice structure of L. For example, in many
applications of set families, we are interested in sets of a ﬁxed size k. The predicate B that the ideal is of size k is not
regular. However, by considering alternative posets, this set family can still be analyzed.
Now let us apply our theory to the ﬁrst combinatorial problem (Q1) mentioned in the Introduction. Assume that we
are interested in counting all subsets of n of size k which do not have any consecutive numbers. In this example, G
satisﬁes B if whenever Pi has t elements in G, Pi+1 has at least t + 1 elements in G. This condition is linear (in fact
regular) and we can use the algorithm in Fig. 5 to compute the slice. Fig. 3 shows the original graph with k chains, each
with n−k elements. Let us call this graph K (k, n−k). Fig. 7 shows the slice which includes precisely those subsets that
do not contain consecutive numbers. By collapsing all strongly connected components and by removing the transitively
implied edges we get a graph which is isomorphic to K (k, n − k − (k − 1)) (i.e., the original graph when there are
k chains and each chain has only n − k − (k − 1) elements). Therefore, the total number of order ideals is (n−k+1
k
)
.
Again one can come up with a combinatorial argument to solve the problem (for example, see [22, Theorem 13.1,
Example 13.1]), but the slicing approach is completely mechanical.
As another example, Catalan predicate is regular and we can compute the slice automatically for all n size subsets
of 2n that are Catalan. The slice for n equal to 5 after simpliﬁcation is shown in Fig. 8.
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Fig. 8. Slice for the predicate “Catalan numbers”.
P1
P3
P2
(a) (b)
Fig. 9. (a) A Ferrers diagram and (b) a graph for generating Young’s lattice.
All the above constructions can be generalized to multidimensional grids to obtain results on multinomials instead
of binomials.
5.3. Integer partitions and Young’s lattice
A k-tuple of positive integers  = (1, . . . , k) is an integer partition of N if 1 +· · ·+k = N and for all i, ii+1.
The Ferrers diagram of the partition (4, 3, 3) of 10 is shown in Fig. 9(a). A partition  is contained in another partition
 if the number of parts of  is at most that of  and i is less than or equal to i for any i between 1 and the number of
parts of . For example, (3, 3, 1) is less than (4, 3, 3). Fix any partition . The set of all partitions that are less than or
equal to  form the Young’s lattice denoted by Y.
We now apply our approach to Y. Let the number of parts and the largest part in the partition  be m and n,
respectively. Then we have a graph with n chains, and at most m elements per chain as shown in Fig. 9(b) for m equal
to 4 and n equal to 3. It is clear that for any ideal, the number of elements it includes from Pi is at least as many as
it included from Pi+1. Clearly, the set of ideals of the graph as in Fig. 9(b) is isomorphic to Young’s lattice for the
corresponding partition.
It follows that Young’s lattice is distributive. One can see that the lattice of subsets of size k from the set of size n
is a special case of Young’s lattice when all i’s are equal. Therefore, the number of integer partitions whose Ferrers
diagrams ﬁt in a box of size k by n − k is equal to (n
k
) (providing an alternate proof of Theorem 3.2 in [18]). Let
q(N, k,m) denote the number of partitions of N whose Ferrers diagram ﬁt in a box of size k by m. By summing up the
sizes of all level sets, it also follows that
(
n
k
)
=
k(n−k)∑
l=0
q(l, k, n − k).
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Fig. 10. Slice for 2 = 2.
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Fig. 11. Slice for “distinct parts”.
Since the poset that generates the corresponding Young’s lattice is symmetric with respect to k and m, we get that
q(N, k,m) equals q(N,m, k); and since the poset is dual of itself (i.e., we get back the same poset when all arcs are
reversed) we also get that q(N, k,m) equals q(mk − N, k,m). All these results are well known and generally derived
using Gaussian polynomials (see [22]).
We now focus on subsets of partitions. Assume that we are interested in all those partitions such that their second
component is some ﬁxed value say b. It is easy to verify that partitions  ∈ Y such that 2 = b form a sublattice and
therefore the condition 2 = b is a regular predicate.
Fig. 10(a) gives the slice of partitions in which 2 = 2. Since the second part must be 2, additional edges ensure
that the ideal of the graph has exactly two elements from P2. On collapsing the strongly connected components and
transitively reducing the graph we get the series-parallel graph Fig. 10(b). By applying counting lemma, we get that
there are (2 + 1)(2 + 1) = 9 such partitions which can all be enumerated automatically using Fig. 10(b). They are
{220, 221, 222, 320, 321, 322, 420, 421, 422}.
As another example assume that we are interested in all partitions less than  which have distinct parts. Fig. 11(a)
gives the slice and Fig. 11(b) gives the graph after simpliﬁcation. The graph is equivalent to that of subsets of size 3
from [5]. Hence, there are (53) such partitions. These partitions can also be enumerated from the ﬁgure. They are
{210, 310, 410, 320, 420, 430, 321, 421, 431, 432}.
Some other subsets of partitions discussed in the literature are “partitions with odd number of parts”, “partitions with
distinct odd parts”, “partitions with even number of parts”, etc. These are also regular predicates. Recently, Ferrari and
Rinaldi have given generating functions for the classes of integer partitions whose Ferrers diagram ﬁt into a hook shape
[6]. They consider integer partitions with restrictions such as kth part is at most h. Such restrictions are also regular.
Now the reader may also see the solution for the second problem (Q2) mentioned in the Introduction—enumerating
all partitions in the Young’s lattice Y with ﬁrst part equal to the second part. We simply deﬁne the predicate B on a
partition  to be true when 1 equals 2. It is clear that the predicate is closed under joins and meets and is therefore
a regular predicate. One can draw the slice and conclude that the number of partitions  in Y satisfying 1 = 2 is
equal to the number of partitions in Y where  = (2, 3, . . . , k). The slice can also be used to enumerate all required
partitions.
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(a) (b) 
Fig. 12. Slice for subsets of permutations
Note that the level set of rank N of Y (where  = (1, 2 . . . , t )) corresponds to all partitions of N with at most t
parts and the largest part at most 1. It follows that all partitions of N can be enumerated as the elements in level set of
rank N of Y(N,N,...,N).
5.4. Permutations
We ﬁrst show a small graph that generates all permutations of n symbols. The graph consists of n− 1 chains. Chain
Pi has i − 1 elements. There are multiple ways to interpret a given ideal G. We use G[i] to denote the number of
elements from chain i included in the ideal G.
(1) The simplest way is to view the permutation as a problem of putting n symbols into n places. G[i] indicates the
place for the symbol i + 1. We start with placing n and then go backwards to 1. The symbol n has n choices for
places. This we can determine from G[n− 1] which is a number in {0 . . . n− 1}. Given the place for symbol n, the
symbol n− 1 has n− 1 choices of places which is given by G[n− 2] because one place is already occupied. This
process is repeated till symbol 2 is placed. Finally, symbol 1 has no choice.
(2) Another method is to use the inversion table [12]. The number of inversions of i in a permutation  is the number
of symbols less than i that appear to the right of i in . The way a permutation is generated from a ideal is as
follows. We begin the permutation by writing 1. G[1] decides where to insert the symbol 2. There are two choices.
These choices correspond to number of inversions introduced by 2. If we place 2 after 1, then we introduce zero
inversions; otherwise we introduce one inversion. Proceeding in this manner we get that there is a bijection between
the set of permutations and the set of ideals.
We will focus on the interpretation based on inversions. It is easy to show that the following predicates are regular.
Further by computing the slice, we can also calculate the number of permutations satisfying B.
Lemma 2. All the following properties of permutations are regular:
(1) the symbol m < n has at most j inversions (for j < m). The total number of such permutations is n!(j + 1)/m,
(2) ij implies that i has at most as many inversions as j. The total number of such permutations is same as the
number of integer partitions less than (n − 1, n − 2, . . . , 1) which is equal to nth Catalan number.
Proof. For the ﬁrst part, note that it is sufﬁcient to add an edge from 
 to element ej in chain Pm+1. This ensures that
symbol m cannot have more than j inversions. Fig. 12(a) shows the slice for set of permutations on [5] such that the
symbol 4 has at most 1 inversion.
For the second part, we simple add an edge from element ej on Pi+1 to Pi for all j and i. Thus Pi can execute
j elements only if Pi+1 has executed j or more elements. The claim then follows by comparing the poset with that
corresponding to Young’s lattice. 
The level set at rank k of the permutation lattice consists of all permutations with total number of inversions equal
to k and therefore such permutations can be efﬁciently enumerated [12,4].
As another example, consider the problem of enumerating or counting all permutations such that no symbol has
more that n/2 inversions and the total number of inversions is less than c. The predicate “no symbol has more than n/2
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inversions” is a regular predicate that can be detected efﬁciently. The predicate “the total number of inversions is less
than c” is a relational predicate and can also be detected efﬁciently. Therefore, by applying results of this paper, we
can mechanically construct slices for such permutations.
6. Conclusions and future work
We have shown that slicing is useful in mechanical analysis of combinatorial problems and that one can efﬁciently
compute slice for any predicate which can be efﬁciently detected.
In this paper, we have focused on the generators based on elements in the lattices. These ideas can be applied to
other ways of generating large sets from small sets. For example, instead of using the lattice of ideals, we can use the
set of paths in the ideal lattice (lattice paths) as the large set.
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