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Abstract The anterior cingulate cortex (ACC) is commonly
associated with cognitive control and decision making, but its
specific function is highly debated. To explore a recent theory
that the ACC learns the reward values of task contexts
(Holroyd & McClure in Psychological Review, 122, 54–83,
2015; Holroyd & Yeung in Trends in Cognitive Sciences, 16,
122–128, 2012), we recorded the event-related brain poten-
tials (ERPs) from participants as they played a novel gambling
task. The participants were first required to select from among
three games in one Bvirtual casino,^ and subsequently they
were required to select from among three different games in
a different virtual casino; unbeknownst to them, the payoffs
for the games were higher in one casino than in the other.
Analysis of the reward positivity, an ERP component believed
to reflect reward-related signals carried to the ACC by the
midbrain dopamine system, revealed that the ACC is sensitive
to differences in the reward values associated with both the
casinos and the games inside the casinos, indicating that par-
ticipants learned the values of the contexts in which rewards
were delivered. These results highlight the importance of the
ACC in learning the reward values of task contexts in order to
guide action selection.
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Anterior cingulate cortex (ACC) is involved in decision mak-
ing and cognitive control, but its exact role in this domain is
debated. In particular, it has been proposed that ACC insti-
gates immediate changes to behavior following experienced
response conflict (Botvinick, Braver, Barch, Carter, & Cohen,
2001; Kerns et al., 2004), and that ACC is involved in value-
guided decision making (Holroyd & Coles, 2002; Kolling
et al., 2016; Shenhav, Cohen, & Botvinick, 2016). Although
value-based theories disagree on the specifics, they converge
on the suggestion that the ACC modulates behavioral policies
over multiple episodes on the basis of a cost–benefit analysis
of rewards and penalties (Ebitz & Hayden, 2016).
We have previously proposed that ACC utilizes reward
prediction error signals (RPEs) carried by the midbrain dopa-
mine system for the purpose of reinforcing adaptive behav-
iors, and that this process is revealed by a component of the
event-related brain potential (ERP) called the reward positivity
(Holroyd & Coles, 2002). More commonly known as the
feedback error-related negativity, this component was origi-
nally associated with a negative deflection in the ERP that is
elicited by negative performance feedback, but recent evi-
dence has indicated that the ERPs to both positive and nega-
tive feedback are driven by the positive outcome (Holroyd,
Pakzad-Vaezi, & Krigolson, 2008; Proudfit, 2015). Consistent
with the theory, the reward positivity appears to be generated
in ACC (Becker, Nitsch, Miltner, & Straube, 2014; Miltner,
Braun, & Coles, 1997), and a wealth of evidence has indicated
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that it indexes an RPE (Sambrook & Goslin, 2015; Walsh &
Anderson, 2012). By contrast, the evidence that the reward
positivity is associated with a reinforcement-learning (RL)
process is less clear (for reviews, see Holroyd & Umemoto,
2016; Walsh & Anderson, 2012). For example, when partici-
pants are given instructions that result in an immediate change
in task performance, the trial-to-trial changes in reward posi-
tivity amplitude continue to reflect a slow learning process
(Walsh & Anderson, 2011).
Nevertheless, it should be noted that the original RL ac-
count of the reward positivity does not, in fact, hold the ACC
responsible for instigating such trial-to-trial changes in task
performance. Rather, the model proposes that ACC learns
the value of entire task policies and selects the policies on
the basis of those learned values (Holroyd & Coles, 2002;
cf. Daw, Niv, & Dayan, 2005). Recent developments of this
idea have suggested that ACC encodes the value of the task
context itself, rather than the value of the individual actions
carried out within the task (Holroyd & McClure, 2015;
Holroyd&Yeung, 2011, 2012). Thus, for example, the reward
positivity is elicited even when participants passively view
reward stimuli in the absence of overt behavior, suggesting
that Bthe reward signal…is also used by ACC to evaluate
more distal events and more general action plans that are not
directly task-related^ (Yeung, Holroyd, & Cohen, 2005, p.
542). In turn, these contextual values are utilized by ACC to
motivate task performance (Umemoto & Holroyd, 2016).
To investigate this issue, we recorded the reward positivity
from participants engaged in a novel casino-gambling task
that allowed for learning the reward value of the task context
(cf. Diuk, Tsai, Wallis, Botvinick, & Niv, 2013). Participants
selected between different games in two different virtual casi-
nos in order to earn money. Unbeknownst to them, the overall
payoff in one casino was better than the overall payoff in the
other casino. We asked whether the reward positivity would
reveal that participants had learned not just the values of indi-
vidual games in the casinos, but also the values of the casinos
that housed the games—even though this higher-order infor-
mation was irrelevant to task performance. Importantly, be-
cause the participants were allowed to enter each casino only
once, the task design prevented participants from learning the
casino values on the basis of simple stimulus–feedback con-
tingencies from trial to trial. Instead, the task encouraged par-
ticipants to learn values for internal representations of the two
casino contexts (Holroyd & McClure, 2015).
Method
Participants
A total of 27 undergraduate students were recruited from the
University of Victoria Department of Psychology subject pool
either to fulfill a course requirement or earn bonus credits. The
number of participants was determined on the basis of past
reward positivity studies (~15 participants); because we were
employing a novel task design, the sample size was doubled to
approximately 30 participants total. The data of two partici-
pants were excluded due to self-reported neurological disor-
ders (aneurysm and concussion). The remaining 25 partici-
pants (20 females, five males; three left-handed; age range =
18–28 years, mean age = 21.2 ± 2.5 years) all reported normal
or corrected-to-normal vision. Each participant received a
monetary bonus that depended on task performance (see be-
low). All participants provided informed consent as approved
by the local research ethics committee. The experiment was
conducted in accordance with the ethical standards prescribed
in the 1964 Declaration of Helsinki.
Task, design, and procedure
Participants were seated comfortably in front of an LCD com-
puter monitor (1,024 × 1,280 pixels, a 60-Hz refresh rate) at a
distance of about 60 cm in an electromagnetically shielded,
dimly lit room. The task was programmed in MATLAB
(MathWorks, Natick, MA, USA) using the Psychophysics
Toolbox extension (Brainard, 1997; Pelli, 1997). Participants
were asked to position their hand and forearm so that their
dominant hand rested below a response box (Empirisoft,
Model S/N k5521-04) placed in front of them. Participants
were provided with both written and verbal instructions that
explained the procedure. They were told to maintain correct
posture and to minimize head movements and eye blinks dur-
ing the experiment.
At the outset of the experiment, participants were told that
they would be provided with imaginary casino-specific tokens
(180 tokens total, see below) to play a series of gambling
games in two different casinos (Fig. 1a, 1st panel from left).
Each token allowed for a single game play inside the casino
specific to that token. Participants were told that their accu-
mulated winnings would be given to them upon task comple-
tion, and they were encouraged to explore the games to max-
imize their earnings. The experiment was divided into five
distinct phases, as follows: (1) practice phase, (2) deep-
processing phase, (3) initial playing phase, (4) search phase,
and (5) second playing phase.
1. Practice phase: Participants first practiced the task by
using ten imaginary tokens to select and play among three
games ten times as described below (initial playing
phase). Following the practice, they were physically paid
25 cents, corresponding to a 50% reward probability.
Note that the specific procedure for each trial in the prac-
tice phase was identical to that in the initial and second
playing phases (see Points 3 and 5 below), except that two
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fresh sets of game images were used during the subse-
quent phases.
2. Deep-processing phase: After being familiarized with the
task procedure, the participants were presented with two
detailed images of the casinos, one of each, consecutively
on the computer screen (the presentation order was
counterbalanced across participants). To encourage deep
processing of the stimuli (Craik & Lockhart, 1972), the
participants were instructed: BBelow are pictures of two
casinos. During the experiment you will have the oppor-
tunity to play at both of these casinos. Please describe
each casino in detail below their image. Provide details
of their appearance, the impressions they give, their
names, and so on. Please write as much as you can about
them in the space provided.^ Participants then used the
keyboard to type, in a few minutes, as many details as
possible that they had observed about each casino in a
half-page space on the screen below each image. This
phase was intended to facilitate encoding the two casinos
as two distinct and memorable contexts, given that the
participants entered each casino only once.
3. Initial playing phase: Next, participants were told that
they had been given 90 tokens to play 90 consecutive
games in one casino, followed by 90 tokens to play 90
consecutive games in the other casino. They were then
presented with the two casino images (12.7° × 11.5°)
side-by-side on the computer screen with instructions un-
derneath (Fig. 1a, 1st panel from left). They then selected
a casino by pressing one of two corresponding buttons on
a response box, after which a cartoon image of a person
(2° × 2.6°) was depicted entering the selected casino
(Fig. 1a, 2nd panel). Participants were then presented with
an image of a roulette wheel, an image of a blackjack
table, and an image of a slot machine (7.9° × 6.3° each,
selected from two sets of three games randomly assigned
to the two casinos and counterbalanced across partici-
pants) arranged across the display as depicted in Fig. 1a,
3rd panel. The positions of three game stimuli remained
fixed throughout the experiment.
Once Binside^ the casino, on each trial the participants
Bplayed^ a game by pressing one of three corresponding
response buttons on a response box, at which point the
game images disappeared and a small orange fixation dot
(0.3° × 0.3°) appeared at the chosen game location for
500 ms (Fig. 1a and b, 4th panel). Then either a silver
coin (2.6° × 2.6°), representing 5 cents reward (Fig. 1a,
5th panel) or a red circle with a slash B/^ over it,
representing no reward (2.6° × 2.6°) (Fig. 1b, 5th panel),
was presented for 800 ms in the location of the fixation
dot. The next trial began immediately afterward, with the
same three games being presented in the identical loca-
tions (Fig. 1a, 3rd panel). Participants played in the first
casino until all 90 tokens for that casino Bran out.^ Next,
they were again presented with the images of the two
casinos side by side and were asked to recall which casino
they had just visited by pressing the corresponding button.
Fig. 1 Example trials during the initial playing phase. (a) Initial sequence
of events corresponding to participant selection of the first casino (here,
the BLuxor^ casino), followed by an example trial in which the participant
chose between three games and then either did or did not receive a five-
cent reward (here, the reward). This sequence of a game choice followed
by feedback repeated, for 90 trials total. The orange dot at the location of
the chosen game was intended to direct the participant’s gaze to the
feedback location. (b) Subsequent sequence of events corresponding to
participant selection of the casino that had not yet been visited (here, the
BTajMahal^ casino; note that the data for this study were collected before
the beginning of the 2016 United States presidential campaign), followed
by another 90 trials of game playing. In this example, selecting the bottom
right game resulted in a no-reward outcome.
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If they failed to answer this question correctly, they were
required to start the initial playing phase again from the
beginning in the same casino.1 After correctly answering
the question, participants were again shown the two casi-
no images side by side, with a red circle and slash overlain
over the image of the previously selected casino, with
instructions underneath (Fig. 1b, 1st panel). Participants
then progressed through the task in the same manner as in
the first casino (Fig. 1b, 2nd panel) by playing games for
an additional 90 trials on three new machines (Fig. 1b,
3rd–5th panels). Upon finishing the 90 trials in this casi-
no, participants were again asked to recall in which casino
they had just played by pressing one of two corresponding
buttons.2 Critically, unbeknownst to the participants, the
three games were associated at one casino with reward
probabilities of 60%, 70%, and 80%, and at the other
casino with reward probabilities of 20%, 30%, and 40%,
such that the game play at one casino yielded a higher
payoff than at the other. To reinforce this difference in
value, on two occasions in the Bgood^ casino the feedback
consisted of an image of a gold coin worth $1 for 1 s (i.e.,
an image of the Canadian $1 coin, with B$1^ written in a
large font on the coin surface, on trial numbers 30 and 60;
2.6° × 2.6°). At the completion of this initial playing
phase, participants were given a paper-and-pencil ques-
tionnaire (BQuestionnaire 1^) regarding which casino they
preferred and why they preferred that casino, at which
casino they had earned the most money, and whether they
had noticed the $1 bonus. Participants were paid their
accumulated winnings (across casinos) upon completion
of the initial playing phase of the experiment (~$6 CAN).
4. Search phase: Participants were then told that they had
spent all of their casino tokens and were instructed that
they could search for additional tokens by searching for
them throughout the city. For this purpose, the participants
were presented with an overview of a small section of Las
Vegas (15° × 21°) overlain with a 10 × 16 grid (Fig. 2, top
row, 1st panel from left). On each trial during this phase,
they were asked to select an unexplored grid square by
clicking on it with a mouse (Fig. 2, 2nd panels).
Immediately after a response, the chosen square turned
black, which invalidated that choice for future trials.
After a 500-ms delay, an orange central fixation dot
(0.4° × 0.4°) appeared for 1 s (Fig. 2, 3rd panels), indicat-
ing to participants that a token stimulus would appear in
that location shortly. Then one of the two casino token
images (3.7° × 3.7°) appeared at the position of the fixa-
tion dot for 800 ms, indicating that the participant had
Bfound^ that token at that location (Fig. 2, 4th panels).
The next trial began immediately thereafter; previously
selected squares remained unavailable for selection for
the remainder of the phase. Unbeknownst to participants,
the tokens were di s t r ibu ted across the map
pseudorandomly and occurred with equal probability.
However, to reinforce the cover story, the participants
were told that (1) each cell contained a token, (2) the token
type depended on where they searched, and (3) they
would be allowed to spend their accumulated tokens in
the associated casinos. Participants first practiced the
search task for four trials, which yielded two tokens for
each casino. Immediately thereafter, they utilized these
tokens by visiting and playing two games in each of the
two casinos according to the procedure outlined in the
initial playing phase. Following these practice trials, the
participants began the actual search phase. They were not
informed about howmany times they would be allowed to
search the city, but the task ended after 80 trials, yielding
40 tokens per casino.
5. Second playing phase: Finally, the participants spent
their acquired tokens by playing 40 games in each
casino, as promised, following the procedure de-
scribed in the initial playing phase. On average,
they earned about $5 CAN during this phase.
Because we were interested in the ERPs from the
initial playing phase, the data from the second
playing phase are not reported here.
At the completion of the second playing phase,
participants answered a paper-and-pencil question-
naire (BQuestionnaire 2^) that assessed their level
of task engagement, strategies utilized, awareness
of the reward probability manipulation across
games, token preferences, and how important it
was for participants to find the preferred token in
the search phase, on a scale of 1 to 5 (1 = not
important at all and 5 = very important). We ana-
lyzed the data using IBM SPSS Statistics 19. For
each statistical result, we report the mean, standard
deviation (SD), and effect size.
We predicted that a larger reward positivity
would be elicited by the good casino tokens than
by the bad casino tokens, indicating that participants
had learned the values for the different casino con-
texts, despite this information being irrelevant to the
task performance. Importantly, each casino was se-
lected only once at the start of each block of 90
trials, which prevented participants from learning
the casino values by way of a series of externally
presented stimulus–feedback associations. Rather,
the task encouraged participants to associate reward
value with internally maintained representations of
the casino contexts.
1 Two participants repeated this step of the procedure. The behavioral and ERP
results remained the same, irrespective of whether these data were included or
excluded from the analyses.
2 All participants (N = 25) correctly answered this question.
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ERP acquisition and processing
The electroencephalogram (EEG) was recorded using a mon-
tage of 41 electrode sites in accordance with the extended
International 10–20 System (Jasper, 1958). Signals were ac-
quired using Ag/AgCl ring electrodes mounted in a nylon
electrode cap with an abrasive, conductive gel (EASYCAP
GmbH, Herrsching-Breitbrunn, Germany). Signals were am-
plified by low-noise electrode differential amplifiers with a
frequency response high cutoff at 50 Hz (90-dB octave roll-
off), and digitized at a rate of 250 samples per second. The
digitized signals were recorded to disk using the Brain Vision
Recorder software (Brain Products GmbH, Munich,
Germany). The interelectrode impedances were maintained
below 10 kΩ. Two electrodes were also placed on the left
and right mastoids, and the EEG was recorded using the av-
erage reference. The electroocculogram (EOG) was recorded
for the purpose of artifact correction; horizontal EOG was
recorded from the external canthi of both eyes, and vertical
EOG was recorded from the suborbit of the right eye and
electrode channel Fp2.
Postprocessing and data visualization were performed
using the Brain Vision Analyzer software (Brain Products
GmbH). The digitized signals were filtered using a fourth-
order digital Butterworth filter with a passband of 0.10–
20 Hz. An 800-ms epoch of data, extending from 200 ms prior
to 600 ms following the presentation of each reward feedback
stimulus, was used to segment the data for waveform analysis.
Ocular artifacts were corrected using an eye movement cor-
rection algorithm (Gratton, Coles, & Donchin, 1983). The
EEG data were re-referenced to linked mastoid electrodes.
The data were baseline-corrected by subtracting from each
sample the mean voltage associated with that electrode during
the 200-ms interval preceding stimulus onset. Muscular and
other artifacts were removed using a ±150-μV level threshold
and a ±35-μV step threshold as rejection criteria. ERPs were
then created for each electrode and participant by averaging
the single-trial EEG according to the reward and no-reward
feedback conditions for the casino games and the casino to-
kens: For the initial playing phase, the ERPs were collapsed
across reward probabilities into four ERPs based on the ex-
pectedness of the reward outcomes, as described below. The
search phase yielded two ERPs corresponding to the two to-
ken feedback conditions (good casino, bad casino).
Following convention, the reward positivity was measured
at channel FCz, where it reaches maximum amplitude (see
below), utilizing a difference wave approach that isolated the
reward positivity from overlapping ERP components such as
the P300 (Holroyd & Krigolson, 2007; Sambrook & Goslin,
2015). The ERPs were averaged across condition as follows:
For the initial playing phase for each participant, the ERPs to
reward feedback stimuli averaged across games in the bad
casino (unexpected reward) were subtracted from the ERPs
to no-reward feedback stimuli averaged across games in the
good casino (unexpected no-reward), to generate an
Bunexpected^ difference wave (i.e., an unexpected-reward pos-
itivity). Likewise, the ERPs to reward feedback stimuli aver-
aged across games in the good casino (expected reward) were
subtracted from the ERPs to no-reward feedback stimuli av
eraged across games in the bad casino (expected no-reward),
Fig. 2 Two example trials from the search phase. Participants used a
mouse to move a cursor (the white arrow) and click on one grid cell at
a time to look for hidden tokens. Each click on a new location revealed
one token from either of the two casinos (here, a Luxor token on Trial 1
and a Taj Mahal token on Trial 2). Each previously-searched cell was
blackened, indicating to participants that these cells were no longer
searchable. An orange fixation dot at the center of the screen was
intended to draw the participant’s gaze to the feedback stimulus
location. Participants searched the grid 80 times, but were not told the
total number. Note that the cursor and feedback images are enlarged for
the purpose of this illustration.
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to generate an Bexpected^ difference wave (i.e., an expected
reward positivity; cf. Holroyd & Krigolson, 2007; Holroyd,
Krigolson, Baker, Lee, & Gibson, 2009). Furthermore, the
reward positivity elicited by the casino token images
in the search phase was likewise measured as a differ-
ence wave by subtracting the ERPs elicited by the pre-
sentation of the good casino tokens from the ERPs elic-
ited by the presentation of the bad casino tokens. The
reward positivity amplitude was then determined by
finding the maximum negative deflection in the differ-
ence wave from 240 to 340 ms (Sambrook & Goslin,
2015) following feedback onset, separately for the ex-
pected and unexpected reward feedback (initial playing
phase), which isolated the interaction of expectancy
with valence by removing the main effect of probability
(Holroyd & Krigolson, 2007; Sambrook & Goslin,
2015), and for the good and bad casino tokens (search
phase). The grand-average scalp distribution maps of the




Following the initial playing phase, all participants correctly
indicated on Questionnaire 1 which casino had yielded the
larger payoff and reported a stronger preference for the good
casino. After completing the second playing phase, all but two
participants (23 out of 25) reported on Questionnaire 2 that
they had searched for the token associated with the good ca-
sino and rated the importance of finding their preferred token
as 3.5 out of 5 (±1.1).
Behavior
For the initial playing phase, a repeated measures analysis of
variance (ANOVA) on game choice with Casino (good and
bad) and Reward Probability (low, medium, and high) as fac-
tors revealed a significant main effect of reward probability,
F(2, 48) = 14.1, p < .01, ηp
2 = .37. Post-hoc tests indicated that
participants chose the high-reward games (40% ± 0.1%) more
often than the medium-reward games (31% ± 0.1%), F(1, 24)
= 22, p < .01, ηp
2 = .48, or the low-reward games (29% ±
0.1%), F(1, 24) = 16.5, p = .01, ηp
2 = .41; the choices for the
latter two games were not significantly different from one
another. No other effects were statistically significant. A com-
parable ANOVA on the response times for the games did not
yield statistically significant results.
For the search phase, a paired t test revealed that partici-
pants responded faster on trials following the receipt of a good
casino token (818 ± 466 ms) than on trials following receipt of
a bad casino token (868 ± 440 ms), t(24) = –2.5, p = .02,
Cohen’s d = –0.49.
Electrophysiology
We first asked whether participants had learned the values of
the games within each casino, as reflected in the reward pos-
itivity amplitude. Consistent with previous findings (Holroyd
& Krigolson, 2007; Holroyd et al., 2009; Holroyd,
Nieuwenhuis, Yeung, & Cohen, 2003; Sambrook & Goslin,
2015), the reward positivity to unexpected outcomes (–6.8 ±
5.6 μV) was significantly larger than the reward positivity to
expected outcomes (–3.0 ± 4.3 μV), t(24) = –3.1, p = .01,
Cohen’s d = 0.62 (Fig. 3a and b) and was distributed over
frontocentral areas of the scalp for the unexpected condition
(Fig. 3e; Holroyd & Krigolson, 2007; Miltner et al., 1997;
Walsh & Anderson, 2011). The reward positivity for the ex-
pected condition exhibited a broader distribution over poste-
rior areas (Fig. 3d), which was expected, given its smaller
amplitude. These results confirmed that the participants
learned the values of the casino games and that the reward
positivity reflects an RPE to the game outcomes.
We then asked whether participants had learned the reward
values of the casinos themselves, even though the casino con-
texts were irrelevant to playing the games inside. Relative to
the bad casino tokens, the good casino tokens elicited a more
positive-going ERP in the time range of the reward positivity
(Fig. 3c). The peak amplitude of the difference wave (bad
token minus good token ERPs: –3.2 ± 3.1 μV) was statistical-
ly different from zero,3 t(24) = –5.1, p < .01, Cohen’s d = 1,
and was distributed over frontocentral areas of the scalp
(Fig. 3f). These results indicate that the individual rewards
received following each game choice during the initial playing
phase generalized to the contexts in which the games were
played—that is, to the casinos—even though the contexts
had no bearing on task performance.
3 The peak detection algorithm is relatively robust against overlap with other
ERP components, as compared to averaging the voltage values within a tem-
poral window (Luck, 2014), and has been commonly used to measure reward
positivity amplitude (e.g., Dunning & Hajcak, 2007; Foti & Hajcak, 2009;
Hajcak, Moser, Holroyd, & Simons, 2007; Leng & Zhou, 2010; Masaki,
Takeuchi, Gehring, Takasawa, & Yamazaki, 2006; Miltner et al., 1997;
Onoda, Abe, & Yamaguchi, 2010). Nevertheless, this algorithm provides a
biased estimate of the component amplitude, and therefore may overestimate
the true effect sizes (Luck, 2014, online chap. 9). For this reason, we confirmed
that this statistical effect was real by computing the following Babsolute^
amplitude measure of the reward positivity difference wave to the token: For
each participant, we identified the largest absolute voltage within 240–340 ms,
irrespective of the sign of the voltage (positive or negative). If the null hypoth-
esis of no difference between the conditions were true, then across subjects this
algorithm would be equally likely to select a positive versus a negative peak,
and the value across subjects would not differ statistically from zero. In fact,
this analysis resulted in a reward positivity that was significantly more nega-
tive than zero (p = .02), confirming that the reward positivity was not
artifactual.
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Discussion
An influential theory holds that the reward positivity is pro-
duced by the modulatory influence of midbrain dopamine
RPE signals on ACC activity (Holroyd & Coles, 2002).
Despite accumulating evidence indicating that this ERP com-
ponent in fact indexes an RPE (Sambrook & Goslin, 2015;
Walsh & Anderson, 2012), its purpose in cognitive control
remains poorly understood. In particular, the reward positivity
amplitude has not consistently been related across studies with
trial-by-trial adjustments in behavior, suggesting that the sig-
nal does not reflect a simple RL process per se (Holroyd &
Umemoto, 2016). Here we asked whether the reward positiv-
ity amplitude would be sensitive to the learned reward values
of task contexts.
Toward this end, we recorded the ERPs from participants
engaged in a novel casino-gambling task in which rewards
were obtained more frequently in a Bgood^ casino than in a
Bbad^ casino (see also Diuk et al., 2013). Crucially, whereas
the casino games were played repeatedly inside the casinos,
the casinos themselves were each selected only once. We
found that the reward positivity amplitude was sensitive to
differences in reward value associated both with the casino
games and with the casinos themselves (Fig. 3), confirming
that the reward positivity was associated with the contexts in
which those rewards were delivered, even though that contex-
tual information was irrelevant to the optimal policy within
each casino (see also Osinsky et al., 2017).
Notably, these data are incompatible with a simple
RL mechanism that represents the actions for casino
selection and the actions for game selection identically:
Computational simulations illustrated that, in such a
case, the task parameters that promote learning of the
casino values interfere with learning the values of the
individual games (supplementary materials and
Supplementary Fig. 4). Such an algorithm could solve
the problem if the agent were exposed to a series of
episodes that paired casino selection with feedback de-
livery (Botvinick, Niv, & Barto, 2009). However, the
task design prevented against that possibility by requir-
ing participants to select each casino only once. Instead,
to learn the values of the casinos, participants were
required to maintain an internal representation of each
casino while playing in it.
Fig. 3 Event-related brain potentials (ERPs) and the associated scalp
voltage maps elicited during the initial playing phase and search phase.
(a–c) Reward positivities measured at FCz in the time window of 240–
340ms, highlighted in gray. Negative is plotted up by convention. During
the initial playing phase, (a) reward positivity for the expected condition
(thick black line), elicited by the ERPs to the no-reward feedback in the
bad-casino games (gray dashed line) and to the reward feedback in the
good-casino games (gray dotted line), and (b) reward positivity for the
unexpected condition (thick black line), elicited by the ERPs to the no-
reward feedback in the good-casino games (gray dashed line) and to the
reward feedback in the bad-casino games (gray dotted line). (c) Token
reward positivity during the search phase, elicited by the ERPs to the bad-
casino tokens (gray dashed line) and to the good-casino tokens (gray
dotted line). (d–f) Reward positivity scalp distributions. Note that
latency differences across the participants were corrected within the
240- to 340-ms time window, so that the peak latency comprising the
grand average varied across participants. During the initial playing
phase, (d) expected reward positivity scalp distribution and (e)
unexpected reward positivity scalp distribution. (f) Token reward
positivity scalp distribution during the search phase.
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For this reason, differential reinforcement of the casinos
and the games entails introducing an asymmetry between the
two types of actions, in terms of either their representations or
their parameter values. Such a difference could be implement-
ed by a variety of mechanisms. For example, a simple RL
account that represented each casino as a hidden state (rather
than as an action) that reoccurred on each trial could learn to
associate the different contexts with reward values. In a recent
study by Palminteri, Khamassi, Joffily, and Coricelli (2015),
participants learned by trial and error to select between pairs of
two stimuli that differed in their expected values. As in the
present experiment, the average values of the contexts differed
across blocks of trials. Computational simulations revealed
that a model incorporating context as a reoccurring hid-
den state provided a better account of participant behav-
ior than did models without such a state, although it was
unclear whether such state values could be used to select
one context over the other. Furthermore, the model in-
corporated different learning rates for the actions and the
context, which raises the question of how these parame-
ters were determined.
Although the specific mechanism behind these results
remains to be determined, we favor an account based on
principles of hierarchical reinforcement learning (HRL).
This hypothesis is based in part on evidence indicating
that the source of the reward positivity—the ACC—is
concerned with regulating task performance in a hierar-
chical manner, as we have reviewed elsewhere (Holroyd
& Yeung, 2012; see also Ribas-Fernandes et al., 2011).
Computational simulations that implement these princi-
ples account for the effects of ACC damage on the
behavior of nonhuman animals; specifically, the values
of task contexts are learned by averaging the rewards
received during task execution (Holroyd & McClure,
2015). Notably, by separating the values of low-level
actions from the values of the task contexts in which
they occur, this mechanism naturally prevents the con-
text–action interference described above (see the
supplementary materials), while still allowing for high-
level action selection consistent with previous reports
(Holroyd & McClure, 2015).
Other observations also appear to be inconsistent
with an account based on simple RL principles that
does not dissociate actions from the contexts in which
they occur. As we noted above, the reward positivity
amplitude has been inconsistently associated with ad-
justments in task performance across studies, when con-
sistent results would be expected from a simple RL
mechanism (Holroyd & Umemoto, 2016). A simple
RL account also runs contrary to the observation that
the reward positivity is observed even in the absence of
overt, task-related behavior (e.g., Yeung et al., 2005).
Furthermore, the reward positivity amplitude decreases
with increasing delays between the response and the
feedback; even after only a 6-s delay, the difference in
the ERPs between wins and losses becomes negligible
(Weinberg, Luhmann, Bress, & Hajcak, 2012). In the
absence of a contextual signal maintained throughout
each casino period, reinforcement at the longest de-
lays—that is, following 90 responses, minutes after the
casino was selected—should not have updated the casi-
no values.
Although the reward positivity is believed to be pro-
duced by the ACC, it is likely that this process is also
supported by other brain areas. In particular, the hippo-
campus can facilitate the formation of episodic memo-
ries of rewarding contexts. The midbrain dopamine sys-
tem modulates hippocampal activity directly, and
reward-related dopamine activity appears to enhance
the encoding, retention, and generalization of episodic
memories (Shohamy & Adcock, 2010; Shohamy &
Wagner, 2008; Wimmer & Shohamy, 2012). In
nonhuman-animal studies that pair rewards with the en-
vironment, or context, in which they are delivered, the
hippocampus has also been implicated in the develop-
ment of place preferences (Bardo & Bevins, 2000;
Tzschentke, 2007). Such considerations suggest that
the ACC may contribute to a network of brain areas
that support the learning of contextual reward values.
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