Abstract. Passive testing is the process of collecting traces of the messages exchanged between an operating implementation and its environment, in order to verify that these traces actually belong to the language accepted by the provided specification. The specification has in general the form of a finite state machine (FSM). In this paper, we present an extension of the existing algorithms to consider the specification as an extended finite state machine (EFSM). An algorithm is also introduced to take into account the number of states and transitions covered. In this paper we also present the results of our experiments on a signalling protocol that is a component of the european digital cellular radiocommunication system GSM, the GSM-MAP.
Introduction
The objective of conformance testing is to evaluate whether a protocol implementation has the same behaviour as its specification. In active conformance testing, the implementation under test (IUT) is placed in a dedicated testing environment. According to predefined test sequences, one (or more) tester sends inputs to the IUT, observes the corresponding outputs and compares them with the expected outputs.
On the other hand, passive testing consists in collecting traces of the messages exchanged between an operating implementation and its environment, and verifying whether these traces actually belong to the language accepted by the specification automaton. Though passive testing is sometimes mentioned as an alternative to active testing [1] , only little effort has been devoted to this aspect of testing [2] , [3] . However, we feel that passive testing is worth investigating, since (a) under certain circumstances, it may be the only type of test available, e.g. in network management, (b) it is relatively cheap and easy to implement, and (c) active testing is sometimes impractical due to the complexity of systems.
In this paper, we present the principles of passive testing, and an application to a real protocol, the GSM-MAP. We also extend the algorithm proposed in [3] in order to take the state and transition coverage into account and in order to consider an extended finite state machine as the system specification. The SDL specification of the GSM-MAP that we used in our experiment has been obtained from ETSI standard; this specification has been completed in our group [4] . SDL [5] has established itself as the Formal Description Technique of choice in the telecommunication world. For the purpose of conformance testing, the specification is usually considered as an Extended Finite State Machine, the underlying model of SDL.
The paper is organised as follows: in section 2, we present the concepts of passive testing for finite state machines; section 3 presents two algorithms to evaluate test coverage, taking state and transition coverage into account. In section 4 we study the application of this method to real protocols and we introduce an extension of the algorithm in order to consider extended finite state machines as specifications. Section 5 is an application of this method to the GSM-MAP-DSM protocol.
The Basics of Passive Testing
In passive testing [3] , contrary to active testing, the tester does not control the implementation under test. The implementation is in operating condition, and the tester only observes the messages exchanged by the IUT and its environment, in order to check if they correspond to a behaviour compliant with the specification (see Fig. 1 ).
Fig. 1. An architecture for passive testing
The main difficulty in passive testing is that we have no knowledge of the state in which the implementation is at the beginning of the trace (no assumption is made about the moment when the recording of trace begins, and therefore it is not necessarily the initial state). Each input/output pair of the trace is assumed to represent a transition in the specification, and our objective is to match the transitions of the trace with those of the specification.
The passive testing process can be decomposed into two steps: the passive homing sequence, in which the current state is found out, and the fault detection phase, in which the trace is compared with the specification.
Passive Testing for Deterministic Machines
First Stage: Passive Homing Sequence. The current state is determined by elimination. Initially, all the states are candidates. The transitions of the trace are studied one after the other: the states which accept the input/output are replaced by the destination
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Tester IUT state of the corresponding transition (redundant states are eliminated), whereas the states which do not accept it are eliminated. After a number of iterations, there are two possible outcomes:
• either a single state is obtained: it corresponds to the current state, and we proceed to the second stage; or
• an input/output pair that is not accepted by any candidate state is encountered in the trace; it indicates that the behaviour observed does not correspond to the specification, and that a fault has been detected.
Second Stage: Fault Detection. From the current state, we follow the trace in the specification. If we reach a state which does not accept the following input/output pair of the trace, there is an error. If not (i.e the end of the trace is reached and there were no deadlocks), no error was detected.
Example. Assume our specification is the FSM on We can see the evolution of the potential current states (or candidates) during the passive homing sequence, and then the evolution of the actual current state during the fault detection phase (Fig. 3) . The first five transitions of the trace allowed us to identify the current state (state 1). The following input/output pairs of the trace are used only to detect faults. 
Passive Testing for Nondeterministic Machines
In the case of a nondeterministic specification, the machine can have several possible behaviours for a same input in a given state. If the output is different, this is called observable nondeterminism, otherwise, if the output is the same, but the state of arrival is different, it is called unobservable nondeterminism.
In the case of passive testing, observable nondeterminism is not an issue, since the output makes it possible to distinguish between transitions and to know which path was selected; for this reason, the algorithm for passive testing of deterministic machines can also be applied for passive testing of observable nondeterministic machines. On the other hand, this is not possible for unobservable nondeterminism, since the trace is identical for both transitions. Therefore a set of possible states (candidates) has to be maintained: there is no guarantee that this set can be reduced to a single element. Moreover, even if at a point, we do obtain at a singleton, it may, in turn, have several possible successors. Thus there is no actual passive homing procedure, but the principles of the algorithm remain the same.
Test Coverage
One of the problems with passive testing is that it is impossible to issue a PASS verdict. Contrary to active testing, we cannot control the implementation under test in order to cover all the transitions. Therefore, even when no fault was detected during the test, it may happen that infrequent parts of the system's behaviour remain untested. Nevertheless, we can try to determine the test coverage, i.e compute the number of states and transitions that have been traversed, and identify which states and which transitions have been traversed and which have not. 
Test Coverage for Deterministic Machines
Initial Approach. In the deterministic algorithm, coverage evaluation can be done in the fault detection phase; at this stage, the current state is known, and whenever a state is reached or a transition is fired, we can mark it. Thus we will know which states and transitions have been covered. If all the transitions have been fired, a coverage similar to that of transition tour [6] has been achieved.
If we consider the previous example (Fig. 2) , in the fault detection phase (from state 1 on), transitions t 3 , t 2 , t 17 , and t 4 have been fired, which represents a 23% transition coverage (4 transitions out of 17) and a 50% state coverage (4 states out of 8). If the trace was longer (as it obviously happens in real applications), the coverage would be better. For instance, assume our trace continues with: c/3 a/1 a/1 b/2 c/3 b/2 which corresponds to transitions t 2 t 10 t 16 t 14 t 13 t 9 then 5 additional transitions have been fired, and 3 additional states have been reached, which brings the transition coverage to 53% and the state coverage to 87%.
Improving the Coverage Evaluation with Backtracking. With the method presented in the previous section, states and transitions are only marked during the fault detection phase. However, if some transitions have been fired in the passive homing sequence, and are not fired again in the fault detection phase, they will not be considered as fired in this evaluation. Thus, the coverage evaluation will be less than the actual coverage. In order to improve this coverage evaluation, we also need to mark the states and transitions that were fired during the first phase. This is done by backtracking the actual states and transitions that have been fired in the passive homing sequence. The algorithms introduced below (algorithm 1 and algorithm 2) are extensions of the algorithm given in [3] . Since we mentioned that we can use the same approach for observable nondeterministic finite state machine as for deterministic finite state machines, we give their formal definition.
Definition 1
An observable nondeterministic finite state machine is a five-tuple
M=(S,s 0 ,I,O,δ), where
S is a finite nonempty set of states, is the initial state, I is a finite set of input symbols, O is a finite set of output symbols, δ: S × I × Ο → S is a transition function. 
Algorithm 1
Test coverage
This procedure can be inserted either between the passive homing and the fault detection procedures, or after the fault detection procedure, just before computing the coverage (the latter is better in a real-time environment 
This method will work best if the singleton was obtained because only one candidate accepted the last transition; results will not be as good if the singleton happened because two (or more) paths of the automaton converge towards a single state. This phenomenon is independent of the actual algorithm: if two paths converge during the passive homing sequence, determining which one was actually followed is an undecidable problem. Let us consider two examples to illustrate this:
• Consider again the trace that was used in example 1. If we backtrack step by step and then walk down the path again, we can find the transitions that were fired during the passive homing sequence, namely transitions t 8 , t 12 , t 15 , t 7 , t 3 and t 1 . If we take them into account to evaluate the coverage, 14 different transitions have been
fired, which makes for a 82% transition coverage and a 100% state coverage. In this case, the backtracking procedure has allowed us to improve the coverage significantly.
• On the other hand, let us now assume that the trace had begun with b/2 c/3 b/2 a/1 for the same FSM. Then, the passive homing sequence shows that the current state is state 5 after 4 transitions. With backtracking, we can find out that the last two transitions were transitions t 9 followed by transition t 8 , but we cannot determine whether the initial state was state 6, with transitions t 14 and t 13 , or state 1 with transitions t 3 and t 2, as both paths converge towards state 5. In this example, despite the convergence, backtracking has allowed us to mark two transitions and two states.
Test Coverage for Unobservable Nondeterministic Machines
For an unobservable nondeterministic finite state machine (NDFSM), it is more difficult to mark the transitions that are fired, as we do not know a priori which of the candidate transition has been fired. However, we can still use the approach above and mark the transitions whenever the set of candidates is a singleton, and stop marking when a (unobservable) nondeterministic transition is encountered. This method will give us a lower bound of the actual coverage. The formal definition for an unobservable NDFSM is the same as Definition 1, except δ a transition relation instead of a function. Our definition of the set of predecessors Pred is modified accordingly:
If |δ(s, a, o)| = 1, then succ(s,a,o) denotes its unique element.
Algorithm 2 Coverage for a nondeterministic machine
Input: an NDFSM Spec (specification) and an input/output trace reflecting a behaviour of implementation Imp. Output: whether the trace from Imp is accepted by Spec, with an evaluation of transition coverage. begin k:=1; fault_detected:=false; L:={s 1 ,...,s n }; 
With state and transition coverage, passive testing can be used primarily when it is impossible to control the implementation, but also as a complement of active testing. Indeed, as protocols are getting more and more complex, test sequences are getting increasingly long and sometimes impossible to generate and execute in a reasonable period of time. Therefore, a possible way to alleviate this problem is to generate and execute test sequences only for the core behaviour of a protocol (or for its critical functionalities), then to test it passively. Then, after studying both the active and passive test coverage, new active test sequences can be produced and executed for the transitions that have not been tested (if any).
Application to Real Protocols

Extended Finite State Machine
Real life protocols are too complex to be modelled with a simple Finite State Machine. In order to specify a real protocol, we must use the Extended Finite State Machine (EFSM) formalism (i.e there will be internal variables and parameters). There may be
= a predicate on variables associated with each transition of an EFSM. The predicate must be true for the transition to be fireable. A transition may also have actions on the variables, modifying their values. In this paper, we consider only normalized EFSM, which are composed of a unique module, and whose actions do not include complex instructions (IF-THEN-ELSE, WHILE, etc. ). An EFSM can always be transformed into a normalized EFSM [8] . We define it formally:
Definition 2
An extended finite state machine is a six-tuple where S is a finite nonempty set of states, is the initial state, I is a finite set of input symbols, O is a finite set of output symbols, is a vector denoting a finite set of variables, T is a finite set of transitions. Each transition t in T is a six-tuple where is the transition starting state, is the transition ending state, is the input, is the output, is a predicate on the current values of the variables ( is TRUE or FALSE)
is an action on variables values ( := ).
Definition 3
We define a parametrised extended finite state machine as a generalisation of Definition 2, where an input or output symbol has a set of (zero or more) parameters . For a transition t, the input, output, predicate and action all depend on : , , and := .
The use of extended finite states machines raises a new issue: how should we handle these variables? In active testing, it is easy to know the value of the variables, because we know the initial state. In passive testing, we do not know their value, since the machine can be in any state at the beginning of the trace. We propose several approaches:
• generate the reachability graph;
• transform the extended finite state machine into a nondeterministic finite state machine;
• determine the variable values.
We will study these strategies in the following sections and we will point out their advantages and their weaknesses.
Reachability Graph
The simplest approach is to generate the reachability graph, which is tantamount to unfolding the EFSM to its equivalent FSM. Unfortunately, this causes the well-known state explosion problem.
However, we can cope with this problem if we experiment this approach on a protocol that is not too complex (see Section 5 on page 14). We use verification techniques to alleviate some of the problems and reduce the size of the generated reachability graph [9] . The reachability graph we obtain is an unfolding of the EFSM specification, which includes instantiations of the variables and parameters used in the original specification.
Transforming the EFSM into an NDFSM
Basically, the EFSM can be transformed into an NDFSM by removing the predicates enabling the transitions. If we do this transformation, following the example in Fig. 4 , we can then simply apply the algorithm for nondeterministic machines.
With this method, the detection power is lessened. Faults caused by bad parameters values or by control variables will not be detected. In example a/ on Fig. 4 , both a/b and a/c would be accepted, whereas only one of them is allowed in the original specification. Since the accepted machines are still a superset of the correct machines, this solution is acceptable, as no correct implementation will be rejected. However, when using this approach, one must be aware that a faulty implementation may be accepted, and, more specifically, a behaviour that is accepted by the nondeterministic machine may be incorrect in the original specification. In conclusion, this approach allows us to detect glaring mistakes rapidly, avoiding the state explosion problem. But more precise testing will still be necessary to ensure conformance.
Determining Variable Values
Principle. With the extended finite state machine formalism, the variable values can sometimes be deduced from the input/output trace. For instance, consider the situation depicted in Fig. 5 , where there are two possible transitions from state S i upon receipt of input a, depending on the current value of variable x. Assume that we know the current state is S i , but that the current value of variable x is unknown. If the next input/output pair in the trace is a/1, we can deduce that, after the transition, the machine will be in state S k , and also that variable x will have the value 0. Therefore we propose to reuse the idea of the section 4.3: predicates depending on variables of unknown value are not taken into account, making the transition temporarily nondeterministic. However, as soon as the value of a variable has been determined, this value will be used to evaluate the predicates, and will possibly be modified depending on actions. With this approach, a transition is fireable if
• the input/output of the trace matches the label of the transition; and • either the predicate is true, or it cannot be evaluated (due to unknown variable values).
Loss of Values Problem. Our goal with this approach is to be able to ultimately determine all the variable values, which will allow us to actually evaluate all the predicates, and reject a transition if its predicate is false. However, note that as long as some variables have unknown values, there is a risk that, for some transitions, variables whose values had already been determined may become unknown again. We illustrate this "loss of value" problem in Fig. 6 . In this example, we assume that the value of variable x has already been determined (x = 3) and that the value of y is still unknown. Assume that y<5; then the left branch is fired, and after the transition, x = 0 holds; on the contrary, if we now assume that y =5, then the right branch is fired, and after the transition, we have x=3 and y=5. Since the observable behaviour is the same for both branches (a/0), we cannot determine, from the trace, which branch was selected, and both x and y are unknown after the transition.
Algorithm.
Variables that have not been determined are characterized by a special value UNDEFINED. Since the extended FSM is deterministic, there will be a passive homing phase (trying to determine both the current state and the variable values), followed by a fault detection phase (checking whether the input/output that are observed are conformant to the specification, taking all the predicates and actions into account  i.e. checking whether they are accepted by the automaton for the current state and values). The rules for changing the variable values in the passive homing phase are as follows:
• A transition can determine a variable either if the variable appears at the left-hand side of an assignment or if it appears in the transition predicate.
• For a given input/output pair, if there are several candidate transitions that might determine a variable, but they would give it different values, the variable stays UNDEFINED.
• If an UNDEFINED variable appears in a predicate, the predicate is considered nondeterministic (the branch is accepted).
• If there is a loss of value for a variable, it becomes UNDEFINED again.
Algorithm 3
Passive testing of an EFSM.
The transition function δ is modified to take the predicate into account. 
An Experiment with the GSM-MAP Protocol
In this section, we provide a short description of the GSM-MAP protocol, we present a new approach for the SDL modelling of the MAP-DSM process. We also describe the results we have obtained using the passive testing tool for random simulations of the SDL specification of the MAP-DSM process.
Outline of the GSM MAP Protocol
The MAP (Mobile Application Part) protocol is a component of the european digital cellular radiocommunication system GSM (Global System for Mobile Communication) [10] . The MAP protocol describes the signalling functions required in the signalization system n˚7 to offer the services needed in a mobile network. The protocol consists of a set of MAP services offered to the user.
The MAP protocol allows data exchange between components of the public land mobile network, concerning essentially the possibility of motion of a mobile station. The protocol is implemented on top of several protocols of the CCITT n˚7 family, such as the TCAP (Transaction Capabilities: subsystem of transaction management). Each MAP_USER has a MAP_PROVIDER module built over the transaction management system TCAP. The MAP services provider offers a set of services (SSM, Service State machine) for which we distinguish the roles of the provider (described by the PERFORMING_MAP_SSM process) and the requester (described by the REQUESTING_MAP_SSM process). All those services need to set up a dialogue between the two MAP entities (see Fig. 7 ). This dialogue is managed by the MAP_DSM (Dialogue State Machine) process, which is responsible for the establishment of the dialogue, transmission and reception of messages, data verification, and y y y verification that the context does not change during the dialogue. As stated before, in this experiment, we were interested in testing only the DSM part of the protocol.
A New Approach for the SDL Modelling of the MAP-DSM Process and the Reachability Graph Obtained
As can be seen from the description of its role, the MAP-DSM module is complex. We worked with an SDL-PR specification that has 2,100 lines, 8 main states with 20 internal variables and 135 transition branches. An exhaustive simulation using the Object-GEODE tool generates a reachability graph which has 156,996 states and 2,803,651 transitions with a coverage of 98.31% of the transitions and 100% of the states. There is only the "discard" transition which was not fired, which means that there are no unexpected signals in the specification. Because of the huge number of states and transitions, it was not possible to perform the conformance testing of the system using the usual methods of testing. Also, we wanted to improve the simulation by using a larger range for the values of the parame- ters of the input messages in the feeds used to start the simulation, in order to be closer to the real protocol. When we used a larger range for the values of the parameters of the input messages, the generated global reachability graph was bigger: 275,042 states and 7,482,243 transitions, with the coverage of 97.96% transitions and 100% states. Again, the classical testing approach could not be applied to this automaton, due to its size.
Therefore, we decided to try a new approach in order to test the whole behaviour of this system: we modelled each procedure as a process and we divided the MAP-DSM system in three processes (main, proc1 and proc2), assuming that the processes exchange messages with the environment. We also introduced internal signals in order to model the messages exchanged between these three processes.
These processes were then simulated exhaustively using VERILOG's ObjectGE-ODE Simulator [11] and we obtained the reachability graph for each of them. Afterwards, we used the TESTGEN-SDL method [9] in order to minimize each automaton. Finally we composed the three minimized automata using our composition tool [12] . By composition, the internal signals introduced in order to exchange messages between the processes were eliminated, and the automaton obtained by composition is an FSM representing the behaviour of the global MAP-DSM system. Detailed information on the size of the various machines, both in SDL form and as finite state machines after minimization, is represented in Table 1 . We can note that with this new approach we can test the whole behaviour of the MAP-DSM system, because the final automaton obtained after the composition of the processes has 60 states and 2136 transitions. We also used a larger range for the values of the parameters of the input messages in the SDL specification.
To validate this new approach, we applied passive testing to this system. The idea is to verify if the system obtained by composition has the same trace as the initial global system. To perform this verification we used the passive testing tool developed in our laboratory. The global SDL specification was also used in this experiment, as we will explain in section 5.3.
Note that our specification is actually nondeterministic, as some parts of the behaviour were modelled with SDL informal decisions. However, all the occurrences of nondeterminism are observable, which makes it possible to use the algorithm for deterministic machines, as explained in section 2.2.
MSC Traces
The global MAP DSM specification in SDL was used to obtain traces: more specifically, random simulations of the specification were generated using VERILOG's ObjectGeode Simulator [11] and saved as Message Sequence Charts (MSCs) [13] in order to obtain traces conformant to the specification (Fig. 8) . These MSCs were then translated into our trace format before being processed by the passive testing tool (Fig. 9) .
Our passive testing tool uses traces in the following format: each line represents an input/output pair as a quoted string "i/o", where i is a 
Results Obtained
The first results were the detection of discrepancies between the global SDL specification and the behaviour of the FSM obtained through the decomposition/composition process. These discrepancies were detected within 10 input/output pairs after the end of the passive homing sequence and were reported as faults by the passive testing software. They turned out to be mostly due to some variable values that were inconsistent between the various processes. This allowed us to correct these inconsistencies in the specification. After correction, tests were rerun with the same traces, and no faults were detected, which was the expected outcome. In order to assess our tool, faults were also added manually in some of the traces. Those faults were detected within a few input/output pairs after they occurred. Traces varied from 1000 to about 12500 input/output pairs. Computation time varied between 0.04 to 0.14 seconds on a Sun Ultra1. Transition coverage varied between 5% and 25% of the transitions, and state coverage varied between 56% and 71% of the states. The global coverage, obtained by taking into account all the states reached in the various experiments, and all the transitions, was 86% of the states and 46% of the transitions.
Conclusion and Future Work
In this paper, we have applied passive testing techniques to a real protocol, the GSM-MAP. The experiments we performed showed that passive testing is a promising technique. It can be applied to test systems where active testing is hard to perform or where no control is possible over the system to be tested. It can also be very useful to improve the specification used as a reference. In fact, some of the discrepancies we found during the experiments were produced by ambiguities in the specification used as a reference rather than by errors of the observed system.
In order to assess the passive testing algorithm and its coverage evaluation, random simulations of the SDL specification of the protocol were saved as MSCs, representing execution traces. A number of faults were detected during our experiments. These faults reflected real differences between the global SDL execution traces and the behaviour of the EFSM obtained through the decomposition/composition process.
The EFSM we considered for our experiments was in the form of a reachability graph. Our future work will be on the application of our methods directly on an EFSM specification. 
