Abstract
Introduction
One of the key issues in the study of parallel computation is communication between processors. In the fixed connection network model, we isolate this into the problem of permutation routing. The permutation routing problem is specified by a network, and a set of packets, each with a.n origin and a destination, where the set of origin and destination pairs is constrained to form a permutation of the nodes of the network. In this paper, we study the problem of off-line routing on the two-dimensional mesh-connected processor array. The routing strategy we exhibit must find paths or routes for each packet to move from its source to its destination, as well as specify when each packet crosses every edge in its path; the routes may be calculated off-line. In designing routing algorithms for the mesh, we are interested in minimizing both the routing time, and the maximum queue size at any processor. The study of off-line routing is important not mly because of its practical significance, but because it helps in the understanding of wherein the difficulty of the routing problem lies. The next section contains definitions relevant to our problem. Section 3 introduces some preliminaries and develops some basic techniques that we will require later. In Section 4, we present our off-line algorithm for routing. We conclude with some discussion and open problems.
Definitions
The n x n mesh-connected array of processors (or twodimensional mesh) contains N = n2 processors arranged in two-dimensional grid without wrap-around edges. More precisely, it corresponds to the graph, G = ( V , E ) , with V = {(z,y) I z , y E (n)} and
The off-line routing problem is specified by a network G and a set P of pairs of nodes such that ( o z , d,) represents the origin and destination of packet x. The problem is to find a connected path along edges of G from 0, to d, for every 2 , as well as a schedule for when x crosses every edge in its path. The packets are constrained to travel at most one edge in a time step. At most one packet can traverse an edge in any one time step. The time taken by the algorithm is the length of the longest schedule. The queue-size is the maximum number of packets that may be at any processor in a single time step during the course of the routing.
We will define a ( h , k ) mapping to be a routing problem where not more than h packets may originate at any given node and not more than k packets can be destined for any node.
Preliminary Results about Routing
In this section, we introduce techniques and observations about the mesh that will be useful in constructing our final algorithm. Consider an n-node linear array to be k sub-arrays of size n / k each. Let all the packets in sub-array i be destined for distinct nodes inside sub-array i. Further let each packet in sub-array i -1 and i + 1 be destined for the corresponding node in sub-array i. Lemma 3 tells us that if we route all packets greedily, then all packets can be routed in n / k steps. In other words, packets can flow into a sub-array at the same time as packets are being permuted within the sub-array. Similarly, it is easy to show that packets can move out of a sub-array at the same time as packets are being permuted in the sub-array. Note however, that moving packets in as well as moving packets out at the same time as permuting packets within a sub-array types of packets requires at least 3n/2k steps, because as many as 3n/2k packets may cross the middle edge in each sub-array.
An Algorithm for Off-Line Routing
We now use some of the techniques developed in the previous section to design an efficient algorithm for off-line permutation routing with small queues. We begin with some definitions. Consider the division of the n x n mesh into sub-meshes, each of side n / k , where k is an integer that divides n. The sub-meshes can be regarded as forming a k x k mesh, which will be referred to as the super-mesh. For a particular division of the mesh (that is, for fixed k), the following terms are uniquely defined.
Definition 1 Intermediate sub-mesh
For a given packet with source ( a , b) and destination 
Definition 2 Virtual source (destination)
The processor that corresponds to the source (destination) of a given packet in its intermediate sub-mesh is called its virtual source (destination). (Imagine overlaying the sub-mesh containing the actual source (destination) of the packet with its intermediate submesh .)
Definition 3 Routing sub-problem
For each pair of sub-meshes, the set of packets originating in the first sub-mesh and destined for a processor in the second sub-mesh constitutes a routing sub-problem. Therefore, there are k 2 routing subproblems.
We are now ready to present our 2.2n + 5 step algorithm to route permutations in an off-line manner.
Our algorithm will require queues of size at most 14.
Theorem 1 O n an n x n mesh, any permutation can be routed off-line an 2.2n + 5 steps with at most 14 packets at any processor in a given time step.
Proof sketch. Divide the mesh up into 25 n/5 x n/5 sub-meshes, considering the sub-meshes to form a 5 x 5 mesh, which we will refer to as the super-mesh.
Our first approach might be to use the following three phase algorithm: In the first phase, each packet travels either 0, n/5,2n/5,3n/5, or 4n/5 steps using only column edges in order to get to its virtual source (in its intermediate sub-mesh). The second phase now consists of a (5,5) mapping, where each packet is routed from its virtual source to its virtual destination. In the last phase each packet travels to its actual destination, using only row edges. The problem is that we do not know how to do the (5,5) mapping efficiently.
Instead, we will do the following: Packets for which the actual source (destination) is the same as the virtual source (destination) are called short-distance packets and will not participate in the above threephase algorithm. The remaining packets are longdistance packets, and these will perform the algorithm outlined above. This means that at most 4 longdistance packets could come to any virtual source, and at most 4 packets wish to go to any virtual destination in the intermediate routing stage. Eech sub-mesh has to solve a (4,4) mapping, and this can be done in 3n/5 + 3 steps using lemma 2. Routing the longdistance packets therefore takes a total of 2.2n + 3 steps, and the storage requirements are as specified in lemma 2.
We now have to route the short-distance packets.
Each sub-mesh contributes 9 routing sub-problems, that involve only short-distance packets. Of these, 5 sub-problems consist of packets whose virtual destination is the same as their actual destination. These are called column routing problems. Five problems consist of packets that are already at their virtual source. We will call these row routing problems. The plan now is to solve the column routing problems somewhere along the way i n the column, rather than at the intermediate sub-mesh, and similarly with the row routing problems.
Consider the 5 sub-meshes in a row (column) of the 5 x 5 super-mesh. There are 25 row routing subproblems that involve packets that travel among these sub-meshes. We will solve these problems using a three-phase algorithm as before, but the sub-mesh that solves these problems will be defined by Table 2 : (1,l) mapping assignments 1, and by Table 2 . To distinguish them for the submeshes that are solving the (4,4) mappings, we will call these the solving sub-meshes. Call the processor corresponding to the actual source (destination) of a packet in the solving sub-mesh the acting source (destination) .
The algorithm for the short-distance packets is now clear: Move to the acting source, then to the acting destination (via 3 permutations in the solving submesh), and then to the actual destination. Therefore, each solving sub-mesh has to solve a (2,2) mapping in the intermediate phase, as well as a (1,l) mapping. We can therefore divide the set of all routing problems as those solved in the intermediate sub-meshes as part of (4,4) mappings, those solved in the solving submeshes as part of (2,2) mappings and (1,l) mappings.
We need to show that all these problems can be solved simultaneously in the requisite time with the claimed bound on the queue size. We go on to describe the schedule for the packets; due to space limitations, we are not able to include the proofs of the bounds on the running time and the queue size here. Details and proofs can be found in [KN91] .
Off-line routing on an n x n mesh Algorithm 1: Phase 1 (3n/5 steps): -Long-distance packets move using only column edges to the virtual source from the actual source.
-Column routing problems move (using column edges) to the solving sub-mesh, and perform a permutation in the column.
-Row routing problems move in the rows to the solving sub-mesh, and perform a permutation in the row.
Phase 2 (n/5 + 1 steps):
-Long-distance packets continue to move towards their virtual sources.
-Column routing problems that are part of the (2,2) mappings perform a row permutation. -The row routing problems that are part of ( 1 , l ) mappings perform a column permutation. All other packets remain stationary.
Phase 3 (3n/5 + 3 steps):
-Long distance packets start routing themselves from their virtual source to their virtual destination.
-All other packets remain stationary.
Phase 4 (n/5 + 1 steps):
-Column routing packets that are part of ( 1 , l ) mappings perform a row permutation. -Row routing packets that are part of (2,2) mappings perform a column permutation. -All other packets start moving towards their actual destination.
Phase 5 (3n/5 steps): -All packets move towards their actual destination.
end

Discussion
The algorithm described in this paper is simple conceptually, and uses very small queues. We would like to investigate how far these techniques can be pushed. In particular, two questions seem worth answering. Is it possible to generalize this approach in order to obtain a family of algorithms that exhibit a trade-off between time and queue-size? Secondly, can this approach be used to obtain a 2n -2 step off-line routing algorithm that uses very small queues (say of size less than 5)?
We are interested in the possibility of an algorithm that recursively solves the "corner problems" somewhere in the middle of the mesh, while routing all the other packets using the approach outlined in this paper. The existence of an on-line algorithm to route permutations using very small queues remains an interesting open problem. Often in practical settings, packets do not travel very far; indeed, the distance traveled by any packet is bounded. The problem of routing permutations with locality is one for which we are interested in finding either an off-line or an on-line solution.
Multi-packet routing is another problem where some of these ideas may find an application. It would also be interesting to see if these algorithms could be extended to work on the torus, and other networks.
