Abstract -The aim of this research is to select a small optimal set of relevant genes from microarray cancer datasets, which contributes to predict the type of cancer a patient is suffering from. It is proposed to perform the gene selection using a novel hybrid feature selection technique which consists of two stages. In the filter stage an enhanced normalized mutual information based filter algorithm called Joe's Normalized Mutual Information based Feature Selection Filter (JNMIF) is used to select top ranked 150 genes. These selected genes are fed to the wrapper feature subset selector stage to select the final optimal set of genes. The proposed technique is implemented and evaluated on seven benchmark microarray cancer datasets, viz. Central Nervous System, Leukemia (binary), Leukemia (3 class), Leukemia (4 class), Lymphoma, Mixed Lineage Leukemia and Small Round Blue Cell Tumor using the well known Instance Based (IB1) classifier. With less than ten genes selected by the proposed technique, 100 percent classification accuracies are observed for four datasets except 98.61 percent for Leukemia (binary) and Leukemia (3 class) and 93.33 percent for the Central Nervous System with eleven selected genes. These results confirm that the proposed method is capable of selecting a small but optimal set of relevant genes with sufficient discriminative capacity for accurate classification of cancer. A comparative study is also made to show the betterment of the proposed method over existing popular methods of feature selection.
INTRODUCTION
A microarray gene expression dataset consists of huge number of features (in terms of thousands) called genes. Such a dataset includes records (samples or instances) of only few patients (in terms of tens only). These characteristics of microarray gene expression data, lead to an observable reduction in classification accuracy and significant increase in training time for any classification tasks on such data. So, reduction of number of features before classification becomes essential. Feature selection, also called attribute selection or gene selection in context to microarray data classification aims to select a small subset of features, out of the huge feature space, which improves the classification accuracy and at the same time reduces the classification time by removing irrelevant and redundant features [1] . Feature selection can be broadly classified into four types -filter, wrapper, embedded and hybrid approach. In filter approach [2] , individual features are ranked and a subset is selected without using a learning algorithm; whereas wrapper approach [3] uses a learner to evaluate the feature subset to be selected. Filter methods are faster while wrapper methods give higher classification accuracy, for particular classifiers with higher computational cost. Embedded approach [2] , on the other hand performs the feature selection process during training phase of a specific classifier. In hybrid approach [4] both filter and wrapper methods are combined to get the best of both the methods.
The main contribution of this paper is twofold. 1. To propose an enhanced feature selection filter based on Joe's normalized mutual information.
2. To propose a novel hybrid feature selection technique by combining this filter with a wrapper method of Weka [11] which uses IB1 evaluator with five fold cross validation.
The organization of the paper is as follows. A review on relevant literature and the drawbacks of existing system are presented in literature review section.The information theoretic backgrounds of mutual information based feature selection filters are illustrated in the preliminaries section. In the next section, the proposed methodologies are presented, which describes the proposed model of cancer classification with the novel hybrid feature selection scheme including the experimental setup and descriptions of the used datasets. The detailed results and discussions of the empirical study are elaborated in the results and discussion section. Finally the conclusion section discusses the conclusion and possible extensions to the works done in this paper.
II. LITERATURE REVIEW
A filter based feature selector evaluates feature goodness either individually or through feature subsets. Individual feature ranking algorithm such as Relief [5] [6] used consistency measure and in [7] they used correlation measure to evaluate goodness of feature subsets. Lei Yu and Huan Liu [8] proposed a fast correlation based filter which performs feature selection identifying relevancy and redundancy among features without pair-wise correlation analysis. This method works in two phases, first it selects relevant features based on Symmetrical Uncertainty (SU) proposed in [9] using some predefined threshold. Then from this selected list it removes the redundant features keeping the predominant features. Symmetrical Uncertainty (SU) normalizes the mutual information values in the interval [0, 1]; the value 0 indicates two variables are independent while 1 indicates they are fully dependent. The main drawback of using Symmetrical Uncertainty as the measure for ranking features is that in the case of a perfect functional dependence between two variables, Symmetrical Uncertainty does not necessarily take the value 1. This was observed by Joe in his work [10] which motivated him to define a new version of mutual information. The new version also normalizes the values in the interval [0, 1] and ensures to take the value 1 if and only if there exists a perfect functional dependence between two variables. This normalized mutual information is used in this paper to propose a new enhanced feature selection filter. The selected genes by this filter are further passed through a wrapper which uses IB1 evaluator with five fold cross validation, to select the final set of relevant genes.
III. PRELIMINARIES
This section describes the information theoretic background of mutual information based feature selection filters which are relevant for understanding the proposed work.
The entropy of a random variable is a measure of uncertainty associated with it. Higher entropy reflects larger uncertainty as to the value of that random variable and vice versa.
Definition 1:
The entropy H(X) of a random discrete variable X with a probability function p(x) is defined by:
Definition 2: The joint entropy H(X, Y) of a pair of discrete random variables X and Y with a joint distribution p(x, y) is defined as follows:
Definition 3: The conditional entropy H(Y|X) is defined as:
The conditional entropy of Y conditioned on X refers to the average entropy of Y conditioned on the value of X averaged over all possible value of X.
Theorem 1: The chain rule of joint entropy.
The chain rule for joint entropy states that the total uncertainty about the value of X and Y is equal to the uncertainty of X plus the average uncertainty about Y once X is known.
Definition 4: The mutual information I(X, Y) between two random variables X and Y, measures how much on average the realization of Y tells about the realization of X, is defined as follows:
Where p(x, y) is the joint probability mass function of X and Y; and p(x) and p(y) are marginal probability function of X and Y respectively.
Equation 5 can also be written in terms of entropies as follows, which states how much the entropy of X is reduced if we know the realization of Y:
Mutual Information is symmetric; X tells us exactly as much about Y as Y tells about X.
Theorem 2: Symmetry of mutual information.
We can express mutual information applying the chain rule of Theorem 1 as follows:
A normalized version of mutual information known as asymmetric uncertainty coefficient I(X, Y), indicates the relative decrease in uncertainty of X given Y, is expressed as follows:
Symmetric Uncertainty (SU) coefficient [9] is a symmetric version of U(X, Y), is defined as follows:
SU(X, Y) normalizes the mutual information values to the interval [0, 1]; value 0 indicates that X and Y are independent while value 1 indicates X and Y are fully dependent. But when there exists a perfect functional dependence between X and Y, it does not necessarily take the value 1. This observation made Joe to define another version of mutual information.
IV. PROPOSED METHODOLOGIES
This section describes the proposed methodologies for cancer classification. The proposed model is shown in Figure 1 , consists of two phases. Once the dataset is loaded, in Phase 1, gene selection is performed using the proposed hybrid feature selection scheme which consists of two stages. First stage is the feature selection filter. In this stage 150 top ranked genes are selected using the enhanced feature selection filter based on Joe's normalized mutual information. Second stage is the wrapper feature selection where the top 150 genes from the filter stage are used to select the final optimal set of genes which are utilized for classification.
In phase 2, the selected genes of phase 1 are used for classification to get the results. The two phases of the model are described below. A. Phase 1: The proposed hybrid feature selection scheme The two stages of the hybrid feature selection scheme are described below.
Stage 1: Filter Feature Selection
In this stage genes are ranked in descending order based on using the proposed JNMIF filter which uses normalized mutual information for ranking the genes.
The top ranked 150 genes are selected in this stage. The ranking genes are done using the version of normalized mutual information defined by Joe in his work [10] is as follows: partition as the test set. This process is repeated on all the subsets of genes generated by the search. Finally the gene subset with highest classification accuracy is selected as final set of optimal genes for classification in phase 2.
B. Phase 2: Classification
The Instance based classifier (IB1) [13] is one of the simplest and fast classifiers used for a wide range of machine learning activities. This classifier is used in our proposed model both as the induction algorithm for the wrapper in stage 2 of phase 1 and also for the final classification of cancer in phase 2. The best subset of genes from the proposed hybrid feature selection scheme is used as the input to the IB1 classifier with 5-fold cross validation in phase 2 to get the classification accuracies as the result of classification.
The IB1 Classifier
The IB1 algorithm [13] classifies instances based on a similarity score calculated based on equation 12. 
For a test instance y the similarity score with every training instance x is calculated. Then the maximum of the calculated similarity score of y is identified. If the class label of any one of the instances in the training set is same as that of the test instance with maximum similarity score, then the classification is correct; otherwise the classification is incorrect.
V. RESULTS AND DISCUSSIONS

A. Experimental setup and Microarray datasets used
The proposed hybrid feature selection scheme is implemented in WEKA framework (Witten and Frank, 2000) . All experiments are performed in WEKA framework on a standalone PC with Intel i3 CPU (2 core with 2 threads each) and 3 GB of RAM. As suggested in [14] , the top ranked 150 genes are selected by the filter in stage 1. These 150 genes are feed to the wrapper to obtain the final small set of optimal genes which are used for classification by the IB1 classifier in phase 2. A 5-fold cross validation mechanism is used to record the classification accuracy for all the seven datasets used in the experiments.
Seven benchmark microarray gene expression datasets studied in [15] are used in the experiments. A summary of these datasets is given in TABLE I. The Central Nervous System (CNS) dataset includes 60 samples. It has two classes, survivors' class represents the patients who are alive after treatment and the rest are represented by the failures class. The Leukemia (binary) dataset has gene expression profiles for two classes of leukemia, Acute Lymphoblastic Leukemia (ALL) and Acute Myeloblastic Leukemia (AML). The ALL part consists of two types, B-cell and T-cell whereas Bone Marrow samples (BM) and Peripheral Blood samples (PB) are two types in AML. Accordingly this dataset has three-class (B-cell, Tcell and AML) and four class (B-cell, T-cell, AML-BM and AML-PB) versions referred here as Leukemia (3 class) and Leukemia (4 class 
B. Experimental Results and Discussions
The proposed hybrid scheme of feature selection is able to select less than 10 genes in six of the seven datasets used in the experiments. Detailed results of every datasets used are described below. A list of final selected genes is presented in TABLE II.
With eleven genes selected a classification accuracy of 93.33 percent is observed for CNS dataset. Out of 60 samples, 56 are correctly classified and remaining 4 are misclassified. Leukemia (binary) and Leukemia (3 class) has received a classification accuracy of 98.61 percent with only 3 selected genes each. In both these datasets 71 out of 72 samples are correctly classified. In Leukemia (4 class), Lymphoma, MLL and SRBCT 100 percent classification accuracies are observed with only 7,3, 6 and 6 numbers of selected genes respectively.
It may be noted that the number of finally selected genes is less than 12 in all datasets. Moreover the classification accuracies achieved with such a small set of genes are excellent. These observations establish two facts. 1. The proposed hybrid scheme is capable enough to select a very small set of genes from the huge number of genes in the original dataset. 7. 
C. Biological Significance
The expression levels of the selected genes across the number of samples in the datasets are represented in the form of heat maps. Heat map graphically represents expression levels of genes across the samples in the microarray as matrix of colors. Darker color represents larger values while lighter color represents smaller values. 
D. Comparisons
The classification accuracies with IB1 classifier achieved by the proposed method on the seven datasets are compared with that of three other popular implementations of feature selection techniques available in Weka viz. Information Gain (IG), Gain Ratio (GR) and Symmetric Uncertainty (SU). TABLE III lists these comparisons. The comparison of accuracies is also shown graphically in Figure 3 . From the comparisons it is evident that the proposed feature selection performs better than existing popular feature selection techniques in all the seven datasets used in the experiments. 
VI. CONCLUSION
In this paper a cancer classification system with a novel hybrid feature selection scheme is presented.
The main contribution of this paper is twofold.
1. An enhanced feature selection filter based on Joe's normalized mutual information is proposed.
2. A novel hybrid feature selection scheme is proposed by combining this filter with a wrapper method of Weka (Witten and Frank, 2000) which uses IB1 evaluator with five-fold cross validation.
The proposed hybrid scheme of feature selection is capable enough to select a small but optimal set of relevant genes. Also the selected small set of genes possesses sufficient discriminative capacity for accurate classification of cancer. Moreover the proposed feature selection method performs better than existing popular feature selection techniques.
