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ABSTRACT: This paper proposes a novel method for performing interpolation of high-dimensional
systems. The proposed method projects the high-dimensional full-field solution into a
lower-dimensional space where interpolation is computationally more tractable. The method combines
the spectral clustering technique, which refers to a class of machine learning techniques that utilizes the
eigen-structure of a similarity matrix to partition data into disjoint clusters based on the similarity of the
points, in order to effectively identify areas of the parameter space where sharp changes of the solution
field are resolved. In order to do this, we derive a similarity matrix based on the pairwise distances
between the high-dimensional solutions of the stochastic system projected onto the Grassmann
manifold. The distances are calculated using appropriately defined metrics and the similarity matrix is
used in order to cluster the data based on their similarity. Points that belong to the same cluster are
projected onto the tangent space (which is an inner-product flat space) defined at the Karcher mean of
these points and a Gaussian process is used for interpolation on the tangent of the Grassmann manifold
in order to predict the solution without requiring full model evaluations.
1. INTRODUCTION
Using high-fidelity computational models to accu-
rately capture the underlying physics of complex
physical systems is a constraining factor of com-
putational mechanics. Despite the huge strides
made over the last decades in terms of devel-
oping advanced solution algorithms and increas-
ing the available computational resources, there
are still major limitations when it comes to large-
scale modeling. However, efforts to overcome this
limitation are continuous. Along this line of re-
search, reduced-order approaches have been de-
veloped, targeting to reduce the degrees of free-
dom of the system without losing critical informa-
tion. A widely used class of methods that belongs
in this category is the nonlinear projection meth-
ods. These methods are based on geometric re-
lations between high-dimensional data by projec-
tion onto low-dimensional manifold spaces, i.e. tra-
jectories between solutions computed using high-
dimensional models are contained and may be in-
terpolated in low-dimensional subspaces.
When the solution is temporally and/or spatially
varying, linear algebra can be utilized in terms of
matrices in order to study its behavior. Since an or-
thogonal matrix represents a linear Euclidean sub-
space, it can be viewed as a point on a very pop-
ular manifold of differential geometry, namely the
Grassmann manifold (Absil et al. (2004)). Thus,
understanding the intrinsic geometric structure of
this manifold is necessary in order to have an in-
sight to the physics of the high-dimensional system.
Clustering is one of the most widely used tech-
niques when grouping of data based on "simi-
lar behavior" is seeked, with a wide range of
applications. A wide variety of clustering al-
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gorithms can be found in literature such as the
K-Means, Density-Based Spatial Clustering of
Applications with Noise (DBSCAN), Expecta-
tion–Maximization (EM) Clustering using Gaus-
sian Mixture Models (GMM), Agglomerative Hier-
archical Clustering and Spectral Clustering, among
other. While traditional algorithms such as K-
means in some cases fail to perform well, spectral
clustering (Von Luxburg (2007)) is very simple to
implement and can be solved efficiently by standard
linear algebra methods.
In this work we combine a nonlinear projection
method that acts on Grassmann manifolds, cou-
pled with spectral clustering in order to enhance
the computational performance of the interpolation
of high-dimensional data in terms of computational
time and quality using a Gaussian process model.
2. THE GRASSMANNIAN
A manifold of special interest in modern mathemat-
ics is the Grassmann manifold (or Grassmannian)
Gp,n (Absil et al. (2004)). What makes the Grass-
mannian appealing is that it can be cast into matrix
form, i.e each point on Gp,n is a matrix of size n× p.
However, it cannot be defined uniquely and thus,
different representations of the Grassmann mani-
fold exist (Edelman et al. (1998)). The Stiefel rep-
resentation consider each point X on Gp,n to be an
orthonormal matrix, X ∈ Rn×p→ XᵀX = Ip
Gp,n = {X ∈ Rn×p : XᵀX = Ip}. (1)
where Ip is the p × p identity matrix. Since
the Grassmannian has a globally defined differen-
tial structure and locally resembles the Euclidean
space, we can define on the manifold features such
as the exponential map, the Riemmannian center
of mass and the geodesic path and distance. The
geodesic path γ : t ∈ [0,1]→ G (p,n) for any two
points X0,X1 ∈ Gp,n spanned by matrices X0 and
X1, respectively, is defined as the shortest between
all smooth paths. Given initial conditions γ(0) =
X0 ∈ G (p,n) and γ̇(0) = Ẋ0 = H0 ∈ TX Gp,n we
can define it uniquely as
γ(t) = span [(X0Vcos(tΣ)+Usin(tΣ))Vᵀ] (2)





The explicit (logarithmic) mapping from X1 onto
the tangent space TX0 defined at X0 is defined lo-
cally and given by the matrix Γ = logX0(X1) =
U tan−1(Σ)Vᵀ. The inverse mapping, i.e from the
tangent space back to the manifold, is called expo-
nential mapping expX0(Γ) =X1⇔ logX0(X1) = Γ.
Since the geodesic path does not encompass the
information on how "far" away two points are X0
and X1 ∈ Gp,n, there is a need for defining a met-
ric for "distance". The geodesic distance is a non-
linear function of the principal angles θi that are
calculated from the full SVD of the matrix prod-
uct Xᵀ0X1 = UΣV
ᵀ, i.e θi = cos−1 σi for i = 1, . . . , p
where Σ = diag(σ1, . . . ,σp) ∈ Rp×p (0 ≤ θ1 ≤



























Table 1: Geodesic distances as functions of principal
angles.
However, in most practical applications we have
data where their representatives on the Grassmann
are subspaces of different dimension. So, Ye and
Lim (Ye and Lim (2016)) introduced variants of the
distance metrics defined on the so-called double in-
finite Grassmannian G∞,∞, that are able to capture
the geometry of Gp,n ∀p < n. For X1 ∈ Rp×n and
X2 ∈ Rk×n with p < k, in order to measure the dis-
tance between X1 and X2 , X1 is completed to a k
dimensional subspace of Rn, by adding k− p vec-
tors orthonormal to the subspace X2. Table 2 shows
the corresponding to Table 1 distances.
Another important feature that can be defined
on the Grassmannians is the so-called Rieman-
nian center of mass or Karcher mean (Karcher
(2008)). For of a set of independent sample points
{Xi}Ni=1 ⊂ Gp,n, it is defined as the point which
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Table 2: Geodesic distances between subspaces of dif-
ferent dimension.
minimizes locally the cost function λ : Gp,n→R≥0:







where dGp,n(·) are pairwise distances on the Grass-
mannian. However, since the Karcher mean is ob-
tained through an optimization procedure, the exis-
tence and uniquenes of a solution is not ensured in
Riemannian manifolds.
3. SPECTRAL CLUSTERING
Clustering is a machine learning technique that in-
volves the grouping of data points {x1, ...xn} based
on similar properties and/or features. It belongs
to the family of unsupervised learning and can be
utilized in order to gain some valuable insights
from our data. Spectral clustering, which origi-
nates from the graph theory field (Chung (1997)),
appears very attractive and is used in this work.
Given a set of data points and a metric that ex-
presses pairwise similarity (or dissimilarity) si j ≥
0 (i, j ∈ {1, . . . ,n}), the graph Laplacian matrices
are used for performing the clustering. The unnor-
malized graph Laplacian matrix is defined as
L = D−W (4)




j=1 w1 j . . . 0
... . . .
...
0 . . . ∑nj=1 wn j

and W is the weighted adjacency matrix, i.e W =
wi j, i, j = 1, . . . ,n. There exist two unnormalized
graph Laplacian matrices in literature (Shi and Ma-
lik (2000)) which are related to each other and de-
fined as
Lsym = D−1/2LD−1/2 = I−D−1/2WD−1/2 (5a)
Lrw = D−1L = I−D−1W (5b)
where Lsym is a symmetric matrix, and Lrw is
closely related to a random walk.
4. GAUSSIAN PROCESS
The Gaussian process (GP) model (Santner et al.
(2003)) is a widely used stochastic interpolation
technique used over some experimental design (x∈
D ⊆ Rm, y(x) ∈ Rn). GP interprets the solution
y(x)∈Rn, for a m−dimensional input x∈D ⊆Rm,
of a computational model ϒ (x) as a realization of a
regression function F and an underlying, unknown
Gaussian process
ϒ (x)≈ ϒ̃ (x) = F (βᵀ,x)+σ2a(x,ω) (6)
In Eq.(6), a(x,ω) is the zero-mean Gaussian pro-
cess with variance σ2 (ω stands for a realization
of the probability space), with covariance E[a(xi) ·
a(x j)] = σ2R(|xi − x j|,θ), where R(|xi − x j|,θ)
is the correlation function which is a function of
|xi−x j|with parameter θ . For the regression model
F a linear combination of l chosen functions fi :
Rn 7→R can be used, i.e F (βᵀ,x)=∑li=1 βi f (xi)=
β
ᵀ f (x).
The regression parameters θ̂ can be estimated





(Y −Fβ )ᵀR−1(Y −Fβ )[det(R)]1/N
]
(7)
where R is the correlation matrix of the experi-
mental design. Solving a generalized least-squares
problem we can estimate the GP parameters β ,σ2y
as






(Y −Fβ )ᵀR−1(Y −Fβ ) (9)
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Since GP is a stochastic surrogate that follows a
Gaussian probability distribution, its prediction at a
new point x∗ will also be normally distributed with
mean value µ
ϒ̃
(x∗) and variance σ
ϒ̃
(x∗).
5. REGRESSION ON THE MANIFOLD
For each point of the design experiment, the high-
dimensional solution y(x)≡ vi ∈Rndo f , i= 1, . . . ,N
where ndo f is the degrees of freedom of the com-
putational model, is projected onto the Grassmann
manifold using SVD. That means that vi is factor-
ized by matrices Ui, Vi - which by definition belong
on some Grassmannians (orthonormal) - and scaled
by its eigenvalues Σ. Spectral clustering is utilized
in order to group the data based on their solution
similarity and then, points that belong to the same
group are projected onto the tangent space that is
defined at the Karcher mean point for the specific
cluster. A GP regression model is then trained for
that cluster and used in order to predict the full so-
lution ṽ∗ corresponding to a new point x∗ by using
the exponential mapping in order to move from the
reduced-order space to the original space. The steps
of the proposed method are:
1. Given N available data (ξ (i), vi) , for i =
1, . . . ,N, cast each solution vi into a matrix
form:
{vi ∈ Rndo f }→ {Fi ∈ Rn f×m f }
∣∣N
i=1 (10)
where ndo f = n f ×m f .




where Ui ∈Rn f×ri ,Σi ∈Rri×ri and Vi ∈Rm f×ri
and ri is the rank of Fi. In the general case,
for i 6= j it stands ri 6= r j which means that
Ui and U j lie on manifolds of different dimen-
sion. Thus, we need to embed Ui and Vi into
the doubly infinite manifolds G∞,∞ and calcu-
late the distances there.
3. Calculate dG∞,∞(Uk,Ul) for k, l ∈ {1, . . . ,N}
and define the similarity matrix







where α is a scale parameter. In this work, we
selected α = 1.0.
4. Cluster points {ξ i}Ni=1 into ncl . Each cluster Ci
consists of Ni points (∑
nc
i=1 Ni = N).
5. For each cluster Ci:
a. Find its global rank:
rc = min(r j : {U j ∈ Gr j,n f }
Ni
j=1)
b. For points {Ui}Nii=1 and {Vi}
Ni
i=1 ∈Ci cal-
culate the corresponding centers of mass
µu,i and µv,i, respectively.
{Ui}Nii=1→ µu,i (13a)
{Vi}Nii=1→ µv,i (13b)
c. Project all points of Ci onto the tangent
space defined at the Karcher mean:








where the indexes u,v of Γ·,i and µ ··· ,i
represent actions regarding to the left
eigenvector Ui and the right eigenvector
Vi in the tangent space, respectively. So,
the data now take the form of pairs where
the solution lies in a low-dimensional flat









nd ,R(rc×m f )} (15b)
{ξ (i),λ i}Nii=1→{R
nd ,Rr} (15c)
where λ i, γu,i and γv,i are vectors ob-
tained from reshaping the matrices Σi,
Γv,i and Γv,i, respectively.
Finally we can configure a GP model for every
one of the three data pairs, where we assume that
(γu,γv,λ ), respectively, are second-order stationary
processes with a stationary and square-integrable
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covariance function au,av and a, respectively. For
any new realization x? of the parameter vector we
can predict the corresponding ṽ∗ using the follow-
ing steps:
1. Assign x? to a cluster Ck, k = 1, . . . ,ncl based
on the minimum euclidean distance between
x? and {ξ (i)}Ni=1:
ξ closest : min{d(ξ
?,ξ (i))}, i = 1, . . . ,N (16a)









2. Using the corresponding trained GP model
evaluate the quantities γ̃u(ξ
?), γ̃v(ξ
?), λ̃ (ξ ?).
3. Reshape vectors γ̃u, γ̃v back into the original
matrix form i.e Γ̃u and Γ̃v, respectively, and
project them back to their Grassmann repre-
sentatives Ũ and Ṽ. The approximate Σ̃ is ob-
tained through transformation of the vector λ̃
into a diagonal matrix.
4. The approximate full-field solution at ξ ? is
given by
ṽ∗← F(ξ ?) = ŨΣ̃Ṽᵀ (17)
6. NUMERICAL EXAMPLE
The Kraichnan-Orszag (K-O) three mode problem
(Orszag and Bissonnette (1967)), a nonlinear three-
dimensional stochastic ordinary differential equa-
tions (SODE) system is studied. More specifically,
we are utilizing a transformed variant of the origi-









= −v21 + v22
In this formulation, the discontinuity line exists
along the plane v1 = 0 and the initial conditions are
considered to be stochastic, v1(0) = 1.0, v2(0) =
0.1ξ1(ω) and v3(0) = ξ2, where ξ1,ξ2 are random
variables, unifomly distributed in (-1, 1). The avail-
able data consists of N = 1,000 realizations of the
parameter vector and its corresponding solution.
Each SODE is solved for a period of T=30 with
time steps ∆ = 0.003, resulting in a solution vector
∈ R104 that we broadcast into a matrix R100×100.
Moreover, Nval = 200 additional data were gener-
ated in order to quantify the quality of the interpo-









Figure 1 depicts groups of the parameters based
on the similarity of their corresponding solution
vectors for different number of number of clusters
(ncl = 5,10). In this figure for ncl = 5 the existence
of symmetrical bands of samples with similar so-
lution behavior is pronounced. However, if we in-
crease the number of clusters to ncl = 10 similarity




Figure 1: Clustering patterns of the N = 1,000 input
vectors ξ using (a) ncl = 5 and (d) ncl = 10 clusters.
In order to visualize the quality of an approximate
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solution, we select a point ξ ? = (0.67,0.70) in the
parameter space and we compare the exact solution
with the one obtained using the surrogate model, for
the two cases of number of clusters (ncl = 5,10).
Figure 2(a-b) shows the location of ξ ? in the pa-
rameter space (red marker circle) along with the
samples (blue marker) that belong to the respective
cluster. As expected, for increasing number of clus-




Figure 2: Samples (blue marker) used for the interpo-
lation of the sample with the red circle marker for (a)
nc = 5 and (b) nc = 10 clusters.
Figure 3(a-b) shows a comparison between the
approximate time-history corresponding to ξ ? esti-
mated using the reduced-order model for fitting the




Figure 3: Exact vs approximated solutions for a) nc = 5
and (b) nc = 10 clusters.
Last but not least, the sensitivity of the proposed
method to the size of solution vector, as a func-
tion of the number of clusters is depicted in Fig-
ure 4. In this figure we can see the convergence of
the mean value of the RMS µRMS, for increasing
number of clusters ncl , for three distinct discretiza-
tion schemes i.e ndo f = 100,2,500 and ndo f = 104.
It is obvious that the higher the size of the solu-
tion vector the higher the convergence of the RMS.
This can be explained by the fact that during the
factorization of the solution matrix, more informa-
tion is projected onto the Grassmann manifold and
becomes available to the surrogate.
6
13th International Conference on Applications of Statistics and Probability in Civil Engineering, ICASP13
Seoul, South Korea, May 26-30, 2019
Figure 4: Convergence of the mean value of RMS µRMS
for each discretization case for increasing number of
clusters ncl .
7. CONCLUSIONS
In this paper, a method for enhancing the com-
putational performance of regression of high-
dimensional data by utilizing concepts of differen-
tial geometry and machine learning is introduced.
To this end, spectral clustering- a modern cluster-
ing algorithm- and theory of the Grassmann mani-
fold were combined together with a Gaussian pro-
cess model in order to perform regression of high-
dimensional data after they are projected onto a
lower-dimension manifold.
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