The Greenfield-Chiclana Collapsing Defuzzifier is an established efficient accurate technique for the defuzzification of the interval type-2 fuzzy set. This paper reports on the extension of the Collapsing Defuzzifier to the generalised type-2 fuzzy set. Existing techniques for the defuzzification of generalised type-2 fuzzy sets are presented after which the interval Collapsing Defuzzifier is summarised. The collapsing technique is then extended to generalised type-2 fuzzy sets, giving the Generalised GreenfieldChiclana Collapsing Defuzzifier. This is contrasted experimentally with both the benchmark Exhaustive Defuzzifier and the α-Planes/Karnik-Mendel Iterative Procedure approach in relation to efficiency and accuracy. The GGCCD is demonstrated to be many times faster than the Exhaustive Defuzzifier and its accuracy is shown to be excellent. In relation to the α-Planes/Karnik-Mendel Iterative Procedure approach it is shown to be comparable in accuracy, but faster.
Introduction
Uncertainty is ineradicably present in the factors upon which decisions are made, whether by humans, computers, or a combination of both. In the computational intelligence methodology of fuzzy logic, the ability to deal with uncertainty is desirable as better uncertainty handling engenders more accurate outputs. Type-2 fuzzy sets are an extension of the original type-1 fuzzy sets in which the sets' membership grades are themselves type-1 fuzzy sets; their main strength is their ability to deal with the second-order uncertainties that arise from multiple sources [? ] . The concept dates back to Zadeh's seminal paper of 1975 [? ] . They take two forms, the interval, for which every Secondary Membership Grade (SMG) is 1, and the generalised, where the secondary membership grade may take any value between 0 and 1. The interval type-2 fuzzy set may be thought of as a blurred version of the type-1 fuzzy set, and has an inbuilt facility to handle uncertain inputs. However the generalised type-2 fuzzy set, an augmentation of the interval type-2 fuzzy set, provides uncertainty handling that is subtle and sophisticated [? ? ], owing to its crucial variability of the third dimension [? ] . The capability of the type-2 paradigm to handle uncertainty is explored in [? ? ].
The advantage that interval type-2 fuzzy logic has over generalised type-2 fuzzy logic for the application developer, is that it is markedly computationally simpler. For the interval type-2 Fuzzy Inferencing Type2FIS.pdf 
Definitions
Let X be a universe of discourse. A type-1 fuzzy set A on X is characterised by a membership function µ A : X → U (U = [0, 1]) and can be expressed as follows [? ] : A = {(x, µ A (x))| x ∈ X; µ A (x) ∈ U}.
(1)
The scalar cardinality of fuzzy set A is the summation of the membership grades of all the elements of
The assumption that the type-2 fuzzy set is contained within a unit cube means that it may be viewed as a surface represented by (x, u, z) co-ordinates with X ≡ U. In accordance with [? ? ], a type-2 fuzzy set is defined asÃ = {(x, u, µÃ(x, u))| x ∈ X; u ∈ U; µÃ(x, u) ∈ U},
where µÃ : X × U → U is the membership function ofÃ. The set J x = {(x, u)|µÃ(x, u) > 0} is known as the primary membership of x, while µÃ(x, u) is known as a secondary membership grade of x. For an interval type-2 fuzzy set, Equation (2) reduces to:
A = {(x, , u, 1))| x ∈ X; u ∈ U}.
Notice that the assumption of convexity of secondary membership functions implies that ∀x ∈ X and for any (x, u 1 ), (x, u 2 ) ∈ J x and any λ ∈ [0, 1],
Thus, we are assuming that µÃ(x, u) is continuous on the second variable (u) when the first variable (x) is fixed and, as a consequence, J x is a closed interval in [0, 1] . In this case, we can write
are known as the the lower and upper membership functions of type-2 fuzzy setÃ. In the case when X is an interval (as we are assuming that X ≡ U), the Footprint Of Uncertainty of a type-2 fuzzy setÃ is the closed region [0, 1] 2 with boundaries the lower and upper membership functions ofÃ. A vertical slice of a type-2 fuzzy set is a plane through the x-axis, parallel to the u-z plane [? ? ]. The degree of discretisation is the separation of the slices [? ] .
The next section concerns existing defuzzification techniques for type-2 fuzzy sets. Following this, in Section 3 the interval Greenfield-Chiclana Collapsing Defuzzifier is summarised. In Section 4 this method is extended to generalised type-2 fuzzy sets, resulting in the Generalised Greenfield-Chiclana Collapsing Defuzzifier (GGCCD); Section 5 is devoted to its experimental evaluation. Lastly, Section 6 concludes the paper.
Type-Reduction of the Type-2 Fuzzy Set

The Wavy-Slice Representation Theorem
Associated with type-reduction is the concept of an embedded type-2 fuzzy set (embedded set) or wavy-slice [? ? ] (Figure 2 ). An embedded set is a special kind of type-2 fuzzy set, which relates to the type-2 fuzzy set in which it is embedded in this way: For every primary domain value, x, there is a unique secondary domain value, u, plus the associated secondary membership grade that is determined by the primary and secondary domain values, µÃ(x, u).
EmbeddedSetDiagramRev2-eps-converted-to.pdf Definition 1 (Embedded Set [? ] ). "LetÃ be a type-2 fuzzy set in X. For discrete universes of discourse X and U, an embedded type-2 setÃ e ofÃ is defined as the following type-2 fuzzy set
A e contains exactly one element from J x 1 , J x 2 , . . . , J x N , namely u 1 , u 2 , . . . , u N , each with its associated secondary grade, namely µÃ( 
Exhaustive Defuzzification
The strategy known as Exhaustive Defuzzification, so called because every embedded set is processed in turn, is built upon the foundation of the wavy slice Representation Theorem and is therefore precise 1 [? ] . However it is a very inefficient method owing to its high computational complexity deriving from the large number of embedded sets each needing to be processed. Its first and main stage consists of type-reduction of the type-2 fuzzy set to form the TRS [? ], defined thus:
Definition 2 (TRS of a Type-2 Fuzzy Set [? ]). "The TRS associated with a type-2 fuzzy setÃ with primary domain X discretised into N points X = {x 1 , x 2 , . . . , x N }, is
where * is a t-norm."
Embedded sets (Figure 2 ) are referred to implicitly in (5) and explicitly in Algorithm 1. of an interval type-2 fuzzy set, Definition 2 reduces to:
Definition 3 (TRS of an Interval Type-2 Set [? ]). "The TRS associated with an interval type-2 fuzzy set A with primary domain X discretised into N points X = {x 1 , x 2 , . . . , x N }, is
Existing Alternatives to Exhaustive Defuzzification
Strategies have been developed that reduce the computational complexity of generalised type-2 defuzzification [? ? ? ? ]. In [? ] three notable strategies were evaluated, the Sampling Method, Vertical Slice Centroid Type-Reduction, and the α-Planes Method:
The Sampling Defuzzifier
The Sampling Method of Defuzzification [? ] is an efficient, cut-down alternative to defuzzification via the Exhaustive Method. By processing only a relatively small sample of embedded sets (Definition 1), the computational complexity of type-reduction is drastically reduced. A full exposition of this technique is to be found in [? ] . This is a non-deterministic strategy in which the number of embedded sets sampled is a parameter decided by the application developer.
Vertical Slice Centroid Type-Reduction
Lucas et al.'s 2007 proposal of Vertical Slice Centroid Type-Reduction (VSCTR) [? ] is straightforward and highly intuitive. In this approach the type-2 fuzzy set is cut into vertical slices, each of which is defuzzified as a type-1 fuzzy set. By pairing the domain value with the defuzzified value of the vertical slice, a type-1 fuzzy set is formed, which is easily defuzzified to give the defuzzified value of the type-2 fuzzy set. Though chronologically preceding it, this method is a generalisation of the Nie-Tan Method for interval type-2 fuzzy sets [? ].
The α-Plane Representation
In 2008 Liu [? ? ] proposed the α-Planes Representation 2 . The defuzzification technique based on the α-Planes Representation was originally conceived as a generalisation of the KMIP. By this technique a generalised type-2 fuzzy set is decomposed into a set of α-planes, which are horizontal slices akin to interval type-2 fuzzy sets. By repeated application of an interval defuzzification method, Liu [? ] has shown that a generalised type-2 fuzzy set may be type-reduced 3 . According to Melin et al.
[? ] ". . . α-planes both enable the representation of, and computation with, general type-2 fuzzy sets." The growing number of generalised type-2 fuzzy applications are largely attributable to the α-planes/zSlices method and include [? ? ? ? ].
The Greenfield-Chiclana Collapsing Defuzzifier
For the interval type-2 fuzzy set, a computationally simple alternative to the Exhaustive Method is the Greenfield-Chiclana Collapsing Defuzzifier (GCCD) [? ] . From the outset envisaged as a stepping stone to generalised defuzzification, the GCCD converts an interval type-2 fuzzy set into a type-1 fuzzy set which approximates to the Representative Embedded Set (RES), whose defuzzified value is by definition equal to that of the original type-2 set ( Figure 3 ). We term this type-1 set the Representative Embedded Set Approximation (RESA). As a type-1 set, the RESA may then be defuzzified straightforwardly. Hence the collapsing process reduces the computational complexity of type-2 defuzzification.
Full details of the collapsing algorithm may be found at [? ] . We formally state the Simple 4 Representative Embedded Set Approximation:
. "The membership function of the embedded set R derived by dynamically collapsing slices of a discretised type-2 interval fuzzy setÃ, having lower membership function L, and upper membership function U, is:
and
This is an iterative formula. Collapsing proceeds vertical slice by vertical slice. The first slice is collapsed, the first u-value of the RESA calculated, the next slice is collapsed and the second u-value of the RESA calculated, and so on until all the slices have been collapsed. In this formula b i is the blur for vertical slice i, i.e. the difference between the upper membership function and the lower membership RESrev1-eps-converted-to.pdf function for slice i. r i is the amount by which the u-value of L must be increased to give the u-value of the RESA R.
There are many variants of the collapsing strategy, since slice collapse may proceed in any slice order. The different variants give rise to slightly different defuzzified values [? ] . It has been demonstrated practically and theoretically that the two-pass Collapsing Outward Right-Left (CORL) is the most accurate variant [? ] .
The Generalised Greenfield-Chiclana Collapsing Defuzzifier
General Solitary Collapsed Slice Lemma
In this paper, we shall derive the RES for the generalised type-2 fuzzy set,F. We may think of F as having been formed by repeatedly blurring the membership function of a type-1 fuzzy set (A) at a single domain value x I . This gives n(n ≥ 2) primary grades
are assigned, so turning the Primary Membership Grades (PMGs) into type-2 embedded setsB I 0 (= µ A (x I )),B I 1 ,B I 2 , . . . ,B I n−1 . Note that A(= B I 0 ) itself is assigned a secondary membership grade z I 0 , so becoming type-2 embedded setÃ(=B I 0 ). This is illustrated in Fig. 4 . Our objective is to derive a formula for the membership function corresponding to the RES of this generalised type-2 fuzzy setF, in terms of the original type-1 membership function of the type-2 embedded setÃ, b I 1 , b I 2 , . . . , b I n−1 , and z I 0 , z I 1 , z I 2 , . . . , z I n−1 . F contains n embedded sets, namelyÃ(=B I 0 ),B I 1 ,B I 2 , . . . ,B I n−1 . In the interval case, since all the secondary membership grades are 1, we are able to find the defuzzified value ofF by calculating the mean of X A and X B 1 I , X B 2 I , . . . , X B I n−1 , (where X B i I is the defuzzified value ofB I i ). The generalised type-2 set is more complex; in this case we have to defuzzify the vertical slice by finding its centroid. Lemma 1 (General Solitary Collapsed Slice Lemma). LetF be the type-2 fuzzy set formed by (upwardly) blurring the membership function of a type-1 fuzzy set (A) at a single domain value x I , to create a vertical slice which is an interval as opposed to a single point (µ A (x I )), discretised with n (n ≥ 2) points {B 
VerticalSliceMultipleCo-DomainPts.pdf
Proof. Let type-2 fuzzy setR be the RES ofF such that its primary membership function R is the same as that of A for all domain values x i apart from x I 5 . At x I the primary membership grade deviates from that of A so that µ R (x I ) takes the value µ A (x I ) + r I . We know (from [? ] ) that
We need another expression for X R . By definition, X R = XF . So we shall proceed by defuzzifyingF to find XF .
where ZBI i is the minimum secondary grade of type-2 embedded set B I i , and may be calculated thus:
The RES setR ofF is a type-2 fuzzy set with singleton primary membership values with an associated secondary membership grade. Thus the reduction step here applies to the fuzzy primary grades being replaced by a representative singleton grade that will provide a centroid forR equal to the centroid ofF.
where N is the number of vertical slices. Substituting
Equating X R to XF allows us to obtain a formula for r I :
Notice that we also need to find the expression of the secondary membership grade corresponding to the primary membership grade for domain value x I ofR, the type-2 fuzzy RES set ofF. Applying the concept of centroid to the second coordinate of the set of points
we obtain:
This completes the proof of the General Solitary Collapsed Slice Lemma (GSCSL).
General Representative Embedded Set Approximation
Corresponding to the GSCSL, the General Representative Embedded Set Approximation (GRESA) is obtained following a similar line of reasoning to that employed in Sections 3 and 4 of [? ] . Indeed, a recursive procedure based on the application of Lemma 1 can be used to approximate the representative embedded setR of a general type-2 fuzzy set.
Theorem 2 (General Representative Embedded Set Approximation). LetF be a generalised type-2 fuzzy set with lower and upper membership functions µ L and µ U , whose domain X is discretised into N vertical slices at domain values {x 1 , x 2 , . . . , x I−1 , x I , x I+1 , . . . , x N } with secondary membership grades (corresponding to the lower membership function µ L ) be denoted as {z 1 0 , z 2 0 , . . . , z
Assume that each vertical slice is discretised between L and U using n (n ≥ 2) points {B I 0 , B I 1 , B I 2 , . . . , B I n−1 }, with primary membership grades at distances
) from µ L (x I ) to which secondary membership grades {z I 0 , z I 1 , z I 2 , . . . , z I n−1 } are assigned. The primary membership function of the general representative embedded set approximationR is: 
and corresponding secondary membership grade
Proof. In its first step, Lemma 1 is applied to compute the RES, R 1 , of the type-2 fuzzy set formed by (upwardly) blurring the lower membership functions µ L at x 1 to create vertical slice 1, discretised with n (n ≥ 2) points {B 1 0 , B 1 1 , B 1 2 , . . . , B 1 n−1 } with primary membership grades at distances
, associated with secondary membership grades {z 1 0 , z 1 1 , z 1 2 , . . . , z 1 n−1 }. In this step, we use secondary membership grades {z 1 0 , z 2 0 , z 3 0 , . . . , z N 0 } to compute R 1 . In the second step, we apply Lemma 1 to the type-2 fuzzy set formed by (upwardly) blurring the lower membership functions µ R−1 at x 2 , and compute its RES, R 1 , etc..
In what follows, we will use induction on the number of collapsing vertical slices in conjunction with Lemma 1 to prove the theorem.
1. Basis (collapsing vertical slice at x 1 ): We apply Lemma 1 to the type-2 fuzzy set formed by (upwardly) blurring the lower membership functions µ L , with secondary membership grades {z 1 0 , z 2 0 , z 3 0 , . . . , z N 0 }, at x 1 to create vertical slice 1, discretised with points {B 1 0 , B 1 1 , B 1 2 , . . . , B 1 n−1 } with primary membership grades at distances
, associated with secondary membership grades {z 1 0 , z 1 1 , z 1 2 , . . . , z 1 n−1 }. The RES, R 1 , of this type-2 fuzzy set has the following primary membership function
where
; and the following secondary membership grades
otherwise.
Because ||R 0 || = ||L|| and z 1
Induction hypothesis:
Assume that the type-2 fuzzy set formed by (upwardly) blurring the lower membership functions µ R I−1 , with corresponding secondary membership grades {z 1R , z 2R , . . . , z
}, at x I to create vertical slice I, which is discretised with the n points {B I 0 , B I 1 , B I 2 , . . . , B I n−1 } with primary membership grades at distances
, associated with following secondary membership grades {z I 0 , z I 1 , z I 2 , . . . , z I n−1 }. Then, applying Lemma 1, the RES, R I , of this type-2 fuzzy set has following primary membership function
where r I =
and the following secondary membership grades
It is clear that µ R I (x I ) = µR(x I ).
3. Conclusion: The described recursive procedure based on the application of Lemma 1 proves that the given primary membership function of the general representative embedded set approximatioñ R is correct.
After Theorem 2 is applied, we end up with the following type-2 fuzzy set
This is called the General Representative Embedded Set Approximation (GRESA) of type-2 fuzzy setF. The centroid ofR is
4.2.1. The GRESA Algorithm Theorem 2 may be outlined algorithmically:
Input: a discretised generalised type-2 fuzzy set Output: GRESA (a type-1 fuzzy set) of the generalised type-2 fuzzy set 
Testing the GGCCD
This section reports on tests contrasting the GGCCD and α-Planes/KMIP Method (Subsection 2.3.3) for accuracy and efficiency relative to the absolutely accurate but inefficient Exhaustive Method of Defuzzification (Subsection 2.1). The error is defined as the difference between the Exhaustive Method defuzzified value and the defuzzified value obtained by the method being tested. As regards efficiency, the speed improvement factor is defined as the factor by which the speed of processing is multiplied by adopting the method under test. It is calculated by dividing the Exhaustive Defuzzification time by the defuzzification time of the method under test.
Experimental Set-Up
The defuzzification methods were coded in Matlab T M R2014a and tested on a PC with an Intel(R) Core T M i5-4570 CPU and a 8.00 GB RAM, with a clock speed of 3.20 GHz. The operating system used was MS Windows 10 Education. Each test program was run as a process with a priority that was higher than that of the operating system, so as to eliminate, as far as possible, timing errors caused by other operating system processes.
Six generalised type-2 fuzzy test sets were created, depicted in Figures A.5 to A.10. These are aggregated sets output by the inferencing stage of a prototype type-2 FIS 6 . For each inference the degree of discretisation adopted was sufficiently coarse to permit Exhaustive Defuzzification. Three rule sets were used. For each rule set the FIS was run with two distinct sets of parameters 7 . Table 1 summarises the features of the test sets. More information about the rule sets may be found in [? ] . The FIS generated test sets were selected because of the complexity and lack of symmetry evident in their graphs; their benchmark defuzzified values were found by Exhaustive Defuzzification. Each test set was defuzzified
• once through Exhaustive Defuzzification;
• 1000 times via the GGCCD;
• 1000 times via the α-Planes/KMIP Method using 11 evenly spaced α-planes;
• 1000 times via the α-Planes/KMIP Method using 101 evenly spaced α-planes.
For the tests involving the GGCCD and α-Planes/KMIP Method the averages of 1000 timings were taken to allow for the effects of extraneous operating system processes which cannot be totally eliminated. The means and standard deviations of the defuzzification times were calculated 8 .
Test
Normal Table 2 shows the results of the experiments in relation to accuracy, and Table 3 the results in relation to efficiency. The RESA for each test set are shown in Figures A.5 to A.10.
Results and Discussion
The GGCCD and the α-Planes Method are approximate techniques; the experiments show both approaches to produce good approximations, with the α-Planes Method the superior of the two as it is more accurate in two thirds of the test cases 9 . Table 3 : The timings (in seconds) of the GGCCD and the α-Planes/KMIP Method contrasted with those of the Exhaustive Method. Two variants of the α-Planes Decomposition were employed, one with 11 α-planes and the other with 101 α-planes. The greater speed improvement factors are shown in bold.
Both the GGCCD and the α-Planes/KMIP Method are demonstrated to be very much faster than the Exhaustive Method. However in every instance the GGCCD is shown to be faster than the α-Planes/KMIP Method. Where there are 11 α-planes the GGCCD takes between 55% and 80% of the time taken by the α-Planes/KMIP Method. The GGCCD is over 10 times faster when the type-2 fuzzy set is decomposed into 101 α-planes. These efficiencies are of the most consequence in control applications, where rapid execution is of the essence.
Conclusions and Further Work
This paper contributes to the theory of type-2 fuzzy logic in relation to defuzzification by extending the interval GCCD to generalised type-2 fuzzy sets, resulting in the GGCCD. Experiments reveal good accuracy of the GGCCD with respect to the Exhaustive Method. Moreover it is extremely fast compared with the Exhaustive Method. Regardless of how many α-planes are employed, for two thirds of the test cases the GGCCD is less accurate than the α-Planes/KMIP Method, but in every case it is faster. In the GGCCD, type-2 fuzzy logic developers now have another defuzzification technique to add to those options presented in Section 2.
Future research will address these issues:
Collapsing Direction For the interval GCCD it was demonstrated that the order of slice collapse has an impact on accuracy (Subsection 3) [? ? ]. There is every reason to suppose that the same improvement of accuracy will occur with the GGCCD, but it would be profitable to investigate further to confirm that this is the case.
