ON THE REFLECTION OF HARMONIC FUNCTIONS AND OF SOLUTIONS OF THE WAVE EQUATION VLADIMIR FILIPPENKO
Introduction* While the analytic extension of a harmonic function across analytic differential boundary conditions is always possible for the case of two independent variables [3] , no comparable global theorem exists for harmonic functions in N > 2 variables.
This work is concerned with the problem of global extension of a harmonic function U(x, y, z) across a plane on which U satisfies a linear differential boundary condition of the form
B(U) ^-ψ-+ P n (x, V)U=O
on σ(z = 0) , dz where P n (x, y) is a polynomial of degree n. It is assumed here that the given function U is C 1 in the closure of a cylindrical domain
The possibility of harmonic reflection is obvious for n = 0, P n = const, as B{U) itself is harmonic. Since it vanishes on z = 0, it can be extended harmonically, and the harmonic extension of U can then be found by integrating with respect to z. But such procedure is no longer available in our case. We shall show, how our problem can be reduced to that of solving an initial value problem of a certain hyperbolic differential equation (1.22 ) of order 2n with distinct characteristic surfaces (of normal type).
Classical considerations yield the analyticity of U on a and, therefore, its harmonic extensibility across σ into a neighborhood of σ. Our result asserts that this neighborhood is the whole of the mirror image of R, denoted by R.
Our method consists of constructing a new function V(x, y, z) from U and a differential expression in V (see (1.6 ) and (1.18)), which is harmonic in R and vanishes on z = 0. Thus, this expression in V can be first extended into R U σ U R as a harmonic function φ (x, y, z) . The solution of the differential equation thus obtained for V in R is impeded by its degeneracy. To remove this degeneracy we add to the differential equation the Laplacian of V and its higher derivatives in such a way as to obtain a normal hyperbolic problem (1.22) , whose solution is guaranteed by a result of I. G. Petrovsky. This modification of the differential equation can be done in infinitely many ways, in particular, so as to make the characteristic surfaces close down on S84 VLADIMIR FILIPPENKO parallels to the z-axis. Local extensibility of U, together with the solution of the modified equation, then yields the global extension of U. We note, that this method works equally well for N > 3 independent variables.
The above described method, however, seems to fail in the case of the wave equation when σ is part of the tilmelike plane z = 0, and the boundary condition on it is as simple as U z + x U = 0.
On the other hand, the oblique derivative problem for the wave equation U xx + U yy -U tt = 0, whose solution satisfies the boundary condition B\U) = U x + aU y + {Ay + B)U = 0 on x = 0 , yields to a similarly motivated, yet formally different attack. Since, due to condition (1.2), U β (x, y, 0) is also analytic, we obtain from the Cauchy-Kowalewski theorem, that there exists an analytic solution U of Cauchy's problem with
If we continue U, given in R U σ, as U in G -R -σ, this new function is, according to well known arguments, harmonic in RUσljG.
We now introduce the symbolic notation
Jo
and define an analytic function V (x, y, z) for (x, y, z) e R U σ:
where the functions 
ds
We then have the identities:
(1.12)
where the coefficients af k and 6* Λ are real numbers, and a™ m -b™ m = 1»1 ' ) f where μ is odd when n is odd, .and μ is even when n is even, which implies identities (1.12) and (1.13). Since, by assumption, the lemma holds for p rg 2%, we have for any nonnegative integers a and β, and any positive integer q S 2n
Proof. Introducing new variables £ = s + i«, τ = s -iz, we majr write, with
We now observe, that all terms on the right hand side of the above expression are of the form (1.16), where q = 2n -j + 1 (1 ^ j" ^ n, i.e. g ^ 2tι), a = j, /S = 0, for terms contained in the simple sum, and # = 2k -j + 1 (0 g i g fc, 0 ^ k ^ w -1, i.e. q^2n -1), a = j, β -2n -2k, for terms contained in the double sum. Hence, the above lemma holds for p = 2n + 1. A similar argument, which utilizes identity (1.13) instead of (1.12), shows that this lemma holds also for p = 2n + 2, and thus completes the proof.
We now introduce the differential operator of order 2p -1 
Here V{x, y, z) is the function defined in (1.6), and N = N(x, y, z) is a differential operator of order 2n -1 defined by:
where the coefficients A fcw are the coefficients of the polynomial P n (x, y) defined in (1.3).
LEMMA 3. Δφ = 0 in R, and <p(x, y, 0) = 0.
Proof. Note, that ΔH XiZ = JBΓ,,^ and ΔH yyZ = iϊ^.z/. Thus, by (1.17) and (1.19), the operators Δ and iV commute. Therefore, operating on both sides of (1.18) by Δ, and making use of (1.10), we obtain
Making use of (1.17) and (1.15) we may write, for z = 0,
Thus, setting z = 0 in (1.18) and making use of (1.20) and (1.11) we obtain φ (x, y, 0) = 0. Hence, if we set for {x, y,z)eRU σ
Since <£>(#, 2/, -s) is known for (x, y, z) e R U σ, we shall seek a function V(x, y, z) for (α?, y, z) e R U σ, which satisfies the following overdetermined system (S) for F on z > 0:
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M%, V, z) + N(x, y, z)V(x, y, z) = -φ(x 9 y, -z)
where the functions F r (x 9 y) are defined by the equations (1.7), (1.8) and (1.9). Since, by Lemma 1, U can be continued into R (J σ (J G as an analytic function, the formula (1.6) can be used to define a function V*(x 9 y, z) as an analytic function in R U σ U G', where G' consists of all those points of G, which can be joined in G to points of σ by parallels to the 2-axis. This, so defined function F* is harmonic in R U σ U G r , satisfies the initial conditions of (S), and + N(x,y,Q\V*{x,y,Q\ ζ^z
Thus, a solution V*(x, y, z) of system (S) exists ίor (x, y, z)eG' \Jσ.
To investigate the size of the domain into which V(x, y, z) can be continued, consider the solution of the following Cauchy problem: We now observe, that as a { -• 0 (i -1, 2, , n) the characteristic surfaces of M close down on parallels to the 2-axis. It follows, that every point of R is in some R£ for a { sufficiently small. In view of the simple connectedness of R U o U R, the harmonic extension of U at any point of R cannot depend on α, and it follows that U can be harmonically extended into all of R U σ (J R. Thus, THEOREM 1. // U{x,y,z) is harmonic in R, UeC 1 in R{JdR, and satisfies condition (1.2) on σ, then U can be harmonically extended into R U σ U R. REMARK The construction of the extension of U depended on the solution of a hyperbolic problem whose order is twice the degree of the polynomial P n (x, y), the coefficient in the first order boundary condition. This illustrates the difficulty of extending our result to the case of, say, a coefficient f(x, y), which is an entire function. Denote, for any domain 3f, the mirror image of £& with respect to the x = 0 plane by ^.
Let there be given a real function U(x,y,t), UeC* in the closure of D, such that:
where a, A, B are real constants; a Φ 0. Define a function V(x, y, t) for (x, y, t) e D U σ:
where G(y, t) is the C 4 solution of the Cauchy problem:
Let P be the parallelepiped bounded by the planes t ± y = ±1, x = 0, x = -m. Then, V(x, y, t) e C\V X e C 4 ) is defined in PΓ\D\Jσ, and we have the relations: 
\ dx 0y/
Since the operators L and {y(d/dx) -x(d/dy)} commute, operating on both sides of (2.7) by L, and making use of (2.5), we obtain:
Setting x = 0 in (2.7), and making use of (2.6) we have φ(0, y, t) = 0.
If we now set for (x,y,t)ePΓ\D\Jσ φ(x,y,t) = -φ(-x,y,t)
it follows, that L<? = 0 in PfΊ-DUσUPnA and ^ e C 3 . Since φ(-a?, y, t) is known for (x, y,t)e P Γ\ DU β, we now seek a function F(#, #, ί) for {x,y,t)eP Γ\ D\J σ, which solves the following Cauchy problem:
It is well known, that the function V(x, y, t) e C\ which satisfies (2.8), (2.9) , exists in a domain Q. Here Q is that domain, each of whose sections by a plane t -K(-l<K<l) is a right triangle bounded by x = 0, # = Z -I JGL| and 2/ -α# = | J5Γ| -ϊ if a > 0, or by x = 0, 7/ = I iΠ -Z and y -α:x = I -| ίΓ | if a < 0. Note that Q does not depend on U, and is a subdomain of P Π D U ^. Proof. We operate on both sides of (2.8) (0, y, t) = -aV xy (0, y, t) -(Ay + B)V β (0, y, t) and hence, making use of (2.9) and (2.2), we obtain:
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