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Let A = (ai+) be a real symmetric n x n positive definite matrix with non- 
negative entries. We show that A ‘a’ = (a;“) is positive definite for all real 
01 > n - 2. Moreover, the lower bound is sharp. We give related results for 
pairs of quadratic forms and discuss partial generalizations to the case in which A 
is a complex Hermitian matrix. 
1. INTRODUCTION 
A complex n x n matrix A = (aij) is said to be positive dejkite if z*Ax = 
C a,gi,zj > 0 for all complex n-vectors z E C”; such a matrix is necessarily 
Hermitian. A real n x n matrix A is positive definite if and only if it is sym- 
metric and xrAx = C aijxixj > 0 for all real n-vectors x E R”. We write 
A > 0 to indicate that A is positive definite. 
If A = (aij) and B = (bij) are two n x n positive definite matrices, the 
ordinary matrix product AB need not be positive definite, but the Hadamard 
product A 0 B = (adjbij) (sometimes called the Schur product or the elementwise 
product) is always positive definite. This basic result is known as the Schur 
Product Theorem [7, p. 141. 
One of the consequences of the Schur Product Theorem is the fact that all the 
positive integer Hadamardpowers AcL) = (ai”;.), K = 1, 2,... of a positive definite 
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matrix A must be positive definite. It is natural to ask whether the same is true 
of the noninteger Hadamard powers Aca) E (a:J, a: > 0, but the answer is in the 
affirmative only for n = 1 and n = 2. It is known [3, p. 2701 that iff: (0, co) ---f R 
is a smooth function such that the matrix (f(+)) is positive definite whenever 
A = (aij) is a positive definite n x n matrix with positive entries, then f, f’, 
f”,...,ftn-l) are all nonnegative on (0, CO). Applying this criterion to f(x) = xN 
shows that 01 must be a nonnegative integer or oc must be a real number greater 
than n - 2. Our principal result is that the latter necessary condition is also 
sufficient. This proves a conjecture made in 1969 [3, p. 2771. As a corollary of 
our proof we obtain a new proof of the Schur Product Theorem which is 
independent of the spectral theorem. 
If A and B are n x n complex matrices, we say that A > B if A - B is 
positive definite. It is easy to use the Schur Product Theorem to show that if 
A > B > 0, then A(“) > B(/<) > 0 for all K = 1, 2,.... We extend this result 
to noninteger powers by showing that if A > B > 0 and if the entries of A and 
B are real and nonnegative, then Ata) > B(O) > 0 for all 01 3 n - 1. This 
bound is sharp. 
Another type of domination between n x 11 complex matrices is given by 
the following Hermitian-symmetric inequalities: We say that A >s B if B is 
symmetric and z*Az 3 / zTBz / for all complex n-vectors z. Inequalities of this 
type have been found useful in the theory of univalent functions [ 1, 61 and har- 
monic analysis [5], and they have been studied in some detail [2, 4, 61. In parti- 
cular, there is an analog of the Schur Product Theorem for these inequalities. 
Consequently, if A >s B, then A(/;) >s B(“) for K = 1, 2,.... We extend this 
result to noninteger powers by showing that if A ss B and if the entries of A 
and B are real and nonnegative, then A(*) >s Bca) for all cy 3 2n - 2. This 
bound is also sharp. 
Finally, we discuss partial extensions of these results to the case in which the 
matrices may have complex entries. 
2. FRACTIONAL HADAMARD POWERS OF NONNEGATIVE SYMMETRIC MATRICES 
The following lemma will be helpful in the proof of our principal result. 
LEMMA 2.1. Let A = (aij) be an n >< n complex Hermitian positive dejinite 
matrix. If arm > 0, let c = (ulnazn ... a,,)T/(a,j,)lia; if an,, = 0, let < = 0. In 
either case, the matrix A - cc* is positive definite and all the entries in its last row 
and column are zero. 
Proof. Write 
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where B is an (n - 1) x (n - 1) positive definite matrix, 5, w E C+l, and 
z E @. Compute the Hermitian form q*Aq = g*Bg + 2Re{zg*o} + arm I z 12, 
and observe that if arm = 0 and w # 0 then A cannot be positive definite. If 
arm > 0, let z E -w*g/a,, so that quart = g*{B - ww*/a,,) 5 in this case. 
Since 5 E Cfi-l is arbitrary, this identity shows that B - ww*/a,, is positive 
definite and hence that 
is positive definite. 
THEOREM 2.2. Let n be an integer greater than one and let A = (aij) be an 
n x n real symmetric positive definite matrix with nonnegative entries. If 01 z’s a real 
number such that OL > n - 2, then A(&) = (a:J ispositive de$nite. If 0 < 01 < n - 2 
and z. 01 is not an integer, then there exists an n x n real symmetric positive dejkite 
matrix A z&h positive entries such that Atal is not positive de$nite. 
Proof. If n == 2, the positive assertion follows from the determinant criterion 
for positive definiteness. Let n 3 3 and assume that the theorem has been proved 
for all matrices of dimension 2, 3,..., n - 1 which satisfy the hypotheses. If 
arm =~ 0, then the last row and column of A vanish and Ator) is positive definite 
for all oc > (n - 1) - 2 == n - 3 by the induction hypothesis. We may there- 
fore assume that arm > 0. By the lemma we know that A - c<T is positive 
definite, where < - (a,,,a,. ... a,,,,)T/(a,,,)1,‘2 is a real vector with nonnegative 
entries. 
An elementary identity is the key to our proof. If 01 > 1 and if a, c 2 0, 
explicit evaluation of the integral shows that 
a* = c& + a j; (a - c) {ta + (1 - t) c}~-~ dt. 
The nonnegative values of the exponentials are to be taken, of course. Element- 
wise application of this identity yields the matrix identity 
A(a) = (<+T}‘“’ + a [’ {A - <CT) o {tA + (1 - t) <<T}ca-l) dt (2.1) 
* 0 
for 01 > 1. By the Schur Product Theorem, and because the last row and column 
of A - ccT vanish, the integrand will be positive definite if the upper left 
(n - I)-dimensional principal submatrix of {tA + (1 - t) cc’> has the pro- 
perty that its (a - 1)st Hadamard power is positive definite. But by the induction 
hypothesis this will be the case if 01 - 1 > (n - 1) - 2, that is, if 01 > n - 2. 
The integral term can be regarded as a positive linear combination of matrices 
which are positive definite if 01 2 n ~ 2, and hence it is positive definite. The 
first term on the right-hand side of (2.1) is positive definite since all positive 
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Hadamard powers of a symmetric, rank 1 matrix with nonnegative entries are 
positive definite. Since A(O) is the sum of positive definite matrices for all 
OL > 12 - 2, it is positive definite as the theorem asserts. 
We shall prove that the lower bound of the theorem is sharp by constructing 
a specific example. Let n 3 2 be given and define A, = (I + E$), 1 < i, j < n. 
Notice that A, is positive definite for all E > 0. Let 01 < 71 - 2 be a given positive 
real number which is not an integer; we shall show that A:’ = ((1 + EZ$) 
fails to be positive definite for all sufficiently small E > 0. 
Let [a] denote the greatest integer less than or equal to LY and let (g) = 
a(, - 1) (a - 2) ..* (a - h + 1)/K! d enote the usual binomial coefficient. For 
each integer K = 0, 1,2 ,..., let vk: = (l”, 2” ,..., tik)T. Consideration of the 
Vandermonde determinant shows that the vectors v, , v, ,..., v,-i are linearly 
independent. Since [a] < n - 2, a real n-vector x = (xi) can be chosen so that 
it is orthogonal to each of the vectors v, , vi ,..., v[,~+r but so that C itRl+2~i = 1. 
The value of xTAy)x can now be examined for small E > 0 by using the Binomial 
Theorem. We have 
xTAF’x = i (1 f +)a xixj = 2 f (ff) .&~xixj 
i,j=l i.j=l k=O 
= ([& 2) 
.J"lf2 + 0(~[~1+3) as E’O. 
But since the binomial coefficient in the last expression is negative, it must be 
that xTAy’x < 0 for all sufficiently small e > 0. Thus, the last assertion in 
Theorem 2.2 is proved. 
The theorem just proved can be used to obtain an estimate for the number of 
nonnegative eigenvalues of fractional powers of matrices. Let A be an n x rt 
real symmetric positive matrix with nonnegative entries. If K < (Y < k + 1 for 
some integer k = 0, 1, 2,..., 71 - 3, then Acti) need not be positive definite. 
However, the oath Hadamard power of every (K + 2) X (K + 2) principal 
submatrix of A(~) must be positive definite by the theorem. In particular, 
AfU) must have at least k + 2 nonnegative eigenvalues. 
One can use Theorem 2.2 and the Schur Product Theorem to construct a 
class of functions which leave invariant the convex cone of n x 71 real symmetric 
positive definite matrices with nonnegative entries. 
COROLLARY 2.3. Let II be an integer greater than one and let 
f(x) = a, + a,x + a29 + --* + un-2Xn-2 + r md 44, 
- n-2 
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where a, , a, ,..., ane2 are nonnegative real numbers and dp is a nonnegative measure. 
If A = (aij) is an n x n real symmetric positive definite matrix with nonnegative 
entries then the matrix (f(aii)) ’ p t’ zs osz zve definite whenever f (uij) is defined for all 
i,j=1,2 n. ,..., 
We now turn to consideration of Hadamard powers of positive definite 
matrices which dominate each other in the usual partial order. If A > B > 0 and 
ifC>D>O,then(A-B)oC>Oand(C-D)oB>O;addingthesetwo 
inequalities shows that A 0 C > B 0 D > 0. In particular, if A > B > 0, then 
Ack) > Bck) > 0 for all k = 1, 2,.... We are interested in the noninteger analog 
of this result. 
THEOREM 2.4. Let n be a positive integer and let A and B be n x n real 
symmetric matrices with nonnegative entries. Zf A > B > 0, then AtU) > Bffi) > 0 
for all ac > n - 1. If 0 < CY < n - 1 and if c1 is not an integer, then there exist 
real symmetric n x n matrices A and B with positive entries such that A > B > 0 
but not AIn) > B(O) > 0. 
Proof. Since the assertion is trivial for n = 1, we assume that n > 2. Let 
A and B be real symmetric positive definite n x n matrices, and suppose that 
A - B > 0. Then for any LY > 1 we have the (elementwise) matrix identity 
A(b) - B’“’ = a 
r 
l (A - B) 0 (tA + (1 - t) B}‘a-l’ dt. 
‘0 
But the integrand is positive definite whenever a: - 1 3 n - 2 by Theorem 2.2, 
so Ata) - B(&) > 0 whenever a: > n - 1. Since Bca) > 0 whenever cy > n - 2, 
we have Atoif > Bca) > 0 whenever (Y > n - 1. 
To show that the lower bound is sharp, let n >, 2 be given and let 01 < n - 1 
be a positive number which is not an integer. Consider A = A, = (1 + &j) 
and B=(bij) with bii---l, l<i,j<n. Then A,>B>O for all E>O. 
Choose a real n-vector x which is orthogoal to each of the vectors vr , va ,..., 
vt,l,.t (with vk r= (la, 2p,..., n”)r) but which also satisfies C i[al+mzxi = 1. For 
this vector x we have 
xTAE(n)X = i (1 + cij) 
i,i=l 
xixj = 2 f (k*) ckiyxxixj 
i,i=l k=O 
zzz xTB(+ + (lal ; 2) &-If2 + O(E[“]+~), 
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and since the binomial coefficient in the last expression is negative, it must be 
that xrA:‘x < xrB(% = xrBx for all sufficiently small E > 0. 
Our next result is concerned with a type of inequality between quadratic forms 
which has arisen in harmonic analysis and the theory of univalent functions 
[1,2,4, 5, 61. 
THEOREM 2.5. Let n he a positive integer and let A and B denote n x n real 
symmetric matrices with nonnegative entries. If xrAx > j xTBx ~ for all x E Iw” 
and if 01 3 2n - 2, then xTAfrr)x 2 j x T (~)xjforallxER”.IfO<s<2n-2 B 
and if 01 is not an integer, then there exist symmetric n x n matrices A and B with 
positive entries such that xTAx 2 I xTBx ‘for all x E W, but yTA(“y -< yTB(“)y / 
fey some y E R”. 
With the aid of the following simple lemma, the main assertion of the theorem 
is easily reduced to a problem which we have already solved. 
LEMMA 2.6. Let C and D be symmetric 1-1 x n matrices with real entries. Thez 
XTCX 3 : xrDx I fey all x E 5%” if and only> if the 2n x 2n matri,y 
CD 
( ) D C 
is positive de$nite. 
Proof. Notice that xrCx > ; XTDX I for a21 x E W if and only if 
xT(C -; D) x 3 0 for all x E !lP. Now let x, y E lP and consider the identity 
{{(x + y)’ (C + D) (x + y) 4- (x - y)’ (C - D) (x - y)‘> 
= X’CX J- Zx’Dy + yTCy 
The 2n x 2n matrix in the last expression is real and symmetric, and hence it is 
positive definite if both C -+ D and C - D are positive definite. The converse 
follows by taking y = ix in the identity. 
Proof of the theorem. If A and B are real symmetric n x n matrices with 
nonnegative entries and if xrAx ;:s I xrBx 1 for all x E lFP, then the 2n x 2n 
matrix 
AB 
( i B A. 
is positive definite by the lemma. But then 
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is positive definite for all 01 > 2n - 2 by Theorem 2.2. Using the lemma once 
again, we find that xTAta)x 3 ; xTB(~)x 1 for all x E llJ? and all 01 2: 2n - 1. 
To show that the lower bound on the exponent is sharp, let n be a given 
integer greater than 1. Suppose first that 01 is a given real number such that 
2n - 3 < a < 271 - 2. Let A, x (1 T $‘) and B, = (1 - Gj), 1 < i, j < n, 
and notice that xTA,x > / xTB,x for all E > 0 and all x E iw’“. Select a real 
r/-vector y = (jvi) such that y is orthogonal to each of the vectors vr , va , vj ,..., 
~~,,-a (with v,: y (17(, 2k,..., &)‘) but which also satisfies C izn-lyi == 1. Then 
yTBja)y = f (3 (-l)“.k(;ri7&)z 
k=O 
as E + 0, so there must be some E > 0 such that yA:‘y < i yBj”‘y ; . 
Finally, let k be any integer with 2 < h < 2n - 1 and suppose that 
2n - k - 1 < 01 < 2n - k. If xTAy’x > i xTBp’x / for some E > 0 and all 
x E 5X”, then the matrices 
are both positive definite. The first is positive definite by our assumption and the 
lemma, while the second is positive definite by our hypothesis, the lemma, and 
the Schur Product Theorem. But then the Hadamard product of these two 
matrices 
is positive definite by the Schur Product Theorem and hence xrA~+“‘x > 
! xrBj”+“‘x / for all x E W by the lemma. Since 2n - 3 < k + 01 < 2n - 2, 
this must be false for some E > 0; we conclude that there must be some E > 0 
and some v E LQ” such that yTAy’y < : yTBF’y 1 . 
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3. COMPLEX HERMITIAN MATRICES 
The induction procedure used in the proof of Theorem 2.2 suggests the follow- 
ing observation. 
THEOREM 3.1. If A is an n x n complex Hermitian positive definite matrix, 
. then there exist vectors cl, & ,..., <,, E @” such that A = ?&h* + ... + &i&*. 
These vectors can be chosen so that the last n - k entries of I& are equal to zero for 
k = 1, 2,..., n - I. Furthermore, if A is real, the vectors & can be chosen to be 
real. Conversely, any matrix which is a sum of rank 1 Hermitian matrices is positive 
definite. 
Proof. The converse portion of the theorem is immediate. Suppose 
A is positive definite. If arm = 0, we set c,, = 0; if arm # 0, we define 
L = (aldh ... ann)T/(ann)1/2. In either case we define A,-, = A - c,q,*. 
By Lemma 2.1, we know that AnpI is positive definite and all the entries in its 
last row and column are zero. The upper left (n - 1) x (n - 1) principal 
submatrix of A,-, can then be reduced in the same way; if we proceed in this 
fashion we obtain the asserted representation of A, and the vectors gl, obtained 
will have the asserted pattern of zero entries. If A is real, the described algorithm 
produces only real vectors & . 
The representation of a positive definite matrix given by Theorem 3.1 is 
easily computed numerically and is equivalent to a complex version of the 
Cholesky decomposition of a real positive definite matrix [8, p. 1421. It is 
different from the usual representation given by the spectral theorem and it 
leads to a proof of the Schur Product Theorem which is independent of the 
spectral decomposition. 
COROLLARY 3.2 (The Schur Product Theorem). If A = (aii) and B = (bij) 
are n x n complex Hermitian positive definite matrices, then A 0 B = (aijbfj) is 
positive deJnite. 
Proof. If A = cc* is a rank 1 Hermitian matrix with < = ([J E C” and 
if B is positive definite, then q*(A o B) q = C b,,($[J (~5~) > 0 for all 
q = (Q) E Cm; hence A 0 B is positive definite. But any positive definite matrix A 
can be written as a sum of rank 1 Hermitian matrices by Theorem 3.1 and thus 
the assertion follows. 
Throughout Section 2, noninteger Hadamard powers were computed only 
when the matrices had nonnegative entries. This natural restriction permitted 
us to avoid the difficulties associated with nonunique complex arguments and 
the attendant difficulties in defining noninteger powers of complex numbers. 
In considering an extension of our results to the case of complex matrices, 
we have in mind making a fixed selection of arguments which are to be used in 
the computation of Hadamard products and Hadamard powers. The matrix Afm) 
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must be Hermitian if it is to be positive definite. Thus, if noninteger values of cx 
are considered, the arguments of the entries of A must be selected so that 
arg(a,$) = -arg(aJ for all i,j = 1, 2 ,..., n. Such a choice of arguments will be 
called a consistent choice of arguments [3, p. 2721. A consistent choice of arguments 
exists for any Hermitian matrix with nonnegative main diagonal entries. 
For n = 1 and n = 2 there are no difficulties in formulating and proving the 
complex versions of the theorems in Section 2. But to extend our results for 
n 2 3, some restriction in addition to consistency must be made on the choice 
of arguments of the entries. Consider, for example, the positive definite 3 x 3 
matrix 
with the indicated consistent choice of arguments. For every noninteger value 
of CY, the matrix B(“) fails to be positive definite; thus, a consistent choice of 
arguments is not sufficient to ensure that B(“) is positive definite for all sufficently 
large (Y. 
If there is one consistent choice of arguments for a matrix such that some 
fractional Hadamard power of it is positive definite, then there are many such 
consistent choices. Furthermore, the corresponding fractional power matrices 
may be mutually quite different. Let A be an n x n Hermitian positive definite 
matrix with a consistent choice of arguments. Suppose that A(&) is positive 
definite for some positive 01 which is not an integer. Consider the vector 
< G (ezg%i, e2’%i ,..., eanmni)T, where m, , m2 ,..., m, are arbitrarily given integers. 
If we make the natural consistent choice of arguments arg &[, = 2r(mj - mk), 
for eachj, k = 1, 2,..., n, then {<<*}(“J is positive definite for all 01 > 0. Notice 
that A and A 0 cc* are equal as arrays of complex numbers and that both A(*] and 
{A o l;<*}(m) zz A’=’ o (q<*}‘*’ are positive definite. If aik is a given entry of A 
with j # k, and if CL is irrational, then the j, k entries of the positive definite 
matrices Afa) which result from various acceptable choices of arguments for A 
are dense in the circle of radius 1 aik 1% in the complex plane. 
There are complex positive definite matrices for which Theorem 2.2 holds. 
If the entries are sufficiently close to being positive, the method of proof which 
we used remains valid. A sufficient condition on the entries and their arguments 
is that j arg aii ] < m/(3 . 2+3) for every entry of the n x n matrix A. 
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