The ability of state-of-the-art automatic speech recognition (ASR) systems, which use deep neural networks (DNN), has recently been approaching that of human auditory systems. On the other hand, although measuring the intelligibility of enhanced speech signals is important for developing auditory algorithms and devices, the current measurement methods mainly rely on subjective experiments. Therefore, it would be preferable to employ an ASR system to predict the subjective speech intelligibility (SI) of enhanced speech. In this study, we evaluate the SI prediction performance of DNN-based ASR systems using phone accuracies. We found that an ASR system with multicondition training achieves the best SI prediction accuracy for enhanced speech when compared with conventional methods (STOI, HASPI) and a recently proposed technique (GEDI). In addition, since our ASR system uses only a phone language model, it offers the advantage of being able to predict intelligibility independently of prior knowledge of words.
Introduction
It is important to evaluate speech quality or speech intelligibility (SI) when developing such technologies as sound transmission systems, hearing aid devices, and signal processing algorithms. SI is usually evaluated by human subjective experiments, which measure such characteristics as word accuracy, speech reception threshold (SRT), and listening effort scores. Such subjective measurements need high costs and it is desired to predict subjective SI objectively.
Many objective indexes for predicting SI have already been proposed. Some are reference-based models, which compare test signals under evaluation with clean, undistorted signals as a reference, but it is difficult to obtain clean speech in certain situations such as real-world recordings. The speech intelligibility index (SII) [1] and the speech transmission index (STI) [2] are well-known reference-based models, but they cannot evaluate signals processed by nonlinear noise suppression algorithms such as spectral subtraction and Wiener filtering. The short time objective intelligibility (STOI) [3] and the hearingaid speech perception index (HASPI) [4] have broadened the field of applicable types of signals such as signals processed by ideal time-frequency segregations.
Recently, there have been studies on SI prediction methods inspired by human auditory systems. Jørgensen and Dau [5] proposed the speech-based envelope power spectrum model (sEPSM), which consists of the linear gammatone auditory filterbank (GT-FB) [6] . Yamamoto et al. introduced the dynamic compressive gammachirp filterbank (dc-GC) [7] , which models the human auditory system, into the speech-based envelope power spectrum model (dc-GC-sEPSM) [8] and also proposed the gammachirp envelope distortion index (GEDI) [9] and multi-resolution version of GEDI (mr-GEDI) [10] . They showed that the performance for predicting subjective SI can be improved by using the auditory filterbank.
Automatic speech recognition (ASR) systems incorporated with deep neural networks (DNN) perform as well as human speech recognition (HSR), and ASR systems perform similarly to HSR systems in certain situations [11, 12] . Motivated by this fact, DNN-based ASR systems are used to predict SI, which is obtained in human experiments [13, 14, 15, 16, 17, 18, 19, 20] . In addition, there is another advantage in that ASR does not need reference signals for comparison. In [18] , the authors compare the recognition accuracies of noisy speech between HSR and ASR using a German matrix sentence test, whose vocabulary size is 50 words. Note that texts are needed to calculate recognition accuracies of ASR system. They also reported that the prediction performance depends on whether or not masker types of test signals are included in the training datasets. In [15, 16, 17, 19, 20] , the subjective SI of speech masked by various types of noise and noisy speech processed by noise reduction algorithms in hearing aids and microphones were predicted by using DNN-based ASR. The authors used the mean temporal distance (MTD) of phone posteriors, that is, the softmax outputs of a DNN. The MTD indicates the temporal smearing of phoneme activations. It yielded highly correlated predictions with subjective listening efforts. There are also studies using neural networks that directly estimate subjective speech quality from acoustic features [21, 22] . However, the applicability of the recognition accuracies of ASR to predicting the SI of enhanced speech has yet to be studied although it is important to predict the SI of enhanced speech signals for assistive listening devices and algorithms.
In this paper, we investigate the performance of SI prediction using DNN-based ASR. Our contribution is twofold. One shows that the subjective SI of enhanced speech can be predicted from the recognition accuracies of ASR. The other is that the recognition accuracies are obtained using a phone language model rather than using word dictionaries (lexicon).
There remains a performance gap between the recognition accuracies of ASR and HSR in some acoustic scenes. Thus, in this paper, the SI of normal-hearing subjects is predicted by values mapped from the phone accuracies of ASR using a linear function. Our experiments show that the prediction performance depends greatly on training datasets and the prediction errors of the ASR trained with a dataset which consisting of clean, noisy, and enhanced signals, is minimum compared with STOI, HASPI, and GEDI. The advantages of using a phone language model is that the phone accuracies are unaffected by linguistic knowledge. Thus Our ASR can predict the SI of speech signals independently of familiarity of words. It is unpreferable that the SI depends on the familiality of words when estimating the effectiveness of enhancement algorithms based on the predicted SI of enhanced speech signals, which are the utterances of the words. Figure 1 shows the schematic diagram of the work undertaken in this study. In the rest of this section, we briefly describe subjective experiments, which correspond to the green part in Fig. 1 . All the subjective experiments are described in [8, 9, 10] and the results and speech data used in the experiments are provided by the authors. The SI prediction using DNN-based ASR, namely, the yellow part in Fig. 1 , is explained in Sec. 3.
Subjective SI

Speech data (evaluation data)
Speech signals of Japanese four-mora words in the familiaritycontrolled word lists 2007 (FW07) [23, 24] were used for subjective and objective experiments, as shown in Fig. 1 . We used speech data of a male speaker (mis) with the lowest familiarity, to prevent listeners from completing answers based on their linguistic knowledge. Pink noise with a signal-to-noise ratio (SNR) of +3, 0, -3, and -6 dB was added to clean speech signals of FW07, and then the noisy signals were enhanced. Speech signals affected only by additive noise will hereafter be referred to as unprocessed signals.
Speech enhancement
We employed two enhancement algorithms, namely, spectral subtraction (SS) [25] and a Wiener filter (WF) [26] .
We estimated the spectrum of clean speechŜS(ω) from the spectrum of noisy speech SS+N (ω) by SS as follows. The amplitude spectrum of noise |ŜN (ω)| can be estimated from nonspeech intervals. Then, the spectrum of clean speechŜS(ω) can be estimated aŝ
where the phase of the clean speech φ(ω) can be approximated Figure 2 : Subjective SI, word accuracy of subjects, obtained experimentally in [8] . Error bars represent standard errors.
by the phase of the noisy speech. α denotes an over-subtraction factor and was fixed to 1.0. This method is referred to as SS (1.0) below.
The WF-based speech enhancement algorithm, which used in this paper, estimates the filter using a pre-trained speech model (PSM) [26] . Thus, this is referred to as WFPSM below. This algorithm can reliably distinguish speech from noise in noisy speech when the PSM is sufficiently trained by clean speech signals. The amount of noise residue in WFPSM was controlled by the parameter (0 ≤ ≤ 1), where the noise reduction increases as the value decreases. We used WFPSM with values of 0.0 and 0.2, which we refer to as WF 
Subjective experiments
The speech signals were presented diotically via a digitalto-analog converter (Fostex, HP-A8) over headphones (Sennheiser, HD-580 ) at a sampling frequency of 48 kHz and 24 bits after up-sampling from 16 kHz. The stimulus sound level was 65 dB in L Aeq . We carried out the experiment in a sound-attenuated room with a background level of about 26 dB in L Aeq .
Nine (four male and five female) normal-hearing listeners aged between 20 and 23 years old participated in the experiments after providing informed consent. Their native language was Japanese and their hearing losses (HL) are less than 20 dB between 125-8000 Hz. The listeners were told that the presented words had four morae and they were instructed to write down the words using hiragana, which roughly corresponds to Japanese morae or consonant-vowel syllables.
The presented stimuli consisted of 400 words, which combined four signal processing conditions (Unprocessed, SS (1.0) , WF PSM ,), four SNR conditions (-6, -3, 0, and 3 dB), and twenty words for each condition. Note that the words correspond to a set of twenty words in FW07. Each subject listened to a different word set, which was assigned randomly to avoid any bias caused by word difficulty.
Word accuracies are used to present subjective SI in this paper. Figure 2 shows the average word accuracies and the standard errors as a function of SNR when a subject listened to unprocessed and enhanced FW07 words. These results were obtained in [8] . Figure 2 shows that speech enhancement techniques often do not improve the SI. This is because most of them are designed based on certain signal level optimization criteria, 
Predicting SI
Our proposed method
Our proposed method (i.e. the yellow part in Fig. 1 ) is described in this subsection.
ASR system and training
All the objective experiments were conducted using ASR systems consisting of a DNN-based acoustic model. The ASR systems were trained with the Kaldi speech recognition toolkit [27] . The corpus of spontaneous Japanese (CSJ) [28, 29] was used as training data. The speech signals were sampled at 16 kHz and the frame length and the frame shift were 32 ms (512 samples) and 10 ms, respectively. The training procedure followed the standard CSJ recipe in the Kaldi toolkit. In DNN training, we used filterbank (FBank) as input features, which had 40 channels, spliced ±17 frames, without speaker adaptation.
The DNN-based acoustic model had six hidden layers, each layer had 1905 units, and the output layer had 9144 units. It was trained using the nnet1 recipe. Before training the DNN, frame sequences were aligned for target triphones by using a Gaussian mixture acoustic model. In an unsupervised manner, the DNN was pre-trained as a layer-wise restricted Boltzmann machine and the pre-trained DNN were fine-tuned in a supervised manner using a cross-entropy cost function. With this fine-tuned DNN, new alignments were created and the DNN was trained again.
Training data
The training data obtained from the CSJ database consisted of 296 hours of academic lectures and other data, which involved 986 speakers (809 males and 177 females). Each clean speech of the CSJ was processed in the same manner as the evaluation data; the signal was masked by pink noise at SNR levels of +3, 0, -3, and -6 dB, and enhanced by SS (1.0) , WF PSM . Therefore, we had 17 types of signals for each speech. We prepared three training datasets as follows: (A) clean speech only, (B) clean and noisy speech, and (C) clean, noisy, and enhanced speech. The mixture ratios of all the datasets are summarized in Table 1 . In dataset (C), clean speech accounted for about 10 % and the ratios of other types of signals were equally distributed. The speech signals were randomly selected from signal types in accordance with the ratios. The three training datasets were the same size.
SI Prediction
The subjective SI is predicted based on the phone accuracy of ASR whose acoustic models were trained using CSJ datasets and Kaldi toolkits. We did not use a word dictionary (lexicon) but phone bi-grams, which are the frequency distributions of two adjacent phonemes obtained from the CSJ corpus since phone accuracies are independent of prior linguistic knowledge. This scheme is consistent with subjective experiments in the sense that the subjects do not know the words and try to recognize words by combinations of morae.
The phone accuracy PACC is the correct percentage, defined by PACC = (C − I)/(S + C + D) × 100[%], where C, S, I, and D are numbers of correct words, substitutions, insertions, and deletions. Since there are certain differences between PACC and subjective SI, the predicted SI should be mapped from PACC by an appropriate function, which is referred to as a prediction function. In the objective experiments, we used the same evaluation dataset as in the subjective experiments. We were able to obtain the linear prediction function by minimizing the squared errors between the PACC of ASR and the subjective SI for unprocessed speech. The SI prediction performance will be evaluated in Section 4 using enhanced speech signals.
Prediction methods for comparison
We compare our proposed prediction method with STOI, HASPI, and GEDI.
STOI
The short time objective intelligibility (STOI) [3] computes average correlation coefficients over all the short-time frames of the 1/3-octave frequency bands. The speech intelligibility was derived as a percentage using a logistic function with the optimized parameters, which are described in [30] . The STOI measure correlated well with intelligibility of speech signals processed by the ideal binary mask algorithm [31] .
HASPI
The hearing-aid speech perception index (HASPI) [4] is an extension of the three-level coherence speech intelligibility index (CSII) [32] . The results are based on the coherence of an auditory filterbank and the cross-correlation between cepstral coefficients of clean and enhanced signals. The speech intelligibility percentage can also be derived using a logistic function of the coherence and the cross-correlation. The optimized parameter values are described in [30] .
GEDI
The gammachirp envelope distortion index (GEDI) is based on the signal-to-distortion ratio between clean and enhanced signals in the envelope domain [9] . The enhanced and clean signals are analyzed by the dynamic compressive gamma chirp filterbank, and the output signals are transformed into temporal envelopes by a Hilbelt transform and a low pass filter. GEDI is the total distortion, which is the difference between the powers of the enhanced and clean envelopes. The parameters used for predicting SI are described in [30] .
Results
In this section, we compare the SI obtained in subjective experiments with the SI predicted by objective methods. We cannot simply predict the subjective SI in Fig. 2 from the PACC values of ASR. Therefore, we introduce a linear prediction function that maps the PACC of ASR into the predicted SI values, which is determined by the least squared error method using the SI of unprocessed signals for ASR and HSR. The linear prediction function for ASR trained using training dataset (C) is as follows
The predicted values SI obj obtained using the prediction function are shown in Figs. 3 (a) , (b), and (c) for ASR trained using training datasets (A), (B), and (C), respectively. We calculated the root mean squared errors (RMSEs) of the enhanced signals predicted SI from subjective SI. Table 2 shows the RMSEs for DNN-based ASR trained with datasets (A), (B), and (C), GEDI, STOI, and HASPI. ASR trained with training dataset (C) yielded the lowest RMSE of these methods. Figures 3 (d) , (e), and (f) show the scatter plots of the predicted SI and the subjective SI. We can see that the correlation between the subjective SI and SI obj predicted by ASR trained with training dataset (C) is the highest among them.
To confirm that SI prediction by ASR with the phone language model is independent of word familiarity, we investigated the dependence of the recognition accuracy on familiarity. FW07 has four classes of familiarity, and the phone accuracies are 14.66%, 15.30%, 14.42%, and 14.66% for familiarities 1, 2, 3, and 4, respectively.
Conclusions
In this paper, we evaluated the performance when predicting SI using DNN-based ASR systems. The ASR systems were trained with clean, noisy, and enhanced speech signals taken from the CSJ dataset and evaluated with noisy and enhanced words of low familiarity in FW07. The phone accuracies of the ASR systems were mapped into predicted values of SI, which is the word accuracy of subjective listening experiments. The RMSEs between subjective SI and the prediction values of the ASR system trained by using multi-condition training, where the same types of speech signals were used for the training, performed best among the conventional methods (STOI, HASPI), a recently proposed method (GEDI), and ASR with mismatched training. Our future work will include an investigation of SI predictions for unknown types of noise and enhancement schemes.
Acknowledgements
