I. INTRODUCTION
Content extraction is typically performed in the following setting: given a content type in a type system, specify all segment of manuscript which is instances of this type. A type system is similar to a database schema where we define the semantics for each field. The types of desired information is fixed and while the expression of this information can vary to a large extent in manuscript, it is often the case that many contextual clues and pattern that can be learned for these extraction remains the same. In some cases (e.g., web pages), it is even possible to take advantage of clues other than textual contents for the extraction (e.g., formatting differences for the names of the person on their personal web page vs. other contents).
Problem Statement
We focus on the special type of the problem described above where we are interested to extract the various relations between topic and author-name within the documents. We are looking for a concise answer to the questions of "what do I need to know about topic and author". Our terminology is summarized in Figure 1 -1 and Figure 1 -2. In the Figures Author-Name is the name of the author who wrote the papers on various topics of his field either individually or with some co-authors on his own research field or not. The papers are the author's papers which are written of its own or with collaboration with another author called co-author. Research field indicates the core topic of research of an author and we have assumed that an author always repeats his researcher topic related words in his papers. The line between author-name, papers, research field in the Figure 1 -1 refers to the fact that we have to search author's papers as well as his research field with some priori knowledge i.e. author-name. The task is to recognize the mentions of each paper and research field using author-name while papers of various authors using topic-name. 
RELATIONSHIP
Thus the above problem is further partitioned into the following objectives:
1. Can we prepare a system for extracting author-topic relation?
2. Can we develop a system for the above based on frequency of words?
3. Can this system assist the new researchers? On the surface, this seems like a typical manuscript classification task but some features of the task make it hard for the conventional classification method:
1. The list of content is open-ended and needs to be discovered from the corpus. As was the case, described above in the example, the aspect labels often are not explicitly mentioned in the text. This is similar to problem of finding cluster labelling in unsupervised learning.
2. There is considerable variability in the contexts of the author-name we would like to extract. For example, an author named "Deepak" can be so many, so there will be much ambiguity in the author-name relation.
3. There is an issue with the name of the topic, i.e. one topic can have multiple related words for example algorithm have its related words: program, analysis, design, pseudo code, techniques etc.
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Contributions
In this paper, we will use this knowledge to design our approach based on frequency of words within the document called content modelling paradigm: an interplay of relationship between author, document, topic and words. There are many probability based author-topic model are available which searches the papers on the basis of the probability of words present in the author's document, but here we have introduce another technique based on frequency through which we can search the papers according to the frequency of repeated words within the document. Probability based author-topic model have better performance compared to our frequency based model in discovering the required information and specifying the corresponding span of text in terms of accuracy and time. We have designed the system which is less complicated and it reduces the vast calculations just by increasing the total number of searches or comparisons.
To accomplish the above objectives, we proposed the following system which constitutes the contribution made:
1. To accomplish the first objective, we had developed two algorithms for extracting topic-author relationship and both the models uses some documents containing some words.
2. The system proposed above is based on the concept that a research paper consists of the words maximum number of times which are related to the research field of the paper and we will use bag-of-words to extract topic, author, document and words relationship.
3. The proposed system is very useful to the new researchers as initially they don't aware of the research areas where they can work on, and they also don't know the sequencing of the papers of an author on the same field, this system assist the researcher in searching the papers they are interested to search.
Assumptions
1. Our project is doing best work when it is being installed for a web search engine, where there is a fixed document format of a research paper as shown below: b. The names of all the author and co-authors (if any) is in the second line separated by a comma (,). 2. The algorithm does not take sentence structure into account.
3. The algorithm uses simplistic statistical methods which work well with a large amount of data, but return inaccurate results when applied to small data sets. 4. Ambiguity of Author(s) is not removed. 5. Ambiguity of Topic(s) is not removed. 6. Author will use his research field word more number of times compared to the words which is not related to his research field.
Organization of paper
The rest of this paper is structured as follows: Section II summarizes the complete details design of the new approach, their algorithms, and limitations. Section III shows the basic algorithm used in the content modeling, section IV provide the implementation of the model using the content modeling algorithm. Section V shows the experimental setup and results of the proposed system and finally the paper concludes in Section VI.
II. DESIGN AND ARCHITECTURE
In this section we will elaborate the two paradigm approaches used to design such systems and discusses that which approach we had used in our system designing. This section also involves the discussion of the two models i.e. ATP and TAP models.
Types of machine Paradigms
Most disambiguation paradigms fall into one of the two machine learning paradigms:
Supervised paradigm take as input a set of training examples consisting of pairs of articles that are categorized as either positive (author match) or negative (not author match), while unsupervised paradigm do not use categorized training examples. In general, supervised approach performs better as they are tuned specifically to the data (e.g., to determine the relative significance and interactive effects of dissimilar features such as a journal name vs. co-author vs. affiliation vs. title word). Having a adequate amount of training data is critical to the performance of any predictive model that will be extrapolated to new heretofore-unseen examples. The amount of data sufficient for training depends on the complication of the model. Bayesian unsupervised learning is used to fit the model to a document collection.
The author-topic models can be used to support a variety of interactive and exploratory queries on the set of documents and authors, including analysis of finding the authors who are most likely to write on a given topic, topic trends over time and finding the most unusual paper written by a given author.
Automatic retrieval of topics from text, via unsupervised learning paradigm, has been addressed in prior work using a number of different approaches. One general approach is to represent the high-dimensional word vectors in a lowerdimensional space. Local regions in the lower-dimensional space can then be associated with specific topics.
Content modeling Paradigm
The originality of the work described in this paper lies in the proposal of a frequency statistic model called content modelling paradigm that represents authors, document, words and topics, and the application of this model to a huge well-known document corpus in computer science. As we will show later in the paper, the model provides a general framework for discovery, exploration and query-answering in the context of the relationships of topics and author for large document collections. With the introduction of the Web and various specialized digital libraries, the automatic retrieval of useful content from manuscript has become an increasingly significant research area in data mining. In this paper we talk about a new algorithm that retrieves the topics expressed in large text document collections using bags of words and modelled how this algorithm can retrieve topic and papers of an author. 
III. BASIC ALGORITHM
Text clustering is a technique for unsupervised document organization. Clustering methods are used to group documents into meaningful category. This project attempts to build a simple text clustering tool using the frequent term-based clustering algorithm. Text clustering is a useful method for navigating large sets of documents.
The basic algorithm used for the purpose of searching the author-topic relation there is the following basic algorithm for finding the frequency of repeated related works within the paper as shown below:
Zeroth Pass
Convert all input documents to UTF-8. This prevents encoding errors from creeping into the system during later stages.
First Pass
Lowercase all words and remove all punctuation. This gives us a simple stream of words which can be easily processed in the later stages. This stage does not impact the efficiency of the algorithms because we're using purely statistical methods for clustering. Sentence structure does not affect our algorithm.
Second Pass
Scan the input documents and remove all stop words. Stop words include common words in the English language. For example, words like "the", "a", "an" etc. appear in all documents. Including stop words in the clustering process impacts the accuracy of the clustering algorithm. A stop word list may be generated by taking the top n% words from the input Dataset -I data, or by downloading pre-generated stop word lists from the web. Also, remove all nondictionary words from the input data. This prevents misspellings/slang from appearing in cluster names. Domain-specific dictionaries may be used for clustering domain-specific documents.
Third Pass
Create a mapping from the list of all words appearing in the document to a list of all documents that contain the words.
Fourth Pass
Here, the words appearing in top N% of the documents are taken as categories, and the rest of the words are discarded. Documents that do not contain any of the top N% of the words are filed under 'Uncategorized'.
Fifth Pass
This is the final pass. Here, sort all the documents categorized from the above pass, and arrange all the documents in the decreasing order according to the frequency of the given word within the document.
Content modeling Algorithm
The author-topic model described in this paper includes two types of searching methodology i.e. either mapping of authorname to find their papers either individually or with co-authors and to find his research field or mapping of topic-name to find all the papers related to that topic of all the authors starting from most famous author to least famous author.
a. ATP Mapping
Here we are given the name of an author, and we are interested in finding his research papers either individually or with any coauthor and all interested in finding his research field as shown at the end in the figure 3-1.
b. TAP Mapping
Here we are given the topic name, and we are interested in finding all the papers on this topic of all the authors of this field in an order i.e. most popular author comes first while least popular author comes at last as shown at the end in the figure 3-2.
IV. EXPERIMENTAL RESULTS AND SETUP
To implement these two mapping models we had used the following tools:
FRONT END

Visual Studio 2005 with C#
BACK END
Here I had assumed some predefined datasets of my own but the system can be extended and uses the dataset of any digital library like CiteSeer.
DATASETS USED
A. Dataset for Stop words:
The dataset of stop words which are used in pass second and applied on all the paper's abstract, keywords, and conclusion for elimination is given below:
"a,able,about,across,after,all,almost,also,am,among,an,and,any,a re,as,at,be,because,been,but,by,can,cannot,could,dear,did,do,doe s,either,else,ever,every,for,from,get,got,had,has,have,he,her,hers ,him,his,how,however,i,if,in,into,is,it,its,just,least,let,like,likely, may,me,might,most,must,my,neither,no,nor,not,of,off,often,on, only,or,other,our,own,rather,said,say,says,she,should,since,so,so me,than,that,the,their,them,then,there,these,they,this,tis,to,too,t was,us,wants,was,we,were,what,when,where,which,while,who, whom,why,will,with,would,yet,you,your"
B. Datasets for punctuation marks:
The dataset of punctuation marks which are used in pass first and applied on all the paper's abstract, keywords, and conclusion for elimination is given below:
C. Dataset for research papers:
The dataset required in the mapping model is the set of papers in the predefined format as described above.
We had implemented the above mentioned two mapping models using the datasets and the interface used to extract the information to assist the new researchers is shown below:
Figure 4-1 Front Interface
In the above interface there are two textboxes, one drop down box, and a submit button. The first textbox labelled Data Set is used to insert the complete path of the folder where the collection of papers of various research areas are stored, a drop down box labelled Selection is used to choose one of the following mapping model out of ATP and TAP and whatever model is selected the input is according entered in the third textbox labelled either Author Name or Topic and submit button is used to execute the query.
The interface for ATP model in which we have to extract information on the basis of author-name as shown below:
Figure 4-2 Interface for ATP Model
As discussed above the output of ATP mapping model is in the form of three tables as shown above in the screen shot, the three tables are used to give: A. Generates all the papers of the author (either individual or with co-author(s)) with the paper's title. B. Generates all the papers of the author only with the coauthor(s) with the paper's title. C. Generates the research field of the author and displays five most frequent words.
The interface for TAP model in which we have to extract information on the basis of topic-name as shown below:
Figure 4-3 Interface for TAP Model
As discussed above the output of ATP mapping model is in the form of a table as shown above in the screen shot, the table is used to give:
A. Generates all the papers of all author according to the topicname along with paper's title and author-name's (either individual or with co-author(s)).
V. CONCLUSION
The word data-mining is based on the metaphor in which nuggets of knowledge are sought inside a huge stack of unrelated information -the proposal being that the data-mining identify and refines something that is already present from the outset.
We have introduced a frequency based algorithm that can that can automatically extract information about authors, topics and gives relation about author, topic, document and words from large text corpora. The method uses a generative frequency Content model that links authors to observed words in documents. We demonstrated software which can be used to learn such content modelling paradigm from very large text corpora (including Abstract, Keywords & Conclusion) as a working example. We had also shown a case study of the probability based author-topic model which is applied successfully on the large text corpora. Content modelling paradigm was shown to extract substantial novel "hidden" information from the set of abstracts containing topic timetrends, author, document, topic, & words relation, and unusual papers for specific authors and so forth. Other potential applications not discussed here include recommending potential reviewers for a paper based on both the words in the paper and the names of the authors. Even though the underlying frequency based Content model is quite simple, and ignores several aspects of real-world document generation (such as topic correlation, author interaction, and so forth), it nonetheless provides a useful first step in understanding author-topic structure in large text corpora.
Future Work
The content model paradigm proposed and designed in this paper is only being executed on the predefined and assumed datasets as the real-time datasets are not accessible to the author. This proposed content model is easily pluggable and extendible in real-time datasets like CiteSeer digital library etc.
Our content model is ignoring a lot of useful facts that can potentially be advantageous toward the completion of this task. Polarity and sentiment of the reviews can provide some good clues for discovering the aspects. There may also be some benefits to use some improved initial sets of aspect by other types of clustering such as Spectral clustering or K-Means both jointly or independently with SS-LDA. Whereas literaturecantered networks are developed to ask questions about publication performance, a dissimilar (and simpler) type of network is more suited for asking questions about collaboration performance: every researcher I is a node; if Ii and Ij have jointly co-authored one paper or article, they are joined by a non-directed link of strength a or 1. If they have co-authored two articles, the link has strength b or 2, and so on. Again, a very large number of characteristics can be linked with each researcher/node: internal features, inherent network characteristics, and external information. One can even utilize a content that is obtained from the researcher -literature networks, e.g., if researcher Ii stands in n-th degree relation to another researcher Ij in an researcher -literature network, then this information can be used as one of the characteristics in the collaboration system. The study of scientific collaboration is a complete field in itself (Sonnenwald, 2007) , and there are a lot of dissimilar ways in which collaboration networks can be analyzed. One can attempt to understand which factors decide whether two individuals will collaborate together (resulting in a joint publication). One can also inspect networks as they grow over time. These basic modelling studies set the stage for creating user-friendly tools that will allow an individual to search potentially high-quality collaborators for a specified problem. Since one individual might be an excellent potential collaborator for a huge number of individuals, far too many to work with all at once, it is essential to consider constraints and limiting factors as well.
Author name disambiguation has strategic significance that goes far beyond knowing who-wrote-what. The type of collaboration networks is merely the simplest example of how disambiguation information can underlie the development of new resources and tools that open up entirely dissimilar type of researcher. As library and information science becomes more and more personcentred, and not just document-centred, we will be expecting to see ripples that will affect the semantic web, world of publishing, the indexing of data collections, and the design of search engines.
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