Abstract. The aim of constructive induction (CI) is to transform the original data representation of hard concepts with complex interaction into one that outlines the relation among attributes. CI methods based on greedy search suffer from the local optima problem because of high variation in the search space of hard learning problems. To reduce the local optima problem, we propose a CI method based on genetic (evolutionary) algorithms. The method comprises two integrated genetic algorithms to construct functions over subsets of attributes in order to highlight regularities for the learner. Using non-algebraic representation for constructed functions assigns an equal degree of complexity to functions. This reduces the difficulty of constructing complex features. Experiments show that our method is comparable with and in some cases superior to existing CI methods.
Introduction
Most machine learning algorithms based on similarity attain high accuracy on many artificial and real-world domains such as those provided in Irvine databases [1, 2] . The reason for high accuracy is that the data representation of these domains is good enough to distribute instances in space in a way that cases belonging to the same class are located close to each other. But for hard concepts due to low-level representation, complex interactions exist among attributes. The Interaction means the relationship between one attribute and the concept depends on other attributes [3] . Due to attribute interaction of hard concepts, each class is scattered through the space and therefore a similarity based learning algorithm fails to learn these concepts. Such problems have been seen in real-world domains such as protein secondary structure [4] . Attribute interaction causes problems for almost all classical learning algorithms [5] .
Constructive induction (CI) methods have been introduced to ease the attribute interaction problem. Their goal is to automatically transform the original representation space of hard concepts into a new one where the regularity is more apparent [6, 7] . This goal is achieved by constructing features from the given set of attributes to abstract the relation among several attributes to a single new attribute.
Most existing CI methods, such as Fringe, Grove, Greedy3 [8], LFC [9] , and MRP [10] are based on greedy search. These methods have addressed some problems. However, they still have an important limitation; they suffer from the local optima problem. When the concept is complex because of the interaction among attributes, the search space for constructing new features has more variation. Because of high variation, the CI method needs a more global search strategy such as Genetic Algorithms [11] to be able to skip local optima and find the global optima solutions. Genetic Algorithms (GA) are a kind of multi-directional parallel search, and more likely to be successful in searching through the intractable and complicated search space [12] .
There are only a few CI methods that use genetic search strategy for constructing new features. Among these methods are GCI [13] , GPCI [14] , and Gabret [15] . Their partial success in constructing useful features indicates the effectiveness of genetic-based search for CI. However, these methods still have some limitations and deficiencies as will be seen later. The most important ones are their consideration of the search space and the language they apply for representing constructed features.
This paper presents a new CI method based on GA. We begin by analyzing the search space and search method, which are crucial for converging to an optimal solution. Considering these we design GABCI, Genetic Algorithm Based CI and present and discuss the results of our initial experiments.
Decomposition of Search Space
A CI method aims to construct features that highlight the interactions. For achieving this aim, it has to look for subsets of interacting attributes and functions over these subsets that capture the interaction. Existing genetic-based CI methods, GCI, and GPCI, search the space (of size 2 2 N for N input attributes in Boolean domain) of all functions that can be defined over all subsets of attributes. This enormous space has lots of local optima and is more difficult to be explored.
To ease the searching task, we propose to decompose the search space into two spaces: S the space of all subsets of attributes, and F Si the space of all functions defined over a given subset of attributes S i (Fig. 1) . The decomposition of the search space into two spaces allows a specific method to be adjusted for each search space. This strategy divides the main goal of CI into two easier sub-goals: finding the subset of interacting attributes (S-Search) and looking for a function that represents the interaction among attributes in a given subset (F Si -Search).
The genetic-based CI method Gabret also divides the search space into two spaces. It applies an attribute subset selection module before and independently from the feature construction module to filter out irrelevant attributes. However, when high interaction exists among attributes, attribute subset selection module cannot see the interaction among primitive attributes. Therefore, this module
