Abstract. We study the reduced density matrix of the sl 3 -invariant fundamental exchange model by means of a novel reduced quantum Knizhnik-Zamolodchikov equation. This gives us insight into the algebraic structure and explicit results for correlation functions in the infinite chain ranging over up to three sites.
Introduction
Over the past three decades considerable progress has been made in the study of correlation functions of integrable models, in particular, of the integrable spin-1/2 Heisenberg-Ising (or XXZ) chain associated with the affine quantum group U q ( sl 2 ). Due to this progress we are nowadays able to compute the static correlation functions of this model under very general equilibrium conditions at short and large distances and with arbitrary numerical accuracy [1] [2] [3] [4] [5] [6] . What may be considered even more important is that we may have uncovered part of the mathematical structure that seems to distinguish the correlation functions of integrable systems from those of non-integrable ones. As far as the mathematical structure and the short-range correlation functions are concerned it turned out to be particularly fruitful to study the reduced density matrix of a finite connected chain segment of the XXZ chain and its inhomogeneous multi-spectral-parameter version associated with the underlying six-vertex model. Starting with the pioneering work [7] of the 'Kyoto school' a number of rather diverse methods have been applied in order to derive various representations of the reduced density matrix as well as general theorems about its structure. In [7] a multiple-integral representation for the ground-state correlation functions of the XXZ chain in the massive regime was obtained by means of a 'q-vertex operator approach' based on the representation theory of U q ( sl 2 ) and inspired by Baxter's corner transfer matrix method [8] and by conformal field theory [9] . A generalization to the massless regime was obtained in [10] using a different method based on functional equations in the spectral parameters of qKZ-type [11, 12] . These results were further generalized, utilizing the Bethe Ansatz, to include a longitudinal magnetic field [13] and arbitrary finite temperatures [14] .
In papers [15] , it was observed that the multiple integrals representing the ground-state correlation functions at vanishing magnetic field factorize in products of one-dimensional integrals, this way reproducing a singular and puzzling result of Takahashi [16] from the 70s. In collaboration of one of the authors with M. Jimbo, T. Miwa, F. Smirnov and Y. Takeyama the algebraic structure behind the factorization of the multiple integrals was eventually unveiled [17, 18] . Creation and annihilation operators on a space of quasi-local operators were constructed in such a way that the creation operators generate a special 'fermionic basis' by iterated action on an appropriate Fock vacuum [18, 19] . Jimbo, Miwa and Smirnov [20] then proved an important theorem showing that, under very general conditions, the correlation functions corresponding to any quasi-local operator can be related to only two functions ρ and ω through a determinant formula. The function ρ is a spectral-parameter dependent one-point function, basically equal to the magnetization, while ω is a two-point function depending on two spectral parameters. It can be interpreted as an expectation value of a special operator of length 2 or a special nearest-neighbour two-point correlation function. In this sense ω is very similar to the energy density. Thus, the theorem of Jimbo, Miwa and Smirnov states that the two most local non-trivial, independent correlation functions determine all others through algebraic relations. Moreover all physical parameters, like system length, temperature or magnetic field enter only through these two functions which turn out to have efficient descriptions in terms of solutions of linear and non-linear integral equations [21] .
It would appear natural if a similar structure, implying that all static correlation functions are algebraically determined by a few short-range correlation functions, would exist for other, more complicated integrable systems as well. Arguably, next in complexity, after the basic models related to U q ( sl 2 ), come their higher-rank generalizations or the rational counterparts of these models. Extending and elaborating the works [22, 23] , two of the authors studied the functional equations related to their spectrum by means of representation theory and gave their full proof in a universal form in joint work with Göhmann, Klümper and Razumov [24] .
Studies of the spectral problem of these higher rank models, especially in their rational, sl(N )-symmetric version have a long history starting with the pioneering works by Yang [25] and Sutherland [26] on the multi-component Bose and Fermi gases. In paper [27] , Sutherland considered the diagonalization problem of the Hamiltonian
(1.1)
with periodic boundary conditions, where the operator P permutes local states of N Bosons and M Fermions. Nowadays we would call this Hamiltonain the sl(N |M )-invariant exchange Hamiltonian. Sutherland was the first to diagonalize it by nested Bethe Ansatz. A nested algebraic Bethe ansatz was later developed by Kulish and Reshetikhin [28, 29] . The R-matrix which is relevant in the sl(N )-case is proportional to the S-matrix of the SU (N ) Gross-Neveu model, which is an interesting quantum field theory associated with a higher rank quantum group [30] [31] [32] [33] . The correlation functions of relativistic quantum field theories can be studied starting from solutions to a set of functional equations known as the 'form factor axioms' [34, 35] . The form factors give access to correlation functions through certain spectral representations alias sums over multiple integrals which are often useful for asymptotic analysis. Form factors for lattice models like (1.1) are less constrained. They have not been obtained as solutions of functional equations, but in recent years have been constructed by algebraic Bethe ansatz methods [36, 37] . It seems however difficult to sum them up to correlation functions, especially at short-distances. The only more concrete result for correlation functions that has been obtained so far by means of the lattice form-factor approach concerns the two-point functions at large distances [38] .
In papers [39, 40] the vertex-operator approach was used to obtain the multiple integral representation for the U q (ŝl n ) model in critical and massive regimes. Unfortunately, the formulas are rather bulky and are given only up to the normalization. This certainly makes a precise numerical computation difficult.
It is moreover unclear if an algebraic structure, similar to the one identified for the XXZ model, exists for the fundamental sl 3 lattice model.
In this paper we consider the rational sl 3 -model with Hamiltonian (1.1) at zero temperature and zero external fields. Since we were unable to directly generalize the hidden fermionic structure of the sl 2 -case we shall follow the original idea that led to its discovery. We shall derive a reduced quantum Knizhnik-Zamolodchikov equation (rqKZ) introduced for the sl 2 -case in [41] . Then we solve the novel rqKZ equation for n = 1, 2, 3 lattice sites, giving us direct analytical results for the reduced density matrices of chain segments of the respective length. Note that the rqKZ equation was not known for the sl 3 -case and that, as we shall see, a generalization from sl 2 to sl 3 is not as straightforward as it might appear, since there is no crossing symmetry in the higher-rank case. Our results for the short-range correlation functions for n = 2, 3 are, to the best of our knowledge, the first explict results for correlation functions of this model. The case n = 4 is considerably more complicated. We will describe it in a separate publication. The purpose and the driving force behind our work is the hope to identify a minimal number of independent short-range correlation functions that will determine all correlation functions of the model at larger distances.
The plan of the paper is as follows. In Section 2, we describe the integrable structure of the sl 3 -model. We introduce the corresponding R-matrix and recall some of its properties, such as unitarity and crossing relations. In Section 3, we discuss static correlation functions, related density matrices, inhomogeneous generalizations and their basic properties. Section 4 is the main section of this work. Here we introduce a pair of reduced qKZ equations and the resulting closed rqKZ equation for the generalized density matrix which we solve for three lengths of the corresponding local operators, n = 1, 2, 3. To solve this equation, we introduce two transcendental functions ω (1) and ω (3) and discuss their properties. We also discuss the homogeneous limit of the formulas we have obtained for the density matrices. Section 5 is devoted to conclusions. In Appendix A, we provide a heuristic derivation of our rqKZ equation based on a technique developed by Aufgebauer and Klümper for the sl 2 -case at finite temperature [42] . In Appendix B, we show some details of the derivation of the integral representation of our function ω (3) in homogeneous case.
The rational sl 3 model
Let us start with the formulation of the model. In the more general case, including a deformation parameter q, the R-matrix is defined in the tensor product of two representation spaces of U q ( sl 3 ). The Khoroshkin-Tolstoy formula [43] for the universal R-matrix allows one to obtain the R-matrix for arbitrary representations in the so-called auxiliary and quantum spaces [44] , but we are firstly interested in the case of two fundamental representations. Taking the limit q → 1 in the expression for the U q ( sl 3 )-related R-matrix from [44] , we reproduce the R-matrix of the rational sl 3 -model under consideration. It has a particularly simple form
where 1 12 and P 12 are the 3 2 × 3 2 unit and permutation matrices, respectively, acting in the tensor product of spaces 1 and 2 in the case of three states or "colors", and the function 1 ρ can be regarded as a quasi-classical, q → 1, or the rational, limit of the transcendental pre-factor obtained from the Khoroshkin-Tolstoy formula. In our case, it satisfies two functional relations Alternatively, ρ(λ) can be obtained using the algebraic structure of the Yangian double of sl 3 (C) [12, 45] . Also we need to define matricesR andR acting in the tensor product of fundamental and antifundamental representations and in the tensor product of anti-fundamental and fundamental representations, respectively. To this end, we use the corresponding crossing relations R 12 (λ) = C2 ,2 R 12 (−λ − 1) t 2 C 2,2 ,
where t j denotes the transposition in space j and Cj ,j = C j,j stand for the "charge conjugation" matrix C Below we will use C i,j = Cj ,i for incoming lines i andj and C i,j = Cj ,i for the outgoing lines i and j. In both cases it is again given by (2.5).
When it does not cause any misunderstanding, we will just write R i,j for R i,j (λ i,j ), where λ i,j = λ i − λ j and similarly for the other R-matricesR andR. We can also explicitly write down R(λ) =ρ (λ) λ λ + 1 − C ⊗ C ,ρ(λ) = ρ(λ + 1) For later usage we will also need four relations which are consequences of the Yang-Baxter equation and the above crossing relations (2.4) and (2.7): It is not difficult to verify these relations directly.
2 Here we take into account that lim ε→+0 Γ(ε) Γ(−ε) = −1.
Static correlation functions and density matrix
If one takes all external fields to be zero, the quasi-local operators become just local operators.
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In this case the static zero temperature correlation function of some local operator X 1,...,n defined on a lattice segment of the length n is the vacuum expectation value vac|X 1,...,n |vac = D X 1,...,n , (3.1)
where |vac corresponds to the ground state of the model in the thermodynamic limit. D stands for the density matrix 4 acting on a local operator X. As was discussed in papers [18, 20] , it is a functional which maps any operator X 1,...,n to a number. The elements of the density matrix are defined as follows:
where E i i are the elements of the basis of Mat 3 (C) corresponding to the standard basis of C 3 , and so, these are the standard matrix units. We will also use the shorthand notation D 1,...,n .
A useful trick is to introduce the inhomogeneity parameters λ 1 , . . . , λ n for the above segment of length n. The new ground state will depend on these parameters |vac → |vac {λ 1 ,...,λn} .
One can define a generalized density matrix which also depends on λ 1 , . . . , λ n : vac {λ 1 ,...,λn} |X 1,...,n |vac {λ 1 ,...,λn} = D(λ 1 , . . . , λ n ) X 1,...,n ,
with the corresponding matrix elements D 1,...,n (λ 1 , . . . , λ n ) defined in the same way as in (3.2) . The generalized density matrix shows much more structure. We will see that this information can help us to find an explicit solution for the generalized density matrix. After such a solution is found, one can obtain the original density matrix by taking the homogeneous limit (iv) The R-matrix relations D 1,...,i,i+1,...,n (λ 1 , . . . , λ n ) R i,i+1 (λ i,i+1 )X 1,...,n R i+1,i (λ i+1,i ) = D 1,...,i+1,i,...,n (λ 1 , . . . , λ i+1 , λ i , . . . λ n ) X 1,...,n . (3.8)
(v) The translational invariance D(λ 1 + u, . . . , λ n + u) = D(λ 1 , . . . , λ n ) (3.9) implying that the generalized density matrix elements depend only on differences λ i − λ j . (vi) The global GL 3 -invariance G ⊗ · · · ⊗ G D(λ 1 , . . . , λ n ) G −1 ⊗ · · · ⊗ G −1 = D(λ 1 , . . . , λ n ), (3.10) where G is any element of the GL 3 (C) group in the fundamental representation. (vii) The color conservation D(λ 1 , . . . , λ n ) i 1 ,...,i n i 1 ,...,in = 0, only if n 1 ({i}) = n 1 ({i }), n 2 ({i}) = n 2 ({i }), n 3 ({i}) = n 3 ({i }), (3.11) where n j ({i}) is the number of indices of "color" j in the n-tuple {i} = {i 1 , . . . , i n }. There is a symmetry with respect to permutations of colors. The above properties (i)-(v) are rather similar to the corresponding properties in the sl 2 -case. Therefore, we will not prove them here. The properties (vi), (vii) follow directly from the characteristics of the R-matrix (2.1).
The rqKZ equations for the rational sl 3 model
Our experience with the sl 2 -case suggests that the above properties do not fix the correlation functions uniquely. The missing information is hidden in a set of additional equations of difference type which were called the reduced qKZ equation [41] . We need to deduce such equations for the sl 3 -case as well. This is done heuristically in Appendix A, where we obtain the following pair of difference equations: 5 D(λ 1 , λ 2 , . . . , λ n ) A (1) 1,1|2,...,n (λ 1 |λ 2 , . . . , λ n ) X 1,2,...,n = D
(1) (λ 1 − 2, λ 2 , . . . , λ n ) X1 ,2,...,n , (4.1)
1,1|2,...,n (λ 1 |λ 2 , . . . , λ n ) X1 ,2,...,n = D(λ 1 − 1, λ 2 , . . . , λ n ) X 1,2,...,n . (4.2)
Here the density matrix D (1) describes the situation with one anti-fundamental representation in the first quantum space and fundamental representations associated with the other spaces 2 · · · n (as depicted in Fig. 4 of Appendix A in the more general case). The operator A (1) 1,1|2,··· ,n is defined as follows: it acts on some local operator X1 ,2,··· ,n as a matrix A and the operator A (2) 1,1|2,...,n acts on some local operator X 1,...,n as a matrix with respect to the spacē 1 with incoming lineā and outgoing lineb A (2)b a 1|2,...,n (λ 1 |λ 2 , . . . , λ n ) X 1,2,...,n := C 1,bR 2,b (λ 2,1 ) · · ·R n,b (λ n,1 )X 1,2,...,nRb,n (λ 1,n ) · · ·Rb ,n (λ 1,2 )C 1,ā . (4.4) In Appendix A we also show the above equations graphically in Fig. 7 and Fig. 8 .
Combining equations (4.1) and (4.2), we come to a novel closed reduced qKZ equation (rqKZ) which will be the key relation for solving the problem of the calculation of correlation functions in case of the sl 3 -invariant model: D(λ 1 , . . . , λ n ) A 1|2,...,n (λ 1 |λ 2 , . . . , λ n ) X 1,2,...,n = D(λ 1 − 3, . . . , λ n ) X 1,2,...,n .
(4.5)
Here A(λ 1 |λ 2 , . . . , λ n ) = A (1) (λ 1 |λ 2 , . . . , λ n )A (2) (λ 1 − 2|λ 2 , . . . , λ n ) (4.6) by definition. Since this formula looks a bit formal, let us explicitly write down the action of this operator on some local operator X. It acts with respect to the first space as a matrix (A b a ) 2,...,n (λ 1 |λ 2 , . . . , λ n ) with incoming line a and outgoing line b:
..,n (λ 1 |λ 2 , . . . , λ n )(X 1,...,n ) = C1 ,b R 2,b (λ 2,1 ) · · · R n,b (λ n,1 )C 1,āR 2,ā (λ 2,1 + 2) · · ·R n,ā (λ n,1 + 2) X 1,...,n ×Rā ,n (λ 1,n − 2) · · ·Rā ,2 (λ 1,
The corresponding picture is given in Appendix A (see Fig. 9 ).
So far, we have been able to solve the whole set of relations (3.6)-(3.10) together with the rqKZ equation (4.5) up to the length n = 3. We present our results below.
4.1. The case n = 1. From the above symmetry and normalization (3.5) we immediately come to the conclusion that
The rqKZ relation (4.5) gives in this case the following simple equation: 9) which is compatible with solution (4.8). One can easily check that all other relations (3.6)-(3.10) are fulfilled automatically.
4.2.
The case n = 2. The case n = 2 is more substantial. From the color conservation property (3.11) we conclude that there are only three non-trivial non-zero elements
for i = 1, 2, 3, (4.10)
for i, j = 1, 2, 3 and i = j.
From the global GL 3 -invariance (3.10) it follows that the density matrix is of the form
Certainly, the subscripts 1 and 2 of the functions D 1 , D 2 in this formula should not be mixed up with the numbers of spaces 1 and 2. Thus, we can immediately obtain the functions D 0 and D 1 from the reduction relations (3.6). We have 12) and so,
From the R-matrix invariance (3.8) and translational invariance (3.9) it follows that the function D 2 is symmetric 14) and depends on the difference of the spectral parameters. Let us choose it in the following form:
where ω (1) (λ) is an even function of λ. With this choice formula (4.11) becomes 16) where the notation
is introduced. Now we have to solve the rqKZ relation. To this end, we can substitute formula (4.16) into the rqKZ relation (4.5) and note that 19) where P (1) , Q (1) are rational functions
We see that the operator P (0) turns out to be a constant eigenvector of the operator A with the eigenvalue P (1) (λ). Two relations (4.18), (4.19) are in fact nothing but the reduction of the rqKZ equation to the triangular form. Therefore, if we act on A by the right-hand side of (4.16), use formula (4.18), (4.19) and equate the coefficients standing before the identity operator and the operator P (0) , we come to the following functional relation for the function ω (1) :
This equation is nothing but the result of diagonalization of the rqKZ equation, which is related to a certain non-local matrix Riemann-Hilbert problem. It is not clear yet how to find its solution in general case.
It is interesting to note that the coefficients P (1) and Q (1) should satisfy certain compatibility condition
which might be seen as a zero curvature condition in some geometric picture. We will consider this question in more detail elsewhere. The solution to the above functional relation (4.21) looks as 23) where the functionω
satisfies the functional equationω
For later use we will need two further representations of the functionω (1) (λ): 28) where ψ(λ) is the logarithmic derivative of the Γ-function. Bellow we will also use ψ n (λ) = ∂ n λ ψ(λ). Thus, we obtain the entries of the generalized density matrix
where it is implied that i = j in last two equations.
Since for large values of |λ| we havē
the asymptotic behavior of the function ω (1) (λ) is as follows:
Using this formula, we can easily check the asymptotic relation (3.7). It means that our result (4.29) fulfills the rqKZ relation (4.5) and all the above properties (i)-(vii). Now it is easy to obtain the elements of the original density matrix taking the homogeneous limit (3.4), since the value of the function ω (1) (λ) at λ = 0 is well defined
where γ is Euler's constant. Finally, the result for the density matrix in the n = 2 case looks as follows:
where we imply that i, j = 1, 2, 3 and i = j.
Let us compare this with our numerical result obtained by direct diagonalization of the transfer matrix up to the lengths L = 9, 12 (see Table 1 ) 4.3. The case n = 3. In a sense, the above result for the density matrix for n = 2 is rather similar to the sl 2 -case, where the function ω there was related to the logarithmic derivative of the pre-factor of the R-matrix [41] . We will see that the situation with the n = 3 case is essentially different since it will be necessary to involve one more function of three spectral parameters. Technically, the case n = 3 is more intricate, and some formulas become rather tedious. Therefore, let us only roughly describe our basic steps that we made in order to come to the final result.
(I) The first step is to use the global GL 3 -invariance (3.10) in order to write the elements of the generalized density matrix in the following form: 33) where the sum goes over all six elements σ of the permutation group S 3 with six unknown functions g (σ) (λ 1 , λ 2 , λ 3 ).
(II) The second step is to fulfill the R-matrix relations (3.8) together with the reduction relations (3.6) . At this stage we need to solve some functional relations in order to express the above six unknown functions g (σ) (λ 1 , λ 2 , λ 3 ) in terms of five fully symmetric functionsg
(III) The third step is to solve the rqKZ equation (4.5) with respect to these five functions. At this stage we observe that the final answer is a sum of three terms: the first one is proportional to the identity operator which reduces by relations (3.6) to the identity operator in the n = 2 case in (4.29), the second term reduces to terms containing the function ω (1) , and the third term has zero reduction both from the left and from the right. This third term is proportional to a new fully symmetric function ω (3) (λ 1 , λ 2 , λ 3 ). With the help of the rqKZ equation (4.5) we find that the function ω (3) should fulfill certain functional relation which we discuss below.
Let us show the result:
where f (ij) are matrices with rational elements
Here we did not write the identity operators in order not to overload the formulas. The coefficient f (123) in the last term in (4.34) can be written in two ways 38) where the zero left reduction is evident from the first formula and the zero right reduction is evident from the second one. Also one can check that (4.38) satisfies the R-matrix relations
Note that, as in the case n = 2, the coefficient f (123) is the eigenvector of the A-operator which does not depend on the spectral parameters: 40) where the rational function P (3) (λ 1 |λ 2 , λ 3 ) is defined below. As we announced above, the function ω (3) (λ 1 , λ 2 , λ 3 ) is symmetric with respect to its arguments and satisfies the functional relation
with the rational functions
, (4.42)
, (4.43)
, (4.44)
.
As in the n = 2 case, the functions P (3) , P (3, 1) , P (3, 2) and Q (3) must satisfy a set of compatibility conditions coming from the equation
) and consequent application of the functional relation (4.41). Let us show only one of them:
In fact, we have thus reduced the non-local matrix RH-problem (3.5)-(3.11), (4.5) for n = 2, 3 to a non-local one-dimensional RH-problem.
Going backwards, it is not difficult to check that expression (4.34) satisfies the rqKZ equation (4.5). It also satisfies the R-matrix relation (3.8) and the left and right reduction relations (3.6).
Of course, the solution of the difference relation (4.41) is not unique. From the asymptotic condition (3.7) we can conclude that the function ω (3) must decrease as some power of spectral parameters when they become large. It fixes the unique solution. Our analysis of the asymptotic behavior at large spectral parameters shows that
Now, the asymptotic condition (3.7) for n = 3 can be checked using (4.30) and (4.47) . This proves that expression (4.34) really satisfies the whole set of properties (i)-(vii) from Section 3 and the reduced qKZ relation (4.5).
Homogeneous limit.
In order to obtain the elements of the original density matrix (3.2), we need to take the homogeneous limit λ i → 0, i = 1, 2, 3 of the expression (4.34) . To this end we should calculate
We do it in three steps. First, we introduce the function 49) which satisfies the functional relation (4.50) where the functionω (1) was defined in (4.24)-(4.28), and the functionsP andQ explicitly arē
, (4.51)
From definition (4.49) and the asymptotic behavior (4.47) we deduce that
Our second step is to take the limit with respect to λ 2 , λ 3 :
From the functional relation (4.50) and definitions (4.51)-(4.53) we deduce that the functionω (3) must satisfy the following relation:
where
and from (4.54) it follows thatω
Using the functional relation (4.25), one can make sure that
Hence, if we transform λ → 3 − λ in (4.56) and add both equations, we come to the relation
which means thatω (3) (λ) −ω (3) (−λ) must be a periodic function of λ with the period 3. But from the asymptotic behavior (4.62) we see that this function is 0. We thus come to the conclusion that the functionω (3) (λ) must be evenω
There is a simple case, namely, the point λ = 3/2, where the left hand side of (4.56) is 0 if (4.65) is true. Then the right-hand side must be 0 as well. We can explicitly check that, indeed, r(3/2) = 0. Of course, it also follows from (4.63). Now, if we take the limit λ → 0 in both sides of equation (4.56), we can conclude that the limit of ω (3) (λ) when λ → 0 and λ → ±3 should exist and
From (4.49) we haveω
(4.67)
Consequently, for λ close to zero, we expect the following behavior:
It means that the right-hand side of (4.66) is nothing butω (3) (3). However, our task is more complicated. Actually, we have to calculate the coefficient that stands at λ 2 on the right-hand side of (4.68).
To this end, we proceed to our third step. Here we obtain an integral representation forω (3) (λ). We will explain some details in Appendix B. Let us show the final answer:
Here we have used the notation
One can verify thatω (3) (0) = 0, and so, we come to the behavior (4.68) at small λ, as expected. So, we obtain for the limit (4.48) the expression Now it is possible to obtain concrete numbers for the elements of the density matrix D 1,2,3 defined in (3.2). We can use formula (4.33) which allows one to express all matrix elements through six elements
One can check that, applying the left and right reductions (3.6) to (4.76), one reproduces the n = 2 result (4.32).
As in the case n = 2, we can test the results by a direct numerical diagonalization of the transfer matrix up to the length L = 12 (see Table 1 for n = 2 and Table 2 for n = 3 cases, respectively): We see that, unfortunately, the above numerical results cannot provide us with sufficient accuracy to really confirm (4.74), since we are limited by the small size of the system. We actually need some other numerical methods, like DMRG, in order to access L > 12. We would like to return to this problem in the future.
Conclusions
In this paper, the density matrix of the rational sl 3 -invariant model is explicitly calculated for the operator lengths n = 1, 2, 3 in both the homogeneous and the inhomogeneous cases (see formulas (4.29), (4.34), (4.32), (4.76)). To obtain this result, we had to satisfy the reduced qKZ equations (4.1), (4.2) and all relations (i)-(vii) from Section 3. To this end, we had to introduce two transcendental functions ω (1) and ω (3) . We have studied some of their properties. We have established that the first function ω (1) is related to the pre-factor ρ of the R-matrix given by (2.3), or to the logarithmic derivative of the Γ-function ψ. In this sense it looks rather similar to the function ω defined in [41] in the sl 2 -case. Hence, it was not a big surprise that we faced a particular value of Riemann's zeta-function which appeared when we took the homogeneous limit. But the other function ω (3) is certainly more non-trivial. In the homogeneous limit it is related to an integral of Fourier type, where the integrand itself is expressed in terms of the ψ-function and its derivatives. In this sense we confirm the result by Martin and Smirnov [46] that one cannot expect the factorization to single integrals of the elementary functions. Actually, the paper [46] is devoted to the consideration of the classical integrable model with a non-hyperelliptic spectral curve associated with the sl 3 -symmetry. Of course, it is not directly related to the result of our paper. As we believe, we should consider more general correlation functions corresponding to any representation with arbitrary weights associated with the Figure 1 . R-matrix properties quantum space. One might expect that in some special limit, when such weights tend to infinity, we could access the classical limit. Still, we may expect that we can extract certain information about an overall structure, such as the number of non-trivial transcendental functions which was found to be six in [46] . And so, we think that we will also face more non-trivial transcendental functions when we will consider operators of length larger than 3.
We believe that we have to generalize the factorization structure that we faced in the sl 2 -case in such a sense that in order to describe general correlation functions of the sl 3 -invariant model we have to introduce more transcendental functions which cannot be related to one-dimensional integrals of elementary functions with the coefficients of algebraic nature. Still, we think the result of this paper is rather encouraging that this program can be realized. This is our future project.
Appendix A. Reduced qKZ equations: heuristic derivation
Here we describe the method of obtaining the reduced qKZ equations using pictures. Essentially, we follow the method used by Aufgebauer and Klümper for the derivation of the discrete rqKZ relation in the sl 2 -case [42] .
We denote by black lines the fundamental and by blue lines the anti-fundamental representations. A cross denotes the "charge conjugation" operator (see (2.5) ). Introduce the graphical notation for the main R-matrix properties: initial condition and crossing relations (see (2.7)-(2.9)) (all the crossing relations remain true if the horizontal line is blue (anti-fundamental)) and the conjugation identities (2.4) are depicted in Fig. 1 and Fig. 2 . Let us start with a more general case of the construction which is used for the introduction of temperature (see for example the book [47] ). We consider a lattice which contains an additional direction, sometimes called the Matsubara direction as was discussed in paper [20] . Periodic boundary conditions in both, vertical and horizontal, directions Obviously, we can depict the n-site density matrix D periodic boundary conditions in both, vertical and horizontal, directions, the lines form closed loops, except the lines with the cut. The density matrix acts onto n-sites quantum operators that graphically can be inserted into the cut with edges i 1 , . . . , i n , i 1 , . . . , i n . All transfer matrices commute, so we can change the line order every moment. The horizontal (the auxiliary spaces) lines correspond to usual transfer matrices T (λ), and the vertical (the quantum spaces) ones correspond to the quantum transfer matrices. Let us set β = 1/(2T N ), where T is the temperature. We intend to work with . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Figure 4 . Two density matrices the zero temperature case, so we must be careful with the limit N → ∞. The normalization to the highest eigenvalue is implied for all the transfer matrices T (λ). We will come to this point later.
The N lines going from the left to the right can be rewritten using the crossing relations (2.4) and associated anti-fundamental representations in such a way that all 2N horizontal lines go from the right to the left, where N lines correspond to the fundamental representation, and the other N lines correspond to the anti-fundamental representation, as shown in Fig. 3 .
In the spirit of the paper [20] , we can consider a more general case with two sets of arbitrary spectral parameters {β j }, {β j }, j = 1, · · · N , associated with N "fundamental lines" and N "anti-fundamental lines", respectively.
Then we can deduce two kinds of relations: one set for the case when λ 1 = β j , j = 1, · · · N and another set for λ 1 =β j , j = 1, · · · N . Since the transfer matrices corresponding to horizontal lines commute, we can take any fixed number j for our derivation without any loss of generality. After further manipulations shown in Fig. 5-Fig. 6 , we will come to a couple of two relations which connect two objects earlier shown in Fig. 4 :
The first object D (0) corresponds to the situation, where the fundamental representation is assigned to all vertical lines. The second object D (1) corresponds to the situation with one "anti-fundamental" vertical line taken for the space 1, while all other vertical lines are "fundamental". Now we are going to prove that these density matrices satisfy the equations shown in Fig. 7 and Fig. 8 Here we use initial condition R(0) = P . In order not to overload pictures, let us omit all the quantum spaces here except those containing the cut, but keep in mind their existence. In the last expression we can make a few transformations. Firstly, we move the left "curve" through all the vertical lines (see red arrow on the picture). We can do it just using the unitarity relation for the R-matrices. Next, using the crossing relations (2.8, (2.9), we move the remaining "curve" through all the horizontal lines in vertical direction (see the red arrow), then such a loop comes back in the bottom due to the cyclicity, and also one additional vertical line appears. Now let us use again the initial condition Fig. 1 . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . last step we use the initial condition two times more for the last three lines, and the density matrix restores automatically at the right-hand side of the relation. Formally, there is a problem concerning two additional quantum spaces that appear in the final expression. But actually, this is not a problem because at the end we send the number of the quantum spaces to infinity (thermodynamic limit), and so, the few additional lines do not change anything if they are properly normalized. In our case we have to normalize two additional vertical lines. It causes the appearance of the factor Λ(β 1 )Λ(β 1 − 2). Here Λ(λ) andΛ(λ) are maximal eigenvalues of the quantum transfer matrices corresponding to fundamental and anti-fundamental representations, respectively. Fortunately, the above factor is just equal to 1. Therefore, we get the correct normalization automatically.
Finally, we obtain the relation depicted in Fig. 7 .
As we already pointed out, the set of quantum spaces without cut are implied, but they are not shown in the picture. Now we denote an infinite set of auxiliary spaces just by the grounding. 
Figure 8. Second difference equation
We wish to stress that on the right-hand side of the relation we get the matrix D
(1) (λ 1 , . . . , λ n |β 1 , . . . , β N ;β 1 , . . . ,β N ) with the proper shift of spectral parameter and with one antifundamental line corresponding to the first quantum space. Meanwhile on the left hand side we have the matrix D (0) (λ 1 , . . . , λ n |β 1 , . . . , β N ;β 1 , . . . ,β N ) we started with. In a similar way we can obtain the second equation using the operator (4.4) and D
(1) (see Fig. 8 ).
Then we have the density matrix D (1) (λ 1 , . . . , λ n |β 1 , . . . , β N ;β 1 , . . . ,β N ) on the left-hand side and D (0) (λ 1 , . . . , λ n |β 1 , . . . , β N ;β 1 , . . . ,β N ) on the right-hand side of our relation. Finally, we come to the following two equations:
Let us comment on the above relations (A.1), (A.2) (see also Fig. 7 and Fig. 8 ). Actually, we would not call them rqKZ equations since they are not really difference relations. The expressions standing on the left-and on the right-hand side are essentially different because the first argument of D (0) and D (1) , β j orβ j respectively, is shifted on the right-hand side of (A.1), (A.2), but there is also dependence on the non-shifted parameters within both sets {β j }, {β j }, while on the left-hand side of (A.1), (A.2) the first argument is not shifted. It means that relations (A.1), (A.2) are not closed.
Let us see that in the zero temperature limit we will come to real difference relations. So, we set again
for k = 1, · · · , N and then take the so-called Trotter limit N → ∞ [49] . Finally, we have to take the limit T → 0.
Let us make one important remark here. We could start with the situation where the whole number of quantum spaces in horizontal direction is finite, say, L. We are interested in taking the limit when both L and N tend to infinity. In paper [20] the limit L → ∞ was taken first. Let us assume that both limits commute. So, if we first take the limit L → ∞ keeping the Trotter number N finite, we can insert the projector to the ground state somewhere at the right or at the left infinity in the vertical direction. We see that in this case all vertical lines except n lines, where the cut is taken disappear if they are properly normalized by the maximal eigenvalue of the corresponding quantum transfer matrices as we discussed above. On the other hand, if we take the limit N → ∞, T → 0 first keeping 2T N = 1/λ 1 and L finite (with some arbitrary parameter λ 1 ), we can insert the projector to the vacuum somewhere at infinity in the horizontal direction. Then the horizontal lines will disappear. Again we have to normalize them by putting the maximal eigenvalue into the denominator. Because of the duality of both pictures we can realize that both ways of normalization are compatible with each other. We have checked numerically that the above scheme actually works well (see Tables 1 and 2) .
So, we come to the vacuum expectation value (3.1):
with the original generalized density matrix D defined by (3.3) and D (1) can be defined in a similar way by taking the anti-fundamental representation for the first line. Now, as was explained in Section 4, we can combine equations (A.1), (A.2) and get finally the closed equation with the same matrix D at both sides (see 4.5). The corresponding diagram is shown in Fig. 9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . In this Appendix we explain some details of our derivation of formula (4.69) from Section 4.4. Let us start with the functional relation (4.56). Then we can substitute formula (4.28) for the function ω (1) into the right-hand side of (4.56) using formula (4.57) for the function r(λ). Applying partial fraction decomposition, we can write it in the following form: One can check that with this definition one has the coinciding residues of the left-and righthand sides of the functional relation (4.56) at all values λ = 3j, ±1 + 3j, where j = 0, ±1, ±2, · · · . Explicitly one has from (B.5)ω (3) (λ) =ω (3) (−λ).
Also one can see that it falls down at least as 1/λ 2 when λ → ∞. So, using the Liouville theorem we come to the conclusion that the solution (B.5) forω (3) (λ) is unique. In order to come to the form (4.69), we can separate the sum on the right-hand side of (B.5) in two partsω (3) (λ) = I 0 (λ) + I 1 (λ), (B.9) where the summation in the first term I 0 goes from 2 to ∞ and the summation in the second term I 1 goes from 0 to 1. So, we should take the corresponding parts of the function r(λ) which stands at the right-hand side of (4.56). To this end we define three sums together with some boundary terms I 1 to the form (4.69). Actually, the function s(λ) defined in (4.70) exactly corresponds to the part of the function S(λ) (B.13) which depends on the functions ψ and ψ 1 . As discussed in Section 4.4, the integral representation (B.10) that we derived here is useful for the study of the asymptotic behavior when the spectral parameter λ is close to 0. Unfortunately, it does not seem very useful for the investigation of asymptotic behavior at large |λ| → ∞. Although our numerical study supports the expected behavior (4.62), for the moment we cannot approve it analytically. We seem to need some other integral representation. So, we leave this question for future consideration.
