I
We report new measurements of elastic electron scattering from protons which significantly increase the precision of the data at large values of four-momentum transfer squared (Q2). The data are in agreement with previous measurements1
at low Q2 and extend to Q2 = 31.3 (GeV/c)2.
With some modest assumptions, these cross section measurements can be used to extract the proton magnetic form factor G% with sufficient precision to allow a significant comparison with recent predictions of perturbative quantum chromodynamics (QCD).
The data reported here are from two experimental runs taken at the Stanford Linear Accelerator Center. The accelerator provided electrons with energies from E = 5 to 21.5 GeV in 1.6 psec long pulses at up to 180 Hz, with typically 4 x 1011 electrons per pulse. The energy spread of the incident beam was limited by slits to typically f0.2%. The beam current was measured to within fO.S% using two toroidal charge monitors.
Scattered electrons were detected in the SLAC 8 GeV/c spectrometer,2 which was reassembled and outfitted with new detectors for this experiment. The spectrometer was positioned at angles of either 8 = 21°, 25", or 33' to the beamline for most of the experiment. The detectors consisted of a sub-atmospheric nitro--gen gas threshold Cerenkov counter, ten planes of proportional wire chambers, and a segmented lead glass shower counter. The (4erenkov counter and shower counter were used for electron identification and triggering. Together they provided a factor of lo4 pion rejection while still retaining greater than 98% efficiency for detecting electrons. This reduced pion contamination of the elastic electron signal to a negligible level. The wire chambers were used to measure particle trajectories with a tracking efficiency of 98% to 99%.
Reconstruction of the particle trajectories allowed us to study the optics of the spectrometer in detail. To check the effective dispersions for the horizontal and vertical scattering angles 8 and 4, data were taken in the inelastic region using a tungsten grid to mask the entrance aperture of the spectrometer. The apparent spacings of holes in the grid were then compared with their physically surveyed values. The results agreed within errors and implied an overall uncertainty in acceptance of less than &2%.
Two liquid hydrogen targets of different lengths were used. The 25 cm target was used to determine the normalization of the acceptance for the 65 cm target, and for tests at low Q 2. The long target provided a higher counting rate than the short target and was used to take the majority of the elastic data. Two tungsten shields prevented particles which scattered from the endcaps of the long target from entering the spectrometer.
During the first part of the experiment, local beam-induced density changes were observed in the long target that gave corrections to the cross sections of (5 f 2)%. Approximately 40% of the data at Q2 = 31.3 (GeV/c)2 were taken under these conditions. During the second part of the experiment, improvements in the hydrogen flow reduced local density changes to an unmeasurable level.
-The resulting systematic uncertainty in target density is fl.O% for the combined Q2 = 31.3 (GeV/c)2 d a t a sets, and fO.S% for all other data.
At each of the spectrometer angle settings, the acceptance for each target was studied using deep inelastic electron scattering in kinematic regions where the cross section is well known. Within its apertures, the acceptance of the spectrometer depends on the momentum E' and horizontal and vertical scattering angles 8 and 4 of the particles. A central "fiducial" region in (E', 0, rj) space was defined such that for the short target, all particles with coordinates within that region passed inside all of the apertures of the spectrometer.
The E' and 8 variation of the acceptance outside the fiducial region was determined for each target by comparing the counting rate at each (E',0) bin to the fiducial value, correcting for the variation of the inelastic cross section and other known effects.
The normalization between long and short targets was determined by comparing corrected short and long target counting rates in the fiducial region. To check the acceptance normalization, elastic data were taken at Q2 = 5 (GeV/c)2 with both targets under identical kinematic conditions. An average difference in elastic cross sections of (0.5 f l.O)!Y o was observed. We assign a systematic error of &l% to the cross sections to cover uncertainties in relative acceptance normalization.
The elastic cross section for each measurement was obtained by summing all counts with missing mass squared W2 -i$ + 2Mp(E -E') -Q2 between 0.7 and 1.1 (GeV/c)2, and applying the corrections indicated above. Data taken with empty target cells were used to subtract the counting rate due to the short target endcaps and to verify that backgrounds from the long target walls and endcaps were negligible. Missing mass histograms for the data points at the highest and lowest values of Q2 are shown in Figure 1 . Counting rates in the kinematically forbidden region of W2 below the cut value of 0.7 (GeV/c)2 were negligible. A correction was also applied to account for the variation of the cross section with 8 across the acceptance of the spectrometer.
Elastic radiative corrections were applied to the data using the formula of MO and Tsai.3 The radiative correction was typically 45%. To check the dependence of these corrections on external radiators, elastic data were taken with the short target at Q2 = 5 (GeV/c)2 both with and without an additional 2.3% radiator upstream of the target. The final corrected cross sections agreed to within is typically a few percent above Q2 = 5 (GeV/cj2, and so moderate deviations from form factor scaling would have little effect on the extracted value of GG for most of our data. Table I gives our cross section results and values of the proton magnetic form factor G& assuming form factor scaling.
The data in Table I can be used to extract either G& or J'f. Naive dimensional counting' predicts a l/Q4 falloff of Fip, which is the principal contribution to GG. The results for GG are plotted in 
