For a graph property X , let X n be the number of graphs with vertex set {1, . . . , n} having property X , also known as the speed of X . A property X is called factorial if X is hereditary (i.e. closed under taking induced subgraphs) and n c 1 n ≤ X n ≤ n c 2 n for some constants c 1 and c 2 . Hereditary properties with speed slower than factorial are surprisingly well structured. The situation with factorial properties is more complicated and less explored. Only the properties with speeds up to the Bell number are well studied and well behaved. To better understand the behavior of factorial properties with faster speeds we introduce a structural tool called locally bounded coverings and show that a variety of graph properties can be described by means of this tool.
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Introduction
A graph property is an infinite class of graphs closed under isomorphism. Given a property X , we write X n for the number of graphs in X with vertex set {1, 2, . . . , n}. Following [7] , we call X n the speed of the property X .
A property is hereditary if it is closed under taking induced subgraphs. It is well-known (and can be easily seen) that a graph property X is hereditary if and only if X can be described in terms of forbidden induced subgraphs. More formally, for a set of graphs M let us denote by Free(M) the class of graphs containing no induced subgraphs isomorphic to graphs in the set M. Then X is a hereditary class if and only if X = Free(M) for some set M. We call M the set of forbidden induced subgraphs for the class X and say that graphs in X are M-free. The speed of hereditary properties and their asymptotic structure have been extensively studied, originally in the special case of a single forbidden subgraph, and more recently in general. For example, Erdős et al. [14] and Kolaitis et al. [18] studied K r -free graphs, Erdős et al. [13] studied properties where a single graph is forbidden as a subgraph (not necessarily induced), and Prömel and Steger obtained a number of results [21, 23, 22] for properties defined by a single forbidden induced subgraph. This line of research culminated in a breakthrough result stating that for every hereditary class X different from the class of all finite graphs,
where k(X ) is a natural number, called the index of X . To define this notion let us denote by E i,j the class of graphs whose vertices can be partitioned into at most i independent sets and j cliques. In particular, E 2,0 is the class of bipartite graphs and E 1,1 is the class of split graphs. Then k(X ) is the largest k such that X contains E i,j with i+j = k. This result was obtained independently by Alekseev [2] and Bollobás and Thomason [11, 12] and is known nowadays as the Alekseev-Bollobás-Thomason Theorem (see e.g. [6] ). Since
is the minimum number of bits needed to represent an arbitrary n-vertex labeled graph and log 2 X n is the minimum number of bits needed to represent an n-vertex labeled graph in the class X , the ratio log 2 X n /  n 2  can be viewed as the coefficient of compressibility for representing graphs in X and its asymptotic value was called by Alekseev [1] the entropy of X .
In [1] , Alekseev proposed an efficient algorithm which gives an asymptotically optimal coding for graphs in every hereditary class X of index k > 1. For classes of index k = 1, which were called unitary, this algorithm is not optimal, since the equality (1) does not provide the asymptotic behavior of log 2 X n . The family of unitary classes (i.e. classes of index 1) contains many classes of theoretical or practical importance, such as line graphs, interval graphs, permutation graphs, threshold graphs, forests, chordal bipartite, planar graphs and, even more generally, all proper minor-closed graph classes [20] , all classes of graphs of bounded vertex degree, of bounded clique-width [5] , etc.
In order to differentiate the family of unitary classes in accordance with their speeds, Alekseev [3] 
n for all n ≥ n 0 . It is not difficult to see that the isometricity is an equivalence relation, and the equivalence classes of this relation will be called layers.
All classes of index greater than 1 form a single layer and all classes containing finitely many graphs form a single layer. Between these two extremes lies the family of unitary classes and it consists of infinitely many layers. To see this, consider the class Z p of bipartite graphs containing no K p,p as an induced subgraph. From the well-known results on the maximum number of edges in graphs in Z p (see e.g. [10, 15] ), we have
which implies, in particular, that Z p and Z 2p are non-isometric. The first four lower layers in the family of unitary classes have been distinguished by Scheinerman and Zito in [24] . These are:
• the constant layer contains classes X with log 2 X n = O(1), • the polynomial layer contains classes X with log 2 X n = Θ(log 2 n), • the exponential layer contains classes X with log 2 X n = Θ(n), • the factorial layer contains classes X with log 2 X n = Θ(n log 2 n).
Independently, similar results have been obtained by Alekseev in [3] . Moreover, Alekseev provided the first four layers with the description of all minimal classes, i.e. he identified in each layer a family of classes every hereditary subclass of which belongs to a lower layer (see also [7] ). In particular, the factorial layer has nine minimal classes; three of these are subclasses of bipartite graphs, three others are subclasses of co-bipartite graphs and the remaining three are subclasses of split graphs. The three minimal factorial classes of bipartite graphs are:
, the class of graphs of vertex degree at most 1, • P 2 , the class of ''bipartite complements'' of graphs in P 1 , i.e. the class of bipartite graphs in which every vertex has at most one non-neighbor in the opposite part,
, the class of 2K 2 -free bipartite graphs, also known as chain graphs because of the property that the neighborhoods of vertices in each part form a chain.
The complements of P 1 , P 2 , P 3 are the minimal factorial classes of co-bipartite graphs. The remaining three minimal factorial classes also are closely related to P 1 , P 2 , P 3 . To reveal this relationship, let us observe that by creating a clique in one of the parts of a bipartite graph we obtain a split graph. By applying this operation to graphs in P 1 , P 2 , P 3 , we transform these classes into subclasses of split graphs, which are precisely the three remaining minimal factorial classes. For instance, the class P 3 transforms in this way into the subclass of split graphs known as threshold graphs, or equivalently,
Along with the description of minimal classes, Alekseev proposed in [3] a structural characterization of the classes in the first three layers. In particular, the structure of exponential classes of graphs can be characterized as follows: for each exponential class X , there is a constant k such that every graph G ∈ X can be partitioned into at most k subsets each of which is either an independent set or a clique and where between any two subsets there are either all possible edges or none of them.
The factorial layer is substantially richer and the structure of properties in this layer is more diverse. For properties with speeds up to the Bell number the structure resembles that of exponential properties and can be roughly described as follows (see [7] for the exact description of the structure): for each factorial class X of speed under the Bell number, there is a constant k such that every graph G ∈ X can be partitioned into at most k subsets each of which is either an independent set or a clique and where the edges between any two subsets form a bipartite graph either from the class P 1 or from the class P 2 . Beyond the Bell number the situation becomes more complicated. Some results about the speed of hereditary properties in this range can be found in [8, 9] .
The importance of the factorial layer is due to the fact that it contains many classes which are of great interest from the theoretical or practical point of view. In particular, it contains nearly all unitary classes mentioned before with the only exception of the class of chordal bipartite graphs, i.e. the class Free(C 3 , C 5 , C 6 , C 7 , . . .). According to [26] it contains 2 Θ(n log 2 2 n) labeled graphs with n vertices and hence is superfactorial.
In spite of the crucial importance of the factorial layer, except the definition very little can be said about this layer in general. The question of interest to us is to determine whether there is any global structure behind the notion of the factorial layer. With this question in mind we introduce a structural tool called locally bounded coverings. In spite of its simplicity, this notion turned out to be very powerful for characterizing factorial graph properties. It provides a framework for the description of many classes which are known to be factorial and gives a tool for revealing many new classes in this family. In Section 3, we introduce this notion and illustrate it with a number of known examples. Then in Section 4 we apply locally bounded coverings to reveal many new factorial properties. All preliminary information related to the topic of the paper can be found in the next section.
Preliminaries
All graphs in this paper are finite, undirected, and without loops and multiple edges. The vertex set and the edge set of a graph G are denoted by V (G) and E(G), respectively. The subgraph of G induced by a subset of vertices U ⊆ V (G) is denoted as G [U] . The degree of a vertex v ∈ V (G) is the number of its neighbors, i.e. the number of vertices adjacent to v. By G we denote the complement of a graph G, and by G + H the disjoint union of graphs G and H. In particular, nG is the disjoint union of n copies of G. Subdivision of an edge is the operation of creating a new vertex on the edge.
As usual, P n , C n and K n denote a chordless path, a chordless cycle and a complete graph on n vertices, respectively. Also, O n is the complement of K n (in other words, O n = nK 1 ), K n − e is the graph obtained from K n be deleting an edge (alternatively, K n − e = K 2 + O n−2 ) and K n,m is a complete bipartite graph with parts of size n and m. The graph K 1,m is usually referred to as a star. By S p,q we denote a ''double'' star, i.e. the graph obtained from two stars K 1,p and K 1,q by connecting their central vertices by an edge, and by Φ p,q the graph obtained from S p,q by subdividing its central edge once. Also, T 1,2,3 is the graph obtained from K 1,3 by subdividing one of its edges once and another edge twice.
In a graph, a clique is a subset of pairwise adjacent vertices and an independent set is a subset of vertices no two of which are adjacent. The size of a maximum clique in G is the clique number of G and the size of a maximum independent set is the independence number of G. A coloring of a graph G is a partitioning of its vertex set into independent sets, in which case each of the independent sets is called a color class. The minimum number of color classes in a coloring of G is the chromatic number of G.
The three minimal non-unitary classes S 2,0 , S 0,2 and S 1,1 play a particular role in the study of factorial properties. Due to their importance, we introduce special notation for these classes and describe their induce subgraph characterization:
• B = Free(C 3 , C 5 , C 7 , . . .), the class of bipartite graphs, i.e. graphs partitionable into at most two independent sets,
• B, the class of complements of bipartite graphs, or co-bipartite graphs for short,
, the class of split graphs, i.e. graphs partitionable into a clique and an independent set.
The classes B, B and S themselves are superfactorial, as their speed is 2 n 2 4 +o(n 2 ) (according to (1) . This is all we need to know about superfactorial classes whenever we deal with graph classes defined by a single forbidden induced subgraph G. Indeed, it is not difficult to see that the intersection B∩B∩S is precisely the class Free(K 3 , O 3 , 2K 2 , C 4 , C 5 ) and it consists of the path P 4 and its induced subgraphs. It is well-known that the class Free(P 4 ) is factorial (see for example [1] where it was shown that the number of n-vertex labeled graphs in Free(P 4 ) is at most n!2 n−1 ). On the other hand, if G does not
is superfactorial, as it contains one of B, B or S. The above discussion leads to the following conclusion (see also [22] for a similar result): Theorem 1. Free(P 4 ) is the unique maximal factorial class defined by a single forbidden induced subgraph.
In the case of graph classes defined by more than one forbidden induced subgraph, we need to employ stronger results about superfactorial classes. We mentioned already that the class of chordal bipartite graphs, i.e. the class Free(C 3 , C 5 , C 6 , C 7 , . . .), is superfactorial and the class Free(K p,p ) ∩ B is superfactorial for each value of p ≥ 2. In the case of p = 2, i.e. in case of C 4 -free bipartite graphs, the latter result can be strengthened as follows. Clearly, the class Free(C 4 , C 6 , . . . , C 2s ) ∩ B is closed under taking subgraphs (not necessarily induced) for any natural s ≥ 2. Combining this fact with bounds on the number of edges in graphs in this class obtained in [19] we conclude that the class Free(C 4 , C 6 , . . . , C 2s ) ∩ B is superfactorial for every natural s ≥ 2. This fact was used, in particular, in [4] where Peter Allen studied the speed of subclasses of bipartite graphs defined by a single forbidden bipartite induced subgraph. He classified nearly all these classes with respect to being or not being factorial. The only class for which this answer is still open is the class of P 7 -free bipartite graphs. The results obtained in [4] can be summarized as follows.
Theorem 2. If a graph G is not isomorphic to any induced subgraph of T
Obviously, if we replace B by any class X containing B, then the first part of Theorem 2 remains valid. Moreover, as we shall see in Section 4, if X = Free(K p ) (p ≥ 3), then the second part of the theorem remains valid too. To this end, we employ two notions: locally bounded coverings, which is introduced in Section 3, and χ-bounded graph classes, which is defined as follows.
A class X of graphs is called χ-bounded if the chromatic number of any graph in X is bounded by a function of its clique number. For instance, it is known that the chromatic number of any 2K 2 -free graph G is bounded by
, where ω(G) is the clique number of G [27] . More generally, for any p, the class of pK 2 -free graphs is χ-bounded. The same is true for a much wider family of graph classes (see e.g. [25] ). In Section 4, we will frequently refer to the following result of this type proved in [17] . Combining this result with the idea of locally bounded coverings, we prove in Section 4 an extension of Theorem 2 obtained by replacing the class B by any class X of the form Free(K p ) (p ≥ 3). Then we further extend X to classes of the form Free(K p − e) (p ≥ 4) and show that the idea of locally bounded coverings still works and allows us to reveal a variety of factorial graph properties.
Locally bounded coverings of graphs
Let G be a graph. A set of graphs H 1 , . . . , H k will be called a covering of G if the union of Proof. Let H 1 , . . . , H k ∈ Y be a covering of a graph G ∈ X such that every vertex of G is covered by at most m graphs, where m is a constant independent of G.
Since log 2 Y n = O(n log 2 n), every graph H i ∈ Y can be described by a binary word φ i of length O(n i log 2 n i ). From (2) we derive that
Let us associate with each vertex j ∈ V (G) a binary word ψ j containing for each graph H i that covers j the index i and the label of vertex j in H i (i.e. the number from {1, . . . , n i } which is assigned to vertex j in the graph H i ). Obviously, |ψ j | ≤ m(log 2 k + log 2 n) = O(log 2 n). Therefore,  n j=1 |ψ j | = O(n log 2 n). It is not difficult to see that φ(G) = φ 1 · · · φ k ψ 1 · · · ψ n is a coding of G, i.e. a binary word that uniquely describes G. Therefore, log 2 |X n | ≤ max G∈X |φ(G)|. Since |φ(G)| = O(n log 2 n), we conclude that log 2 X n = O(n log 2 n).
To illustrate the power of Lemma 4, let us consider a number of examples of graph classes which are known to be factorial and find locally bounded coverings in them.
It is known (see e.g. [16] ) that any line graph G can be covered by cliques in such a way that every vertex of G belongs to at most two cliques.
Our second example deals with the class of forests. First, we observe that every tree can be covered by stars (i.e. graphs of the form K 1,n ) in such a way that every vertex is covered by at most two stars. To this end, fix a root and for each vertex v create a star induced by v and its children. Then v is covered by the star centered at v and the star centered at its parent. Therefore, every forest can be covered by graphs each connected component of which is a star in such a way that every vertex is covered by at most two graphs. The class of graphs each connected component of which is a star is (at most) factorial, since it is a subclass of Free(P 4 ) (see Theorem 1).
The example of forests leads to many more important conclusions with the help of the notion of arboricity. The arboricity of a graph is the minimum number of forests into which its edges can be partitioned. Many classes of theoretical or practical importance have bounded arboricity and hence admit locally bounded coverings, which is the case for graphs of bounded vertex degree, of bounded genus, of bounded thickness and for all proper minor-closed graph classes.
Factorial classes of graphs of bounded clique number and more general graphs
In the previous section, we showed that the notion of locally bounded coverings provides a framework for the description of many graph properties that are know to be factorial. In the present section, we show that this is also a tool for revealing many new factorial classes of graphs. We start by proving an extension of Theorem 2 obtained by replacing the class B with any class of the form Free(K m ) with m ≥ 3. We restrict ourselves to the ''factorial'' part of the theorem, as the ''superfactorial'' is obvious. Now we turn to more general graphs than graphs of bounded clique number. In particular, we study subclasses of (K m − e)-free graphs (with m ≥ 4) and (K m + K 1 )-free graphs (with m ≥ 3). In both cases, if we additionally forbid a graph G which is not isomorphic to any induced subgraph of T 1,2,3 , Φ p,q + K 1 or P 7 , then by Theorem 2 we obtain a superfactorial class. Therefore, in addition to K m + K 1 or K m − e we forbid a graph G which is an induced subgraph of T 1,2,3 , Φ p,q + K 1 or P 7 . We start by forbidding a K 1,n .
In the class of K 1,n -free bipartite graphs the degree of each vertex is bounded by n − 1 and hence it is (at most) factorial. In what follows we will need an extension of this observation stated below. Obviously, the set of labels assigned to the vertices of G uniquely describes the graph. For fixed k and t, the length of each label is O(log 2 n) in the binary representation. Therefore, each graph in the class B k,t can be uniquely described by a binary word of length O(n log 2 n), which means that B k,t is a factorial class.
Lemma 6. Let B k,t be the class of bipartite graphs in which every vertex in one of the parts has either at most k neighbors or at most t non-neighbors in the opposite part. For each fixed k and t with k
With the help of this lemma we now prove the following result.
Theorem 7.
For every natural n, m ≥ 3, the class Free(
Proof. Let G be a graph in Free(K 1,n , K m + K 1 ) and v a vertex in G. The set of vertices non-adjacent to v induces a graph which is (K 1,n , K m )-free and hence of bounded chromatic number by Theorem 3.
Since the complement of K 1,n is K n + K 1 and the complement of K m + K 1 is K 1,m , we similarly conclude that the chromatic number of the complement of G [N(v) ] is bounded by a constant (depending on n and m). In other words, G can be partitioned into finitely many subsets each of which is either a clique or an independent set. If U is an independent set, then every vertex u outside U has at most n − 1 neighbors in U, and if U is a clique, then u ̸ ∈ U has at most m − 1 non-neighbors in U. Therefore, by Lemma 6, for every pair of sets in the partition of G the edges between the sets form a graph from a factorial class. Therefore, by Lemma 4, Free(K 1,m , K m + K 1 ) is a factorial class.
To prove that the class Free(K 1,n , K m − e) is factorial we also employ the notion of locally bounded coverings, but finding such coverings is more sophisticated in this case.
Lemma 8.
For any natural n ≥ 2 and m ≥ 4, the class Free(K 1,n , K m − e) is factorial.
Proof. For any n ≥ 2 and m ≥ 4, the class Free(K 1,n , K m − e) contains P 1 , which proves the lower bound.
To derive an upper bound, we will show that for every natural n and m there is a constant k(n, m)
such that every graph G ∈ Free(K 1,n , K m − e) can be covered by cliques in such a way that each vertex of G belongs to at most k(n, m) cliques.
Consider any vertex v of G and its neighborhood N = N(v). Let N denote the complement of the graph induced by N.
induced subgraph of a tree of radius 2 and therefore, by Theorem 3, there is a constant bounding the chromatic number of N. We denote this constant by c = c(n, m).
Consider any optimal coloring of N, i.e. a coloring that uses the minimum number of colors, and
, be the color classes. If N is a complete k-partite graph (i.e. if every two vertices in different color classes are adjacent in N), then k < n (since otherwise N contains K n ), in which case v can be covered by at most n − 1 cliques. Therefore, in what follows we assume that N contains a maximal independent set S intersecting at least two color classes. With the help of locally bounded covering the latter result can be extended in two different ways (Theorems 9 and 10) as follows.
Theorem 9.
For any natural ℓ ≥ 1, n ≥ 2, and m ≥ 4, the class Free(
Proof. For ℓ ≥ 1, n ≥ 2, and m ≥ 4, the class Free(K 1,n + O ℓ , K m − e) contains P 1 , which proves the lower bound.
To prove the upper bound we first observe that the subclass of Free(K 1,n + O ℓ , K m − e) consisting of the (O ℓ+1 , K m − e)-free graphs is (at most) factorial by Theorem 5, since its complement is a subclass of Free(Φ 1,m−2 , K ℓ+1 ). Obviously, the union of a finite number of factorial classes is a factorial class. Therefore, in the rest of the proof we may assume that a graph G ∈ Free(K 1,n + O ℓ , K m − e) contains an independent set of size ℓ + 1. We denote this set by A. Also, let R = V (G) − A and for each S ⊆ A let V S be the subset of R each vertex of which is adjacent to every vertex of S and to no other vertex of A. There are at most ℓ + 1 non-empty sets V S with |S| = 1. Each of these sets induces a (K m − e, O n )-free graph, and therefore, by Theorem 3, each of them can be partitioned into finitely many cliques.
Any pair of these cliques induces the complement of a graph from the class Free(
which is factorial by Theorem 2.
Now consider two arbitrary disjoint subsets U, W ⊂ V (G). Assume W is an independent set. Then, since G is K 1,n + O ℓ -free, every vertex of U has either at most n − 1 neighbors or at most ℓ − 1 nonneighbors in W . Therefore, the bipartite subgraph of G formed by the edges between U and W belongs to a factorial class by Lemma 6. Similarly, if W is a clique, then, since G is K m − e-free, every vertex of U either has at most m − 3 neighbors in W or is adjacent to every vertex of W (i.e. has 0 non-neighbors in W ). Therefore, the bipartite subgraph of G formed by the edges between U and W belongs to a factorial class by Lemma 6.
Summarizing, we conclude that G can be partitioned into finitely many subsets such that every subset induces a graph from a factorial class and the edges between any pair of subsets form a bipartite graph from a factorial class. Therefore, by Lemma 4, the class Free(K 1,n + O ℓ , K m − e) is factorial. 
free. By Theorem 9 the class Free(K 1,n + K 1 , K m − e) is factorial. Thus G can be covered by three graphs each of which belongs to a factorial class, and hence by Lemma 4 the class Free(K 1,n + K 2 
is factorial.
In all above examples of factorial subclasses of (K m + K 1 )-free or (K m − e)-free graphs we forbid a graph G which is an induced subgraph of Φ p,q + K 1 . We conclude the paper with an example of a factorial class Free(G, K m − e) where G is an induced subgraph of both T 1,2,3 and P 7 and is not an induced subgraph of Φ p,q + K 1 . Proof. The proof of this theorem is similar to that of Theorem 10 and hence we reduce it to a sketch.
First, we conclude that the class Free(P 4 + K 2 , K m − e) is at least factorial, since it contains the class P 3 . To prove the upper bound, we consider a graph G in Free(P 4 + K 2 , K m − e) and a subset A of V (G) inducing a maximum clique in G. Without loss of generality we assume that |A| ≥ 4m and define B = V (G) − A. Since A is a maximum clique, no vertex of B can be adjacent to all vertices of A, and since G is (K m − e)-free, every vertex of B has at most m − 3 neighbors in A. Therefore, by Lemma 6, the edges between A and B form a bipartite graph from a factorial class. In addition, G [B] is P 4 -free, since otherwise G contains an induced P 4 + K 2 . Thus, G can be covered by three graphs each of which belongs to a factorial class, and hence by Lemma 4 the class Free(P 4 + K 2 , K m − e) is factorial.
Concluding remarks and open problems
To better understand the structure of the factorial properties of graphs, we introduce in this paper the notion of locally bounded coverings and use it to identify many new classes in the factorial layer. However, the problem of finding a uniform structural characterization of the factorial classes is still far from being solved. It is open even for graph classes defined by two forbidden induced subgraphs. For various classes of this type the membership in the factorial layer is an open question; we distinguish the following two cases:
• Is the class Free(K 3 , P 7 ) factorial?
• Is the class Free(K 1,3 , C 4 ) factorial? Arguments similar to those in Theorem 5 show that the class Free(K 3 , P 7 ) is factorial if and only if the class of P 7 -free bipartite graphs is factorial. The speed of classes of bipartite graphs defined by a single forbidden induced bipartite graph was studied in [4] and the class of P 7 -free bipartite graphs is the unique class in this family for which the membership in the factorial layer is still an open question. Answering this question is a challenging research problem. We believe that this class is factorial and hope that locally bounded coverings can be helpful in finding a solution. We also conjecture that the class Free(K 1,3 , C 4 ) is factorial and leave this conjecture as an open problem for future research.
