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Abstract: European sardine is experiencing an overfishing around the world.
The dynamics of the industrial and artisanal fishing in the Mediterranean Sea
from 1970 to 2014 by country was assessed by means of Bayesian joint longitudi-
nal modelling that uses the random effects to generate an association structure
between both longitudinal measures. Model selection was based on Bayes factors
approximated through the harmonic mean.
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1 Introduction
European sardine (Sardina pilchardus) is one of the most commercial species
showing high over-exploitation rates over the last years in the Mediter-
ranean Sea. Mediterranean fisheries are highly diverse and geographically
varied due not only to the existence of different marine environments, but
also because of different socio-economic situations and fisheries status.
We consider data of European sardine landings from 1970 to 2014 from
both the artisanal and the industrial fisheries which are defined in terms
of small-scale and large-scale commercial fisheries, respectively. Data are
recorded by country (Albania, Algeria, Bosnia and Herzegovina, Croatia,
France, Greece, Italy, Montenegro, Morocco, Slovenia, Spain and Turkey)
and come from Sea Around Us (www.seaaroundus.org), a research initiative
at the University of British Columbia.
This paper was published as a part of the proceedings of the 35th Inter-
national Workshop on Statistical Modelling (IWSM), Bilbao, Spain, 19–24 July
2020. The copyright remains with the author(s). Permission to reproduce or ex-
tract any parts of this abstract should be requested from the author(s).
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2 Bayesian shared-parameter models
Top plot of the next figure shows the dynamics of the industrial amount
of fish caught, in logarithmic scale, from 1970 to 2014 in all the Mediter-
ranean countries included in the study. Bottom plot presents the dynamics
of artisanal fishing.
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2 Bayesian joint modelling
Let Y
(I)
it and Y
(A)
it be the amount of sardine caught by industrial and
artisanal methods in the country i during year t, respectively. Calendar
time is the time scale and t = 0 is the first year of the study (i.e. 1970).
We assume a Bayesian shared-parameter approach to jointly model both
processes that uses the random effects to generate an association structure
between both longitudinal measures. The joint distribution of the longitu-
dinal fishing vectors, Y
(I)
i = (Y
(I)
i0 , . . . , Y
(I)
iT ) and Y
(A)
i = (Y
(A)
i0 , . . . , Y
(A)
iT ),
parameters and hyperparameters θ, and random effects bi for country i is:
f(y
(I)
i ,y
(A)
i ,θ, bi) = f(y
(I)
i ,y
(A)
i |θ, bi)f(bi|θ)pi(θ)
= f(y
(I)
i |θ, b(I)i )f(y(A)i |θ, b(A)i )f(bi|θ)pi(θ).
We propose two specific models for f(y
(I)
i |θ, b(I)i ) and f(y(A)i |θ, b(A)i ) within
the framework of mixed linear models. The random effects vector for coun-
try i can be divided in two subvectors, bi = (b
(I)
i , b
(A)
i ) corresponding to
industrial and artisanal fishing, respectively. In addition, we impose a struc-
ture of association between the random effects associated to the industrial
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and artisanal fishing, f(b
(I)
0i , b
(A)
0i |Σ0) = N(0,Σ0) and f(b(I)1i , b(A)1i |Σ1) =
N(0,Σ1), with variance - covariance matrices given by
Σ0 =
(
σ
(I)
0
2
ρ0σ
(I)
0 σ
(A)
0
ρ0σ
(I)
0 σ
(A)
0 σ
(A)
0
2
)
, Σ1 =
(
σ
(I)
1
2
ρ1σ
(I)
1 σ
(A)
1
ρ1σ
(I)
1 σ
(A)
1 σ
(A)
1
2
)
.
Both models can be expressed in terms of a conditional normal density of
the subsequent longitudinal model given parameters, hyperparameters and
random effects, f(y
(I)
i |θ, bi) = N(µ(I)i , σ2I), f(y(A)i |θ, bi) = N(µ(A)i , σ2I).
The two models differ in the conditional mean by the inclusion in one of
them of an autoregressive term as it can be seen in Table 1.
TABLE 1. Conditional mean of the amount of sardine caught by industrial and
artisanal methods in the country i during year t specified by each of the proposed
models.
Model µ
(I)
it µ
(A)
it
M1 β
(I)
0 + b
(I)
0i + b
(I)
1i t β
(A)
0 + b
(A)
0i + b
(A)
1i t
M2 β
(I)
0 + b
(I)
0i + b
(I)
1i t+ ρ
(I)w
(I)
i,t−1 β
(A)
0 + b
(A)
0i + b
(A)
1i t+ ρ
(A)w
(A)
i,t−1
Coefficients β
(I)
0 and β
(A)
0 are the regression industrial and artisanal fishing
intercept, respectively. The autoregressive term in model M2 for industrial
and artisanal fishing in country i is w
(I)
i,t−1 = y
(I)
i,t−1−(β(I)0 +b(I)0i +b(I)1i (t−1))
and w
(A)
i,t−1 = y
(A)
i,t−1 − (β(A)0 + b(A)0i + b(A)1i (t− 1)) (Weiss, 2005).
To fully specify the Bayesian model we elicit a prior distribution for all the
uncertainties in the model. We assume a noninformative prior scenario with
prior independence: normal distributions for the regression coefficients and
uniform distributions for all standard deviation parameters. The prior for
the autoregressive parameters is U(−1, 1) to induce the stationarity of w(I)it
and w
(A)
it , as well as for the correlation parameters ρ0 and ρ1.
3 Posterior inferences
The posterior distribution for both models was approximated via JAGS
software (Plummer, 2003) through Markov chain Monte Carlo simulation.
Table 2 summarizes the approximate posterior distribution for the models
of our study.
Results indicate that the random effects associated with each country play
an important role in every model. Although the deviation of the random
trends σ
(∗)
1 has a small value, little variations on the trend produce big
changes over time. Since the response variable is the logarithm of the
tonnes, the random effects on the trend associated with each country play
an important role in these models. On the other hand, the inclusion of the
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autoregressive term seems to absorb a large part of the variability explained
by the rest of the random effects and consequently, random effects become
less relevant.
TABLE 2. Summary of the approximate sample from the posterior distribution
for models M1 and M2.
M1 M2
mean sd mean sd
β
(I)
0 8.731 0.875 8.243 0.793
β
(A)
0 5.651 1.208 5.707 1.155
ρ0 0.673 0.258 0.695 0.259
ρ1 0.900 0.097 0.763 0.253
ρ(I) - - 0.806 0.042
ρ(A) - - 0.916 0.035
σ
(I)
0 2.648 0.786 2.526 0.745
σ
(A)
0 3.823 1.014 3.632 1.046
σ
(I)
1 0.051 0.013 0.045 0.013
σ
(A)
1 0.052 0.012 0.037 0.015
σ 0.565 0.014 0.349 0.008
As a first approach to model comparison, we have computed the marginal
likelihood for each model by means of the harmonic mean (Newton and
Raftery, 1994). The values obtained for models M1 and M2 in logarithmic
scale are −817.74 and −523.27, respectively. The subsequent Bayes factors
provide a decisive evidence in favour of the joint autoregressive model.
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