Abstract Let X be a ball quasi-Banach function space and H X (R n ) the associated Hardytype space. In this article, the authors establish the characterizations of H X (R n ) via the Littlewood-Paley g-functions and g * λ -functions. Moreover, the authors obtain the boundedness of Calderón-Zygmund operators on H X (R n ). For the local Hardy-type space h X (R n ), the authors also obtain the boundedness of S
Introduction
It is well known that both the real-variable theory of function spaces and the boundedness of operators are always two important topics of harmonic analysis. Recall that the Lebesgue space L p (R n ) with p ∈ (0, ∞) is defined by setting
which is the most basic function space. When p ∈ (1, ∞), the space L p (R n ) is very useful in the study of the boundedness of operators. However, when p ∈ (0, 1], the space L p (R n ) is not appropriate when considering the boundedness of some operators; for instance, the Riesz transform is not bounded on L 1 (R n ).
As natural generalizations and substitutes of L p (R n ) with p ∈ (0, 1], classical Hardy spaces H p (R n ) were introduced by Stein and Weiss [46] and then systematically developed by Fefferman function A α , with the aperture α ∈ [1, ∞), in X via the aperture α and the (quasi-)norm of the Lusin-area function A 1 in X (see Lemma 2.19 below for the details), which was obtained in [5, Theorem 1.1] when X := L p (R n ) with p ∈ (0, ∞). By this and the relation of the Lusin-area function with aperture and the Littlewood-Paley g * λ -function, we further obtain the Littlewood-Paley g * λ -function characterization of the Hardy space H X (R n ). Furthermore, in Section 3, the boundedness of some Calderón-Zygmund operators on the Hardy space H X (R n ) is established (see Theorems 3.3 and 3.7 below). The main tools to obtain the boundedness of Calderón-Zygmund operators on H X (R n ) are the atomic and the maximal function characterizations of H X (R n ) (see [43] or Lemmas 3.4, 2.21 and 3.5 below). Moreover, in Section 4, the boundedness of S 0 1,0 (R n ) pseudo-differential operators on the local Hardy space h X (R n ) is obtained (see Theorem 4.5 below). The main idea to obtain the boundedness of S 0 1,0 (R n ) pseudo-differential operators on h X (R n ) is similar to that of Calderón-Zygmund operators. More precisely, we first establish the atomic characterization of the space h X (R n ). In Section 5, the molecular characterization of h X (R n ) is obtained via the molecular characterization of the Hardy space H X (R n ) and the atomic characterization of h X (R n ) (see Theorem 5.2 below). Furthermore, using a Calderón reproducing formula (see [20 , Proposition 1.1.6] or (5.3) below) and an argument similar to that used in the proof of the Littlewood-Paley function characterizations of H X (R n ), we establish the characterizations of h X (R n ) via local Littlewood-Paley functions in Section 5 (see Theorem 5.4 
below).
Finally, we make some conventions on notation. Throughout the whole article, let N := {1, 2, . . . }, Z + := N ∪ {0} and 0 n be the origin of R n . We always use C to denote a positive constant, independent of the main parameters involved, but perhaps varying from line to line. Moreover, we also use C (α,β,... ) to denote a positive constant depending on the parameters α, β, . . . . The symbol f g means that f ≤ Cg and, if f ≤ g and g ≤ f , we then write f ∼ g. We also use the following convention: If f ≤ Cg and g = h or g ≤ h, we then write f g ∼ h or f g h, rather than f g = h or f g ≤ h. The symbol ⌈s⌉ for any s ∈ R denotes the smallest integer not less than s and the symbol ⌊s⌋ for any s ∈ R denotes the largest integer not greater than s. For any subset E of R n , we denote by E ∁ the set R n \ E and by 1 E its characteristic function. For any multi-index α := (α 1 , . . . , α n ) ∈ Z n + := (Z + ) n , let |α| := α 1 + · · · + α n .
Furthermore, for any cube Q ⊂ R n , rQ means a cube with the same center as Q and r times the side length as Q; the same convention as this is made for any ball B ⊂ R n . We always use ℓ(Q) to denote the side length of the cube Q. The operator M always denotes the Hardy-Littlewood maximal operator, which is defined by setting, for any locally integrable function f on R n and x ∈ R n , M( f )(x) := sup r∈(0,∞) 1 |B(x, r)| B(x,r) | f (y)| dy,
where B(x, r) denotes the ball with the center x and the radius r. We use S(R n ) to denote the Schwartz space equipped with the well-known classical topology determined by a countable family of semi-norms, while S ′ (R n ) means its topological dual equipped the weak- * topology. For any ϕ ∈ S(R n ) and t ∈ (0, ∞), let ϕ t (·) := t −n ϕ( · t ). Finally, for any q ∈ [1, ∞], we denote by q ′ its conjugate exponent, namely, 1/q + 1/q ′ = 1.
Characterizations of H X (R n ) via g-function and g * λ -function
In this section, we establish the g-function and the g * λ -function characterizations of the Hardy space H X (R n ). We begin with the definition of the Hardy space H X (R n ) associated with X. In what follows, let R n+1 + := R n × (0, ∞).
Definition 2.1. Let X be a ball quasi-Banach function space. Let Φ ∈ S(R n ) satisfy R n Φ(x) dx 0 and b ∈ (0, ∞) sufficiently large. Then the Hardy space H X (R n ) associated with X is defined by setting (i) The p-convexification X p of X is defined by setting
equipped with the quasi-norm f X p := | f | p 1/p X .
(ii) The space X is said to be p-convex if there exists a positive constant C such that, for any { f j } j∈N ⊂ X 1/p ,
In particular, when C = 1, X is said to be strictly p-convex.
Denote by L 1 loc (R n ) the set of all locally integral functions on R n . For any θ ∈ (0, ∞), the powered Hardy-Littlewood maximal operator M (θ) is defined by setting, for any f ∈ L 1 loc (R n ) and
Moreover, we also need some basic assumptions on X as follows (see also [43, (2.8) and (2.9)]). Assumption 2.3. Let X be a ball quasi-Banach function space. For some θ, s ∈ (0, 1], there exists a positive constant C such that, for any
2) 
Let X := L p w (R n ) with p ∈ (0, ∞) and w ∈ A ∞ (R n ). Then X is a ball quasi-Banach function space (see [43, Section 7 .1]). Moreover, (2.2) holds true for any θ, s ∈ (0, 1], θ < s and X := L p w (R n ) with p ∈ (θ, ∞) and w ∈ A p/θ (R n ) (see, for instance, [4, Theorem 3.1(b)]). By (2.2) and the fact that (L
w (R n ) for any p, s ∈ (0, ∞) and w ∈ A ∞ (R n ), we conclude that (2.3) holds true for any θ, s ∈ (0, 1], θ < s and X := L p w (R n ) with p ∈ (2θ/s, ∞) and w ∈ A p/θ (R n ).
(c) For the cube Q( 0 n , 1) and any j ∈ N, let
Here and hereafter, 0 n denotes the origin of R n . For any α ∈ R and p, q ∈ (0, ∞], the Herz space K α p,q (R n ) is defined to be the set of all measurable functions f on R n satisfying
Let X := K α p,q (R n ) with p, q ∈ (0, ∞) and α ∈ (−n/p, ∞). Then (2.2) holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, p, [α/n+1/p] −1 }) (see, for instance, [24] and [35] for more details). Moreover, similarly to (2.2), (2.3) holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, (sp)/2, [α/(sn) + 2/(sp)] −1 }).
(d) The Lorentz space L p,q (R n ) is defined to be the set of all measurable functions f on R n satisfying that, when p, q ∈ (0, ∞),
and, when p ∈ (0, ∞) and q = ∞,
where f * , the decreasing rearrangement function of f , is defined by setting, for any t
Then (2.2) holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, p}) (see, for instance, [11, Theorem 2.3(iii)]); similarly to (2.2), (2.3) also holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, (sp)/2}).
where the supremum is taken over all balls B ⊂ R n . Let X := M p q (R n ) with p ∈ (0, ∞] and q ∈ (0, p]. Then (2.2) holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, q}) (see, for instance, [7] , [21] and [22] ); similarly, (2.3) also holds true for the space X, any s ∈ (θ, 1] and any θ ∈ (0, min{s, (sq)/2}).
is an Orlicz function. The function ϕ is said to be of uniformly upper (resp., lower) type p ∈ [0, ∞) if there exists a positive constant C such that, for any x ∈ R n , t ∈ [0, ∞) and
The function ϕ is said to satisfy the uniformly Muckenhoupt condition for some q
Here the first suprema are taken over all t ∈ (0, ∞) and the second ones over all balls B ⊂ R n .
The class A ∞ (R n ) is defined by setting
For any given ϕ ∈ A ∞ (R n ), the critical weight index q(ϕ) is defined by setting
Then the function ϕ :
is called a growth function if the following hold true:
is an Orlicz function for almost every given x ∈ R n ; ϕ(·, t) is a measurable function for any given t ∈ [0, ∞).
(f) 3 The function ϕ is of uniformly lower type p for some p ∈ (0, 1] and of uniformly upper type 1.
For a growth function ϕ, a measurable function f on R n is said to be in the Musielak-
, where ϕ is a growth function with uniformly lower type p − ϕ and uniformly upper type p + ϕ . Then (2.2) holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, p − ϕ /q(ϕ)}) (see, for instance, [43, Theorem 7.14(i)]); similarly, (2.3) also holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, 2p − ϕ /(sq(ϕ))}).
(g) Let p(·) : R n → [0, ∞) be a measurable function. Then the variable Lebesgue space L p(·) (R n ) is defined to be the set of all measurable functions f on R n such that A function p(·) : R n → (0, ∞) is said to be globally log-Hölder continuous if there exist positive constants p ∞ and C such that, for any x, y ∈ R n ,
when |x − y| ≤ 1 2 ,
.
Let X := L p(·) (R n ) with p(·) being globally log-Hölder continuous. Then (2.2) holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, p − }) (see, for instance, [9] and [10] ); similarly, (2.3) also holds true for the space X, any s ∈ (0, 1] and any θ ∈ (0, min{s, sp − /2}).
(h) Let t, r ∈ (0, ∞) and Φ be an Orlicz function with lower type p − Φ ∈ (0, ∞) and upper type p + Φ ∈ (0, ∞). The Orlicz-slice space (E r Φ ) t (R n ) is defined to be the set of all measurable functions f such that To state the following assumption for X, we need the notion of the associate space X ′ of X. For any ball Banach function space X, the associate space (Köthe dual) X ′ of X is defined by setting Assumption 2.5. Assume that there exist s ∈ (0, 1], q ∈ (1, ∞) and C ∈ (0, ∞) such that X is strictly s-convex and, for any f ∈ (X 1/s ) ′ ,
Remark 2.6. By the definitions of X ′ and X p , we know that (2.5) is equivalent to that there exists a positive constant C such that, for any f
Here we give several examples of function spaces satisfying (2.6) as follows.
which, combined with the fact that M is bounded on L r (R n ) for any r ∈ (1, ∞), further implies that (2.6) holds true in this case.
which, together with the boundedness of M on the weighted Lebesgue space (see, for instance, [13, Theorem 7.3] ), further implies that (2.6) holds true in this case.
(c) Let X := K α p,r (R n ) with p, r ∈ (0, ∞) and α ∈ (−n/p, ∞). Then, for any s ∈ (0, min{p, r}) and q ∈ (max{1, p}, ∞), it holds true that p/s > 1, r/s > 1 and (p/s) ′ /(q/s) ′ > 1. Moreover, by [36 
From this and the fact that M is bounded on K α p,r (R n ) for any p ∈ (1, ∞) (see, for instance, [24, Corollary 4.5]), it follows that (2.6) holds true in this case. 
From this and the fact that M is bounded on L p,r (R n ) for any p ∈ (1, ∞) and r ∈ (1, ∞) (see, for instance, [11, Theorem 2.3(iii)]), we deduce that (2.6) holds true in this case.
(e) Let X := M p r (R n ) with p ∈ (0, ∞) and r ∈ (0, p]. Then, for any s ∈ (0, min{1, r}) and q ∈ (max{1, p}, ∞), we can show that
which, combined with the fact that M is bounded on M p r (R n ) for any 1 < r ≤ p < ∞ (see, for instance, [21, Theorem 4.2]), further implies that (2.6) holds true in this case.
(f) Let X := L p(·) (R n ) with 0 < p − ≤ p + < ∞ and p(·) being globally log-Hölder continuous.
Then, for any s ∈ (0, min{1, p − }) and q ∈ (max{1, p + }, ∞), we can show that 
(see, for instance, [37, p. 83, Theorem 13.6(a)]). For any t ∈ [0, ∞), let Ψ(t) := Ψ(t 1/(q/s) ′ ). Then, we can show that, for any s ∈ (0, p − Φ ) and q ∈ (1, ∞),
Moreover, by [43 To give the definitions of Lusin-area functions, g-functions and g * λ -functions considered in this article, we need the following notions.
Let F and F −1 be, respectively, the Fourier transform and its inverse. Namely, for any f ∈ S(R n ) and ξ ∈ R n ,
here and hereafter, x · ξ := n i=1 x i ξ i for any x := (x 1 , . . . , x n ), ξ := (ξ 1 , . . . , ξ n ) ∈ R n . Then F and F −1 are naturally generalized to S ′ (R n ), namely, for any f ∈ S ′ (R n ), F f is defined by setting, for any φ ∈ S(R n ), F f, φ := f, F φ and F −1 f is defined by setting, for any ξ ∈ R n ,
Recall that a distribution f ∈ S ′ (R n ) is said to vanish weakly at infinity if, for any ϕ ∈ S(R n ),
Now we recall the definitions of the Lusin-area function, the Littlewood-Paley g-function and the Littlewood-Paley g * λ -function, respectively, as follows.
where, for any
Then the main results of this section can be stated as follows.
Assume that X is a ball quasi-Banach function space satisfying (2.2) with θ < s and Assumption 2.5 for some q ∈ (1, ∞).
X with the positive equivalence constants independent of f .
vanishes weakly at infinity and g
To prove Theorem 2.9, we need the following Lusin-area function characterization of H X (R n ) obtained in [43, Theorem 3.21] .
Lemma 2.10. Assume that X is a ball quasi-Banach function space satisfying (2.2) with θ < s and
Assumption 2.5. Let ϕ ∈ S(R n ) satisfy 1 B( 0 n ,4)\B( 0 n ,2) ≤ ϕ ≤ 1 B( 0 n ,8)\B( 0 n ,1) . Then f ∈ H X (R n ) if and only if f ∈ S ′ (R n ), f
vanishes weakly at infinity and S
where the positive equivalence constants are independent of f .
By an argument similar to that used in the proof of the necessity part of Lemma 2.10, we obtain the following proposition with the details omitted here.
Proposition 2.11. Let X be a ball quasi-Banach function space satisfying (2.2) with θ < s and Assumption
2.5. If f ∈ H X (R n ), then f ∈ S ′ (R n ), f
vanishes weakly at infinity and g( f ) ∈ X. Moreover, there exists a positive constant C such that, for any f
Moreover, to show Theorem 2.9(i), we need the following maximal function of Peetre type, which is motivated by Ullrich [47] and Yan et al. [48] .
The following estimate, obtained in [28, Lemma 3.5] , is needed in the proof of Theorem 2.9. 
Furthermore, to deal with the g * λ -function characterization of H X (R n ), we use a method different from that used in the proof of the g-function characterization of H X (R n ), which is motivated by [5] . We first recall some notions of X-tent spaces.
Definition 2.14. Let α ∈ (0, ∞). For any x ∈ R n , the cone Γ α (x) of aperture α with vertex x is defined by setting
When α := 1, we denote Γ α (x) and T α (B) simply, respectively, by Γ(x) and T (B).
Let α, p ∈ (0, ∞) and g : R n+1
+ → C be a measurable function. Then the Lusin-area function A α (g), with aperture α, is defined by setting, for any x ∈ R n ,
A measurable function g is said to belong to the tent space T p,α
Recall that Coifman et al. [8] introduced the tent space T p,α 2 (R n+1 + ) for any p ∈ (0, ∞) and α := 1. For any given ball quasi-Banach function space X, the X-tent space T α X (R n+1 + ), with aperture α, is defined to be the set of all measurable functions g :
The following lemma is a direct conclusion of the definition of (T α X , p)-atoms; the details are omitted here. 
Now we prove Lemma 2.19 by using Lemmas 2.18 and 2.21.
Proof of Lemma 2.19. Without loss of generality, we may assume that
By Lemma 2.18, we know that there exist a sequence {λ j } j∈N ⊂ [0, ∞) and a sequence {a j } j∈N of (T 1 X , ∞)-atoms supported, respectively, on {T (B j )} j∈N such that, for almost every
Let α ∈ [1, ∞) and a be a (T 1 X , ∞)-atom supported on T (B). Then, from [5, Theorem 1.1], we deduce that, for any p ∈ (1, ∞), there exists a positive constant C, independent of a and α, such that
which further implies that, for any p ∈ (1, ∞),
Moreover, it is easy to see that T (B) ⊂ T α (αB) and hence supp (a) ⊂ T α (αB), which, combined with (2.11), implies that, for any p ∈ (1, ∞),
. By this and Lemma 2.16, we find that, for any j ∈ N, A α (a j ) is supported on αB j and
Furthermore, from the definition of the Hardy-Littlewood maximal function, it follows that, for any j ∈ N,
which, together with (2.12), (2.2) and Lemma 2.21, further implies that
This finishes the proof of Lemma 2.19.
We now prove Theorem 2.9 by using Proposition 2.11 and Lemmas 2.13 and 2.19.
Proof of Theorem 2.9. We first show (i), namely, f ∈ H X (R n ) if and only if f ∈ S ′ (R n ), f vanishes weakly at infinity and g( f ) X < ∞. Assume that f ∈ H X (R n ). Then, by Definition 2.1, we know that f ∈ S ′ (R n ) and, from Proposition 2.11, it follows that f vanishes weakly at infinity and g( f ) X f H X (R n ) < ∞. Conversely, by Lemma 2.10, we just need to show that, for any f ∈ S ′ (R n ) vanishing weakly at infinity, it holds true that (2.13)
It is easy to see that, for any a ∈ (0, ∞) and almost every x ∈ R n , (2.14)
Therefore, to show (2.13), it suffices to prove that, for some a ∈ (0, ∞),
Observe that ϕ(tD)( f ) = (F −1 ϕ) t * f . Thus, by Lemma 2.13 and the Minkowski inequality, we conclude that, for any given r ∈ (0, 2), N 0 ∈ N and a ∈ (0, N 0 ], which are determined later, and any
From (2.16) and the Minkowski inequality again, we deduce that, for any given r ∈ (0, 2) and any
Let r := 2θ s , where θ and s are as in Assumptions 2.3 and 2.5. Choose N 0 ∈ N and a ∈ (0, N 0 ] large enough such that N 0 r − n > 0 and ar − n > 0. Then, by (2.17), we find that
From this and Assumption 2.3, it follows that
, which implies that (2.15) holds true. This finishes the proof of (i).
We now prove (ii), namely, f ∈ H X (R n ) if and only if f ∈ S ′ (R n ), f vanishes weakly at infinity and g * λ ( f ) X < ∞ for some λ ∈ (max{2/θ, 2/θ + (1 − 2/q)}, ∞). Assume that f ∈ S ′ (R n ) vanishes weakly at infinity and g * λ ( f ) X < ∞. By Lemma 2.10 and the fact that, for any f ∈ S ′ (R n ) and
Then, by Definition 2.1, we know that f ∈ S ′ (R n ) and, for any x ∈ R n , we have
which, combined with λ ∈ (max{2/θ, 2/θ + (1 − 2/q)}, ∞), Lemmas 2.10 and 2.19, and the fact that X is strictly s-convex, further implies that
, which completes the proof of (ii) and hence of Theorem 2.9.
In what follows, we denote the classical Hardy space, the weighted Hardy space, the HerzHardy space, the Lorentz-Hardy space, the Hardy-Morrey space, the variable Hardy space, the Orlicz-Hardy space and the Orlicz-slice Hardy space, respectively, by
and (HE r Φ ) t (R n ). Then, by Remarks 2.4 and 2.6 and Theorem 2.9, we obtain the following conclusions on these function spaces.
), where θ is as in Remarks 2.4(b) and 2.6(b). Moreover, for any f
, where the positive equivalence constants are independent of f .
vanishes weakly at infinity and g( f
where the positive equivalence constants are independent of f . 
(viii) Let t, r ∈ (0, ∞) and Φ be an Orlicz function with both lower type p − Φ and upper type p + Φ belonging to (0, ∞). Then f ∈ (HE r Φ ) t (R n ) if and only if f ∈ S ′ (R n ), f vanishes weakly at infinity and g( f ) (E
It is well known that, when λ ∈ (2/p, ∞), the classical Hardy space H p (R n ) can be characterized by the Littlewood-Paley g * λ -function (see, for instance, [17, Chapter 7] ). From Corollary 2.22(i), it follows that, when X := L p (R n ) with p ∈ (0, 1], the range of the index λ in Corollary 2.22(i) coincides with the best-known classical case λ ∈ (2/p, ∞). (vii) For the Orlicz-Hardy space H Φ (R n ), Corollary 2.22(vii) is known (see, for instance, [27] and [49] 
Boundedness of Calderón-Zygmund operators
In this section, we obtain the boundedness of Calderón-Zygmund operators on H X (R n ). We begin with the notion of convolutional Calderón-Zygmund operators (see, for instance, [19, Section 5.
3.2]).
Definition 3.1. For any given δ ∈ (0, 1), a convolutional δ-type Calderón-Zygmund operator T is a linear bounded operator on L 2 (R n ) with the kernel K ∈ S ′ (R n ) coinciding with a locally integrable function on R n \ { 0 n } and satisfying: (i) There exists a positive constant C such that, for any x, y ∈ R n with |x| > 2|y|,
Moreover, we recall the notion of absolutely continuous quasi-norms as follows (see, for instance, [43, Definition 2.5]).
Definition 3.2. A ball quasi-Banach function space X is said to have an absolutely continuous quasi-norm if
j=1 is a sequence of measurable sets that satisfy E j ⊃ E j+1 for any j ∈ N and ∩ ∞ j=1 E j = ∅.
We point out that, except the Morrey space M p q (R n ), the other examples of function spaces in Remark 2.4 have absolutely continuous quasi-norms (see [43, p. 10] for the details). Now we have the following conclusion on convolutional δ-type Calderón-Zygmund operators. , then T has a unique extension on H X (R n ). Moreover, there exists a positive constant C such that, for any f ∈ H X (R n ),
To prove Theorem 3.3, we need the following properties of H X (R n ) and X. Lemmas 
Lemma 3.5. Let X be a ball quasi-Banach function space, r ∈ (0, ∞), b ∈ (n/r, ∞) and M be bounded on X 1/r . Assume that Φ ∈ S(R n ) satisfies R n Φ(x) dx 0. Then, for any f ∈ S ′ (R n ), 
Proof of Theorem
, to prove Theorem 3.3, by the standard density argument, it suffices to show that T is bounded from
Assume that f ∈ L 2 (R n )∩ H X (R n ). By Lemma 3.4, we know that there exist a sequence {a j } ∞ j=1 of (X, 2, d)-atoms supported, respectively, on cubes {Q j } ∞ j=1 , and a sequence {λ j } ∞ j=1 of non-negative numbers such that
Since T is bounded on L 2 (R n ), it follows that
Then, by Lemma 3.5, we know that
Thus, to prove Theorem 3.3, we only need to show that
To this end, from (3.2), we first deduce that
Notice that, for any j ∈ N, φ * + (T (a j )) M(T (a j )) and a j ∈ L 2 (R n ). Since M and T are both bounded on L 2 (R n ), it follows that
which, combined with Lemma 2.21, implies that
Moreover, it was proved in [48, p. 2881 
where x j denotes the center of Q j and ℓ j its side length. Form this and the fact that θ ∈ [ n n+δ , 1), we deduce that
which, together with (2.2), further implies that
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Combining (3.3), (3.5), (3.6) and (3.7) , we conclude that
which completes the proof of Theorem 3.3.
Now we establish the boundedness of so-called γ-order Calderón-Zygmund operators on the Hardy space H X (R n ). We begin with the definition of γ-order Calderón-Zygmund operators. Definition 3.6. For any given γ ∈ (0, ∞), a γ-order Calderón-Zygmund operator T is a linear bounded operator on L 2 (R n ) and there exists a kernel K on (R n × R n ) \ {(x, x) : x ∈ R n } satisfying:
(i) For any α ∈ Z n + with |α| ≤ ⌈γ⌉ − 1, there exists a positive constant C such that, for any x, y, z ∈ R n with |x − y| > 2|y − z|,
(ii) For any f ∈ L 2 (R n ) with compact support and x supp ( f ),
For any m ∈ N, an operator T is said to have the vanishing moments up to order m if, for any f ∈ L 2 (R n ) with compact support satisfying that, for any β ∈ Z n + with |β| ≤ m, R n x β f (x) dx = 0, it holds true that R n x β T f (x) dx = 0.
Then we have the following conclusion about γ-order Calderón-Zygmund operators. 
Proof. Let f , {λ j } j∈N and {a j } j∈N be the same as in the proof of Theorem 3.3. By an argument similar to that used therein, to prove this theorem, it suffices to show that
To this end, we employ some results from [48] . Indeed, the following results were obtained in [52] (see [52, pp. 54-56 , the estimates of II 1 , II 2 and II 3 ] for the details): for any x ∈ (4Q j ) ∁ ,
where x j denotes the center of Q j and ℓ j its side length. By this and the fact that θ ∈ [ n n+γ , n n+⌈γ⌉−1 ), we conclude that, for any x ∈ (4Q j ) ∁ ,
which, combined with (2.2), implies that
This finishes the proof of Theorem 3.7.
From Theorems 3.3 and 3.7 and Remarks 2.4 and 2.6, it follows the following conclusions on several concrete function spaces. 
Moreover, there exists a positive constant C such that, for any f ∈ HK
α p,q (R n ), T ( f ) HK α p,q (R n ) ≤ C f HK α p,q (R n ) . (iv) Let p ∈ (0, 1] and q ∈ (0, ∞). If min{p, q} ∈ ( n n+δ , 1] or min{p, q} ∈ ( n n+γ , n n+⌈γ⌉−1 ],
then T has a unique extension on H p,q (R n ). Moreover, there exists a positive constant C such that, for any f
(vi) Let Φ be an Orlicz function with lower type p − Φ ∈ (0, 1) and upper type p
(vii) Let t, r ∈ (0, ∞) and Φ be an Orlicz function with p
, then T has a unique extension on the space (HE r Φ ) t (R n ). Moreover, there exists a positive constant C such that, for any f
. Remark 3.9. Corollary 3.8(i) was obtained in [3, 12] . Moreover, Corollary 3.8(ii) was established in [41, Theorem 3] . For the Herz-Hardy space HK α p,q (R n ), the conclusion of Corollary 3.8(iii) was obtained in [33 
Boundedness of
In this section, we obtain the boundedness of S 0 1,0 (R n ) pseudo-differential operators on the local Hardy space h X (R n ) (see Definition 4.2 below for its definition). We begin with the notion of pseudo-differential operators. We refer the reader to [18] or [49, Definition 8.6 .4] for more details.
is a smooth function σ defined on R n × R n satisfying that, for any multi-indices α, β ∈ Z n + , there exists a positive constant C (α,β) , independent of x and ξ, but depending on α or β, such that, for any x, ξ ∈ R n ,
Let f ∈ S(R n ). Then the S 0 1,0 (R n ) pseudo-differential operator T is defined by setting, for any
We also recall some local-type maximal functions and the local Hardy-type space h X (R n ) associated with the ball quasi-Banach space X as follows (see also [43, Definition 5 .1] for more details).
(iii) The local maximal function m * * b ( f, Φ) of Peetre type is defined by setting, for any x ∈ R n ,
(iv) The local grand maximal function m * * b,N ( f ) of Peetre type is defined by setting, for any x ∈ R n ,
(v) Assume further that R n Φ(x) dx 0. Then the local Hardy-type space h X (R n ) is defined to be the set of all g ∈ S ′ (R n ) such that
where m * * b (g, Φ) is as in (iii) with b sufficiently large. The following maximal function characterizations of the space h X (R n ) were obtained in [43, Theorem 5.3 ]. Now we state our main result of this section as follows. 
As the corollaries of Theorem 4.5 and Remark 2.4, we have the following conclusions. Furthermore, it is worth pointing out that, if X := (E r Φ ) t (R n ), the conclusion of Corollary 4.6 is new.
To show Theorem 4.5, we borrow some ideas from [18] and [49] . We first need to establish the atomic characterization of h X (R n ). 
The following lemma clarifies the relation between H X (R n ) and h X (R n ) (see [43, Lemma 5 .5] for details). 4) . Then, for any b ∈ (1, ∞) sufficiently large and f ∈ S ′ (R n ),
where (ψ * 1 f ) b is as in (2.10) and the positive equivalence constants are independent of f and ψ.
Based on Lemma 4.9, we have the following conclusion. 
where the infimum is taken over all decompositions of f as in (4.3) and the positive equivalence constants are independent of f but may depend on s.
and
By Lemma 4.9, we know that
. From Lemma 3.4, it follows that there exist a sequence {a 1, j } ∞ j=1 of (X, ∞, d)-atoms supported, respectively, on cubes {Q 1, j } ∞ j=1 and a sequence {λ 1, j } ∞ j=1 of non-negative numbers such that (4.6) (
and (4.7)
Let 2Z := {2z : z ∈ Z} and Q 1 be the collection of all cubes in R n which are translations of (0, 2] n and whose vertices lie on the lattice (2Z) n . Take an arrangement of all cubes of Q 1 , which is denoted by {Q 2, j } ∞ j=1 . Then, for almost every x ∈ R n ,
Then, for almost every x ∈ R n ,
Since |Q 2, j | > 1 for any j ∈ N, it follows that, for any j ∈ N, a 2, j is a local-(X, ∞, d)-atom. Therefore, from (4.6) and (4.8), we deduce that (4.3) holds true. We now prove (4.4). To show (4.4), by (4.7), it suffices to prove that (4.9)
Indeed, for any fixed x 0 ∈ R n , there exists only one j 0 ∈ Z + such that x 0 ∈ Q 2, j 0 . Moreover, there exists a positive constant c 0 such that, for any j ∈ N and x ∈ Q 2, j , Q 2, j ⊂ B(x, c 0 ). Then, from the definition of {λ 2, j } ∞ j=1 , we deduce that
. By this and Lemma 4.3, we conclude that
which further implies that (4.9) holds true. Furthermore, from (4.7) and (4.9), it follows that
where, for any j ∈ N, ℓ(Q 1, j ) < 1 and ℓ(Q 2, j ) ≥ 1. Here ℓ(Q) denotes the side length of the cube Q. Let ϕ ∈ S(R n ), supp (ϕ) ⊂ B( 0 n , 1) and R n ϕ(x) dx 0. To finish the proof of Theorem 4.10, by Lemma 4.3, it suffices to show
By the facts that, for any j ∈ N, a 1, j is also an (X, ∞, d)-atom and m(a 1, j , ϕ) ≤ M(a 1, j , ϕ), together with [43, Theorem 3.6], we know that (4.12)
Moreover, for any j ∈ N and t ∈ (0, 1), from supp (ϕ) ⊂ B( 0 n , 1) and ℓ(Q 2, j ) ≥ 1, we deduce that supp (ϕ t * a 2, j ) ⊂ 2Q 2, j . Let q ∈ (1, ∞). Then, for any t ∈ (0, 1), by [19, Theorem 2.1.10] and the fact that M is bounded on L q (R n ), we find that, for any j ∈ N,
which, combined with Lemma 2.21, further implies that
Combining (4.12) and (4.13), we know that (4.11) holds true. This finishes the proof of Theorem 4.10.
and ψ be as in Theorem 4.10. It is easy to see that
Then, by Lemma 4.9, we further know that
which, together with (3.2) and (4.8), further implies that (4.3) also holds true in L 2 (R n ).
Combining Theorem 4.10 and the fact that
, we obtain the following corollary. 
0. By Theorem 4.10, we conclude that
where all the symbols are the same as in the proof of Theorem 4.10. For any n ∈ N, let
It is easy to see that, for any n ∈ N, f n ∈ L 2 (R n ) ∩ h X (R n ). To finish the proof of Corollary 4.12, it suffices to show that (4.14) lim
Indeed, from (4.5), (4.6) and (4.8), it follows that
By Lemma 4.3, we find that
, which, combined with the definitions of λ 1, j and a 1, j and [43, Remark 3.12], further implies that J 1 → 0 as n → ∞.
From Lemma 4.3, we deduce that
Since, for any j ∈ N, ℓ(Q 2, j ) = 2, it follows that, for any t ∈ (0, 1) and j ∈ N,
Let q ∈ (1, ∞). Then, for any t ∈ (0, 1), by [19, Theorem 2.1.10] and the fact that M is bounded on L q (R n ), we find that
which, together with Lemma 2.21, implies that
From this and (4.9), we deduce that J 2 → 0 as n → ∞, which, combined with (4.15) and the fact that J 1 → 0 as n → ∞, further implies that (4.14) holds true. This finishes the proof of Corollary 4.12.
To prove Theorem 4.5, we need the following property of pseudo-differential operators, which was obtained in [18, Lemma 6] . Lemma 4.13. Let T be an S 0 1,0 (R n ) pseudo-differential operator. If ψ ∈ S(R n ), then T t f := ψ t * T f has a symbol σ t satisfying that, for any t ∈ (0, 1) and x, ξ ∈ R n ,
and a kernel K t satisfying that, for any t ∈ (0, 1) and x, ξ ∈ R n ,
where C (α,β) is a positive constant independent of t, x and ξ, but depending on α and β.
We now show Theorem 4.5 by using Lemma 4.13. 
Proof of Theorem
Since the operator T is bounded on L 2 (R n ), it follows that 
Indeed, from (4.17), we deduce that
Similarly to (4.16), we obtain, for any j ∈ N,
which, together with Lemma 2.21 and (4.4), implies that
Moreover, if a j has the vanishing moments, namely, R n a(x)x α dx = 0 for any multi-index α ∈ Z n + with |α| ≤ d, by Lemma 4.13, the Taylor 
is a sequence of non-negative numbers satisfying that
Here, for any j ∈ N, ℓ(Q 1, j ) < 1 and ℓ(Q 2, j ) ≥ 1 with ℓ(Q) denoting the side length of the cube Q. By the observation that, for any j ∈ N, m 1, j is also a (X, q, d, τ)-molecule and the molecular characterization of H X (R n ) (see [43, Theorem 3 .9]), we find that
Moreover, for any j ∈ N, let m 
Then it is easy to show that, for any j ∈ N and k ∈ Z + , m
2, j is a local-(X, q, d)-atom supported on 2 k Q 2, j , and
which, combined with Theorem 4.10 and τ > n(1/θ − 1/q), further implies that Assume that X is a ball quasi-Banach function space satisfying (2.2) with θ < s, Assumption 2.5 for some q ∈ (1, ∞) and (4.1) . Then (i) f ∈ h X (R n ) if and only if f ∈ S ′ (R n ) and S l ( f ) X < ∞. Moreover, for any f ∈ h X (R n ), f h X (R n ) ∼ S l ( f ) X with the positive equivalence constants independent of f .
(ii) If X further satisfies (2.3) , then f ∈ h X (R n ) if and only if f ∈ S ′ (R n ) and g l ( f ) X < ∞. Moreover, for any f ∈ h X (R n ), f h X (R n ) ∼ g l ( f ) X with the positive equivalence constants independent of f .
(iii) Let λ ∈ (max{2/θ, 2/θ + (1 − 2/q)}, ∞). Then f ∈ h X (R n ) if and only if f ∈ S ′ (R n ) and (g * λ ) l ( f ) X < ∞. Moreover, for any f ∈ h X (R n ), f h X (R n ) ∼ (g * λ ) l ( f ) X with the positive equivalence constants independent of f .
To prove Theorem 5.4, we need the following several lemmas.
Lemma 5.5. If f ∈ S ′ (R n ) satisfies S l ( f ) X < ∞, then f ∈ h X (R n ) and there exists a positive constant C, independent of f , such that f h X (R n ) ≤ C S l ( f ) X .
Proof. Let f ∈ S ′ (R n ) satisfy S l ( f ) X < ∞. Then, by [20, Proposition 1.1.6], we know that there exist φ, η ∈ S(R n ), with 0 n supp (F −1 (φ)) and B( 0 n , 1) ⊂ supp (F −1 (η)), such that Let 2Z := {2z : z ∈ Z} and Q 1 be the collection of all cubes in R n which are translations of (0, 2] n and whose vertices lie on the lattice (2Z) n . Take an arrangement of all cubes of Q 1 , which is denoted by {Q 2, j } ∞ j=1 . Then, for almost every x ∈ R n , Since |Q 2, j | > 1 for any j ∈ N, it follows that, for any j ∈ N, m 2, j is a local-(X, ∞, d, τ)-molecule for any τ ∈ (0, ∞). Then, similarly to (4.10), we find that, for any x ∈ R n ,          
Furthermore, by S l f X < ∞, we conclude that 1 0
B(·,t)
|ϕ(tD)( f )(y)| 2 dydt t n+1
which implies that ϕ(tD)( f )1 {0<t<1} ∈ T 1 X (R n+1 + ). From Lemma 2.18, we deduce that there exist a sequence {λ j } j∈N ⊂ [0, ∞) and a sequence {a j } j∈N of (T 1 X , ∞)-atoms supported, respectively, on {T (B j )} j∈N such that, for almost every (x, t) ∈ R n+1 + , 
We now claim that Indeed, by (5.5), we know that, for any γ ∈ S(R n ), 
Proof. For any f ∈ h X (R n ), by Lemma 4.9, we know that (ψ * 1 f ) b ∈ X and (5.10)
For any x ∈ R n , let Using the fact that, for any j ∈ Q 1 , a j is an (X, ∞, d)-atom, by an argument similar to that used in the proof of Lemma 2.10, we conclude that 
