Abstract. We present a decomposition of the sub-fractional Brownian motion into the sum of a fractional Brownian motion plus a stochastic process with absolutely continuous trajectories. The first application we show of this decomposition is the relation between the spaces of integrable functions with respect each one of these three processes. A general result of weak convergence to integrals of L 2 (R + ) functions with respect to standard Brownian motion is proved, and this result permits us to obtain approximations in law of the fractional Brownian motion and the sub-fractional Brownian motion with parameter H ∈ (0, 1).
Introduction and preliminaries
Sub-fractional Brownian motion (sub-fBm for brevity) S H = {S H (t), t ≥ 0} is a centered Gaussian process with covariance function where H ∈ (0, 2). Usually fBm is defined with Hurst parameter belonging to the interval (0, 1) with the corresponding covariance, but in order to compare it with sub-fBm we use the stated representation with H ∈ (0, 2). Note that both fBm and sub-fBm are standard Brownian motions for H = 1. For H = 1, sub-fBm preserves some of the main properties of fBm, such as longrange dependence, but its increments are not stationary; they are more weakly correlated on non-overlapping intervals than fBm ones, and their covariance decays polynomially at a higher rate as the distance between the intervals tends to infinity. For a more detailed discussion of sub-fBm and its properties we refer the reader to [BGT04] . Some properties of this process have also been studied in [Tud08] and [Tud07] . On the other hand there is an extension of sub-fBm in [BGT07] .
The main result of this paper (see Theorem 2.2) is the obtainment of a decomposition of the sub-fBm in terms of fBm and another process with absolutely continuous trajectories, X H = {X H t , t ≥ 0}, which is defined by Lei and Nualart in [LN09] by
Decomposition of the sub-fractional Brownian motion.
In this section we prove a decomposition of sub-fBm into the sum of a fBm and the process X H defined by (1.3). We begin by proving some properties of the process X H .
Proposition 2.1. The process X H = {X H t , t ≥ 0} is Gaussian, centered, and its covariance function is:
Moreover, X H has a version with trajectories which are infinitely differentiable on (0, ∞) and absolutely continuous on [0, ∞).
Proof. Clearly X
H is Gaussian and centered, and computing its covariance we obtain:
Integrating by parts we obtain
which, for H ∈ (0, 1), gives the stated result. For H ∈ (1, 2) we may integrate by parts a second time, yielding
which also gives the stated result. In order to prove the second part, let us observe that the proof given by Lei and Nualart in [LN09] holds true for H ∈ (0, 2). In [LN09] is proved that X 
and the n-th derivative of the X H is (X
2 ) e −θt dW θ . 
which completes the proof.
Space of integrable functions with respect sub-fractional Brownian motion
Let us consider E the set of simple functions on [0, T ]. Generally, if U := (U t , t ∈ [0, T ]) is a continuous, centered Gaussian process, we denote by H U the Hilbert space defined as the closure of E with respect to the scalar product
In the case of the standard Brownian motion W , the space H W is L 2 ([0, T ]). On the other hand, for the fractional Brownian motion B H , the space H B H is the set of restrictions to the space of test functions D((0, T )) of the distributions of W 1−H 2 ,2 (R) with support contained in [0, T ] (see [Jol07] ). In the case H ∈ (0, 1) all the elements of the domain are functions, and the space H B H coincides with the fractional Sobolev space I
) (see for instance [DÜ99] ), but in the case H ∈ (1, 2) this space contains distributions which are not given by any function.
As a direct consequence of Theorem 2.2 we have the following relation between H B H , H S H and H X H , where S H is the sub-fBm and X H is the process introduced by Lei and Nualart in [LN09] and defined by (1.3).
Proposition 3.1. For H ∈ (0, 1) the following equality
holds. On the other hand, for H ∈ (1, 2) we have that
Proof. This proposition is a direct consequence of the two decompositions into the sum of two independent processes proved in Theorem 2.2.
Weak convergence results
In this section we prove a result of weak convergence in the space of continuous functions C([0, T ]), in the sense of the finite dimensional distributions. We will use this result later in order to prove a convergence result toward sub-fBm using the decomposition we have already shown.
It is well known the result by Stroock (see [Str82] ) where it is shown that the family of processes A generalization of this result can be found in [Bar01] , where it is proved that the family:
Particularly, the real part and the imaginary part of (4.1) tend to independent standard Brownian motions. Using these tools and based on Theorem 1 of [DJ00], we prove the following result.
T ]} and where W = {W s , s ≥ 0} andW = {W s , s ≥ 0} are independent, standard Brownian motions. We also define the following processes
Then, the finite dimensional distributions of the processes {Y f ε } and {Ỹ g ε } converge in law to the finite dimensional distributions of the processes Y f andỸ g .
Proof. Taking into account that the proof is valid for any fixed t ∈ [0, T ], by abuse of notation we will write f (s) instead of f (t, s). Slightly modifying the proof of Theorem 1 in [DJ00] , in order to prove the weak convergence, in the sense of the finite dimensional distributions, it suffices to show that
Observe that defining
, where · 2 is the L 2 (R + ) norm, the stated convergence follows. Using the inequality |f (s)f (r)| ≤ 1 2 f 2 (s) + f 2 (r) and noting that, by means of a change of variables, the last two integrals are the same leads to 1 − cos θ dr
Then, the convergence of the finite dimensional distributions has been proved and it remains to prove the independence of the limit processes. We begin by proving that the family {Y f εỸ g ε } ε>0 is uniformly integrable. Indeed, we will prove that sup ε>0 E (Y f εỸ g ε ) 2 < ∞. Using Hölder's inequality we have
In order to prove that the last expression is finite, we will show that (4.5)
Being Z f ε like before, we can prove (4.
where ! , E 4 = E 3 , E 5 = E 2 , E 6 = E 1 . To obtain the last expression note that we can arrange s 1 , s 2 , s 3 , s 4 in 24 different ways and due to the symmetry between s 1 and s 2 and between s 3 and s 4 we have 6 possible different situations, each one repeated 4 times. By means of the properties of Poisson process we have
(1−cos θ)
and we can conclude
Then the family {Y f εỸ g ε } ε>0 is uniformly integrable and consequently
Since Y f andỸ g are centered Gaussian processes, in order to prove their independence it suffices to show that the last limit converges to zero as ε tends to zero. To deal with this limit, we observe that 
We proceed to show that I ε 1,1 and I ε 2,1 converges to zero as ε tends to zero and that I ε 1,2 and I ε 2,2 have the same (finite) limit, thus obtaining the stated result. We note that
To find the limit of I ε 1,1 we see that A ε converges to zero as ε tends to zero. . When cos θ = cos 2θ it is easy to check the convergence to zero. Otherwise, we integrate obtaining We are going to prove a result of weak convergence in C([0, T ]) toward fBm, applying Theorem 4.1. In order to do so, we use the following representation of the fBm as the integral of a deterministic kernel with respect to standard Brownian motion To prove the result under the hypothesis (2) we must show that (4.10) is satisfied for some even m such that Hm 2 > 1. If we proceed in the same way as in case (1) we obtain an expression that depends on 1 − cos((2i + 1)θ) for all i = 0, 1, . . . ,
2H
and the constant C m depends on max i=0,1,...,[ 
