I N T R O D U C T I O N
Spike timing is used by the nervous system to encode the occurrence of events in the sensory world and to specify the timing of motor actions. Precise spike timing enables the nervous system to represent stimuli with high precision. Behavioral experiments have shown that animals can estimate timing of sensory stimuli with a precision of 10 s in the auditory system (Carr 1993) and Ͻ1 s in the electrosensory system (Guo and Kawasaki 1997; Rose and Heiligenberg 1985) . This degree of precision is remarkable, particularly considering that the variability in spike timing ("jitter") in sensory afferents can be much greater (Carr 1993) . The reduction in jitter observed at successive stages in some sensory pathways (Carr et al. 1986; Joris et al. 1994a,b; Paolini et al. 2001 ) is thought to involve the convergence of multiple inputs that ultimately produce an output with less jitter than the inputs.
Most of what is known regarding how synaptic convergence affects spike timing is based on analytical and computational models (Burkitt and Clark 1999; Joris et al. 1994a; Maršálek et al. 1997; Rothman and Young 1996; Rothman et al. 1993 ). These models have established that the convergence of synaptic inputs can lead to considerable jitter reduction, and have provided insight into how the number and amplitude of inputs can influence both latency and jitter of response.
Although such models have provided an important framework for understanding jitter reduction, many aspects remain poorly understood. Computational models by necessity make simplifying assumptions, such as including a subset of cellular conductances or portraying neurons as integrate-and-fire. Active conductances in real neurons could play important roles in summing of inputs, controlling the refractory period, and regulating repetitive firing.
In addition, previous models have not clearly addressed how the temporal distribution of inputs affects the response. Evidence from in vivo experiments has indicated that the distribution of input times can vary depending on the stimulus (Johnson 1980; Joris et al. 1994a; Kiang 1965) . In some cases, input timing is well-approximated by a Gaussian distribution, whereas in other cases there is a rapid onset to the input times and an alpha distribution is more appropriate. Although it seems reasonable to hypothesize that such large differences in the properties of input distributions could influence jitter reduction, models have either tested only a single distribution (usually Gaussian) or not explicitly identified the distribution used.
Here we use the dynamic-clamp technique (Robinson and Kawai 1993; Sharp et al. 1993 ) to test jitter reduction achieved through the convergence of multiple inputs in real cells. This approach allows us to take into account the complexity of real neurons. Dynamic-clamp conductances are based on synaptic conductances recorded in voltage-clamp experiments. In addition, this technique allows complete control over the size, number, and timing of inputs. The impact of each of these parameters can therefore be tested, without making any assumptions about cellular physiology. In addition, many trials can be rapidly collected, allowing precise measurements of latency and jitter. The synapse between auditory nerve (AN) fibers and bushy cells (BCs) was chosen for these studies because BCs exhibit jitter reduction in vivo (Joris et al. 1994a,b; Paolini et al. 2001 ). In addition BCs are electrically compact neurons that receive AN inputs directly onto their somata, which makes them well suited to the dynamic-clamp method.
Using this approach, we identified how the number of inputs (N), the total synaptic conductance (G tot ), and the temporal distribution of inputs each affect the latency and SD of spike timing. Jitter reduction was most effective with a large number of small synaptic inputs. The properties of the input distribution had important consequences for jitter reduction. For the Gaussian distribution, the greatest jitter reduction occurred with G tot 2-3 times threshold, whereas for the alpha distribution, jitter in first spike latency continued to decline as G tot was increased. However, when G tot was increased to Ͼ5 times threshold, secondary spikes were triggered, which interfere with jitter reduction.
These results provide insight into how synaptic parameters, input distribution, and postsynaptic properties affect spike timing in real cells. In this paper, we examine the effects of convergence on postsynaptic spike timing when the number of inputs is not constrained. In the accompanying paper (XuFriedman and Regehr 2005), we consider jitter reduction when few synaptic inputs are available. Under these two conditions, jitter reduction is optimized using distinct strategies that depend on the properties of the inputs.
M E T H O D S
Pseudosagittal slices were cut from the auditory brain stem of P15-P21 black Swiss mice into ice-cold cutting solution containing (in mM): 79 NaCl, 22.7 NaHCO 3 , 68 sucrose, 1.14 NaH 2 PO 4 , 2.27 KCl, 22.7 glucose, 6.4 MgCl 2 , 0.45 CaCl 2 , bubbled with 95% O 2 and 5% CO 2 (pH 7.1, 305 mOsm). Slices were incubated at 32°C for 20 min in cutting solution, and for 40 min in recording solution consisting of (in mM): 125 NaCl, 26 NaHCO 3 , 1.25 NaH 2 PO 4 , 2.5 KCl, 25 glucose, 1 MgCl 2 , 1.5 CaCl 2 , bubbled with 95% O 2 and 5% CO 2 (pH 7.4, 310 mOsm). Slices were held at room temperature before recording. Recordings were carried out at 34°C using an inline heater (Warner Instruments, Hamden, CT) with a flow rate of 4 ml/min using a pump (Minipuls 3, Gilson, Middleton, WI) on an upright microscope (BX50WI, Olympus, Melville, NY) in the presence of 10 M strychnine (Sigma, St. Louis, MO). We recorded in anterior regions of the anteroventral cochlear nucleus (AVCN) from both spherical and globular BCs, which in mice appear to receive few AN inputs (Oertel 1999) . These cell types are thought to be electrically very similar, and the cells we recorded from were consistent in their intrinsic membrane properties (Fig. 1A) . Patch electrodes were pulled from borosilicate glass (1.5 OD, 0.86 ID, P-87 puller, Sutter Instruments, Novato, CA) with resistances of 1-2 M⍀. AN fibers were stimulated with an electrode (3-5 m diameter) placed in the AVCN passing Յ14 A for 0.2 ms. Data were sampled at 50 kHz with an ITC-18 controlled by Igor Pro (Wavemetrics, Lake Oswego, OR) using a custom-written interface on an IBM computer.
Voltage-clamp recordings were made using an Axopatch 200A amplifier (Axon Instruments, Union City, CA), holding the cell at Ϫ70 mV with 70% series resistance compensation, filtering at 5 kHz. The internal solution consisted of (in mM): 35 CsF, 100 CsCl, 10 EGTA, 10 HEPES, 0.1 D-600, and 1 QX-314 (pH 7.2, 302 mOsm). Current-and dynamic-clamp recordings were made using an Axoclamp 2B or Multiclamp 700B amplifier (Axon Instruments), filtering at 10 kHz. The internal solution consisted of (in mM): 130 KMeSO 4 , 10 NaCl, 2 MgCl 2 , 0.16 CaCl 2 , 0.5 EGTA, 10 HEPES, 4 Na 2 ATP, 0.4 NaGTP, and 14 di-tris phosphocreatine (pH 7.3, 313 mOsm). The resting potential was maintained at Ϫ60 Ϯ 1 mV, which was the range recorded immediately after break-in, by injecting currents of less than Ϯ200 pA. Dynamic-clamp experiments were performed at 5 Hz.
For dynamic-clamp trials, we mimicked AMPA (␣-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid) conductances only, using a linear I-V relationship and a reversal potential of 0 mV. Dynamicclamp trials were carried out using the drivers of the ITC-18 at a sampling rate of 50 kHz. For each trial, we first chose the times and amplitudes of the desired synaptic conductances, and convolved these with a normalized excitatory postsynaptic current (EPSC) recorded in voltage clamp. In most experiments, the peak conductance for each input was scaled relative to the threshold of the cell. Threshold was measured by applying a train of conductances (typically sweeping from 10 to 20 nS, in increments of 0.5 nS) and identifying the conductance that triggered a postsynaptic spike. During experiments, the cell's action potential threshold was monitored every 15-20 s. To determine threshold changes during 20-pulse trains, a conditioning conductance was selected that reliably triggered a spike for 19 pulses, followed by a test pulse whose amplitude was selected using an efficient search algorithm. This approach provided estimates of threshold to within 0.5 nS.
To detect BC spikes and measure their timing, the derivative of the membrane potential was used, and spikes were detected by thresholding. Spike timing was taken as the peak in the derivative, and latency for each trial was calculated relative to the mean timing of synaptic inputs averaged over all trials. When the synaptic conductances being tested were large, the derivative was inadequate to detect multiple, closely spaced spikes. To solve this problem, it was necessary to account for the passive response properties of the cell. This was done by estimating the input resistance and capacitance of each BC (25-40 M⍀, 9 -12 pF), calculating the response of a matched resistancecapacitance circuit to the synaptic conductance, and subtracting it from the actual response, before taking the derivative. This allowed detection of all spikes, even in the presence of highly dynamic conductance waveforms.
Jitter in the inputs was set to follow alpha or Gaussian distributions. The alpha distribution for a single input is described by a probability density function (pdf)
with parameter ␣. The SD is given by in ϭ ␣ ͌ 2. To generate alpha-distributed random numbers, the rejection method (Leon-Garcia 1989) was used over the interval (0, 5 in ) on uniform random numbers generated using built-in functions in Igor Pro. To generate Gaussian-distributed random numbers, the built-in random number generator in Igor Pro was used.
R E S U L T S
We made dynamic-clamp recordings to understand how the convergence of multiple synaptic inputs reduces jitter in the firing of their postsynaptic target and influences the latency of the postsynaptic response. We identified BCs in current clamp by their characteristic responses to a series of depolarizing current steps (Fig. 1A) (Oertel 1983) . To achieve realistic synaptic conductances in dynamic clamp, we based their time course on EPSCs recorded in voltage clamp. BCs were identified in voltage clamp by their AN fiber inputs, which were large and fast, and showed paired-pulse depression at short intervals (Fig. 1B) Walmsley 1996, 1995) .
We mimicked the integration of multiple synaptic inputs as shown in Fig. 1 , C-H. In this example, the timing of 10 inputs was randomly chosen and distributed according to the alpha distribution (Fig. 1C) . This distribution has a rapid onset, similar to that seen in histograms of auditory nerve responses at low frequencies (Johnson 1980; Joris et al. 1994a) . Each occurrence of an input (Fig. 1D, top) was convolved with the unitary synaptic conductance (Fig. 1D, inset) to produce the summed input waveform (Fig. 1D, bottom) . Dynamic clamp was used to deliver this conductance waveform to the cell, and the resulting membrane potential was recorded (Fig. 1E) . BC spikes were detected using the derivative of the recorded membrane potential ( Fig. 1F ; see METHODS). The BC spike latency was measured for many additional trials, where the timing of each input was chosen randomly. The variability in response is apparent when the BC spike latency is plotted as a raster (Fig. 1G) or as a histogram (Fig. 1H) .
By comparing the histogram of BC response times with the original input distribution (Fig. 1H) , two basic effects of convergence are apparent. First, the jitter of the BC response was much less than the jitter of the individual inputs. Second, the mean latency of the BC response was shifted relative to the latency of the inputs. Both of these effects constrain how temporal information in the BC can be used downstream.
These latency shifts and jitter reduction are important consequences of convergence. We examined how such effects are influenced by the size and number of synaptic inputs. In addition, we considered the distribution of input timing. In vivo, inputs show timing distributions that can be approximated by either alpha or Gaussian distributions ( Fig. 2A) , and the extent of jitter in the inputs can show a considerable range (Johnson 1980; Joris et al. 1994a; Kiang 1965) . We therefore examined jitter reduction for both alpha and Gaussian distributions with a range of SDs.
Effect of total synaptic conductance and input distribution
We first determined the influence of the size of synaptic inputs. For these experiments, we considered 10 inputs of various sizes with SD in their arrival times (SD in ) of 0.5 ms. The total synaptic conductance (G tot ) was set relative to BC spike threshold to facilitate comparisons between different BCs. A representative experiment for a cell presented with alpha-distributed inputs is shown in Fig. 2A , left. In this BC, the threshold was 14 nS, so for G tot ϭ 2, the amplitude of each input would be 2/10 times threshold, or 2.8 nS. Changing G tot influenced the number of spikes per trial, the mean latency, and the jitter of BC responses. For G tot Ͻ 1, the BC showed no response. As G tot increased, the magnitude of the BC response increased to one spike/trial, and for G tot Ͼ 8, multiple spikes per trial were occasionally elicited (Fig. 2B , top, closed circles). In addition, as G tot increased, the mean response latency became shorter (Fig. 2B , middle, closed circles). This likely happens for two reasons. First, fewer inputs are required to sum to threshold, so the BC need not wait for later inputs to arrive. Second, the amplitude of each input is greater, so action potentials are triggered more rapidly off the excitatory postsynaptic potential (EPSP). This second factor probably accounts for the continued reduction in latency for G tot Ͼ 10 (i.e., after each input is suprathreshold). Furthermore, the jitter in BC spike latency decreased as G tot increased (Fig. 2B , bottom, closed circles). This trend continued even with suprathreshold inputs when only the first spike was considered ( Fig. 2A, black  dots) . However, for G tot Ն 12 secondary spikes were elicited ( Fig. 2A , gray dots) that led to an increase in the SD (Fig. 2B , closed gray circles).
When the input jitter followed a Gaussian rather than an alpha distribution, there were some similarities in the trends of BC response, but there were also important differences. The magnitude of the response and the generation of secondary spikes for large G tot and the decrease in the mean latency were similar for both distributions (Fig. 2, A and B, top, middle) . As G tot increased to 4 times threshold, the amount of jitter decreased ( Fig. 2A, right) . However, as G tot increased further, the SD of first spike latency increased (Fig. 2, A, right and B , bottom, open circles). Furthermore, jitter reduction with the Gaussian distribution was not as great as for alpha-distributed inputs over the entire range of G tot tested.
Similar behavior was found in seven cells tested (Fig. 2B) . The magnitude of BC responses reached nearly 100% for G tot Ն 1.6 times threshold. As G tot increased Ͼ6 times thresh-FIG. 1. Characterizing jitter using dynamic clamp. A: current-clamp recording of a bushy cell (BC) in response to current injections ranging from Ϫ125 to ϩ378 pA. Cell fires one spike in response to prolonged depolarizing pulses, which is an identifying characteristic of BCs. B: voltage-clamp recording of a BC in response to paired-pulse stimulation of a presynaptic auditory nerve (AN) fiber. C: distribution of synaptic inputs. In this example, an alpha distribution is used. D: construction of conductance waveform applied in a single trial in dynamic clamp. Top: 10 synaptic inputs with timing randomly drawn from the alpha distribution shown in C. Right inset: waveform of a unitary synaptic conductance. Bottom: convolution of unitary conductance with timing of all inputs to produce summed conductance waveform. In this case, the total synaptic conductance for all 10 inputs is 6 times threshold. E: membrane potential recorded in response to the conductance waveform in D. old, some secondary spikes were elicited. However, secondary spikes were relatively rare. Even when G tot ϭ 24 (i.e., each input ϭ 2.4 times threshold), the response magnitude was only 1.24 Ϯ 0.07 and 1.29 Ϯ 0.10 spikes/trial for alpha-and Gaussian-distributed inputs, respectively (n ϭ 5 for this value). This indicates that after the first input fires the cell with 100% efficacy, each late input has an average efficacy of 2.7% (alpha) or 3.2% (Gaussian). In addition, there was a shift in mean latency of nearly 1.5 ms (i.e., 3 SD in ) with both alphaand Gaussian-distributed inputs. Most of this shift took place for G tot Ͻ 6. In addition, jitter reduction was similar for alpha and Gaussian distributions for G tot Յ 2. Jitter reduction occurred at the very smallest values of G tot . As G tot increased, BC jitter increased slightly, but then decreased again for G tot ϭ 2. Strikingly, for G tot Ͼ 3, BC spike jitter continued to decrease for the alpha distribution, whereas it increased for the Gaussian distribution. When secondary spikes were taken into account (gray symbols), jitter substantially increased, despite the fact that they occurred in only a fraction of trials. This indicates that estimates of jitter are highly sensitive to a few misplaced spikes.
These findings demonstrate that convergence has fundamentally different effects on jitter for different distributions. Considering just first spikes, it is clear that for alpha-distributed inputs, jitter is least for large inputs (Fig. 2B, bottom) . By contrast, for Gaussian-distributed inputs, jitter increases with larger inputs, and instead is lowest for smaller inputs. Although there is some improvement with very small inputs (G tot Х threshold), this is not an ideal regime for jitter reduction because the probability of responding is so low (Fig. 2B, top) . More stable responses for Gaussian-distributed inputs occur over the range G tot ϭ 2-4 times threshold. Alpha-distributed inputs show least jitter for G tot Ͼ 10 times threshold (i.e., each input is suprathreshold). Furthermore, over the whole range of G tot , alpha-distributed inputs always showed significantly greater jitter reduction than Gaussian-distributed inputs. These results indicate that jitter reduction depends on the input distribution. This feature, which has not been documented previously, could have major consequences for the interpretation of in vivo data.
Latency depends on G tot
In the experiments just described, we observed large shifts in mean latency in response to changing the total conductance. These effects could arise either because the total conductance was being changed or because the amplitude of individual inputs was being changed. To determine which of these alternatives was responsible, we compared the BC spike latency for 10 converging inputs with the extreme case of an infinite number of inputs while keeping the total conductance constant. For the infinite case, the conductance waveform is computed by convolving the unitary conductance with the input jitter distribution. Thus each input is infinitesimally small and there is no trial-to-trial variability in the conductance waveform. Sample conductance waveforms and their responses are shown in Fig. 3A for N ϭ 10 and ϱ inputs with G tot ϭ 2 times threshold. For N ϭ 10, the conductance waveform changes from trial to trial and the BC spike shows some jitter. By contrast, for N ϭ ϱ, the conductance waveform is constant from trial to trial and the jitter in the BC is very small. However, the average latency was nearly identical for N ϭ 10 or ϱ (n ϭ 8 cells; Fig. 3B ). This was true for both alpha-and Gaussian-distributed inputs, which indicates that it is the total FIG. 2. Effect of input amplitude and distribution on spike probability, latency, and jitter for 10 synaptic inputs. A: sample responses for one experiment. Top: input distributions. Bottom: raster plots indicating the timing of first BC spikes (black) and later spikes (gray). Trials are grouped according to total synaptic conductance (G tot ) relative to spike threshold. Left and right: responses to alpha-and Gaussian-distributed inputs (103 trials per group). B: average response magnitude (top), mean latency (middle), and jitter (bottom). Latency is calculated with respect to the input time averaged over all trials, so response latency may sometimes be Ͻ0. Jitter is quantified as the SD of spike time of the outputs (SD out ) divided by the SD of the inputs (SD in ). Jitter of first spike latency is shown in black, and jitter of all spikes is shown in gray. Each point is the mean of 5-7 experiments. Data in this and following figures are presented as means Ϯ SE. Some error bars are obscured by markers. synaptic conductance, and not the number and size of individual inputs, that controls the response latency.
Large N leads to effective jitter reduction
Although the experiments of Fig. 3 indicate that N does not determine response latency, they do show that N has a strong effect on jitter reduction. To obtain a more complete understanding of this effect, we varied the number of inputs while holding the total synaptic conductance constant at G tot ϭ 4 times threshold. In the representative experiment shown in Fig.  4A , the mean latency remained similar regardless of the number of inputs. In addition, jitter in BC spike timing decreased with increasing numbers of inputs and was highly precise for N ϭ ϱ. This was true for both alpha-and Gaussian-distributed inputs, although as observed above, BC jitter with Gaussiandistributed inputs was typically greater than that with alphadistributed inputs.
Similar results were found in six experiments (Fig. 4B) . In each experiment, there was only a very small shift in mean latency as the number of inputs was varied. Indeed, the latency shift for a given BC was much smaller than the difference in absolute latency between different BCs. Therefore to average the results from several experiments together, we normalized the latency for each BC by subtracting the mean response latency over all conditions. On average, the latency shift for different numbers of inputs was Ͻ25 s for both alpha-and Gaussian-distributed inputs (Fig. 4B, top) , which is considerably less than the SD in of 0.5 ms. By contrast, increasing the number of inputs has a significant effect on reducing BC spike jitter, even though the total synaptic conductance stays constant (Fig. 4B, bottom) . For N ϭ ϱ, the applied conductance was constant from trial to trial, which should produce minimal variability in BC spike timing. In this case, the output jitter was 17 Ϯ 2 and 24 Ϯ 4 s for alpha-and Gaussian-distributed inputs, respectively (n ϭ 6 cells).
These experiments establish the importance of the number of synaptic inputs in jitter reduction for inputs with either alpha or Gaussian distributions. In this example there was only a twofold jitter reduction with five inputs and more than fivefold improvement with 50 inputs. In the limit, with the integration of an extremely large number of very small synaptic inputs, there can be a reduction in jitter of Ͼ20-fold. This indicates that the postsynaptic cell contributes very little jitter during spike generation. The small, residual jitter is probably contributed to by slight variations in membrane potential or action potential threshold from trial to trial.
Spike timing and the rate of depolarization
Previous studies of the responses of motorneurons to synaptic inputs suggest that the rate of rise of synaptic inputs may be an important determinant of the time course of the spiking evoked in the postsynaptic cell (Cope et al. 1987; Fetz and Gustafsson 1983) . We therefore performed experiments to test whether the time course of synaptic currents is an important factor in the jitter of the output cell. In these experiments a set of artificial, linearly increasing conductances was tested, which had different slopes but a constant integrated conductance (Fig.  5A, top) . Brief conductances (e.g., 0.3 ms) reliably evoked a single, short-latency response that showed no detectable jitter (Fig, 5A, left) . When the duration of the conductance was 3 ms, a response was still evoked, but a small amount of jitter was apparent (Fig. 5A, middle) . When the duration of the conduc- tance was increased to 10 ms, the cell did not depolarize sufficiently to evoke a spike (Fig. 5A, right) .
A summary of five such experiments shows that the duration of the conductances had consistent effects on reliability, mean latency, and jitter of BC spiking (Fig. 5B) . The probability of evoking a spike was high when the conductances had a duration of 0.1 to 3 ms, but longerduration conductances (10 to 30 ms) failed to evoke a spike (Fig. 5B, top) . These longer-duration conductances probably failed to depolarize the cell because the time constant of BCs is typically Ͻ10 ms, so effective integration of long pulses is not possible. The mean latency of the responses was strongly dependent on the duration of the conductance (Fig. 5B, middle) . This is expected because it takes more time for long-duration conductances to reach spike threshold. By contrast, the SDs of the responses were only weakly dependent on the duration of the conductances (Fig. 5B,  bottom) . For 0.1 and 0.3 ms no jitter could be detected. It was only when the duration of the conductance was increased to 3 ms that the jitter approached 100 s.
Thus even for conductances that last much longer than would be expected for BCs in vivo, the resulting jitter is small compared with the jitter inherent in the timing of their synaptic inputs. This indicates that for our experimental conditions the rise time of the synaptic conductance plays a minor role in postsynaptic jitter. Rather, the statistics of the timing of synaptic inputs is more important in determining postsynaptic jitter.
Consequences of variability in the number of active inputs
The experiments described so far indicate that jitter is affected by both G tot and the number of active inputs, whereas the mean latency of response is determined primarily by G tot and not the number of inputs. Under normal conditions in vivo, an individual input is typically active on only a subset of stimulus presentations. For example, auditory nerve inputs do not fire on each cycle of a tone stimulus. Therefore the number of active inputs per cycle varies and as a result both N and G tot vary, which could affect jitter reduction.
We tested whether the variability in the number of active inputs that can occur in vivo affects jitter reduction by comparing trials with a fixed number of inputs (N fix ϭ 10) to trials with a variable number of inputs (N var ϭ 10). For the variable trials, we mimicked 40 inputs total, which is the number of inputs to globular BCs in cats (Liberman 1991) . To maintain the same average number of inputs per trial at 10, each of the 40 inputs had a 25% probability of being active and the number active on any given trial followed the binomial distribution (Fig. 6A, bottom left) . To set the amplitude of inputs, it was not appropriate to hold G tot constant for all trials as in Fig. 4 because that would require that synaptic inputs were not independent of each other. Instead, we held the peak conductance of individual inputs (G peak ) constant at 0.4 times threshold, so that G tot varied from trial to trial, but was on average 4 times threshold for both fixed and variable trials. The number of inputs was held constant for half the trials (Fig. 6, A and B, top) , and varied for half the trials (Fig. 6, A and B, bottom) . Even though the number of inputs varied considerably from trial to trial (Fig. 6A, bottom left) , the distribution of BC spike latency was relatively unaffected (Fig. 6A, right) .
Similar results were found for seven experiments, for both alpha-and Gaussian-distributed inputs. Histograms of BC spike times indicated that the number of spikes with particularly long latencies was increased (Fig. 6B) . This led to an increase in BC jitter (Fig. 6C ) over a range of values of G peak . However, there were only a few long latency spikes, so the jitter increased only slightly. To explain why this might be, we note that the largest latency shifts arose when G tot was small (Fig. 2) . For this series of experiments, the conditions necessary to produce a small G tot required either a small G peak or else few inputs. However, trials with few inputs are rare (Fig. 6A,  bottom left) , and there may be no response at all on such trials when G peak is small, so the overall jitter is not greatly affected. Thus jitter reduction was largely immune to the effects of variable numbers of inputs. It was also apparent that variability in the number of inputs did not cause a large shift in mean response latency, which was Ͻ0.15 ms for G peak ϭ 0.13 and Ͻ20 s for G peak Ն 2. FIG. 5. Time course of the conductance has only a slight influence on the jitter of firing. Dynamic clamp was used to impose artificial, ramp conductances with a duration of 0.1 to 30 ms and with a constant integrated conductance (A, top) . Conductance integral was scaled such that a 1-ms pulse reached a peak conductance of 2 times threshold. Resulting change in membrane potential was recorded (A, middle) , and the timing of action potentials evoked in multiple trials is displayed in a raster plot (A, bottom) . A summary of 5 experiments similar to that in A shows the probability of evoking a spike (B, top), the mean latency of the spike measured from the onset of the conductance (B, middle), and the SD of the evoked spikes (B, bottom).
Perfect integrator model
To better understand the jitter reduction observed in our experiments, we compared our experimental results to theoretical expectations. We began by considering the simplest case, modeling the postsynaptic cell as a perfect integrator, which receives a total of N inputs, with n required to cross threshold and fire a postsynaptic spike (n Յ N). The timing of input spikes is described by the probability density function f in (t) and cumulative density function F in (t) ϭ ͐ Ϫϱ t f in ()d. To determine the distribution of postsynaptic spike timing, f out (t), we first derived the cumulative distribution 
We differentiated this expression with respect to t and rearranged terms to obtain the probability density function
We evaluated Eq. 1 numerically and calculated the mean and SD for f out (t) with conditions matching our experiments. The behavior of this model matched the experimental results of Fig.  2 very well for changes in G tot (Fig. 7A) for both alpha and Gaussian distributions. The only difference is that more jitter is predicted for the alpha distribution when G tot is very close to threshold (Fig. 7A, bottom, red trace) . The integrator model also accounted for the effects of the number of inputs on latency and jitter. To match the experimental design of Fig. 4 where G tot ϭ 4 times threshold, we evaluated Eq. 1 for N ϭ 4n over a range of N. To interpret these results, it is necessary to consider what happens as N is incremented. Most of the time, incrementing N by 1 is not accompanied by a change in n (which must be an integer). Therefore more inputs are available to boost the integrator across threshold, leading to shorter response latency. However, every fourth step in N, n also increments by 1, so more inputs are needed to cross threshold, and the latency becomes longer. Thus Eq. 1 predicts that the latency shift will range between two extreme values, with a period every four inputs. For clarity, only the extreme positive and negative values of this range are depicted in Fig. 7B , top, using two lines each for alpha and Gaussian distributions. The observed latency shift is within the range predicted by the model (Fig. 7B, top) and the jitter in the output is well approximated by the integrator model (Fig. 7B, bottom) .
In addition, we expanded the model to allow for the number of active inputs to vary between trials. On a given trial i, the number of active inputs, n i , is binomially distributed with probability p from a total population of N inputs. Only trials with n i Ն n active inputs will produce a postsynaptic response. For those trials, the distribution of postsynaptic spike latency is given by substituting n i in place of N in Eq. 1
To calculate the overall distribution of postsynaptic spike latency, we sum this equation over all n i , weighted by the proportion of trials that have n i active inputs out of N total inputs
We then compared the predictions of Eq. 2 with the experimental results of Fig. 5 . Again, the integrator model provides a good description of our experimental results for both the alpha (Fig. 7C, left) and the Gaussian distributions (Fig. 7C,  right) . Thus despite the fact that the integrator model ignores the active conductances in the postsynaptic cell, it does a remarkably good job of accounting for our experimental results.
Effect of SD
The similarity between theoretical and experimental results in Fig. 6 indicates that the BC behaves like a perfect integrator when SD in ϭ 0.5 ms. This value is close to the intrinsic time constant of the BC ( BC ϭ 0.5-1 ms). To evaluate how well these results generalize to situations in which SD in is different from BC , we varied SD in from 0.2 to 5 ms (Fig. 8A ) and examined the effect on the BC response. In these experiments, we also varied G tot , while holding n ϭ 10. In the representative experiment in Fig. 8B , the BC response for SD in ϭ 0.2 ms (left column) was very similar to the responses for SD in ϭ 0.5 ms (Fig. 8B, second column) , except that there was an even lower likelihood of triggering secondary spikes for G tot ϭ 8. This is consistent with their being suppressed by the refractory period of the cell. However, for SD in Ն 2 ms, the response was quite different. First the number of spikes/trial was lower for G tot ϭ 2, and there was no response at all for SD in ϭ 5 ms. Second, there were many secondary spikes for G tot ϭ 8.
Similar results were obtained in six experiments (Fig. 8C ). The number of spikes/trial was much more sensitive to changes in G tot when SD in Ն 2 ms, but not when SD in Յ 0.5 ms (Fig.   8C ). As SD in increased, there was a large decrease in BC response magnitude for G tot ϭ 2, but a large increase in BC response magnitude for G tot ϭ 8. For G tot ϭ 4, the response magnitude stayed relatively unaffected. BC jitter for SD in ϭ 0.2 was very similar to when SD in ϭ 0.5 ms, which suggests that the BC acts like a perfect integrator for these shorter SD in as well, as expected. However, as SD in increased, BC jitter also increased, for all values of G tot tested. This increase was most dramatic for G tot ϭ 8 when secondary spikes were included (Fig. 8D, bottom) , where jitter was only minimally reduced. This suggests that the refractory period is effective only over timescales of Ͻ 2 ms and plays a major role in improving timing in BCs.
Spike timing during trains
Thus far we have examined how convergence affects spike timing in experiments where individual trials were isolated from each other. This has allowed us to understand some basic FIG. 8. SD of the inputs influences the reliability of BC firing and jitter reduction. A: alpha distributions with a range of SDs, all on the same timescale. B: representative experiment. Top: scaled alpha distributions used as input distributions. Bottom rasters: timing of BC spikes for different total synaptic conductance and different input SDs, as given in the distribution plot in A. Each trial had 10 inputs (101 trials per group). Timing of first spike is shown in black and later spikes are gray. Horizontal scale bars apply to each column. C: average response magnitude for 6 experiments. D: average reduction in BC jitter for G tot ϭ 2 (top), 4 (middle), and 8 (bottom). Jitter of first spike latency is shown in black and jitter of all spikes is shown in gray.
properties of spike timing, which appear to be relevant in general. However, under physiological conditions, neurons may be synaptically activated at high frequencies, which leads them to fire at high frequencies. This can activate and inactivate voltage-and calcium-dependent conductances of the postsynaptic cell, which will change the properties of synaptic integration. These effects are likely to be specific to the type of neuron being studied and the properties of its intrinsic conductances. For example, BCs have voltage-gated potassium conductances that cause the input resistance of the cell to drop on depolarization (Manis and Marx 1991; Oertel 1983; Rothman and Manis 2003a,b) . These conductances activate and inactivate on the timescale of about 1 ms, and therefore may have an effect during repetitive activation.
To evaluate how postsynaptic activity affects subsequent convergence, we examined BC spike timing during trains of 20 cycles with 10 inputs per cycle. We tested different conditions for G tot (2, 4, or 8 times threshold at rest), timing distribution (alpha or Gaussian, SD ϭ 0.5 ms), and input firing rate (100, 200, and 333 Hz). To evaluate more clearly the contribution of changes in the postsynaptic cell, these presynaptic properties were held constant throughout a given train.
An example of such experiments is shown for inputs distributed according to an alpha distribution and activated at 100 or 333 Hz with G tot ϭ 2 and 8 times threshold (Fig. 9) . For each condition the timing of the synaptic inputs is indicated by vertical bars; the corresponding conductance and the response of that cell are shown for a single trial. In addition a raster plot of the BC spikes is shown for many similar trials. When G tot ϭ 2 and the cell is activated at 100 Hz, each stimulus usually evokes a single, precisely timed spike, although there is an occasional failure (Fig. 9A) . When the stimulus frequency is raised to 333 Hz and G tot ϭ 2, BC firing becomes unreliable and late in the train only every third or fourth stimulus evokes a response (Fig. 9B ). This suggests that during the train the threshold of the postsynaptic cell becomes elevated. When the amplitude of the synaptic inputs is increased by a factor of 4 (G tot ϭ 8), for 100-Hz stimulation each synaptic input reliably evokes at least one spike (Fig. 9C) . However, in some trials, two spikes may be evoked in one cycle (Fig. 9C, *) , similar to what is seen in well-isolated trials (Fig. 2B, 7) . When G tot ϭ 8 times threshold and the stimulus frequency is 333 Hz, each cycle also evokes at least one spike (Fig. 9D) . Secondary spikes are more frequent early in the train (* in Fig. 9D ), whereas late in the train it is rare for a stimulus to evoke more than a single spike.
The average responses for seven such experiments are summarized to show the properties of the BC responses evoked by trains (Fig. 10 ). For stimulation with the alpha distribution at 100 Hz (Fig. 10A, left) , postsynaptic responses were reliable throughout the train for all sizes of inputs tested (Fig. 10A, top  left) . In addition, the mean first spike latency of the responses was shorter for higher-amplitude inputs (Fig. 10A , middle left, green symbols). Furthermore, BC jitter was less than input jitter, with little change throughout the train (Fig. 10A, bottom  left) . With large synaptic inputs (G tot ϭ 8), some cycles had secondary spikes, and this tendency remained roughly constant throughout the train. Consequently, jitter was greater when secondary spikes were considered (Fig. 10A, bottom left , open green) compared with when they were not (solid green). Thus with low-frequency, alpha-distributed inputs, most features of the response were similar to isolated trials (cf. Fig. 2) . The only FIG. 9. Representative experiment demonstrating the effects of trains of presynaptic activity on BC spike reliability, mean latency, and jitter. Synaptic input consisted of trains of 10 inputs active over 20 cycles at 100 Hz (A, C) and 333 Hz (B, D) for total synaptic conductance (G tot ) of 2 (A, B) or 8 (C, D) times threshold. Shown are the timing of dynamic-clamp inputs for sample trials (vertical lines, top), the corresponding conductance waveforms (top middle traces), the recorded membrane potentials (bottom middle traces), and raster plots of BC spike times from many trials (bottom). Secondary spikes in C and D are indicated with red asterisks in sample traces and by red dots in raster plots. clear difference was that over the course of the train, the mean latency increased.
For high-frequency stimulation (333 Hz), the results are qualitatively different in several ways (Fig. 10A, right) . After the first cycle, small synaptic inputs (G tot ϭ 2) evoke responses less than half the time (Fig. 10A, top right, red symbols) , but larger synaptic inputs are relatively reliable throughout the train (blue and green symbols). In addition, the latency shifts that occur during the train are more pronounced for 333-Hz stimulation than they are at 100 Hz. Jitter of first spikes per cycle increases throughout the train, but not significantly. For G tot ϭ 8, the number of secondary spikes declines through the train, such that jitter is virtually the same regardless of whether only first BC spikes in each cycle are considered (Fig. 10A , bottom, closed green) or whether secondary spikes are also considered (Fig. 10A, bottom, open green) .
To determine how activity during trains affects spike timing, we compare BC responses during the first train cycle with those at the end of the train. Low-amplitude synaptic inputs have decreased efficacy during high-frequency activation (Fig.  10B, top, red trace) . In addition, shifts in latency become larger with higher frequency (Fig. 10B, middle) . These two findings are consistent with an increase in action potential threshold, particularly at higher frequency. Jitter is reduced compared with inputs throughout the trains at all frequencies examined (Fig. 10B, bottom) . For G tot ϭ 2, jitter is similar at all frequencies, even at 333 Hz, despite the low reliability of evoking a BC spike. For G tot ϭ 4, jitter increases with the stimulus frequency. For G tot ϭ 8, first spike jitter is unaffected by high-frequency activation (Fig. 10B, bottom, closed green  circles) . By contrast, jitter of all spikes is reduced (Fig. 10B , bottom, open green circles) because secondary spikes are effectively eliminated during high-frequency activation.
The effects of high-frequency activation were similar when input timing followed a Gaussian rather than an alpha distribution (Fig. 10, C and D) . As with isolated trials (e.g., Fig. 2) , FIG. 10. Activation during trains affected the reliability, mean latency, and jitter of BC spiking. BCs were activated with 100-, 200-, or 333-Hz trains of 20 cycles with 10 inputs active on each cycle, whose timing followed alpha (A, B) or Gaussian distributions (C, D) . Total conductance (G tot ) on each cycle was 2 (red), 4 (blue), and 8 (green) times the resting spike threshold. Changes in BC spiking were measured for each cycle of the train, as shown for the 100-Hz (A, C, left) and 333-Hz trains (A, C, right) . Responses were analyzed for the number of spikes evoked during each cycle (A, C, top) , the latency of the first spike (A, C, middle) , and the SD of the BC spikes relative to the SD of the input spikes (A, C, bottom) . SDs are shown for the first BC spike per cycle (A, C, bottom, solid symbols) and for all evoked spikes per cycle (A, C, bottom, open jitter reduction differed between alpha-and Gaussian-distributed inputs. However, response reliability and mean latency were similar and jitter was reduced for train frequencies of Յ333 Hz. In addition, secondary spikes were virtually eliminated during high-frequency stimulation, so that jitter of all evoked spikes was consequently reduced.
The results presented in Figs. 9 and 10 suggest that high rates of activity during trains lead to significant changes in action potential threshold. We examined this possibility by determining the minimum conductance to trigger a spike (threshold conductance, G Th ) for isolated stimuli and after a train. For the example in Fig. 11A , G Th was 11.5 nS for isolated stimuli (left) and increased to 27.5 nS after a 333-Hz train of 19 suprathreshold stimuli Fig. 11A (right) . This change in G Th was accompanied by an increase in action potential threshold (ϩ2.6 mV) and a reduction in the baseline potential (Ϫ5.6 mV), which represented a total increase in the threshold depolarization (⌬V Th ) from 9 mV for isolated stimuli to 17 mV after a 333-Hz train.
We performed similar measurements in five cells for isolated stimuli and after 100-, 200-, and 333-Hz trains of 19 suprathreshold conductances. We averaged measurements across cells after first normalizing the threshold measured for the 20th pulse in a train (G Th 20 ) by the threshold measured for single pulses (G Th 1 ). G Th increased by Ͼ25% for 100-Hz trains, and nearly doubled for 333-Hz trains (Fig. 11B) . Increases in ⌬V Th and decreases in the input resistance of the cell could both contribute to the increased G Th required to evoke a spike at the end of a train. If input resistance stays constant, then the threshold depolarization (⌬V Th ) should be directly proportional to G Th , which was the case for train frequencies Յ200 Hz (dashed line in Fig. 11C ). After 333-Hz trains, ⌬V Th did not continue to increase, indicating that the input resistance decreased at high frequencies.
We determined whether increases in threshold account for changes in latency and jitter during trains by using the predictions of the perfect integrator model (Eq. 1). To approximate the conditions at the end of the train, we scaled the number of inputs required to cross threshold (n) by the increase in G Th that we measured in Fig. 11B (top) . Because the increases in G Th varied from cell to cell, we used values of G Th 20 /G Th 1 Ϯ 1 SD. For example, when G tot ϭ 4 times threshold with N ϭ 10 total inputs, n at the start of the train would be 3 (i.e., 3 inputs ϫ 0.4 per input Ͼ1), but at the end of a 333-Hz train n could range from 5 to 6 (i.e., 5 or 6 inputs ϫ 0.4 per input Ͼ 1.9 Ϯ 0.3).
The predictions of the perfect integrator are shown as shaded areas in Fig. 11D for alpha-distributed inputs, and in Fig. 11E for Gaussian-distributed inputs, for G tot ϭ 4 and 8 times threshold (blue and green, respectively). They are compared against the experimental data of Fig. 10 . We did not consider the case where G tot ϭ 2, because BCs frequently failed to fire spikes late in the train (Fig. 10, B and D) , which does not match the conditions we used to determine action potential threshold in Fig. 11B . There was good agreement between the predictions of Eq. 1 and the experimental data. The model predicts the increased latency with higher train frequency for both alpha-and Gaussian-distributed inputs. It also predicts that jitter increases for higher-frequency trains with alpha-distributed inputs. Minor discrepancies between the model and the experimental data are apparent. These may arise because G Th shifts during trains were measured in separate experiments from those in which spike timing was measured. However, the overall good match in Fig. 11 , D and E indicates that BCs behave like perfect integrators both during relatively isolated trials and during high-frequency trains, provided activity-dependent shifts in action potential threshold are taken into account. FIG. 11. Threshold changes during trains predict changes in response latency and jitter. A: representative experiment measuring threshold in which conductances of varying peak amplitudes were applied in dynamic clamp (top) and resulting voltage waveforms were measured (bottom). Threshold was determined for an isolated stimulus (left), and after a 333-Hz train, in which constant suprathreshold conditioning conductances were applied for 19 pulses (not shown) followed by a 20th pulse of varying amplitude (right). Conductance threshold (G Th , top arrows) is the minimal conductance that triggers a spike. Threshold depolarization (⌬V Th , bottom arrows) is the difference between the baseline membrane potential and spike threshold. B: average changes in G Th for trains of different frequencies relative to single pulses for 5 experiments similar to A. C: ⌬V Th triggered by normalized G Th in B, averaged over 5 experiments. Dashed line is drawn through the first 3 points (see RESULTS). D and E: predictions of the perfect integrator model (shaded regions) for the mean latency (top) and SD (bottom) during the last cycle in a 20-pulse train of 10 inputs per cycle. These calculations are based on Eq. 1, taking into account the input amplitude (blue: G tot ϭ 4; green: G tot ϭ 8) and the range of threshold changes measured in B. Symbols are the averages over cycles 18 -20 taken from experiments shown in Fig. 10 .
D I S C U S S I O N
In this paper we used dynamic clamp to assess how the convergence of many synapses onto a neuron influences the jitter, mean latency, and reliability of the postsynaptic response. We find that the effects of convergence strongly depended on several characteristics of the inputs: their number, amplitude, and temporal distribution. These results emphasize that it is critical to evaluate each of these parameters to explain how jitter reduction takes place in vivo. These results also suggest that different strategies would lead to lower jitter in different systems, and that these strategies depend on the characteristics of the inputs.
The number of inputs and jitter reduction
As expected, increasing the number of inputs led to decreasing jitter (Fig. 4) . This suggests that in systems where jitter reduction is of overriding importance, one would predict the convergence of large numbers of very small inputs (if they are available). In the ideal case, convergence of an infinite number of inputs leads to responses with jitter Ͻ25 s in BCs.
Normally the number of inputs is limited by two factors. First, the converging inputs must encode similar information. For example, there are only a limited number of AN fibers that project from similar frequency regions of the cochlea. If too much of the cochlea were to converge on individual bushy cells in the AVCN, some of the inputs would be carrying information on different stimulus features (i.e., frequency), which would degrade jitter reduction. Similar limitations are undoubtedly at play in other brain regions. Second, only a subset of inputs is likely to be active at any given time, which further reduces the effective number converging. For example, with pure tones of low amplitude or high frequency, AN fibers fire on only a subset of cycles.
Because of these two factors, most systems are expected to have a limited number of active inputs. Therefore other features of the inputs may need to be optimized to achieve significant jitter reduction. One important factor is to have inputs with appropriate amplitudes. This is particularly important in the extreme case of very few inputs, as described in the accompanying paper (Xu-Friedman and Regehr 2005) .
Differences between alpha and Gaussian distributions
Although inputs with alpha and Gaussian distributions have similar effects on the probability and mean latency of response, they have significantly different effects on jitter. For the same number and amplitude of inputs, alpha-distributed inputs were more effective than Gaussian-distributed inputs at reducing jitter (Fig. 2) . In principle, the same levels of jitter reduction could be achieved with Gaussian-distributed inputs by increasing the number of inputs (Fig. 4) . However, with a limited number of inputs, as is expected normally, the greatest jitter reduction for the two distributions was achieved in distinct ways. When the inputs were alpha distributed, increasing the total synaptic conductance (G tot ) always led to lower jitter in first spike latency (we explore further implications of this finding in Xu-Friedman and Regehr 2005) . By contrast, for Gaussian-distributed inputs, a G tot of 2-4 times threshold yielded the greatest jitter reduction (Fig. 2) .
This has important implications in vivo. In the auditory system in cats, the distribution of inputs depends on the stimulus. For example, responses of AN fibers appear Gaussian distributed for high-frequency tone stimuli, but alpha distributed for low-frequency tones (Johnson 1980; Joris et al. 1994a; Kiang 1965 ). Thus to reduce jitter, BCs should use different strategies in different circumstances. For low frequencies, larger-amplitude inputs would yield lowest jitter, whereas at high frequencies, the input amplitude would have to be regulated to lie within a more restricted range.
Currently, there is little known about synaptic strength over different tonotopic regions of the AVCN. There is some evidence that spherical BCs, which predominantly encode low-frequency tones, receive few large endbulbs, whereas globular BCs, which also encode high-frequency tones, receive many small endbulbs (Brawer and Morest 1975; Liberman 1991; Smith et al. 1993 ). This anatomical organization suggests that these two cell types may use distinct strategies for reducing jitter because their inputs follow different distributions.
Influence of properties of the postsynaptic cell
The properties of the postsynaptic cell play three major roles in jitter reduction by convergence. First, the postsynaptic cell affects how convergent inputs summate to cross threshold. If the time constant of the cell is fast relative to the temporal dispersion of the inputs, then the inputs may not summate effectively, and the cell would not fire a spike. An illustration of this phenomenon is shown in Fig. 8 , for small inputs (G tot ϭ 2) with SD in Ն 2 ms. Under these conditions the reliability of the response was low and jitter reduction was relatively poor. However, with SD in Յ 0.5 ms, BCs acted like perfect integrators, where the mean latency and jitter of the response could be predicted (Eq. 1). This is somewhat surprising because BCs express strongly rectifying potassium conductances that activate quickly and would be predicted to rapidly influence BC firing (Manis and Marx 1991; Rothman and Manis 2003a) . However, our experiments suggest that these conductances do not interfere with summation for SD in Յ 0.5 ms.
The second postsynaptic property that affects jitter reduction is the refractory period. The refractory period is important because it suppresses the effects of late inputs. If late inputs are able to trigger spikes, the overall jitter increases. An illustration of this is shown in Fig. 8 for large inputs (G tot ϭ 8) with SD in Ն 2 ms. Under these conditions, secondary spikes were triggered, which interfered with jitter reduction. Secondary spikes were much less prominent with SD in Յ 0.5 ms. This behavior is consistent with the presence of strongly rectifying potassium channels in BCs that suppress secondary spikes (Manis and Marx 1991; Rothman and Manis 2003a,b) . This feature makes them particularly well suited for reducing jitter without interference from secondary spikes.
For cells whose refractory period is short relative to their inputs, the number of postsynaptic spikes is very sensitive to the amplitude of the inputs, suggesting that the amplitude of inputs would need to be tightly controlled. Without an effective refractory period, additional mechanisms would be required to suppress secondary spikes. For example, feedforward synaptic inhibition is well suited to this task. Alternatively, downstream neurons could have mechanisms to distinguish first spikes, such as synaptic depression, so that they would not respond to secondary spikes.
The third postsynaptic property that affects convergence is how the set of intrinsic conductances are affected during repetitive activation. In BCs, repetitive activation such as is expected in vivo increases the number of synaptic inputs needed to trigger a spike (Fig. 11) . The depolarization needed to evoke an action potential increases during trains because the membrane potential for triggering spikes increases and because EPSPs occur during the afterhyperpolarization from preceding spikes. Sodium channel inactivation and potassium channel activation during trains likely contribute to the increase in conductance required to trigger spikes. The close agreement between simulations and experimental findings suggests that changes in threshold for action potential initiation in BCs accounts for most of the changes in spike timing seen in BCs over the course of a train (Figs. 9 -11) .
Although many of the experimental findings shown here are likely to generalize to other cell types, the behavior during trains may not. Threshold changes depend in part on the kinetics and extent of activation and inactivation of sodium and potassium conductances, which may be specialized in different cell types.
Latency
The latency of response was highly influenced by the total synaptic conductance (G tot ). Even small changes in G tot could lead to shifts of Ͼ1 ms (Fig. 2) , which is large considering that the SD in used here was 0.5 ms. G tot is the product of the individual synaptic conductance (G peak ) with the number of inputs (N). Both factors may show changes in vivo. We investigated cycle-to-cycle variability in N by setting it to be binomially distributed (Fig. 6) , and found that it is not likely to have a significant impact on mean latency or jitter because the trials with large shifts are relatively rare. However, G peak could be affected by use-dependent changes in synaptic strength or by the presence of neuromodulators. For example, AN fibers in vivo exhibit a wide range of firing rates (Johnson 1980; Kiang 1965; Sachs and Abbas 1974) depending on the amplitude of the sound. High firing rates lead to synaptic depression (Bellingham and Walmsley 1999; Isaacson and Walmsley 1996; Oleskevich and Walmsley 2002) , which significantly change G peak (Xu-Friedman and Regehr 2005) and consequently the postsynaptic response latency. Furthermore, neuromodulation can lead to changes in synaptic strength. There are several neuromodulatory inputs to the auditory brain stem, such as norepinephrine and acetylcholine (Klepper and Herbert 1991; Kössl et al. 1988; Kromer and Moore 1980; Yao and Godfrey 1995) . Thus there are several ways that G tot could change in vivo and thereby affect response latencies.
Shifts in latency can have important computational ramifications. For example, the outputs of BCs are involved in sound localization in the superior olive (Masterton and Imig 1984) . It is thought that in cats the timing of sounds at the two ears is relayed by spherical BCs to the medial superior olive (MSO), where precise differences in timing are compared to determine azimuthal location (Smith et al. 1993; Yin and Chan 1990) . These timing differences are on the order of tens of microseconds, so a shift in latency of Յ1 ms could have an adverse effect on accurate comparison and thus errors in sound localization. A similar situation may also exist for globular BCs, which in cats receive many more inputs than spherical BCs (Liberman 1991) . The role of timing in the globular BC pathway is less well understood, but the characteristics of their calyceal terminals in the medial nucleus of the trapezoid body (MNTB) indicate precise timing is important (Oertel 1999) . This suggests that the latency of BC spikes needs to be very tightly controlled and thus so must the effects of convergence.
Spike timing during trains of activity
When BCs were activated during trains, there were changes in the number of spikes elicited, mean latency, and jitter (Figs. 9 and 10). These changes were most pronounced at high frequencies. With low-amplitude inputs (G tot ϭ 2), activation during high-frequency trains led to low reliability of response, although the spikes that were elicited did show reduced jitter. For high-amplitude inputs (G tot ϭ 8), high-frequency activation led to elimination of secondary spikes. These spikes normally caused jitter to be high, so their elimination during the train reduced jitter considerably. We also observed that mean latency increased and jitter increased during trains. All these effects were consistent with changes in action potential threshold (Fig. 11) .
Our exploration of the effects of trains on spike timing was necessarily simplified to consider postsynaptic processes. Many additional processes operate during high levels of activity that could affect spike timing. First, as discussed above, individual synaptic inputs that are repetitively activated depress over the course of the train, which would cause additional changes in latency and jitter. Second, individual inputs will not be active on every cycle. For example, if each input is active on half the cycles, then the effective number of inputs is cut in half, which will further decrease response probability, and increase jitter and mean latency. Third, the conditions that lead to increased firing rate in AN inputs are likely to also affect their timing distribution on a given cycle. Changes both in sound frequency and intensity affect not only firing rate, but also lead to changes in the SD and in the rate of onset of cycle histograms (Johnson 1980; Joris et al. 1994a; Rose et al. 1967) . These factors will affect jitter reduction. Although we did not examine these processes directly, our experiments using more isolated trials make predictions about their effects.
Modeling latency and jitter
Our results indicate that the probability, latency, and jitter of postsynaptic spikes depend on the number, amplitude, and timing distribution of converging inputs. Over a specific range of SD in , these effects could be accounted for by modeling the postsynaptic cell as a perfect integrator of its inputs. This was also true during trains of activity, provided changes in spike threshold during the train were taken into account. However, for large SD in , there was significant deviation from the model's predictions, because of the time constant and refractory period of real cells. Thus when the distribution of spike arrival times is sufficiently narrow the postsynaptic cell behaves like a simple integrator. More detailed models of the postsynaptic cell are required to account for the occurrence and timing of secondary spikes and for spikes evoked by inputs with large SDs.
Our model differs from previous models. These models include Hodgkin-Huxley-type models (Maršálek et al. 1997; Rothman and Young 1996) as well as integration models (Burkitt and Clark 1999; Maršálek et al. 1997 ). However, the integration models arrived at a formulation of the general solution that differed from ours (Eq. 1). We found that only our formulation matched our dynamic-clamp results (Fig. 7) and also the results of Monte Carlo simulations of perfect integrators (data not shown). Compared with our model, Hodgkin-Huxley-type models are more complex and require detailed knowledge of the number, density, and type of currents in real cells. Although our model is greatly simplified compared with such models, it could account for the effects of convergence under many conditions. As a result of its simplicity, it provides a more intuitive understanding of how jitter reduction is accomplished. However, to deal with the additional complications when SD in is longer than the time constant and refractory period of the cell, or to explain the shifts in spike threshold during a train, a Hodgkin-Huxley-type model would be necessary.
In conclusion, our results make strong predictions about how the properties of converging inputs affect the timing of postsynaptic responses in vivo. To understand how jitter reduction takes place under physiological conditions, it is necessary to take into account the total synaptic conductance with respect to threshold, the number of inputs, and the temporal distribution of inputs. This last factor in particular has received little attention. Once these are sufficiently well characterized, it may be possible to account for postsynaptic latency and jitter using a simple model. 
