There are exactly eight edge-to-edge tilings of the sphere by congruent equilateral pentagons.
Introduction
After the classification of edge-to-edge tilings of the sphere by congruent triangles [5, 6] and the classification of tilings of the sphere by minimal number of 12 congruent pentagons [1, 4] , we start the classification of tilings of the sphere by more than 12 congruent pentagons. By [3, Proposition 9] , the classification can be divided into three cases. The first three papers [3, 7, 8] classify pentagonal tilings with variable edge lengths. This is the fourth paper in the series, that classifies the equilaterial (i.e., no edge length variation) pentagonal tilings. The remaining third case is tilings by almost equilateral pentagons, which will be the subject of future papers.
Basic facts, techniques, and terminologies about edge-to-edge tilings of the sphere by congruent pentagons can be found in [3] . In the first three papers, we take advantage of the variations in edge length to derive tilings. For equilateral pentagons, however, completely new technique is needed. The key idea is the following. A general pentagon is determined by the free choice of 4 edge lengths and 3 angles, yielding 7 degrees of freedom. The requirement that all 5 edges are equal imposes 4 equations, leaving 7 − 4 = 3 degrees of freedom for equilateral pentagons. Therefore 3 more independent equations are enough to completely determine equilateral pentagons.
By [3, Section 2] , most vertices in a pentagonal tiling of the sphere have degree 3. In Section 2, for general tilings of any surface with up to five distinct angles, we derive all the possible angle combinations at degree 3 vertices. In Section 3, we specialise to pentagonal tilings of the sphere and find that all except one case has three degree 3 vertices, and the angle sums at the three vertices provide three independent equations that we can use to determine the equilateral pentagon. The remaining case has two degree 3 vertices, and we consider the possibility of adding another vertex of degree 4 or 5. With the additional vertex, we again get three equation for determining the equilateral pentagon. All together we list 474 cases. After all these cases, we have one remaining exceptional case of two specific degree 3 vertices, and no vertices of degree 4 or 5.
In Section 4, we describe how to calculate equilateral pentagons with the three given equations among five angles. This is based on numerical calculation (we use MAPLE) for all 474 cases. Yet we argue that the numerical calculations, which are approximate by nature, can tell us rigorously whether there is equilateral pentagon suitable for tiling of the sphere. The whole calculation detail is described in an appendix [2] .
In Section 5, for all the cases that yield equilateral pentagons that are potentially suitable for tiling the sphere, we try to construct the tiling. In the final Section 5.7, we also study the tiling for the last exceptional case. Together with the regular dodecahedron from [4] , we get the following complete list (f is the number of tiles).
Theorem. There are eight tilings of the sphere by congruent equilateral pentagons: Three pentagonal subdivisions with f = 12, 24, 60, four earth map tilings with f = 16, 20, 24, 24, and one special tiling with f = 20. The pentagonal subdivision is described in [7, Section 2] , and are applied to the five platonic solids. Since the pentagonal subdivisions of dual solids yield the same tiling, we get three families of tilings of sphere by congruent pentagons, with f = 12, 24, 60. In general, the tile in the pentagonal subdivision tiling has edge length combination a 2 b 2 c. For each f , there is exactly one pentagon satisfying a = b = c. The details are in Section 5.2.
The earth map tiling is combinatorially described in [9] . There are five families of such tilings, and the one in this paper is the earth map tiling of distance 5. The tiling is given by Figure 15 , with the number of δ at the top (and the bottom) being 4, 5, 6 for f = 16, 20, 24. These fit into a family of tilings of the sphere by almost equilateral pentagons, which become equilateral in exactly four cases. These earth map tilings are derived in Sections 5.3 (f = 24), 5.4 (the second f = 24), 5.5 (f = 20), 5.6 (f = 16), and 5.7 (two f = 24 again).
The special tiling is derived in Section 5.5 and shares exactly the same pentagon with the earth map tiling (same equilateral pentagon tiling the sphere in two ways).
Although we derive the tilings by approximate numerical calculations, we may derive (with the help of the tiling) the exact value for the edge length of the equilateral pentagon. Specifically, we have the precise quadratic, cubic, or quartic polynomials satisfied by the cosine of the edge length, and we know which of the several real roots we should take. We can further derive the precise value of the five angles from the precise value of the edge length.
Finally, we remark that, throughout this paper, decimal values are effective digits. For example, a = 0.2322π means a ∈ [0.2322π, 0.2323π]. We provide enough digits so that the approximate values are enough for rigorous conclusions.
Angle Combinations at Degree 3 Vertices
We study all the possible angle combinations at degree 3 vertices. We assume limited number (up to five) of distinct angles at degree 3 vertices. The only fact used in this section is that the angle sum at each vertex is 2π (called the angle sum equation at the vertex). The only criterion we use is that the angle sum equations do not force distinct angles to become the same. So the conclusion actually applies to any edge-to-edge tiling of any surface. As a matter of fact, we do not even need a tiling because we are only concerned with angles at vertices.
We say (an angle combination at) a vertex is of αβγ-type if it is
If αβγ is a vertex, then all three angles already appear and we get {αβγ} ⊂ AVC 3 . Now the problem is whether the AVC can admit additional degree 3 vertices. The additional vertex cannot be of the αβ 2 -type, because the corresponding angle sum equations will force some angles to become equal. On the other hand, it is possible for one of α 3 , β 3 , γ 3 to appear while still keeping α, β, γ distinct. But simultaneous appearance of two of α 3 , β 3 , γ 3 will force the corresponding angles to become equal. Up to symmetry, therefore, we get
We denote this by writing
Here αβγ is the necessary part to make sure all three angles appear at degree 3 vertices, and α 3 is the optional part that can be added without causing distinct angles to become equal. The necessary part is the lower bound for the AVC 3 and the necessary plus optional part is the upper bound for the AVC 3 .
Next we assume that there are no αβγ-type vertices, and there are αβ 2 -type vertices. Up to symmetry, we may assume that αβ 2 is a vertex. Then γ must appear as α 2 γ, βγ 2 or γ 3 , without forcing some angles to become equal. 1. There can be at most one such angle θ.
2.
The angle θ appears only once in the pentagon.
4. One of αθ 3 , θ 4 , θ 5 is a vertex, where α = θ.
The propositions above do not use any edge information. In fact, they do not even require that the edges are great arcs. Next is a constraint on angles obtained by taking the (great arc) edge length into consideration. See [3, Lemma 11 ]. Figure 1 is simple and has two pairs of equal edges a and b, then β > γ is equivalent to δ < ǫ. The lemma can be applied to an equilateral pentagon in five ways. An immediate consequence is that the number of distinct angles in an equilateral pentagon is 1, 3 or 5. If the number is 1, then all angles are equal, and we get the regular dodecahedron tiling.
Lemma 7. If the spherical pentagon in
Suppose the number of distinct angles in the equilateral pentagon is 3. Denote the three distinct angles by α, β, γ. By Lemma 7, the pentagon has angle combination α 2 β 2 γ, α 2 βγ 2 , or αβ 2 γ 2 . By Proposition 6, at least two of α, β, γ should appear at degree 3 vertices. If only two appears, then up to the symmetry of exchanging the angles, by the two angle part of Table 1 , we may assume that αβ 2 is the only degree 3 vertex. However, by Propositions 3 and 4, this implies that α appears at least twice in the pentagon, β appears at least three times, and therefore γ cannot appear. The contradiction implies that all three angles must appear at degree 3 vertices. This leads us to the three angle part of Table 1 .
For AVC 3 = {αβγ | α 3 }, by Proposition 3, α appears at least twice in the pentagon. Up to the symmetry of exchanging β and γ, therefore, we may assume that the pentagon has the angle combination α 2 β 2 γ. Then αβγ cannot be the only degree 3 vertex, because otherwise γ appears at every degree 3 vertex, and by Proposition 3 must appear at least twice in the pentagon. We denote the case by {α
In labelling the cases, the first digit 3 means the three angle case. The second digit refers to the angle combinations at degree 3 vertices according to Table  1 . The last alphabet refers to the possible variations by exchanging the angles in the angle combination. Figure 2 shows there are two possible angle arrangements for the pentagon α 2 β 2 γ. Combined with five combinations above, we get total of 10 cases. Suppose the number of distinct angles in the equilateral pentagon is 5. We denote the distinct angles by α, β, γ, δ, ǫ, and the pentagon is αβγδǫ. By Proposition 6, we may assume that α, β, γ, δ all appear at degree 3 vertices, and the discussion may be further divided by considering whether ǫ appears at degree 3 vertices.
First we assume that ǫ does not appear at degree 3 vertices. Then we may use the four angle part of Table 1 for what may appear at degree 3 vertices.
For AVC 3 = {αβγ, αδ 2 | β 2 δ or β 3 }, since α appears only once in the pentagon, by Proposition 3, αβγ and αδ 2 cannot be the only degree 3 vertices. Therefore one of the two optional vertices necessarily appear, and we get two AVC 3 s {αβγ, αδ 2 , β 2 δ}, {αβγ, αδ 2 , β 3 }.
Similar argument for AVC
Since α ↔ β exchanges {αβγ, αδ 2 , β 2 δ} and {αβγ, α 2 δ, βδ 2 }, the four AVC 3 s may be reduced to three.
For Similar to the three distinct angle case, the first digit 4 means only four angles appear at degree 3 vertices. The second digit refers to the angle combinations at degree 3 vertices according to Table 1 . We also remark that, up to the symmetry of flipping, the pentagon αβγδǫ has twelve possible angle arrangements in general
Further symmetries in some AVC 3 s may reduce the number of arrangements we need to consider. Such symmetries are indicated for all the cases. Taking into account of the various arrangements, we get total of 72 cases.
Next we assume that all five distinct angles appear at degree 3 vertices. Then we may use the five angle part of Table 1 .
By Proposition 3, no angle can appear at all the degree 3 vertices. For the first AVC 3 = {αβγ, αδǫ | · · · } in the five angle part of Table 1 1.4b {αβγδǫ : αβγ, δǫ 2 , αδ 3 }, 6 arrangements by β, γ exchange.
1.4c {αβγδǫ : αβγ, δǫ 2 , α 3 δ}, 6 arrangements by β, γ exchange.
1.4d {αβγδǫ : αβγ, δǫ 2 , α 3 ǫ}, 6 arrangements by β, γ exchange.
1.4e {αβγδǫ : αβγ, δǫ 2 , δ 3 ǫ}, 2 arrangements by α, β, γ exchange.
1.5a {αβγδǫ : αβγ, δǫ 2 , α 4 }, 6 arrangements by β, γ exchange.
1.5b {αβγδǫ : αβγ, δǫ 2 , δ 4 }, 2 arrangements by α, β, γ exchange.
The first digit 1 (because only 3, 4, 5 haven been used so far) means the appearance of a degree 4 vertex. The second digit refers to the type (αβγδ,
, to borrow a terminology from degree 3 vertices) of the degree 4 vertex. The last alphabet refers to the possible variations by exchanging the angles. We combine the cases that are the same after exchanging the angles ({αβγδǫ : αβγ, δǫ 2 , αγδǫ} is the same as {αβγδǫ : αβγ, δǫ 2 , αβδǫ} after β ↔ γ). We also dismiss {αβγ, δǫ 2 , ǫ 4 } because it implies f = 8. Taking into account of various arrangements, we get total of 112 cases.
Suppose AVC 3 = {αβγ, δǫ 2 } and there is a degree 5 vertex. Then we add the angle combination at the degree 5 vertex to get the following complete list. . Taking into account of various arrangements, we get total of 172 cases.
2.1a {αβγδǫ
The final remaining exceptional case is that αβγ and δǫ 2 are the only degree 3 vertices, and there are no vertices of degree 4 or 5. In Section 5.7, we will show that the only possibility is that δ 6 is a vertex, and δ, ǫ are not adjacent in the pentagon.
Calculation of Pentagon
Consider the spherical equilateral pentagon in Figure 3 , with edge length a and five (not necessarily distinct) angles α, β, γ, δ, ǫ. By [1] and [3, Section 3], we may calculate the great arc x connecting β and ǫ vertices in two ways. From the triangle above x, we get cos x = cos 2 a + sin α sin 2 a.
From the quadrilateral below x, we get
Identifying the right side of the two equations, we get a cubic equation for cos a. Dividing 1 − cos a, we get a quadratic equation for cos a
where the coefficients depend only on α, γ, δ, We may similarly consider the five great arcs respectively connecting (β, ǫ), (α, γ), (β, δ), (γ, ǫ), (α, δ), and get five quadratic equations
The sharing of a common root cos a among the five quadratic equations implies the vanishing of ten resultants between pairs of quadratic equations
Section 3 provides angle sum equations at three vertices. This enables us to express five angles in terms of two. Then we may determine the pentagon by the common zeros of the ten two variable resultants.
For the three angle cases, the pentagon is given by Figure 2 . Since the pentagon is symmetric with respect to the horizontal flipping, we have three quadratic equations, which give three resultants R 12 , R 13 , R 23 . The two vertices in the three angle cases give two equations. Then we may determine the pentagon by the common zeros of the three single variable resultants.
We illustrate the process of determining the pentagon by the examples of the first arrangement of Case 3.1
and the first arrangement of Case 4.2a
For the first arrangement of Case 3.1, the angle sums at αβγ, α 3 imply α = = 0, and we have similar second and third quadratic equations. Then we get three resultants, with the second being .
We may further determine the domain [
π,
π] of β by the following conditions.
1. All angles are positive.
2. Lemma 7 is satisfied in all ways (three ways for three angle case, and five ways in general).
3. The number of tiles f as calculated from Proposition 2 satisfies 16 ≤ f < ∞. π is the only zero of R 13 . Since β = 1 3 π corresponds to f = ∞, the solution can be dismissed. We need to rigorously justify the numerical calculation. First we show that R 13 does not vanish on I = [0.3394π, (finitely many) sample points in the interval in certain step size σ. For example, the computer tells us R 13 (0.3394π) ≈ 0.080146 and R 13 ( cos β sin β
.
By adding the absolute values of the coefficients, we get |R
· 44σ < 0.08, then R 13 > 0.08 at all the sample points rigorously implies R 13 never vanishes on I. This suggests us to take σ = 0.001π, and the number of sample evaluations we need to calculate is π, we do not have the lower bound such as 0.08 in the argument above. We may first rigorously verify that R 13 ( 1 3 π) = 0 by symbolic calculation. Then we need to show that 1 3 π is the only zero on [
. Then we find R ′′ 13 as a polynomial of cos β and sin β. By adding the absolute values of the coefficients, we get |R
. By
(this is why 0.3394π was used at the beginning), R ′ 13 is strictly increasing on [ 1 3 π, 0.3394π], and therefore 1 3 π is the only zero on the interval. This completes the rigorous argument by using numerical calculation.
The similar idea can be applied to rigorously show that the first arrangement of Case 4.2a does not admit suitable pentagon for tiling. In this case, the angle sums at the three vertices give
Then we can express all five angles in terms of two angles
We determine the domain for the two angles α, β by the same three conditions as before. The domain is the union of three polygonal regions in the first of Figure 5 , which are indicated by the following vertices Using the formulae for γ, δ, ǫ, the resultants become functions of α, β. The second of Figure 5 plots the zeros of ten resultants. Since it is hard to see the intersections of the ten curves, we plot again the region where at least one resultant has absolute value > 0.5. This is the red region in the third of Figure 5 . We find two white spots intersecting the domain, which are the places where possible common zeros lie.
To see the potential solutions more clearly, we zoom in around the two white spots, and get the two neighborhoods in Figure 6 . Around the first spot, we further plot the region where at least one resultant has absolute value > 0.08 (indicated by blue color), and find that the solution lies in the white region in the first of Figure 6 . As indicated by the picture, the number f of tiles calculated from Proposition 2 satisfies 16 < f < 18. Therefore we may have the pentagon but the pentagon is not suitable for tiling the sphere.
For the second white spot, we may symbolically (and therefore rigorously) verify that (π, 1 3 π) is the zero of all ten resultants. Since (π, 1 3 π) implies f = ∞ by Proposition 2, the solution does not give a tiling. To eliminate any other nearby solutions, we further plot the region where at least one resultant has absolute value > 0.04, and find that any other nearby solution lies in the green box in the second of Figure 6 Now the Jacobian of two resultants at the solution (π,
We may also estimate the bound of the second order partial derivatives of the two resultants, and find that they are all bounded by 12 on B. Then an estimation by the second order lagrangian remainder shows that (π, 1 3 π) is the only common zero in B.
To rigorously complete the argument, we need to show that max |R ij | never vanishes in the red and blue parts of the domain. These can be done by evaluating at suitable sample points and the estimations on the bounds of the first order partial derivatives. The full detail is given in the appendix [2] of this paper. The appendix also contains all the necessary informations such as Figure 6 for the numerical calculations of all the cases.
Tiling of Sphere by Congruent Equilateral Pentagon
Using the method of Section 4, we calculate the equilateral pentagons for all the cases in Section 3. The following are all the results (A1 = [α, β, γ, δ, ǫ], A3 = [α, β, δ, γ, ǫ], A for arrangement).
• Case 4.2b: {A1, A3 : αβγ, δ 3 , δǫ 3 }.
• Case 4.2c: {A1, A3 : αβγ, δ 3 , ǫ 4 }.
• Case 4.2d: {A1, A3 : αβγ, δ 3 , ǫ 5 }.
• Case 5.5: {A3 : αβγ, βδ 2 , δǫ 2 }. The solution is actually for A5 = [α, β, ǫ, γ, δ], we exchange α, β to get A3.
•
• Cases 1.4e, 2.6b: {A1, A3 : αβγ, δǫ 2 , δ 3 ǫ or δ 5 }.
• Case 1.5b: {A1, A3 : αβγ, δǫ 2 , δ 4 }.
• Case 2.5e: {A1 : αβγ, δǫ 2 , δ 4 ǫ}.
• Exceptional Case AVC 3 = {αβγ,
We only have approximate values for the solutions. This means that we only know that the solution lie in certain small box, and we cannot yet claim that there is only one solution inside the small box. However, after we find the tiling, we will further find the exact value of each solution. This implies the uniqueness.
Case 4.2b
The angle sums at αβγ, δ 3 , δǫ 3 and Proposition 2 imply
π, ǫ = We substitute all combinations of non-negative integers a, b, c, d, e within the bounds to the inequality above and find exactly three combinations αβγ, δ 3 , δǫ 3 satisfying the inequality. Applying the same argument to the other two solutions, we also get exactly three combinations αβγ, δ 3 , δǫ 3 . We need 5 digit approximation for the first solution because γ is very small, which means c can be as big as 25. The similar bounds for the second and third solutions are much smaller, and 4 or 3 digit approximations are sufficient.
The problem is now reduced to finding the tiling for the full anglewise vertex combination
consisting of all the possible angle combinations at all vertices. We will denote by P i the i-th tile, and indicate the tile as circled i. We also denote by θ i the angle θ in P i , and denote by V θ,i the vertex where the angle θ i is located. The notations are unambiguous because the five angles in the pentagon are distinct. Consider four tiles P 1 , P 2 , P 3 , P 4 around a vertex δǫ 3 . The first of Figure  7 describes the first arrangement A1 = [α, β, γ, δ, ǫ]. Up to symmetry, we may assume that the angles of P 1 are arranged as indicated. By the AVC, we know V δ,1 = δ 3 or δǫ 3 . Since P 2 has only one ǫ, we get V δ,1 = δ 3 and a
tile P 5 outside P 1 , P 2 , together with the location of δ 5 . The locations of δ 2 , ǫ 2 determine all the angles of P 2 . By considering the vertex ǫ 5 adjacent to δ 5 , we find that P 5 shares a vertex γǫ · · · with P 1 or P 2 , contradicting the AVC. The second of Figure 7 describes the third arrangement A3 = [α, β, δ, γ, ǫ], and we may assume that the angles of P 1 are arranged as indicated. By the AVC (we will henceforth omit mentioning AVC), we have V γ,1 = αβγ. Since β 2 , ǫ 2 are not adjacent, we get (a tile) P 5 outside P 1 , P 2 and (the locations of) α 2 , β 5 . Then α 2 , ǫ 2 determine (all the angles of) P 2 . By V δ,1 = δ 3 or δǫ 3 and the non-adjacency of β 5 , ǫ 5 , we have V δ,2 = δ 3 , and get P 6 , δ 5 , δ 6 . Then β 5 , δ 5 determine P 5 . By V β,2 = V α,5 = αβγ, we get P 7 , γ 7 . By V β,1 = αβγ and the fact that δ 6 is adjacent only to β 6 , γ 6 , we get γ 6 , P 8 , α 8 . Then γ 6 , δ 6 determine P 6 . By V α,1 = αβγ and the non-adjacency of α 8 , γ 8 , we get β 8 , γ 4 . Then γ 4 , ǫ 4 determine P 4 and α 8 , β 8 determine P 8 . By V δ,4 = V δ,8 = δ 3 , we get P 9 , δ 9 . By V γ,8 = αβγ and the fact that δ 9 is adjacent only to β 9 , γ 9 , we get β 9 , P 10 , α 10 . By V ǫ,6 = V ǫ,8 = δǫ 3 and the non-adjacency of α 10 , δ 10 , we get ǫ 10 , P 11 , δ 11 . By V γ,5 = V β,6 = αβγ, we get P 12 , α 12 . By V α,6 = αβγ and the non-adjacency of α 12 , γ 12 , we get β 12 , γ 11 . Then γ 11 , δ 11 determine P 11 and α 12 , β 12 determine P 12 . By V ǫ,11 = V δ,12 = δǫ 3 , we get P 13 , ǫ 13 . By V γ,12 = αβγ and the non-adjacency of β 13 , ǫ 13 , we get α 13 , P 14 , β 14 . By V ǫ,5 = V ǫ,12 = δǫ In both cases, the first and second solutions are for A1 = [α, β, γ, δ, ǫ], and the third solution is for A3 = [α, β, δ, γ, ǫ].
We may calculate the full AVC similar to Case 4.2b. We always get {αβγδǫ : αβγ, δ 3 , ǫ 4 } for Case 4.2c, and {αβγδǫ : αβγ, δ 3 , ǫ 5 } for Case 4.2d. For Case 4.2c, we consider four tiles P 1 , P 2 , P 3 , P 4 around a vertex ǫ 4 . The first of Figure 8 describes A1 = [α, β, γ, δ, ǫ]. Then the same argument for A1 of Case 4.2b leads to the same contradiction that γǫ · · · is a vertex. The second of Figure 8 describes A3, and we may assume that the angles of P 1 are arranged as indicated. By V γ,1 = αβγ and the non-adjacency of β 2 , ǫ 2 , we get α 2 , P 5 , β 5 . Then α 2 , ǫ 2 determine P 2 . By V δ,1 = δ 3 , we get δ 5 . Then β 5 , δ 5 determine P 5 . By V β,2 = V α,5 = αβγ, we get P 6 , γ 6 . By V ǫ,5 = ǫ 4 , we get ǫ 6 . Then γ 6 , ǫ 6 determine P 6 .
Note that the starting point for deriving the second of Figure 8 is the angle arrangement of a tile P 1 at an ǫ 4 vertex. Now we know the angle arrangements of P 2 and P 6 at their respective ǫ 4 vertices. So we can repeat the same argument by starting with P 2 and P 6 in place of P 1 and get more tiles and their angle arrangements. More repetitions of the same argument give the pentagonal subdivision of (cube, octahedron).
The argument for Case 4.2d is completely similar. The key point is that the previous argument only concerns two adjacent tiles P 1 , P 2 around a vertex ǫ 4 . Such argument is clearly still valid for two adjacent tiles around a vertex ǫ 5 in the AVC for Case 4.2d. The only difference is that we get the pentagonal subdivision of (dodecahedron, icosahedron). It remains to verify that the third solutions (the only solutions for the third arrangement A3) of Cases 4.2c and 4.2d can be realised by actual spherical pentagons.
The first of Figure 9 describes the pentagonal subdivision of a regular triangular face of the regular tetrahedron, octahedron, or icosahedron. The subdivision divides the triangle into three congruent pentagons with edge length combination a 2 b 2 c (a is the thick edge, b is the normal edge, and c is the dashed edge). The equilateral case means a = b = c. 
The isosceles triangle △P UV gives tan a cos θ = tan = cos u cos a + sin u sin a cos(∠V − θ).
We may eliminate θ from the two equations and get an equation for cos a 2 , cos a, sin a. This can be further converted to a precise polynomial equation for cos a. Among the several roots of the polynomial, we need to pick the one compatible with our approximate values of the angles. This may be achieved by substituting the approximate values of angles into the quadratic equations L i cos 2 a + M i cos a + N i = 0 and then find the approximate value of cos a. Since a ∈ (0, π), the precise polynomial for cos a and the approximate value of cos a precisely determine a. Then we may further precisely determine α, β, γ by applying the cosine laws to the three triangles inside the right triangle cos u = cos Then we may get the approximate values
This is the third tiling in the main classification theorem. We still need to show that the equilateral pentagon can be realised. The subsequent discussion is based on the assumption that the equilateral pentagon is the unions of three triangles △ACE, △BCD, △ABC, as in the first of Figure 10 . This means that we cannot have △ABC outside the pentagon as described by the second of Figure 10 . The assumption will be justified after we obtain the more approximate values. We first determine isosceles triangles △ACE and △BCD by the know δ, ǫ, a and cos x = cos 2 a + sin 2 a cos δ, tan φ = sec a cot
For f = 24, we get
For f = 60, we get
Since the approximate values imply
a + x + y < 2π, a < x + y, x < a + y, y < a + x, we know △ABC exists. Moreover, since (α, β) ≈ (0.801π, 0.511π) for f = 24 and (0.9059π, 0.4093π) for f = 60 satisfies
the pentagon is the union of three triangles. Figure 11 gives the numerical data about the two equilateral pentagons. 
Case 5.5
For Case 5.5, the calculation in [2] shows that only the fifth arrangement A5 admits solution. To make the arrangement consistent with the other cases, we exchange α and β to translate A5 to A3 = [α, β, δ, γ, ǫ]. This means that our starting point is
with the solution
π, f = 24.
By the method in Section 5.1, from the approximate values above, we may derive the full anglewise vertex combination
The inclusion means that some vertices of degree > 3 may not appear. For any pentagonal tilings of sphere, we have the vertex counting equation [3, 9] f
Since we have f = 24 and our AVC says v i = 0 for i = 3 and 6, we get v 6 = 2, and there are no other vertices of degree > 3. By [9, Theorem 6] , the tiling is the earth map tiling with exactly two degree 6 vertices as the poles.
In particular, there is a 3 5 -tile, which means that all vertices have degree 3. Figure 12 is the neighborhood of such a tile, with the third arrangement A3 of the angles in the center tile P 1 . We have V ǫ,1 = δǫ 2 . This implies either A 3,14 = δ 3 , A 4,13 = ǫ 4 , or A 3,14 = ǫ 3 , A 4,13 = δ 4 . The first picture describes the case A 3,14 = δ 3 , A 4,13 = ǫ 4 . By V γ,1 = αβγ, the angle A 3,12 adjacent to δ 3 must be β 3 . Then β 3 , δ 3 determine P 3 . The same reason determines P 4 . By V γ,1 = V β,3 = V α,1 = V γ,4 = αβγ, we get α 2 , β 5 . Since αǫ · · · is not in AVC, we get the angle ǫ 2 adjacent to α 2 . Then α 2 , ǫ 2 determine P 2 . By V δ,1 = V ǫ,2 = δǫ 2 , we get ǫ 6 . Since δ 6 , ǫ 6 are not adjacent, we get V β,1 = αβγ. Since β 5 , γ 5 are not adjacent, we get α 5 , γ 6 . Then α 5 , β 5 determine P 5 and γ 6 , ǫ 6 determine P 6 .
The second and third of Figure 12 describe the case A 3,14 = ǫ 3 , A 4,13 = δ 4 . By V γ,1 = αβγ and the non-adjacency of β 3 , ǫ 3 , we get α 3 , β 2 . By V δ,1 = βδ 2 or δǫ 2 , and the fact that β 2 is adjacent only to α 2 , δ 2 , we get V δ,1 = βδ 2 and δ 2 , β 6 . Then β 6 implies two possible angle arrangements for P 6 . In the second picture, by V β,1 = V δ,6 = βδ 2 , we get δ 5 . By V α,1 = αβγ and δ 4 , δ 5 , we find that the two ?-labeled angles are α and ǫ, contradicting to the fact that αǫ · · · is not in AVC. In the third picture, by V β,1 = V α,6 = αβγ, we get γ 5 . By V α,1 = αβγ, we find that either β 5 , γ 5 are adjacent, or P 5 has two γ. Both are contradictions.
We conclude that the first of Figure 12 is the only neighborhood tiling fitting the AVC. We also know the tiling is the earth map tiling. By [9] , there are five families of earth map tilings, corresponding to distances 5, 4, 3, 2, 1 between the two poles (the only two vertices of degree 6). They are obtained by glueing copies of the "timezones" in Figure 13 (three timezones are shown for distance 5) along the "meridians". The vertical edges at the top meet at the north pole, and the vertical edges at the bottom meet at the south pole. For f = 24, the tiling consists of two time zones for distances 4, 3, 2, 1 and six timezones for distance 5. Next we carry out a "propagation" argument. The idea is to ask which of the five tiles around P 1 in the first of Figure 12 can be 3 5 -tile. If one such "nearby" tile is still a 3 5 -tile, then its neighborhood is again given by the first of Figure 12 . To see whether this is possible, we simplify the presentation of the neighborhood tiling in the first of Figure 12 by keeping only γ and the orientations of the angle arrangement. This gives the first of Figure 14 . The second of Figure 14 is the mirror flipping of the first picture. Now each nearby tile (say P 2 ) is adjacent to three tiles (say P 3 , P 1 , P 6 ) in the neighborhood tiling. The four tiles (say P 2 , P 3 , P 1 , P 6 ) form a minitiling. We check whether this mini-tiling embeds into the first or the second of Figure 14 , such that the initial nearby tile is compared with P 1 (say P 2 is negatively oriented, so that the mini-tiling P 2 , P 3 , P 1 , P 6 should be compared with the second picture, such that P 2 matches P 1 in the picture). If everything matches, then the tile can be (but is not necessarily) a 3
5 -tile, and we indicate the tile by "3 5 " in the third of Figure 14 . If there is a mismatch (P 1 , P 6 mismatch in our example), then the tile must have a vertex of degree > 3, and we indicate the tile by "> 3".
We apply the propagation to the * -labeled 3 5 -tiles in Figure 13 . For distances 4, 3, 2, 1, all * -labeled tiles have at least three nearby 3 5 -tiles. Since the third of Figure 14 has only two nearby 3 5 -tiles, it cannot be the neighborhoods of these * -labeled tiles. For distance 5, we note that only the two tiles on the left and right of the * -labeled tile are 3 5 -tiles. These two must be the two nearby 3
5 -tiles in the third of Figure 14 . Guided by this observation, it is easy to derive the unique earth map tiling of distance 5 in Figure 15 (only three of the six timezones are shown). In particular, we find that the full AVC is actually {αβγ, δǫ 2 , δ 6 }. It is interesting to note that βδ 2 is not a vertex in the tiling, contradicting to the original assumption about Case 5.5. In fact, the tiling we obtained actually belongs to the exceptional case of AVC 3 = {αβγδǫ : αβγ, δǫ 2 } and v 4 = v 5 = 0. Since we will rediscover the tiling anyway (although starting from different assumption), we still justify the existence of the equilateral pentagon here.
We note that three angles β, δ, ǫ in our solution have precise values. This is overdetermined because we obtain the equilateral pentagon by finding approximate values of two angles, and the other three angles are calculated from these two angles (by using three angle sum equations). Therefore, in addition to justifying the existence of pentagon, we also need to justify the precise values for β, δ, ǫ. Our strategy is to take advantage of the three precise values to construct an equilateral pentagon fitting into the approximate values of α, γ, and verify that the pentagon satisfies the condition for Case 5.5, which is α + β + γ = 2π.
Our working picture for the pentagon is still the first of Figure 10 . Using the precise values of β, δ, ǫ, the two ways of calculating cos x by using △ACE and ABDC imply a quadratic equation
π + cos π cos a + cos 5 6 π − sin π .
By a ∈ (0, 1 2 π), the exact value of cos a is cos a = 1 3
We may construct △ACE using this a and ǫ = 5 6 π, and construct ABDC using this a and β = π. The validity of the quadratic equation above means that the triangle and the quadrilateral have matching AC = x edge. Therefore they can be glued together to form a pentagon.
The two ways of calculating cos y by using △BCD and ABCE imply another quadratic equation for cos a 0 = 1 − cos 5 6 π (1 − cos α) cos 2 a + (cos 1 3 π + cos 5 6 π + α − cos 5 6 π − cos α) cos a + (cos 1 3 π − sin 5 6 π sin α).
Substituting the value of cos a into the equation, we get a linear equation relating cos α and sin α
The equation has two solutions, and the one consistent with the approximate value α ≈ 0.1440π is
Similarly, the two ways of calculating cos z by using △ABD and ADCE imply a linear equation relating cos γ and sin γ
The solution consistent with the approximate value γ ≈ 0.5226π is
Then we may symbolically verify
The only exact value of π − α − γ consistent with the approximate value is π − α − γ = 1 3 π = β − π. This completes the justification of the pentagon with precise values for β, δ, ǫ.
We note that the pentagon is schematically given by the first of Figure  16 . In fact, the pentagon is concave, as shown by the second of Figure 16 . 5.4 Cases 1.2e, 1.5a, 2.4b
For the three cases, the calculation in [2] shows that only the eleventh arrangement A11 admits solution. We exchange α and γ to translate A11 into A3. This means we need to study
By the method in Section 5.1, from the approximate values above, we may get
Since β appears only at αβγ, and the total number of times β appears in the tiling is f , we find that αβγ appears f times. This implies that γ already appears f times at αβγ, and therefore cannot appear at any other vertex. Therefore γδ 2 ǫ, γ 4 , γ 2 δ 3 actually cannot appear, and
This means that we are actually in none of Cases 1.2e, 1.5a, 2.4b. Still, we may ask whether the reduced AVC admits tiling. Since the AVC is contained in the collection of possible angle combinations studied in Section 5.3, the tiling is the earth map tiling given by Figure 15 . The difference is the pentagon used for tiling. It remains to justify the existence of the pentagon with special values for γ, δ, ǫ. In fact, we will show that the pentagon is described by Figure  17 . In other words, the pentagon is obtained by directly glueing △ACE and △BCD together, and △ABC is reduced to an arc. The idea is to construct two isosceles triangles △ACE, △BCD with the same side length a ∈ (0, π) and the given top angles δ = π. Then we verify that AC = BC + a, which means that glueing two triangles together gives an equilateral pentagon.
We have tan φ = sec a cot Therefore
The approximate value of a is a = arccos −3 + 2 √ 3 ≈ 0.2614366507506671650166836630π.
We have cos AC = cos 2 a + sin 2 a cos
The first equality implies AC = 1 2
π. The second equality implies cos BC > 0, so that 0 < BC < 1 2 π. Since we also have 0 < a < 
Cases 1.4e, 2.6b
For the two cases, we have
π, f = 20, and two solutions. One is (α, β) ≈ (0.6055π, 0.5024π) for the first arrangement A1, and another is (α, β) ≈ (0.3095π, 1.0615π) for the third arrangement A3. We use the method in Section 5.1 to get
We first prove that AVC does not admit tiling for A1 = [α, β, γ, δ, ǫ]. The first of Figure 18 shows what happens at a vertex δ 3 ǫ, δ 5 , where we have three consecutive δ. Up to symmetry, we may assume that the angles of P 2 are arranged as indicated. By the AVC, γ 1 does not appear at V ǫ,2 = ǫ · · · . This determines the angle γ 1 adjacent to δ 1 . Then γ 1 , δ 1 determine P 1 . By the AVC, we have V ǫ,1 = V ǫ,2 = ǫ 2 · · · = δǫ 2 . Then we get P 3 , δ 3 . This implies that P 3 share a vertex αǫ · · · with either P 1 or P 2 . Since αǫ · · · is not in the AVC, we get a contradiction. The second of Figure 18 describes the tiling for A3 = [α, β, δ, γ, ǫ], such that δ 5 appears as a vertex. We consider tiles P 1 , P 2 around a vertex δ 5 . We may assume that angles of P 1 are arranged as indicated. By the AVC, we have V γ,1 = α · · · = αβγ. This gives a tile P 3 outside P 1 , P 2 . Since α 2 and δ 2 are not adjacent, we determine β 2 , α 3 . Then β 2 , δ 2 determine P 2 . By the AVC, we have V α,2 = α · · · = αβγ. Since γ 3 and α 3 are not adjacent, we get β 3 . Then α 3 , β 3 determine P 3 . Now P 1 , P 3 share a vertex ǫ 2 · · · = δǫ 2 . This gives P 4 , δ 4 . By V γ,3 = γ · · · = αβγ and the fact that α 4 , δ 4 are not adjacent, we get β 4 , P 5 , α 5 . Then β 4 , δ 4 determine P 4 . By V α,4 = α · · · = αβγ and the fact that α 4 , γ 5 are not adjacent, we get β 5 . Then α 5 , β 5 determine P 5 .
is δǫ 2 or δ 3 ǫ. If the vertex is δ 3 ǫ, then we find that α, δ are adjacent. The contradiction implies that V ǫ,4 = V δ,12 is δǫ 2 , which was the earlier first choice for the vertex. (Basically, we have just proved that P 4 is a 3 4 4 1 -tile if and only if P 1 is a 3 3 4 2 -tile.) Therefore all the subsequent argument become valid. By V α,15 = V β,16 = αβγ, we get γ 17 . Then γ 17 , δ 17 determine P 17 . By V γ,11 = V β,15 = V α,13 = V γ,15 = αβγ, we get P 18 , α 18 , β 18 , and determine P 18 . By V γ,5 = V β,17 = V α,17 = V γ,18 = αβγ, we get P 19 , α 19 , β 19 , and determine P 19 . By V α,9 = V β,11 = αβγ and V δ,11 = V ǫ,18 = V δ,19 = δ 3 ǫ, we get P 20 , γ 20 , δ 20 , and determine P 20 . Then the angle arrangements of P 2 , P 5 , P 6 , P 19 , P 20 finally determine P 8 .
We need to justify the existence of the pentagon. We leave the discussion to the next section.
Cases 1.5b, 2.5e
For Case 1.5b, we have
π, f = 16, and three solutions. Two solutions (α, β) ≈ (0.6338π, 0.5642π), (0.10133π, 1.56723π) are for the first arrangement A1, and there is one solution (α, β) = (0.4536π, 0.8823π) for the third arrangement A3. We may use the method in Section 5.1 to get AVC ⊂ {αβγ, δǫ 2 , δ 4 }.
For Case 2.5e, we have
π, ǫ = 6 7 π, f = 28, and one solution (α, β) ≈ (0.5588π, 0.4371π) for the first arrangement A1. Then we find AVC ⊂ {αβγ, δǫ 2 , δ 4 ǫ, δ 7 }.
In the first of Figure 18 , we used three consecutive δ at a vertex to show that the AVC does not admit tiling for the first arrangement A1. The same argument applies here. Therefore we only need to consider the solution (α, β) = (0.4536π, 0.8823π) for the third arrangement A3 of Case 1.5b. Then we may start with the vertex δ 4 and argue similar to the second of Figure  18 . The result is the earth map tiling of distance 5, with four timezones.
It remains to calculate the pentagon for Cases 1.4e, 1.5b, 2.6b. We note that the tilings for Cases 1.5b, 2.6b are all earth map tilings of distance 5 given by Figure 15 . The tiling for Case 1.4e is not the earth map tiling, but it has the same tile as Case 2.6b.
The first of Figure 20 describes part of the earth map tiling. We know the poles are δ n (n = 4, 5 for Cases 1.5b, 2.6b), and δǫ 2 , αβγ are vertices. In particular, we know the precise values δ = 2 n π, ǫ = 1 − 1 n π. We also know all the solid lines have the same length a. Then both AB and AC can be reached by combining three segments of length a at angles β and ǫ. Therefore AB and AC have the same length. This implies that NAS is a great arc connecting the two poles. In particular, we find NA has length π − a. Therefore we get the second of Figure 20 . We may calculate the length of AB by the three segments of length a at angles β and γ cos AB = (1 − cos β)(1 − cos ǫ) cos 3 a + sin β sin ǫ cos 2 a + (cos β + cos ǫ − cos β cos ǫ) cos a − sin β sin ǫ.
We may also calculate the length of AB by the triangle △ABN cos AB = cos a cos(π − a) + sin a sin(π − a) cos
Identifying the two calculations and using the known values of δ, ǫ, we get one equation for a, β. On the other hand, Section 4 gives another equation L cos 2 a + M cos a + N = 0 with the coefficients depending only on β, δ, ǫ. We may express both equations as A i cos β + B i sin β = C i , i = 1, 2,. where A i , B i , C i are polynomials of cos a with coefficients involving only δ, ǫ. Then we may solve cos β and sin β from the system, and get the equality cos 2 β + sin 2 β = 1, which is
This is a polynomials of cos a of degree 8, with coefficients determined by the explicit values of δ, ǫ. The tiling for Case 1.5b is the earth map tiling with f = 16. We find the degree 8 polynomial for cos a The tiling for Case 2.6b is the earth map tiling with f = 20 (the same tile is also used for the tiling for Case 1.4e). The degree 8 polynomial for cos a is
We may also calculate the approximate value cos a ≈ 0.77 and find that cos a is the largest root of the cubic equation We also get the approximate values a ≈ 0.216837061350910003351365661654π, α ≈ 0.309592118267723925415732247869π, β ≈ 1.06152432808957675934745630289π, γ ≈ 0.628883553642699315236811449235π, and the data in the second of Figure 21 . The data implies the existence of the pentagon. We note that the pentagon is concave. We obtained earth map tilings with f = 24 in Sections 5.3 (for Case 5.5) and 5.4 (for Cases 1.2e, 1.5a, 2.4b). Although they actually do not belong to the relevant cases (they belong to the exceptional case in Section 5.7), we used the special values implied by the vertices in the cases to calculate the pentagons. Since such vertices do not appear in the earth map tiling, we need to calculate the pentagons again purely from the viewpoint of the earth map tiling. Using δ = π, we get the degree 8 polynomial for cos a (3t 2 + (2 − 2 √ 3)t + 3 − 2 √ 3)(t 2 + 3 − 2 √ 3)(t 2 + 7 − 4 √ 3)(t + 1) 2 .
The only real roots in (−1, 1) are
By the numerical calculation in [2] (which is {αβγ, δǫ 2 , δ 6 } for A3), we also know that α ∈ [0.11π, 0.16π]. We may use these values of cos a and the 5 -tile is given in Figure 22 . Up to the symmetry of AVC 3 = {αβγ, δǫ 2 }, we only need to consider the first and third angle arrangements, as in P 1 of the two pictures. In the first arrangement, by V δ,1 = δǫ 2 , we get ǫ 5 , ǫ 6 . By V ǫ,1 = δǫ 2 and the fact that P 6 has only one ǫ, we get δ 6 , ǫ 2 . Then P 1 , P 2 share a vertex α 2 · · · or αδ · · · , contradicting AVC 3 . For the second arrangement, by V δ,1 = δǫ 2 , we get ǫ 2 , ǫ 6 . By V γ,1 = αβγ and the fact that ǫ 2 is adjacent only to α 2 , γ 2 , we get α 2 , β 3 . Then α 2 , ǫ 2 determine P 2 . By V ǫ,1 = δǫ 2 and the fact that β 3 is adjacent only to α 3 , δ 3 , we get δ 3 , ǫ 4 . Then β 3 , δ 3 determine P 3 . By V α,1 = αβγ and the fact that ǫ 4 is adjacent only to α 4 , γ 4 , we get γ 4 , β 5 . Then γ 4 , ǫ 4 determine P 4 . By V β,1 = αβγ and the fact that β 5 is adjacent only to α 5 , δ 5 , we get α 5 , γ 6 . Then α 5 , β 5 determine P 5 and ǫ 6 , γ 6 determine P 6 .
Next we will argue that the number of tiles f ≤ 24. Since f is even, it is sufficient to show that f < 26. We note the angle sums of αβγ, δǫ 2 imply α + β + γ + δ + ǫ − 3π = π. We will have two inequality restrictions on f .
Consider the pentagon in Figure 10 . We have a < π because otherwise any two adjacent edges would intersect at two points. We may determine arcs x and y by the cosine laws cos x = cos 2 a + sin 2 a cos δ, cos y = cos 2 a + sin 2 a cos ǫ = cos 2 a − sin 2 a cos δ 2
The inequality y − x ≤ a then defines a region on the rectangle (a, δ) ∈ (0, π) × (0, Moreover, Area(△ABC) + π is the sum of the three angles of △ABC. Combining all the inequalities together, we get
The sides of △ABC are x, y, a, and its three angles can be calculated by the cosine law. Then may be explicitly expressed as a function of (a, δ). To show that f ≥ 26 leads to contradiction, we note that f ≥ 26 implies ≥ 22 13 π by the estimation above. In Figure 23 , the solid curve separates the regions y − x < a and y − x > a, and the dashed curve separates the regions > 22 13 π and <
13
π. Moreover, the horizontal dotted line corresponds to f = 26, and the vertical dotted line corresponds to a = 1 2 π. We see that, for f ≥ 26, the condition y − x < a is not satisfied for a ∈ (0, is the earth map tiling with exactly two degree 6 vertices. Using the second neighborhood tiling in Figure 22 , the propagation argument in Section 5.3 further shows that the earth map tiling is given by Figure 15 . The calculation in the later part of Section 5.6 shows that there are two possible pentagons suitable for the earth map tiling. The calculation gives the exact values for the pentagons, and identified the pentagons with the pentagons in Sections 5.3 and 5.4, where the existence of the two pentagons are also justified.
