On the behaviour near expiry for multi-dimensional American options  by Nyström, Kaj
J. Math. Anal. Appl. 339 (2008) 644–654
www.elsevier.com/locate/jmaa
On the behaviour near expiry for multi-dimensional
American options
Kaj Nyström
Department of Mathematics, Umeå University, S-90187 Umeå, Sweden
Received 21 February 2006
Available online 19 July 2007
Submitted by V. Radulescu
Abstract
In this paper we analyse the behaviour, near expiry, of the free boundary appearing in the pricing of multi-dimensional Amer-
ican options in a financial market driven by a general multi-dimensional Ito diffusion. In particular, we prove regularity for the
pricing function up to the terminal state and we establish a sufficient criteria for the conclusion that the optimal exercise boundary
approaches the terminal state faster than parabolically.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and background
A simple T -claim is a financial contract, assuming a time horizon of T > 0 and a market consisting of n assets
S(t) = (S1(t), . . . , Sn(t)), giving a payoff, at time t , equal to Ψ (S1(t), . . . , Sn(t)) where Ψ is a real-valued function
defining the contract. The American option corresponding to this claim gives the owner of the option the right (but not
the obligation) to exercise the option at any time τ , 0 τ  T . At the exercise time, τ , the owner of the option receives
an amount equal to Ψ (S1(τ ), . . . , Sn(τ )). In this paper our assumptions on the market are given within a generalised
Black–Scholes framework and in particular we assume that the logarithms of the prices, X(t) = (X1(t), . . . ,Xn(t)) =
(ln(S1(t)), . . . , ln(Sn(t))), solve a system of stochastic differential equations and we assume the existence of a positive
and continuous instantaneous interest rate ρ. For technical reasons we assume that ρ = ρ(t). Choosing a classical set-
up we assume that the system has the form
dX(t) = μ(t,X(t))dt + σ (t,X(t))dW(t), X(0) = x. (1)
Here W(t) is a standard n-dimensional Brownian motion defined on a probability space (Ω,F,Q) and Q is the
risk-neutral measure. Note that in our formulation μ(x, t) = (μ1(x, t), . . . ,μn(x, t)) : Rn × [0, T ] → Rn and σ(x, t)
is an n × n matrix defined by σij (x, t), i.e., σ(x, t) : Rn × [0, T ] → M(n,R) where M(n,R) is the set of all n × n
matrices with real entries and throughout the paper we assume that σ and μ are bounded functions. Moreover, as the
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k σ
2
ik(x, t)/2. The system in (1) accounts for time-dependent interest rates as well as time- and level-dependent
volatilities. In order to guarantee the existence and uniqueness of solutions to the system in (1) the functions μ and σ
have to fulfill certain regularity conditions. If ‖ · ‖ denotes the Euclidean norm (naturally extended from vectors
to matrices), then if we assume, for example, that there exists a constant C > 0 such that for all x, y ∈ Rn and
s, t ∈ [0, T ],∥∥σ(x, t)− σ(y, s)∥∥+ ∥∥μ(x, t)− μ(y, s)∥∥ C(‖x − y‖ + |t − s|), (2)
then we can ensure the existence and uniqueness of a strong solution to the system in (1), see [18]. The condition
in (2) states that the coefficients are Lipschitz in all variables but it is important to note though that these conditions
can be weakened, see for instance [18] and [26]. Defining A(x, t) = {aij (x, t)}, ai,j (x, t) =∑k σik(x, t)σjk(x, t)/2
we will also assume that A is uniformly elliptic in the sense that there exists λ > 0 such that
n∑
i,j
aij (x, t)ξiξj  λ|ξ |2 whenever (x, t) ∈ Rn × [0, T ] and ξ ∈ Rn. (3)
Moreover, we assume that Ψ is Lipschitz, i.e.,∣∣Ψ (s) − Ψ (s˜)∣∣ C|s − s˜| (4)
for some constant C and for all s, s˜ ∈ Rn+ (Rn+ = R+ × · · · × R+). Under these assumptions one can prove, using the
arguments of [18], that
V (s1, . . . , sn, t) = sup
tτT
E
(s1,...,sn,t)
Q
[
exp
(
−
τ∫
t
ρ(s) ds
)
Ψ
(
S1(τ ), . . . , Sn(τ )
)] (5)
is the unique fair price of the American option, at time t , if the underlying assets are trading at (S1(t), . . . , Sn(t)) =
(s1, . . . , sn). In this expression the supremum is taken with respect to all stopping times τ which are adapted to the
underlying Brownian motion. Furthermore, V ∈ C[Rn+ × [0, T ]] where C[Rn+ × [0, T ]] denotes the set of functions
continuous in Rn+ × [0, T ]. We define
E˜(V ) = {(s, t) ∈ Rn+ × [0, T ]: V (s, t) = Ψ (s)}, (6)
C˜(V ) = {(s, t) ∈ Rn+ × [0, T ]: V (s, t) > Ψ (s)}. (7)
By the continuity of V the set E˜(V ), called the coincidence set, is closed and its boundary Γ˜ = Γ˜ (V ) := ∂E˜(V )
is well defined and called the associated free boundary or optimal exercise boundary. The set C˜(V ) is called the
continuation set.
In the following we will make use of the following notation. For (x, t) ∈ Rn × R we let Br(x) denote the open
ball in Rn with center x and radius r , Qr(x, t) = Br(x) × (t − r2, t + r2) is the corresponding parabolic cylinder,
Q+r (x, t) = Br(x)×[t, t + r2) is the upper half-cylinder and Q−r (x, t) = Br(x)× (t − r2, t] is the lower half-cylinder.
∂pQr(x, t) is the parabolic boundary of Qr(x, t). Moreover, we let Lip1,1/2loc [Rn+ × [0, T ]] denote the function space
which consists of all functions V such that there exists, for any compact set K ⊂ Rn+ ×[0, T ], a constant C = C(K,V )
such that |V (s, t) − V (s˜, t˜ )| C(|s − s˜| + |t − t˜ |1/2) whenever (s, t), (s˜, t˜ ) ∈ K . Also, by a modulus of continuity
we simply mean a non-negative function σ˜ (r) such that σ˜ (r) → 0 as r → 0+.
We are now ready to state the main result proved in this paper.
Theorem 1. Assume that Ψ : Rn+ → R+ satisfies the regularity condition in (4) and let V be defined as in (5). Assume
that the market satisfies the regularity conditions in (2) and that the ellipticity condition in (3) is fulfilled. Then
V ∈ Lip1,1/2loc
[
Rn+ × [0, T ]
]
.
Furthermore, assume that the technical condition in (20), stated below, is satisfied. Then there exist for (s˜, T ) ∈
Γ˜ (V ) ∩ [Rn+ × {T }], r0 > 0 and a modulus of continuity σ˜ (r) such that
E˜(V ) ∩Q−r0(s˜, T ) ⊂
{
(s, t): T − t  |s − s˜|2σ˜ (|s − s˜|)}∩Q−r0(s˜, T ).
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is Lipschitz continuity as Ψ is Lipschitz. Moreover Theorem 1 states, in particular, that the exercise region E˜(V ),
and hence the optimal exercise boundary Γ˜ (V ), reaches the terminal surface Rn+ × {T } faster than parabolically as
T − t → 0+. The latter means that if (s, t) ∈ E˜(V ) ∩Q−r0(s˜, T ), then (T − t)/|s − s˜|2 → 0 as |s − s˜| → 0.
Theorem 1 is a consequence of Theorems 2 and 3 stated below and the technical condition referred to in Theorem 1,
i.e., the condition in (20), can be given a natural interpretation once Theorem 3 has been stated. To continue we let
ψ(x) = ψ(x1, . . . , xn) = Ψ
(
exp(x1), . . . , exp(xn)
)
, (8)
u(x, t) = V (exp(x1), . . . , exp(xn), T − t), (9)
and with a slight abuse of notation we let
ai,j (x, t) := ai,j (x, T − t), bi(x, t) = μi(x,T − t). (10)
Moreover, we introduce the operator
Lu :=
n∑
i,j=1
ai,j (x, t)
∂2u
∂xi∂xj
+
n∑
i=1
bi(x, t)
∂u
∂xi
− ρ(t)u − ∂u
∂t
. (11)
Under the assumptions of Theorem 1 one can prove, using the arguments of [18], that u is a solution to the (initial-
value) elliptic–parabolic variational inequality
Lu(x, t)
(
u(x, t) − ψ(x))= 0, Lu(x, t) 0, u(x, t)ψ(x) in Rn × (0, T ], (12)
u(x,0) = ψ(x) in Rn. (13)
u is unique in the class of functions which have at most exponential growth, i.e., in the class of functions u such
that |u(x)|  M exp(M‖x‖) for all x ∈ Rn and for some constant M > 0, see [4,5] and [18]. Moreover, in [23,
Proposition 4] it is proved that if the assumptions of Theorem 1 are fulfilled, then u, defined using V in (5), is the
unique viscosity solution to the problem in (12) and (13). In particular, u ∈ C[Rn × [0, T ]] and we let
E(u) = {(x, t) ∈ Rn × [0, T ]: u(x, t) = ψ(x)}, (14)
C(u) = {(x, t) ∈ Rn × [0, T ]: u(x, t) > ψ(x)}. (15)
We also let Γ (u) = ∂E(u).
We are now ready to formulate Theorem 2.
Theorem 2. Assume that the assumptions of Theorem 1 are fulfilled and let u be the unique continuous solution to the
problem in (12) and (13) with obstacle ψ defined as above. Then
u ∈ Lip1,1/2loc
[
Rn × [0, T ]].
In Theorem 2 the space Lip1,1/2loc [Rn × [0, T ]] is defined in analogy with the definition of the space Lip1,1/2loc [Rn+ ×[0, T ]] given above the statement of Theorem 1. Moreover, assume that K ⊂ Rn+ × [0, T ] is an arbitrary compact set
and let (s1, . . . , sn, t), (s˜1, . . . , s˜n, t˜ ) ∈ K . Using Theorem 2 we see that∣∣V (s1, . . . , sn, t) − V (s˜1, . . . , s˜n, t˜ )∣∣= ∣∣u(ln s1, . . . , ln sn, T − t) − u(ln s˜1, . . . , ln s˜n, T − t˜ )∣∣
 C(K,u)
(∑
| ln si − ln s˜i | + |t − t˜ |1/2
)
 C˜(K,u)
(|s − s˜| + |t − t˜ |1/2)
and hence the first part of Theorem 1 follows from Theorem 2. Theorem 2 concerns regularity of u near the initial state
(i.e., near expiry) and we note that similar questions can also be analysed locally in Rn × (0, T ], i.e. away from the
initial state, see [22]. In fact interior regularity for the parabolic obstacle problem, with no reference to mathematical
finance, has previously also been established in [14,15] (see for instance [14, Chapter 1.8]) where the obstacle problem
in (12) and (13) is studied. In [14] operators L, as in (11), is considered assuming that the matrix A(x, t) = {aij (x, t)}
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Solvability (existence and uniqueness) of the corresponding variational inequalities are established using the penalty
method in appropriate Sobolev spaces and regularity is proved by establishing that the solution does in fact belong
to smoother Sobolev spaces. Classical regularity is then derived from the Sobolev embedding theorem. We empha-
size though that Theorem 2, as well as Theorem 3 stated below, and the consequences stated in Theorem 1, are not
consequences of the work in [14,15] and our results are, to our knowledge, new. We acknowledge though that our
arguments are inspired by the techniques in [8] and in particular by [24] where similar arguments are developed. Also,
the approach developed in this paper applies to the parabolic obstacle problem for operators L as in (11) under less
restrictive regularity assumptions compared to (2). Still we here develop the machinery and describe the techniques
assuming (2) as we in this paper consider the obstacle problem in the context of American options. Moreover, interest-
ing and recent results concerning interior regularity for the one-dimensional obstacle problem can also be found in [6].
Finally we mention that there are relevant financial models in which option prices cannot be described using partial
differential equations satisfying the ellipticity condition in (3). In particular, in the Hobson–Rogers model for stochas-
tic volatility, see [17], which is a model accounting for non-local volatility, to be compared with the local volatility
models included in (1), option prices are described using degenerate parabolic equations of Kolmogorov type. We here
recognize the recent and interesting work in [10] on the obstacle problem for these operators. Moreover, for option
pricing in the context of models based on jump-diffusions we refer to [1] and [12].
To formulate Theorem 3 we need to introduce the technical condition referred to in Theorem 1 and to be able to do
this we shortly have to outline a common theme of its proof, a theme also present in the proof of Theorem 2, and that
is the theme of blow-up sequences and global solutions. To do this, we let (x0, t0) ∈ Γ (u) ∩ [Rn × {0}], i.e., t0 = 0,
r > 0 and we define
ur(x, t) = (u(rx + x0, r
2t + t0) − u(x0, t0))
r
, ψr(x) = (ψ(rx + x0) −ψ(x0))
r
. (16)
ur and ψr are blow-ups of u and ψ , respectively, around the point (x0, t0) and with respect to r . The blow-up con-
struction takes into account the fact that ψ is only Lipschitz. We also introduce the following scaled operator:
Lr =
n∑
i,j=1
ai,j
(
rx + x0, r2t + t0
) ∂2
∂xi∂xj
+
n∑
i=1
rbi
(
rx + x0, r2t + t0
) ∂
∂xi
− r2ρ(r2t + t0)− ∂
∂t
. (17)
ur solves the obstacle problem in (12) and (13) with operator Lr and obstacle ψr and assuming that ψ is Lipschitz
we see that the limit limr→0 ψr(x) exists for every x ∈ Rn. We define
ψ0(x) = lim
r→0ψr(x), x ∈ R
n, (18)
L0 =
n∑
i,j=1
ai,j (x0, t0)
∂2
∂xi∂xj
− ∂
∂t
. (19)
We can now formulate the technical condition:
ψ0 = ψ0(x) is a strict subsolution, in Rn, to the operator L0. (20)
By a strict subsolution we simply mean that ψ0 is a subsolution and not a solution.
We can now formulate Theorem 3.
Theorem 3. Let u and ψ be as in Theorem 2. Let (x0, t0) ∈ Γ (u) ∩ [Rn × {0}], i.e., t0 = 0, and let ψ0 and L0 be
defined as in (18) and (19). Moreover, assume that the condition in (20) is fulfilled. Then there exist r0 > 0 and a
modulus of continuity σ(r) such that
E(u)∩ Q+r0(x0, t0) ⊂
{
(x, t): t  |x − x0|2σ
(|x − x0|)}∩Q+r0(x0, t0).
Using that |lnx − lny|  |x − y|/y whenever x, y ∈ R+ we see that the second part of Theorem 1 follows from
Theorem 3. To explain the technical condition in (20) we note that this condition concerns the regularity of the
obstacle ψ at points (x0,0) ∈ Γ (u) ∩ [Rn × {0}], i.e., at points where the free boundary encounters the hyperplane
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either, for some K ∈ R+, φ(z) = max{z −K,0} or φ(z) = max{K − z,0}. Moreover, assume that ψ˜ is C1-regular in
a neighbourhood of (x0,0) and that ψ˜(x0) = K . Hence, ψ is only Lipschitz regular at (x0,0). In this case, proceeding
with the blow-up argument as in (16), we get that either ψ0(x) = max{ψ˜0(x),0} or ψ0(x) = max{−ψ˜0(x),0} where
ψ0(x) = η1x1 + · · · + ηnxn for some ηi ∈ R, i ∈ {1, . . . , n}, and hence we see that ψ0 is a strict subsolution to the
operator L0 in (19). Moreover, if we in the proceeding argument instead assume that ψ(x) = ψ˜(x), with ψ˜ being C1-
regular in a neighbourhood of (x0,0), then in the blow-up limit we instead just get ψ0(x) = η1x1 +· · ·+ηnxn for some
ηi ∈ R, i ∈ {1, . . . , n}. In this case we clearly have L0ψ0 = 0 and therefore ψ0 is a solution and not a strict subsolution
to the operator L0 in (19). This explains the technical condition in (20). More generally a Lipschitz regular function is
differentiable at almost every point in its domain of definition and in particular the graph of Lipschitz function has a
tangent plane at almost very point. Therefore, the statement of Theorem 3 is concerned with the shape of the exercise
region and the optimal exercise boundary at those points (x0,0) ∈ Γ (u) ∩ [Rn × {0}] where the Lipschitz regular
obstacle does not have a tangent plane.
In recent years several papers have been written on the optimal exercise boundary near expiry, both from an ana-
lytical and from a numerical perspective, for one-dimensional American put and call options, see for example [2,3,9,
13,19] and [21] (see also [11] and [16] for interesting work on the one-dimensional put option). In these papers the
optimal exercise boundary is analysed, near expiry, for the classical one-dimensional American put and call options
on a dividend paying asset, mainly in the standard Black–Scholes model with constant coefficients. In particular, let
Γ = {(t, s(t)): 0 < t < T } denote the optimal exercise boundary for either the one-dimensional American put or call
option. In this case the fine asymptotic behaviour of the free boundary near expiry is, for instance, established in [13].
In particular if we denote the strike by K , assume a constant rate of interest ρ and a rate of dividend of D, then,
in case of the put option, limT−t→0+ S(t) = K if D  ρ and limT−t→0+ S(t) = ρK/D if D  ρ while, in case of
the call option, limT−t→0+ S(t) = K if D  ρ and limT−t→0+ S(t) = ρK/D if D  ρ. Furthermore, analysing the
asymptotic expansions in [13], for S(t) as T − t → 0+, we see that the exercise region approaches the terminal state,
independent of whether we consider the put or the call, faster than parabolically in the case limT−t→0+ S(t) = K
while the speed of approaching is parabolical in case limT−t→0+ S(t) = ρK/D. Using our blow-up argument we in
the first case get ψ0(x) = max(−x,0) (in case of the put), ψ0(x) = max(x,0) (in case of the call) and in the second
case we get ψ0(x) = x (for the put as well as the call). Hence, in the first case ψ0 is a strict subsolution to the operator
L0 while in the second case ψ0 is a solution. In particular, the discussion above of the technical condition in (20) is
consistent with the asymptotic expansions developed in [13].
Finally we note that Theorem 3 concerns the shape of the exercise region and the optimal exercise boundary for
multi-dimensional American options near the initial state in a generalised Black–Scholes framework and we note
that in general there is considerably less known about exercise boundaries for multi-dimensional American options
compared to their one-dimensional counterparts and that Theorem 3 contributes to our understanding of these matters.
Still we note that the exercise region, for different multi-dimensional options, are studied in [7,23] and [25] but
these authors do not consider the questions which are the main focus of this paper. We also mention [9] where finer
properties of the exercise boundary are proved in the special case of the multi-dimensional American put option and
in the setting of the Black–Scholes model with constant coefficients.
The rest of the paper is devoted to the proof of our main results.
2. Proof of main results
Let (x0, t0) be a point where the free boundary encounters the surface Rn × {0}, i.e., (x0, t0) ∈ Γ (u) ∩ [Rn × {0}]
and t0 = 0. We intend to study u and Γ = Γ (u) in neighbourhoods Q+r (x0, t0) and to do this we first make a simple
problem reduction. First we note that in the following we can assume, without loss of generality, that ρ ≡ 0. In fact if
this is not the case, then we can simply consider the function exp(
∫ t
0 ρ(s) ds)u(x, t) instead of u(x, t). Moreover, we
redefine, with ρ ≡ 0 and for (x0, t0) fixed and as above, u(x, t) = u(x+x0, t + t0)−u(x0, t0) and ψ(x) = ψ(x+x0)−
ψ(x0). We also redefine the coefficients in the operator in (11) in the following way: ai,j (x, t) = ai,j (x + x0, t + t0)
and bi(x, t) = bi(x+x0, t + t0). By this translation we can assume that (0,0) ∈ Γ (u)∩[Rn×{0}] and that the obstacle
satisfies ψ(0) = 0. Based on these problem reductions we in the following consider points (x, t) in neighbourhoods
of (0,0) and, as mentioned in the introduction, u is continuous in Rn ×[0, T ] and hence bounded in compact subsets.
Therefore u will be a local solution to the problem in (12) and (13), a local solution in the following sense.
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which satisfy the following. ψ = ψ(x) is a Lipschitz function in Br(0) with Lipschitz constant bounded by δ,
ψ(0) = 0, and u is continuous in the closure of Q+r (0,0). Furthermore, the following holds for all (x, t) ∈ Q+r (0,0):
Lu(x, t)
(
u(x, t) −ψ(x))= 0, Lu(x, t) 0, u(x, t)ψ(x),
u(x,0) = ψ(x), ∣∣u(x, t)∣∣M.
For a scalar r > 0 we define the scaled operator
Lr =
n∑
i,j=1
ai,j
(
rx, r2t
) ∂2
∂xi∂xj
+
n∑
i=1
rbi
(
rx, r2t
) ∂
∂xi
− ∂
∂t
and we identify L = L1. Let (ur ,ψr), with ur(x, t) = u(rx, r2t)/r , ψr(x, t) = ψ(rx)/r , denote a blow-up of the pair
(u,ψ) at (0,0). We note that if (u,ψ) ∈ P+r (M, δ), then (ur ,ψr) ∈ P+1 (M/r, δ).
Theorems 2 and 3 will be established by arguments of contradiction, blow-ups and compactness arguments. In these
arguments a common theme is that we need to understand properties of blow-up sequences as r → 0. In particular,
assuming that r → 0 we are interested in studying the limiting obstacle problem and to do this we introduce a notion
of global solutions to an obstacle problem associated to the operator L0.
Definition 2 (Global solutions). For M , δ > 0 we define P+∞(M, δ) to be the class of all pairs of functions (u,ψ0) such
that ψ0 is a Lipschitz function defined in Rn with Lipschitz constant bounded by δ, ψ0(0) = 0, and u is continuous in
the closure of Rn × R+. Furthermore, the following holds for all (x, t) ∈ Rn × R+:
L0u(x, t)
(
u(x, t) −ψ0(x)
)= 0, L0u(x, t) 0, u(x, t)ψ0(x),
u(x,0) = ψ0(x),
∣∣u(x, t)∣∣M(1 + |x|2 + t)1/2.
Remark 1. Note that if (u,ψ0) ∈ P+∞(M, δ), then u is a supersolution, in Rn × R+, with respect to the operator L0.
Hence if, by assumption, ψ0 is a strict subsolution to the operator L0 in Rn × R+, then u and ψ0 can never touch
unless L0u = 0 in all of Rn × R+ and u(x,0) = ψ0(x).
2.1. Proof of Theorem 2
In this section we prove Theorem 2 by an analysis of local solutions. In particular Theorem 2 follows from Theo-
rem 5 stated and proved below. To prove Theorem 5 we first prove the following theorem.
Theorem 4. Let M,δ > 0 and assume that (u,ψ) ∈ P+1 (M, δ). Then there exists a universal constant C0 = C0(n)
such that
sup
Q+r (0,0)
|u|C0Mr whenever r ∈ [0,1).
Proof. For u such that (u,ψ) ∈P+1 (M, δ) we define
Sj (u) := sup
Q+
2−j (0,0)
|u|.
We claim that there exists a constant C˜0 = C˜0(n) such that, for all j ∈ N,
Sj+1(u)max
(
C˜0M2−j ,
Sj (u)
2
,
Sj−1(u)
22
, . . . ,
S0(u)
2j
)
. (21)
If (21) is true, then the statement of Theorem 4 follows by a simple iteration argument. To prove Theorem 4 we
therefore assume, on the contrary, that (21) is false and based on this assumption we will derive a contradiction. To
help the reader to understand the details of the argument we divide it into a number of steps.
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a function uj and a positive integer kj such that (uj ,ψ) ∈ P+1 (M, δ) and such that
Skj+1(uj )max
(
jM2−kj ,
Skj (uj )
2
,
Skj−1(uj )
22
, . . . ,
S0(uj )
2kj
)
. (22)
Note that |uj (x,0)| = |ψ(x)| δ2−(kj+1) for all (x,0) ∈ Q+2−(kj+1) (0,0). Using (22) we see that Skj+1(uj ) jM2
−kj
and hence we can conclude that there exists j0 	 1 such that uj (xj , tj ) = Skj+1(uj ), whenever j  j0, for some
(xj , tj ) ∈ Q+2−(kj +1) (0,0) with tj > 0. Moreover, we can conclude, as |uj |M , that j2
−kj is bounded as j → ∞ and
hence that kj → ∞.
Step 2. (Constructing blow-ups.) Using the notation introduced in Step 1 we define
u˜j (x, t) = uj (2
−kj x,2−2kj t)
Skj+1(uj )
whenever (x, t) ∈ Q+
2kj
(0,0). (23)
Let (x˜j , t˜j ) = (2kj xj ,22kj tj ). As uj (xj , tj ) = Skj+1(uj ) we see, by construction, that u˜j (x˜j , t˜j ) = 1 and that
sup
Q+2m(0,0)
|u˜j | =
Skj−m(uj )
Skj+1(uj )
 2(m+1) whenever m < kj . (24)
Moreover, u˜j solves the obstacle problem, in Q+2kj (0,0), for the operator L˜j = L2−kj and with obstacle equal to
ψ˜j (x) = ψ(2
−kj x)
Skj+1(uj )
. (25)
Using the Lipschitz character of ψ we see that |ψ˜j (x)|  δ2−kj /(jM2−kj ) = δ/(jM) → 0, as j → ∞, whenever
(x, t) ∈ Q+
2kj
(0,0). Moreover, using (24) we see that there exists, for any compact subset K of Rn × R+, j0 	 1 such
that the family {u˜j }jj0 is uniformly bounded on K . Hence we can, by standard arguments, extract a subsequence{u˜jl } such that u˜jl converges weakly to a function u˜∞ as l → ∞ and, by construction, u˜∞ is bounded in compact
subsets of Rn × R+.
Main idea of the argument. By construction (x˜j , t˜j ) ∈ Q+2 (0,0) with t˜j > 0 for all j  j0. Hence, (x˜j , t˜j ) →
(x˜∞, t˜∞) as j → ∞ and (x˜∞, t˜∞) belongs to the closure of ∈ Q+1 (0,0). Moreover, as u˜j (x˜j , t˜j ) = 1 it will fol-
low that u˜∞(x˜∞, t˜∞) = 1. In the following steps we intend to prove that t˜∞ > 0 and that u˜∞ ≡ 0. Therefore, as
u˜∞(x˜∞, t˜∞) = 1 we will reach a contradiction to our original assumption.
Step 3. ({t˜j }jj0 is uniformly bounded away from 0.) Let R 	 1 be a large number and let K ⊂ Rn be an arbitrary
compact set such that B2R(0) ⊂ K . Using K we define
ηj (K) = sup
K
|ψ˜j | (26)
and we note, using (25), that ηj (K)CK/(Mj) → 0. Moreover, arguing as below (25) we see that there exists j0 	 1
such that the family {u˜j }jj0 is uniformly bounded in Q+2R(0,0). Let z0 be an arbitrary point in BR(0). We intend to
prove that there exist α > 0, β > 0 and γ > 0, independent of z0 and j for j  j0, such that
u˜j (x, t)wj(x, t) in Q+R/2(z0,0) where wj(x, t) = γ
(
α|x − z0|2 + βt
)+ ηj (K). (27)
Recall that (x˜j , t˜j ) ∈ Q+2 (0,0) by construction. Therefore if we let z0 ∈ BR(0) and assume (27), then we can conclude
that
γ
(
α|x˜j − z0|2 + βt˜j
)+ ηj (K) u˜j (x˜j , t˜j ) = 1. (28)
As z0 is arbitrary we see that t˜j  (1 − ηj (K))/(γβ). Moreover, t˜j  1/(2γβ) whenever j  j0 for some j0 large
enough. Hence we are left with the task to prove (27) and we intend to prove that there exist α > 0, β > 0 and γ > 0 as
above and such that wj is a supersolution, in Q+2R(0,0), to the operator L˜j and that u˜j wj on ∂pQ
+
R/2(z0,0). This is
enough to prove as by definition u˜j is the smallest superharmonic majorant, defined with respect to the operator L˜j , of
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γ (cα(2−kj R + 2−2kj R2) − β) for all (x, t) ∈ Q+2R(0,0) and for some constant c > 0 which is independent of j
and R. Using the last deduction we see that if j  j0, then we can choose α and β such that L˜jwj (x, t) 0 for all
(x, t) ∈ Q+2R(0,0) and hence wj is a supersolution. Moreover, if (x, t) ∈ ∂pQ+R/2(z0,0) ∩ {t > 0}, then wj(x, t) 
γ c(α,β,R) + ηj (K) and using (24) we see that if we choose γ large enough, then the values of w will exceed the
values of u˜j in ∂pQ+R/2(z0,0). In particular, we can conclude that u˜j (x, t) wj(x, t) in Q
+
R/2(z0,0) and hence the
proof of (27) is complete.
Step 4. (u˜∞ satisfies L0u˜∞ = 0 in BR(0) × (2ηR2,R2) for every 1 	 η > 0.) Let fj denote the boundary values
of u˜j on ∂pQ+2R(0,0) and let η > 0 be a small number. We define vj and v˜j to be solutions to the problem L˜j v = 0, in
Q+2R(0,0), having boundary values fj and max{fj , ηj (K)}, respectively, on ∂pQ+2R(0,0). By the maximum principle
we have
vj (x, t) u˜j (x, t) v˜j (x, t) whenever (x, t) ∈ Q+2R(0,0). (29)
Moreover, using (24) we see that there exist j0 	 1 and a constant c˜ = c˜(R) > 0 such that
|fj |max
{|fj |, ηj (K)} c˜ whenever j  j0. (30)
We intend to prove that there exists j0, for η > 0 given, such that if j  j0, then
2ηj (K) < u˜j (x, t) whenever (x, t) ∈ BR(0) ×
(
ηR2,R2
)
. (31)
This implies, for j  j0, that u˜j is a solution to L˜j (instead of a strict supersolution) in BR(0)× (ηR2,R2). Moreover,
as there exists a subsequence {u˜jl } (see Step 2) such that u˜jl converges weakly to u˜∞ as l → ∞ we can conclude,
by standard results from the theory of parabolic partial differential equations, that u˜jl → u˜∞ uniformly in BR(0) ×
(2ηR2,R2) and that u˜∞ is a solution to L0u˜∞ = 0 in BR(0) × (2ηR2,R2). To prove (31) we recall that (x˜j , t˜j ) ∈
Q+2 (0,0) and that if j is large enough, then t˜j  1/(2γβ) (Step 3). Moreover, v˜j is a non-negative solution to the
operator L˜j in Q+2R(0,0). Using standard interior Hölder estimates for the operator L˜j , see [20], we see that∣∣v˜j (x, t) − v˜j (xˆ, tˆ )∣∣ c( |x − xˆ| + |t − tˆ |1/2
r
)α
sup
Q2r (x˜,t˜ )
|v˜j | (32)
whenever (x, t), (xˆ, tˆ ) ∈ Qr(x˜, t˜ ) where (x˜, t˜ ) and r are such that Q2r (x˜, t˜ ) ⊂ Q+2R(0,0). In (32) the constants c and
α ∈ (0,1) are independent of j . If we use (32) with (x˜, t˜ ) = (x˜j , t˜j ) and r = t˜j /4 1/(8γβ) (see Step 3), (30), the
fact that u˜j (x˜j , t˜j ) = 1 as well as (29) we then see that∣∣v˜j (x˜j , t˜j ) − v˜j (x˜j , (1 − λ)t˜j )∣∣ cλα(γβ)−αc˜ = cλα(γβ)−αc˜u˜j (x˜j , t˜j ) cλα(γβ)−αv˜j (x˜j , t˜j ) (33)
whenever λ > 0 with (x˜j , (1 − λ)t˜j ) ∈ Qt˜j /4(x˜j , t˜j ). Moreover, using (33) we can therefore conclude that there exists
λ > 0, independent of j for j  j0, such that
v˜j
(
x˜j , (1 − λ)t˜j
)
 v˜j (x˜j , t˜j )/2 1/2. (34)
Moreover, iterating this argument we see that
v˜j
(
x˜j , (1 − λ)kt˜j
)
 (1/2)k for all k ∈ Z+. (35)
Using (35) we derive that
v˜j
(
x˜j ,3ηR2/4
)
 C˜(R,η) for some C˜(R,η) > 0. (36)
Next we use the parabolic Harnack inequality for the operator L˜j to complete the proof. In particular, as v˜j is non-
negative there exists, see [20], a constant c such that
sup
Qr/8(xˆ,tˆ−r2/2)
v˜j  c inf
Qr/8(xˆ,tˆ+r2/2)
v˜j whenever Q2r (xˆ, tˆ ) ⊂ Q+2R(0,0). (37)
In (37) the constant c can be chosen to be independent of j , r and (xˆ, tˆ ) and it is important to note the time-lag in the
Harnack inequality. Next we let (x, t) ∈ BR(0) × (ηR2,R2) and we note that by a simple covering argument we can
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(xk, tk) ∈ Q+2R(0,0) and such that (x, t) can be connected to a point (x˜j ,3ηR2/4) (for some j ) using the cylinders{Qrk (xk, tk)}mk=1. Moreover, this can be done in such a way that we can make use of (37) to conclude that
v˜j (x, t) C(R,η) > 0 for all (x, t) ∈ BR(0) ×
(
ηR2,R2
)
. (38)
As |v˜j (x, t) − vj (x, t)| ηj (K) for all (x, t) ∈ Q+2R(0,0) it then follows from (38) that vj (x, t) C(R,η) − ηj (K)
for all (x, t) ∈ BR(0) × (ηR2,R2). If we choose j0 large enough we can therefore conclude that (31) is true.
Step 5. (Completing the argument by contradiction.) As R in Steps 3 and 4 is arbitrary we can conclude that
u˜j → u˜∞ uniformly on compact subsets of Rn × R+ and that the limit function u˜∞ satisfies L0u˜∞ = 0 in Rn × R+.
Moreover, u˜∞ satisfies
0 u˜∞(x, t) c
(|x|2 + t)1/2 whenever (x, t) ∈ Rn × R+ (39)
as we see from (24). We next prove that u˜∞(x,0) = 0 whenever x ∈ Rn. To do this we let z0 ∈ BR(0) and we
reuse (27). In particular, using (27) we see that u˜j (z0,0) ηj (K) and we can therefore conclude, by letting j → ∞,
that u˜∞(z0,0) = 0. As z0 can be chosen arbitrary it follows that u˜∞(x,0) = 0 for all x ∈ Rn. Moreover, from (39) we
see that u˜∞ has subexponential growth and by uniqueness for the Cauchy problem for the operator L0 we can conclude
that u˜∞ ≡ 0. But by construction and Step 3 we have that u˜∞(x˜∞, t˜∞) = 1 where x˜j → x˜∞ and t˜j → t˜∞ > 0. We
have therefore reached a contradiction and hence (21) is not false. This concludes the proof of Theorem 4. 
Theorem 5. Let M,δ > 0 and assume that (u,ψ) ∈ P+1 (M, δ). Then there exists a universal constant C1 = C1(n)
such that∣∣u(x, t) − u(xˆ, tˆ )∣∣C1M(|x − xˆ| + |t − tˆ |1/2) whenever (x, t), (xˆ, tˆ ) ∈ Q+1 (0,0).
Proof. Let (u,ψ) ∈ P+1 (M, δ) and Γ = Γ (u). Moreover, we define, for (z, τ ) ∈ Γ ∩ Q+1 (0,0) and j  0,
Sj (u, z, τ ) := sup
Q2−j (z,τ )∩[Rn×R+]
∣∣u(·,·) − u(z, τ )∣∣.
We intend to prove that there exists a constant C˜1 = C˜1(n) such that
Sj+1(u, z, τ )max
(
C˜1M2−j ,
Sj (u, z, τ )
2
,
Sj−1(u, z, τ )
22
, . . . ,
S0(u, z, τ )
2j
)
(40)
for all j ∈ N and whenever (z, τ ) ∈ Γ ∩Q+1 (0,0). As in the proof of Theorem 4 we can then use (40) in straightforward
iteration argument and conclude that
Sj (u, z, τ ) Ĉ1M2−j whenever (z, τ ) ∈ Γ ∩Q+1 (0,0) (41)
for some constant Ĉ1 = Ĉ1(n). Below we use (41) to complete the proof of Theorem 5. To prove (40) we argue as
in the proof of Theorem 4 and hence we assume that (40) fails. As a consequence there exists, for all j ∈ N, uj ,
(uj ,ψ) ∈P+1 (M, δ), (zj , τj ) ∈ ∂E(uj ) ∩Q+1/2(0,0) and kj ∈ Z+ such that
Skj+1(uj , zj , τj )max
(
jM2−kj ,
Skj (uj , zj , τj )
2
,
Skj−1(uj , zj , τj )
22
, . . . ,
S0(uj , zj , τj )
2kj
)
. (42)
We define
u˜j (x, t) = uj (2
−kj x + zj ,2−2kj t + τj ) − uj (zj , τj )
Skj+1(uj , zj , τj )
(43)
in B2kj (0) × (−τj ,22kj ). Proceeding as in the proof of Theorem 4 we get sequences
u˜j , (x˜j , t˜j ) ∈ B1/2(0) × (−τj ,−τj + 1/4), ψ˜j , L˜j (44)
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u˜j (x˜j , t˜j ) = 1, u˜j (0,0) = 0, |ψ˜j | cj → 0 as j → ∞. (45)
Using the Lipschitz character of ψ we can conclude that (x˜j , t˜j ) ∈ E(uj ). From here on one can repeat the argument
in Theorem 4 to reach a contradiction. We can therefore and hence we first conclude that (40) is true and that (41)
holds.
Finally we complete the proof of Theorem 5 using (41) and in the following we let C = C(n) denote a generic
constant which is not necessarily the same at each instance. We first note that (41) implies that∣∣u(x, t) − u(z, τ )∣∣ CM(|x − z| + |t − τ |1/2) (46)
whenever (z, τ ) ∈ Γ and (x, t) ∈ Q1(z, τ ) ∩ [Rn × R+]. Let Ω1 = {(x, t) ∈ Rn × R+: d((x, t),Γ ) < 1} where
d((x, t),Γ ) denotes the parabolic distance from (x, t) to Γ , i.e., the distance measured based on the metric |x|+|t |1/2.
To complete the proof of Theorem 5 we have to prove that∣∣u(x, t) − u(xˆ, tˆ )∣∣ CM(|x − xˆ| + |t − tˆ |1/2) whenever (x, t), (xˆ, tˆ ) ∈ Ω1. (47)
To prove (47) we fix (x, t) ∈ Ω1, d((x, t),Γ ) > 0 and we let r = d((x, t),Γ ). Moreover, we divide the proof into two
cases.
Case 1. Assume (xˆ, tˆ ) ∈ [Q1(x, t) \ Qr/2(x, t)] ∩ [Rn × R+]. Then |x − xˆ| + |t − tˆ |1/2 > ηr for a universal
constant η. Pick (z, τ ) ∈ Γ such that r = d((x, t), (z, τ )). By the triangle inequality and (46) we see that∣∣u(x, t) − u(xˆ, tˆ )∣∣ ∣∣u(x, t) − u(z, τ )∣∣+ ∣∣u(z, τ ) − u(xˆ, tˆ )∣∣ CMr +CM(|z − xˆ| + |τ − tˆ |1/2)
 CM
[
r + |x − xˆ| + |t − tˆ |1/2] C˜M[|x − xˆ| + |t − tˆ |1/2]. (48)
Case 2. Assume (xˆ, tˆ ) ∈ Qr/2(x, t) ∩ [Rn × R+]. This case concerns points in the interior of C(u). For (xˆ, tˆ ) ∈
Qr(x, t) ∩ [Rn × R+] we let xˆ = x + rx˜, tˆ = t + r2 t˜ , where (x˜, t˜ ) ∈ Q1(0,0), and we define
v(x˜, t˜ ) = 1
r
[
u
(
x + rx˜, t + r2 t˜ )− u(x, t)]. (49)
We note that v(0,0) = 0 and that
n∑
i,j=1
ai,j
(
x + rx˜, t + r2 t˜ ) ∂2v
∂x˜i∂x˜j
+
n∑
i=1
rbi
(
x + rx˜, t + r2 t˜ ) ∂v
∂x˜i
− ∂v
∂t˜
= 0 in Q1(0,0). (50)
Moreover, using (46) we see that |v(x˜, t˜ )|  CM whenever (x˜, t˜ ) ∈ Q1(0,0) and for some universal constant C.
Using Schauder type estimates for parabolic equations, see for instance [14, Chapter 1.8], we can conclude that v is,
in Q1/2(0,0), Lipschitz of order 1 in the space variables and Lipschitz of order 1/2 in the time variable. In particular,∣∣v(x˜, t˜ )∣∣= ∣∣v(x˜, t˜ ) − v(0,0)∣∣ CM(|x˜| + |t˜ |1/2). (51)
As x˜ = (xˆ − x)/r , t˜ = (tˆ − t)/r2 we then get, using (51), that∣∣u(x, t) − u(xˆ, tˆ )∣∣ CM(|x − xˆ| + |t − tˆ |1/2)
for all (xˆ, tˆ ) ∈ Qr/2(x, t) ∩ [Rn × R+]. This completes the proof of the theorem. 
2.2. Proof of Theorem 3
To prove Theorem 3 we need to prove, assuming that ψ is Lipschitz in Br0(0) for some 0 < r0 
 1, ψ(0) = 0, that
for each  > 0 there exists r > 0 such that
E(u)∩ Q+r (0,0) ⊂
{
(x, t): t < |x|2}∩Q+r (0,0). (52)
Once we have proved this we can define the reverse relation (r) as the modulus of continuity. We note that in
the following we can without loss of generality assume that (u,ψ) ∈ P+r0 (M, δ) for some M > 0 and δ > 0. Suppose
that (52) fails. Then there exists, for some  > 0, a sequence (xj , tj ) ∈ E(u) with tj  |xj |2, and rj = |xj |+ t1/2 → 0.j
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operator L˜j , with obstacle and initial data ψ˜j (x) = ψ(rjx)/rj . Using Theorem 5 we can conclude that the family
{u˜j } is uniformly Lip1,1/2 in compact subsets of Rn × R+ and that there is a limit function u˜∞ (after passing to
a subsequence) which solves the limiting obstacle problem, with obstacle ψ0 and operator L0. In particular, u˜∞ is
a global solution, with obstacle ψ0, in the sense of Definition 2 and (u˜∞,ψ0) ∈ P+∞(M˜, δ) for some M˜ > 0. Using
our assumption on the function ψ0 and the operator L0 we can therefore conclude, using Remark 1, that L0u˜∞ = 0
in all of Rn × R+, u˜∞(x,0) = ψ0(x) and E(u˜∞) = Rn × {0}. But on the other hand, (x˜j , t˜j ) := (xj /rj , tj /r2j ) ∈
{t  |x|2}, |x˜j | + |t˜j |1/2 = 1 for all j and uj (x˜j , t˜j ) = ψ˜j (x˜j ). Therefore the limit point (x˜∞, t˜∞) (again after
passing to a subsequence) will be in the set {(x, t): |x| + |t |1/2 = 1} ∩ {t  |x|2} and u˜∞(x˜∞, t˜∞) = ψ0(x˜∞). But
this is impossible as we have concluded that E(u˜∞) = Rn × {0}. Hence (52) holds and Theorem 3 is proved.
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