Multifractional Brownian motion (mBm) was introduced to overcome certain limitations of the classical fractional Brownian motion (fBm). The major difference between the two processes is that, contrarily to fBm, the almost sure Holder exponent of mBm is allowed to vary along the trajectory, a useful feature when one needs to model processes whose regularity evolves in time, such as Internet traffic or images. Various properties of mBm have been studied in the literature, related to its dimensions or the statistical estimation of its pointwise Holder regularity. However, the covariance structure of mBm has not been investigated so far. We present in this work an explicit formula for this covariance. Since mBm is a zero mean Gaussian process, this provides a full characterization of its stochastic properties. We report on some applications, including the synthesis problem and the long term structure : in particular, we show that the increments of mBm exhibit long range dependence under general conditions.
The main feature of this process is that its Holder regularity varies in time and is equal to H ( t ) . This is in sharp contrast with fBm, where the almost sure Holder exponent is constant and equal to H . More precisely. the following properties of mBm are known:
Proposition 1 Assume , O > H ( t ) . With probability one, for each to, the Holder exponent atpoint t o 2 0 of multifractional Brownian motion is H(to).
(Recall that the Holder exponent of a process X ( t ) at point s is de-= O}.
X ( S + h, W ) -X ( S , w )
lhl" fined as: 01x (s, w ) = sup 01, lim { h+O A "large" 01x (s, w ) means-that X is smooth at s, while irregular behaviour of X at s translates into cy close to 0.) In addition, mBm is locally asymptotically self-similar, in the sense that around each point t , it "looks like" an fBm with exponent Thus, while all the properties of fBm are governed by the unique number H , a whole function H ( t ) is available in the case of mBm. This is useful in situations where one needs a fine modeling of real world signals. For instance, it is well known that the correlations of the increments of fBm decay as j ( 2 H -2 ) (j is the time lag), resulting in long range dependence when H > 1/2. In this respect, fBm is "degenerated" in some sense : since H rules both ends of the Fourier spectrum, i.e. the high frequencies related to the Holder regularity and the low frequencies related to the long term dependence structure, it is not possible to have at the same time a very irregular local behavior (implying H close to 0) and long range memory (implying H > 1/2). fBm is thus not adapted to model processes which displays both those features, such as Internet traffic.
The long range dependence of the increments of fBm when H > 1/2 was the main motivation for its use for instance in financial engineering. traffic modeling, geophysical and physiological time series analysis. A natural question is to ask whether mBm may also exhibit this feature, depending on the values of the function H(1). This would allow to have a natural generalization of fBm that permits to control independently the Holder regularity and the low frequency part of the Fourier spectrum. A natural way to check for the possible occurrence of long range dependence in a process is to look at the autocovariance. More generally, mBm being a Gaussian process, all of its stochastic properties can be obtained from its autocovariance. It is thus important to dispose of an explicit formula for it. The main motivation of this paper is to provide, in section 2, an explicit formula for the autocovariance of mBm. Section 3 presents some applications, mainly for the synthesis and for the study of the long range dependence properties. 
H ( t ) (see [SI).

COMPUTATION OF THE COVARIANCE OF MBM
c o v x ( t , S) = E(X(t)X(s)) = where ,/r(2z + i ) r ( 2 y + 1 ) sin(-irz) s i n ( q ) D ( z , Y) = 2 q z + + i)sin(n(z + y ) / 2 ) Proof By definition, E ( X ( t ) X ( s ) ) = Proof By definition, corx(t, s) = c o v x ( t l s ) . Since
D ( H ( t ) , H ( t ) ) = $, we get that E ( X 2 ( t ) ) = t 2 H ( t )
and the result follows.
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Recall that one of our main motivation is to study, by analogy with what is done for fBm, the long range dependence of the increments of mBm. We will thus be interested in the autocovariance of the increments of mBm, or, more precisely, their autocorrelation, the increments being also non stationary. While Proposition 2 allows to write an explicit form, it does not give much insight, so we will not give it here.
APPLICATIONS
Synthesis of mBm
Because mBm is non stationary with non stationary increments in
.
where the value o f C ( H ( t ) ) = ( H ( t ) T ( 2 H ( ; ) ) s i n n H ( L ) ) 'S deduced from the requirement that E(X' (1) 
( t H ( t ) + H ( s ) + S H ( t ) + H (~) -
E ( X ( t ) X ( s ) ) = 2 C ( H ( t ) ) C ( H ( s ) )
It -S I H ( t ) + H ( s ) )
Replacing H by H ( t ) H ( s ) in C and using the identity zr(z) = r(z + 1) yields the announced equality. H ( t ) . Then, corx(t, s ) = general, care must be taken when synthesizing its sample paths. Let us first recall a few facts about the generation of sample paths of fBm. Numerous methods have been proposed in this context. They include Choleski decomposition, midpoint displacement and its various improvements, spectral synthesis, wavelet-based methods, and synthesis based on differential models. The reason why so many algorithms exist is that synthesizing an fBm is by no means an easy process, especially if one needs to build large traces. The problem lies mainly in the non-Markovian nature of fBm, the strong correlations that it displays. As well, it is a recognized fact that all methods, except the Choleski one, are only approximate. It is not clear however why the unique exact synthesis, through Choleski decomposition, is not used systematically. It probably stems from the wrong impression that this method is greatly time and memory consuming. While this is true for a plain implementation of the algorithm, several refinements allow to reduce the time and memory requirements to values comparable to the ones of the "fast" approximate methods. Let us describe in some detail the principal steps involved in the Choleski decomposition method.
Assume we wish to generate samples of an fBm X with expo- 
Since A N is positive definite, it may be written using its Choleski decomposition as:
where LN is an invertible lower triangular matrix.
samples realization of a unit variance centered white Gaussian noise. It is easy to see that the autocovariance matrix of the random 
This result allows us to generate a sample path of an mBm
where N+1 is the number of sample points to be generated. This procedure has complexity N times the complexity of generating a single fBm, and needs N times the memory required for the synthesis of an fBm. Thus, if one uses the Schur algorithm, the time complexity is O ( N 3 ) and O(N') memory is needed. In the case the doubling Schur algorithm is used, the time complexity
falls to O(N'(Iog,(N))').
Now that we dispose of a formula for the autocovariance of mBm, an alternate method may be proposed: one can make use of the Choleski decomposition to generate directly the samples of an mBm, without synthesizing first all the "tangent" fBm-s. Indeed, as said above, the Choleski method may be applied for building traces of any discrete Gaussian process. The new method thus uses as a starting point the matrix AN deduced from Proposition 2, and computes the corresponding matrix L N . Note that, in the case of mBm, there is no point in working with the increments : since they are not stationary, it is not simpler to obtain L N for the increments than for the original process. In turn, this imply that one cannot make use of fast algorithms for the decomposition, so that the time (resp. memory) complexity will be O ( N 3 ) (resp. O(N')). We thus obtain exactly the same values as in the previous synthesis method when the Schur algorithm is used. In particular, the new method is worse than the old one when N may be chosen to be a power of 2. Note however that it is exact, as the previous one was only approximate. Other definitions are based on the behavior of the spectral density. The increments of fBm yield the most well known example of long range dependence: it is classical that, for H # k, p ( j ) is equivalent to H ( 2 H -l)jZH-' when j tends to infinity.
Long range dependence
Of course, these definitions must be adapted in our case, since mBm does not have stationary increments. In particular, it is not straightforward to define a spectral density for the increments : in general, there are several, non equivalent, ways to extend the notion of a Fourier spectrum for non stationary processes (see for instance [6] ), but none of them seem tractable in our case. We will thus rather study the asymptotic behavior of the correlation function of the increments, COTY ( t , s) . This function depends on both time instants, and the best we can do is to fix one "initial" time, say s, and see what happens when we let t go to infinity. In doing so, we will obtain an asymptotic behavior conditioned on s, reflecting the fact that the long term correlation structure will in general be different for different initial times. In addition, and again because of non stationarity, we cannot hope in general that the ratio hm -k h, will have a non degenerate limit c for a certain well chosen cy. Rather, we will content ourselves with the fact that it stays bounded away from 0 and 00 when h tends to infinity. We thus set the following definitions for long range dependence of non (necessarily) stationary processes : Definition 5 (-1 , O ) such that, when h tends to injnity : Corollary 1 and Proposition 8 show that mBm is indeed a generalization of fBm that allows to have at the same time long range dependence in the sense of Definition 6 and arbitrarily low Holder regularity at all times. In addition, we can choose H so that the associated mBm has long range dependence in the stronger sense of Definition 5 while having arbitrarily low regularity. More generally, it is worthwhile to note that the situation is essentially different from the fBm case : long range dependence is obtained for the full range of admissible values of H , and not just for H E ( 3 , l ) .
Let Y ( t ) be a second-order process. Y ( t ) is said to have long range dependence ifthere exists a function ~( s ) taking values in
+W 0 VS 2 0, COTY (Si S + h ) M ha") (f(h) M g(h) denotes the property that there exist 0 < c < d < 00 such that for all sufficiently large h, c 5 -f ( h ) < d.) g(h) -H ( t ) + H ( s ) > 1 * COVX t , s ) M tH(t)+H(S)-' H ( t ) + H ( s ) < 1 * corx(t, s) M t -H ( t ) H ( t ) + H ( s ) > 1 * corx(t, s) M tH(S)-'
Other applications
Financial modeling : In recent years, there has been a growing interest in modeling financial time series with fBm rather than Brownian motion. Such a refinement allows to take into account the strong correlations observed in real traces. Long memory in this framework is crucial in particular in terms of efficiency : it implies that prices will fall back to their fundamental value much more slowly than if the market was without memory. In consequence, it is possible to make profits using this durable discrepancy. Obviously, the Holder regularity of financial time series is not constant in time, and this has important consequences : indeed, one can imagine that periods where the market is "quiet" correspond to high Holder exponents, while low values of the exponent indicate sudden, "krach-like" variations. One then needs a process like mBm to model at the same time the long range dependence and a fluctuating regularity. Trafic modeling : Many Internet traces have been found to exhibit long range dependence. This has several consequences, for instance on the behaviors of the queues. Recently, it has been recognized that Internet traces also display some multifractal features, which are not compatible with a modeling by fBm. Among the models that have been proposed, mBm has the advantage that it is a simple generalization of fBm that allows to explain both the long range dependence and the wildly varying local regularity. With a right choice of H ( t ) , one can model accurately the multifractal properties of traffic traces, have the correct long range dependence exponent, and even accommodate the fact that different experiments sometimes give slightly different such exponents (depending on both the initial time and the unit lag, one will indeed observe asymptotic behaviors).
