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Abelian Chern-Simons theory, labeled by the so-called K matrices, have been quite successful in
characterizing and classifying Abelian fractional quantum hall effect(FQHE) as well as symmetry
protected topological(SPT) phases, especially for bosonic SPT phases. However, there are still
some puzzles in dealing with fermionic SPT phases. In this paper, we utilize the Abelian Chern-
Simons theory to study the fermionic SPT phases protected by Abelian total symmetry Gf that
is a central extension of bosonic symmetry Gb by fermion parity symmetry Z
f
2
. In particular, we
study the edge theories with the proper anomalous symmetry action on the edge fields for various
examples. Comparing to the bosonic SPT, fermionic SPT with Abelian total symmetry Gf has
two new features: (1) it may support gapless majorana fermion edge fields, (2) some nontrivial
bosonic SPT may be trivialized if there is a nontrivial Zf
2
extention. By studying many examples,
we show enough technical details to achieve the edge theories of almost all fermionic SPT phases
with unitary Abelian Gf except the so-called intrinsic interacting fermionic SPT phases. Moreover,
we also discuss the construction of edge theories with central charge n−1 for Type-III bosonic SPT
phases protected by (Zn)
3 symmetry.
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I. INTRODUCTION
Recently, tremendous progress has been made towards
understanding gapped phases of quantum matter. It
has been pointed out that the entanglement pattern is a
unique feature to characterize gapped quantum phases.
A state only has “short-range entanglement” if and only
if it can be transformed into an un-entangled state (i.e., a
direct product state or an atomic insulator state) through
a local unitary evolution; otherwise, it has ”long-range
entanglement. In the presence of global symmetry, even
the ”short-range entangled” phases can have many dif-
ferent classes. Among them one class is the conven-
2tional symmetry breaking phases described by the Lan-
dau theory. However, to our surprise, there exists a
new class of topological phases - the symmetry pro-
tected topological (SPT) phases[1–3] associated with any
global symmetry in any dimension. So far, the SPT
phases have been quite well-understood in many aspects
for both interacting bosonic and fermionic systems, in-
cluding the classification[2–15], characterization[12, 15–
25], boundary-bulk correspondence[26–37], construction
of exactly solvable models[2, 3, 7, 16, 38–42], field
theories[14, 43–48], microscopic model realization[49–53]
and experimental discovery as well. One of the most
striking phenomena of SPT phase is that even though the
bulk is short-range entangled without any fractionalized
excitation, its boundary can not be short-range entangled
symmetric gapped state. It must be gapless, breaking
symmetry(spontaneously or explicitly) or topological or-
dered state(for the boundary of 3D SPT phases) with
fractionalized excitations, due to the anomalous(non-
onsite) symmetry action on the boundary.
In two dimension, Abelian Chern-Simons(ACS) theory
is a powerful and simple tool to characterize and classify
gapped phases such as Abelian fractional quantum Hall
effect(FQHE) and bosonic SPT protected by Abelian
symmetry. Especially that ACS theory admits a quite
elegant boundary-bulk correspondence, which benefits
those being interested in the edge theories. For exam-
ple, it is quite straightforward to get the chiral Luttinger
liquid edge theory description for Abelian FQHE and
the (non-chiral) Luttinger liquid theory description with
proper anomalous symmetry action for bosonic Abelian
SPT phases. ACS theory has also been used in studying
fermionic SPT phases in Ref.[54] to obtain a minimal sub-
set classification, however, there is still a lack of system-
atical and complete understanding. Very recently, the K-
matrix formulation of some interesting gapless edge the-
ories of fermionic SPT phases is discussed, e.g., Ref.[55]
provides a valuable example with Z2 × Zf2 symmetry.
In this paper, we utilize the ACS theory to obtain
the edge theories of fermionic SPT phases with unitary
Abelian total symmetry Gf in a systematical way. Then
we achieve the proper classification of fermionic SPT for
various Abelian symmetries. We derive and identify the
gapless edge theories with proper anomalous symmetry
realization of all root phases, and also express the rela-
tions between root phases and phases with other symme-
try realization on the edge.
We note that in general Gf is a central extension of
bosonic symmetry Gb by fermion parity symmetry Z
f
2 ,
which can be a trivial extension, or nontrivial extension,
characterized by a second group cohomology class ω2 ∈
H2(Gb,Z
f
2 ). For the trivial extension, Gf = Gb × Zf2 ,
while for nontrival extension, the precise way to express
Gf is via a short exact sequence, however, for simplifying
notation, we denote them as Gb×ω2 Zf2 . Throughout the
whole paper we restrict all our discussions to those cases
with Abelian total symmetry Gf . Moreover, we also con-
sider the edge field theories of Type-III root states pro-
tected by Gb = (Zn)
3, and it can be realized by non-
chiral Luttinger liquid with central charge equal to n−1.
It is interesting to ask what is the lowest bound of cen-
tral charge for a CFT that can realize such an anomaly.
For the Type-III anomaly of bosonic SPT of (Zn)
3, our
construction suggests that it should be at most n− 1.
The rest of the paper is organized as following: in
Sec.II, we review some useful knowledge about the
ACS for study fermionic SPT, especially, we show in
Sec.II D two ways to detect the symmetry anomaly of
the edge theory, one is the so-called null vector crite-
rion in Sec.II D 1 and the other is to check the projective
representation potentially carried by symmetry flux in
Sec.II D 2. We carefully study the examples with triv-
ial central extension of Gb by Z
f
2 in Sec.III, and then
nontrivial extension cases in Sec.IV. In Sec.V, we discuss
the construction of edge theory with Type-III anomaly
of bosonic SPT with (Zn)
3. Discussion and outlook is in
Sec.VI. Some other examples and other solutions of the
examples in the main text will be discussed in appendix.
II. OVERVIEW
In this section, we first review the main knowledge that
we will use in the following examples which mainly is
in Sec.II A-IID. Then we will summarize our results in
Sec.II E.
A. K matrix formulism for fermionic SPT
Generally, a (U(1))n Chern-Simons theory can take the
following form
LCS =
KIJ
4π
ǫµνλaIµ∂νa
J
λ + a
I
µj
µ
I + ... (2.1)
where K is a symmetric integral matrix, {aI} is a set
of one-form gauge fields and {jI} are the corresponding
currents that couple to the aI gauge fields. The theory
has an emergent symmetry related to the relabeling of
the gauge fields aI . Namely, two theories L[aI ] and L[a˜I ]
related by aI = WIJ a˜
J , where W is a n × n integral
unimodular matrix, actually describe the same gapped
phase. As a result, not every K labels a distinct phase,
but only K up to the SL(n,Z) transformation.
The topological order described by Abelian Chern-
Simons theory hosts Abelian anyon excitations. An
anyon can be labeled by an integer vector l =
(l1, l2, ..., ln). The self statistics of an anyon l is given
by
θl = πl
T ·K−1 · l (2.2)
and the mutual statistics of two anyons l and l′ is given
by
θl,l′ = 2πl
T ·K−1 · l′. (2.3)
3A bosonic excitation means that the self statistics is mul-
tiple of 2π while a fermion means that the self statis-
tics is π modular 2π. The total number of anyons and
the ground state degeneracy on torus are both given by
| detK|. In SPT phases, there is no anyons and the
ground state is non-degenerate on any closed manifold,
so we should require that | det(K)| = 1. In our later
discussions, we will consider the presence of additional
global symmetries. An external global U(1) symmetry
can be described by a charge vector by q. Then, the
charge carried by an anyon excitation l is
Q = qT ·K−1 · l (2.4)
We note that readers shall not be confused with the U(1)
gauge symmetries of aI and the global U(1) symmetry.
The K matrix Chern-Simons theory admits a well-
known edge-bulk correspondence. In a system with open
boundary, the edge theory corresponding to (2.1) can
take the form
Ledge =
KIJ
2π
∂xφ
I∂tφ
J + vIJ∂xφ
I∂xφ
J + ... (2.5)
where φI is the chiral bosonic field on the edge and re-
lated to the bulk dynamical gauge field by aIµ = ∂µφ
I .
An anyon labeled by l on the edge can be created by
eil
T ·φ where φ = (φ1, φ2, ..., φn).
B. Symmetry implementation
1. Definition of symmetry in fermionic SPT
Any fermionic system has the fermionic parity invari-
ance. Namely, if we denote the total symmetry of a
fermionic SPT by Gf , then the fermion parity symmetry
Z
f
2 = {1, Pf} has to be a normal subgroup of Gf . The
quotient group Gb = Gf/Z
f
2 is the bosonic part of sym-
metry in the fermionic SPT. Therefore, Gf is a central
extension of Gb by Z
f
2 which is labeled by the second
group cohomology ω2 ∈ H2(Gb, Zf2 ). More precisely, Gf
defines as
0 −→ Zf2 −→ Gf −→ Gb −→ 0 (2.6)
If the extension is trivial, Gf = Gb × Zf2 , otherwise we
denote Gf = Gb ×ω2 Zf2 . Note that the trivial element
in Gb, which we denote as e, can be represented by 1 or
Pf . For example, since H
2(Z2,Z
f
2 ) = Z2, there are two
extensions of Gb. The trivial one is just Gb = Z2 × Zf2
with two order-2 generators while the nontrivial one is
Gf = Z2 ×ω2 Zf2 = Zf4 whose generator g is order-4 and
squares to Pf . Through out this paper, we focus on the
Abelian Gf .
2. Implementing symmetry on the edge
We now consider how a symmetry is implemented in
the edge theory. Under a symmetry operation g, the edge
field φI transforms as
g : φI(x)→W gIJφJ (x) + δφg (2.7)
where W g is an integral unimodular matrix such that
K = ±(W g)TKW g (2.8)
where the sign should be “+” if g is unitary and “−” if
g is anti-unitary. δφg is a constant vector up to 2π. Ac-
cordingly, the excitation on the edge created by eil
T ·φ(x)
transform as
g : eil
T ·φ(x) → eilT ·W ·φ(x)eilT ·δφg (2.9)
An excitation is invariant under the symmetry is defined
as lT · δφg = 0 mod 2π for all group elements.
The quantitiesW g and δφg in the transformation (2.7)
can not be arbitrary. Besides (2.8), another natural con-
straint is that they should be compatible with the group
structure of Gf . Specially, let us take {g1, g2, .., gk} to be
the generators of a finite symmetry group. They satisfy
a set of group relations in the following form
k∏
i
gnii = 1 (2.10)
Then, acting both sides of (2.10) on the edge fields ac-
cording to (2.7), we will require that
k∏
i
gnii : φ→ φ mod 2π (2.11)
This set of conditions constrain possible values that W g
and φg can take.
However, among the solutions {W gi , δφgi} of the above
conditions, there is some redundancy. Two solutions re-
lated by the following gauge transformation are treated
equivalently:
W˜ gi = U−1W giU,
δφ˜gi = U−1[δφgi − (1− ηgW )∆φ] (2.12)
where U is a n×n integral unimodular matrix and ∆φ is
a constant vector up to 2π and η = ± denotes the group
element g to be unitary/anti-unitary.
3. Fermion parity operator
Since every fermionic SPT is invariant under the
fermion parity, here we pay special attention to the
fermion parity operator. It is well-known that any 2× 2
K matrix for fermionic SPT can transform into σz via
4proper modular transformation. Then, for K = σz , the
fermion parity should realize as
WPf = 12×2, δφPf = π
(
1
1
)
. (2.13)
To justify it, we consider two basic facts: (1) two ba-
sic fermionic excitations eiφ1 , eiφ2 aquire a minus sign
under the fermion parity, and any bosonic excitation
ei(l1φ
1+l2φ
2) with l1 + l2 = 0 mod 2 is invariant under
fermion parity, (2) with only Zf2 symmetry, any bosonic
excitation can condense to gap out the edge modes with-
out breaking any symmetry.
In the following, most of our examples are with K =
σz , and we always assume the fermion parity is realized
as (2.13). For those with larger dimensional K matrix,
K would take the form as σz ⊕ σx ⊕ ... ⊕ σx, then the
fermion parity is simply generalized into the form
WPf = 12×2 ⊕ 12×2 ⊕ ...⊕ 12×2, (2.14)
δφPf = π
(
1
1
)
⊕
(
0
0
)
⊕ ...⊕
(
0
0
)
. (2.15)
Note that K = σx describe bosonic SPT phases.
C. Stacking of SPT phases
For two fermionic SPT phases described by two ACS
theories [K, {W gi , δφgi}] and [K˜, {W˜ gi , δφ˜gi}], the stack-
ing of these two phases forms a new phase, which is
described by a new ACS theories with data [Ks =
K ⊕ K˜, {W gis = W gi ⊕ W˜ gi , δφgis = δφgi ⊕ δφ˜gi}]. If
the classificaion of fermionic SPT is Abelian group Zn,
then the stacking operation is the group operation of the
classification group.
For example, the classification Zf2 ×Z2 fermionic SPT
is Z8 whose generator is denoted by w, if the root phase
labeled by w can be realized by an ACS theory with
[K1, {W gi1 , δφgi1 }], then two copies of this stack to a new
phase labeled by w2 and similarly eight copies stack to
w8 = 1 which is trivial and hence whose edge can be
symmetrically gapped out. The root state can also be
realized by another ACS theory with [K ′1, {W ′gi1 , δφ′gi1 }],
then the stacking theory [K2 = K1 ⊕K ′1, {W gi2 =W gi1 ⊕
W ′gi1 , δφ
gi
2 = δφ
gi
1 ⊕ δφ′gi1 }] also describes a phase labeled
by w2.
When an ACS theory, no matter whether from stacking
operation or not, describes the trivial phase, in principle,
we can symmetrically gap out the edge fields. However,
sometimes it is not easy to find the proper interaction
terms to induce the symmetric gap, but it becomes easier
to do so if we stack an additional ACS theory that realizes
the trivial phase.
D. Detecting the symmetry anomaly on the
boundary
1. Ingappability without breaking symmetry
To symmetrically gap out the edge theory (2.5), we
can condense some boson(s), namely by adding the Higgs
terms
Lhig =
∑
i
Ci cos(l
T
i · φ+ αi) (2.16)
The perturbation should satisfy the following conditions.
First, it should be symmetric under every symmetry,
g : Lhig → Lhig. Second, for a 2n×2n K matrix, it needs
n different Higgs terms with vectors l1,2,...,n to fully gap
out the edge. The n vectors l1, l2, . . . , ln should be lin-
early independent. Third, the Higgs terms should satisfy
the so-called null vector criterion. To explain it, we con-
struct n different integer vectors Λi := K
−1 · li. The null
vector criterion then states that the corresponding edge
theory can be fully gapped out if and only if the following
conditions are satisfied
ΛTi KΛi = 0 for all i (2.17)
ΛTi KΛj = 0 for all paris of i, j (2.18)
Fourth, once the edge fields are being fully gapped by
Lhig, it is required that no spontaneously symmetry
breaking occurs. To enforce this, it is required that the
greatest common divisor of all the n × n minors of the
matrix (Λ1,Λ2, ...,Λn) is ±1.
If the Higgs terms satisfying the above conditions ex-
ist, the edge can be fully gapped without breaking any
symmetry. Then, the symmetry realization in the edge
theory is anomaly-free. This means the bulk fermionic
SPT is trivial. Otherwise, if the edge modes can not be
symmetrically gapped out, it means the symmetry real-
ization is anomalous, which indicates the bulk fermionic
SPT is non-trivial.
2. Symmetry flux
Whether the symmetry realization is anomalous or not
can also be checked by the properties of symmetry fluxes.
Here, we consider two examples for illustration. Let us
consider ZN symmetry group for examples. One possible
realization of the generator g1 of ZN group is
W g1 = 1, δφg1 =
2π
N
K · χg1 (2.19)
where χg1 is an integer vector. The phase shift δφ
g1
i has
a physical meaning, that is the symmetry charge car-
ried by the excitation created by eiφi . More precisly, we
can denote the charge vector of the n different funda-
mental excitations eiφi by q = χg1 . Therefore, via (2.4),
the symmetry charge of the excitation labeled by l is
5Q = qT ·K−1 · l, if we view ZN as a subgroup of U(1).
Now we consider inserting the elementary symmetry flux
2pi
N
, and the Berry phase accumulated when braiding the
excitation l around this symmetry flux is simply given by
θg,l =
2π
N
Q = 2π
χTg1
N
·K−1 · l (2.20)
Compared with (2.3), the effective label of the symme-
try flux in this K matrix framework is l =
χg1
N
which
means that the “fractionalized” vertex operator ei
1
N
χTg1
·φ
can be treated as the symmetry flux of this ZN symme-
try with the same K matrix. There actually is no such
kind of fractionalized dynamical excitations in the SPT
bulk. Since by inserting symmetry flux in the system, we
have to create an branch cut which is singular, we un-
derstand that this “fractionalized excitation” is actually
a static defect which lies at the end of the branch cut.
Nevertheless, we can continue to calculate the “topologi-
cal spin” of the symmetry flux as θg1 =
pi
N2
χTg1 ·K−1 ·χg1
which would become the true value of topological spin
of gauge flux once we gauge this symmetry. If the edge
can be gapped out without breaking the symmetry, it is
required that Nθg1 = 0 modulo 2π. If this condition is
satisfied, it means that there exists a bosonic symmetry
flux and then we can condense it without breaking the
symmetry.
Let us consider another example. For the non-Abelian
root state protected by (ZN )
3 symmetry, a sufficient
property is that the symmetry flux corresponding to one
ZN subgroup carries the fundamental projective repre-
sentation of the rest ZN × ZN subgroup. Supposed one
of the ZN symmetry subgroup realizes as (2.19), ad the
other two are realized as, generally speaking, {W g2 , δφg2}
and {W g3 , δφg3} where g2 and g3 are the two generators
of the rest two ZN subgroups. Then acting on the sym-
metry flux related to the first ZN subgroup, the repre-
sentative matrices of g2 and g3 should form the funda-
mental projective representation of ZN × ZN group. We
also find that the ”topological spin” of the symmetry flux
g1 is pi/4 which indicates four copies of them is pi which
is trivial, and hence it is the Z4 root state.
E. Main Results
In this section, we will present our main results: we aim
to find out the edge theory for various fermionic SPT in
the K matrix formulism. The main results are summa-
rized in Table.I. Here we consider the case with Abelian
Gf . Depending on whether there is Z
f
2 extension, for the
same Gb, there can be different Gf . We consider both
the trivial and nontrivial Zf2 -extended Gf .
For trivial Zf2 extension, we discuss carefully the
Z2 × Zf2 , Z4 × Zf2 and Z2 × Z2 × Zf2 symmetries.
(1) Z2 × Zf2 : To obtain the well-known gapless majo-
rana fermion edge theory, we start with K = σz whose
edge is a c = 1 Luttiner liquid, and then after identifying
the symmetry realization that acts in a anomalous way on
these bosonic edge fields, we can add perturbative sym-
metric interactions which would drive the c = 1 Luttinger
liquid to the well-known Ising cricality with c = 1/2, i.e.
with two counter-propogating gapless majorana fermion.
These two majorana fermions’ symmetry transformation
is anomalous, which prevend it being gapped out by a
symmetric mass. In this case, this edge is stable, at least
perturbatively. The symmetry action which satisfies the
above consideration on the edge fields (φ1, φ2) can be
chosen to be W g = σz and δφ
g = 0, and the symmetric
interactions terms are U [cos(φ1 +φ2)+ cos(φ1−φ2)]. In
fact, the above choice is not unique, we can also choose
W g = σz and δφ
g = (π, 0)T , then the symmetric interac-
tion terms would become U [cos(φ1+φ2)− cos(φ1−φ2)].
In both cases, it can be seen that eight copies of the two
majorana fermions left can be symmetrically gapped out,
leading to the Z8 classification.
If we denote the phase corresponding to the symmetry
action on the edge fields as [W g, δφg], then we identify
the root phase as [σz , (0, 0)]. We find that following im-
portant relations between the phases realized by different
symmetry actions:
(a) The phase [σz, (π, 0)] is the inverse of the root
phase;
(b) The phase [−σz, (0, 0)] is the inverse of the root
phase and the phase [−σz, (0, π)] is the same phase as
the root phase.
(c) The phase [1, (0, π)] realizes the phase of two copy
of the root phase, and combine the fact four copies of
the phase [1, (0, π)] are trivial, it can also be seen that
eight copies of root phase are trivial.
(2) Z4×Zf2 : the classification of this symmetry is Z8×
Z2, we find that the root phase of the Z8 classification
is realized by the symmetry action: W g = 12×2, δφg =
(0, π/2)T , i.e. g : φ1 → φ, φ2 → φ2+π/2. In this case, the
edge fields when being gapless is a c = 1 Luttinger liquid,
which can not be driven to c = 1/2 by U [cos(φ1 + φ2)±
cos(φ1 − φ2)] since these interactions are not symmetric,
as compared to that in Z2 × Zf2 .
Similarly to Z2 × Zf2 , the transformation with
W g = σz, δφ
g = 0 is also a symmetry realization of
the Z4 × Zf2 group. One can easily get that eight
copies of them are trivial, which naively would lead us
to conclude this is another root state for another Z8
classification since this case can admit odd number of
gapless majorana fermion on the edge. This is contri-
dictive to the classification of this symmetry, as stated
above. To solve this puzzle, we find that two copies
of the symmetry realization being W g = σz , δφ
g = 0
can be trivialized by adding four copies of the above
root state with W g = 12×2, δφg = 0. We also argue
that we can not conclude that the above root state
with W g = 12×2, δφg = 0 is more fundamental than
the state with W g = σz , δφ
g = 0 since upon gauging,
the former is Abelian topological order and the latter
6is non-Abelian one. Therefore, we treat the state with
W g = σz , δφ
g = 0 stacking two copies of that above root
states as a new root state for the Z2 classification which
upon gauging becomes a non-Abelian topological order.
(3) Z2 × Z2 × Zf2 : The classification of this symmetry
is Z8 × Z8 × Z4, hence there are three root states, two
of which are just the ones that protected by a single Z2
subgroup alone, which are easily obtained by choosing
the other Z2 subgroup being totally trivial.
The third root state we find is to realize the symmetry
on the edge fields as W g1 = −W g2 = 12×2, δφg1 =
(0, π), δφg2 = 0. We note that the fermion parity is to
realize asWPf = 12×2, δφPf = (π, π)T . We find that this
root state can be trivialized by four copies of them, but
not by two copies, hence it is not a Z2 root state. We also
find that when acting on the symmetry flux labeled by
g1, the Z2×Zf2 form the projective representation, which
indicates that the root state is a ferminic non-Abelian
SET upon gauging the Z2 subgroup generated by g1.
Besides, the nontrivial Zf2 extension we discuss care-
fully here is Zf8 , Z2×Zf4 and Z4×Zf4 . (Zf4 is also discuss
in the appendix.)
(4). Zf8 : the classification of this symmetry is Z2.
For this case, we take the K = σz . The root state
we find is to realize the symmetry on the edge fields
as W g = 12×2, δφg = (π/4, 3π/4). Compared to the
Z4×Zf2 symmetry where Z4 is trivial extension of Zf2 , we
find that due to the presence of nontrivial Zf2 extension,
the symmetry transformations as W g = σz ,−1 are not
consistent with the symmetry. We find that to see that
two copies of this root state is indeed trivial, a easy way
is to stack them with additional two trivial phases.
(5) Z2 × Zf4 : the classification of this symmetry Z4.
For this case, we take the K = σz. The root state we
identify is to realize the symmetry on the edge fields as
W g1 = W g2 = 12×2, δφg1 = (0, π), δφg2 = (π/2, π/2).
Similarly to Zf8 , the realizations of symmetry Z2×Z2×Zf2
which gives rise to the edge with odd number of gapless
majorana fermion are not consistent in this case.
(6) Z4 × Zf4 : the classification of this symmetry
Z8 × Z2. Therefore, there are two root states. The root
state for the Z2 classification we find is with the symme-
try realization on the edge fields as W g1 = W g2 = 12×2
and δφg1 = (π/2,−π/2), δφg2 = (π/2, π/2), while the
one for the Z8 classification is with W
g1 = W g2 = 12×2
and δφg1 = (π/2, π/2), δφg2 = (0, π/2). One way to
see that thery are indeed different root state is see the
“topological spin” of symmetry flux g2, the former one
is 0 while the latter is pi16 .
Even though we have seen in the above results that the
nontrivial Zf2 extension may exclude some interesting
anomalous symmetry realization on the edge fields, there
also exsits the nontrivial bosonic SPT phases which are
always nontrivial in fermionic system no matter how
the bosonic symmetry Gb is extended by the Z
f
2 . We
consider this symmetry realization on the edge fields
of this kinds of bosonic SPT, which debed as Type-III
anomaly.
(7) Gb = Zn × Zn × Zn : We find the symmetry real-
ization with the Type-III anomaly on the edge fields of
the root state. One way to detect whether the symme-
try realization on the edges is with Type-III anomaly is
to check whether one of the symmetry flux carries the
projective representation of the left subgroup. We come
up with a construction of the realization of the Type-III
anomaly of root states protected by (Zn)
3, and illustrat-
ing that by the examples of n = 2, 3, 4, 5 explicitly.
III. Gb × Z
f
2
TYPE OF SYMMETRY GROUP
Here we consider the cases with Gf = Gb × Zf2 . More
specifically, we consider carefully three cases: Z2 × Zf2 ,
Z4 × Zf2 and Z2 × Z2 × Zf2 .
A. Z2 × Z
f
2
symmetry
Take K = σz . The generators of this symmetry group
are denoted as g and Pf with the group relation as g
2 = 1
and P 2f = 1 where Pf is the fermion parity operator. As
mentioned above, the parity realizes as (2.13) and the
group relation of g indicates
(W g)2 = 12×2 (3.1)
Therefore, taking into acount the constraint (2.8), W g
can take ±I2×2, ±σz and we have
W gIJδφ
g
J + δφ
g
I = 0 (3.2)
Note that W g and δφg consist the full implementation of
symmetry action g in this system.
For the case with W g = I2×2, via solving the (3.2),
we get δφg = π
(
t1
t2
)
, t1, t2 = 0, 1. In fact, this case was
treated in Ref.[54] and it finds that [t1, t2] = [0, 0] and
[1, 1] are trivial while [t1, t2] = [0, 1] = [1, 0]
−1 is topolog-
ical nontrivial and furthermore only [1, 0]4 is trivial, giv-
ing to a Z4 classification. However, it is well known that
the true classification of Z2×Zf2 symmetric SPT is clas-
sified by Z8 which mean the solution [0, 1] does not cor-
respond to the root phase whose edge holds two counter-
propagating gapless majorana fermion fields. Now we
show that this root phase correspond to the solution of
W g = σz .
For the case with W g = σz , via solving (3.2), we
getδφg =
(
nπ
θ
)
, where θ ∈ [0, 2π], n = 0, 1. Using the
7Symmetry Classification Generator K matrix and symmetry transformation note
Z
f
8
Z2 g K = σz , W g = 12×2, δφg = pi4
(
1
−3
)
Z2 × Z
f
2
Z8 g K = σz , W g = σz , δφg = 0
Z4 × Z
f
2
Z8 × Z2 (g, Pf )
root 1: K = σz , W g = 12×2, δφg =
pi
2
(
0
1
)
root 2: K = σ⊕3z , W
g = σz ⊕ 14×4, δφg =
pi
2
(
0
0
)
⊕
(
0
1
)
⊕
(
0
1
)
Z2 × Z
f
4
Z4 (g1, g2) K = σz , W g1 = W g2 = 12×2, δφg1 = pi
(
0
1
)
, δφg2 = pi
2
(
1
1
)
Z4 × Z
f
4
Z2 × Z8 (g1, g2)
root 1 : K = σz ,W g1,2 = 12×2, δφg1 =
pi
2
(
1
−1
)
, δφg2 = pi
2
(
1
1
)
root 2 : K = σz , W g1,2 = 12×2, δφg1 =
pi
2
(
1
1
)
, δφg2 = pi
2
(
0
1
)
Z2 × Z2 × Z
f
2
(Z8)
2
× Z4 (g1, g2, Pf )
root 1 : K = σz ,W g1 = σz ,W g2 = 12×2, δφg1 = 0, δφg2 = 0
root 2 : K = σz ,W g1 = 12×2,W g2 = σz , δφg1 = 0, δφg2 = 0
root 3 : K = σz ,W g1 = −W g2 = 12×2, δφg1 = pi
(
0
1
)
, δφg2 = 0
type-III root : K = (σx)⊕3,W g1 = W g2 = −W g3 = 12×2,Z2 × Z2 × Z2 type-III : (g1, g2, g3)
Z2 δφ
g1 = pi
(
0
1
)
, δφg2 = pi
(
1
0
)
, δφg3 = 0 (below we denote −1 by 1¯)
type-III root : K = (σx)⊕2,W g1 = 14×4,W g2 = A3,Z3 × Z3 × Z3 type-III : (g1, g2, g3)
A3 =


0 0 1 0
0 1¯ 0 1
1¯ 0 1¯ 0
0 1¯ 0 0


Z3 W
g3 = (A3)
2, δφg1 = 2pi
3


0
1
0
−1

 , δφg2 = pi3


1
0
1
0

 , δφg3 = 0
type-III root : K = (σx)⊕3,W g1 = 16×6,W g2 = A4,Z4 × Z4 × Z4 type-III : (g1, g2, g3)
A4 =


0 0 0 0 1 0
0 1¯ 0 0 1 0
1¯ 0 1¯ 0 0 1¯
0 1¯ 0 0 0 0
0 1¯ 0 1 0 0
0 0 1 0 0 0

Z4 W g3 = (A4)3, δφg1 = pi
2


0
1
0
−1
2
0


, δφg2 = pi


1
0
1
0
1
1


, δφg3 = 0
type-III root : K = (σx)⊕4,W g1 = 18×8,W g2 = A5,Z5 × Z5 × Z5 type-III : (g1, g2, g3)
A5 =


0 0 0 1 1¯ 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 1¯ 0 0 1
1 0 0 0 1¯ 0 0 0
0 1 0 0 0 0 0 0
0 1¯ 1¯ 0 0 1¯ 1¯ 0
0 0 0 0 1¯ 0 0 0

Z5 W g3 = (A5)4, δφg1 = 2pi5


3
0
0
2
−1
0
0
1


, δφg2 = 2pi
5


0
1
1
0
0
1
1
0


, δφg3 = 0
TABLE I. Symmetry transformation on edge fields of fermionic SPT root state. For some Gf symmetry, we list all their root
states while for Gb = (Zn)
3, we only list the root state of type-III bosonic SPT which can not be trivialized in fermionic system.
gauge transformation can shift θ = 0. Therefore
δφg =
(
nπ
0
)
, n = 0, 1 (3.3)
The two solutions with n = 0, 1 can lead to the majo-
rana fermion edge fields.
1. Edge with gapless Majorana fermion: root state
First we study the solution n = 0 which we denote as
[σz , 0]. To drive the Luttinger liquid edge theory (2.5)
to the edge theory with gapless Majorana fermion, we
consider the following symmetric Higgs terms are
S1edge =
∑
l
gl
∫
dxdt cos[l(φ1 + φ2) + αl]
+cos[l(φ1 − φ2) + αl] (3.4)
8The two Higgs terms with the same coupling constant is
guaranteed by the symmetry action. Since φ1 + φ2 and
φ1 − φ2 do not commute, they can not condense simu-
taneously. Naively, one would conclude that the edge
modes φ1 and φ2 remain gapless Luttinger liquid state
and propagate in opposite directions. However, things
are not so disppointed. Due to the fact that the coupling
constant are always the same for cos[l(φ1+φ2)+αl] and
cos[l(φ1 − φ2) + αl], the nonzero gl can drive the Lut-
tinger liquid to some other nontrivial universality class.
For simplicity, we first consider the most relevant case
l = 1. Then the edge theory is
Sedge =
∫
dxdt
1
4π
(∂tφ1∂xφ1 − ∂tφ2∂xφ2) + ∂xφIvIJ∂xφJ
+ g1
∫
dxdt cos(φ1 + φ2) + cos(φ1 − φ2) (3.5)
To be invariant under symmetry, v12 = v21 = 0. With-
out affecting the symmetry anomaly, we tune v11 = v22
for convenience. Under basis transformation φ1 = φ+ θ,
φ2 = φ− θ, the edge theory can be quantized to be
H =
v
2π
∫
dx(∂xφ)
2 + (∂xθ)
2
+g1
∫
dx cos(2φ) + cos(2θ). (3.6)
It is well-known that these Higgs terms g1 leads the
system to lie at the Ising cricality. To see this, define two
majorana fermion η1,2 by
η1R + iη
2
R =
1√
π
ei(φ−θ) =
1√
π
eiφ2
η1L + iη
2
L =
1√
π
e−i(φ+θ) =
1√
π
e−iφ1 (3.7)
Then, via the symmetry properties of φ1,2: φ1 → φ1,
φ2 → −φ2 under symmetry transformation, we have the
symmetry transformation for these majorana fermions
η1,2L → η1,2L , (3.8)
η1R → η1R, (3.9)
η2R → −η2R (3.10)
Under this refermionization transformation,
H =
v
2π
∫
dx
2∑
a=1
ηaR∂xη
a
R − ηaL∂xηaL + imη1Rη2L (3.11)
where m ∝ g1. Once g1 being nonzero, the majorana
fermions η1R and η
2
L are gapped out due to the mass term,
leaving the effective edge Hamiltonian is
Heff =
∫
dx η2R∂xη
2
R − η1L∂xη1L (3.12)
where η2R and η
1
L are two majorana fermions and under
Z2 symmetry, they transform as
η2R → −η2R , η1L → η1L. (3.13)
We can not add a mass term iη2Rη
1
L which is not allowed
by symmetry to gap out this edge. Therefore, this edge
belong to a nontrivial state. This solution is also obtained
in Ref.[55]
However, it is well known that if we put eight copies
of it, we can symmetrically gap out the edge by adding
an symmetry interaction( See Ref.??). Therefore, eight
copies of [σz , 0] is equivalent to be trivial, namely,
[σz, 0]
⊕8 = 1. (3.14)
where we denote the trivial phase as 1.
Next, we consider the solution [σz , 1]. Following the
similar discussion, we can get the edge Halmitonian
H =
v
2π
∫
dx(∂xφ)
2 + (∂xθ)
2
+g1
∫
dx cos(2φ)− cos(2θ). (3.15)
Compare to (3.6), the minus sign of cos(θ) comes from
the fact that φ1 → −φ1 + π in case [σz , 1]. Using the
same refermionization as (3.7), we get(we add tilde on th
hat forthis case to differ from the case above)
Heff =
∫
dx η˜1R∂xη˜
1
R − η˜2L∂xη˜2L (3.16)
and under symmetry,
η˜1R → η˜1R , η˜2L → −η˜2L (3.17)
Therefore, if we stack a [σz , 0] and [σz, 1], we can add two
symmetric mass terms iη2Rη˜
2
L and iη
1
Lη˜
1
R to symmetrically
gap out the edge. This means
[σz , 0]
−1 = [σz , 1] (3.18)
For the solution with W g = −1, via solving equa-
tion (3.2), and the gauge transformation on φ, we can
get δφg = 0, which indicates that we can symmetrically
gap out the edge fields via the symmetric Higgs term
cos(φ1 + φ2). Therefore, this solution is trivial. Finally,
the solution with W g = −σz admits δφg = π(0, n) with
n = 0, 1 and is not independent since it can be easy
to show that the phases satisfy the relation [−σz, n] =
[σz , n]
−1 where n = 0, 1
2. Group structure of phases
In particular, we are going to show the relation be-
tween phase [12×2, 0, 1] and phase [σz , 0]. Here we de-
note the solution with W g = 12×2 and δφg = π(t1, t2)T
as [12×2, t1, t2]. Now we show that [σz , 0] ⊕ [σz, 0] =
[12×2, 0, 1].
9The edge theory of [12×2, 1, 0] is two-component Lut-
tinger liquid, which can be translated into majorana
fermion basis as
Heff =
∫
dx
2∑
a=1
ξaR∂xξ
a
R − ξaL∂xξaL (3.19)
where we have defined ξ1R,L + iξ
2
R,L =
1√
pi
ei±φ2,1 , ξ1L +
iξ2L =
1√
pi
e−iφ1 . For the solution [12×2, 1, 0], under sym-
metry transformation, φ1 → φ1 + π, φ2 → φ2, which
indicates that under symmetry transformation,
ξaR → ξaR , ξaL → −ξaL. (3.20)
Now consider stacking [σz , 0]⊕ [σz , 0] whose edge modes
are denoted as η2R, η
1
L and χ
2
R, χ
1
L with [12×2, 1, 0] whose
edge modes are denoted as ξaR, ξ
a
L, a = 1, 2, we can sym-
metrically gap out the edge by the following symmetric
mass terms im1η
2
Rξ
1
L, im2χ
2
Rξ
2
L, im3η
1
Lξ
1
R and im4χ
2
Lξ
2
R.
Therefore, [σz , 0]⊕ [σz , 0] = [12×2, 1, 0]−1 = [12×2, 0, 1].
Combine all the relation between phases so far we get
the relations among phases,
[σz, 0]
⊕8 = 1
[12×2, 0, 1]4 = 1
[σz, 0]⊕ [σz , 0] = [12×2, 0, 1] (3.21)
Therefore, we conclude that [σz , 0] is the generator and
all the phases form the Abelian group Z8.
B. Z4 × Z
f
2
symmetry
For this symmetry, we have a simple group relation
g4 = 1 where g is the generator of Z4 subgroup, which
inidcates that (W g)4 = 1. Besides,W g also has to satisfy
(W g)TKW g = K. Taking K = σz , W
g can take ±12×2,
±σz. For δφg, it has to satisfy the relation
(W g)3δφg + (W g)2δφg +W gδφg + δφg = 0 (3.22)
It is easy to show that the solution with W g = −12×2 is
trivial and W g = −σz
First of all, we consider the solution with W g = 12×2.
From (3.22), we have 4δφg = 0 mod 2π,which indicates
δφg =
π
2
(
t1
t2
)
, t1,2 = 0, 1, 2, 3 (3.23)
We denote the phases related to the solution with W g =
12×2 and δφg = π/2(t1, t2)T as [12×2, t1, t2]. It is easy to
show the phase relations [12×2, t1, t2] = [12×2, t2, t1]−1
and [12×2, t, t] is trivial. Besides we can also show
that [12×2, 0, 1]=[12×2, 3, 0]−1, [12×2, 2, 3]=[12×2, 1, 2]−1
and [12×2, 1, 3] is trivial. Therefore, we only need to
consider the below three cases: [12×2, 0, 1], [12×2, 0, 2],
[12×2, 1, 2].
First of all, we consider the case [12×2, 0, 2] where un-
der symmetry, g : φ1 → φ1 and φ2 → φ2 + π. For this
case, we can show that [12×2, 0, 2] satisfies
[12×2, 0, 2]⊕2 = 1 (3.24)
To show this relation, we actually consider a stacking
[12×2, 0, 2]⊕2 ⊕ [12×2, 1, 3]⊕2 = 1 (3.25)
Since [12×2, 1, 3] is trivial, (3.25) immediately leads to
(3.24). Now we prove that (3.25) is true. We assume that
the two edge fields for the two [12×2, 0, 2] as φaR, φ
a
L and
φ˜aR, φ˜
a
L(a=1,2). These fields transform under symmetry
as
g :
(
φaR
φaL
)
→
(
φaR
φaL + π
)
(3.26)
g :
(
φ˜aR
φ˜aL
)
→
(
φ˜aR +
pi
2
φ˜aL − pi2
)
(3.27)
therefore, we can fully gap out these edge fields by the
following symmetric Higgs terms
cos(φ1R + φ
2
R + φ˜
1
L − φ˜2L) (3.28)
cos(φ1L − φ2L + φ˜1R − φ˜2R) (3.29)
cos(φ1R + φ
2
L − φ˜1R + φ˜1L) (3.30)
cos(−φ1L + φ2R − φ˜1R + φ˜1L) (3.31)
It can be shown that these Higgs terms satisfy the so-
call null vector criterion and then do not lead to sponta-
neously symmetry breaking. Therefore, we prove (3.25).
1. root state for Z8 class: edge with Luttinger liquids
Secondly, we consider the phase relation among
[12×2, 0, 1], [12×2, 0, 2] and [12×2, 1, 2]. We can show that
[12×2, 0, 1]⊕ [12×2, 1, 2] = [12×2, 0, 2] (3.32)
and
[12×2, 0, 1]⊕3 = [12×2, 1, 2] (3.33)
To show (3.32), we stack the inverse of [12×2, 0, 2]
which is [12×2, 2, 0] on both sides. Then the right side
is obviously trivial while the triviality of the left side can
be seen by adding the following symmetric Higgs terms
cos(φ1R+φ
2
L), cos(φ
2
R−φ1L) and cos(φ3R−φ2L) which fully
gap out the edge fields withtout breaking symmetry and
where φ1,2,3R,L denote the right and left moving fields of
[12×2, 0, 1], [12×2, 1, 2] and [12×2, 2, 0] respectively.
To prove (3.33), we first notice that [12×2, 1, 2]−1 =
[12×2, 2, 3], then proving (3.33) is equivalent to prove
[12×2, 0, 1]⊕3 ⊕ [12×2, 2, 3] = 1 (3.34)
We denote the edge fields for the three [12×2, 0, 1] as
φaR, φ
a
L(a=1,2,3) and those for [12×2, 2, 3] as φ
4
R, φ
4
L.
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Therefore, the following Higgs terms will symmetrically
gap out the edge fields wiouth breaking symmetry:
cos(φ1R + φ
2
R + φ
3
L + φ
4
L) (3.35)
cos(φ1L + φ
2
L + φ
3
R + φ
4
R) (3.36)
cos(φ1R − φ2L − φ3R + φ3L) (3.37)
cos(−φ1L + φ2R − φ3R + φ3L) (3.38)
Therefore, we prove (3.33). Then From (3.33) and (3.32)
and also (3.24), we get
[12×2, 0, 1]⊕8 = 1 (3.39)
Namely the phase [12×2, 0, 1] generator a Z8 classifica-
tion and the root state holds the Luttinger liquid as edge
state,not the majorana fermion as compared to that of
Z2 × Zf2 symmetric SPT.
2. root state for Z2 class: edge with majorana ferimions
To achieve this phase, we consider the solution with
W g = σz . From (??) and via gauge transformation, we
have
δφg =
2π
4
(
t
0
)
, t = 0, 1, 2, 3. (3.40)
We denote the solutions/phases as [σz , t]. Below we show
that [σz, 0] is the root state for Z2 class whose edge
can hold the majorana fermions and also show the three
phase relations
[σz, 1]⊕ [12×2, 0, 1] = [σz, 0] (3.41)
[σz, 2] = [σz , 0]
−1 (3.42)
[σz, 3]⊕ [12×2, 0, 1] = [σz, 0] (3.43)
First of all, we show that [σz , 0] ⊕ [12×2, 0, 1]⊕2 can
be treated as the root state for Z2 class whose edge can
hold odd number of majorana fermions. In this case,
under symmetry, φ1 → φ1 and φ2 → −φ2, then similar
to Sec.III A 1, we can add symmetric Higgs terms:
g[cos(φ1 + φ2) + cos(φ1 − φ2)] (3.44)
which together with the free part, will lead to an Ising
cricality. To see this conveniently, we use the refermion-
ization trick via defining the four majorana fermions
η1R + iη
2
R =
1√
π
eiφ2 (3.45)
η1L + iη
2
L =
1√
π
e−iφ1 . (3.46)
Then (3.44) will becomes
imη1Rη
2
L (3.47)
which will gap out the two majorana fermion η1R and
η2L. Therefoe, only η
2
R and η
1
L remain gapless and they
transform under symmetry as
g :
(
η2R
η1L
)
→
(−η2R
η1L
)
(3.48)
Below we can show that
[σz, 0]
⊕2 ⊕ [12×2, 2, 0] = 1. (3.49)
Basically, we denote the majorana fermion for another
[σz , 0] as η˜
2
R and η˜
1
L. Further, we denote the two edge
boson field for [12×2, 2, 0] as φ˜1 and φ˜2 which transform
under symmetry
g :
(
φ˜1
φ˜2
)
→
(
φ˜1 + π
φ˜2
)
(3.50)
Similarly, we define four majorana from these two boson
fields
ξ1R + iξ
2
R =
1√
π
eiφ˜2 (3.51)
ξ1L + iξ
2
L =
1√
π
e−iφ˜1 . (3.52)
which transform under symmetry as
g :


ξ1R
ξ2R
ξ1L
ξ2L

→


ξ1R
ξ2R
−ξ1L
−ξ2L

 (3.53)
(3.54)
Therefore, we can add the symmetric mass terms
im1η
2
Rξ
1
L + im2η˜
2
Rξ
2
L + im3ξ
1
Rη
1
L + im4ξ
2
Rη˜
2
L (3.55)
to full gap out all the edge mode without break-
ing symmetry. From above, we know [12×2, 2, 0] =
[12×2, 0, 2]−1 = [12×2, 0, 2] = [12×2, 0, 1]⊕4. Therefore,
the combination
[σz , 0]⊕ [12×2, 0, 1]⊕2 (3.56)
is the root state for the Z2 classification with odd number
of majorana fermion at the edge.
Secondly, we prove the relation (3.41). We denote the
edge fields for [σz , 1] and [12×2, 0, 1] as φ1, φ2 and φ˜1, φ˜2
respectively which transformation under symmetry as
g :
(
φ1
φ2
)
→
(
φ1 +
pi
2−φ2
)
(3.57)
g :
(
φ˜1
φ˜2
)
→
(
φ˜1
φ˜2 +
pi
2
)
(3.58)
We can add symmetric Higgs term
cos(φ1 − φ˜2) (3.59)
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to gap out these two fields and then the edge theory is
effectively described by the two fields φ˜1, φ2 which trans-
form under symmetry as
g :
(
φ˜1
φ2
)
→
(
φ˜1
−φ2
)
(3.60)
This is the same transformation as those in [σz , 0]. Tak-
ing similar steps, we can also show the relation (3.43).
Finally, we show the relation (3.42). To prove this,
we stack two phases [σz, 2]⊕ [σz, 0] whose edge fields are
denoted as φ1, φ2 and φ˜1, φ˜2. Under symmetry,
g :
(
φ1
φ2
)
→
(
φ1 + π
−φ2
)
(3.61)
g :
(
φ˜1
φ˜2
)
→
(
φ˜1
−φ˜2
)
(3.62)
By adding the mass terms
g[cos(φ1 + φ2)− cos(φ1 − φ2)]
+h[cos(φ˜1 + φ˜2) + cos(φ˜1 − φ˜2)] (3.63)
Using the refermionization trick, we have four majorana
fermions at the edge and they transform under symmetry
as
g :


η1R
η˜2R
η2L
η˜1L

→


η1R
−η˜2R
−η2L
η˜1L

 (3.64)
(3.65)
Therefore, we can further gap out this four majorana
fermions by adding the symmetric mass terms
imη1Rη˜
1
L + im˜η˜
2
Rη
2
L (3.66)
This indicates that we can fully symmetrically gap out
the edge of the phase [σz , 2] ⊕ [σz, 0]. Therefore, we
prove (3.42).
For the solutions with W g = −σz, they are not in-
dependent and can be related to those with W g = σz.
From (3.22) and gauge transformation, we can get
δφg =
2π
4
(
0
k
)
, k = 0, 1, 2, 3. (3.67)
We can show that
[−σz, k]⊕ [σz, k] = 1. (3.68)
Denote the edge fields of this two phase by φ1,2 and φ˜1,2
respectively. This can easily be shown by considering the
symmetric Higgs terms
cos(φ2 + φ˜1) + cos(φ1 − φ˜2) (3.69)
which can fully gap out the edge fields of [−σz , k] ⊕
[σz , k]without breaking symmetry.
C. Z2 × Z2 × Z
f
2
symmetry
We denote g1 and g2 as the two generators of the two
symmetry subgroup which satisfy group relations g21 =
g22 = 1 and g1g2 = g2g1. For convenience, we denote
g12 := g1g2. A set of relations for this symmetry is given
as
(W g1)TKW g1 = K (3.70)
(W g2)TKW g2 = K (3.71)
(W g12)TKW g12 = K (3.72)
and
(W g1)2 = (W g2 )2 = (W g12)2 = 12×2 (3.73)
(W g1 + 12×2)δφg1 = 0 (3.74)
(W g2 + 12×2)δφg2 = 0 (3.75)
(W g1 +W g2)(δφg2 +W g1δφg1) = 0 (3.76)
From these relation and the fact that W g ∈ GL(2, Z),
we have the following solutions
W g1 = ±12×2,±σz, (3.77)
W g2 = ±12×2,±σz. (3.78)
W g1 and W g2 can independently take the four choices of
solutions, hence there are in total 16 choices of solutions.
Instead of discussing cases by cases, we focus on three
specific solutions which can give three root states while
other solutions will be discussed in Appendix.A.
1. two root states protected by the one of Z2 subgroup alone
To achieve this root state, we consider the solution
with W g1 = 12×2 and W g2 = σz .
From (3.74), we have
δφg1 = π
(
tg11
tg12
)
, tg11,2 = 0, 1 (3.79)
From (3.75) and via gauge transformation, we have
δφg2 = π
(
tg21
0
)
, tg21 = 0, 1 (3.80)
where we have set δφg22 = 0 via gauge transformation.
From (3.76), we have
tg11 + t
g2
1 = 0 mod 2, t
g1
2 = 0 mod 2 (3.81)
Therefore
δφg1 = δφg2 = π
(
t
0
)
, t = 0, 1 (3.82)
We use [12×2, σz , t] to denote these phases.
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First of all, we consider the solution [12×2, σz , 0] which
can give rise to root state for a Z8 class. Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1
φ2
)
(3.83)
g2 :
(
φ1
φ2
)
→
(
φ1
−φ2
)
. (3.84)
This behave as if the theory have only one Z2 symmetry
generated by g2. Parallel to the discussion in Sec.III A 1,
If we define the majorana fermion η1,2R,L as (3.7), then the
two majorana fermions which still remain gapless trans-
form under symmetry as
g1 :
(
η2R
η1L
)
→
(
η2R
η1L
)
(3.85)
g2 :
(
η2R
η1L
)
→
(−η2R
η1L
)
(3.86)
and we also achieve the conclusion that
[12×2, σz , 0]⊕8 = 1. (3.87)
Therefore, [12×2, σz , 0] is a root state for Z8 class.
Further, we can show that the solution [12×2, σz , 1] is
related to [12×2, σz , 0]. In this case, under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1 + π
φ2
)
(3.88)
g2 :
(
φ1
φ2
)
→
(
φ1 + π
−φ2
)
. (3.89)
Then the majorana fermion η1,2R,L defined as (3.7) trans-
form under symmetry as
g1 :


η1R
η2R
η1L
η2L

→


η1R
η2R
−η1L
−η2L

 (3.90)
g2 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
−η1L
−η2L

 (3.91)
To see how many phase of this stacking together can
be related to trivial phase, we first stack one this with
one [12×2, 12×2, 0, 1] whose edge majorana fermions are
denoted as η˜1,2R,L, transforming under symmetry as
g1 :


η˜1R
η˜2R
η˜1L
η˜2L

→


−η˜1R
−η˜2R
η˜1L
η˜2L

 (3.92)
g2 :


η˜1R
η˜2R
η˜1L
η˜2L

→


−η˜1R
−η˜2R
η˜1L
η˜2L

 (3.93)
Therefore, we can add the following symmetric mass
terms
2∑
a=1
imaη˜
a
Rη
a
L + imη
1
Rη˜
1
L (3.94)
to gap out some of the majorana edge modes leaving
only η2R and η˜
2
L being gapless and transforming under
symmetry as
g1 :
(
η2R
η˜2L
)
→
(
η2R
η˜2L
)
(3.95)
g2 :
(
η2R
η˜2L
)
→
(−η2R
η˜2L
)
(3.96)
These two majorana fermions’ symmetry property
behaves as behave exactly the same as those in (3.85)
in the case [12×2, σz , 0]. Therefore, the edge theory of
[12×2, σz, 0] should have the same symmetry anomaly as
that of [12×2, σz , 0]⊕ [12×2, 12×2, 0, 1]].
Similarly, the solution [σz, 12×2, 0] also give rise to an-
other root state for Z8 class and [σz , 12×2, 1] is related to
[σz , 12×2, 0].
2. root state for Z4 class protected by the whole symmetry
To achieve this root state, we consider the solutions
with W g1 = 12×2,W g
2
= −12×2. From (3.74), we have
δφg1 = π
(
tg11
tg12
)
, tg11,2 = 0, 1 (3.97)
From (3.75), we have
δφg2 =
(
θ1
θ2
)
, θ1,2 ∈ [0, 2π) (3.98)
Using the gauge transformation, we can shift δφg2 =
0. It is easy to see that (3.76) have no constraint
on δφg1,2 . Therefore, we also use [12×2,−12×2, tg11 , tg12 ]
and to denote the solutions/phases in this case. It
is easy to see that the solution [12×2,−12×2, 0, 0] and
[12×2,−12×2, 1, 1] are trivial since we can symmetrically
gap out the edge fields via Higgs terms cos(φ1 + φ2).
And it is also easy to show that [12×2,−12×2, 1, 0] ⊕
[12×2,−12×2, 0, 1] = 1.
Now we show that the phase [12×2,−12×2, 0, 1] is the
root state for the Z4 class protected by the whole sym-
metry. Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1
φ2 + π
)
(3.99)
g2 :
(
φ1
φ2
)
→
(−φ1
−φ2
)
(3.100)
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which indicates that
g1 :


η1R
η2R
η1L
η2L

→


−η1R
−η2R
η1L
η2L

 (3.101)
g2 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
η1L
−η2L

 (3.102)
For a single copy of [12×2,−12×2, 0, 1], we can not gap
out the edge by adding some symmetric mass terms.
However, four copies of them can be symmetrically
gapped out by the following interaction:
Hint = A(
7∑
a=1
ηaLη
a
R)
2 +B(
7∑
a=1
ηaLη
a
R)η
8
Lη
8
R (3.103)
or by the following symmetric Higgs terms in terms of
chiral bosonic fields
cos(φ1R + φ
2
R + φ
3
L + φ
4
L) (3.104)
cos(φ3R + φ
4
R + φ
1
L + φ
2
L) (3.105)
cos(φ1R + φ
3
R + φ
1
L + φ
4
L) (3.106)
cos(φ1R + φ
4
R + φ
1
L + φ
3
L). (3.107)
Therefore, we have
[12×2,−12×2, 0, 1]⊕4 = 1 (3.108)
To further comfirm that this state indeed realize the
root state protected by the whole symmetry, we can show
that the representation matrices of Pf and g2 form the
projective representation on the basis consisting of a mul-
tiplet of the symmetry flux of Z2 = {1, g1}. Following
the strategy in Sec.II D 2, the ”symmetry flux” can be
created by e−i
1
2
φ2 , then on the basis of (e−i
1
2
φ2 , ei
1
2
φ2),
the matrix forms of Pf and g1 takes UPf = −σy and
Ug2 = σx, therefore they form the projective representa-
tion of Z2 × Zf2 . We can also find that the ”topological
spin” of this symmetry flux is pi4 which indicates the four
copies of them would be come π which is trivial in fer-
minic system.
IV. Gb ×ω2 Z
f
2
TYPE OF SYMMETRY GROUP
A. Z
f
8
Symmetry
In this case, we denote the generator of Zf8 is g, be-
sides the group relation g8 = 1, there is another more
important group relation as g4 = Pf . From this relations
(W g)4 = 1 (4.1)
(W g)TKW g = K (4.2)
(1 +W g + (W g)2 + (W g)3)δφg = π
(
1
1
)
(4.3)
From (4.1) and (4.1), we get W g = ±1,±σz. However,
from (4.3), when W g = −1,±σz, there is no consistent
solution for δφg. Therefore, W g can only take 1. From
(4.3), we can get
4δφg = π
(
1
1
)
(4.4)
We denote the solutions/phases as [12×2, (t1, t2)]. where
t1,2 = 0, 1, 2, 3.
Since it is easy to prove that [1, (t1, t2)]⊕ [1, (t2, t1)] =
1. Therefore, we can only consider t1 < t2, i.e. (0, 1),
(0, 2), (0, 3), (1, 2), (1, 3) and (2, 3). Note that those
with t1 = t2 are all trivial. It is also easy to show that
[1, (0, 3)] and [1, (1, 2)] are trivial. Below we show the
following phase relations
[1, (0, 1)]⊕2 = 1 (4.5)
[1, (0, 2)] = [1, (0, 1)]−1 (4.6)
[1, (1, 3)] = [1, (0, 1)]−1 (4.7)
[1, (2, 3)] = [1, (0, 1)]−1 (4.8)
To prove (4.5), which is equivalent to prove that
[1, (0, 1)]⊕2 ⊕ [1, (0, 0)]⊕ [1, (1, 1)] = 1 (4.9)
since the other two are trivial. To show this, we denote
the edge fields for the above four solutions as φ1,2, φ˜1,2,
φ1,2, φ˜1,2. We can symmetrically gap out all the edge
fields by the following Higgs terms
cos(φ1 + φ˜1 + φ
′
2 − φ˜′2)
cos(φ1 + φ˜2 + φ
′
2 − φ˜′1)
cos(φ2 + φ˜1 − φ′1 − φ˜′2)
cos(φ2 + φ˜1 + φ
′
2 − φ˜′1) (4.10)
or equivalently, by
cos(φ1 + φ˜1 + φ
′
2 − φ˜′2)
cos(φ2 + φ˜2 − φ′1 + φ˜′1)
cos(φ1 + φ˜2 − φ′1 − φ˜′2)
cos(φ1 + φ˜2 + φ
′
2 + φ˜
′
1) (4.11)
To prove (4.6), we can show that the stacking
[1, (0, 2)]⊕ [1, (0, 1)] = 1 (4.12)
is trivial. We denote the edge fields of these two solution
as φ1,2 and φ˜1,2 which under symmetry transform as
g :
(
φ1
φ2
)
→
(
φ1 +
3pi
4
φ2 +
pi
4
)
(4.13)
and
g :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
4
φ˜2 − 3pi4
)
(4.14)
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Therefore, we can symmetrically gap out all the edge
fields by adding the Higgs terms
cos(φ1 − φ˜2)
cos(φ2 + φ˜1) (4.15)
Similarly, we can also show the relations (4.7) and (4.8)
is true.
To summarize, the root state for a Z2 class for Z
f
8 is
[1, (0, 1)].
B. Z
f
4
× Z2 symmetry
We denote the two generators as g1 and g2, which sat-
isfy g21 = Pf and g
2
2 = e, indicating that (W
g1)2 = 1
and (W g2)2 = 1. Considering the constraints (2.8), in
general, W g1,2 can take ±1 and ±σz. However, W and
δφ need to satisfy (1 +W g1)δφg1 = π(1, 1)T which con-
straint that W g1 can only take 1. Similarly, consider
(g1g2)
2 = Pf When acting on φ, we have
(1 +W g1g2)δφg1g2 = π(1, 1)T (4.16)
Note that W g1g2 = W g1W g2 , If W g2 = −1,±σz, then
W g1g2 = −1,±σz, the equility (4.16) can not be satisfied.
Therefore, W g1,2 can only take 1, and then we have the
solutions of δφg1,g2 as
φg1 = π
(
t11 +
1
2
t12 +
1
2
)
mod 2π (4.17)
φg2 = π
(
t21
t22
)
mod 2π (4.18)
where tij = 0, 1. Denote the solution as
[1, 1, (t11, t12), (t21, t22)] (4.19)
It is easy to show that
[1, 1, (t11, t12), (t21, t22)]⊕[1, 1, (t12, t11), (t22, t21)] = 1
and all solutions with t11 = t12 and t21 = t22 are
trivial. Furthermore, solutions [1, 1, (0, 1), (0, 0)] and
[1, 1, (0, 1), (1, 1)] are easy to see that they are trivial.
Therefore, we only need to consider the following
Solution: [1, 1, (0, 0), (0, 1)], [1, 1, (0, 0), (0, 1)],
We will show that [1, 1(0, 0), (0, 1)] is the root state for
a Z4 class and the following phase relations
[1, 1, (0, 1), (0, 1)]⊕ [1, 1, (0, 0), (1, 0)] = 1 (4.20)
[1, 1, (0, 1), (1, 0)]⊕ [1, 1, (0, 0), (0, 1)] = 1 (4.21)
[1, 1, (1, 1), (0, 1)]⊕ [1, 1, (0, 0), (1, 0)] = 1 (4.22)
which tell only [1, 1(0, 0), (0, 1)] is the fundamental root
state.
First, we show that [1, 1, (0, 0), (0, 1)] is the Z4 class’s
root state. In this case, the chiral bosonic fileds transform
as
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 +
pi
2
)
(4.23)
g2 :
(
φ1
φ2
)
→
(
φ1
φ2 + π
)
(4.24)
Consider a stacking with four such phase, whose edge
fields for these four solutions are denoted by φ1,2,φ˜1,2,φ
′
1,2
and φ˜′1,2. We can fully gap out all the edge fields with-
out breaking symmetry by the following symmetric Higgs
terms
cos(φ1 + φ˜2 + φ
′
1 + φ˜
′
2)
cos(φ2 + φ˜1 + φ
′
1 + φ˜
′
2)
cos(φ1 + φ˜2 + φ
′
2 + φ˜
′
1)
cos(φ2 + φ˜2 + φ
′
1 + φ˜
′
1) (4.25)
To show (4.20), we denote the edge fields as φ1,2 and
φ˜1,2 of [1, 1, (0, 1), (0, 1)][1, 1, (0, 0), (1, 0)], respectively.
Then we can fully gap out the edge field without breaking
symmetry by the Higgs terms
cos(φ1 − φ˜2) (4.26)
cos(φ2 + φ˜1). (4.27)
Similarly, we can also show (4.21) and (4.22).
C. Z
f
4
× Z4 symmetry
We denote the generators as g1 and g2. g
2
1 = Pf and
g42 = e, which indicated that (W
g1)2 = 1 and (W g2)4 = 1.
Considering the constraint (2.8), W g1,2 may take ±1 and
±σz. Besides, we also need to consider δφg1,2 , which, via
the above group relations,have to satisfy (1+W g1)δφg1 =
π(1, 1)T and
∑3
i=0(W
g2)iδφg1 = 0 mod 2π. Then we
can see that W g1 can only take 1. Below, we can also
show that W g2 can only take 1. For this purpose, we
consider another group relation (g1g2)
2 = g22Pf . Acting
on φgi , we get (1+W g1g2)δφg1g2 = π
(
1
1
)
+φg2g2 . Notice
the relations δφg1g2 = δφg1 +W g1δφg2 δφg2g2 = δφg2 +
W g2δφg2 . Similar to Sec.IVA and Sec.IVB, W g2 can
also only take 1.
Then the allowed values of δφg1,2 take δφg1 =
π
(
t11 +
1
2
t12 +
1
2
)
mod 2π δφg2 = pi2
(
t21
t22
)
mod 2π where
t11 and t12 can take 0, 1 while t21 and t22 can
take 0, 1, 2, 3. Therefore, there are in total
22 × 42 = 64 different solutons, which we denote
as [1, 1, (t11, t12), (t21, t22)]. It is very easy to show
that [1, 1, (t11, t12), (t21, t22)]⊕[1, 1, (t12, t11), (t22, t21)] =
1. Therefore, we only need to consider the cases where
t11 < t12 and the cases where t11 = t12 and t21 < t22(note
that the cases where t11 = t12 and t21 = t22 are trivial.)
Even taking into these consideration, there are still 28
choices of solutions left. Therefore, instead of discussing
them case by case, we here only show the two root states
while others are left in the Appendix.C
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1. root state for Z2 class
The first one root state which generate a Z2 class
is [1, 1, (0, 1), (1, 1)] which is nontrivial since the edge
fields can not be gapped out without breaking sym-
metry. Before proceding, we note that the solution
[1, 1, (0, 1), (0, 0)] is trivial since we can symmetrically
gap out the edge fields by cos(φ1 + φ2). Then we will
show that
[1, 1, (0, 1), (1, 1)]⊕2 ⊕ [1, 1, (0, 1), (0, 0)]⊕2 = 1 (4.28)
We denote the edge fields for these for solutions as φ1,2,
φ˜1,2, φ
′
1,2 and φ˜
′
1,2. We can symmetrically gap out all the
edge fields by
cos(φ1 − φ˜1 + φ′2 − φ˜′2)
cos(φ2 − φ˜2 + φ′1 − φ˜′1)
cos(φ1 − φ˜2 + φ′1 − φ˜′2)
cos(φ1 − φ˜2 + φ′2 − φ˜′1) (4.29)
Therefore, we prove (4.28), which [1, 1, (0, 1), (1, 1)] gen-
erates a Z2 class.
Note that it is easy to show that [1, 1, (0, 0), (3, 1)] =
[1, 1, (0, 1), (1, 1)], therefore we can also take
[1, 1, (0, 0), (3, 1)] as the Z2 root state.
2. root state for Z8 class
Next we consider another root state [1, 1, (0, 0), (0, 1)]
which generates a Z8 classification. To show this, we first
show the following phase relations
[1, 1, (0, 0), (0, 2)]⊕2 = 1 (4.30)
[1, 1, (0, 0), (0, 1)]⊕3 = [1, 1, (0, 0), (1, 2)] (4.31)
[1, 1, (0, 0), (0, 1)]⊕ [1, 1, (0, 0), (1, 2)] = [1, 1, (0, 0), (0, 2)]
(4.32)
where the last two relations can be symmetrically gapped
out similarly to (3.32) and (3.33). To prove (4.30), is
equivelant to prove that
[1, 1, (0, 0), (0, 2)]⊕2 ⊕ [1, 1, (1, 0), (1, 3)]⊕2 = 1 (4.33)
since [1, 1, (1, 0), (1, 3)] is trivial. To show (4.33), we can
add the following Higgs terms
cos(φ1 − φ˜1 + φ′2 − φ˜′2)
cos(φ2 − φ˜2 + φ′1 − φ˜′1)
cos(φ1 + φ2 + φ
′
1 − φ˜′2)
cos(φ1 + φ2 + φ
′
2 − φ′1) (4.34)
where we use φ1,2 and φ˜1,2 to denote the edge fields of
two [1, 1, (0, 0), (0, 2)] respectively and similarly φ′1,2 and
φ˜′1,2 for two [1, 1, (1, 0), (1, 3)] respcetively.
Therefore, we can achieve the conclusion that
[1, 1, (0, 0), (0, 1)]⊕8 = 1. (4.35)
To justify that the phase [1, 1, (0, 1), (1, 1)] and
[1, 1, (0, 0), (0, 1)] are indeed two different root states, it
is sufficient to show that one topological invariant in this
two theory is indeed different. The topological invari-
ant defines as Θg2 =
pi
4 q
T
g2
· K−1 · qg2 mod 2π where
qg2 =
4
2pi δφ
g2 . This topological invariant is related to
the topological spin of the g2 flux upon gauging. For
[1, 1, (0, 1), (1, 1)], Θg2 = 0 while for [1, 1, (0, 0), (0, 1)],
Θg2 = −pi4 . According to Ref.[56], they are indeed dif-
ferent root state. One byproduct of this invariant is that
the only stacking eight copies of [1, 1, (0, 0), (0, 1)] will
give a trivial value of this invariant, further comfirming
that [1, 1, (0, 0), (0, 1)] generates a Z8 classification.
V. TYPE-III BOSONIC SPT EMBEDDED
PHASES
Type-III bosonic SPT phases protected by Gb would
not be trivialized when embedding in fermionic system no
matter how the Gb extension by Z
f
2 . Using this fact, we
can realize this kind of fermionic SPT phase by consider-
ing the K matrix to be in the form ofK = σz⊕σx⊕...⊕σx.
We also require that the realization of Gf symmetry on
the first fermionic block is trivial, namely we can sym-
metrically gap out the edge fields corresponding to the
first block. Therefore, the symmetry anomaly of the edge
fields would come from the bosonic block, namely the
Kb = σx ⊕ ...⊕ σx. For this consideration, in the follow-
ing, we will only consider the realization of symmetry on
Kb which may give rise to the type-III anomaly.
We denote the generators of this group as g1, g2, g3.
Instead of exausting all possible solutions, we here come
up with a construction which can realize the Type-III
bosonic SPT phases. For Gb = Zn×Zn×Zn, we take Kb
to be the one consisting of n−1 block of σx, namely Kb =
σx⊕ ...⊕σx where there are (n−1) σx in the direct sum.
The construction takes W g1 = 12n×2n,W g2 = A,W g3 =
An−1. The definition of A is A := (UU˜)−1MUU˜ where
M = 12×2 ⊗ M˜ with
M˜ =
(
0n×1 1(n−1)×(n−1)
−1 −11×(n−1)
)
(5.1)
for n ≥ 3 and M˜ = −1 for n = 2, and
UT =
(
1n×n 1n×n
1n×n −On×n On×n − 1n×n
)
(5.2)
and U˜ is the integer unimodular matrix that trans-
forms K ′b = σx ⊗ 1n×n in Kb = U˜−1K ′b(U˜−1)T . It
can be checked that M is a order-n matrix, therefore
An = 12n×2n, is also a order-n matrix. The second part
of the construction is the values of δφg1,2,3 , which depend
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on n. To obtain the proper values of δφgi = 2pi
n
ti, we need
to take into account the following sufficient conditions
(1) ti +W
gi · tj = tj +W gj · ti mod n, for all i > j
(2)|tT1 · (Ai − 12n×2n) · t3| = i mod n for all i
The first condition ensures that the generator gi and
gj commute when acting on the basis of local Hilbert
space, which is generated by eiφi , i = 1, ..., n. The second
condition ensures that when acting on the symmetry flux
corresponding to g1, the Zn × Zn subgroup generated
by g2,3 form the fundamental projective representation.
More precisely,
Ug2 =
(
0 1n−1×n−1
1 0
)
, Ug3 = α


0 0 ... 0 1
w 0 ... 0 0
0 w2 0 · · · 0
... ... ... ... ...
0 0 ... wn−1 0


(5.3)
where α is a constant phase factor and w = e±i
2pi
n . We
believe that the solution of ti always exists for general n,
even though we can not prove here.
A. Gb = Zn × Zn × Zn: n is odd
For n = 3, Kb = σx ⊕ σx, W g1 = 14×4, W g2 = A3,
W g3 = (A3)
2 with
A3 =


0 0 1 0
0 −1 0 1
−1 0 −1 0
0 −1 0 0

 , (5.4)
and φg1 = 2pi3 (0, 1, 0,−1)T mod 2π, δφg2 = 0, δφg3 =
2pi
3 (1, 0, 1, 0)
T mod 2π. To see that the solution real-
izes the phase that contain the type-III root state, we
check that the matrix representation of Z3×Z3 generated
by g2,3 forms the fundamental projective representation
when acting on the symmetry flux of the subgroup Z3
generated g1. More explicitly, g2,3 take
Ug2 =

0 1 00 0 1
1 0 0

 , Ug3 =

0 0 1w 0 0
0 w2 0

 (5.5)
where w = ei
2pi
3 . It is easy to check that Ug2Ug3 =
wUg3Ug2 which suffice to show that they indeed form
the fundamental projective representation of Z3×Z3. It
can also be checked that breaking this whole symmetry
to any of it subgroup, the corresponding symmetry real-
ization inherited can not protected any nontrivial phase.
Therefore, we can conclude that this solution realize the
pure Type-III root state.
For n = 5, Kb = (σx)
⊕4, W g1 = 1, W g2 = A5 and
W g3 = (A5)
4, with
A5 =


0 0 0 1 −1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 −1 0 0 1
1 0 0 0 −1 0 0 0
0 1 0 0 0 0 0 0
0 −1 −1 0 0 −1 −1 0
0 0 0 0 −1 0 0 0


(5.6)
and δφg2 = 2pi5 (3, 0, 0, 2,−1, 0, 0, 1)T , δφg2 = 0, and
δφg3 = 2pi5 (0, 1, 1, 0, 0, 1, 1, 0). On the basis generated by
the symmetry flux of g1, g2,3 act as
Ug2 =


0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0

 , Ug3 =


0 0 0 0 1
w 0 0 0 0
0 w2 0 0 0
0 0 w3 0 0
0 0 0 w4 0


(5.7)
where w = e−i
2pi
5 . It is easy to check that Ug2Ug3 =
wUg3Ug2 which suffices to show that Ug2,3 form the fun-
damental projective representation of Z5 × Z5. We do
not show that the constrution realizes the pure Type-III
bosonic SPT phase, and it may contain the other compo-
nent(s) of bosonic SPT phase(s) protected by subgroups
of Z5×Z5×Z5. However, it does not matter since we can
stacking the inverse of extra phase to cancel it, leaving
the pure Type-III root phase.
B. Gb = Zn × Zn × Zn: n is even
For n = 2,Kb = σx, W
g1 = 12×2, W g2,3 = −12×2, and
δφg1 = π(1, 0)T , δφg2 = 0, δφg3 = π(0, 1)T . In fact, for
this realization of symmetry any subgroup of Z2×Z2×Z2
can not protect a nontrivial phase, but the whole the
symmetry can. This fact already indicates that this so-
lution realizes the Type-III bosonic SPT phase protected
by Z2 × Z2 × Z2. To further comfirm this fact, we can
alse check that subgroup Z2×Z2 generated by g2,3 forms
the projective representation when acting on the sym-
metry flux of g1. The symmetry flux of g1 is related to
the ”fractionalied” vetex operator ei
1
2
φ1 . Then on the
basis of (ei
1
2
φ2 , e−i
1
2
φ2), g2 acts as σx while g2 acts as
−σy, therefore, they form the projective representation
of Z2×Z2 group. We make a remark about the construc-
tion of this case, that is the same construction can also
be obtained from a free fermion construction.
For n = 4, Kb = σx ⊕ σx ⊕ σx, and W g1 = 1, W g2 =
A4,W
g3 = (A4)
3 with
A4 =


0 0 0 0 0 1
0 −1 0 0 1 0
−1 0 −1 0 0 −1
0 −1 0 0 0 0
0 −1 0 1 0 0
0 0 1 0 0 0


, (5.8)
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and δφg1 = π/2(0, 1, 0,−1, 2, 0)T mod 2π, δφg2 = 0 and
δφg3 = π/2(1, 0, 1, 0, 1, 1)T mod 2π. To see that the so-
lution realizes the phase that contain the type-III root
state, we check that the matrix representation of Z4×Z4
generated by g2,3 forms the fundamental projective rep-
resentation when acting on the symmetry flux of the sub-
group Z4 generated g1. More explicitly, g2,3 take
Ug2 =


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 , Ug3 =


0 0 0 1
w 0 0 0
0 w2 0 0
0 0 w3 0

 (5.9)
where w = ei
pi
2 . It is easy to check that Ug2Ug3 =
wUg3Ug2 which suffice to show that they indeed form the
fundamental projective representation of Z4 × Z4.
Though we do not show that the constrution realizes
the pure Type-III bosonic SPT phase, it does not matter
since we can stacking the inverse of extra phase to cancel
other component which is more easy to obtain, leaving
the pure Type-III root phase.
For more other n, using the above construction, the so-
lution of Type-III bosonic SPT phase can be constructed.
Though lacking rigorous proof, we believe that the above
construction can be used to find any value of n.
VI. DISCUSSION
In this paper, we obtain the edge theories of 2D
fermionic SPT with unitary Abelian total symmetry
group Gf by utilizing the K matrix formulation of
Abelian Chern-Simions theory. These edge theories ad-
mit the anomalous symmetry actions that prevent the
edge being in a symmetric gapped state. In fact, for a
specific K matrix and total symmetry Gf , we can obtain
many different realizations of symmetry action for the
edge fields. Some of them are anomaly-free, while some
are anomalous. Among various anomalous edge theories,
we identify the root state(s) and also show how others
are related to the root one(s). Although without having
a general formulation, we consider some representative
unitary Abelian total symmetries Gf which can be triv-
ial or nontrivial central extension over Zf2 . We illustrate
enough technical details that can be used to achieve very
generic cases.
In addition, we also discuss the edge theories of
Type-III bosonic SPT protected by (Zn)
3. We note
that an edge theory can be described by three data
[K, {W gi , δφgi}]. In our construction, the K matrix is
chosen as K = (σx)
⊕(n−1), which indicates the central
charge of edge theory is n − 1. The key construction is
the general expression of W gi for general n, which can
be used to obtain the proper {δφgi} that give rise to the
correct anomalous symmetry action for Type-III bosonic
SPT root states. Even though we could not provide a
general formula for {δφgi}, we explicitly show that the
solution for δφgi with n = 2, 3, 4, 5 and we believe that
our construction indeed can be applied to arbitrary n.
Technically, one shall pay attention to the constraints
from the linear representation of group on the basis of
elementary excitations and derive the projective repre-
sentation of two Zns on symmetry flux of the third sub-
group. We stress that even though 1+1D SU(n)1 WZW
model can be constructed from the n − 1 components
Luttinger liquid with a fine-tuning radius, our construc-
tion does not have constraint on the radius, which implies
that the edge theory can flow away from the previously
conjectured SU(n)1 point by some relevant symmetric
interaction. It is interesting to study the stability of the
SU(n)1 WZW model with such symmetry realization on
the lattice model. Related to this question, Ref.[57] study
the similar question in a 1+1D spin chain with a similar
anomaly, the so-called LSM anomaly.
However, one of the most interesting examples which
is missing in our paper is the so-called intrinsically inter-
acting fermionic SPT. The minimal symmetry protecting
this kind of phases is Zf4 ×Z4 ×ZT2 , whose edge theories
are studied in Ref.[58]. However, for the unitary Abelian
Gb, the minimal one is Z
f
4 × Z4 × Z4. We will leave this
case for our future study.
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Appendix A: Other solutions of Z2 × Z2 × Z
f
2
symmetry
1. Solutions with W g1 =W g
2
= 12×2
From (3.74) and (3.75), we have
δφg1 = π
(
tg11
tg12
)
, δφg2 = π
(
tg21
tg22
)
, t
g1,2
1,2 = 0, 1 (A1)
From (3.76), we have
tg11 = t
g2
1 , t
g1
2 = t
g2
2 (A2)
Therefore,
δφg1 = δφg2 = δφ = π
(
t1
t2
)
, t1, t2 = 0, 1 (A3)
From the symmetry realization, i.e. W g1 = Wg2 =
12×2, δφg1 = δφg2 = δφ = π(t1, t2)T , it seems
that the Z2 × Z2 symmetry behave as Z2 symme-
try, therefore, the edge can not be gapped out for
[W g1 ,W g2 , t1, t2]=[12×2, 12×2, t1, t2]=[12×2, 12×2, 0, 1] or
[12×2, 12×2, 1, 0]. Similar to the case discussed in Sec.??,
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we have
[12×2, 12×2, 0, 1] = [12×2, 12×2, 1, 0]−1 (A4)
[12×2, 12×2, 0, 1]⊕4 = 1 (A5)
1.1 Solution: [12×2, 12×2, 0, 1]
Under symmetry,
g1,2 :
(
φ1
φ2
)
→
(
φ1
φ2 + π
)
(A6)
g12 :
(
φ1
φ2
)
→
(
φ1
φ2
)
(A7)
If we define fermion as
η1R + iη
2
R =
1√
π
eiφ2 (A8)
η1L + iη
2
L =
1√
π
e−iφ1 (A9)
which indicates that under symmetry,
g1 :


η1R
η2R
η1L
η2L

→


−η1R
−η2R
η1L
η2L

 (A10)
g2 :


η1R
η2R
η1L
η2L

→


η1R
η2R
η1L
η2L

 (A11)
1.2. Solution: [12×2, 12×2, 1, 0]
Under symmetry,
g1,2 :
(
φ1
φ2
)
→
(
φ1 + π
φ2
)
(A12)
g12 :
(
φ1
φ2
)
→
(
φ1
φ2
)
(A13)
If we define fermion as
η1R + iη
2
R =
1√
π
eiφ2 (A14)
η1L + iη
2
L =
1√
π
e−iφ1 (A15)
which indicates that under symmetry,
g1 :


η1R
η2R
η1L
η2L

→


η1R
η2R
−η1L
−η2L

 (A16)
g2 :


η1R
η2R
η1L
η2L

→


η1R
η2R
η1L
η2L

 (A17)
2. Solutions with W g1 = 12×2,W g2 = −σz
From (3.74), we have
δφg1 = π
(
tg11
tg12
)
, tg1,g21,2 = 0, 1 (A18)
From (3.75) and gauge transformation, we have
δφg2 = π
(
0
tg22
)
, tg22 = 0, 1 (A19)
where we have used the gauge transformaion to set
δφg21 = 0.
From (3.76), we have
tg11 = 0 mod 2, t
g1
2 + t
g2
2 = 0 mod 2, (A20)
therefore
δφg1 = δφg2 = π
(
0
t
)
, t = 0, 1. (A21)
We use [12×2,−σz, t] to denote different root states.
2.1 Solution: [12×2,−σz, 0]
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1
φ2
)
(A22)
g2 :
(
φ1
φ2
)
→
(−φ1
φ2
)
(A23)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


η1R
η2R
η1L
η2L

 (A24)
g2 :


η1R
η2R
η1L
η2L

→


η1R
η2R
η1L
−η2L

 (A25)
We can gap out two majorana modes by adding the
symmetric mass terms
imη2Rη
1
L (A26)
leaving the effective edge theory described by two majo-
ranan edge modes which transform under symmetry as
g1 :
(
η1R
η2L
)
→
(
η1R
η2L
)
(A27)
g2 :
(
η1R
η2L
)
→
(
η1R
−η2L
)
(A28)
Stacking one [12×2, σz, 0] with one [12×2,−σz, 0], we
can symmetrically gap out the edge, therefore we have
[12×2,−σz, 0]−1 = [12×2, σz , 0] (A29)
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2.2 Solution: [12×2,−σz, 1]
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1
φ2 + π
)
(A30)
g2 :
(
φ1
φ2
)
→
( −φ1
φ2 + π
)
(A31)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


−η1R
−η2R
η1L
η2L

 (A32)
g2 :


η1R
η2R
η1L
η2L

→


−η1R
−η2R
η1L
−η2L

 (A33)
We can show that
[12×2,−σz , 1] = [12×2, σz, 1]−1. (A34)
To show this, we stacking one [12×2,−σz, 1] with one
[12×2, σz, 1] whose edge are now denoted as η˜
1,2
R,L trans-
forming under symmetry as
g1 :


η˜1R
η˜2R
η˜1L
η˜2L

→


η˜1R
η˜2R
−η˜1L
−η˜2L

 (A35)
g2 :


η˜1R
η˜2R
η˜1L
η˜2L

→


η˜1R
−η˜2R
−η˜1L
−η˜2L

 . (A36)
We can add symmetric mass terms
2∑
a=1
imaη˜
a
Rη
a
L + im˜aη˜
a
Lη
a
R (A37)
to fully gap out the edge modes.
3. Solutions with W g1 = σz, W
g2 = −12×2
From (3.74) and gauge transformation, we have
δφg1 = π
(
tg11
0
)
, tg11 = 0, 1 (A38)
From (3.75) and gauge transformation, we have
δφg2 = 0 (A39)
From (3.76), we have
tg11 = 0.
Therefore, there is only one solution denoted as
[σz ,−12×2, 0], since
δφg1,2 = 0 (A40)
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1
−φ2
)
(A41)
g2 :
(
φ1
φ2
)
→
(−φ1
−φ2
)
(A42)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
η1L
η2L

 (A43)
g2 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
η1L
−η2L

 (A44)
We can add the following symmetric mass term
imη1Rη
1
L (A45)
to gap out two majorana mode and leaving two gapless
which transformation under symmetry as
g1 :
(
η2R
η2L
)
→
(−η2R
η2L
)
g2 :
(
η2R
η2L
)
→
(−η2R
−η2L
)
(A46)
Eight copies of this phase can be trivialized via adding
the well known interaction. So
[σz,−12×2, 0]⊕8 = 1 (A47)
Secondly, we can show that
[σz ,−12×2, 0]⊕ [σz , 12×2, 0]⊕7 = 1 (A48)
To see this, we illustract the symmetry transformation
of majorana of [σz , 12×2, 0] here(see ?? and ??)
g1 :
(
η˜2R
η˜1L
)
→
(−η˜2R
η˜1L
)
g2 :
(
η˜2R
η˜1L
)
→
(
η˜2R
η˜1L
)
.
Both thse two kinds of mass terms imη2Rη
2
L and
im˜η˜2Rη˜
1
L transform odd under g1 and even under g2.
Therefore, they can be composed to form the well known
interaction to symmetrically fully gap out the edges.
4. Solutions with W g1 = σz, W
g2 = σz
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From (3.74) and gauge transformation, we get
δφg1 = π
(
tg11
0
)
, tg11 = 0, 1 (A49)
From (3.75) and gauge transformation, we have
δφg2 = π
(
tg21
0
)
, tg21 = 0, 1 (A50)
From (3.76), we have
tg11 = t
g2
1 mod 2.
Therefore
δφg = δφg1 = δφg2 = π
(
t1
0
)
, t1 = 0, 1 (A51)
We use notation [σz , σz, t1] to denote these two
solutions.
4.1 Solution: [σz, σz , 0]
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1
−φ2
)
(A52)
g2 :
(
φ1
φ2
)
→
(
φ1
−φ2
)
(A53)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
η1L
η2L

 (A54)
g2 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
η1L
η2L

 (A55)
Via symmetric mass term
imη1Rη
2
L,
we can gap out two majorana modes and leave two gap-
less which transformation under symmetry as
g1 :
(
η2R
η1L
)
→
(−η2R
η1L
)
g2 :
(
η2R
η1L
)
→
(−η2R
η1L
)
(A56)
Therefore, eight copies of this phase can be trivialized,
namely
[σz , σz, 0]
⊕8 = 1 (A57)
Further, we can show that
[σz , σz , 0]⊕ ([σz , 12×2, 0]⊕ [12×2,−σz, 0])⊕7 = 1 (A58)
To show this, we fisrt focus on the phase [σz , 12×2, 0]⊕
[12×2,−σz, 0].
[σz , 12×2, 0] :
g1 :
(
η2R
η1L
)
→
(−η2R
η1L
)
g2 :
(
η2R
η1L
)
→
(
η2R
η1L
)
[σz , 12×2, 0] :
g1 :
(
χ2R
χ1L
)
→
(
χ2R
χ1L
)
g2 :
(
χ2R
χ1L
)
→
(
χ2R
−χ1L
)
Putting the edge mode together, via symmetric mass
term
imχ1Rξ
1
L
to gap out to edge modes and leave two gapless which
transformation under symmetry as
g1 :
(
ξ2R
χ2L
)
→
(−ξ2R
χ2L
)
g2 :
(
ξ2R
χ2L
)
→
(
ξ2R
−χ2L
)
(A59)
They transformation identically as (A56), therefore,
they can be fully gapped out by the well known sym-
metric interaction.
4.2 Solution: [σz, σz , 1]
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1 + π
−φ2
)
(A60)
g2 :
(
φ1
φ2
)
→
(
φ1 + π
−φ2
)
(A61)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
−η1L
−η2L

 (A62)
g2 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
−η1L
−η2L

 (A63)
Via symmetric mass term
imη2Rη
2
L,
22
we can gap out the edge modes and leave two gapless
which transform under symmetry as
g1 :
(
η1R
η1L
)
→
(
η1R
−η1L
)
g2 :
(
η1R
η1L
)
→
(
η1R
−η1L
)
(A64)
It is easy to show that
[σz , σz, 1]
⊕8 = 1 (A65)
and
[σz , σz, 1]⊕ [σz , σz, 0])⊕7 = 1 (A66)
5. Solutions with W g1 = σz, W
g2 = −σz
From (3.74) and gauge transformation, we get
δφg1 = π
(
tg11
0
)
, tg11 = 0, 1 (A67)
From (3.75) and gauge transformation, we have
δφg2 = π
(
0
tg22
)
, tg22 = 0, 1 (A68)
Condition (3.76) does not provide any more constraint
on δφg1,2 . Therefore, there are four solutions, which we
denote as [σz ,−σz, tg11 , tg22 ].
5.1 Solution: [σz,−σz , 0, 0]
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1
−φ2
)
(A69)
g2 :
(
φ1
φ2
)
→
(−φ1
φ2
)
(A70)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
η1L
η2L

 (A71)
g2 :


η1R
η2R
η1L
η2L

→


η1R
η2R
η1L
−η2L

 (A72)
Via symmetric mass term
imη1Rη
1
L,
we can gap out two edge mode and leave two gapless
which transform under symmetry as
g1 :
(
η2R
η2L
)
→
(−η2R
η2L
)
g2 :
(
η2R
η2L
)
→
(
η2R
−η2L
)
(A73)
It is easy to show that
[σz ,−σz, 0, 0]⊕8 = 1 (A74)
and
[σz ,−σz, 0, 0]⊕ [σz , σz , 0])⊕7 = 1 (A75)
5.2 Solution: [σz,−σz, 0, 1]
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1
−φ2
)
(A76)
g2 :
(
φ1
φ2
)
→
( −φ1
φ2 + π
)
(A77)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
η1L
η2L

 (A78)
g2 :


η1R
η2R
η1L
η2L

→


−η1R
−η2R
η1L
−η2L

 (A79)
Via symmetric mass term
imη1Rη
2
L,
we can gap out two edge mode and leave two gapless
which transform under symmetry as
g1 :
(
η2R
η1L
)
→
(−η2R
η1L
)
g2 :
(
η2R
η1L
)
→
(−η2R
η1L
)
(A80)
It is easy to show that
[σz ,−σz, 0, 1]⊕8 = 1 (A81)
and
[σz ,−σz, 0, 1]⊕ [σz , σz , 0])⊕7 = 1 (A82)
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5.3 Solution: [σz,−σz , 1, 0]
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1 + π
−φ2
)
(A83)
g2 :
(
φ1
φ2
)
→
(−φ1
φ2
)
(A84)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
−η1L
−η2L

 (A85)
g2 :


η1R
η2R
η1L
η2L

→


η1R
η2R
η1L
−η2L

 (A86)
Via symmetric mass term
imη2Rη
1
L,
we can gap out two edge mode and leave two gapless
which transform under symmetry as
g1 :
(
η1R
η2L
)
→
(
η1R
−η2L
)
g2 :
(
η1R
η2L
)
→
(
η1R
−η2L
)
(A87)
It is easy to show that
[σz,−σz , 1, 0]⊕8 = 1 (A88)
and
[σz ,−σz, 1, 0]⊕ [σz, σz , 0])⊕7 = 1 (A89)
5.4 Solution: [σz,−σz , 1, 1]
Under symmetry,
g1 :
(
φ1
φ2
)
→
(
φ1 + π
−φ2
)
(A90)
g2 :
(
φ1
φ2
)
→
( −φ1
φ2 + π
)
(A91)
which indicates that
g1 :


η1R
η2R
η1L
η2L

→


η1R
−η2R
−η1L
−η2L

 (A92)
g2 :


η1R
η2R
η1L
η2L

→


−η1R
−η2R
η1L
−η2L

 (A93)
Via symmetric mass term
imη2Rη
2
L,
we can gap out two edge mode and leave two gapless
which transform under symmetry as
g1 :
(
η1R
η1L
)
→
(
η1R
−η1L
)
g2 :
(
η1R
η1L
)
→
(−η1R
η1L
)
(A94)
It is easy to show that
[σz ,−σz, 1, 1]⊕8 = 1 (A95)
and
[σz ,−σz, 1, 1]⊕ [σz , σz , 0])⊕7 = 1 (A96)
Appendix B: Z
f
4
symmetry
From the below relations
g2 = Pf (B1)
(W g)2 = 1 (B2)
(W g)TKW g = K (B3)
(1 +W g)δφg = π
(
1
1
)
(B4)
From these, we get W g = ±1,±σz. From The last
relation, it is easy to see that W g can only take 1.
From (B4), we get
2δφg = π
(
1
1
)
(B5)
δφg = π
(
t1
t2
)
+
π
2
(
1
1
)
, t1, t2 = 0, 1 (B6)
We denote the solutions as [1, t1, t2]. It is easy to
show that [1, t2, t1] = [1, t1, t2]
−1 and [1, t, t] is trivial.
Therefore, we only need to concentrate on t1 < t2. There
is only case: [1, 0, 1].
1. Solution: [1, 0, 1]
Under symmetry,
g :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(B7)
It is easy to see that we can symmetrically gap out the
edge fields by Higgs term cos(φ1 + φ2).
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Before conclude that there is no nontrivial SPT phase
protected by Zf4 symmetry, we need to trivialize the non-
trivial bosonic SPT phase protected by Z2 symmetry.
The nontrivial bosonic Z2 SPT: K = σx and under
symmetry φ1,2 → φ1,2 + π. To trivialize this bosonic
SPT, we stack a trivial fermionic SPT, say, [1, 0, 1], on it
as K = σx ⊕ σz. Therefore, under symmetry,
g :


φ1
φ2
φ˜1
φ˜2

→


φ1 + π
φ2 + π
φ˜1 +
pi
2
φ˜2 − pi2

 (B8)
This edge can be symmetrically gapped out by the fol-
lowing Higgs terms
cos(φ˜1 + φ˜2 − 2φ1) (B9)
cos(φ˜1 − φ˜2 − φ1) (B10)
Similar trivialization of the Z2 bosonic SPT in ferminic
system with Zf4 symmetry is first discussed in Ref[59].
Appendix C: Other solutions of Z
f
4
× Z4 symmetry
1. Solution: [1, 1, (0, 0), (0, 2)]
As we show above,
[1, 1, (0, 0), (0, 2)] = [1, 1, (0, 0), (0, 1)]⊕ [1, 1, (0, 0), (1, 2)]
= [1, 1, (0, 0), (0, 3)]⊕ [1, 1, (0, 0), (1, 2)]
= [1, 1, (0, 0), (1, 2)]⊕4
= [1, 1, (0, 0), (0, 1)]⊕4
2. Solution: [1, 1, (0, 0), (0, 3)]
As we show above,
[1, 1, (0, 0), (0, 3)] = [1, 1, (0, 0), (0, 1)] (C1)
3. Solution: [1, 1, (0, 0), (1, 2)]
In fact, from above, we can have
[1, 1, (0, 0), (1, 2)] = [1, 1, (0, 0), (0, 2)]⊕ [1, 1, (0, 0), (0, 1)]−1
= [1, 1, (0, 0), (0, 1)]⊕4 ⊕ [1, 1, (0, 0), (0, 1)]−1
= [1, 1, (0, 0), (0, 1)]⊕3
4. Solution: [1, 1, (0, 0), (1, 3)]
We can show that it is trivial.
Actually we can show that
[1, 1, (0, 0), (0, 1)]⊕ [1, 1, (0, 0), (3, 0)]
⊕[1, 1, (0, 0), (1, 3)] = 1 (C2)
We denote the edge fields for these for solutions as φ1,2,
φ˜1,2, φ
′
1,2 which transform under symmetry as
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 +
pi
2
)
(C3)
g2 :
(
φ1
φ2
)
→
(
φ1
φ2 +
pi
2
)
(C4)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C5)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 − pi2
φ˜2
)
(C6)
g1 :
(
φ′1
φ′2
)
→
(
φ′1 +
pi
2
φ′2 +
pi
2
)
(C7)
g2 :
(
φ′1
φ′2
)
→
(
φ′1 +
pi
2
φ′2 − pi2
)
(C8)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 − φ′1)
cos(φ˜1 − φ′2) (C9)
Since, as shown above that [1, 1, (0, 0), (0, 1)] =
[1, 1, (0, 3)], [1, 1, (0, 0), (0, 3)] ⊕ [1, 1, (0, 0), (3, 0)] = 1.
Therefore [1, 1, (0, 0), (1, 3)] is trivial.
5. Solution: [1, 1, (0, 0), (2, 3)]
Actually we can show that
[1, 1, (0, 0), (0, 2)]⊕ [1, 1, (0, 0), (3, 0)]
⊕[1, 1, (0, 0), (2, 3)] = 1 (C10)
We denote the edge fields for these for solutions as φ1,2,
φ˜1,2, φ
′
1,2 which transform under symmetry as
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 +
pi
2
)
(C11)
g2 :
(
φ1
φ2
)
→
(
φ1
φ2 + π
)
(C12)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C13)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 − pi2
φ˜2
)
(C14)
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g1 :
(
φ′1
φ′2
)
→
(
φ′1 +
pi
2
φ′2 +
pi
2
)
(C15)
g2 :
(
φ′1
φ′2
)
→
(
φ′1 + π
φ′2 − pi2
)
(C16)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 − φ′1)
cos(φ˜1 − φ′2) (C17)
Therefore
[1, 1, (0, 0), (2, 3)] = [1, 1, (0, 0), (0, 2)]⊕ [1, 1, (0, 0), (0, 3)]
= [1, 1, (0, 0), (0, 1)]⊕5 (C18)
6. Solution: [1, 1, (0, 1), (0, 0)]
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C19)
g2 :
(
φ1
φ2
)
→
(
φ1
φ2
)
(C20)
It is trivial since we can symmetrically gap out the edge
fields by cos(φ1 + φ2).
7. Solution: [1, 1, (0, 1), (0, 1)]
Actually we can show that
[1, 1, (0, 1), (0, 1)]⊕ [1, 1, (0, 0), (3, 0)] = 1 (C21)
We denote the edge fields for these for solutions as φ1,2,
φ′1,2 which transform under symmetry as
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C22)
g2 :
(
φ1
φ2
)
→
(
φ1
φ2 +
pi
2
)
(C23)
g1 :
(
φ′1
φ′2
)
→
(
φ′1 +
pi
2
φ′2 +
pi
2
)
(C24)
g2 :
(
φ′1
φ′2
)
→
(
φ′1 − pi2
φ′2
)
(C25)
We can symmetrically gap out the edge fields by
cos(φ1 − φ′2)
cos(φ2 + φ
′
1)
Therefore
[1, 1, (0, 1), (0, 1)] = [1, 1, (0, 0), (0, 3)] = [1, 1, (0, 0), (0, 1)]
(C26)
8. Solution: [1, 1, (0, 1), (0, 2)]
We can show that
[1, 1, (0, 1), (0, 2)]⊕ [1, 1, (0, 0), (2, 0)] = 1 (C27)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C28)
g2 :
(
φ1
φ2
)
→
(
φ1
φ2 + π
)
(C29)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C30)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 + π
φ˜2
)
(C31)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
9. Solution: [1, 1, (0, 1), (0, 3)]
Actually we can show that
[1, 1, (0, 1), (0, 3)]⊕ [1, 1, (0, 0), (1, 0)] = 1 (C32)
We denote the edge fields for these for solutions as φ1,2,
φ˜1,2 which transform under symmetry as
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C33)
g2 :
(
φ1
φ2
)
→
(
φ1
φ2 − pi2
)
(C34)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C35)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2
)
(C36)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
Therefore
[1, 1, (0, 1), (0, 3)] = [1, 1, (0, 0), (0, 1)] (C37)
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10. Solution: [1, 1, (0, 1), (1, 0)]
We can show that
[1, 1, (0, 1), (1, 0)]⊕ [1, 1, (0, 0), (0, 1)] = 1 (C38)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C39)
g2 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2
)
(C40)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C41)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1
φ˜2 +
pi
2
)
(C42)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
11. Solution: [1, 1, (0, 1), (1, 2)]
We can show that
[1, 1, (0, 1), (1, 2)]⊕ [1, 1, (0, 0), (2, 1)] = 1 (C43)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C44)
g2 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 + π
)
(C45)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C46)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 + π
φ˜2 +
pi
2
)
(C47)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
12. Solution: [1, 1, (0, 1), (1, 3)]
It is trivial.
13. Solution: [1, 1, (0, 1), (2, 0)]
We can show that
[1, 1, (0, 1), (2, 0)]⊕ [1, 1, (0, 0), (0, 2)] = 1 (C48)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C49)
g2 :
(
φ1
φ2
)
→
(
φ1 + π
φ2
)
(C50)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C51)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1
φ˜2 + π
)
(C52)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
13. Solution: [1, 1, (0, 1), (2, 1)]
We can show that
[1, 1, (0, 1), (2, 1)]⊕ [1, 1, (0, 0), (3, 2)] = 1 (C53)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C54)
g2 :
(
φ1
φ2
)
→
(
φ1 + π
φ2 +
pi
2
)
(C55)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C56)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 − pi2
φ˜2 + π
)
(C57)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
14. Solution: [1, 1, (0, 1), (2, 0)]
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We can show that
[1, 1, (0, 1), (2, 1)]⊕ [1, 1, (0, 0), (3, 2)] = 1 (C58)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C59)
g2 :
(
φ1
φ2
)
→
(
φ1 + π
φ2 +
pi
2
)
(C60)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C61)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 − pi2
φ˜2 + π
)
(C62)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
15. Solution: [1, 1, (0, 1), (2, 2)]
It is trivial.
16. Solution: [1, 1, (0, 1), (2, 3)]
We can show that
[1, 1, (0, 1), (2, 3)]⊕ [1, 1, (0, 0), (1, 2)] = 1 (C63)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C64)
g2 :
(
φ1
φ2
)
→
(
φ1 + π
φ2 − pi2
)
(C65)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C66)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 + π
)
(C67)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
17. Solution: [1, 1, (0, 1), (3, 0)]
We can show that
[1, 1, (0, 1), (3, 0)]⊕ [1, 1, (0, 0), (0, 3)] = 1 (C68)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C69)
g2 :
(
φ1
φ2
)
→
(
φ1 − pi2
φ2
)
(C70)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C71)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1
φ˜2 − pi2
)
(C72)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
18. Solution: [1, 1, (0, 1), (3, 1)]
It is trivial.
19. Solution: [1, 1, (0, 1), (3, 2)]
We can show that
[1, 1, (0, 1), (3, 2)]⊕ [1, 1, (0, 0), (2, 3)] = 1 (C73)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C74)
g2 :
(
φ1
φ2
)
→
(
φ1 − pi2
φ2 + π
)
(C75)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C76)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 + π
φ˜2 − pi2
)
(C77)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
20. Solution: [1, 1, (0, 1), (3, 3)]
28
We can show that
[1, 1, (0, 1), (3, 3)]⊕ [1, 1, (0, 0), (3, 1)] = 1 (C78)
We denote the edge fields for these two solutions as φ1,2
and φ˜1,2.
g1 :
(
φ1
φ2
)
→
(
φ1 +
pi
2
φ2 − pi2
)
(C79)
g2 :
(
φ1
φ2
)
→
(
φ1 − pi2
φ2 + π
)
(C80)
g1 :
(
φ˜1
φ˜2
)
→
(
φ˜1 +
pi
2
φ˜2 +
pi
2
)
(C81)
g2 :
(
φ˜1
φ˜2
)
→
(
φ˜1 − π
φ˜2 +
pi
2
)
(C82)
We can symmetrically gap out the edge fields by
cos(φ1 − φ˜2)
cos(φ2 + φ˜1)
21. Solution: [1, 1, (1, 1), (0, 1)]
It can be easy to show that
[1, 1, (1, 1), (0, 1)] = [1, 1, (0, 0), (0, 3)] (C83)
22. Solution: [1, 1, (1, 1), (0, 2)]
It can be easy to show that
[1, 1, (1, 1), (0, 2)] = [1, 1, (0, 0), (0, 2)] (C84)
23. Solution: [1, 1, (1, 1), (0, 3)]
It can be easy to show that
[1, 1, (1, 1), (0, 3)] = [1, 1, (0, 0), (0, 1)] (C85)
24. Solution: [1, 1, (1, 1), (1, 2)]
It can be easy to show that
[1, 1, (1, 1), (1, 2)] = [1, 1, (0, 0), (2, 3)] (C86)
25. Solution: [1, 1, (1, 1), (2, 3)]
It can be easy to show that
[1, 1, (1, 1), (2, 3)] = [1, 1, (0, 0), (1, 2)] (C87)
