Abstract. An "automatic continuity" question has naturally occurred since Roger Howe established the local theta correspondence over R: does the algebraic version of local theta correspondence over R agrees with the smooth version? We show that the answer is yes, at least when the concerning dual pair has no quaternionic type I irreducible factor.
Introduction
In his seminal work [Ho2] , Roger Howe established the smooth version of local theta correspondence over R as a consequence of its algebraic analogue (see [Ho2,  Theorem 1 and Theorem 2.1]). Since then, it has been expected that the smooth version coincides with the algebraic version. Our main goal is to prove this coincidence, at least when the concerning dual pair has no quaternionic type I irreducible factor. The proof is a rather direct application of the conservation relations which are established in [SZ] .
To be precise, let W be a finite-dimensional symplectic space over R with symplectic form , W . An anti-automorphism of the algebra End R (W ) whose square is the identity map is called an involution on End R (W ). Denote by τ the involution of End R (W ) specified by (1.1)
x · u, v W = u, x τ · v W , u, v ∈ W, x ∈ End R (W ).
The involution satisfying (1.1) is called the adjoint involution of , W . A more general notion of "adjoint involution" will be explained in Section 2.1. Let (A, A ′ ) be a pair of τ -stable semisimple real subalgebras of End R (W ) which are mutual centralizers of each other in End R (W ). Put for the metaplectic cover of the symplectic group Sp(W ). It does not split unless W = 0. Denote by H(W ) := W × R the Heisenberg group attached to W , with the group multiplication (u, α)(v, β) = (u + v, α + β + u, v W ), u, v ∈ W, α, β ∈ R.
Let Sp(W ) acts on H(W ) as group automorphisms through the action of Sp(W ) on W . Then we form the semi-direct product J(W ) := Sp(W ) ⋉ H(W ). When no confusion is possible, we do not distinguish a representation with its underlying space. Fix an arbitrary non-trivial unitary character ψ on R. Up to isomorphism, there is a unique smooth Fréchet representation (Segal-Shale-Weil representation) ω of J(W ) of moderate growth such that (see [Sh] and [We] )
• ω| H(W ) is irreducible and has central character ψ;
• ε W ∈ Sp(W ) acts through the scalar multiplication by -1. We remark that the second condition is automatic unless W = 0. The representation ω may be realized on the space of Schwartz functions on a Lagrangian subspace of W (see [Rao] ).
For every closed subgroup E of Sp(W ), write E for the double cover of E induced by the metaplectic cover (1.2). Then G and G ′ commute with each other inside the group Sp(W ) (see [MVW, Lemma II.5] ). Thus the representation ω induces a representation of G × G ′ , which we denote by ω G,G ′ . For every real reductive group H, write Irr(H) for the set of isomorphism classes of irreducible Casselman-Wallach representations of H. Recall that a representation of a real reductive group is called a Casselman-Wallach representation if it is smooth, Fréchet, of moderate growth, and its Harish-Chandra module has finite length. The reader is referred to [Ca] , [Wa, Chapter 11] or [BK] for details about Casselman-Wallach representations.
Define
Here " ⊗" indicates the completed projective tensor product. Then the smooth version of the archimedean theta correspondence asserts that
is the graph of a bijection (smooth theta correspondence) between
Now we go to the algebraic version. We say that an involution σ on End R (W ) is a Cartan involution if there is a positive-definite symmetric bilinear form , σ on W such that
The following Theorem will be proved in Section 2.
Theorem 1.1. Up to conjugation by G × G ′ , there exists a unique Cartan involution σ on End R (W ) such that
The notion of "conjugation" above will be explained in Section 2.1. Fix a Cartan involution σ as in Theorem 1.1. Then
are maximal compact subgroups of Sp(W ), G and G ′ , respectively. For every π ∈ Irr( G), define
where g denotes the complexified Lie algebra of G, ω
in an analogous way, where π ′ ∈ Irr( G ′ ). The Harish-Chandra module ω alg G,G ′ may be realized as the space of polynomials in
variables (see [C] ). In this algebraic setting, we define
It is clear that
Then the algebraic version of the archimedean theta correspondence asserts that Ho2] , Roger Howe first proves this assertion, and then concludes the smooth version as a consequence of it. The following conjecture of the coincidence of the smooth version and the algebraic version of theta correspondence has been expected since the work of Howe.
Conjecture 1.2. The inclusions in (1.5) are all equalities.
Recall that the dual pair (G, G ′ ) is said to be irreducible of type I if A (or equivalently A ′ ) is a simple algebra, and it is said to be irreducible of type II if A (or equivalently A ′ ) is the product of two simple algebras which are exchanged by τ . Every dual pair is a direct product in an essentially unique way of irreducible dual pairs, and a complete classification of irreducible dual pairs has been given by Howe [Ho1] (see Section 2).
Let H denote the quaternionic division algebra over R. The following theorem is the main result of this paper. Theorem 1.3. Conjecture 1.2 holds when the dual pair (G, G ′ ) contains no quaternionic type I irreducible factor, that is, when A contains no τ -stable ideal which is isomorphic to a matrix algebra M n (H) (n ≥ 1).
It is clear that it suffices to prove Theorem 1.3 for irreducible dual pairs. By the classification of irreducible dual pairs, we only need to show that Conjecture 1.2 holds for (real or complex) orthogonal-symplectic dual pairs, unitary dual pairs, and all type II irreducible dual pairs. These are respectively proved in Sections 4, 5 and 3. Section 2 is devoted to a proof of Theorem 1.1.
2.
A proof of Theorem 1.1 2.1. Cartan involutions. To prove Theorem 1.1, we explain the notion of Cartan involution on a semisimple algebra over R and prove several lemmas on Cartan involutions in this section.
Recall that an anti-automorphism of a R-algebra is called an involution if its square is the identity map. Here and as usual, all anti-automorphisms of Ralgebras are assumed to be R-linear. Let D = R, C or H, which is a R-algebra. Let M be a finite-dimensional right D-vector space. Given ǫ = ±1 and an involution ι of D, an ι-ǫ-Hermitian form on M is a R-bilinear, non-degenerate map
The form , is called "ι- 
An ι-ǫ-Hermitian form on M is said to correspond to an involution γ on End D (M ) if γ is the adjoint involution of this form. We call the ι-ǫ-Hermitian form (2.1) an inner product on
• ǫ = 1, and • m, m is a positive real number for all m ∈ M \ {0}. A Cartan involution σ on End D (M ) is defined to be the adjoint involution of an inner product , σ on M . Unless otherwise specified, we will use "1 R " and "1 C " to denote the identity map of R and C, respectively; and use " " to denote the involution in (2.2), namely the identity map on R, the complex conjugation or the quaternionic conjugation.
Let A be a finite-dimensional semisimple algebra over R. If A is simple, then by Wedderburn's Theorem (see [Ti, Chapter 1, Theorem 1.1]), there is an isomorphism
for some M as before. We call an involution on A a Cartan involution if it corresponds to a Cartan involution on End D (M ) under the isomorphism (2.3). This is independent of the isomorphism. In general, when A is non-necessarily simple, we say that an involution on A is a Cartan involution if it is a product of Cartan involutions on its simple ideals. For any a ∈ A × , let Int(a) denote the inner automorphism of A so that
For every involution γ on A and a ∈ A × , write aγa −1 for the involution Int(a) • γ • Int(a −1 ), and call it the conjugation of γ by a.
Lemma 2.1. Up to conjugation by A × , there exists a unique Cartan involution on A.
Proof. Without loss of generality, we assume that A is simple and
Fix an inner product , σ on M and let σ be the adjoint involution of , σ . Then aσa −1 is the adjoint involution of , aσa −1 , where a ∈ A × and , aσa −1 is the inner product given by
Since all inner products on M are of the form , aσa −1 , we finish the proof.
The following lemma is a useful criterion for Cartan involutions.
Lemma 2.2. Assume that A is simple. Then an involution σ on A is a Cartan involution if and only if tr(xx σ ) is a non-negative real number for all x ∈ A.
Here " tr" denotes the reduced trace map from A to its center.
Proof. For a ∈ A × and x ∈ A,
Thus σ has the non-negativity property of this lemma if and only if so does aσa −1 . First assume that (A, M ) = (M n (R), R n ). By [Ti, Chapter 1, Theorem 4 .1], the involution σ is the adjoint involution of a nonsingular symmetric or skewsymmetric form on M . Given a non-negative integer k, denote by I k the k × k identity matrix. Up to conjugation, all nonsingular symmetric forms are of the standard form I p,q = diag(I p , −I q ) such that p + q = n, while there is a unique symplectic form if n is even. It is routine to check that the quadratic form x → tr(xx σ ) is positive-semidefinite if and only if the corresponding form is the standard form I n,0 or I 0,n , that is, the involution σ is a Cartan involution. This proves the lemma in the case when A ∼ = M n (R). The proof for the cases of A ∼ = M n (C) and A ∼ = M n (H) is similar.
Lemma 2.3. Let γ be an involution on A. Then up to conjugation by the group {a ∈ A × | a γ a = 1}, there exists a unique Cartan involution on A which commutes with γ.
Proof. Without loss of generality, assume that A is either simple or the product of two simple ideals which are exchanged by γ. We first treat the latter case by assuming that A = A 1 × A 2 , where A 1 and A 2 are two simple ideals of A which are exchanged by γ. Let σ 1 be a Cartan involution on A 1 . Put σ 2 := γ| A 1 • σ 1 • γ| A 2 , which is the unique involution on A 2 such that σ 1 × σ 2 commutes with γ. Using Lemma 2.2, one shows that σ 2 is also a Cartan involution. This shows the existence assertion of this lemma. The uniqueness assertion is a direct consequence of Lemma 2.1. Now we treat the case when A is simple. Assume that A = End D (M ). By [Ti, Chapter 1, Theorem 4.1], γ is the adjoint involution of an ι-ǫ-Hermitian form , γ on M , where ǫ = ±1 and (D, ι) is one of the following four pairs:
Note that γ is simultaneously the adjoint involution of the ι-Hermitian form , γ and the adjoint involution of the ι-skew-
We choose a basis {e i } 1≤i≤n of M such that the matrix F γ := ( e i , e j γ ) 1≤i,j≤n is of the following standard form: (C, ) or (H, ) and ǫ = 1;
where p + q = n in the first case, and n = 2r in the third case. Here I p,q := diag(I p , −I q ) and
, where I k is the k × k identity matrix and J := 0 1 −1 0 .
We identify M with the column vector space D n , hence also A with M n (D), by means of the basis {e i } 1≤i≤n . Fix an inner product , σ on M such that {e i } 1≤i≤n is an orthonormal basis for , σ and let σ be the adjoint Cartan involution of , σ . We have that
It is routine to check that σ commutes with γ. Consequently, for all a ∈ A × with a γ a = 1, the Cartan involution aσa −1 also commutes with γ.
By the Cartan decomposition (see [Kn, Theorem 6 .31]), every element a in
and λ is a positive real scalar matrix. Here "exp" denotes the exponential map, "tr" denotes the reduced trace. It is easy to check that (λk)σ(λk) −1 = σ. It follows from Lemma 2.1 that all Cartan involutions on A are of the form exp(h)σexp(−h). Together with the non-negative property of σ as in Lemma 2.2, explicit calculation shows that the Cartan involution exp(h)σexp(−h) commutes with γ if and only if
where ι((h ij ) 1≤i,j≤n ) = (h ι ji ) 1≤i,j≤n . By the uniqueness of the decomposition (2.4), the equality (2.5) holds if and only if ι(h)F γ + F γ h = 0. This implies that h belongs to the Lie algebra of the group {a ∈ A × | a γ a = 1}. Thus exp(h) belongs to this group and we finish the proof of the lemma.
be the orthogonal direct sum of a family {(W i , , W i )} 1≤i≤m of finite-dimensional real symplectic spaces. Denote by τ the adjoint involution of , W and by τ i the adjoint involution of , W i . It is obvious that the restriction of τ to
is said to be compatible with
is the orthogonal direct sum of {W i } 1≤i≤m , and for each 1 ≤ i ≤ m, the restriction of , σ to W i × W i is an inner product corresponding to σ i , where , σ is an inner product on W corresponding to σ, which is unique up to positive scalar multiples. We introduce the following lemma to reduce the proof of Theorem 1.1 to the cases of irreducible dual pairs.
Lemma 2.4. There is a unique Cartan involution σ on End R (W ) which commutes with τ and is compatible with m i=1 σ i . Proof. By the proof of Lemma 2.3, for each 1 ≤ i ≤ m, there is a basis 2.2. Irreducible dual pairs. In this section, we recall the classification of irreducible dual pairs. As mentioned in the Introduction, every irreducible dual pair is either of type I or of type II.
A family of type I irreducible dual pairs is associated to a pair (D, ι), which is one of the following four pairs:
(R, 1 R ), (C, 1 C ), (C, ) , (H, ).
We consider a nonzero right ι-ǫ-Hermitian space U equipped with an ι-ǫ-Hermitian form , U and a nonzero left ι-ǫ ′ -Hermitian space space V equipped with an ι-ǫ ′ -Hermitian form , V , where ǫ = ±1 and ǫ ′ = −ǫ. Then tensor product W := U ⊗ D V is a real symplectic space under the R-bilinear form , W such that, for u 1 , u 2 ∈ U and v 1 , v 2 ∈ V , (2.6) Table 1 and call them real orthogonal-symplectic dual pairs, complex orthogonal-symplectic dual pairs, unitary dual pairs and quaternionic dual pairs, respectively. As described in [Ho2] , a family of type II irreducible dual pairs is associated to a division algebra D over R. We consider two nonzero right D-vector spaces U 1 and U 2 of dimension r and s, respectively. Put 
There is a symplectic form , W on W such that X and Y are two maximal isotropic subspaces, and for all u 1 ∈ U 1 , u 2 ∈ U 2 , u * 1 ∈ U * 1 and u * 2 ∈ U * 2 ,
where (u * 1 , u 1 ) and (u * 2 , u 2 ) are the canonical pairing with dual spaces. Put
is a pair of τ -stable subalgebras of End R (W ) which are mutual centralizers of each other, where τ is the adjoint involution of , W . Moreover, the simple algebras End D (U 1 ) and End D (U * 1 ) are exchanged by τ , and likewise End D (U * 2 ) and End D (U 2 ) are also exchanged by τ . Denote by GL(U 1 ) the group of all D-linear automorphisms of U 1 and define GL(U 2 ) analogously. The groups A Sp(W ) and A ′ Sp(W ) are isomorphic to GL(U 1 ) and GL(U 2 ), respectively.
We call (GL(U 1 ), GL(U 2 )) an irreducible dual pair of type II as in the Introduction. The reader is referred to [Ku2, Chapter II] for details. We list the families of type II irreducible dual pairs in Table 2 . 
First we assume that (G, G ′ ) is irreducible. A Cartan involution satisfying (2.8) can be explicitly constructed (see [AB1, Section 1] and [Pa1, Section 1.1]). We only need to prove that σ is unique up to conjugation by G × G ′ .
Proposition 2.5. The uniqueness assertion of Proposition 1.1 holds for irreducible dual pairs of type I.
Proof. Given a type I irreducible dual pair (G(U ), G(V )) over (D, ι), recall the real symplectic space W , the algebra pair (A, A ′ ) and the involution τ from Section 2.2. Suppose σ is a Cartan involution on W = U ⊗ D V satisfying (2.8) and , σ is an inner product corresponding to σ. Note that (A, A ′ ) is σ-stable and τ -stable. Denote by σ 1 and σ 2 the restrictions of σ on A and A ′ , respectively. Define τ 1 and τ 2 analogously. By Lemma 2.2 and (2.8), σ 1 is a Cartan involution on End D (U ) and commutes with τ 1 . Likewise, σ 2 is a Cartan involution on End D (V ), and commutes with τ 2 , respectively. Let , 2 be an inner product on V corresponding to σ 2 . Define a norm on U by (2.9)
where v 0 is a vector in V satisfying v 0 , v 0 2 = 1. Since the set of unit vectors in V is transitive under the action of the group {y ∈ End D (V )|yy σ 2 = 1}, which is a subgroup of {a ∈ End R (W )|aa σ = 1}, this norm is independent of the choice of the unit vector v 0 . Note that u · d = u · |d| for all d ∈ D and u ∈ U , where |d| := dd.
Moreover, this norm satisfies parallelogram law (see [J, Chapter V, Theorem 2] ). Hence there is a unique inner product , 1 on U such that (see [J, Chapter V, Theorem 4 
It is routine to check that , 1 is an inner product corresponding to σ 1 . By (2.9) and (2.10),
Define a bilinear form on W by (2.12)
One checks that it is a well-defined non-degenerate symmetric bilinear form on W corresponding to σ. Thus this form is a scalar multiple of , σ . It must equal , σ by (2.11). In conclusion, the inner product , σ is determined by the inner products , 1 and , 2 , and consequently, σ is determined by σ 1 and σ 2 . Therefore this lemma follows by Lemma 2.3.
Recall from Section 2.2 the type II irreducible dual pair (GL(U 1 ), GL(U 2 )), the decomposition W = X ⊕ Y of (2.7), the algebra pair (A, A ′ ) and the involution τ . Let σ be a Cartan involution on W satisfying (2.8) and , σ an inner product corresponding to σ. To prove the uniqueness of σ, we introduce the following lemma.
Lemma 2.6. The decomposition W = X ⊕ Y is an orthogonal direct sum decomposition of , σ .
Proof. Let p X denote the projection of W onto X with respect to the decomposition W = X ⊕ Y . It is an element of the center Z of A. It is clear that Z is σ-stable. Hence
For each z ∈ Z − , z σ = −z implies that all the eigenvalues of z ∈ End R (W ) are pure imaginary numbers. Likewise all eigenvalues of all elements of Z + are real numbers. Since all the eigenvalues of p X are real numbers, p X ∈ Z + , that is, p X is fixed by σ. Therefore, for all w X ∈ X and w Y ∈ Y ,
Proposition 2.7. The uniqueness assertion of Proposition 1.1 holds for irreducible dual pairs of type II.
Proof. By Lemma 2.6, the decomposition W = X ⊕ Y of (2.7) is an orthogonal direct sum decomposition of , σ , while X and Y are two maximal totally isotropic subspaces of W with respect to , W . Hence the semisimple algebra End R (X) × End R (Y ) is σ-stable and τ -stable. Denote by σ and τ the restrictions of σ and τ on End R (X) × End R (Y ), respectively. Thus (End R (X), End R (Y )) is a pair of σ-stable simple subalgebras of End R (W ), which are exchanged by τ . By Lemma 2.2, σ is a Cartan involution on End R (X) × End R (Y ). As in the proof of Lemma 2.4, σ is determined by σ, up to conjugation by
where p X and p Y are the projections of W onto X and Y with respect to the decomposition W = X ⊕ Y , respectively. By the same argument as in the proof of Lemma 2.3, the Cartan involution σ = σ X × σ Y is determined by σ X , where σ X and σ Y are the restrictions of σ on End R (X) and End R (Y ), respectively. This amounts to saying that σ is determined by σ X , up to conjugation by Z R × . Note that Z R × is a subgroup of Z × Sp(W ), where Z is the center of both A and A ′ . As in the proof of Proposition 2.5, let σ 1 and σ 2 be the restrictions of σ on A and A ′ , respectively. Define τ 1 and τ 2 analogously. Recall that
. By the same argument as in the proof of Lemma 2.3, σ 1 and σ 2 are determined by σ 1 | A X and σ 2 | A ′ X , respectively. By the same argument as in the proof of Proposition 2.5, the restriction of , σ on X × X is determined by , 1 , which is an inner product on U 1 corresponding to σ 1 | A X , and , 2 , which is an inner product on U * 2 corresponding to
. Therefore this lemma follows by Lemma 2.1.
In general, the dual pair (G, G ′ ) is the direct product of a family {(G i , G ′ i )} 1≤i≤m of irreducible dual pairs, where (G i , G ′ i ) is a dual pair in Sp(W i ), and
is an orthogonal direct sum of symplectic spaces. Let (A i , A ′ i ) be as in Section 2.2. Let Z i (1 ≤ i ≤ m) be the center of A i , which also equals to the center of
is the center of both A and A ′ . Denote by τ i (1 ≤ i ≤ m) the restriction of τ on End R (W i ). By Proposition 2.5 and Proposition 2.7, there exists a Cartan involution σ i on End R (W i ) satisfying
By Lemma 2.4, there exists a Cartan involution σ on End R (W ) satisfying (2.8). We only need to prove the uniqueness of σ.
Let σ be a Cartan involution satisfying (2.8) and , σ an inner product corresponding to σ. For each 1 ≤ i ≤ m, let p i ∈ End R (W ) denote the projection of W onto W i with respect to the decomposition (2.13). It is an element of Z i ⊂ Z. By the same argument as in the proof of Lemma 2.6, we show that p i is fixed by σ. Consequently, (2.13) is an orthogonal decomposition with respect to , σ , and End R (W i ) is σ-stable for all 1 ≤ i ≤ m. By Lemma 2.4, the Cartan involution σ is determined by m i=1 σ i , where σ i is the restriction of σ on End R (W i ). By Proposition 2.5 and Proposition 2.7, σ i is unique up to conjugation by G i × G ′ i , for each 1 ≤ i ≤ m. Therefore σ is unique up to conjugation by G × G ′ . This finishes the proof of Theorem 1.1.
Type II irreducible dual pairs
Let the notation be as in the Introduction. Recall that for each closed subgroup E of Sp(W ), E denotes its double cover induced by the metaplectic cover Sp(W ) → Sp(W ). If E is reductive as a Lie group, then so is E, and we write Irr gen ( E) for the subset of Irr( E) of genuine irreducible Casselman-Wallach representations. Here and as usual, "genuine" means that the representation does not descend to a representation of E.
Note that by the one-one correspondence property of local theta correspondence, if one of the three inclusions in (1.5) is an equality, then so are the other two. We first treat the simplest case of type II irreducible dual pairs.
Proposition 3.1. Conjecture 1.2 holds for all type II irreducible dual pairs.
) is a type II irreducible dual pair. Without loss of generality, assume that r ≤ s. By Godment-Jacquet zeta integrals [GJ, Section I.8 ] and Kudla's persistence principle [Ku1] , we know that all representations in Irr gen ( G) occur in the smooth theta correspondence, namely, Irr
This proves the proposition.
Similar proof shows the following result for quaternionic dual pairs.
) is a quaternionic dual pair, where U is a quaternionic Hermitian space. If dim U ≤ dim V , then the three inclusions in (1.5) are all equalities.
Proof. By [SZ, Theorem 7.3] ,
Then the proposition follows by the same argument as in the proof of Proposition 3.1.
Orthogonal-symplectic dual pairs
We are aimed to prove the following proposition in this section.
Proposition 4.1. Conjecture 1.2 holds for all real orthogonal-symplectic dual pairs and all complex orthogonal-symplectic dual pairs.
In this section, assume that D = R or C, and let U be a finite-dimensional symmetric bilinear space over D. For each n ≥ 0, let V n be a symplectic space over D of dimension 2n. Denote by G n (U ) the double cover of G(U ) associated to the pair (G(U ), G(V n )). After twisting by an appropriate character, the representation of G n (U ) on ω G(U ),G(Vn) descents to a representation of G(U ), which is denoted by ω U,n , so that Hom G(U )⋉(U ⊗Xn) (ω U,n , C) = 0, for all Lagrangian subspace X n of V n .
Here U ⊗ X n is viewed as a subgroup of the Heisenberg group attached to the real symplectic space U ⊗ V n , and C stands for the trivial representation of G(U ) ⋉ (U ⊗ X n ). The reader is referred to [Mo] , [AB1] and [AB2] for details about theta correspondence for (real or complex) orthogonal-symplectic dual pairs.
Fix a Cartan involution on End D (U ) which commutes with the adjoint involution of the symmetric bilinear form on U , and denote by K(U ) the corresponding maximal compact subgroup of G(U ). Likewise, for each n ≥ 0, fix a Cartan involution on End D (V n ) which commutes with the adjoint involution of the symplectic form on V n . As in (2.12), we get a Cartan involution on End R (U ⊗ V n ). Then as in the Introduction, we have a module ω alg G(U ),G(Vn) . As in the smooth case, after twisting it by an appropriate character, we get a (g(U ), K(U ))-module, to be denoted by ω alg U,n . Here g(U ) denotes the complexified Lie algebra of G(U ). Let π ∈ Irr(G(U )). Define its first occurrence index
Define the algebraic analogue
where π alg denotes the (g(U ), K(U ))-module of K(U )-finite vectors in π. In view of Kudla's persistence principle (both in the smooth case and the algebraic case), in order to prove Proposition 4.1, it suffices to show that
Let sgn denote the sign character of G(U ). On the other hand, by the conservation relation ( [SZ, Theorem 7 .1]), we have that (4.2) n(π) + n(π ⊗ sgn) = dim U.
Together with the obvious inequalities n ′ (π) ≤ n(π) and n ′ (π ⊗ sgn) ≤ n(π ⊗ sgn), (4.1) and (4.2) imply that n(π) = n ′ (π). This proves Proposition 4.1.
Unitary dual pairs
For the proof of Theorem 1.3, it remains to show the following proposition.
Proposition 5.1. Conjecture 1.2 holds for all unitary dual pairs.
In this section, let U be a complex skew-Hermitian space so that G(U ) is a unitary group. Let δ ∈ Z/2Z. Define G δ (U ) := G(U ) × {1, −1}, if δ = 0; {(g, t) ∈ G(U ) × C × | det g = t 2 }, if δ = 1, which is a double cover of G(U ). For all p, q ≥ 0, let V p,q be a Hermitian space of signature (p, q). Assume that p + q has parity δ. Note that the double cover of G(U ) associated to the dual pair (G(U ), G(V p,q )) is canonically isomorphic to G δ (U ). Thus ω G(U ),G(Vp,q) is a representation of G δ (U ). The reader is referred to [Pa1, Section 1] for details about the double covers associated to unitary dual pairs.
As in the last section, fix a Cartan involution on End C (U ) which commutes with the adjoint involution of the skwe-Hermitian form on U , and denote by K δ (U ) the corresponding maximal compact subgroup of G δ (U ). Likewise, fix a Cartan involution on End C (V p,q ) which commutes with the adjoint involution of the Hermitian form on V p,q . As in (2.12), we get a Cartan involution on End R (U ⊗ V p,q ). Then we define ω alg G(U ),G(Vp,q ) as in the Introduction. Let π ∈ Irr gen (G δ (U )). For every integer t with parity δ, define the first occurrence index n t (π) := min{p + q | p, q ≥ 0, p − q = t, Hom G δ (U ) (ω G(U ),G(Vp,q ) , π) = 0}.
Define its algebraic analogue n ′ t (π) := min{p + q | p, q ≥ 0, p − q = t, Hom g(U ),K δ (U ) (ω alg G(U ),G(Vp,q) , π alg ) = 0}.
Here and as before, g(U ) denotes the complexified Lie algebra of G(U ), and π alg denotes the (g(U ), K δ (U ))-module of K δ (U )-finite vectors in π.
Recall the following fact of conservation relations from [SZ, Theorem 7.6 ].
Lemma 5.2. There are two distinct integers t 1 and t 2 , both of parity δ, such that (5.1) n t 1 (π) + n t 2 (π) = 2 dim U + 2.
In the algebraic setting, we need the following lemma.
Lemma 5.3. Assume that δ = 0 and let t be a nonzero even integer. Then n ′ t (1 U ) = 2 dim U + |t|, where 1 U ∈ Irr gen (G δ (U )) denotes the representation with trivial action of G(U ) ⊂ G δ (U ).
Proof. See [Pa2, Lemma 3.1].
As in the last section, Lemma 5.3 implies the following lemma (cf. the proof of [SZ, Theorem 7.6] ).
