Abstract Let u denote the relative rounding error of some floating-point format.
Introduction and notation
Denote by F a set of floating-point numbers with p digits precision in base β, and with operations according to IEEE 754 standard [3] in rounding to nearest with any tie breaking rule. Then, u := 1 2 β 1−p denotes the relative rounding error unit. Throughout the paper we assume that β 2 and p 1, and that neither overflow nor underflow occurs.
As usual, for • ∈ {+, −, ·, /} and a, b ∈ F, the floating-point result of an operation a • b is defined to be fl(a • b) for a rounding to nearest fl : R → F. It follows [2, p. 38] that |fl(x) − x| u|x| for x ∈ R, and in particular
(1.1)
For matrices A ∈ F m×k and B ∈ F k×n , denote by C the floating-point result of the exact product C := AB computed using (blocked versions of) the classical algorithm, with any ordering for the inner products. A rounding error analysisà la Wilkinson then leads typically to | C − C| γ k |A||B| with γ k := ku 1−ku = ku + O(u 2 ); see for example [2, p. 71] . This standard estimate has been improved in [4] into
without restriction on the integer k and, in [9] , similar improvements have been obtained for the residuals of the computed LU and Cholesky factors as well as for triangular system solutions. A similar result was recently shown by Graillat, Lefèvre, and Muller [1] for binary arithmetic: This improves the classical Wilkinson-type estimate | r − x k+1 | γ k |x k+1 |. They also note that for k ≈ u −1 the relative error on r can indeed be larger than ku, thus suggesting that in the case of integer powers, the price to be paid for the refined constant ku is a necessary restriction on the range of k. This is in contrast with bounds like (1.2) and the results in [4, 9] , where restrictions on k can be avoided.
As Muller [8] mentioned, repeated multiplication may not be the method of choice to evaluate x k+1 . However, for better methods like binary exponentiation no improvement on the classical constant γ k seems to be known.
In this note we generalize Theorem 1.1 to products of real and/or floating-point numbers, to any base, and to any evaluation scheme using k multiplications. Our restriction on k is weaker than the one in (1.3), though of the same order, and we show that it is essentially sharp. Theorem 1.2 Let x 0 , x 1 , . . . , x k ∈ R be given and suppose that of them are in F. Let also
Then, any order of evaluation of the product of k i=0 fl(x i ) produces an approximation r such that, in absence of underflow and overflow,
In particular, if β = 2 and all the x i are in F, then (K, ω) = (k, β) and (1.5) becomes
For β = 2 and p 4, the constraint in (1.6) cannot be replaced by k < 12u −1/2 .
Remark. Note that for β = 2 and all the x i in F the restriction k < u −1/2 improves on the restriction k + 1
3). The techniques to prove Theorem 1.2 can be used to obtain similar results for other evaluation schemes. As an example we show how to improve the classical factor γ 2n for Horner's scheme [2, p. 95 ]. Theorem 1.3 Let x, a 0 , a 1 , . . . , a n ∈ F be given and let r be the approximation to 
using ω defined in (1.4).
Products
We need some preliminaries to prove Theorem 1.2. If some x i is zero, then r = 0 because no overflow occurs, and the results in Theorem 1.2 are trivial. If all the x i are nonzero, then r 0 because, by assumption, no underflow occurs. Furthermore, using F = −F and fl(−x) = −fl(x), we may henceforth assume without loss of generality that all the x i are positive, so that all the r i are positive as well. The standard estimate (1.1) can be improved in two ways. First, it is known that
and that this bound is sharp; see for example [6, p. 232] and [5] . Second, we use the unit in the first place (ufp): a real number x being given, we set ufp(0) = 0 and, if
x 0, ufp(x) := β log β |x| . Thus, ufp(x) can be thought of as the weight of the first nonzero digit of x in its base-β representation. Then,
This estimate is sharp as well; for more details, see [10] . Combining (2.1) and (2.2) yields the improved estimate
In the following we will use
as well as
Some notation is necessary to formalize the computation of the floating-point approximation r in (1.5). The evaluation of k i=0 fl(x i ) in any given order by means of k floating-point multiplications is represented by a binary tree B whose k + 1 leafs correspond to the fl(x i ) and whose k inner nodes correspond to the multiplications. Thus, B has 2k + 1 nodes N i in total.
Since the order of evaluation is arbitrary, we may assume without loss of generality that x 0 , . . . , x L ∈ F with L := − 1. The numbering of the nodes shall be such that N i corresponds to x i+L for i = −L, . . . , k − L, and N k−L+1 , . . . , N K are the inner nodes. Moreover, N K shall be the root of B.
Each node N i is the root of a tree B i and is identified with the floating-point value r i = fl(r i ) computed by B i . It follows in particular that r = r K . More precisely, define r i := x i+L for i = −L, . . . , k − L and, by means of a recursive definition, if an inner node N i , i ∈ {k−L+1, . . . , K}, has children N i ν , 1 ν 2, for which r i 1 , r i 2 are already known, define r i := r i 1 · r i 2 . Since the x i and r i have been assumed to be positive, the same holds for the r i .
By assumption, r i = fl(r i ) = x i+L for i = −L, . . . , 0. Moreover, for i = 1, . . . , K we have
For i ∈ {1, . . . , k − L}, the relative errors ε i correspond to the rounding of x i+L into fl(x i+L ), while for the remaining indices i ∈ {k − L + 1, . . . , K} they correspond to the k multiplications. This implies
, and therefore
Since all factors x i are positive, (1.5) is equivalent to
Ku, and because
Hence, we need only upper bounds on the ε i for the proof of Theorem 1.2.
Furthermore, the lemma below shows that, under weaker assumptions on the maximum K, the estimate (1. Proof. By (2.6) and (2.8), it suffices to show Z := (1 + u)
Proof of Theorem 1.2. With the notation above, in particular using (2.6), we have to prove (2.8). For K ∈ {0, 1} the assertion is trivial so that henceforth we assume K 2. By Lemma 2.1 we can also assume that
Let ϕ ∈ N be the largest integer satisfying
Note that ϕ 2 because 2 K < ω/β u −1/2 ϕ + 1. Define I ⊆ {1, . . . , K} to be the index set with
The following two properties will be proved for distinct i, j ∈ I:
a) The nodes N i and N j are not adjacent in the tree B. Proof of (2.12). In order to derive a contradiction suppose that N i is a child of N j . It follows that r j = r i q, where q ∈ F is a (rounded) x i or some intermediate result. If ufp( r i ) = r i , then r i is a power of β and ε j = 0 contradicting (2.9), so that (2.6) and
Since the second inequality is strict and 1 + ϕu < 1 + √ u < β, it follows by (2.5), no matter whether ϕ is odd or even, that
By (2.15) and (2.5) we have
Hence, r j = r i q, (2.4), (2.16), j ∈ I, and (2.14) imply
Since q ∈ F, R is a power of β, and R/(1 + mu) > R(1 − mu) ∈ F, (2.5) implies that there exists ν ∈ Q such that
Moreover, if ν is non-negative, then ν is a non-negative even integer by (2.5). From (2.18) and (2.16) we get |ν| ϕ. Now r j = r i q, (2.18), and (2.16) give
and (2.14) together with j ∈ I yields
First, assume that ν is an even integer. Then, m + ν > 0 is also even by (2.16), so that 1 + (m + ν)u ∈ F and |mνu 2 | ϕ 2 u 2 < u imply r j = ufp(r j )(1 + (m + ν)u) and
If ν 0, then ε j 0, a contradiction. Otherwise, (2.18) and −ν ∈ N give |ν| = −ν m − 1 ϕ − 1, so that ϕ < u −1/2 implies
Hence, ε j < u 1+ϕu by (2.21), again a contradiction to j ∈ I by (2.11). Second, assume that ν is not an even integer. Then, (2.18) and (2.5) give ν < 0. Write ν = 2n/β =: s + r/β with n, s, r ∈ Z 0 with |r| := (2|n|) mod β. Since 2n is even, necessarily
using ω as in (1.4). In particular, for β = 2 this means r = 0. Now, (2.19) becomes
because r 0 and −m ν < 0. Using (2.22) and (2.10) we obtain
If s is odd, then δ < 0 and (2.24) yield r j = ufp(r j )(1 + (m + s − 1)u) and ε j < 0, a contradiction. If s is even, then r j = ufp(r j )(1 + (m + s)u) and
Note that s even implies r 0 as ν is not an even integer. 1 By (2.18) we have −m < ν = s + r/β. Since m, s are even integers and r/β < 0, it follows −m + 2 s = ν − r/β, so that (2.22) yields 
This finishes the proof of (2.12). Proof of (2.13). Again, in order to derive a contradiction, assume that N i and N j are the left and right children of an inner node N a , a ∈ {k − L + 1, . . . , K}, that is, r a = r i r j and r a = fl(r a ). Then, like in the proof of (2.12), i, j ∈ I implies
with even m, n ∈ N ϕ . Thus,
and (m + n)u 2ϕu < 2 ω/β u 1/2 2ω Kβ 2 K 1 because K 2. Moreover, m + n is even and mnu 2 ϕ 2 u 2 < u. Thus (2.27) yields ufp(r a ) = ufp( r a ) = ufp(r i )ufp(r j ), r a = (1 + (m + n)u)ufp( r a ), and ε a = −mnu 2 ufp( r a )/r a < 0 contradicting (2.9). This finishes the proof of (2.13).
For I consisting of k indices, (2.6) and (2.11) give
Using (2.12) and (2.13) we will show by Lemma 2.2 in Subsection 2.1 that k K+1
. This implies
Hence, according to (2.8) and using u 1+u u 1+ϕu , the proof is finished if we show
For later use, we do this by proving for real ψ the following stronger statement
provided that 1 ψ ω β u −1/2 . If this is true, then for 1 K ϕ we obtain
which is (2.30). A computation yields the Taylor expansion
with G (ξ) =: αN(ξ) for some 0 < ξ < u and
1+(ψ+1)ξ 1+ψξ
It suffices to show N(ξ) 0 for 0 < ξ < u. Now N(ξ) = 
The series expansions were computed by the Symbolic Math Toolbox of MATLAB [7] . It follows N(ξ) > 0 for 0 < ξ < u, and this proves (1.5) and (1.6). The assertion on possible constraints of k is deferred to the appendix. This finishes the proof of Theorem 1.2.
In the proof of Theorem 1.2 we defined ϕ to be the largest integer less than ω/β u −1/2 , which reduces to ϕ < u −1/2 for binary arithmetic. Switching from binary arithmetic to another basis requires indeed an adapted definition of ϕ. Consider p := 5 decimal digits, that is, u = 0.5 · 10 −4 . Then, r i := fl(1.3033 · 0.7697) = 1.0032 and q := 0.99696 yield r j = 1.0002. Moreover, ϕ = 63 whilst the largest integer less than u −1/2 is ϕ = 141. However, both ε i and ε j would satisfy (2.11) if ϕ was replaced by ϕ , and indices of adjacent nodes would belong to I.
A result on colored trees
In (2.29) in the proof of Theorem 1.2 we used the upper bound K+1 2 for the number k of nodes in the index set I. This bound is a consequence of the following lemma.
Lemma 2.2 Let T be a tree with M nodes, each having at most two children. Assume that C nodes of T are colored according to the following rules:
(i) colored nodes are not adjacent; (ii) each node has at most one colored child.
if the root of T is colored, M 2 otherwise.
Furthermore, these inequalities are sharp for all M.
Proof The result is trivial for M = 1, so assume M 2 and that the result is true up to M − 1. The root R of T is then connected to a tree T 1 and, possibly, also to another tree T 2 disjoint from T 1 . Let T 1 have M 1 nodes, C 1 of which being colored. Define M 2 and C 2 similarly if T 2 exists, and let C 2 = M 2 = 0 otherwise. Clearly,
If R is colored, then C = C 1 + C 2 + 1 and (i) implies the root of T 1 is not colored. Hence, by induction,
If R is not colored, then C = C 1 + C 2 and (ii) implies that R has at most one colored child. Hence, for M 2 either zero or nonzero,
Since C is an integer, the claimed bounds follow for M 2. Finally, trees with all internal nodes having exactly one child ("linked lists") and whose colored and uncolored nodes alternate show that the bound is attained for any M. Now, the upper bound for k in the proof of Theorem 1.2 is obtained as follows. First, we construct a tree T by removing from the binary tree B the leafs N −L , . . . , N 0 associated with the operands x i already in F. The nodes of T are the nodes N 1 , . . . , N K of B, and the nodes N i with i ∈ I are considered as colored. Then, (2.12) and (2.13) imply that T follows the rules (i) and (ii) of Lemma 2.2, so that |I| = k 
Horner scheme
Using the techniques of the previous section we prove Theorem 1.3. For n = 0 the assertion is trivial so that we may assume n 1. The Horner scheme computes r 0 := fl(a n x); r i := fl fl( r i−1 +a n−i )x , i = 1, . . . , n−1; r = r n := fl( r n−1 +a 0 ).
For i = 1, . . . , n, let the relative error of the i-th addition and multiplication be denoted by ε i and ε i−1 , respectively. Then, r 0 = a n x(1 + ε 0 ),
For each i ∈ {1, . . . , n − 1} we apply Theorem 1.2 to the product x 0 x 1 with x 0 := r i−1 + a n−i ∈ R and x 1 := x ∈ F. Then, k = 1, = 1 and therefore K = 2, so that (2.29) with the constant ϕ defined in (2.10) yields
Furthermore, (2.6) gives
From the equalities in (3.1) we deduce that r = n i=0 a i (1 + α i )x i , where
Hence, (1.1), (3.2) and (3.3) imply and, for i = 0, . . . , n − 1,
Then, using 1−2nu < (1−u) 2n , we see that 1−2nu 1+α i H n for all i = 0, 1, . . . , n.
The assumption n < 1 2 ω β u −1/2 − 1 implies 2n + 1 ϕ. Thus, (2.31) proves
We close this note with an application of Theorem 1.2.
Corollary 3.1 (Evaluation of a polynomial given by its roots) Given z, z 1 , . . . , z n , a n ∈ F, let r ∈ F be a floating-point approximation to r = a n
obtained by first evaluating the n differences and then, in any order, a product of n + 1 terms. If n < Proof Define x 0 := a n ∈ F and x i := z − z i ∈ R for i = 1, . . . , n. Then, Theorem 1.2 with k = n, = 1, K = 2k + 1 − = 2n < ω β u −1/2 yields the assertion. Now Φ < 0 for any value of δ, so that 0
Define a vector X := [x 0 x x . . . x] ∈ F 2m+1 with m times repeating the row vector x = [x 1 x 2 ] ∈ F 2 . Denoting r 0 := x 0 and r i := fl( r i−1 X i ) for i 1 yields r 2 = v 0 . Then, abbreviating π := x 1 x 2 and using r 2m = r 2 = x 0 gives
Now,
and for m ∈ N,
The assumption p 15 implies
and therefore
Combining this with (4.2) shows that the error bound in (1.6) is not satisfied for k = 2 6u −1/2 − 1 < 12u −1/2 , and that finishes the first part. Second, assume s is even and define as before For precision p define x i := 1 + m i u. Then, (4.1) is satisfied, and the error bound in (1.6) is not true for k < Fu −1/2 . This finishes the proof. We finally mention that it is easy to see that, if 1 p 2, then the error bound in (1.6) is satisfied for all k ∈ N, and if p = 3, then the minimum value of k for which it is not satisfied is k = 72 ≈ 25u −1/2 .
Summary
In previous papers, the factor γ k has been replaced by ku in a number of classical error estimates in numerical analysis together with removing the restriction on k. We proved that ku can be used for general products and for the Horner scheme, however, with a mandatory restriction on k. So, as by Theorem 1.2, a general principle to replace γ k by ku is necessarily restricted to k u −1/2 .
