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1. INTRODUCTION
Nonlinear approximation is utilized in many numerical algorithms. In this
paper, we shall consider certain problems of nonlinear approximation which
arise in image processing. This includes approximation using m terms from a
dictionary of functions and greedy algorithms for approximation from such a
dictionary.
Let X be a Banach space and let ⊂ X be a subset of X whose linear span
is dense in X. We shall call such a set a dictionary. Let 6m( ) be the set of
all functions g ∈ X such that g is a linear combination of at most m elements
of . For f ∈ X, we introduce the error of m-term approximation,
σm( f, )X := inf
g∈6m( )
‖ f − g‖X .
One of the central problems of nonlinear approximation is to characterize, for a
fixed dictionary , the functions which have a specific order of approximation,
e.g., to characterize the functions which have approximation order O(m−α) for
some fixed α > 0. Results of this type are known and easy to prove (see [DT2])
when X is a Hilbert space and is an orthogonal system in X. For general dic-
tionaries, there are sufficient conditions on f ∈ X which guarantee certain rates
of decrease for σm( f, )X (see, again, [DT2]).
More generally, if F ⊂ X is a class of functions, we define
σm(F, )X := sup
f ∈F
σm( f, )X .
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The asymptotic behavior of σm(F, )X has been studied for particular dic-
tionaries and classes F. For example, the dictionary of all multivariate
trigonometric polynomials and various classes F of functions have been stud-
ied in [DT1]. There are also some results in the general setting (see [P1; J; B;
DDGS; DMA; DT2]).
It is clear that larger dictionaries provide better approximation. On the other
hand, the numerical implementation is more costly as the dictionary gets larger.
It is, therefore, important to understand the trade-off between the accuracy of
approximation and the size of the dictionary. Yet, it is not obvious how to
even define the size of a dictionary when dealing with infinite dimensional
spaces X and infinite dictionaries , as are usually encountered in analysis.
In order to understand better the relationship between the size of a dictionary
and its approximation power, we shall consider in this paper approximation
in finite-dimensional Euclidean spaces equipped with various norms. Many
problems of approximation by functions reduce to this type of finite-dimensional
approximation (see, e.g., [DT1]).
Let n denote the n-dimensional space of real vectors x = (x1, . . . , xn) and
let
‖x‖p :=

 n∑
j=1
|x j |p
1/p , 0 < p <∞,
max
j
|x j |, p = ∞,
be the `p norms on n . We use Bnp to denote the unit `p-ball of n and Bnp(y; r)
to denote the `p-ball of radius r with center y.
A sample of the results we shall prove in this paper are the following estimates
for approximation of F = Bn2 in the `2 norm. We use the abbreviated notation,
σm(F, )p := σm(F, )`p .
If is any dictionary with | | = N elements, then Corollary 2.2 shows that
σm(Bn2 , )2 ≥ CN−m/(n−m), m ≤ n/2. (1.1)
In particular, (1.1) shows that dictionaries with nk elements, k fixed, are not ef-
fective in approximating the class Bn2 .
If we take | | = an for some a > 1, then (1.1) shows that σm(Bn2 , ) ≥
Ca−2m , m ≤ n/2. We shall show in Theorem 2.2 the existence of a dictionary
with | | = bn , b = 2a + 1, a > 1, which provides the upper bound,
σm(Bn2 , )2 ≤ Ca−m . (1.2)
NONLINEAR APPROXIMATION 491
There is a gap between (1.1) and (1.2) when one compares the size of the dic-
tionary with the approximation rate. At our present level of understanding, we
are not able to remove such gaps. We give in Sections 2 and 3 estimates simi-
lar to (1.1) and (1.2) for σm(Bnp, )q for all 1 ≤ p, q ≤ ∞.
These results should be compared with lower estimates for optimal basis
selection derived recently by Kashin and Temlyakov (see [KT]). They show that
for each K there exists a positive C(K) such that for any set of k ≤ Kn bases j ,
j = 1, . . . , k, in n , we have
sup
f ∈Bn2
inf
j
σm( f, j )2 ≥ C(K ), m < n/2.
Of course from a dictionary with Cn elements we can generally form many more
than Cn bases.
The second part of this paper turns to the question of how to find good m-
term approximations. One common method for generating such approximations
is to use a greedy algorithm (sometimes called adaptive pursuit). The greedy
idea for generating an m-term approximation to a function f ∈ X is to take
as the first approximation to f its best one-term approximation (which can
usually be implemented numerically). Then one iterates this procedure m times
on the residual error (see Section 3 for more details). In Sections 4–6, we
consider greedy algorithms for various dictionaries in n . We show how
to appropriately choose dictionaries for which the greedy algorithms achieve
estimates similar to those of best m-term approximation (such as that given in
(1.2)).
For the purpose of orientation and for further use in this paper, we mention
three simple examples of nonlinear approximation in n .
I. Let be the canonical basis for n . The following two estimates are
well known:
σm(Bn1 , )2 ≤ (m + 1)−1/2, m = 0, 1, . . . , n − 1; (1.3)
σm(Bn2 , )2 ≥ 2−1/2, m ≤ n/2. (1.4)
To prove (1.3) for x ∈ Bn1 , it is sufficient to approximate x by the vector y
which agrees with x in the m largest coordinates of x and is zero otherwise. The
vector x ∈ Bn2 with all coordinates equal to n−1/2 provides the lower estimate
(1.4).
II. In this example, we want to bring out the connection between
approximation from a dictionary and covering numbers. These covering numbers
play an important role in many problems of approximation including entropy
and widths. We recall the definition of the covering numbers N(F, `p) for a
set F ⊂ n . For each  > 0,
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N(F, `p) := min
N : F ⊂
N⋃
j=1
Bnp(y
j , )

with the minimum taken over all sets {y j }Nj=1 of points from n . By consider-
ing dictionaries consisting of the points yj, we find
inf| |=N(F, `p)
σ1(F, )`p ≤ . (1.5)
In other words, the covering numbers immediately give estimates for 1-term ap-
proximation.
III. We can extend the example II to m-term approximation by using the
concept of metric entropy. Let X be a linear metric space and for a set ⊂ X ,
let m( ) denote the collection of all linear spaces spanned by m elements of
. For a linear space L ⊂ X , the -neighborhood U(L) of L is the set of all
x ∈ X which are at a distance not exceeding  from L (i.e., those x ∈ X which
can be approximated to an error not exceeding  by the elements of L). For any
compact set F ⊂ X and any integers N, m ≥ 1, we define the metric entropy,
N,m(F, X) := inf| |=N inf{: F ⊂ ∪L∈ m( )U(L)}.
We can express σm(F, ) as
σm(F, ) = inf{: F ⊂ ∪L∈ m( )U(L)}.
It follows, therefore, that
inf| |=N σm(F, D) = N,m(F, X).
In other words, finding the best dictionaries for m-term approximation of F is the
same as finding sets which attain the generalized metric entropy N ,m(F, X).
We conclude this Introduction by giving some remarks on the implementation
of greedy algorithms in image processing which may be beneficial to the
reader not familiar with such applications. Two common applications of greedy
algorithms and approximation from dictionaries are to compression and feature
extraction. One can view the image as a vector in N with N the number of pixel
values of the image (typically 0.25 to 10 Mb; the latter occurring, for example,
in digital mammography). Lossy compression is interested in approximating the
image by a simpler image which can be stored with fewer bits. One frequently
transforms the pixel values to a more sparse vector such as the vector of wavelet
coefficients. The compressed image is used for storage or transmission of the
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image. Compression is also used as a preprocessor for other image processing
tasks such as feature extraction.
Greedy algorithms are also used for feature extraction (see, e.g., [DMA]).
The idea is to hopefully have a dictionary which can represent the feature to be
extracted from the image as a linear combination of a few dictionary elements.
In this case, a highly compressed image given by an m-term approximation from
the dictionary with m small (for example, m ≤ 100) will extract the feature. One
should note that in these applications, in contrast to other applications such as
numerical integration or solving boundary value problems, one has readily all
information about the target function (image) but wants an approximation with
reduced complexity.
The present paper is concerned with approximation from dictionaries of
functions. We present various results about the possibility of approximating
with a certain efficiency. However, we do not address the important question of
how to efficiently numerically implement the approximation.
2. LOWER ESTIMATES FOR m-TERM APPROXIMATION IN n
In this section, we shall consider m-term approximation in the `p norm of
certain sets F ⊂ n . In Theorem 2.1, we use ideas from [KT] to give a lower
estimate for m-term approximation in the `1 norm from a general dictionary to
general sets F ⊂ n . Lower estimates in the `1 norm automatically provide
lower estimates in the other `q norms, q > 1 (see Corollary 2.1).
We let Voln(S) denote the Euclidean n-dimensional volume of the set S ⊂ n .
We recall that the volume of the unit ball Bnp, 1 ≤ p ≤ ∞, in n can be
estimated by
Cn1n
−n/p ≤ Voln(Bnp) ≤ Cn2n−n/p, (2.1)
with C1, C2 > 0 absolute constants.
THEOREM 2.1. If F ⊂ Bn2 satisfies
Voln F ≥ Kn Voln Bn2
for some 0 < K ≤ 1, then for any dictionary , | | = N, we have
σm(F, )1 ≥ CK 2n1/2N−m/(n−m), m ≤ n/2,
With C > 0 an absolute constant.
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Proof. Let F and be as stated in the theorem and let ρ := σm(F, )1.
We use m( ) to denote the set of all subspaces Y of dimension m which are
spanned by m elements from . Note that the span of any m elements of is
contained in such a space Y. Denote by Y + Z the direct sum of two sets Y and
Z. From the definition of ρ we get
F ⊂
⋃
Y∈ m( )
(Y + Bn1 (0, ρ)), (2.2)
where Bn1 (0, ρ) is the `1-ball of radius ρ centered at the origin. It follows from
(2.2) that
Voln F ≤
∑
Y∈ m ( )
Voln(F ∩ (Y + Bn1 (0, ρ)). (2.3)
We now fix an arbitrary Y ∈ m( ) and estimate Voln(F ∩ (Y + Bn1 (0, ρ)).
Let Y⊥ denote the orthogonal complement of Y in n . By the definition of the
direct sum each f ∈ F ∩ (Y + Bn1 (0, ρ)) has the representation
f = y + z, y ∈ Y, z ∈ Bn1 (0, ρ). (2.4)
Consider the orthogonal projectors PY and PY⊥ mapping n onto Y and Y⊥, re-
spectively. We have
z = PY z + PY⊥z,
which means that (2.4) can be rewritten
f = (y + PY z)+ PY⊥z = PY f + PY⊥ f. (2.5)
Since PY f ∈ Y and ‖PY f ‖2 ≤ ‖ f ‖2 ≤ 1, we find that PY f ∈ Y ∩ Bn2 . Also,
PY⊥ f = PY⊥z ∈ PY⊥(Bn1 (0, ρ)).
Thus, we obtain the volume estimate,
Voln(F ∩ (Y + Bn1 (0, ρ))) ≤Volm(Y ∩ Bn2 )Voln−m(PY⊥(Bn1 (0, ρ)))
≤Volm(Bm2 )Voln−m(PY⊥(Bn1 (0, ρ)))
≤Cm2 m−m/2 Voln−m(PY⊥(Bn1 (0, ρ))), (2.6)
where the last inequality used (2.1).
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We recall (see, for example, [KT, (13)]) that for any subspace Z of n of
dimension r ≥ n/2, we have
Volr (PZ (Bn1 )) ≤ Crr−r , (2.7)
with C here and, later in this proof, an absolute positive constant (which may
change from line to line). Combining the inequalities (2.6) and (2.7) results in
Voln(F ∩ (Y + Bn1 (0, ρ))) ≤Cnm−m/2(n − m)m−nρn−m
≤Cnm−m/2nm−nρn−m . (2.8)
Now there are at most Nm subspaces in m( ). Therefore, by the assumptions
of the theorem,
KnCn1n
−n/2 ≤ Kn Voln Bn2
≤Voln(F)
≤CnNmm−m/2nm−nρn−m . (2.9)
From this, we obtain for m ≤ n/2,
ρ ≥CKn/(n−m)N−m/(n−m)n(n−2m)/(2n−2m)mm/(2n−2m)
≥CK 2n1/2N−m/(n−m), (2.10)
where we used the fact that
n(n−2m)/(2n−2m)mm/(2n−2m) ≥ n1/2
(m
n
)m/(2n−2m) ≥ Cn1/2, m ≤ n/2.
Inequality (2.10) is the desired estimate.
COROLLARY 2.1. Let F and be as in Theorem 2.1. For any 1 ≤ q ≤ ∞,
we have
σm(F, )q ≥ CK 2n1/q−1/2N−m/(n−m), m ≤ n/2
with C an absolute constant.
Proof. Let x ∈ F be such that σm(x, )1 ≥ 2−1σm(F, )1 and let g be
any element of n which can be written as a linear combination of at most m
elements of . The inequality
‖x − g‖1 ≤ n1−1/q‖x − g‖q , 1 ≤ q ≤ ∞, (2.11)
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implies that
σm(F, )q ≥ n−1+1/qσm(F, )1
and, therefore, the corollary follows from Theorem 2.1.
COROLLARY 2.2. Let be as in Theorem 2.1. For any 1 ≤ p, q ≤ ∞, we
have
σm(Bnp, )q ≥ Cn1/q−1/pN−m/(n−m), m ≤ n/2. (2.12)
with C an absolute constant.
Proof. The set F = n−1/2Bn∞ ⊂ Bn2 has volume
Voln(F) = 2nn−n/2 ≥ Cn Voln(Bn2 ).
Hence, from Corollary 2.1, we have
σm(Bn∞, )q = n1/2σm(F, )q
≥Cn1/q N−m/(n−m), m ≤ n/2.
This proves the case p = ∞ in the corollary. For any 1 ≤ p < ∞, the set
n−1/p Bn∞ ⊂ Bnp. Hence,
σm(Bnp, )q ≥ σm(n−1/p Bn∞, )q = n−1/pσm(Bn∞, )q ,
and therefore the general case in (2.12) follows from the case p = ∞.
Remark 2.1. In the case N = an and p = q, the lower bound in Corollary 2.2
can be replaced by Ca−2m .
3. UPPER ESTIMATES FOR m-TERM APPROXIMATION USING
COVERING NUMBERS
We shall next consider upper estimates for σm(F, )p. We begin with the
following simple theorem.
THEOREM 3.1. Let X be any n-dimensional Banach space and let B be its
unit ball. For any N there exists a system ⊂ X, | | = N, such that
σm(B, )X ≤ min(1, mN ), N :=
2
N 1/n − 1 . (3.1)
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Proof. We shall use simple results about covering numbers of the ball B.
The following estimate for N := N(B, X) can be found in [P2, p. 63]:
N ≤ (1+ 2/)n .
This estimate implies that for a given N we can cover the unit ball B by N balls
Bn2 (y
j , N ). We define = {y j }Nj=1.
For each x ∈ X, let G(x) be any best one-term approximation using the
elements of ; i.e., G(x) is a best approximation to x by multiples of the
elements of . Then,
‖x − G(x)‖X ≤ N‖x‖X .
We repeat this argument with x replaced by x1 := x − G(x) and obtain
‖x − G(x)− G(x1)‖X ≤ N‖x − G(x)‖X ≤ 2N‖x‖X .
Repeating this argument m times, we derive the upper estimate
σm(B, )X ≤ mN .
The estimate σm(B, )X ≤ 1 is trivial. This completes the proof.
Remark 3.1. The algorithm used in the above proof to approximate x by a
linear combination of m-terms of is an example of the greedy algorithms
discussed in the next section.
Remark 3.2. In the case N = bn with b = 2a + 1, the right side of the
estimate (3.1) becomes simply a−m . This is a companion to the lower bound in
Remark 2.1.
4. GREEDY ALGORITHMS IN n
In the last two sections, we proved upper and lower estimates for σm(F, )p
for certain sets F and dictionaries in n . However, the question exists how
to construct natural dictionaries and approximants which achieve this error of
approximation. One of the most common numerical methods for generating m-
term approximants are greedy algorithms. We consider in this section `p-greedy
algorithms, 1 ≤ p ≤∞. In the case p = 2, the `p-greedy algorithm defined below
coincides with the pure greedy algorithm of [DT2].
Let 1 ≤ p ≤ ∞ and let ⊂ n be a dictionary. If x ∈ n , we let
Gp(x) := Gp(x, )
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denote a best one-term approximation using . That is, Gp(x) = α(x)g(x),
where α(x) ∈ and g(x) ∈ satisfy
min
α∈ , g∈ ‖x − αg‖p = ‖x − α(x)g(x)‖p.
Let us also define the residual of approximation
Rp(x) := Rp(x, ) := x − Gp(x).
THE `p-GREEDY ALGORITHM. For x ∈ n , we define Rp0 (x) := x and
Gp0 (x) := 0. Then for each m ≥ 1, we inductively define
Gpm(x) :=Gpm(x, ) := Gpm−1(x)+ Gp(Rpm−1(x)),
Rpm(x) := Rpm(x, ) := Rp(Rpm−1(x)).
Then, Gpm(x) is an m-term approximation to x from which we call the mth
greedy approximant. The error of the mth greedy approximation is
‖x − Gpm(x)‖p = ‖Rpm(x)‖p.
We note that the best approximation to x ∈ n from is not necessarily
unique and, therefore, Gpm(x) and Rmp (x) are not necessarily unique. We define
γ
p
m(x, )q := sup ‖x − Gp(x, )‖q ,
where the supremum is taken over all possible resulting Gpm(x, ). Similarly,
we define
γ p
m
(x, )q := inf ‖x − Gp(x, )‖q ,
where the infimum is taken over all possible resulting Gpm(x, ). Thus, γ mea-
sures the worst possible error over all possible choices of best approximations
in the greedy algorithm and γ represents the best possible error.
More generally, for a class F ⊂ n we define
γ
p
m(F, )q := sup
f ∈F
γ
p
m( f, )q
with a similar definition for γ p
m
(F, )q . In upper estimates for greedy approx-
imation we would like to use γ and for lower estimates γ .
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Theorem 3.1 shows that for p = q and for each a > 1 there exists a dictionary
, | | = bn , b = 2a + 1, such that
γ
p
m(Bnp, )p ≤ a−m .
However, the dictionary in that theorem is not very natural or easy to de-
scribe. This estimate and Remark 2.1 to Corollary 2.2 indicate that dictionaries
with | | of order Cn play an important role in m-term approximation in n .
We proceed now to study a natural family of such dictionaries.
Let M ≥ 3 be an integer and consider the partition of [−1, 1] into M disjoint
intervals Ii of equal length: |Ii | = 2/M, i = 1, . . . , M . We let ξ i denote the
midpoint of the interval Ii , i = 1, . . . , M , and 4 := {ξi }Mi=1. We introduce
the dictionary
M := {x ∈ n : x j ∈ 4, j = 1, . . . , n}.
Clearly | M | = Mn . We shall study in this section the `∞-greedy algorithm for
the dictionaries M .
THEOREM 4.1. For any 1 ≤ q ≤ ∞ we have
γ∞m (Bn∞, M )q ≤ n1/qM−m, m = 1, 2, . . . . (4.1)
Proof. We prove the relation (4.1) for q = ∞. The general case 1 ≤ q ≤ ∞
follows from the case q = ∞ by virtue of the inequality
‖x‖q ≤ n1/q‖x‖∞. (4.2)
Let x ∈ n and apply the `∞-greedy algorithm to obtain any best
approximation G∞(x) := G∞(x, M ). It is easy to estimate ∞(x, M ).
Namely, for each i = 1, . . . , M , let  i be the set of j such that x j/‖x‖∞ ∈ Ii
and let e3i denote the vector in n which is one for all coordinates j ∈  i and
0 otherwise. Then,
y := ‖x‖∞
M∑
i=1
ξi e3i
is in 61( M ). Hence,
‖R∞(x)‖∞ = ‖x − G∞(x)‖∞ ≤ ‖x − y‖∞ ≤ 1M ‖x‖∞.
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Iterating this m times we obtain for any realization of G∞m (x),
‖x − G∞m (x)‖∞ = ‖R∞m (x)‖∞ ≤ M−m‖x‖∞ (4.3)
as desired.
5. AN UPPER ESTIMATE FOR σm(Bnp, )q , 1 ≤ p, q ≤ ∞
By choosing a suitable dictionary and using the result of the previous
section, we can derive estimates for σm(Bnp, )q , 1 ≤ p, q ≤ ∞, which will
serve as companions to the lower estimates of Corollary 2.2.
We shall use the following known estimates (see [S]) for the covering numbers
for the set Bnp in `n∞: for any M ≥ 2, there exists Mn balls Bn∞(y j , ),
j = 1, . . . , Mn , with  = Cn−1/pM−1 and C > 0 an absolute constant, such
that
Bnp ⊂
Mn⋃
j=1
Bn∞(y j , ). (5.1)
Let 0 := {y j }Mnj=1 and let M be the dictionary of the previous section. We
let := 0 ∪ M . Then, clearly | | ≤ 2Mn .
THEOREM 5.1. For the dictionary defined above, we have
σm(Bnp, )q ≤ Cn1/q−1/pM−m, m = 1, 2, . . . , (5.2)
with C > 0 an absolute constant.
Proof. If x ∈ Bnp, then there is a y ∈ 0 such that ‖x− y‖∞ ≤ Cn−1/pM−1.
From Theorem 4.1, there is a z := G∞m (x − y) which satisfies
‖x − y − z‖q ≤ n1/qM−m‖x − y‖∞ ≤ Cn1/q−1/pM−(m+1).
Since y + z is a linear combination of at most m + 1 elements of the dictionary
, we have proved (5.2).
Remark 5.1. Corollary 2.2 gives that for any dictionary with 2Mn elements
σm(Bnp, )q ≥Cn1/q−1/p(2M)−mn/(n−m)
≥Cn1/q−1/pM−2m, m ≤ n/2.
Thus, (5.2) is a companion to the lower estimate of Corollary 2.2.
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6. THE `1 GREEDY ALGORITHM
In this section, we shall prove results about the `1 greedy algorithm for the
dictionary 3 of Section 4. We consider this dictionary in detail for the following
reasons. It is a simple dictionary which is easy to describe geometrically.
Also, it is fairly easy to analyze the approximation properties of this dictionary.
Moreover, it turns out that this dictionary gives geometric order of approximation
(see, for example, Theorem 6.2 and Theorem 7.1) which we know is the best
we can expect for general dictionaries (see Corollary 2.2).
For each x ∈ n , it is easy to describe a best approximation from 61( ) and
compute the error
σ1(x, 3) = ‖x − G11(x, 3)‖1 = γ 1(x, 3) = γ 1(x, 3). (6.1)
We begin with a few simple remarks about one-term approximation from 3.
Each element g ∈ 61( 3) is of the form
g = ce3+ − ce3− (6.2)
with c > 0 and 3+ and 3− disjoint subsets of {1, . . . , n}. Let c be the col-
lection of all g of the form (6.2).
Remark 6.1. For each x ∈ n and 1 ≤ p <∞, for any best `np, approximation
gc to x from c the set 3± contains all i ∈ {1, . . . , n} such that |xi ∓ c| < |xi |.
Thus, gi = c sgn xi if |xi | > c/2 and gi = 0 if |xi | < c/2. Moreover,
|xi − gi | ≤ |xi |, for all i ∈ {1, . . . , n}.
If we use Remark 6.1 for p = 1, we see that
‖x − gc‖1 =
∑
I0
|xi | +
∑
I+
|xi | −
∑
I−
|xi | − c(|I+| − |I−|) (6.3)
with I0 := {i : |xi | ≤ c/2}, I+ := {i : |xi | > c}, and I− := {i : c/2 < |xi | < c}.
Given x ∈ n , we denote by x* its decreasing arrangement. That is x∗i is
the ith largest of the numbers |x j |, j = 1, . . . , n. Then, there is a one to one
rearrangement sequence j*(i) such that x∗i = |x j∗(i)|. We let j* be any such
rearrangement (which is not unique because of possible tie values).
LEMMA 6.1. For any x ∈ n, we have that
σ1(x, 3)1 = ‖x‖1 − δ, (6.4)
where
δ := max{s j , tk : 1 ≤ j ≤ (n + 1)/2; 1 ≤ k ≤ n/2},
s j := x∗j + 2
2 j−1∑
i= j+1
x∗i , 1 ≤ j ≤ (n + 1)/2,
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and
t j := 2
2 j∑
i= j+1
x∗i , 1 ≤ j ≤ n/2.
If δ = s j for some 1 ≤ j ≤ (n + 1)/2, then a best approximation g to x from
61( 3) is obtained by taking g j∗(i) = |x∗j | sign x j∗(i), i = 1, . . . , 2 j − 1, and
gi = 0 otherwise. If δ = t j for some 1 ≤ j ≤ n/2, then a best approximation g
to x from 61( 3) is obtained by taking g j∗(i) := c sign x j∗(i), i = 1, . . . , 2 j ,
c = (x∗j + x∗j+1)/2 and gi := 0 otherwise.
Proof. We first observe that the left side of (6.4) does not exceed the right.
Fix j and define a sequence g ∈ 61( 3) as follows. We take c = (x∗j + x∗j+1)/2
and we define g by g j∗(i) = c sign x j∗(i), whenever 1 ≤ j*(i) ≤ 2j and gi := 0
otherwise. Then,
‖x − g‖1 =
j∑
i=1
(x∗i − c)+
2 j∑
i= j+1
(c − x∗i )+
n∑
i=2 j+1
x∗i = ‖x‖1 − t j . (6.5)
Similarly, if we take c := x∗j and define g by g j∗(i) = c sign x j∗(i), whenever 1
≤ j*(i) ≤ 2j − 1 and gi := 0 otherwise, we obtain
‖x − g‖1 =
j−1∑
i=1
(x∗i − c)+
2 j−1∑
i= j+1
(c − x∗i )+
n∑
i=2 j
x∗i = ‖x‖1 − s j . (6.6)
The equalities (6.5) and (6.6) imply that the left side of (6.4) does not exceed
the right.
We now prove that the right side of (6.4) does not exceed the left. Let c
and gc ∈ c be such that ‖x − gc‖1 = σ1(x, 3). Clearly, x∗n ≤ c ≤ x∗1 .
Suppose that x∗j > c > x∗j+1, for some 1 ≤ j ≤ n − 1 and consider (6.3). If|I+| > |I−|, then increasing c slightly does not change I+ and I− but gives a
smaller ‖x − gc‖1. Similarly, if |I−| > |I+|, then decreasing c slightly does
not change I+, may change I−, but always gives a smaller ‖x − gc‖. Hence,
|I+| = |I−| and therefore I+ = {1, . . . , j} and I− = { j + 1, . . . , 2 j} and, in
particular, j ≤ n/2. This shows that
σm(x, 3) = ‖x − gc‖1 = ‖x‖1 − t j
and proves that the right side of (6.4) does not exceed the left side in this case.
Finally, if c = x∗k for some 1 ≤ k ≤ n, then let Z := {i : x∗i = c}. If|I+| > |I−|+ |Z |, then with a view toward (6.3), it is easy to see that increasing
c slightly will decrease ‖x − gc‖1 and provide a contradiction to the minimality
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of c. Similarly, if |I−| > |I+| + |Z |, then decreasing c slightly will decrease
‖x−gc‖1 and again give a contradiction. Let ` := |I+|+|I−|+|Z |. If ` = 2 j−1
for some integer j then j ≤ (n + 1)/2 and c = x∗j and ‖x − gc‖1 = ‖x‖1− s j . If
` = 2 j for some integer j, then, with a view toward (6.3), it is easy to see that
c = x∗j = x∗j+1 = (x∗j + x∗j+1)/2, and we have
‖x − gc‖1 = ‖x‖1 − t j .
In either case, we have shown that the right side of (6.4) does not exceed the
left side.
The claim about the form of a best approximation also follows from what we
have just proved.
Remark 6.2. In the case δ = t j of Theorem 6.1, any c with x∗j ≤ c ≤ x∗j+1
also yields a best approximation gc to x from 3. Thus, in all cases, a best
approximation to x is of the form gc with c = x∗j for some j.
Remark 6.3. We can define numbers sj, (n + 1)/2 < j ≤ n, and tj, j < n/2 ≤ n,
as in Theorem 6.1 by setting x∗j := 0, j ≥ n. Then Theorem 6.1 remains valid
with δ := max{sj, tj: 1 ≤ j ≤ n}. None of the newly defined numbers assume
the max, however.
THEOREM 6.2. We have the estimate
σm(Bn1 , 3)1 ≤ γ 1m(Bn1 , 3)1 ≤
(
1− 1
k + 1
)m
, (6.7)
where k := [log2(n + 1)].
Proof. If x ∈ n , then for the numbers sj of Lemma 6.1 and Remark 6.3,
we have
s1 + s2 + s4 + · · · + s2k ≥ ‖x‖1.
Hence for one of these values of j, we have s j ≥ ‖x‖1/(k + 1). From Lemma
6.1 and Remark 6.3, we find
γ1(x, 3) ≤ ‖x‖1
(
1− 1
k + 1
)
.
If we iterate this inequality m times, we obtain the lemma.
Finally, we want to close this section by showing that in a certain sense, the
estimate (6.7) cannot be improved.
THEOREM 6.2. Let n = 22k , with k a positive integer. For any 1 ≤ m ≤ k/2,
we have
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γm(B
n
1 , 3)1 ≥ 1/2 (6.8)
Proof. Let x ∈ n be the sequence with xi := 2− j , 2 j−1 < i ≤ 2 j ,
j = 0, 1, . . . , 2k. We let xm := Rm1 (x) denote a residual after m steps of the
`1 greedy algorithm for 3 when applied to x0 := x. We prove by induction that
for each m = 0, 1, . . . , k, the residuals can be chosen to satisfy
|xmi | =
{
2−2m, 1 ≤ i ≤ 22m
x0i , i > 2
2m
.
(6.9)
For m = 0 this is obvious from the definition of x0. Let us see how to advance
the induction to m = 1 which will give the general idea of the proof. For the
sequence x0, we have s1 = t1 = s2 = . . .. Therefore, taking c = (x1 + x2)/2 =
3/4 and defining gi = c, i = 1, 2, and gi = 0 gives a best `1 approximation to x0
and its residual x1 satisfies (6.9) for m = 1.
Assume that we have proven (6.9) for some m ≥ 1 and let yi = |xmi |. For the
numbers sj and tj of Lemma 6.1, we have
t j − s j = 2y2 j − y j ≥ 0, j = 1, 2, . . . ,
and
s j+1 − t j = 2y2 j+1 − y j+1 ≥ 0, j = 1, 2, . . . .
Hence,
s1 ≤ t1 ≤ s2 ≤ t2 ≤ . . . . (6.10)
Moreover,
2y2 j+1 − y j+1 = 0 = 2y2 j − y j , j ≥ 22m .
Therefore t22m is a maximum for the sequence (6.9). Lemma 6.1 says that
for c := (2−2m + 2−2m−1)/2, the sequence g defined by gi := c sign xmi ,
1 ≤ i ≤ 22m+1, and gi := 0 otherwise gives a best `1 approximation to xm from
61( 3). One easily checks that the residual xm+1 := xm − g satisfies (6.9)
and, thus, the induction hypothesis is advanced and we have proven (6.9).
From (6.9), we have
‖xm‖1 = ‖xm−1‖1 − 1, m = 1, 2, . . . , k.
Hence ‖xm‖1 ≥ ‖x‖1 − m = k − m. The sequence x/‖x‖1 which is in Bn1 es-
tablishes (6.8).
Theorem 6.2 can be improved by replacing γ by γ . For this we shall need
the following remark.
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Remark 6.4. Suppose that bk is a sequence of real numbers satisfying
b1 > 2b2 > · · · > 2bk−1 > 0 and N0, . . . , Nk are natural numbers satisfying
1 = N0 < 2−1N1 < · · · < 2−k Nk . If the vector a ∈ Nk−1 has a rearrangement
which satisfies
a∗i = b j , i = N j−1, . . . , N j − 1, j = 1, . . . , k,
then the best `1-approximation g = G1(a, 3) to a from 61( 3) is unique and
of the form
gi =
{
b j , i = 1, . . . , N j ,
0, i = N j + 1, . . . , Nk − 1.
We leave the proof of this remark (which is along the lines of Theorem 6.1)
to the reader.
THEOREM 6.3. Let n = 4k − 1, with k a positive integer. For any m ≤ 3k/8,
we have
γ 1
m
(Bn1 , 3)1 ≥ 1/2.
Proof. The proof is somewhat along the lines of Theorem 6.1, but more
involved. We shall state the main steps and leave the details to the reader. We
define the vector x by
xi = 4− j−1, i = 4 j , . . . , 4 j+1 − 1, j = 0, . . . , k − 1.
Then ‖x‖ = 3k/4. We can monitor the performance of the `1-greedy algorithm
on x by using Remark 6.4. At each step j of the greedy algorithm G j (x) and
x j := R j (x) are uniquely defined and x j satisfies the assumptions of Remark
6.4. Using this one can show that ‖x j‖1 ≥ ‖x j−1‖1 − 1. The proof is then
completed as for Theorem 6.2.
7. GREEDY APPROXIMATION IN `n2 FOR THE DICTIONARY 3
In this section, we want to carry out an analysis similar to that of Section 6
for the `2 greedy algorithm and the dictionary 3.
THEOREM 7.1. Let k := [log2 n]. Then,
γ 2m(B
n
2 , 3)2 ≤
(
1− 1
k + 1
)m/2
, m = 1, 2, . . . . (7.1)
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Proof. Let x ∈ n and let x∗i be its decreasing rearrangement as defined in
the previous section. For any 1 ≤ j ≤ n, let c := x∗j and consider g j ∈ 61( 3)
defined by g ji := c sign xi if |xi | ≥ c; g ji := 0, otherwise. Then,
‖x − g j‖22 =
j∑
i=1
(x∗i − x∗j )2 +
n∑
i= j+1
(x∗i )2
=‖x‖22 −
j∑
i=1
(2x∗i x∗j − (x∗j )2)
≤‖x‖22 − j (x∗j )2
≤‖x‖22 − u j . (7.2)
with
u j :=
2 j−1∑
i= j
(x∗i )2.
For the purposes of defining uj, we define x∗i := 0, i > n. Since
∑k
j=0 u2 j =
‖x‖22 for one of these values of j, we have u2 j ≥ ‖x‖22/(k + 1). Hence, return-
ing to (7.2), we get for this value of j:
‖x − G2(x, 3)‖22 ≤ ‖x − g2
j ‖22 ≤
(
1− 1
k + 1
)
‖x‖22. (7.3)
Iterating (7.3), we arrive at (7.1).
The following theorem shows that in a certain sense the estimates of Theorem
7.1 cannot be improved.
THEOREM 7.2. Let n = 2k for some positive integer k. For any m ≤ k/2, we
have
γ 2
m
(Bn2 , 3)2 ≥ 1/2.
Proof. Consider the vector z ∈ n with z1 := 1, zi := i1/2 − (i − 1)1/2,
i = 2, 3, . . . , n. Then, we have
‖z‖22 = 1+
n∑
i=2
(i1/2 − (i − 1)1/2)2 ≥ 1+
n∑
i=2
(
1
2i1/2
)2
= 1+ 1
4
n∑
i=2
1
i
≥ 1+ 1
4
∫ n+1
2
dx
x
≥ 1
4
(1+ ln n). (7.4)
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Also, for each ` ≤ n one has
l∑
i=1
zi = `1/2,
which implies that for each g ∈ 3, ‖g‖2 = 1, we have
|〈z, g〉| ≤ 1. (7.5)
From Remark 6.1, we have
|〈R2j (z), g〉| ≤ 1 (7.6)
for all natural numbers j and elements g ∈ 3. Further, for each x ∈ n , the
`2-greedy algorithm satisfies
G2(x, 3) = 〈x, g(x)〉g(x), (7.7)
where g(x) maximizes the inner product 〈x, g〉 over all g ∈ 61( 3) of unit
length. This implies
‖x‖22 = ‖G2(x, 3)‖22 + ‖R2(x, 3)‖22.
Applying this to the vector z, we obtain
‖z‖22 = ‖R2m(z, )‖22 +
m∑
k=1
‖G2(R2k−1(z), )‖22.
Using (7.6) and (7.7) we find
‖z‖22 ≤ ‖R2m(z, )‖22 + m
and by (7.4),
γ 2m(B
n
2 , 3)
2
2 ≥ ‖R2m(z, 3)‖22/‖z‖22 ≥ 1− m/‖z‖22 ≥ 1/4.
This proves Theorem 7.2.
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