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Abstract
We show that for cubic scalar field theories in five and more spacetime dimensions, and
for the T = 0 limit of the Caldeira-Leggett model, the quantum master equation for long-
wavelength modes initially unentangled from short-distance modes, and at second order in
perturbation theory, contains divergences in the non-Hamiltonian terms. These divergences
ensure that the equations of motion for expectation values of composite operators closes
on expectation values of renormalized operators. Along the way we show that initial “jolt”
singularities which occur in the equations of motion for operators linear in the fundamental
variables persist for quadratic operators, and are removed if one chooses an initial state
projected onto low energies, following the Born-Oppenheimer approximation.
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1 Introduction
In classic Wilsonian implementations of coarse-graining in quantum field theory, one diago-
nalizes the Hamiltonian so that the renormalized coarse-grained variables describe a closed
quantum system for low-energy processes. However, there are a number of cases where this
procedure is not appropriate, and the observed long-wavelength degrees of freedom interact
with and are entangled with short-distance degrees of freedom, as reviewed in [1]. The ob-
served long-wavelength modes form an open quantum system whose dynamics is governed by
a non-Hamiltonian master equation. This situation occurs in inflationary cosmology [2–7],
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QCD jet physics [8], hydrodynamics [9–18], and in standard implementations of renormal-
ization in holographic field theories [1, 19].
Wilsonian coarse-graining often leads to divergences in the low-energy effective action,
due to virtual processes. This is a standard feature of perturbative quantum field theory,
addressed by regularization and renormalization. The structure of divergences has been less
well studied for the case in which the IR and UV are entangled. For states in which the
initial entanglement vanishes, a path integral treatment following Feynman and Vernon [20]
has been applied to interacting scalar quantum field theories in four spacetime dimensions.
In this case all of the divergences can be absorbed into the Hamiltonian [2], up to second
order in perturbation theory. Ref. [21], which appeared as this paper was being completed,
studies the renormalization of the Schwinger-Keldysh path integral in a covariant scheme,
imposing the condition that the associated master equation be of Kossakowsky-Lindblad
type [22, 23]. In this case the non-Hamiltonian parts of the master equation are in general
renormalized.
In this work we study the divergence structure of the quantum master equation using a
Hamiltonian framework, for the T = 0 Caldeira-Leggett model [24] with a ”Ohmic” spectrum
and for cubic scalar field theory in perturbation theory in arbitrary dimension. We apply a
Hamiltonian regularization closer in spirit to [25], and we assume the fundamental or bare
theory is a closed quantum system; the master equation acquires non-Hamiltonian parts
due to the coarse-graining, as in [1]. For both systems, we find divergences in the non-
Hamiltonian parts of the master equation, and we show that these lead to the equations of
motion for expectation values of IR operators closing on renormalized operators. This work
is thus complementary to [2, 21].
In the process of studying the master equations for these systems, we revisit an addi-
tional singularity that appears when one takes the standard assumption that the initial state
contains no entanglement between the observed “system” and unobserved “environment”.
In the Caldeira-Leggett model, it is well known that the expectation value of the operators
X,P contain a “jolt” term proportional to δ(t), where the state is taken to be unentangled
at t = 0. At the level of these one-point functions, this can be removed without adding
any initial entanglement by shifting the state of the environment [26]. When one studies
the Heisenberg equations of motion for operators quadratic in X,P , however, additional
“jolt” terms remain. We show that these largely disappear if one constructs initial states
with high-energy modes projected out following the Born-Oppenheimer approximation (to
lowest order), in which the environment oscillators are placed in the instantaneous ground
state, and argue that they will completely disappear if one performs the projection to higher
order. The aforementioned composite operators divergences remain, however, even after this
projection, as we will show in the Caldeira-Leggett example.
1.1 Overview
We organize this paper as follows. In §2, we study the T = 0 Caldeira-Leggett system
in considerable depth. We begin with the exact Heisenberg equations of motion for the
observed “system” variables X ,P , and review the treatment of the initial “jolt” in [26].
2
We then consider the Heisenberg equations of motion for composite operators X2, P 2, and
{X,P}. In this case the initial jolt survives for initially unentangled states, even after the
shift advocated in [26]. In addition, we find a constant logarithmic divergence in one of
the equations, at second order in the system-environment coupling, and we show, using the
results in Appendix A, that this acts to ensure the Heisenberg equations of motion closed on
renormalized operators. We then show that if the initial state is constructed following the
Born-Oppenheimer approximation to remove (at leading order) high-energy components, the
initial jolt is cancelled, though transients remain which we believe are the result of working
only to leading order in the Born-Oppenheimer expansion.
We next study the quantum master equation for this system to second order in pertur-
bation theory, under the assumption of an unentangled initial state, using the formalism
developed in [1]. We find that the non-Hamiltonian pieces of the master equation contain
time-independent logarithmic divergences. At second order in perturbation theory, the mas-
ter equation reproduces the Heisenberg equations of motion. The logarithmic divergences
are responsible for the time-independent divergences found in the equations of motion for
composite operators, and thus act to renormalize those composite operators.
In §3 we extend the perturbative treatment of [1] to scalar quantum field theories in
various dimensions, with cubic interactions, with a cutoff on spatial momenta after the
fashion of [25]. We find that the non-Hamiltonian part of the master equation contains
logarithmic divergences in five spacetime dimensions and linear divergences in six spacetime
dimensions (in addition to divergences which renormalize the kinetic term and mass in the
Hamiltonian). The structure of these terms in the master equation is almost identical to the
divergent terms in the Caldeira-Leggett model, and we show that they serve the same purpose
– to ensure that the equations of motion for expectation values of composite operators closes
on renormalized operators.
We conclude in §4 with some discussion of possible future work.
The Appendices contain calculations that, while important, distract from the narra-
tive flow of the body of the paper. In Appendix A.1, we compute the singularity struc-
ture of the two-point function 〈0|X(t2)X(t1)|0〉 for the system variable X in the ground
state of the Caldeira-Leggett model, and show by taking time derivatives of the above that
〈0|P (t2)P (t1)|0〉 has a logarithmic divergence as t2 → t1. This is subtracted out precisely
by the divergences found in §2,§3. In Appendix A.2 we compute the divergence in 〈P 2〉
for a factorized initial state. In Appendix B we review in more detail the apparent “jolt”
which appears in the Heisenberg equations of motion. In Appendix C, we make contact with
prior work on the Caldeira-Leggett model, by revisiting the master equation when the “en-
vironment” is placed at finite temperature (but still initially unentangled with the observed
system), and discuss the subtleties in passing from the standard high-temperature results to
the T = 0 limit we describe here.
3
2 The Caldeira-Leggett model
Our interest is in the structure of the master equation for quantum field theories, and the
interpretation of ultraviolet divergences in that equation. To set up that interpretation, we
begin by considering an exactly solvable quantum mechanical model with a similar divergence
structure: the Caldeira-Leggett model [24] of a harmonic oscillator called the “system”
linearly coupled to high-frequency harmonic oscillators called the “environment”. We study
the “system” as an open quantum system, and compute and interpret the master equation
for the density matrix when the combined system and environment degrees of freedom are
in a pure state.
The master equation will be computed following [1], for a state with vanishing initial
entanglement between the system and environment at time t = 0. As we will review below,
the master equation is relatively straightforward to compute for such states, and they are
of some physical interest. We will find that the master equation contains divergent terms;
one renormalizes the frequency of the system oscillator, while the other is a a logarithmic
divergence in the non-Hamiltonian part of the master equation.
The bulk of this section, leading up to this calculation, prepares the ground by showing
via more familiar computations that expectation values of system observables in various
physical states, including the ground state, carry divergences. When we finally compute the
master equation, we can fairly quickly identify and interpret the divergence, and have some
confidence that it is not simply an artifact of the initial state.
In §2.1 we will review the Caldeira-Leggett model. In order to prepare ourself to under-
stand these divergences, we will study the Heisenberg equations of motion for operators that
are linear and quadratic in the system coordinate X and momentum P . In §2.2 we review
the known results for the former, including the well known “initial jolt” singularity in these
equations, and the understanding and resolution of that singularity in [26].
In §2.3 we study the Heisenberg equation of motion for quadratic operators. These
include O = P 2, and we will find (using results from Appendix A) that this operator has a
divergent expectation value in the true ground state as well as in the factorized initial states
we study – in fact the divergent piece is identical for both states.
In §2.4, we study the expectation value of the Heisenberg equations of motion for the
factorized initial state. After a suitable time averaging, following [1], we find that the terms
in the Heisenberg equation arising from mixing between system and environment provide
logarithmic singularities that cancel the singularities in the unrenormalized system operators
appearing in the Heisenberg equations. Furthermore, we notice that even if our state satisfies
the condition given by [26], to which cancel the “jolt” singularity in the equations for X , P ,
a jolt singularity remains, proportional to 〈X2〉 − 〈X〉2.
In §2.5 we take a detour and study states in which high-energy components are projected
out to lowest order in the Born-Oppenheimer approximation, in which case we expect to
see the high-frequency behavior leading to the “jolt” get cancelled. Indeed, we show that
the delta function jolt is cancelled at leading order. As before, the constant logarithmic
divergence remains.
Finally, in §2.6 we compute the master equation for a class of initial states factorized at
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t = 0. As stated above, in addition to a divergence in the Hamiltonian part of the equation
which renormalizes the system, there is a logarithmic divergence in the non-Hamiltonian part.
In §2.7, we use the master equation to compute the time evolution of expectation values of
quadratic operators, we find that this divergence generates the logarithmic divergence found
by direct calculation in §2.3. Thus, for the open quantum system, this divergence ensures
that the equations of motion for composite operators close on renormalized operators.
2.1 Review of Caldeira-Leggett Model
In the Caldeira-Leggett model [24], the observed “system” is a particle moving in one di-
mension with coordinate X and momentum P , and the “environment” variables are some
collection of additional particles moving in one dimension with coordinate xi and momentum
pi, where i labels each individual particle and could be a discrete or continuous variable. The
full Hamiltonian is
H =
P 2
2M
+
1
2
MΩ2X2 +
N∑
j=1
[
p2j
2mj
+
1
2
mjω
2
jx
2
j − CjxjX
]
(1)
The dynamics for X depends on the spectrum and state of xi. We will choose the “Ohmic”
spectrum [24] , for which
∑
j
C2j
mjωj
f(ωj) =
4γM
π
∫ ∞
0
dω ωF (ω) f(ω) . (2)
Here F (ω) is a cutoff function, removing large frequencies from the spectrum. The examples
we will use are the “hard” cutoff
F (ω) = θ(Λ− ω) , (3)
the “Drude” cutoff
F (ω) =
Λ2
ω2 + Λ2
. (4)
This choice of the spectral density is the same used in [24], to model quantum Brownian
motion. Note that in that work, the environment is held at thermal equilibrium at some
temperature T ≫ Λ. In this work, we are considering the combined system in a pure state, in
essence with the environmental variables T = 0. (We discuss the relationship between these
two limits in Appendix B.) We will find this spectrum leads to divergences in the master
equation analogous to that for cubic scalar quantum field theory in four spatial dimensions,
due to the growth in the density of oscillators for large ωi.
In the discussion in [1] and the field theory example below, the “environment” modes
are characterized by frequencies high compared to those driving the IR dynamics, that is,
ωi ≫ Ω. This leads to a Born-Oppenheimer-like approximation in which terms in the
master equation can be expanded in powers of Ω/ωi, after an appropriate time averaging.
Nonetheless, when studying divergences, we will sometimes let the lower limit descend to
zero. This will make certain calculations easier without affecting the ultraviolet divergence
structure.
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2.2 Heisenberg equations of motion for X,P
The equations of motion for X(t), xi(t) follow simply from (1):
MX¨ +MΩ2X −
∑
Cjxj = 0 (5)
mj x¨j +mjω
2
jxj − CjX = 0 (6)
where P (t) = MX˙(t), pi(t) = mix˙i(t). To find an equation for the “system” operator X ,
given initial conditions for the environment, we can solve the second equation (6) by making
use of the retarded Green’s function for the harmonic oscillator
GR(t) =
1
mjωj
sinωjt θ(t) , (7)
to get
xj(t) = xj(0) cosωjt+
pj(0)
mjωj
sinωjt +
Cj
mjωj
∫ t
0
ds X(s) sin (ωj(t− s)) . (8)
Plugging this into (5) yields
MX¨(t) +MΩ2X(t)−
∑
j
Cjx
0
j (t)−
∑
j
C2j
mjωj
∫ t
0
ds X(s) sin (ωj(t− s)) = 0 . (9)
where
x0j(t) = xj,S cosωjt+
pj,S
mjωj
sinωjt . (10)
are OS are Schro¨dinger picture operators. In (9,10) we have a linear integro-differential
equation with the environment variables acting as an external source, whose effects we can
compute from their initial conditions.
To go farther we must pick a spectrum of frequencies ωi. For the sake of specificity, we
will choose the “Ohmic” spectrum (2). In this case, the last term on the left-hand side of
(9) becomes:
∑
j
C2j
mjωj
∫ t
0
ds X(s) sin (ωj(t− s))
= 4γM
∫ t
0
ds X(s)
∫ ∞
0
dω
π
ω sin(ω(t− s))
= 4γM
∫ t
0
ds X(s)
dδ(t− s)
ds
= 4γMδ(0)X(t)− 4γMX(0)δ(t)− 2γMX˙(t) , (11)
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where the last line arises from an integration by parts. The term δ(0) in the last line
represents the integral
δ(0) =
∫ ∞
0
dω
π
(12)
If we cut off the oscillator spectrum at some large frequency Λ, then we replace δ(0)→ Λ/π,
so that
X¨(t) +
(
Ω2 − 4γΛ
π
)
X(t) + 2γX˙(t) + 4γδ(t)X(t) =
∑
j
Cj
M
x0j (t) (13)
The linear divergence thus simply renormalizes the oscillator frequency to
Ω2r = Ω
2 − 4γΛ
π
(14)
consistent with [24]: this is the analog of mass renormalization in quantum field theory. Eq.
(13) is an exact operator equation of motion; being linear, it is also the equation of motion for
expectation values of X(t) given expectation values of xj(0), pj(0). Note the delta function
“jolt” at t = 0: we will discuss this in some depth.
If we rewrite (13) so that the initial conditions all sit on the RHS, we find:
X¨H(t) + Ω
2
rXH(t) + 2γX˙H(t) =
∑
j
Cj
M
x0j(t)− 4γδ(t)XS (15)
where OS = O(0) denotes the Schro¨dinger picture operator. The solution consistent with
the initial conditions X(0) = XS, X˙(0) = PS/M is:
X(t) = e−γt cos(Ω˜t)XS
+ e−γt sin(Ω˜t)
(
PS
MΩ˜
+
γ
Ω˜
(3− 4θ(t))XS
)
+
∫ t
0
dse−γ(t−s)
sin
(
Ω˜(t− s)
)
MΩ˜
∑
j
Cjx
0
j (s) (16)
for t ≥ 0, where Ω˜2 = Ω2r − γ2. The step function leads to the initial “jolt” at t = 0, where
we take θ(0) = 1
2
.
The delta function-supported “jolt” in (13) has been a source of some confusion in the
literature. This was (to our mind) partially sorted out in [26]. The basic point is that the
cross-coupling in (1) for fixed X(t) shifts the minimum of the potential for xj(t), as we can
see if we rewrite (1) by completing the square for the potential energy of xi:
H =
P 2
2M
+
1
2
MΩr
2X2 +
N∑
j=1
[
p2j
2mj
+
1
2
mjω
2
j
(
xj − Cj
mjω2j
X
)2]
(17)
If we allow the initial state for each xj to be arbitrary – for example, if the state is centered
at xj = 0 when the IR oscillator is centered at some nonzero value ofX – the state generically
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has components of arbitrarily high energy, leading to the initial kick. However, since X is a
slow-moving mode, we can work in the spirit of the Born-Oppenheimer approximation and
choose the initial condition for the “environmental” modes to minimize the potential for xj
at fixed X(0). At the level of the one-point functions, if we choose
〈xj(0)〉 = Cj
mjω
2
j
〈X(0)〉
〈pj(0)〉 = 0 (18)
then the expectation value of the right hand side of (15) cancels. As noted in [26], this can
be achieved even in the limit that the initial state has vanishing entanglement between the
system and environment modes.
However, once we begin studying the Heisenberg equations for composite operators
(which was not done in [26]), we will find that the above condition does not suffice, and
we must take more care to project out rapidly oscillating high-energy modes in order to
remove the initial jolt.
2.3 Heisenberg equations for quadratic operators
The exact equations of motion for quadratic operators close on linear and quadratic oper-
ators, and we can therefore make a number of exact statements. These will introduce new
divergences, reflecting the fact that the composite operator P 2 requires renormalization.
We consider the following set of IR operators;
O1 = X
2
O2 = XP + PX
O3 = P
2 (19)
The equations for O1 are particularly simple:
d
dt
〈O1〉 = 〈XX˙ + X˙X〉 = 1
M
〈O2〉 (20)
For O2, we have
d
dt
〈O2〉 = 2
M
〈O3〉 − 2MΩ2〈O1〉+
∑
j
Cj〈Xxj + xjX〉 (21)
We can substitute (8) into the last term, and perform a manipulation along the lines of (11)
to find:
d
dt
〈O2〉 = 2
M
〈O3〉 − 2
(
MΩ2r + 4γMδ(t)
) 〈O1〉 − 2γ〈O2〉
+
∑
j
Cj〈Xx0j(t) + x0j (t)X〉 (22)
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Note the delta function jolt here.
Finally, a similar calculation yields:
d
dt
〈O3〉 = −
(
MΩ2r + 4γMδ(t)
) 〈O2〉 − 4γM〈O3〉+∑
j
Cj〈Px0j + x0jP 〉 (23)
Again, note the delta function jolt term.
These equations have the form of linear equations for Oi, with source terms arising from
coupling between the system and environment. These source terms can be computed explic-
itly in terms of XS, Ps, xi,S, pi,S using the operator solutions to the Heisenberg equations in
§2.2, and we will find that they have terms which are divergent as Λ→∞.
To go farther we must study these equations for specific states. We will focus on two
classes; in one, the initial entanglement between X, xi vanishes; in the second, high-energy
modes are projected out up to some level of approximation following the Born-Oppenheimer
approximation. In the first case the delta function jolt is not completely removed, even
when the conditions (18) are imposed. In the latter case, the delta function jolt can be
removed, although we find some remaining transients that we believe would be removed by
working to higher order in the Born-Oppenheimer approximation. In both cases, there is an
additional, logarithmic, time-independent divergence in (22), at order γ. This divergence,
which matches a divergence in the non-Hamiltonian part of the master equation for the
factorizes initial state, is a focus of our analysis.
An essential point is that this divergence is not merely a result of a singular initial
state. As a roundabout argument, we first note that even in the exact vacuum state, the
composite operator P 2 has a divergent expectation value and requires renormalization, due
to its interaction with the large number of high-frequency modes of the environment. (This
divergence is known – see for example [27] and references therein.) In Appendix A we have
calculated the short-distance structure of the correlator 〈X(t1)X(t2)〉 in the true vacuum of
the theory. By taking derivatives, we find a logarithmic divergence in 〈P (t2)P (t1)〉
〈P (t2)P (t1)〉 = M2∂t2∂t1〈X(t2)X(t1)〉 = −
2γM
π
ln∆t/τ (24)
in the limit ∆t → 0, indicating a divergence in P 2 when it is defined by point-splitting.
A further calculation, also in Appendix A, shows that the expectation value of P 2 in the
factorized initial state we discuss in §2.4 has an essentially identical divergence. We will see
that this divergence is cancelled precisely by the aforementioned divergence in the final term
of (22).
2.4 Factorized initial state
A standard choice of initial state in the study of open quantum systems is a state with van-
ishing initial entanglement between the system and environment. This choice is often made
from technical simplicity: there is a particularly straightforward path integral representa-
tion [20], and the quantum master equation also takes a very specific form, as we will discuss
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below. However, there are at least two situations in which this is close to the physically cor-
rect choice. The first is the case of an “interaction quench”: for example, at t < 0 one sets the
couplings between system and environment to zero, and considers the noninteracting ground
state as an initial state. Another situation is that one measures the IR system (or the UV
oscillators) completely at time t = 0 (that is, measures all of a complete set of commuting
observables); in this case, the IR and UV are also disentangled. In practice, of course, the
quench or the measurement will take place over some finite time rather than instantaneously,
and for many questions it matters whether this quench or measurement happens at scales
above or below the cutoff Λ (see for example [28–30].) We expect the initial jolt will be
sensitive to this choice. We will find, in addition, a constant logarithmic divergence in the
master equation and in the Heisenberg equation for system operators: based on study of
vacuum divergences in the Appendix A and our lowest-order Born-Oppenheimer treatment
below, we believe this divergence is independent of the speed of preparation of the state,
and results from the large number of environmental degrees of freedom interacting with the
system.
We will consider UV states satisfying (18). Specifically, defining
X0 ≡ IR〈ψ(0)|XˆS|ψ(0)〉IR , (25)
we will take the initial wavefunctions for the UV oscillators to be the ground state wave-
function centered on xi =
Ci
miω2i
X0:
ψ(xi) =
(miωi
π
)1/4
e
−
miωi
2
(
xi−
Ci
miω
2
i
X0
)2
. (26)
Let us focus on the equation (22). We wish an equation for IR operators alone; given the
initial state and the exact solution (16) for X(t), the final term in (22) can be considered as
a source term. As above, we consider an Ohmic spectrum of oscillators. A straightforward
calculation yields:
∑
i
Ci〈{XH(t), x0i (t)}〉 = 8γMX20δ(t) +
∑
j,k
CjCk
∫ t
0
dse−γ(t−s)
×sin Ω˜(t− s)
Ω˜
〈{x0j(s), x0k(t)}〉
(27)
Plugging this back into equation (22), we find:
d
dt
〈{X,P}〉 = 2
M
〈P 2〉 − 2MΩ2r〈X2〉
−8γMδ(t) (〈X2〉 −X20)− 2γ〈{X,P}〉
+
∑
j,k
CjCk
∫ t
0
dse−γ(t−s)
sin Ω˜(t− s)
Ω˜
〈{δx0j(s), δx0k(t)}〉
(28)
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Note that, it contrast to the equations for the operators X,P , the initial condition (18)
does not remove the initial jolt. (And the final term in (28) does not depend on the IR
state). Instead, the jolt is proportional to the initial width of the IR wavefunction. The
essential point is that the jolt will arise from high-energy components of the state. To
find states without them, we should project out the high-energy states. This can be done
systematically starting from the Born-Oppenheimer approximation, as we will discuss in §2.5
below.
Using:
〈{δx0j (s), δx0j(t)}〉 = δij
cosωj(t− s)
mjωj
(29)
and adopting the Ohmic spectrum, the final term in (28) is:
F (t) =
∑
j,k
CjCk
∫ t
0
dse−γ(t−s)
sin Ω˜(t− s)
Ω˜
〈{δx0j(s), δx0k(t)}〉
=
4γ
πΩ˜
∫ ∞
0
dω
∫ t
0
dse−γ(t−s) sin Ω˜(t− s)ω cosω(t− s) (30)
Defining ω cosω(t− s) = −∂s sinω(t− s) and integrating by parts, (30) becomes
F (t) =
4γ
πΩ˜
∫ ∞
0
dω
∫ t
0
dse−γ(t−s) sinω(t− s)
×
(
γ sin Ω˜(t− s)− Ω˜ cos Ω˜(t− s)
)
=
4γ
πΩ˜
∫ ∞
0
dω(
γ2 + (Ω˜− ω)2
)(
γ2 + (Ω˜ + ω)2
)
×
{
Ω˜ω(γ2 + Ω˜2 − ω2)
+e−γt cos(Ω˜t)Ω˜ω
(
(ω2 − γ2 − Ω˜2) cosωt+ 2γω sinωt
)
−e−γt sin(Ω˜t)
(
γω(γ2 + Ω˜2 + ω2) cosωt
+[(γ2 + Ω˜2)2 + (γ2 − Ω˜2)ω2] sinωt
)}
(31)
Focusing on the large-ω part of the integral (thus, for example, taking the denominator to
scale as ω4), we find:
Fdiv =
4γ
πΩ˜
∫ ∞ dω
ω
[
−Ω˜ + e−γt
(
Ω˜ cos Ω˜t− γ sin Ω˜t
)
cosωt
]
(32)
The constant logarithmic divergence in (32) is equal and opposite to the logarithmic
divergence in 2〈O3〉/M , both in the ground state and in this factorized initial state, as we
can see from the results in Appendix A. If we write
Flog = −4γ
π
∫ Λ
ǫ
dω
ω
= −4γ
π
ln Λ/ǫ (33)
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and define
O3,r = O3 − Flog (34)
as the renormalized operator P 2r with finite matrix elements, we find:
d
dt
〈O2〉 = 2
M
〈O3,r〉 − 2
(
MΩ2r + 8γMδ(t)
) (〈O1〉 −X20)
−2γ〈O2〉+ F (t)− Flog (35)
Now Fdiv − Flog is logarithmically divergence in the limit t → 0. In fact, the second term
in (32) cancels the constant divergent term at t = 0: however, the cancellation fails for
t > 0, and Fdiv − Flog dies off exponentially in t. Since Fdiv − Flog has the time dependence
characteristic of the UV oscillators, we believe that this term is the result of the initial state
containing high-energy modes.
In [1], we emphasized the importance of understanding ones resolution in time; a finite
time resolution means that one should average observed quantities over the scale of one’s
resolution. In the present case, the extra time-dependent parts in (31) all oscillate with the
frequency of the environment oscillators. We have allowed those frequencies to extend to
zero for ease of calculation. However, if we impose a lower cutoff ωmin to the environment
oscillators, the divergence structure of our results will not change. Meanwhile, if we average
F (t) over a time scale τres ≫ ω−1min, the time-dependent parts of Fdiv will vanish exponentially
in τdivωmin. To good approximation, then, we can set the time average F div = Flog.
2.5 Born-Oppenheimer states
States such as (26) remove the initial jolt in one-point functions, as described in [26]. Because
the full system is quadatic, the evolution of the one-point functions depends only on their
initial values and not on any further structure of the wavefunction such as the width. In this
sense the authors of [26] are correct that entanglement between system and environment is
not required to remove the initial jolt from the equation for 〈X〉, 〈P 〉.
The quadratic operators X2, P 2, and {X,P}, however, certainly do depend on this
structure, and as we have seen the condition laid down in [26] is not sufficient to remove the
intial jolt in the expectation values of these operators.
To find states without such a jolt, we take a preliminary step at projecting out high-
energy states. Inspired by the wavefunction (26) in which the environment oscillators are in
an instantaneous ground state centered on 〈X〉, we choose an initial quantum state following
the lowest order Born-Oppenheimer approximation. Under the assumption that the UV
oscillators xi have frequencies ωi ≫ Ω˜, we consider the state
|Ψ〉 =
∫
dXΨ(X)|X〉IR|0;X〉UV (36)
Here |0;X〉 denotes the state of the oscillators xi, if they were described by simple harmonic
oscillators with frequency ωi and mass mi, centered at the position
Ci
miω2i
X . Note that these
12
states are entangled between the UV and IR [1, 31].1
We will be a bit lazy on two points. First, by taking (36) as the initial state to use in
solving the equations in §2.3, we will remove the delta-function initial jolts seen there, but
we will be left with additional high-frequency transients just as we did for the factorized
initial states. This is presumably because the equations have O(γ) terms: to project out
high-frequency states to O(γ) in (36) will require working to the subleading order in the
Born-Oppenheimer approximation. We feel a systematic treatment of the Caldeira-Leggett
model in this approximation, and more generally a computation of the master equation for
states constructed via the Born-Oppenheimer approximation, are interesting projects in and
of themselves, and we present this section in part as motivation for future work.
Secondly, we will use the state (36) for all of the environmental oscillators. The Born-
Oppenheimer approximation works for ωi ≫ Ω, but as we are for convenience extending the
envornment down to ωi → 0, we will keep the form (36) for these as well. In practice we
expect these low-frequency oscillators to get excited above their instantaneous ground state,
via the perturbative coupling, at a rate higher than the high-frequency oscillators. However,
as we are focused on the divergence structure due to high-frequency modes, we will not worry
about this. At any rate, (36) is a perfectly legitimate initial state and our calculations are
valid at every step.
Let us again focus on the equation (23). As before, we use (16) to write the final term
entirely in terms of the environmental oscillators. The full computation of the resulting
equation is a bit long, so we leave the details for Appendix B. The result is the equation
d
dt
〈O2〉 = 2
M
〈O3〉 − 2MΩ2r〈O1〉 − 2γ〈O2〉 − 4γG(t)e−γt
sin Ω˜t
Ω˜
+
∑
j,k
CjCk
∫
dse−γ(t−s)
sin Ω˜(t− s)
MΩ˜
〈{xj0(s), xk0(s)}〉 (37)
where
G(t) =
∫ ∞
0
dω
π
sinωt (38)
must be defined by cutting off the frequency integral.
Evaluating the last line in the Born-Oppenheimer state, as detailed in Appendix B, yields
a term cancelling the fourth term on the RHS of (37), leading to:
d
dt
〈O2〉 = 2
M
〈O3〉 − 2MΩ2r〈O1〉 − 2γ〈O2〉
−4γ
Ω˜
∫ ∞
0
dω
π
∫ t
0
ds sinω(t− s)e−γ(t−s)
(
γ sin Ω˜(t− s)−
Ω˜ cos Ω˜(t− s)
)
(39)
1Ref. [31] uses the entanglement properties of Born-Oppenheimer-like wavefunctions to find interesting
entanglement properties of two-component fluids: the goals and results are distinct from the discussion here.
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This equation is essentially identical to (28), only with the delta function jolt term completely
cancelled. As in that case, there is a constant divergent part in the last term of (39)
which cancels the constant divergent part of the unrenormalized operator 〈O3〉. The time-
dependent of Fdiv in (32), which diverge as t → 0, remain as before. If we assume that the
frequency spectrum for xi starts at high energies, the second term notably contains the cosωt
dependence indicating that the lowest-order Born-Oppenheimer state contains admixtures
of high-energy excitations at order O(γ). We expect that we can construct a corrected state
of the form
|Ψ〉 =
∫
dX
[
Ψ(X)|X〉IR|0;X〉UV +
∑
n
δΨn(X)|X〉IR|n;X〉UV
]
(40)
in which the system is projected onto the subspace consisting of energies lower than those
of the UV oscillators, so that the rapidly oscillating terms in (32) would be cancelled. The
further study of the Born-Oppenheimer approximation in this and related models is clearly
an important topic for future work.
2.6 Master equation for factorized initial states
2.6.1 Setup
Finally, we turn to the main point of this section, the description of the oscillator X,P as
an open quantum system, and the computation of the associated master equation
i∂tρ(t) = L[ρ] (41)
for the reduced density matrix
ρ = trxi|Ψ(t)〉〈Ψ(t)| (42)
There is at present no complete general theory for the structure of L. The best-known
class of master equations [22, 23], describes quantum Markov processes:
i∂tρ = [H, ρ] + iγ[ρ]− i{A, ρ}
= [Heff , ρ] + i
∑
k
hk
[
LkρL
†
k −
1
2
{L†kLk, ρ}
]
(43)
Here hk > 0 , and Lk is an arbitrary basis of operators. Heff includes the part of the full
Hamiltonian acting solely on the observed subsystem, as well as effects from virtual pro-
cesses involving the unobserved degrees of freedom which will renormalize the Hamiltonian.
Markovian evolution is of course not the most general case. If ρ is the reduced density matrix
for a factor Hobs of the Hilbert space H = Hobs ⊗Hunobs of a closed quantum system, then
the unobserved factor can carry memory. One must make a specific set of assumptions and
approximations for the master equation to be Markovian: we will not do so here.
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For states with vanishing entanglement at time t = 0 between the observed (system) and
unobserved (environment) factors of the Hilbert space, the master equation generically has
a nearly identical structure:
i∂tρ = [H, ρ] + iγ[ρ]− i{A, ρ}
= [Heff , ρ] + i
∑
k
hk(t)
[
LkρL
†
k −
1
2
{L†kLk, ρ}
]
(44)
where, however, hk(t) can be time-dependent and nonpositive (see [27,32,33] for reviews and
references.) We will consider this case here and in §3.
Ref [1] examined the detailed structure of Heff , γ, A for the case that H = HIR ⊗HUV ;
the Hamiltonian has the structure
H = HIR ⊗ 1UV + 1IR ⊗HUV + λV ; (45)
and the spectra of HIR, HUV is characterized by energy gaps EIR ≪ EUV . That work
treated the λV term as a perturbation and computed the master equation to second order
in λ, before and after a physical time-averaging procedure was applied. The dynamics of
the master equation for the reduced density matrix ρIR in HIR was taken to be a model for
coarse-grained dynamics of quantum field theories. As we will see in §3, when we apply the
formalism of [1] to a scalar quantum field theory in general spacetime dimensions, using a
Hamiltonian regularization scheme, the terms γ, A have divergences in spatial dimensions
higher than three. Understanding this is the motivation for this section.
Similarly, we will see that the Caldeira-Leggett model with Ohmic dissipation has lo-
garithmic divergences in the non-Hamiltonian part of the master equation for the “system”
(with observables X ,P ) that are of the same form as scalar field theory with cubic self-
interactions in four spatial dimensions. Now that we have explored the structure of this
model, we can turn to the direct calculation of these divergences and interpret them.
2.6.2 Perturbative computation
We begin with the full system in the state
σ(0) = |0¯〉〈0¯| ⊗ ρ(0) , (46)
with ρ(0) the initial density matrix for the IR degrees of freedom, and |0¯〉 the ground state
of the environment variables when Cj = 0. It would be interesting to work out the master
equation for the “Born-Oppenheimer” states we studied in §2.5, but we leave this for future
work: as far as we know, a general form for the master equation for such states has not been
worked out.2 We have not chosen the “shifted” factorized states in which the initial jolt is
subtracted from the Heisenberg equation for the operators linear inX,P , as we are interested
in seeing how this initial jolt appears in the master equation; furthermore, our experience in
2However, the dissipative classical dynamics of “heavy” particles coupled to an environment of light
quantum particles have been calculated in the Born-Oppenheimer approximation in [34, 35].
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prior sections convinces us that we can separate out this initial jolt from time-independent
divergences that survive projecting out high-energy components of the initial state.
We will consider the master equation to second order in perturbation theory, following [1].
The full theory is Gaussian, but our goal is to cast light on the perturbative results for self-
interacting field theories for which no exact analysis is available. As reviewed in [1], the
terms in the master equation have the structure:
Heff =
P 2
2M
+
1
2
MΩ2X2 +H(2)(t)
A(t) = A(2)(t)
γ(t) = γ(2)(t) , (47)
where the superscript (2) denotes the terms that are second order in perturbation theory.
Applying that formalism to (1), with the term −∑j CjxjX taken as the interaction term,
we find that:
H(2)(t) = − i
2
∑
j
C2j
2mjωj
[ ∫ t
0
dτe−iωjτX ·X(−τ)−
∫ t
0
dτeiωjτX(−τ) ·X
]
,
iA(2)(t) = − i
2
∑
j
C2j
2mjωj
[ ∫ t
0
dτe−iωjτX ·X(−τ) +
∫ t
0
dτeiωjτX(−τ) ·X
]
,
(48)
and
γ(2)(t) = i
∑
j
C2j
2mjωj
[∫ t
0
dτe−iωjτX(−τ)ρ(0)(t)X
+
∫ t
0
dτeiωjτXρ(0)(t)X(−τ)
]
.
(49)
where X without an argument is shorthand for the Schro¨dinger picture operator, and X(−τ)
denotes the associated interaction picture operator.
Choosing the Ohmic spectrum of oscillators, and defining
C(τ) ≡
∫ ∞
0
dω
π
ωe−iωτ , (50)
we find:
H(2)(t) = −iγM
∫ t
0
dτ
[
C(τ)X ·X(−τ)− C∗(τ)X(−τ) ·X
]
,
iA(2)(t) = −iγM
∫ t
0
dτ
[
C(τ)X ·X(−τ) + C∗(τ)X(−τ) ·X
]
,
γ(2)(t) = +2iγM
∫ t
0
dτ
[
C(τ)X(−τ)ρ(0)(t)X + C∗(τ)Xρ(0)(t)X(−τ)
]
.
(51)
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Next, we write
C(τ) =
∫ ∞
0
dω
π
ωe−iωτ = iδ′(τ) +G′(τ) (52)
where
G′(τ) =
∫ ∞
0
dω
π
ω cosωτ . (53)
Thus the τ integrals in (51) that involve the first term on the right hand side of (52) can be
done exactly, and all derive from:∫ t
0
dτC(τ)X(−τ) = i
∫ t
0
dτδ′(τ)X(−τ) +
∫ t
0
dτG′(τ)X(−τ)
= i
(
δ(t)− Λ
π
)
XS +
i
2M
PS +
∫ t
0
dτG′(τ)X(−τ)
(54)
where the first two terms on the last line arise from an integration by parts of the first
term on the right hand side of the previous line; and we use a regularized expression for
δ(0) = Λ/π.
We can evaluate the last term in (54) exactly, using the hard cutoff (3), in terms of sine
and cosine integrals. When Λ/Ω≫ 1, Λt≫ 1, we find:∫ t
0
dτG′(τ)X(−τ) = Ω
2
XS +
1
πM
(
ln
Λ
Ω
)
PS + h(t)XS + k(t)PS (55)
Here h, k fall off as powers of Λt. 3
The coefficient of X in (55), as well as the time-dependent pieces proportional to h(t),
k(t), get their main contribution from ω ≪ t−1. If we take t large compared to the temporal
resolution of our experiment, they will survive the time averaging. That said, h, k vanish
as powers of t so we henceforth ignore the explicitly time-dependent parts of (55), taking t
sufficiently large that these terms are small.
Keeping the leading order terms in Λ, we have:∫ ∞
0
dτC(τ)X(−τ) =
[
Ω
2
− i
2
(
Λ
π
− δ(t)
)]
XS −
[
ln(Ω/Λ)
πM
− i
2M
]
PS
(56)
Plugging this back into (51), we find:
H(2)(t) = −2γM
(
Λ
π
− δ(t)
)
X2 − γ
π
ln
(
Ω
Λ
)
+
γ
2
(XP + PX) ,
3From our experience working with the exact Heisenberg equations in §2.2,§2.3, such as in (31), we might
expect the denominators in (55) to be shifted by a factor of γ, and for there to be an overall damping factor.
The shift and the damping rate in (31), however, scale as γ, so we would need to go to higher orders in
perturbation theory to see them.
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iA(2)(t) = −iγMΩX2 + iγ
π
ln
(
Ω
Λ
)
(XP + PX) +
iγ
2
,
γ(2)(t) = +2iγMΩXρ(0)(t)X − 2iγ
π
ln
(
Ω
Λ
)
(Pρ(0)(t)X +Xρ(0)(t)P )
−γ(Pρ(0)(t)X −Xρ(0)(t)P ) , (57)
The linear divergence in H(2) renormalizes the frequency: to this order in perturbation
theory, Ω2r = Ω
2− 4γMΛ
π
, which matches the exact renormalization above. In addition, there
is a delta function “jolt” in the Hamiltonian, appearing as a time-dependent part of the
frequency of the renormalized system oscillator. As we will see this reproduces the equations
of motion for expectation values of the system operators. Finally, aside from an unobservable
constant in the Hamiltonian, there are logarithmic divergences in the non-Hamiltonian part
of the master equation. These lead to the logarithmic divergences we found in the Heisenberg
equations of motion, when the master equation is used to compute the equation of motion
for the quadratic operators 〈Ok〉.
We can write the master equation using the operators (57) in the form:
d
dt
ρ(t) =
1
i
[Heff , ρ(t)]− γMΩ[X, [X, ρ(t)]]
+
γ
i
([X, ρ(t)P ]− [P, ρ(t)X ])
+
γ
π
ln
(
Ω
Λ
)
([X, [P, ρ(t)]] + [P, [X, ρ(t)]]) . (58)
This differs from the finite T expression obtained in [24]: our expression contains an ex-
tra term with a large logarithmic coefficient ∼ ln(Ω/Λ), and the coefficient of the term
[X, [X, ρ(t)]] present in both cases differs in the two expressions. This is a result of the
particular limit used in [24], for which T ≫ Λ, as is discussed carefully in [27]. In Appendix
C, will discuss the comparison of these models in some detail.
2.7 Time evolution of IR observables
The logarithmic divergence found in (57), and its analog for quantum field theories described
in §3, were the impetus of this work. However, in computing the exact Heisenberg equations
for X , P , and the quadratic operators Ok, we also found explicit divergences which could
be interpreted as renormalizing the Hamiltonian as well as the composite operator O3 = P
2.
To tie these discussions together, we now show that the divergences in (57) lead precisely
(at the order of perturbation theory in which we work) to the divergences we found earlier
in the Heisenberg equations of motion.
Given the master equation (58), we can compute the equation for the time evolution of
any operator O acting on the “system” Hilbert space:
d
dt
〈O〉 = 1
i
〈[O, Hren]〉+ γ
2i
〈[O, {X,P}]〉 − γMΩ〈[X, [X,O]]〉
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+
γ
i
(〈X [P,O]〉 − 〈P [X,O]〉)
+
γ
π
ln
(
Ω
Λ
)
(〈[P, [X,O]]〉+ 〈[X, [P,O]]〉) ,
(59)
where Hren is equal to the original IR Hamiltonian but with Ω
2 → Ω2r + 4γδ(t), where
Ω2r = Ω
2 − 4γΛ/π is the renormalized frequency.
The resulting equations for linear and quadratic operators are:
d
dt
〈X〉 = 〈P 〉/M
d
dt
〈P 〉 = −M(Ω2r + 4γδ(t))〈X〉 − 2γ〈P 〉
d
dt
〈O1〉 = 〈O2〉
M
d
dt
〈O2〉 = 2
M
〈O3〉 − 2M(Ω2r + 4γδ(t))〈O1〉 − 2γ〈O2〉+
4γ
π
ln (Ω/Λ)
d
dt
〈O3〉 = −M(Ω2r + 4γδ(t))〈O2〉 − 4γ〈O3〉+ 2γMΩ
(60)
This matches the divergence structure of the equations in §2.3 to second order in Ci; when
we perform the time averaging of those equations, the two derivations give exactly the same
expressions to this order. The logarithmic divergence in the equation for O2, which combines
with P 2 to form a renormalized operator, follows precisely from the logarithmic divergences
in the non-Hamiltonian part of the master equation. The divergence in the master equation
is thus required for the Heisenberg equation of motion to close on renormalized operators.
3 Scalar quantum field theory
We now proceed to our original goal of understanding the divergence structure of the master
equation for coarse-grained quantum field theories. Following the discussion in [1], we con-
sider a situation in which our experimental apparatus can only read or manipulate degrees of
freedom with spatial momenta larger than some scale Λ≪ Λ0, where Λ0 is the fundamental
cutoff on spatial momenta in the theory.
As we will see, the non-Hamiltonian parts of the master equation for factorized initial
states have a similar divergence structure in spatial dimensions higher than three. As in the
Caldeira-Leggett model, these divergences ensure that the equations of motion for composite
operators close on renormalized operators with finite matrix elements. To motivate this, we
compute the vacuum expectation values of the composite operators which appear in these
equations. This has a divergence which precisely cancels the explicit divergence coming
from the divergent term in the master equation, as does the expectation value of the same
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combination in the initially factorized state actually used to construct the reduced density
matrix.
Interestingly, the individual terms in this combination have different divergence structures
in the two different states, reflecting the fact that the factorized state has high-energy short-
wavelength excitations with respect to the actual vacuum state. This is reminiscent of the
change in the divergence structure for composite operators for α-vacua in de Sitter space:
see [36] and references therein.
3.1 Background and notation
We consider φ3 theory in d spatial dimensions, with Lagrangian density
L = 1
2
∂µφ∂µφ− 1
2
m2φ2 − λ
3!
φ3 . (61)
The Hamiltonian is divided in free and interactive parts H = H0 + V
H0 =
∫
ddx(
1
2
π2 +
1
2
(∇φ)2 + 1
2
m2φ2) and V =
λ
3!
∫
ddxφ3 , (62)
where π = ∂tφ is the canonical conjugate momenta to the field φ, and d is the number of
spatial dimensions. This theory is, of course, nonperturbatively unstable, but we will focus
on perturbation theory and ignore that issue here.
We adopt the following conventions:
• The field expansion in the interaction picture is
φ(x, t) =
∫
ddp√
(2π)d2ωp
(e−iωptap + e
iωpta†−p)e
ip·x (63)
where ωk =
√
~k2 +m2
• Momentum eigenstates are |k〉 = √2ωka†k|0〉 where the a′ks satisfy the usual commuta-
tion relations
[
ak, a
†
k′
]
= δd(k − k′).
• We take infrared (IR) modes with spatial momenta 0 < |~k| < Λ to be observable, the
analog of the “system” coordinates in the Caldeira-Leggett model. Ultraviolet (UV)
modes with spatial momenta Λ < |~k| < Λ0 are taken to be “environment” modes. We
can then write φ = φir + φuv in an obvious fashion.
• With the normalization given above, the identity operator on the space of UV modes
can be represented as:
1 = |0〉〈0|+
∫
uv
ddk
2ωk
|k〉〈k|+ 1
2!
∫
uv
ddk
2ωk
ddk′
2ωk′
|kk′〉〈kk′|+ · · · , (64)
an expression we will have cause to use below.
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Note that we will coarse-grain spatial momenta below the scale Λ, and define the theory
with a fundamental spatial cutoff Λ0, as is natural for the Hamiltonian treatment we adopt
here – cf [25]. Temporal coarse-graining at the scale Λ/c is implemented via a physical
time-averaging procedure, following the discussion in [1].
3.2 Computing the master equation to order O(λ2)
We start by computing the master equation for factorized initial states |ψ〉ir|0〉uv, where |ψ〉
is an arbitrary state constructed from oscillators with |~k| < Λ and |0〉uv is the noninteracting
vacuum for the UV oscillators.
Written in terms of φir,uv, the free and interacting terms in the Hamiltonian are:
H0 =
∫
ddx(
1
2
π2ir +
1
2
(∇φir)2 + 1
2
m2φ2ir) + (ir → uv) , (65)
V =
λ
3!
∫
ddx(φ3ir + 3φ
2
irφuv + 3φirφ
2
uv + φ
3
uv) , (66)
Both H0 and V should be thought in as normal ordered operators: for simplicity of notation
we avoid using the standard : O : notation. Note a slight difference from [1], in that we
include self-interactions of the UV and IR modes in the perturbation V . We can nonetheless
apply the formulae given in that work to construct the master equation to O(λ2).
On general grounds the master equation takes the form (44), with orderO(λ) contribution
H(1) to the Hamiltonian and O(λ2) contributions H(2), A(2), γ(2) to H , A, and γ:
H(1)(t) =
λ
3!
∫
ddxφ3ir , (67)
H(2)(t) = − i
2
∫ t
0
dτ
∫
uv
ddk
2ωk
[〈0|V |k〉〈k|V (−τ)|0〉 − 〈0|V (−τ)|k〉〈k|V |0〉]
− i
4
∫ t
0
dτ
∫
uv
ddk
2ωk
ddk′
2ωk′
[
〈0|V |kk′〉〈kk′|V (−τ)|0〉
−〈0|V (−τ)|kk′〉〈kk′|V |0〉
]
A(2) = −1
2
∫ t
0
dτ
∫
uv
ddk
2ωk
[〈0|V |k〉〈k|V (−τ)|0〉+ 〈0|V (−τ)|k〉〈k|V |0〉]
−1
4
∫ t
0
dτ
∫
uv
ddk
2ωk
ddk′
2ωk′
[
〈0|V |kk′〉〈kk′|V (−τ)|0〉
+〈0|V (−τ)|kk′〉〈kk′|V |0〉
]
γ(2) = i
∫ t
0
dτ
∫
uv
ddk
2ωk
[〈k|V (−τ)|0〉ρ(0)〈0|V |k〉+ 〈k|V |0〉ρ(0)〈0|V (−τ)|k〉]
+
i
2
∫ t
0
dτ
∫
uv
ddk
2ωk
ddk′
2ωk′
[
〈kk′|V (−τ)|0〉ρ(0)〈0|V |kk′〉
+〈kk′|V |0〉ρ(0)〈0|V (−τ)|kk′〉
]
(68)
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where ρ(0) is the density matrix evolved by H(0). We have dropped terms with three inter-
mediate UV modes. At this order, they will lead to c-numbers which do not contribute to
the master equation.
We will focus in this work on divergent terms in (68). The terms in (68) involving a
single intermediate UV particle are not divergent: kinematically, a single UV mode must
combine with 2 IR modes, so the only momenta contributing will be close to the resolution
Λ ≪ Λ0 of the detector. The terms with two UV momenta are a different story. So long
as they are nearly back-to-back, so that |~k + ~k′| < Λ, they will contribute. There is a large
phase space of such momenta, and they will contribute divergences to the master equation
in sufficiently high dimension. We will therefore focus on these.
Before any time averaging, (68) contains terms of the form:∫ t
0
dτe−i(ωk+ωk′±ωp)τ = −i1− e
−i(ωk+ωk′±ωp)t
ωk + ωk′ ± ωp (69)
We will follow [1] and time-average the master equation over a scale τ ≫ ω−1k,k′, so that we
can drop the second time-dependent part of the numerator in (69). We will also study the
equations at t > 0, so we are blind to any initial “jolt” that might appear in the master
equation.
We find:∫ t
0
dτ uv〈kk′|V (−τ)|0〉uv →time average
−iλ
∫
ir
ddp√
(2π)d2ωp
δd(p− k − k′)
[
(ap + a
†
−p)
(ωk + ωk′)
(ωk + ωk′)2 − ω2p
+(a†−p − ap)
ωp
(ωk + ωk′)2 − ω2p
]
Θ(Λ− |k + k′|) . (70)
In the meantime,
uv〈0|V |kk′〉uv = λ
∫
ddx′
(2π)d
ei(k+k
′)·x′φir(x
′) (71)
Combining these, the time averaging of the term:
Φ(t) =
∫ t
0
dτ
∫
uv
ddk
2ωk
ddk′
2ωk′
〈0|V |kk′〉〈kk′|V (−τ)|0〉 (72)
is
Φ(t) = −iλ2
∫
ddx
(2π)d
φir(x)
∫
ir
ddp√
(2π)d2ωp
∫
uv
ddk
4ωkωp−k
eipx
×
[
(ap + a
†
−p)(ωk + ωk′) + (a
†
−p − ap)ωp
]
[(ωk + ωp−k)2 − ω2p]
Θ(Λ− |p+ k|) (73)
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In order to identify the leading divergences in the large k regime we study the regime ω2k ≫ ω2p
which implies that ωp−k ≈ ωk. We define:
α =
1
8
∫
uv
ddk
(2π)d
1
ω3k
, and β =
1
16
∫
uv
ddk
(2π)d
1
ω4k
(74)
Note that α is UV finite for d ≤ 2, has a log divergence for d = 3, and a linear divergence
for d = 4. β has a log divergence in d = 4 but is UV finite for d ≤ 3.
To the first two orders in Λ0, (73) becomes:
Φ = −iλ2α
∫
ddxφ2ir(x)− λ2β
∫
ddxφir(x)πir(x) (75)
which leads to the following terms in the master equation:
H(2) ∼ −λ
2α
2
∫
ddxφ2ir(x)−
λ2β
4
∫
ddxδdx(0) + . . .
A(2) ∼ −λ
2β
4
∫
ddx(φir(x)πir(x) + πir(x)φir(x)) + . . . (76)
γ(2) ∼ iλ
2β
2
∫
ddx(φir(x)ρ(t)πir(x) + πir(x)ρ(t)φir(x)) + . . . (77)
We will drop the constant term in H(2), which renormalizes the vacuum energy.
The term proportional to αφ2ir is UV divergent in three and higher spatial dimensions.
This is just the standard mass renormalization, the analog of renormalizing Ω in §2. Note
that in d = 6 we also expect log divergences to renormalize the terms π2 and (∇φ)2. Because
we are only cutting off the spatial dimensions, the divergences will occur with different
coefficients, leading to a renormalization of the speed of light.4 We will focus on the leading
divergences here, and put this issue aside.
To understand the divergences in A(2), γ(2), we use the master equation to compute
the time evolution of various operators. As in the case of the Caldeira-Leggett model, the
divergent terms in the non-Hamiltonian part of the master equation do not lead to any
divergences in the equations of motion for 〈φ〉, 〈π〉. On the other hand, the time evolution
of quadratic operators is sensitive to the divergences in the master equation. Following the
discussion in §2, we consider the operator ∂t〈φπ+πφ〉. Using the master equation, the O(λ2)
divergences at leading order in Λ0 lead to the equation:
d
dt
〈φirπir + πirφir〉
= 2〈π2ir〉 − 2(m2 − λ2α)〈φ2ir〉+ 〈φir∇2φir + (∇2φir)φir〉
−λ〈φ3ir〉 − λ2β
∫
ir
ddp
(2π)d
+ finite
(78)
4This is mentioned in a comment in p. 269 of [37], citing an apparently unpublished paper of Susskind.
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where the final term arises from the non-Hamiltonian part of the master equation, and the
remaining explicit terms arise from the Hamiltonian part. We can see the mass renormal-
ization, m2r = m
2 − λα+ . . . where the dots denote possible subleading divergences.
The terms
〈2π2ir − 2m2rφ2ir + φir∇2φir + (∇2φir)φir〉 (79)
on the right hand side of (78) have UV divergences at order λ2. One of these is proportional
to λ2α: following Appendix A we take these to ensure that the wavefunctional of interest
depends on the renormalized parameters. The second is proportional to λ2β: this is cancelled
by the final divergent term in (78). The upshot is that, as with our discussion of the Caldeira-
Leggett model, the divergent terms in the master equation ensure (at least to the order we
have checked) that the equations of motion for composite operators close on renormalized
operators, with coefficients equal to the renormalized couplings.
Before continuing, it is worth noting the difference between this work and [2]. which
studies the Feynman-Vernon influence functional for a scalar field theory in three spatial
dimensions with quartic self-interactions. First, we are working in arbitrary dimension – the
divergences here only appear in four and five spatial dimensions. Secondly, they cut off the
UV part of the path integral via dimensional regularization, whereas we impose a spatial
cutoff after [25] followed by a physical time-averaging procedure.
3.3 Composite operators in the vacuum state
To orient ourselves we consider the composite operator equations of motion for the full theory
in the vacuum state. This will lend some intuition for the above divergence by starting with
a familiar and well-understood calculation.
It is an easy matter to use the phase space path integral to show that
〈T
[
Oφ˙(x, t)
]
〉 = 〈T
[
Oπ(x, t) + i δO
δπ(x, t)
]
〉
〈T [Oπ˙(x, t)]〉 = 〈T
[
O
(
−∇2φ−m2φ− λ
2
φ2
)
− i δO
δπ(x, t)
]
〉 (80)
where O could be some string of composite operators at different spacetime points. Here the
operators are understood to be Heisenberg picture operators. The final terms on the right
hand side of each line are the usual contact terms.
Now, if we define φπ + πφ by point-splitting, we find that:(
d
dtx
+
d
dty
)
〈π(x)φ(y) + φ(x)π(y)〉y→x
= 〈2π(x)π(y)−m2φ(x)φ(y)
+φ(x)∇2φ(y) + (∇2φ(x))φ(y)
−1
2
λφ2(x)φ(y)− 1
2
λφ(x)φ2(y)〉y→x
(81)
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Note that the contact terms in (80) cancel. As we take tx → ty, we can think of the LHS as
the time derivative of the vev of the composite operator πφ+ φπ.
Since we are working in the vacuum state, which is time-translation invariant, the left
hand side of (81) will vanish. Nonetheless, it will be illuminating to study the divergent
contributions to each term on the right hand side, and see how they vanish.
In this work we are interested in observables, including composite operators, built from
IR degrees of freedom. With the above form, we can define πirφir + φirπir by starting with
the point-split version and projecting φ, π onto spatial momenta |~k| < Λ. In the final two
terms on the right hand side of (81), the projection of φ2 onto IR momenta will include
terms of the form (φ2uv)ir, that is, terms quadratic in UV oscillators, for which the spatial
momenta are nearly back-to-back. If we thus split φ = φir + φuv, π = πir + πuv, we are left
with the equation.
d
dt
〈πirφir(x) + φirπir(x)〉
= 〈2π2ir(x)−m2φ2ir(x)
+φir∇2φir(x) + (∇2φir)φir(x)
−1
2
λφ3ir(x)− λφir(φir(x)φuv(x))
−1
2
λφir(φuv(x))
2
ir〉 . (82)
To match to the previous section, we study the above terms to order λ2, in perturbation
theory. If we write the above operators in the interaction picture, we can expand each term
in a power series in the interaction Hamiltonian, as always:
〈O〉 = 〈0|T
[
OIe−i
∫
C
dt′VI (t
′)
]
|0〉/〈0|Te−i
∫
C
dt′VI(t
′)|0〉 (83)
Here |0〉 is the noninteracting vacuum, and C is a contour asymptoting to (1− iǫ)t for large
|t|, in order to project the state onto the true vacuum. We write the interaction term as
V =
λ
3!
(
φ3ir + φ
3
uv
)
+
λ
2
(
φ2irφuv + φirφ
2
uv
)
(84)
In calculating the above terms, we will need a cutoff of some kind on the UV degrees of
freedom. If we were interested in the above calculation for its own sake, we might adopt a
more symmetric cutoff by rotating to Euclidean space and using dimensional regularization
or an SO(d − 1)-invariant Wilsonian cutoff. To match the Hamiltonian discussion in §3.2,
however we will place the cutoff on spatial momenta: that is, we will expand φuv in oscillators
with momenta up to |~p| = Λ0. To this end, we write the Feynman propagators as a function
of spatial momenta:
〈φir,uv(x)φir,uv(y)〉 =
∫
ir,uv
ddp
(2π)d
eip(x−z)
2Ep
[
Θ(t− z0)eiEp(t−z0)
+Θ(z0 − t)e−iEp(t−z0)
]
(85)
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For the two-point function of φir, the momentum integral is over the range |~p| < Λ. For the
two-point function of φuv, the range is Λ ≤ |~p| ≤ Λ0.
To O(λ2), the divergences on the right hand side of (82) will come from the contributions
of the quadratic terms at second order in the interaction Hamiltonian, and contributions
from the φirφ
2
uv term, at first order in the interaction Hamiltonian. In the former case, the
divergence terms will come from the φirφ
2
uv part of V . In this latter case, it is again the
explicit factor of φirφ
2
uv, contracted against the part of the interaction Hamiltonian with
the same structure, that will lead to a divergence. This term is most closely related to the
divergence in the master equation, and we will see that it has the same divergence structure.
Let us focus on that term first.
To first order in the interaction Hamiltonian,
〈Ω|T{φir(x)φ2uv(y)}|Ω〉
= −iλ
2
∫ ∞(1−iǫ)
−∞(1−iǫ)
dz0
∫
ddz〈0|T{φir(x)φ2uv(y)φir(z)φ2uv(z)}|0〉
(86)
The limits of the integral act to project |0〉 onto the true ground state. Three propagators
contribute, one ir propagator and two uv operators. There is a symmetry factor of two from
the two identical contractions of the uv fields. The z0 integral over the product of the terms
in brackets in (85) gives us:
ei(E1+E2+E3)t
∫ ∞(1−iǫ)
t
dz0 e−i(E1+E2+E3)z
0
+e−i(E1+E2+E3)t
∫ t
−∞(1−iǫ)
dz0ei(E1+E2+E3)z
0
=
2
i(E1 + E2 + E3)
=
2E1
i[E21 − (E2 + E3)2]
− 2(E2 + E3)
i[E21 − (E2 + E3)2]
.
(87)
Inserting this into (86) the resulting expression over ddz leads to a delta function in momen-
tum space, which forces p3 = −p1 − p2 and leads to
〈Ω|T{φir(x)φ2uv(y)}|Ω〉
= −λ
∫
ir
ddp1
(2π)d
eip1(x−y)
2E1
∫
uv
ddp2
(2π)d
Θ(Λ− |p1 + p2|)
2E22E3
×
(
2(E2 + E3)
(E2 + E3)2 −E21
− 2E1
(E2 + E3)2 − E21
)
.
(88)
Taking the limit x→ y, the final term in (82) becomes:
λ2
∫
ir
ddp1
(2π)d
1
2E1
∫
uv
ddp2
(2π)d
Θ(Λ− |p1 + p2|)
2E22E3
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×
(
2(E2 + E3)
(E2 + E3)2 − E21
− 2E1
(E2 + E3)2 −E21
)
(89)
Now, since E2 ≈ E3 ≫ E1, we can expand the denominators in E21/((E2 + E3)2. The
UV divergences will come from the lowest order terms in this expansion. Keeping only the
leading and subleading terms, we find that the final term in (82) is:
≈ 2λ2
∫
ir
ddp
(2π)d
1
2Ep
1
8
∫
uv
ddk
(2π)d
1
E3k
− λ2 d
dp
(2π)d
1
16
∫
uv
ddk
(2π)d
1
E3k
+ . . . . (90)
If we further note that
〈φ2ir〉 =
∫
ir
ddp
(2π)d
1
2Ep
(91)
we find that this term is equal to
2λ2α〈φ2ir〉 − λ2β
∫
ir
ddp
(2π)d
(92)
where α, β are precisely as defined in the previous section. Thus, we have:
d
dt
〈φirπir + πirφir〉 = 2〈π2ir〉 − 2(m2 − λ2α)〈φ2ir〉
+〈φir∇2φir〉+ 〈(∇2φir)φir〉 − λ〈φ3ir(x)〉 − λ2β
∫
ir
ddp
(2π)d
(93)
which is precisely the equation (78). For d ≤ 4 these are the divergent terms. In d = 5
there are additional logarithmic divergences we have not discussed – these include terms
renormalizing π2 and π∇2φ+ (∇2φ)φ.
It is worth noting that the divergence proportional to β is the result of the specific
cutoff we impose here. Were we to use dimensional regularization or some SO(d + 1)-
invariant Wilsonian cutoff in Euclidean space, it would not appear. However, our purpose
is to examine the explicitly Hamiltonian discussion in §3.2, and for this we must adopt the
same regularization scheme.
As we stated above, each side of (82) must vanish. In the right-hand side, then, the
divergence proportional to β we have calculated must cancel an O(λ2) divergence in the
expectation value of
O′ ≡ 2π2ir − 2(m2 − λ2α)φ2ir + φir∇2φir + (∇2φir)φir (94)
This latter divergence is a sign that the operator requires renormalization. Let us take up
each component of this operator in turn.
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We start with
〈φ2ir〉
∣∣∣
λ2
= −λ
2
4
∫
dd+1y
∫
dd+1z〈0|T{φ2ir(x)φir(y)φ2uv(y)φir(z)φ2uv(z)}|0〉
(95)
where the integrals in time are over the same rotated contour discussed above. Using Wick’s
theorem, and defining
g±1 (t− t′) ≡ Θ(t− t′)eiE1(t−t
′) ±Θ(z0 − t)e−iE1(t−t′) (96)
we find, after integrating over y and z and solving for the resulting delta functions on
momenta, that:
〈φ2ir〉
∣∣∣
λ2
= −λ
2
2
∫
ir
ddp1
(2π)d
1
(2E1)2
∫
uv
ddp3
(2π)d
Θ(Λ− |p3 + p1|)
2E3 2E4∫ ∫ ∞(1−iǫ)
−∞(1−iǫ)
dy0 dz0g+1 (t− y0)g+1 (t− z0)g+3 (y0 − z0)g+4 (y0 − z0)
(97)
Performing the time integrals, we find:
∫ ∞(1−iǫ)
−∞(1−iǫ)
dy0 dz0g+1 (t− y0)g+2 (t− z0)g+3 (y0 − z0)g+4 (y0 − z0)
= − 2
E1(E1 + E3 + E4)
− 2
(E1 + E3 + E4)2
≈ − 2
E1(E3 + E4)
(98)
notice the cancellation of the first subleading term in power of the energy ratio E1/(E3+E4).
The leading term in an expansion of Eir/Euv is then:
〈φ2ir〉
∣∣∣
λ2
= λ2
∫
ir
ddp1
(2π)d
1
(2E21)(2E1)
∫
uv
ddp3
(2π)d
Θ(Λ− |p3 + p1|)
2E3 2E4(E3 + E4)
(99)
If we consider the combination
−2m2〈φ2ir〉+ 〈φir∇2φir〉+ 〈(∇2φir)φir〉 (100)
we obtain a factor inside the p1 integral proportional to 2E
2
1 and therefore we get
−2(m2 − λ2α)〈φ2ir〉+ 〈φir∇2φir〉+ 〈(∇2φir)φir〉 ≈ −λ2〈φ2ir〉
∫
uv
1
8
ddp3
(2π)d
1
E33
+ 2λ2α〈φ2ir〉
= λ2α〈φ2ir〉
(101)
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as the O(λ2) contribution at leading order in Λ0. Here we have used (91). The term
proportional to β in (93) is cancelled by the O(λ2) term in π2ir, reminiscent of the story for
the Caldeira-Leggett model. For this calculation we need the contraction:
πir(x)φir(z) = i
∫
ddp
(2π)d
eip(x−z)
2
[
Θ(t− z0)eiEp(t−z0) −Θ(z0 − t)e−iEp(t−z0)
]
(102)
The relative sign, as compared to the φ−φ contraction, is crucial here. The result at O(λ2)
is:
〈π2ir〉
∣∣∣
λ2
= +
λ2
8
∫
ir
ddp1
(2π)d
∫
uv
ddp3
(2π)d
Θ(Λ− |p3 + p1|)
2E3 2E4∫ ∫ ∞(1−iǫ)
−∞(1−iǫ)
dy0 dz0g−1 (t− y0)g−1 (t− z0)g+3 (y0 − z0)g+4 (y0 − z0)
(103)
Performing the integrals over time, we find:∫ ∞(1−iǫ)
−∞(1−iǫ)
dy0 dz0g+1 (t− y0)g+2 (t− z0)g+3 (y0 − z0)g+4 (y0 − z0)
= − 2
E1(E1 + E3 + E4)
+
2
(E1 + E3 + E4)2
≈ − 2
E1(E3 + E4)
+
4
(E3 + E4)2
(104)
The upshot is that for π2 we get a subleading extra piece
〈π2ir〉 = −
λ2
2
∫
ir
ddp1
(2π)d
1
2E1
∫
uv
ddp3
(2π)d
Θ(Λ− |p3 + p1|)
2E3 2E4(E3 + E4)
+
λ2
2
∫
ir
ddp1
(2π)d
∫
uv
ddp3
(2π)d
Θ(Λ− |p3 + p1|)
2E3 2E4(E3 + E4)2
(105)
Therefore, using the same approximations that for φ2 we get
2〈π2ir〉 ≈ −λ2α〈φ2ir〉+ λ2β
∫
ir
ddp
(2π)d
(106)
The term proportional to α cancels the divergence in (101); the term proportional to β is
cancelled by the final term in (93).
It appears that, as in §2, the divergence in the master equation is required to properly
account for the renormalization of π2. However, we have been calculating the Schwinger-
Dyson equation for vacuum expectation values, whereas the master equation in §3.2 was not
constructed in the vacuum. We now turn to studying the operator equations of motion in
the factorized initial state we considered in that section. We find that the essential story
remains the same, but terms proportional to β are spread out over the various components
of (94).
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3.4 Composite operators in factorized state
Our previous treatment has made it plausible that the divergence in the master equation
serves to ensure that the operator equations of motion close on suitably regularized operators.
However, we are still comparing, if not apples and oranges, oranges and grapefruits: the
divergence structure of matrix elements of operators in the vacuum state with the divergence
structure of the master equation computed in a factorized initial state. Since the latter will
contain excitations of arbitrarily high energy and momentum with respect to the former, it is
possible that this divergence structure could be different: a similar story holds for “α-vacua”
in de Sitter space (cf. [36] and references therein).
We will compute the expectation value of the operator
〈O〉 = 2〈π2ir〉 − 2m2〈φ2ir〉+ 〈φir∇2φir + (∇2φir)φir〉 , (107)
appearing in (78), in the factorized state |Ψ(t = 0)〉 = |ψ〉ir|0〉uv used in §3.2. We will find
that it has a time-independent divergent term which cancels the explicit divergences in (78).
Interestingly, these divergences are distributed differently across the different terms in O as
compared to the vacuum state, but their sum is the same as in the vacuum state. We will
also find additional transient divergences in O which are not so cancelled.
We work in the interaction picture, and can represent the factorized initial state by
studying the pure state density matrix of the full coupled theory (including IR and UV
modes):
σI(t) = T e
−iλ
∫ t
0
dt′V (t′)σ(0) T ∗eiλ
∫ t
0
dt′′V (t′′) (108)
Expanding in λ, we find:
σI(t) = σ(0)− iλ
∫ t
0
dt′ [V (t′), σ(0)]
−λ2
∫ t
0
dt′
∫ t′
0
dt′′ V (t′)V (t′′)σ(0) + σ(0)V (t′′)V (t′)
+λ2
∫ t
0
dt′
∫ t
0
dt′′V (t′)σ(0)V (t′′) , (109)
to order O(λ2). The expectation value of any operator will then be given by:
〈O〉 = Tr(O(t)σI(t)) (110)
The divergent parts appear at O(λ2), and since we are interested in a universally divergent
piece we will consider our initial state to be the “factorized” vacuum, therefore
〈O〉
∣∣∣
λ2
= −λ2
∫ t
0
dt′
∫ t′
0
dt′′ (〈O(t)V (t′)V (t′′)〉+ 〈V (t′′)V (t′)O(t)〉)
+λ2
∫ t
0
dt′
∫ t
0
dt′′〈V (t′′)O(t)V (t′)〉 . (111)
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In this equation the only terms in V that will give divergent contributions are the ones that
couple the UV and IR oscillators. It should be clear that the divergences will come from
terms with UV oscillators in them. However, bubble diagrams will cancel from (111), since
this state has the proper normalization at O(λ2). Tadpole terms coming from φ3uv terms in
one power of V and φ2irφuv in the other, are removed if we take VI to be normal ordered. As in
§3.2, the only divergent terms will come from the φirφ2uv part of V , generating intermediates
states with two UV particles whose momenta are nearly back-to-back.
Before continuing, we should note that the computation of the vacuum expectation value
in perturbation theory, following the previous section §3.3, is nearly identical to (111). The
crucial differences are that in that section we considered time-ordered expectation values,
and the time integrals were over a contour in complex time rotated slightly away from the
real axis, so as to project onto the vacuum. Here the expectation values are unordered, and
the time integrals are over a finite interval.
Let us look at the expectation value of each term in O. First consider 〈φ2ir〉. The second
term on the right hand side of (111) is:
−λ2
∫ t
0
dt′
∫ t′
0
dt′′ 〈V (t′′)V (t′)φ2(x, t)〉
= −λ
2
4
∫ t
0
dt′ddx′
∫ t
0
dt′′ddx′′〈φir(x′′, t′′)φir(x′, t′)φ2ir(x, t)〉
×〈φ2uv(x′′, t′′)φ2uv(x′, t′)〉
(112)
The UV and IR vacuum correlators are not time ordered, therefore are equal to
〈φuv(x′′, t′′)φuv(x′, t′)〉 =
∫
uv
ddk
(2π)d2ωk
eik(x
′′−x′)−iωk(t
′′−t′) (113)
and similarly for the ir. Writing all the propagators, doing the time integrals, and doing the
time averaging, we get:
−λ2
∫ t
0
dt′
∫ t′
0
dt′′ 〈V (t′′)V (t′)φ2(x, t)〉div
∣∣∣
λ2
≈ λ
2α
8
∫
ir
ddp
(2π)d
1− e2iωpt
ω3p
− λ
2β
8
∫
ir
ddp
(2π)d
1 + e2iωpt
ω2p
(114)
Therefore the two first terms on the right hand side of (111) in the evaluation of 〈φ2〉 are
equal to
λ2α
2
∫
ir
ddp
(2π)d
sin2(ωpt)
ω3p
− λ
2β
2
∫
ir
ddp
(2π)d
cos2(ωpt)
ω2p
(115)
Note that the remaining time dependence is with IR frequencies; thus, they will survive our
time averaging. The remaining term on the right hand side of (111) is:
λ2
∫ t
0
dt′
∫ t
0
dt′′ 〈V (t′)φ2(x, t)V (t′′)〉
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=
λ2
2
∫
ir
ddp
(2π)d
1
ω2p
∫
uv
ddk
(2π)d
Θ(Λ− |p+ k|)
2ωk2ωp+k(ωk + ωp+k + ωp)2
≈ λ
2β
2
∫
ir
ddp
(2π)d
1
ω2p
(116)
Therefore, we conclude that the leading divergences in 〈φ2〉 at O(λ2) are:
〈φ2〉div
∣∣∣
λ2
≈ λ
2α
2
∫
ir
ddp
(2π)d
sin2(ωpt)
ω3p
− λ
2β
2
∫
ir
ddp
(2π)d
cos2(ωpt)
ω2p
+
λ2β
2
∫
ir
ddp
(2π)d
1
ω2p
+ . . . (117)
In five spatial dimensions there will be a log divergence which we leave for future work.
Similar calculations yield
〈π2〉div
∣∣∣
λ2
≈ −λ
2α
2
∫
ir
ddp
(2π)d
sin2(ωpt)
ωp
+
λ2β
2
∫
ir
ddp
(2π)d
cos2(ωpt)
+
λ2β
2
∫
ir
ddp
(2π)d
.
(118)
Note that if we write cos2 ωpt =
1
2
+ 1
2
cos 2ωpt as the sum of a constant part and a part
oscillating about zero, the total β-dependent constant term willl be different from the vacuum
answer. The remaining oscillating term will contribute a transient that dies off for t≫ Λ−1
and
〈φ∇2φ+ (∇2φ)φ〉 = −λ2α
∫
ir
ddp
(2π)d
|p|2 sin2(ωpt)
ω3p
+λ2β
∫
ir
ddp
(2π)d
|p|2 cos2(ωpt)
ω2p
−λ2β
∫
ir
ddp
(2π)d
|p|2
ω2p
(119)
Adding all of these up, we find:
〈O〉div
∣∣∣
λ2
= −2λ2α
∫
ir
ddp
(2π)d
sin2(ωpt)
ωp
+ 2λ2β
∫
ir
ddp
(2π)d
cos2(ωpt)
= −λ2α
∫
ir
ddp
(2π)d
1
ωp
+ λ2α
∫
ir
ddp
(2π)d
cos(2ωpt)
ωp
+λ2β
∫
ir
ddp
(2π)d
+ λ2β
∫
ir
ddp
(2π)d
cos(2ωpt) (120)
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Note that the constant parts of this divergence are identical to what we computed in the
vacuum – however, they are distributed differently amongst the different parts of O.
The divergent part of the right hand side of (78) is thus:
2〈π2〉 − 2(m2 − λ2α)〈φ2〉+ 〈φ∇2φ+ (∇2φ)φ〉 − λ〈φ3〉 − λβ
∫
ir
ddp
(2π)d
= λ2α
∫
ir
ddp
(2π)d
cos(2ωpt)
ωp
+ λ2β
∫
ir
ddp
(2π)d
cos(2ωpt) + subleading . . .
(121)
The explicit time-independent divergence in the Hamiltonian part of the master equation
thus renormalizes the mass, while the time-independent divergence in the non-Hamiltonian
part ensures that the operator equations renormalize the composite operator O. We are left
with transient terms, oscillating about zero, which will decay when t≫ Λ−1, at which time
the integrands of the frequency integrals will be rapidly oscillating. These are artifacts of
our singular initial state.
As an additional check that these transients should be present, we explicitly compute the
leading divergences in dt〈φπ + πφ〉:
d
dt
〈φπ + πφ〉 = λ2α
∫
ir
ddp
(2π)d
cos(2ωpt)
ωp
+ λ2β
∫
ir
ddp
(2π)d
cos(2ωpt) . (122)
these match the remaining transients on the right hand side of (78).
4 Conclusions
We close with a few comments and further directions for research. First, a full theory of
the renormalization group acting on the quantum master equation, upon successive coarse-
grainings, should be worked through: some of the divergences should be removed, as here,
by renormalizing composite operators and their OPE coefficients. This should match a
Wilsonian-type treatment of the path integral in the Feynman-Vernon approach, along the
lines of [2, 21].
Note that in this work, we have chosen our boundary conditions in the UV (that the the-
ory be a closed quantum system, with a Hamiltonian master equation), following Wilsonian
renormalization, and successively coarse grained the theory. This is in distinction to stan-
dard treatments of renormalization in which the boundary conditions are set at some physical
renormalization point (perhaps corresponding to the energy at which actual measurements
are made), and one studies the flow of couplings under the change of this renormalization
point. This latter approach is the philosophy taken in [21]. In this case, it is natural to study
flow on the space of non-Hamiltonian master equations (or influence functionals) without
any prejudice as to the nature of the high-energy theory.
In computing the master equation, we have stuck to the case that the initial state factor-
izes between the observed and unobserved parts of the full quantum system. In this case, the
33
master equation takes the well-known form we have discussed here. An important step would
be to construct the master equation for initial states of Born-Oppenheimer type, in which
the high-energy components are systematically projected out, extending the work of [34,35].
Third, the calculations here are all in perturbation theory, for a weakly coupled theory.
Calculations of the master equation at large N , via direct large-N techniques or, where
applicable, via holography, would be of great interest.
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Appendices
A Exact vacuum two-point correlators in the Caldeira-
Leggett model and its factorized counterpart
In §2 we found that while divergences in the Heisenberg equations of motion for X,P are
removed by a Born-Oppenheimer-type choice of state, the equations for quadratic operators
do contain divergences that appear to be intrinsic to the system. In particular, the expecta-
tion value of P 2 can be shown to be divergent, as pointed out for example in §3.6 of [27], in
the case of the factorized initial state.
To make the case that these divergences are not artifacts of the high-energy components
of the factorized initial state, in section (A.1) we compute 〈P (t)P (t′)〉 in the true vacuum of
the theory, and show that there is an operator product singularity as t → t′, such that the
composite operator P 2 is divergent and requires renormalization. In section (A.2) we then
compute the expectation value of P 2 in the factorized (zero-temperature) state. In fact, we
will find that in both cases we get the same logarithmic divergence (the computations are
in different schemes, but the divergences are logarithmic, and the coefficients are identical).
A.1 Exact vacuum
In understanding the OPE singularity structure of P (t)P (t′), it suffices to compute the
Feynman propagator. Since we are studying a Gaussian Lagrangian, we can compute the
vacuum correlation functions of the IR oscillators exactly.
The direct construction of the vacuum is cumbersome, but for the Feynman propagator,
the standard ǫ-prescription in the path integral projects the noninteracting vacuum state
|0〉IR|0〉UV onto the true vacuum. We thus start with the Lagrangian
L = 1
2
MX˙2 − 1
2
M(Ω2 − iǫ)X2 + 1
2
∑
i
mi
(
x˙2i − (ωi − iǫ)x2i
)
+
∑
i
CixiX (123)
We wish to compute
Z[J ] = N
∫
DX
∏
i
Dxie
i
∫
dt[L+J(t)X(t)] (124)
It is straightforward to integrate out xi, to get
Z[J ] = N
∫
DX exp
{
i
∫
dt
[
1
2
MX˙2 − 1
2
M(Ω2 − iǫ) + J X
]
+
i
2
∑
k
C2k
mk
∫
dtdt′X(t)Ok(t, t
′)X(t′)
}
(125)
where
Ok(t, t
′) =
∫ ∞
−∞
dω
2π
e−iω(t−t
′)
ω2 − ω2k + iǫ
. (126)
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Note that we are being cavalier about the normalization factor N , and absorbing constant
multiplicative factors after each integration.
If we write the path integral entirely in terms of the Fourier modes X˜(ω) =
∫
dteiωtX(t),
we find
Z[J ] = N
∫
DX˜ exp
{
i
2
∫
dω
2π
X˜(ω)X˜(−ω) [Mω2 −M(Ω2 − iǫ)
−
∑
k
σ2k
ω2 − ω2k + iǫ
]}
× exp{ i
2
∫
dω
2π
(
J˜(ω)X˜(−ω) + X˜(ω)J˜(−ω)
)
} (127)
where σ2k = C
2
k/mk and J˜(ω) are the source Fourier modes.
To continue further, we must specify the spectrum of the environment oscillators xk, and
perform the sum over k. As in §2, we consider the continuous “Ohmic” spectrum [24] down
to zero frequency, such that
∑
k
σ2kf(ωk) ≡
4γM
π
∫ Λ
0
dω˜ ω˜2f(ω˜) (128)
which implicitly defines γ. Here Λ is an ultraviolet cutoff. We can put the divergent part of
the sum over k/integral over ω˜ in (127):
−
∑
k
σ2k
ω2 − ω2k + iǫ
=
4γM
π
∫ Λ
0
dω˜
[
1 +
ω2 − iǫ
ω˜2 − ω2 − iǫ
]
. (129)
The first term is linearly divergent, and the second term convergent, as Λ → ∞. This
integral will appear in the denominator of a spectral integral defining 〈X(t2)X(t(1)〉, our
object of interest. If we wish to ignore terms in that two-point function which vanish as
Λ→∞, we can extend the integral out to infinity in the second term. Since this is even, we
can further extend the integral over the real line, and close in either the upper or lower half
plane, to find:
−
∑
k
σ2k
ω2 − ω2k
=
4γMΛ
π
+ 2iMγ|ω| (130)
The first term leads to a renormalization of Ω. We define Γ = πγ
2M
, and Ω2r = Ω
2 − 4γM
π
Λ.
We will consider theories for which Ω2r > 0. The resulting expression for the path integral is
Z[J ] = N exp
{
1
2
∫ ∞
−∞
dω
2π
J˜(ω)G˜(ω)J˜(−ω)
}
(131)
where
G˜(ω) =
i
M(ω2 − Ω2r + iǫ+ 2iγ|ω|)
, (132)
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which we arrive at by completing the square in (127) and integrating over X˜ .
The resulting time-ordered vacuum two-point function is, for t2 > t1,
〈0|T [X(t2)X(t1)] |0〉 = i
M
∫ ∞
−∞
dω
2π
e−iω(t2−t1)
ω2 − Ω2r + i(2γ|ω|+ ǫ)
=
i
2πM
[∫ ∞
0
dω
e−iω(t2−t1)
ω2 − Ω2r + i(2γω + ǫ)
+
∫ 0
−∞
dω
e−iω(t2−t1)
ω2 − Ω2r − i(2γω − ǫ)
]
≡ F+ + F− (133)
At this point we will set ǫ→ 0: for Γ 6= 0 the location of the poles of the integrand will be
well off the real axis. We compute each of F± in turn.
• F+. The integrand has a pole at:
ω± = −iγ ±
√
Ω2r − γ2 ≡ −iγ ±Q . (134)
Since ∆t = t2 − t1 > 0, we can rotate the integration contour into the negative
imaginary axis, picking up the residue of the pole at ω+:
F+ =
e−iω+∆t
2MQ
− 1
2πM
∫ ∞
0
dw
e−w∆t
w2 + Ω2r − 2γw
. (135)
• F−. The contour can be rotated to the negative imaginary axis, without passing any
poles:
F− =
∫ ∞
0
dw
e−w∆t
w2 + Ω2r + 2γw
(136)
Combining F± and performing a bit more algebra, we find
〈X(t2)X(t1)〉 = e
−z++∆t
2MQ
+
1
4πiMQ
∫ ∞
0
dwe−w∆t
{
− 1
w − z++
+
1
w − z+− +
1
w − z−+ −
1
w − z−−
}
=
e−z++∆t
2MQ
+
1
4πiMQ
[−e−z++∆tE1(−z++∆t)
+e−z+−∆tE1(−z+−∆t)
+e−z−+∆tE1(−z−+∆t)
−e−z−−∆tE1(−z−−∆t)
]
(137)
where
zσσ′ = σγ + σ
′iQ . (138)
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and we use E1 as defined in [38]. E1 has a logarithmic branch cut along the negative real
axis; we take all of the arguments in (137) to lie on the first sheet.
For small arguments, E1(z) ∼ −γE− ln z+z− z24 + . . ., where γE is the Euler-Mascheroni
constant. Using this, we find that
lim
∆t→0
〈X(t2)X(t1)〉 = 1
2MQ
+
1
πMQ
tan−1
(
γ
Q
)
(139)
As γ → 0 (decoupling X from xi), Γ → 0 and Q → Ω, and this becomes the known width
of the ground state of the simple harmonic oscillator.
Since P (t) = MX˙(t),
〈0|T [P (t2)P (t1)]|0〉 = M2∂t2∂t1〈X(t2)X(t1)〉 . (140)
One can start from (137) in integral form and take derivatives with respect to ∆t,−∆t
respectively, which leads to
−∂∆t∂∆t〈X(t2)X(t1)〉 = −z
2
++ e
−z++∆t
2MQ
− 1
4πiMQ
∫ ∞
0
dwe−w∆t
{
− w
2
w − z++
+
w2
w − z+− +
w2
w − z−+ −
w2
w − z−−
}
(141)
The integral term looks divergent: however let us rewrite a single one of the terms in brackets,
namely
w2
w − z++ = w + z++ +
z2++
w − z++ (142)
The term proportional to w cancels trivially between the four terms inside the brackets, as
does the term proportional to z++, since −z++ + z+− + z−+ − z−− = 0. Thus, the following
replacement is valid inside the brackets:
w2
w − zσσ′ →
z2σσ′
w − zσσ′ (143)
which leads to
〈P (t2)P (t1)〉 = −Mz
2
++e
−z++∆t
2Q
+
1
4πiMQ
[−z2++e−z++∆tE1(−z++∆t)
+z2+−e
−z+−∆tE1(−z+−∆t)
+z2−+e
−z−+∆tE1(−z−+∆t)
−z2−−e−z−−∆tE1(−z−−∆t)
]
(144)
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Using the expansion of the E1 one find a logarithmic divergence when ∆t→ 0
〈P (t2)P (t1)〉t2→t1 ∼
MQ
2
(
1 +
4γ
πQ
(1− γE) + 2
π
tan−1
γ
Q
)
− 2γM
π
ln Ωr∆t (145)
In the limit Γ→ 0, Q→ Ω, the first constant term becomes the width in momentum space
of the ground state wavefunction of the simple harmonic oscillator.
We should note Q is a function of the renormalized frequency; if we expand Q in small γ
about the bare frequency Ω, then we will see a linear divergence in 〈P 2〉, in addition to the
logarithmic one.
A.2 Factorized state
In this section we compute the expectation value of P 2 in the factorized initial state ρUV (0)×
ρIR(0), where for simplicity we will consider ρUV (0) = |0〉〈0|. This gives rise to initial jolt
singularities in the Heisenberg equations for X,P and the quadratic operators. As we argued
in §2, these initial jolts can be projected out by projecting out high-energy components,
following the Born-Oppenheimer approximation. Nonetheless, additional divergences in the
equations of motion appear to remain. The presence of OPE divergences in the exact vacuum,
found above, gives credence to this view, and indicates that they should be related to operator
renormalization. Thus, we compute the divergence in P 2(t) for large t; this result will be used
in the main text to show that it will be cancelled exactly by the divergence in the operator
equations of motion. In this case the divergence is identical to the vacuum divergence: in
general, for states containing substantial high energy excitations, there is no reason for the
OPE singularities to match the vacuum OPEs (see [36] and references therein).
Taking t > 0 in (16), we have:
P (t) = −e−γtMX0(γ cosΩrt+ Ωr sin Ωrt) + e−γtP0
(
cos Ωrt− γ sinΩrt
Ωr
)
+
∑
j
Cj
Ωr
∫ t
0
ds(Ωr cos Ωr(t− s)− γ sin Ωr(t− s))e−γ(t−s)x0j (s) .
(146)
Note that the first and second lines depends on the initial conditions for the IR and UV
operators respectively. Since we are interested in the divergent terms in 〈P 2(t)〉, we can
safely ignore the square of the terms depending on the IR operators. On the other hand,
the crossing terms will die in the expectation value since they are linear in the creation and
annihalation UV operators: that is, 〈x0j (t)〉 = 0 in our particular initial state.
The upshot is that the potentially divergent terms in 〈P 2〉 are:
〈P 2(t)〉 ∼
∫ t
0
dτ
∫ t
0
dτ ′(cosΩrτ − γ
Ωr
sinΩrτ)(cosΩrτ − γ
Ωr
sinΩrτ) e
−γτe−γτ
′
1
2
∑
j
CiCj〈{x0i (t− τ), x0j (t− τ ′)}〉 .
(147)
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Using
〈x0l (s)x0j (t) + x0j (t)x0l (s)〉 = δjl
cosωj(t− s)
mjωj
, (148)
we obtain
〈P 2(t)〉 ∼
∑
j
C2i
2miωi
[(∫ t
0
dτ(cosΩrτ − γ
Ωr
sinΩrτ) e
−γτ cosωiτ
)2
+
(∫ t
0
dτ(cosΩrτ − γ
Ωr
sinΩrτ) e
−γτ sinωiτ
)2 ]
.
(149)
Since we are not interested here in the finite t effects we can take t→∞ and use the Drude
regularization F (ω) = 1/(1 + (ω/Λ)2) which leads to
〈P 2(t)〉 ∼ −2γM
π
log
(√
Ω2r + γ
2/Λ
)
+
M
π
(
Ω2r − γ2
2Ωr
)
arctan
(
Ωr
γ
)
(150)
(We expect the log divergence to be independent of the details of the cutoff). This divergence
matches the vacuum OPE singularity 〈P (t)P (t′)〉 exactly.
As above, the second term, when expanded in small γ about Ω, contains a linear diver-
gence. The full expression is clearly a function of the renormalized frequency.
B Calculations for Born-Oppenheimer initial states
In this appendix we compute the final terms in (22,23) for the initial state
|Ψ〉 =
∫
dXΨ(X)|X〉IR|0;X〉UV . (151)
in which the environment oscillators have been placed in their instantaneous ground state for
fixed IR oscillator X , following the Born-Oppenheimer approximation. This is the leading
order expression in a systematic expansion in which one projects out high-frequency com-
ponents of Ψ , for the high-frequency oscillators with ωi ≫ Ω. That said, as discussed in
§2.5, we will choose this initial state even for ωi <∼ Ω, for simplicity and comparison with
the other calculations in §2.
Taking the final terms in (22,23) as source terms for the differential equations in Ok, we
evaluate them by substituting in eq. (16), and its derivative P (t) = MX˙(t). In order to
evaluate the last terms in (22,23) we thus need the following quantities:∑
j
Cj〈Ox0j(t) + x0j (t)O〉 (152)
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with O = {XS, PS,
∑
i Cix
0
i (s)}.
For O = XS, we find:∑
j
Cj〈XSx0j (t) + x0j (t)XS〉
= 2
∑
j
Cj〈XSx0j (t)〉
= 2
∑
j
Cj
∫
dXΨ(X)Ψ∗(X)X〈0, X|x0j(t)|0, X〉
= 2
∑
j
C2j
mjω2j
〈X2S〉 cosωjt = 8γMδ(t)〈X2〉
(153)
where we have used the fact that 〈0, X|x0j,S|0, X〉 = CjX/mjω2j .
For O = PS there is an additional complication: when PS is expressed as a derivative
acting on wavefunctions, there will also be derivative terms acting on |0;X〉. Let us consider
the first term in
∑
j Cj〈PSx0j (t) + x0j (t)PS〉:∑
j
Cj〈PSx0j (t)〉 =
∑
j
Cj
∫
dXdYΨ∗(Y )Ψ(X)〈Y |PS|X〉〈0, Y |x0j (t)|0, X〉 .
(154)
Using 〈Y |PS|X〉 = −i∂Y δ(Y −X), and integrating by parts, we find:∑
j
Cj〈PSx0j(t)〉 = i
∑
j
Cj
∫
dXΨ(X)∂Y (Ψ
∗(Y )〈0, Y |x0j (t)|0, X〉)|Y=X .
(155)
The term in this equation coming from ∂Y acting on Ψ
∗(Y ) gives:
i
∑
j
Cj
∫
dXΨ(X)∂XΨ
∗(X) 〈0, X|x0j(t)|0, X〉
=
∑
j
C2j
mjω
2
j
cosωjt
∫
dXΨ(X)Xi∂XΨ
∗(X)
= 4γMδ(t)〈PSXS〉 = 4γMδ(t)〈PX〉 . (156)
For the term in (155) coming from ∂Y acting on 〈0; Y |:
i
∑
j
Cj
∫
dXΨ(X)Ψ∗(X)∂Y 〈0, Y |x0j(t)|0, X〉 |Y=X . (157)
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we must compute ∂Y 〈0, Y |x0j(t)|0, X〉. Using
〈0, Y |x0j(t)|0, X〉 = 〈0, Y |x0j,S|0, X〉 cosωjt + 〈0, Y |p0j,S|0, X〉
sinωjt
mjωj
(158)
we introduce resolutions of the identity for the UV oscillators in the position basis:
〈0, Y |x0j(t)|0, X〉 =
(∫
dxjxj〈0, Y |xj〉〈xj |0, X〉 cosωjt
−
∫
dxj〈0, Y |xj〉i∂xj〈xj |0, X〉
sinωjt
mjωj
)
×
∏
k 6=j
∫
dxk〈0, Y |
∏
k 6=j
xk〉〈
∏
k 6=j
xk|0, X〉
(159)
Now the instantaneous ground state wavefunctions for the UV oscillators are:
〈
∏
k
xk|0, X〉 =
∏
k
(mkωk
π
)1/4
exp
{
−1
2
mkωk
(
xk − CkX
mkω
2
k
)2}
(160)
From this one can see that the contribution of ∂Y 〈0, Y |x0j (t)|0, X〉 from the derivative acting
on the last line of (159) is zero, since the resulting Gaussian integral is odd in its argument.
For the surviving terms, this last line is normalized to one as Y → X , so that:
∂Y 〈0, Y |x0j(t)|0, X〉|Y=X =
∫
dxjxj(∂X〈0, X|xj〉)〈xj|0, X〉 cosωjt
−i
∫
dxj(∂X〈0, X|xj〉)∂xj〈xj|0, X〉
sinωjt
mjωj
=
Cj
ωj
∫
dxj(xj − CjX/mjω2j )2|〈xj|0, X〉|2
×(cosωjt+ i sinωj)
=
Cj
2mjω2j
(cosωjt + i sinωjt) (161)
which is independent of X . Therefore equation (157) becomes
∑
j
C2j
2mjω2j
(i cosωjt− sinωjt) = 2γMiδ(t)− 2γM
∫ ∞
0
dω
π
sinωt . (162)
Equation (155), is obtained by adding (156) and (162), that is
∑
j
Cj〈PSx0j (t)〉 = 4γMδ(t)〈PX〉+ 2γMiδ(t)− 2γM
∫ ∞
0
dω
π
sinωt (163)
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and therefore∑
j
Cj〈PSx0j (t) + x0j (t)PS〉 = 4γMδ(t)〈PX +XP 〉 − 4γM
∫ ∞
0
dω
π
sinωt .
(164)
Finally, we want to evaluate
∑
ij CiCj〈x0i (s)x0j(t) + x0j(t)x0i (s)〉. This is∑
ij
CiCj〈{x0i (s), x0j(t)}〉 =
∫
|Ψ(X)|2〈0, X|{x0i (s), x0j (t)}|0, X〉 (165)
Now if, for fixed X , we set
x0j,S ≡ y0j,S +
CjX
mjω2j
(166)
then 〈y0j,S〉 = 〈p0j,S〉 = 0, and∑
ij
CiCj〈{x0i (s), x0j (t)}〉
= 2
∑
i
C2i
miω2i
cosωis
∑
j
C2j
mjω2j
cosωjt
∫
|Ψ(X)|2X2dX
+
∑
ij
CiCj
∫
|Ψ(X)|2〈0, X|{y0i (s), y0j (t)}|0, X〉dX
→ 32γ2M2δΛ(t)δΛ(s)〈X2〉+ 4γM
∫ Λ
0
dω
π
ω cosω(t− s)
(167)
The final line is the expression for the Ohmic spectrum with a hard frequency cutoff. Here
δΛ(t) =
∫ Λ
0
dω
π
cos(ωt) (168)
so that limΛ→∞ δΛ(t) = δ(t). We have kept the cutoff explicit for the following reason. Eq.
(167) appears integrated over s ∈ [0, t] in (22,23): the integral comes from inserting the
exact solution for P derived from (16). If we take Λ → ∞ before doing the integral, the
integral over s would pin the integrand at s = 0, leaving an explicit term proportional to
δ(t). However, that delta function also collapses the limits of integration; so we must be
more careful in interpreting this integral.
The first term in the last line of (167) appears in (23) via the integral
32γ2
M
Ω˜
δΛ(t)
∫ t
0
e−γ(t−s) sin(Ω˜(t− s))δΛ(s) (169)
Inserting the integral definition of δΛ(s), the integrand is a sum of exponentials of s and t.
We can do the s integral explicitly. The result is a set of terms which is finite as Λ → ∞,
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and which vanish at t = 0. If we then take Λ → ∞ and replace δΛ(t) → δ(t), this term
vanishes.
Returning to (22) and (23), we first evaluate the latter:∑
j
Cj〈{P (t), x0j(t)}〉 = −8γ2M2〈X2〉δ(t) + 8γ2M2〈X2〉(3− 4θ(t))δ(t)
+4γMδ(t)〈{P,X}〉 − 4γMe−γt(cos Ω˜t− γ
Ω˜
sin Ω˜t)G(t)
+4γM
∫ t
0
dτe−γτ (cos Ω˜τ − γ
Ω˜
sin Ω˜τ)G′(τ)
(170)
where
G(t) =
∫ ∞
0
dω
π
sinωt (171)
Equation (170) contains the exact jolt term proportional to 〈{P,X}〉, required to eliminate
the jolt in (23). The extra O(γ2) jolt terms also cancel with each other if we remember that
we have adopted the convention θ(0) = 1
2
. The above expression thus reduces to
∑
j
Cj〈{P (t), x0j(t)}〉 = 4γMδ(t)〈{P,X}〉
−4γMe−γt(cos Ω˜t− γ
Ω˜
sin Ω˜t)G(t)
+4γM
∫ t
0
dτe−γτ (cos Ω˜τ − γ
Ω˜
sin Ω˜τ)G′(τ) .
(172)
The last two terms can be combined via integration by parts and leads to∑
j
Cj〈{P (t), x0j(t)}〉 = 4γMδ(t)〈{P,X}〉
+4γM
∫ t
0
dτ
d
dτ
[
e−γτ (cos Ω˜τ − γ
Ω˜
sin Ω˜τ)
]
G(τ) .
(173)
The same steps can be followed for the other term, which leads to
∑
j
Cj〈{X(t), x0j(t)}〉 = 8γMδ(t)〈X2〉+
4γ
Ω˜
∫ t
0
dτ
d
dτ
[
e−γτ sin Ω˜τ
]
G(τ) .
(174)
44
and with these the master equations (22,23) become
d
dt
〈O2〉 = 2
M
〈O3〉 − 2MΩ2r〈O1〉 − 2γ〈O2〉
+
4γ
Ω˜
∫ t
0
dτ
d
dτ
[
e−γτ sin Ω˜τ
]
G(τ)
(175)
and
d
dt
〈O3〉 = −MΩ2r〈O2〉 − 4γM〈O3〉
+4γM
∫ t
0
dτ
d
dτ
[
e−γτ (cos Ω˜τ − γ
Ω˜
sin Ω˜τ)
]
G(τ) .
(176)
C Linearly coupled oscillators at high temperature
As a check on our calculations, we would like to reproduce the result of the original Caldeira
and Leggett model, with the environment placed at high temperature, from our perturbative
treatment. This is not a particularly new calculation – see for example the extensive discus-
sion of this model in [27], but we wish to highlight the relationship between that well-studied
limit and our own zero-temperature results.
In that work, one considers the initial density matrix to be factorized between X and xi,
with the oscillators xi described by a thermal density matrix
ρ =
1
Z(β)
e−β
∑
iHi (177)
where Hi =
∑
i
(
p2i
2mi
+ 1
2
miω
2
i x
2
i
)
, the spectrum of xi is taken to be the Ohmic spectrum
with a cutoff frequency  L, and 1
β
= T ≫  L. This is an unusual limit from a Wilsonian
point of view, but succeeds in reproducing a Langevin-like equation for 〈X〉 that describes
Brownian motion.
In this limit the UV vacuum green functions gj(t − t′) = e−iωj(t−t′)/2mjωj are replaced
by the thermal green functions
gj(t− t′) = 1
2mjωj
(coth(βωj/2) cosωj(t− t′)− i sinωj(t− t′)) (178)
In the large-T limit this becomes
gj(t− t′) ≈ 1
2mjωj
(
2T
ωj
cosωj(t− t′)− i sinωj(t− t′)
)
, (179)
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This modification shifts the real part of the function
∫
dτF (τ)X(−τ) that appears in
equation (56), such that its right hand side is replaced by5∫ ∞
0
dτF˜ (τ)X(−τ) =
(
kT − i  L
2
)
X −
(
T
MΛ
− i
2M
)
P (180)
and we obtain the Caldeira-Leggett result plus an extra term in the master equation
d
dt
ρ(t) =
1
i
[Hren, ρ(t)] +
γ
2i
[{X,P}, ρ(t)]− 2γMT [X, [X, ρ(t)]]
+
γ
i
([X, ρ(t)P ]− [P, ρ(t)X ]) + γT
Λ
([X, [P, ρ(t)]] + [P, [X, ρ(t)]]) .
(181)
The final cutoff-dependent term does not vanish in the Λ → ∞ limit, as we are taking
T ≫ Λ. Instead, this term can be argued to be smaller than the others (see e.g. [27]): if
P ∼ MΩX , this term is small relative to the term −2γMT [x, [x, ρ]] by a factor of Ω/Λ.
In the meantime, the logarithmic divergences we found in the zero-temperature limit are
sub-leading by a factor Λ lnΛ
T
in this high-temperature limit.
References
[1] C. Agon, V. Balasubramanian, S. Kasko, and A. Lawrence, “Coarse Grained Quantum
Dynamics,” arXiv:1412.3148 [hep-th].
[2] F. Lombardo and F. D. Mazzitelli, “Coarse graining and decoherence in quantum field
theory,” Phys. Rev. D53 (1996) 2001–2011, arXiv:hep-th/9508052 [hep-th].
[3] E. A. Calzetta, B. L. Hu, and F. D. Mazzitelli, “Coarse grained effective action and
renormalization group theory in semiclassical gravity and cosmology,”
Phys. Rept. 352 (2001) 459–520, arXiv:hep-th/0102199 [hep-th].
[4] C. P. Burgess, R. Holman, and D. Hoover, “Decoherence of inflationary primordial
fluctuations,” Phys. Rev. D77 (2008) 063534, arXiv:astro-ph/0601646 [astro-ph].
[5] S. V. Akkelin and Yu. M. Sinyukov, “Entanglement of scales as a possible mechanism
for decoherence and thermalization in relativistic heavy ion collisions,”
Phys. Rev. C89 (2014) no. 3, 034910, arXiv:1309.4388 [nucl-th].
[6] C. Burgess, R. Holman, G. Tasinato, and M. Williams, “EFT Beyond the Horizon:
Stochastic Inflation and How Primordial Quantum Fluctuations Go Classical,”
arXiv:1408.5002 [hep-th].
5The function F˜ (τ) is defined similarly but with the following change e−iωτ → 2T/w cos(ωτ) − i sin(ωτ)
46
[7] C. P. Burgess, R. Holman, and G. Tasinato, “Open EFTs, IR effects & late-time
resummations: systematic corrections in stochastic inflation,” JHEP 01 (2016) 153,
arXiv:1512.00169 [gr-qc].
[8] D. Neill, “The Edge of Jets and Subleading Non-Global Logs,”
arXiv:1508.07568 [hep-ph].
[9] H. Mori and S. Ono, “The quantum-statistical theory of transport phenomena, i on
the boltzmann-uehling-uhlenbeck equation,” Progress of Theoretical Physics 8 (1952)
no. 3, 327–340.
[10] H. Mori, “The quantum-statistical theory of transport phenomena, ii on the theory of
metallic conductivity,” Progress of Theoretical Physics 9 (1953) no. 5, 473–491.
[11] R. Zwanzig, “Ensemble method in the theory of irreversibility,” The Journal of
Chemical Physics 33 (1960) no. 5, 1338–1341.
[12] R. Zwanzig, “Memory effects in irreversible thermodynamics,” Physical Review 124
(1961) no. 4, 983.
[13] R. Zwanzig, Nonequilibrium statistical mechanics. Oxford University Press, USA, 2001.
[14] S. Jeon and L. G. Yaffe, “From quantum field theory to hydrodynamics: Transport
coefficients and effective kinetic theory,” Phys. Rev. D53 (1996) 5799–5809,
arXiv:hep-ph/9512263 [hep-ph].
[15] S. Jeon, “Hydrodynamic transport coefficients in relativistic scalar field theory,”
Phys. Rev. D52 (1995) 3591–3642, arXiv:hep-ph/9409250 [hep-ph].
[16] E. A. Calzetta and B. L. Hu, “Influence action and decoherence of hydrodynamic
modes,” Phys. Rev. D59 (1999) 065018, arXiv:quant-ph/9809084 [quant-ph].
[17] D. A. Meyer, “Scale decoherence in inhomogeneous potentials,”
arXiv:quant-ph/9805039 [quant-ph].
[18] Y. Minami and Y. Hidaka, “Relativistic hydrodynamics from the projection operator
method,” Phys. Rev. E87 (2013) no. 2, 023007, arXiv:1210.1313 [hep-ph].
[19] V. Balasubramanian, M. Guica, and A. Lawrence, “Holographic Interpretations of the
Renormalization Group,” JHEP 1301 (2013) 115, arXiv:1211.1729 [hep-th].
[20] R. Feynman and J. Vernon, F.L., “The Theory of a general quantum system
interacting with a linear dissipative system,” Annals Phys. 24 (1963) 118–173.
[21] Avinash, C. Jana, R. Loganayagam, and A. Rudra, “Renormalization in Open
Quantum Field theory I: Scalar field theory,” arXiv:1704.08335 [hep-th].
47
[22] A. Kossakowski, “On quantum statistical mechanics of non-hamiltonian systems,”
Reports on Mathematical Physics 3 (1972) no. 4, 247 – 274.
[23] G. Lindblad, “On the Generators of Quantum Dynamical Semigroups,”
Commun.Math.Phys. 48 (1976) 119.
[24] A. Caldeira and A. Leggett, “Path integral approach to quantum Brownian motion,”
Physica 121A (1983) 587–616.
[25] J. B. Kogut and L. Susskind, “Hamiltonian Formulation of Wilson’s Lattice Gauge
Theories,” Phys. Rev. D11 (1975) 395–408.
[26] M. Rosenau da Costa, A. O. Caldeira, S. M. Dutra, and H. Westfahl, Jr., “Exact
diagonalization of two quantum models for the damped harmonic oscillator,”
Phys. Rev. A61 (2000) 022107, arXiv:quant-ph/9903022 [quant-ph].
[27] H. Breuer and F. Petruccione, The Theory of Open Quantum Systems. OUP Oxford,
2007.
[28] S. R. Das, D. A. Galante, and R. C. Myers, “Universal scaling in fast quantum
quenches in conformal field theories,” Phys. Rev. Lett. 112 (2014) 171601,
arXiv:1401.0560 [hep-th].
[29] S. R. Das, D. A. Galante, and R. C. Myers, “Universality in fast quantum quenches,”
JHEP 02 (2015) 167, arXiv:1411.7710 [hep-th].
[30] D. Das, S. R. Das, D. A. Galante, R. C. Myers, and K. Sengupta, “An exactly solvable
quench protocol for integrable spin models,” arXiv:1706.02322 [hep-th].
[31] T. Grover and M. P. A. Fisher, “Quantum Disentangled Liquids,”
J. Stat. Mech. 1410 (2014) no. 10, P10010, arXiv:1307.2288 [cond-mat.str-el].
[32] H.-P. Breuer, “Foundations and measures of quantum non-markovianity,” Journal of
Physics B: Atomic, Molecular and Optical Physics 45 (2012) no. 15, 154001.
[33] A´. Rivas, S. F. Huelga, and M. B. Plenio,
“Quantum non-Markovianity: characterization, quantification and detection,”Reports on Progress in Physics 77 (Sept., 2014) 094001,
arXiv:1405.0303 [quant-ph].
[34] L. D’Alessio and A. Polkovnikov,
“Emergent Newtonian dynamics and the geometric origin of mass,”Annals of Physics 345 (June, 2014) 141–165,
arXiv:1309.6354 [cond-mat.stat-mech].
[35] L. D’Alessio, Y. Kafri, and A. Polkovnikov, “Negative mass corrections in a dissipative
stochastic environment,”ArXiv e-prints (May, 2014) ,
arXiv:1405.2077 [cond-mat.stat-mech].
48
[36] N. Kaloper, M. Kleban, A. Lawrence, S. Shenker, and L. Susskind, “Initial conditions
for inflation,” JHEP 11 (2002) 037, arXiv:hep-th/0209231 [hep-th].
[37] K. Symanzik, “Regularized Quantum Field Theory,” in Cargese Summer Institute:
New Developments in Quantum Field Theory and Statistical Mechanics Cargese,
France, July 12-31, 1976, pp. 265–279. 1976.
[38] M. Abramowitz and I. Stegun, Handbook of Mathematical Functions: With Formulas,
Graphs, and Mathematical Tables. Applied mathematics series. Dover Publications,
1965.
49
