According to the celebrated Lukacs theorem, independence of quotient and sum of two independent positive random variables characterizes the gamma distribution. Rather unexpectedly, it appears that in the multivariate setting, the analogous independence condition does not characterize the multivariate gamma distribution in general, but is far more restrictive: it implies that the respective random vectors have independent or linearly dependent components. Our basic tool is a solution of a related functional equation of a quite general nature. As a side effect the form of the multivariate distribution with univariate Pareto conditionals is derived. r
Introduction
In [19] the following celebrated theorem is proved: let X and Y be nondegenerate, positive, independent random variables (rv's). If X =Y and X þ Y are also independent, then the distributions of X and Y are gamma with the common scale parameter. This result was a starting point of numerous investigations which led to discoveries of further characteristic properties of the gamma distribution of a similar nature. Mostly, these studies were concerned with related regression schemes and/or probabilistic measures on more abstract structures-see, for instance, [6-11, 14,15,17,18,22,24-26] .
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However, among different results related to the Lukacs theorem it is rather difficult to find anything in the n-variate setting. At first, it seems to be rather strange. However, there is a reason: it lies in problems connected with infinite divisibility of the multivariate gamma distribution-see for instance [12, 13, 21, 23 ]. It appears that only the bivariate gamma distribution happens to be infinitely divisible without any additional restrictions. On the other hand the matrix variate versions of the Lukacs theorem were studied thoroughly, for instance in [8, 10, 22] . So a gap arouse between univariate and matrix variate approaches. The only early result falling into the gap was given in [24] and was concerned with regression conditions in the bivariate case. There exists also another characterization of the bivariate gamma distribution, given in [20] , but by a quite different regression property. Both these results suffer from inaccuracies related to the proper definition of the bivariate gamma distribution-until the paper [5] the set of admissible parameter values has not been specified precisely. These problems are carefully explained in [6] , where the bivariate version of the Lukacs theorem is given-leading to random vectors with independent or linearly dependent gamma components. On the other hand, it is shown there that different pairs of constancy of regression conditions lead to characterizations of the general bivariate gamma distribution.
Here, we are concerned with the independence property in the general multivariate setting. Again, as in the bivariate case, it appears that the parent random vectors have to have elements grouped into independent subvectors, each subvector having linearly dependent components. This is the main result of the present paper and it is given in Section 3. Let us stress that, rather unexpectedly, the n-variate independence condition is more restrictive than its matrix variate analogue, in which case it characterizes the general matrix variate gamma (Wishart) distribution. Earlier in Section 2 a general version of a functional equation related to the characterization problem is considered. It appears that its solution is also useful in describing multivariate distributions with Pareto univariate conditional distributions-see Section 4.
Functional equation
In this section, we consider a functional equation related to the characterization problem, which is the main subject of the paper. Its bivariate version was considered in [6] and is presented below, since it will be used in the sequel. holds for every x; yp0 and some real numbers p; q: Then only two cases are possible: 
where a ¼ að0Þ; b ¼ bð0Þ; c ¼ cð0Þ; d ¼ dð0Þ and M is a constant.
To formulate n-variate version of (2. We need to show Then (2.9) takes the form A 8i ¼ 1; y; n: Moreover, let us note that a ðiÞ l 1 ;y;l k ¼ a l 1 ;y;l k 8i ¼ 1; y; n (it follows from substituting (2.12) into (2.10) and then plugging zeros for suitable s i 's). Hence (2.10) can be rewritten as
þ C i ð% s ðiÞ Þs i 8i ¼ 1; y; n: ð2:13Þ
From (2.13), for iaj; it follows that 
Consequently,
jÞ Þs j 8j ¼ 2; y; n: ð2:16Þ
Therefore, by the induction assumption, we obtain
17Þ whereC and c l 1 yl k ; k ¼ 1; y; n À 1; are some constants. Combining (2.17) with (2.13) gives us
( Now we proceed by induction on n: We have just proved the result for r ¼ 1 and any nX1: Also, by Lemma 1, it holds true for r ¼ n ¼ 2: Assume now that the result is true for some n À 1X2 and any 1prpn À 1: We will prove that it also holds for n and any 1prpn:
Let % sðkÞ ¼ ðs j 1 ; y; s j m k Þ; where f j 1 ; y; j m k g ¼ W k ; and let 
n-Variate analogue of the Lukacs theorem
Recall first a version of the classical result (see [16, Chapter 1] ) relating linearity of regression to properties of Laplace transforms. It will be used in the proof of the main result of the paper. Lemma 2. Let Z be a positive random variable and % X ¼ ðX 1 ; y; X n Þ a random vector with positive components. Suppose that EðZÞ and Eð % XÞ exist. Then Z has linear regression on % X;
iff the relation
holds for all vectors % s ¼ ðs 1 ; y; s n Þ; s j p0; j ¼ 1; y; n; where a; b j ; j ¼ 1; y; n; are real constants.
Our main result is a multivariate version of the Lukacs characterization theorem. It appears that n-variate analogue of the independence condition looks somewhat stronger than in the univariate case since it does not characterize the n-variate gamma distribution in general but additionally enforces independence of components or groups of linearly dependent components of the involved random vectors. The bivariate version of this result has been obtained recently in [6] and it is a starting point of the induction argument which is the core of the proof of the theorem below. Theorem 2. Let % X ¼ ðX 1 ; y; X n Þ and % Y ¼ ðY 1 ; y; Y n Þ be independent nondegenerate n-variate positive random vectors. If random vectors % U ¼ ðU 1 ; y; U n Þ ¼ ð Proof. The proof is by induction on n:
For n ¼ 2 theorem holds true (see [6] for the proof). Assume that it is true for n À 1; nX3: We will show that it is true for n: Note that since U j Að0; 1Þ we have EðU k j ÞoN for k ¼ 1; 2; y; j ¼ 1; y; n: Let EU j ¼ a j ; EU 2 j ¼ b j ; j ¼ 1; y; n: It follows easily that 0oa 2 j ob j oa j o1; j ¼ 1; y; n: Since % U and % V are independent we have
ð3:2Þ
For s 1 ; y; s n p0 let f ðs 1 ; y; s n Þ ¼ Eðexpðs 1 X 1 þ ? þ s n X n ÞÞ;
We will consider f and g on ðÀN; 0Þ n : Let us note that f ; g and their derivatives are where
Let us note that there are two possible cases: I. For any fi 1 ; y; i nÀ1 gCf1; y; ng the components of ðX i 1 ; y; X i nÀ1 Þ are independent or II. there exists f j 1 ; y; j nÀ1 gCf1; y; ng such that the components of the vector ðX j 1 ; y; X j nÀ1 Þ are not independent.
First, let us consider case I. If X i 1 ; y; X i nÀ1 are independent for any fi 1 ; y; i nÀ1 gCf1; y; ng then by the induction assumption we obtain Hence B k ð% s ðkÞ Þ ¼ Àl k for any k ¼ 1; y; n and we have
which means that % X ¼ ðX 1 ; y; X n Þ has independent components: X k having the gamma distribution with the shape p k and the scale 1=l k 8k ¼ 1; y; n: Thus, by (3.6), we obtain On the other hand, by the induction assumption
where
Hence
which implies that % Y ¼ ðY 1 ; y; Y n Þ has independent components: Y k having the gamma distribution with the scale 1=l k and the shape q k ¼ p k 1Àa k a k 8k ¼ 1; y; n: Case I.2: If p k ¼ p and q k ¼ q (that is a k ¼ a) 8k ¼ 1; y; n; then by Theorem 1 we have
ð3:12Þ
Observe that A ¼ 1: Moreover, combining (3.12) with (3.9) and inserting, separately, s i ¼ 0; i ¼ 1; y; n; leads to
where M is a constant. Hence
From (3.6) it follows that 
where q ¼ p 1Àa a 40: We claim that M ¼ 0; which means that % X ¼ ðX 1 ; y; X n Þ and % Y ¼ ðY 1 ; y; Y n Þ have independent components: X k having the gamma distribution with the shape p and the scale 1=l k and Y k having the gamma distribution with the shape q and the scale 1=l k k ¼ 1; y; n: Indeed, from the independency of % U and % V it follows that
where c is a positive constant. Hence
and we have
Inserting in (3.14)
Since % X and % Y are independent, the Laplace transform of % V ¼ % X þ % Y is of the form
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Differentiating f and h we can rewrite (3.15) as follows:
which leads to ; k ¼ 1; y; n then, by Theorem 1 and (3.6) we have 
Thus, similarly as in case I.1, we obtain
which means that M ¼ 0 and we have
Hence % X and % Y have independent components: X k having the gamma distribution with the shape p and the scale 1=l k and Y k having the gamma distribution with the shape q k and the scale 1=l k k ¼ 1; y; n:
Case II: There exists f j 1 ; y; j nÀ1 gCf1; y; ng such that the components of the vector ðX j 1 ; y; X j nÀ1 Þ are not independent. Without loss of generality we can assume that this is the vector ðX 1 ; y; X nÀ1 Þ: Then, by the induction assumption, (W 1 ; y;W r :
S r i¼1W i ¼ f1; y; n À 1g;W i -W j ¼ |; iaj and (i #W i 41; such that the Laplace transform of ðX 1 ; y; X nÀ1 Þ is of the form
Now take X i 1 AW 1 ; y; X i r AW r (note that we have rpn À 2) and consider the vector ðX i 1 ; y; X i r ; X n Þ: Since the dimension of ðX i 1 ; y; X i r ; X n Þ is not greater than n À 1; its Laplace transform has the desired form by the induction assumption, that is either X n is independent of X i 1 ; y; X i r or there exists kAf1; y; rg such that
Let us note that instead of independency of % U and % V in the above theorem if suffices to assume the constancy of regressions: EðU j j % VÞ ¼ a j ; EðU 2 j j % VÞ ¼ b j ; j ¼ 1; y; n and EðU 1 yU n j % VÞ ¼ c:
Multivariate distribution with univariate Pareto conditionals
The results obtained in Section 2 can be used for deriving the form of the density of a multivariate distribution having all univariate conditional distributions of the Pareto type. Such problems were considered first in the bivariate case in [1] . Multivariate extensions can be found in [2, 4] .
The problem lies in identification of all n-variate distributions of the random vector % X valued in the positive orthant with univariate conditional densities of the form f X i j % ; % xAð0; NÞ n ; ð4:2Þ
where A and a j 1 yj i 's are real constants such that f is positive and integrable.
In [4] (see also [3] ) a simplified version of the problem was considered due to the assumption that all a i 's are equal. The formula for the joint density provided there agrees with (4.2) in this special case but instead of the proof, only a suggestion to adopt the argument used in the bivariate case is given. However, such an approach does not seem to be that straightforward, even for all a i 's equal, as can be seen in Section 2 above.
