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Recent high-precision results for the critical exponent of the localization length at the integer
quantum Hall (IQH) transition differ considerably between experimental (νexp ≈ 2.38) and numerical
(νCC ≈ 2.6) values obtained in simulations of the Chalker-Coddington (CC) network model. We
revisit the arguments leading to the CC model and consider a more general network with geometric
(structural) disorder. Numerical simulations of this new model lead to the value ν ≈ 2.37 in very
close agreement with experiments. We argue that in a continuum limit the geometrically disordered
model maps to the free Dirac fermion coupled to various random potentials (similar to the CC
model) but also to quenched two-dimensional quantum gravity. This explains the possible reason
for the considerable difference between critical exponents for the CC model and the geometrically
disordered model and may shed more light on the analytical theory of the IQH transition. We
extend our results to network models in other symmetry classes.
PACS numbers: 71.30.+h;71.23.An; 72.15.Rn
Introduction. The integer quantum Hall (IQH) transi-
tion [1] is the most prominent example of an Anderson
transition, a continuous quantum phase transition driven
by disorder and accompanied by universal critical phenom-
ena [2]. Numerous experiments [3–8] demonstrated scaling
near the IQH transition characterized by the localization
length exponent ν. The most recent and accurate experi-
mental value is νexp = 2.38 ± 0.02 [9, 10]. A similar value
of ν was observed at the IQH transition in graphene [11],
confirming universality at the IQH transition.
The IQH effect is usually modeled by neglecting electron-
electron interactions, that is, within the paradigm of An-
derson localization [12, 13]. Existence of delocalized states
in disorder-broadened Landau levels, which is necessary to
explain the IQH transition, is consistent with the descrip-
tion of the transition by a nonlinear sigma model with a
topological term [14, 15], and its two-parameter flow dia-
gram [16, 17]. The critical point of the sigma model should
possess conformal invariance and be described by a con-
formal field theory (CFT) with the central charge c = 0
[18], due to the use of replicas or supersymmetry (SUSY)
to treat disorder averages. However, this fixed point is in
the strong coupling regime, and notable attempts at iden-
tifying the CFT [19–22] are inconclusive so far.
The IQH transition is related to the problem of disor-
dered Dirac fermions [23]. The generic model with ran-
dom mass, scalar, and gauge potentials is believed to have
a fixed point in the universality class of the IQH transi-
tion, but this fixed point is not perturbatively accessible.
A simplified model where only a random gauge potential
is kept, is analytically solvable, and the exact spectrum of
multifractal (MF) exponents describing the scaling of the
moments of critical wave functions is known [23–28].
More recently, alternative approaches to the IQH tran-
sition were advanced. One is based on a mapping to a
classical model and conformal restriction [29], and another
uses symmetry properties of the sigma model [30–32] to
derive exact symmetry properties of the MF spectra at the
IQH transition. In spite of these successes, no theoretical
predictions for the exponent ν exist.
Much intuition about the IQH transition, as well as the
most accurate numerical estimates for critical exponents,
come from a the Chalker-Coddington (CC) network model
[33, 34]. The model is based on the semiclassical picture of
electrons drifting along the equipotential lines of a smooth
disorder potential. Tunneling across saddle points of the
potential leads to hybridization of the localized states and
a possible delocalization. In the CC model this picture is
drastically simplified, and all scattering nodes are placed at
the vertices of a square lattice. The CC model in various
limits can be mapped both to the nonlinear sigma model
[35, 36], and the random Dirac fermions [37].
The regular geometry of the CC model allows for an easy
application of numerical transfer matrix (TM) techniques
[38]. The most recent and accurate implementations of this
method [39–44], as well as other methods [45, 46] give the
value νCC in the range 2.56–2.62, which is definitely differ-
ent from the experimental value. One possible source for
the discrepancy are electron-electron interactions whose ef-
fect on the scaling near the IQH transition has been studied
in Refs. [47–49]. It was shown there that short-range inter-
actions are irrelevant at the IQH critical point, and should
not modify the value of ν. This leaves the option that the
Coulomb interaction may play a dominant role in experi-
mental systems, but this issue is not fully understood, and
remains unresolved.
Here we propose another possible explanation for why
the value of νCC differs from νexp, namely that the CC
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Figure 1.1. Left: a random graph. Right: the corresponding
random Manhattan lattice.
model does not capture all types of disorder that are rele-
vant at the IQH transition. Indeed, saddle points that con-
nect the “puddles” of filled electron states do not form a
regular lattice, and around each “puddle” there may be any
number of them. Taking this into account leads us to con-
sider structurally disordered, or random networks (RNs)
that better represent the physics in a smooth disorder po-
tential and strong magnetic field.
Let us list the main results of this paper. (1) We argue
that an ensemble of RNs can be mapped in a continuum
limit to the problem of free Dirac fermions coupled to ran-
dom potentials (similar to the CC model) and also to two-
dimensional quantum gravity (2DQG). Coupling to 2DQG
modifies critical exponents of statistical mechanics models
[50–56]. We suggest that a similar modification happens
for RNs. (2) We demonstrate that RNs can be effectively
constructed starting with the CC network and appropri-
ately modifying it. The modified RNs can be numerically
simulated, and for certain values of parameters specifying
the geometric disorder, we obtain the localization length
exponent ν = 2.374 ± 0.018, in excellent agreement with
experiments. (3) We extend these ideas to quantum Hall
transitions in symmetry classes C and D in the classifica-
tion of Refs. [57, 58]. Properties of these transitions map
to classical statistical mechanics models which were stud-
ied on random lattices, and for which the shift in critical
exponents is given by the KPZ relation [50–52] from the
theory of 2DQG. This fact allows us to predict various ex-
act critical exponents for these transitions.
Random networks. The network models we consider are
built on planar directed graphs where every vertex has
two incoming and two outgoing edges. The in- and out-
edges, also called links of the network, alternate as one
goes around a vertex (a node). Such graphs divide the
plane into two sets of polygonal faces with opposite ori-
entations of their edges, see Fig. 1.1, left. We will only
consider connected graphs, which are exactly the Feynman
graphs of zero-dimensional (complex) matrix φ4 theory in
the planar (large N) limit [59, 60].
A state of the network model on a given random graph
is represented by a complex vector Z ∈ CN , where N is
the number of edges of the graph, and each component ze
corresponds to the complex flux on the edge e. The model
includes random scattering matrices connecting incoming
1z
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Figure 1.2. Left: an S matrix. Right: the corresponding R
matrix.
z1, z1′ and outgoing z2, z2′ fluxes (see Fig. 1.2, left):( z2
z2′
)
= S
( z1
z1′
)
=
( teiγ reiγ′
reiγ −teiγ′
)( z1
z1′
)
, (1.1)
placed at the vertices. The scattering amplitudes satisfy
t2 + r2 = 1, and the scattering phases γ, γ′ are random.
Evolution of the states of the network in discrete time
steps is specified by an N ×N unitary matrix U composed
of all node scattering matrices [61]. In this description the
basic object is the resolvent (1− e−ηU)−1. Its matrix ele-
ment (a Green function) can be written as a superintegral
G(e1, e2; η) =
∫
DΨψe1 ψ¯e2e−
∑
e,e′ Ψ¯e(1−e−ηU)ee′Ψe′ (1.2)
where e1, etc., label edges of the graph, and Ψ¯e = (φ¯e, ψ¯e)
is a supervector assigned to the edge e, see Refs. [62, 63] for
details. The real part of the parameter η plays the role of
the imaginary part of the energy (level broadening) in the
Hamiltonian description. For our purposes it is sufficient
to take η = 0 in what follows.
Formulation of a random network as a lattice model ap-
peared in Ref. [64] in connection with the so called sign
factor problem in the string representation of the 3D Ising
model. This approach was further developed in Refs. [65–
69]. Following these references, we connect the midpoint of
each edge e “forward” to two other midpoints by two vec-
tors ξe. Then a scattering node is replaced by a rectangle
(see Fig. 1.2, right), and we get an alternative representa-
tion of the RN as a random Manhattan lattice (ML), see
the right part of Fig. 1.1. The action for the RN written
as
S =
∑
e
Ψ¯eΨe −
∑
e,ξe
te,ξee
iγeΨ¯e+ξeΨe (1.3)
represents hopping of fermions and bosons on the random
ML, and the hopping amplitudes take values r and ±t de-
pending on the vector ξe.
The SUSY method of Refs. [62, 63] is designed to de-
scribe only single-particle problems, while the approach of
Refs. [65–69] allows to consider interacting particles. To
this end one uses the second quantization, and the scat-
tering matrices at the nodes are “promoted” to R-matrices
acting in the tensor product of Fock spaces attached to
edges of the network (see Fig. 1.2, right). On a random
ML the R-matrices are represented by the quadrangular
faces surrounding the scattering nodes, see Fig. 1.1. The
trace of the product of the R-matrices over all nodes of the
network gives the partition function. For a general inter-
acting case the SUSY method does not apply, and one has
3ξ
ξξ
x
x
R
R
R
R R
R R
R
Figure 1.3. Weakly random Manhattan lattice.
to use replicas to treat disorder. In this paper we do not in-
clude interactions and continue to use SUSY. Then writing
the trace of the product of the R-matrices in the basis of
(super-)coherent states for each of the (super-)Fock spaces
on the edges, we obtain the same action (1.3).
Continuum limits. For the regular CC model the ML is
a square lattice with vertices labeled by the Cartesian co-
ordinates xµ (µ = 1, 2). The vectors ξe are ±xˆµ, where xˆµ
are unit vectors, and  is the lattice spacing. Near the crit-
ical point of the CC model (tc = rc = 1/
√
2) the variations
of the phases γe and the fields Ψe are slow, and we can pass
to a continuum limit by expanding Ψx+xˆµ ≈ (1 + ∂µ)Ψx
and rescaling the fields Ψ(x) in the continuum. In the limit
we obtain, as in Ref. [37], the action of the Dirac fermions
(and their bosonic partners)
S =
∫
d2x Ψ¯
[
σµ
(
i
↔
∂µ +Aµ
)
+mσ3 + V
]
Ψ, (1.4)
where
↔
∂µ = (
→
∂µ −
←
∂µ)/2, the mass m ∝ r − rc, and the
(random) gauge Aµ(x) and scalar V (x) potentials arise as
certain combinations of the random phases eiγe .
Let us now consider the random ML shown in Fig. 1.3.
This lattice is not very different from the regular square
lattice, its faces are still quadrangles, and we can introduce
(curvilinear) coordinates ξa (a = 1, 2) following the vectors
ξe in a natural way. It is clear that the physics cannot
depend on the choice of coordinates, so we can use either
ξa or xµ coordinates. We can use the formalism of frames
(vielbeins) of differential geometry [70] to relate coordinate
and orthonormal bases of vectors xˆµ = e
a
µ∂/∂ξ
a and forms
dxµ = eµadξ
a, as well as the volume elements d2x = e d2ξ,
where e = det eµa . The action (1.4) written in arbitrary co-
ordinates and invariant under coordinate changes becomes
S =
∫
d2ξ e Ψ¯
[
σµeaµ
(
i
↔
∂a +Aa
)
+mσ3 + V
]
Ψ. (1.5)
The action (1.5) is that of 2D fermions interacting with
random gauge and scalar potentials as well as random ge-
ometry (gravity). In the case of weakly deformed lattices,
Eqs. (1.4) and (1.5) are equivalent, they both describe the
system on a flat surface. We propose that random frames
can account for more complicated situations that corre-
spond to curved surfaces represented by random graphs.
In this case we define frames locally, on a given coordi-
nate chart, and then connect them on overlapping charts
-t
t = 1
r = 0
or
t = 0
r = 1
r
t
r
r
r
t t
a) b) c)
Figure 1.4. Top: opening a node. Bottom: The resulting mod-
ifications of the CC network.
by transition functions. The result is still given by Eq.
(1.5), but now we are supposed to average over “arbitrary”
frame configurations. The above arguments leave open the
question of the functional measure on random surfaces.
We believe that the requirements of diffeomorphism and
conformal invariance determine the appropriate measure
uniquely, the same way it is fixed in string theory [71].
The need to average observables over random geometry
means that our system is coupled to quenched quantum
gravity. However, in the SUSY formalism the partition
function of a disordered system is always unity (implying
c = 0 for the CFT of the critical point), and there is no
difference between quenched and annealed gravity.
It is known that 2DQG modifies critical exponents of a
CFT placed on a fluctuating surface in the way given by
the KPZ relation [50–52]. The relation has been verified by
solutions of critical models of statistical mechanics (related
to the so-called minimal CFTs [72]) defined on random
graphs [53–56]. When c = 0, as for Anderson transitions
and critical percolation, the relation is
∆ = (
√
1 + 24∆0 − 1)/4, (1.6)
where ∆0 (∆) are chiral dimensions of operators on a flat
(fluctuating) surface. Whether this relation can explain the
difference between νCC and νexp is to be seen. However,
Eq. (1.6) should be applicable to properly defined MF
exponents of critical wave functions at the IQH transition,
as well as other 2D Anderson transitions.
Construction and simulation of RNs. To simulate RNs
numerically, we adopt the following construction. Starting
with the regular CC network, at each node we set t = 0 with
probability p0, t = 1 with probability p1, and leave the node
unchanged with probability pc = 1−p0−p1. The modified
nodes with t = 0 (t = 1) are “open” in the horizontal
(vertical) direction, and opening a node changes the four
adjacent square faces into two triangles and one hexagon,
see Fig. 1.4. Repeated opening of nodes can produce tilings
of the plane by polygons with arbitrary numbers of edges.
At the same time, our construction still allows us to use the
transfer matrix (TM) of the CC model, but with modified
t and r amplitudes.
To maintain statistical isotropy of the model, we choose
p0 = p1. In this case we expect that the critical point is
still given by the value t2c = 1/2 for the unchanged nodes.
4Moreover, in this paper we fix p0 = p1 = pc = 1/3.
We simulate the modified networks on strips of different
widthM (the number of nodes per column) varying from 20
to 200, the length L = 5 ·106, and a range of the parameter
x which encodes deviations of t from tc [73]. We use the
LU decomposition of TMs [74]. Since t and r appear in the
denominators of the matrix elements of TMs, making them
zero is a singular procedure, related to the disappearance of
two horizontal channels upon opening a node in the vertical
direction. To overcome this difficulty, for every open node
we take either t or r to be equal to ε  1. We then look
at how the resulting Lyapunov exponents depend on . We
found that the results saturate at ε = 10−5, and there are
no changes when reducing  to 10−7. For even smaller ε the
results start changing again. This is to be expected because
the large differences of values in the entries of TMs cause
numerical instabilities for the LU decomposition. We have
chosen ε = 10−6 for our calculations.
The smallest Lyapunov exponent γ is expected to have
the following finite-size scaling behavior:
γM = Γ[M1/νu0(x),M
yu1(x)]. (1.7)
Here u0(x) is the relevant field and u1(x) the leading ir-
relevant field. The relevant field vanishes at the critical
point, and y < 0. The fitting procedure of our numerical
results, as well as the error analysis are presented in the
Supplementary material. The results of the analysis are
ν = 2.374± 0.018, y = −0.35± 0.05. (1.8)
This value of ν is surprisingly close to νexp, which suggests
that the structural disorder is, indeed, a relevant perturba-
tion that modifies the critical behavior.
Other symmetry classes. Network models can be con-
structed for all 10 symmetry classes of disordered systems
identified in Refs. [57, 58]. Superconductors with broken
time-reversal invariance in 2D can exhibit QH transitions
where the spin (class C) [75, 76] and thermal (class D) [77]
conductivities jump in quantized units. The ideas devel-
oped above apply to network models for these transitions.
In addition, both SQH and TQH are simpler than the IQH
since many of their properties can be determined from map-
pings to classical models.
The regular network in class C was mapped to classical
bond percolation on a square lattice [78–80]. Many exact
results are known for classical percolation. Thus, the map-
ping has lead to a host of exact critical properties at the
SQH transition [78, 80–85]. The mapping was extended to
network models in class C on arbitrary graphs [63].
The graphs relevant for our study are shown in Fig. 1.5.
For a given RN we draw the dual bipartite graph with dots
on the shaded faces and crosses on the empty faces of the
original RN. The dual graph forms a random quadrangu-
lation of the plane. We now dissect all quadrangles by
diagonals connecting the dots, and remove the crosses and
all edges connected to them. This results in a lattice (Fig.
1.5, right) on which the classical bond percolation should
be considered.
Critical bond percolation on random quadrangulations
(or their duals) was considered in Ref. [55], and it was
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Figure 1.5. Left: original RN and its dual. Right: percolation
lattice.
shown that the KPZ relation (1.6) is valid in this case. We
believe that the SQH transition on RNs lies in the same
universality class, and that Eq. (1.6) can be applied to
all critical exponents obtained in Refs. [78, 80, 82–85].
This includes, in particular, the dimension of the “two-leg”
operator that determines the localization length exponent
ν as well as a few MF exponents.
The TQH transition in class D can also be described and
simulated by a network model [86–89]. Its effective field
theory (without geometric disorder) is given by the Ma-
jorana fermions with random mass, the same theory that
describes the critical Ising model with a weak bond disorder
[77, 90]. The random mass is a marginally irrelevant per-
turbation, and critical exponents at the transition are given
by their Ising model values. When the model is coupled to
2DQG, we still should consider the quenched situation, and
the critical exponents should be modified according to Eq.
(1.6), see [91] and references therein.
Discussion and outlook. The geometric disorder that
we simulate by a modified CC model can be viewed as
randomness in the heights V of the saddle points in the
disorder potential. Indeed, it is known that (at zero en-
ergy) t2 = (1 + e−V )−1 [92]. Our choice of t is described
by the tri-modal distribution P (V ) = p0δ(V − 2 ln ε) +
pcδ(V − V0) + p0δ(V + 2 ln ε). Previous studies of ran-
dom V [93, 94] focused instead on the uniform distribution
in the interval V ∈ [−W,W ] or the bimodal distribution
P (V ) = [δ(V −W ) + δ(V + W )]/2. No choice of W gives
our type of randomness when pc > 0. However, for pc = 0
our distribution becomes bimodal, and describes classical
percolation with ν = 4/3. The other extreme, pc = 1, gives
the regular CC model. Since we only simulated the point
pc = 1/3, we cannot distinguish the following three possi-
bilities: 1) a novel fixed point at a finite pc, 2) a crossover
from percolation to CC criticality, 3) a line of fixed points.
We plan to study other values of pc to determine which
scenario is actually realized.
We also plan to simulate RNs in classes C and D, and
try to solve the classical percolation problem on relevant
graphs using matrix models techniques. We will, further-
more, consider the problem of Dirac fermions in an Abelian
random gauge potential coupled to 2DQG, and determine
the MF spectrum of the wave functions in order to test the
applicability of the KPZ relation (1.6).
In summary, we have considered the possibility that a
certain type of geometric (structural) disorder, previously
missed in the study of the IQH transition, may change the
5universality class. Our numerical simulations support this
idea. We have also proposed that the proper framework
for a field-theoretic description of this type of disorder is
provided by 2DQG coupled to matter fields. These ideas
can be applied to other 2D Anderson transitions.
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7SUPPLEMENTAL MATERIAL
NETWORK MODEL FOR PLATEAU TRANSITIONS IN THE QUANTUM HALL EFFECT
We calculate numerically the localization length index ν
in the Chalker-Coddington (CC) network suitably modified
to represent a random network. We use one relevant field
and one irrelevant field in the fitting procedure. The results
lead to the value ν ≈ 2.37 for the modified model, in very
close agreement with experiments.
Model description
For the calculation of critical indices we used the
transfer-matrix method developed in [1, 2]. To calculate
the smallest Lyapunov exponent of the CC-model it is nec-
essary to calculate a product TL =
∏L
j=1M1U1jM2U2j of
layers of transfer matrices M1U1jM2U2j corresponding to
two columns M1 and M2 of vertical sequences of 2x2 scat-
tering nodes,
M1 =
B1 0 0
0 B1
0
0 0 B1

 (2.1)
and
M2 =
B222 0 0 B
2
21
0 B2 0
0 B2 0
B212 0 0 B
2
11


(2.2)
with
B1 =
(
1/t r/t
r/t 1/t
)
and B2 =
(
1/r t/r
t/r 1/r
)
(2.3)
The U -matrices have a simple diagonal form with inde-
pendent phase factors Unm = exp (iαn) δnm for U = U1j
and U2j . Here t and r are the transmission and reflection
amplitudes at each node of the regular lattice which are
parameterized by
t =
1√
1 + e2x
and r =
1√
1 + e−2x
. (2.4)
The parameter x corresponds to the Fermi energy measured
from the Landau band center scaled by the Landau band
width (with the critical point at x = 0). The phases αn
are random variables uniformly distributed in the range
[0, 2pi), reflecting that the phase of an electron approaching
a saddle point of the random potential is arbitrary.
To simulate random networks (RNs) numerically, we re-
move scattering nodes by opening them in horizontal or
vertical direction with probabilities p0 and p1 by adopt-
ing the following construction. Starting with the regular
CC network, at each node we set t = ε  1 with proba-
bility p0, t =
√
1− ε2 with probability p1, and leave the
node unchanged with probability pc = 1 − p0 − p1. Here
the small number ε is chosen as ε = 10−6: We found that
the results saturate already at ε = 10−5, and there are no
changes when reducing ε to 10−7. For even smaller ε the
results start changing again due to precision issues of the
numerics.
Furthermore, in this report we use p0 = p1 = pc = 1/3.
The fitting procedure
For the scaling behavior of the Lyapunov exponent γ
near the critical point we expect the finite size dependence
γ ·M = Γ(M1/νu0,My u1), (2.5)
Here we have taken into account the relevant field with
exponent ν and the leading irrelevant field with exponent
y. M is the number of 2×2 blocks in the transfer matrices
(= half the number of horizontal channels of the lattice),
u0 = u0(x) is the relevant field and u1 = u1(x) the leading
irrelevant field. It is known that the relevant field vanishes
at the critical point, and that y < 0.
On the left hand side of Eq. (2.5) we use the numerical
results for the eigenvalues of TL, where we are particularly
interested in the eigenvalue closest to 1. The Lyapunov
exponent γ is the smallest positive eigenvalue of
lim
L→∞
log[TLT
†
L]
2L
, (2.6)
which we calculate for various combinations of the param-
eter x and the lattice width M . The right hand side of
(2.5) is expanded in a series in x and powers of M , and
the expansion coefficients are obtained from a fit. Some
coefficients in this expansion vanish due to a symmetry ar-
gument [3]. If x is replaced by −x we see from (2.4) that t
turns into r and vice versa. Due to the periodic boundary
conditions the lattice is unchanged. Therefore the left hand
side of (2.5) is invariant under the sign change of x. Hence
the right hand side must be even in x. That renders u0(x)
and u1(x) either even or odd in x. For the Chalker Cod-
dington network the critical point is at x = 0. This lets us
choose u0(x) odd and u1(x) even. The fit now should use
as few coefficients as possible while reproducing the data
as closely as possible.
The scaling function Γ in the right side of (2.5) is ex-
panded in the fields u0 and u1 yielding
Γ(u0(x)M
1/ν , u1(x)M
y) = Γ00 + Γ01u1M
y + Γ20u
2
0M
2/ν
+ Γ02u
2
1M
2y + Γ21u
2
0u1M
2/νMy + Γ03u
3
1M
3y
+ Γ40u
4
0M
4/ν + Γ22u
2
0M
2/νu21M
2y + Γ04u
4
1M
4y + . . .
(2.7)
8We further expand u0 and u1 in powers of x as was done,
for example, in Refs. [3, 4]:
u0(x) = x+
∞∑
k=1
a2k+1x
2k+1 and u1(x) = 1 +
∞∑
k=1
b2kx
2k.
(2.8)
In Eq. (2.7) we retained only terms that are even in x.
Because of the ambiguity in the overall scaling of the fields,
the leading coefficient in Eq. (2.8) can be chosen to be 1.
Weights and Errors
The left hand side of Eq. (2.5) is determined by the
results of numerical simulations of the random network
model. Following Ref. [4] we have produced large en-
sembles of the Lyapunov exponent γ by simulating many
disorder realizations for many combinations of x and M .
We calculated 624 disorder realizations for any combina-
tion of M = 20, 40, 60, 80, 100, 120, 140, 160, 180, 200 and
x = 0.08/12 · [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] for fixed
L = 5 000 000. Our goal is to check whether the central
limit theorem (CLT) [5] also works in the case of random-
ness of the network or not. Fig. 2.1 shows the distribution
of the Lyapunov exponent for M = 60 and x = 0.02 be-
ing nicely described by a Gaussian which demonstrates the
validity of CLT.
In the fitting procedure, the weight of each such γ is
given by the reciprocal of the variance of the corresponding
ensemble. On the right hand side of Eq. (2.5) the fitting
formula depending on x and M is used. The coefficients
of the expansion and the critical exponents are the fitting
coefficients.
The fits are performed in several steps. First a weighted
nonlinear least square fit based on a trust region algorithm
with specified regions for each parameter is applied. The
resulting parameters are used in a further weighted nonlin-
ear least square fit based on a Levenberg-Marquardt algo-
rithm. Here no limits are imposed on the fit parameters.
The last step is repeated until the resulting parameters stop
changing.
Evaluation of fits
The next step is the evaluation of the fit results. We
present several methods to do this.
Very common is the χ2-test. χ2 is given by
χ2 =
∑
i
(yi − fi)2
σ2
(2.9)
where fi is the value predicted by the fit and yi the mea-
sured value. σ is given by the standard deviation. As our
fit contains large ensembles of data points for the same
(x,M) coordinates, χ2 = 0 is not possible, actually it will
be large due to the huge number of data points. The way to
deal with this behavior is to consider the ratio χ2/degrees
of freedom. The expectation value for this ratio is 1 for
an ideal fit. The degrees of freedom is the number of data
points in the fit minus the number of fit parameters.
Deviations from 1 are evaluated by use of the cumulative
probability P (χ˜2 < χ2) which is the probability of observ-
ing – just for statistical reasons – a sample statistic with
a smaller χ2 value than in our fit. A small value of P ,
i.e. a large value of the complement Q := 1−P is taken as
indicative for a good fit. However, values of P lower than
1/2 indicate problems in the estimation of the error bars
of the individual data points.
Another criterion is based on the width of the confidence
intervals. This quantifies the quality of the prediction
for a single parameter. We use 95% confidence intervals
which means that for repeated independent generation of
the same amount of data and application of the same kind
of data analysis the resulting confidence intervals contain
the true parameter values in 95% of the cases.
A most sensitive criterion is the Akaike information cri-
terion (AIC) [6]. AIC is founded on information the-
ory; Akaike found a formal relationship between Kullback-
Leibler information and likelihood theory. This finding
makes it possible to combine estimation (i.e., maximum
likelihood or least squares) and model selection under a
unified optimization framework.
Unlike in the case of hypothesis testing, AIC does not
assume that the correct model is among the tested models.
AIC rather offers a relative estimate of the information
lost when a given model is used to represent the process
that generates the data. This way, given a collection of
models, AIC ranks those models if they are based on the
same data. In this case a comparison to the best model
can be calculated easily. In case a different data base has
been used, the models cannot be ranked or compared.
For the calculations presented in this article we have been
using the AICc, which is a small sample version of AIC or,
more precisely, a second order bias correction. AICc is also
valid if k is not small compared to n, where n denotes the
sample size and k denotes the number of parameters, and
is given by
AICc = AIC +
2k(k + 1)
n− k − 1 . (2.10)
This formula holds exactly if the model is univariate, linear,
and has normally-distributed residuals, but may in other
cases still be used unless a more precise correction is known.
Further details on the AIC and the AICc can be found in
[7].
The AIC can be expressed in terms of χ2:
AIC = 2k + χ2 − 2C (2.11)
Here 2C is a constant (dependent on the set of data points)
that can be omitted because for comparisons we only need
differences of AICc’s.
For comparing models, the AIC (and the AICc) are used
in the following way. Suppose, we have l models with AIC1,
. . . AICl. The model with the smallest AICc — let us call
it AICmin, — is the favorite one. The relative probability
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Figure 2.1. Distribution of Lyapunov exponents in the ensemble
of calculations with 624 elements for chain length L = 5 000 000,
M = 60 and x = 0.02.
of model j compared to the model with AICmin is
exp
AICmin −AICj
2
. (2.12)
Note that the exponential expression is smaller than one.
The last criterion we present is the sum of residuals. It is
given by res =
∑
j resj , resj = yj − fj . The sum of resid-
uals should be small compared to the number of degrees
of freedom. The residuals plotted should look like noise
around zero. If the residuals significantly deviate from zero,
we expect that the fit function is not correct.
Results
In Fig.2.1 we present an example of the distribution of
Lyapunov exponents for fixed width M , parameter x and
chain length L. This distribution defines the data point and
its accuracy for the combination (x,M). The reciprocal of
the variance is used as the weight the data point carries in
the fitting procedure.
In Fig.2.2 we present the product Mγ (the left-hand side
of Eq. (2.5)) versus x for various values of the width M .
The corresponding fitting parameters are presented in the
table below.
Our best fitting results have been obtained by expanding
Γ up to second order in u0 and u1 (2.7), and expanding
u0 (u1) up to the third (second) order in x. We found the
following coefficients and goodness of fit parameters:
0 2 4 6 8
·10−2
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Figure 2.2. Plot of the smallest eigenvalue of the transfer matrix
times M (number of blocks) depending on the distance x from
the critical point. The x-values divide the interval [0, 0.08] into
12 equal parts.
Coefficients (confidence bounds 95%):
Γ00 = 0.864 (0.856, 0.871)
Γ01 = 0.0898 (−0.071, 0.250)
Γ02 = 0.976 (0.907, 1.046)
Γ20 = 0.312 (0.302, 0.321)
a3 = 0.293 (−0.221, 0.807)
b2 = − 0.255 (−0.460,−0.049)
ν = 2.374 (2.356, 2.391)
y = − 0.356 (−0.407,−0.306)
Goodness of fit parameters:
χ2 : 81192.5
degrees of freedom (dof) : 81112
χ2/dof : 1.001
P : 0.554
AICc : − 556356.5
sum of residuals : 181.86
The degrees of freedom have been calculated from the
number of data points 624 · 13 · 10 minus 8, the number
of fit parameters. We see χ2/dof is close to 1 and the
cumulative probability P = 0.554 is close to 1/2, marking
a good fit result. The sum of residuals is small compared
to the number of degrees of freedom. As can be seen in
Fig.2.3, the residuals are distributed around zero as judged
10
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Figure 2.3. This figure presents a plot of the residuals. The x-axis shows the scaling parameter x and the y-axis the residuals. For
each pair (x,M) the corresponding residuals are summed up and the result is shown in the plot. By inspection the x-axis is at
the center of the scattered residuals. This indicates that there is no systematic deviation between the data points and the model
equation.
by the eye. All this indicates that the fit is reliable and the
data agree with the model equation.
Fits with two irrelevant fields are clearly discouraged by
the Akaike criterion. Those models produce a (relative)
Akaike coefficient of at least AICc = −556340. Therefore
their relative likelihood is about 0.0003.
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