In this paper we generalize the KPSS-type test to allow for two structural breaks. Seven models have been de…ned depending on the way that the structural breaks a¤ect the time series behaviour. The paper derives the limit distribution of the test both under the null and the alternative hypotheses and conducts a set of simulation experiments to analyse the performance in …nite samples.
Introduction
Testing for unit roots in time series has become a usual practice in economic research. Since the seminal paper of Dickey and Fuller (1979) appeared, there have been multiple developments aimed at getting statistical tools consistent with seeming data generation process of macroeconomic time series. One of these developments has emerged after studying the e¤ects that structural breaks can cause on the integration order analysis. In this regard, Perron (1989 Perron ( , 1994 shows that misspeci…cation errors in the trend function involve a bias that make Table 1 : Deterministic speci…cations Model f (t; T b1 ; T b2 ) AAn + P 2 i=1 i DU i;t AA + t + P 2 i=1 i DU i;t BB + t + P 2 i=1 i DT i;t CC + t + P 2 i=1 i DU i;t + P 2 i=1 i DT i;t AB-BA + t + 1 DU 1;t + 2 DT 2;t AC-CA + t + P 2 i=1 i DU i;t + 2 DT 2;t BC-CB + t + 2 DU 2;t + P 2 i=1 i DT i;t
The KPSS test with two breaks
Following Kwiatkowski, Phillips, Schmidt, and Shin (1992) , we propose a model of unobserved components to test for stationarity against the unit root process when there might be two structural breaks a¤ecting the trend function of the time series. The standard KPSS test is based on:
y t = f (t; T b1 ; T b2 ) + r t + " t ;
(1) r t = r t 1 + u t ;
where u t iid (0; 2 u ) and f" t g is assumed to satisfy the strong-mixing regularity conditions of Phillips (1987) and Phillips and Perron (1988) . Under the null hypothesis of stationarity 2 u must be zero, otherwise the stochastic process is I(1). f (t; T b1 ; T b2 ) in (1) denotes the deterministic speci…cation that is assumed for the time series. Table 1 presents the seven deterministic speci…cations that are considered in the paper. In order to take into account the presence of the structural breaks, these speci…cations incorporate dummy variables, which are de…ned as DU i;t = 1, DT i;t = (t T bi ) if t > T bi and 0 otherwise, with T bi = i T , i 2 (0; 1), i = 1; 2, denoting the date of the structural breaks.
The pseudo LM test is given bŷ
j = {AAn, AA, BB, CC, AB-BA, AC-CA, BC-CB}, where S t = t P j=1ê j , S 0 = 0, withê t being the OLS estimated residuals of the regression of y t on one of the deterministic speci…cations in Table 1 . Kwiatkowski, Phillips, Schmidt, and Shin (1992) estimate the long-run variance from 2 = T 
where w (s; l) denotes the spectral window -i.e. either the Bartlett or the Quadratic spectral windows. While the choice of the kernel is, to some extent, somewhat that depends on the preference of practitioners - Kwiatkowski, Phillips, Schmidt, and Shin (1992) use the Bartlett kernel, but Hobijn, Franses, and Ooms (1998) suggest the Quadratic spectral window-, some cautions should be taken when selecting the spectral bandwidth. Thus, we can …nd in the literature some suggestions that can drive to wrong conclusions. For instance, Lee (1996) uses Andrews (1991) method, while Hobijn, Franses, and Ooms (1998) suggest to apply the automatic methods in Newey and West (1994) to estimate the bandwidth. Unfortunately, Choi and Ahn (1995, 1999) and Kurozumi (2002) advice that the use of these data based selection methods provoke the inconsistency of the test. Notwithstanding, some bounds to control the estimated bandwidth can be imposed to avoid such inconsistence. Carrion-i-Silvestre and Sansó (2005a) have recently compared the di¤erent procedures to establish a bound for the bandwidth showing that the proposal in Sul, Phillips, and Choi (2003) is the best one in terms of size and power. Therefore, in this paper we use this estimator for the long-run variance. In brief, Sul, Phillips, and Choi (2003) propose a prewithened Heteroskedasticity and Autocorrelation Consistent (HAC) estimator for the long-run variance. In the …rst stage an AR model for the residuals fê t g is estimated:
e t = # 1êt 1 + : : :
After the estimation of (5) is carried out it is possible to obtain the long-run variance of the estimated residuals in (5), which is denoted as~ 2 , through the application of a HAC estimator -for instance, Bartlett or Quadratic Spectral window-to control for the presence of heteroskedasticity. In the second stage the estimated long-run variance is recolored:
In order to avoid the inconsistence of the test statistic, Sul, Phillips, and Choi (2003) suggest using the following boundary condition rule to obtain the long-run variance estimate:
where > 0 is a constant to be determined below. Sul, Phillips, and Choi (2003) use = 1. However, in order to improve the power of the test with a good size other values of might be suitable. Note that this does not modify the asymptotic properties of the estimator, because this boundary rule only acts under the alternative hypothesis and the rate of divergence is not a¤ected. The application of this rule ensures that the estimated long-run variance is bounded above by T~ 2 .
The following Theorem presents the limit distribution of the KPSS test with two structural breaks assuming that the date of the breaks are known. Section 3 deals with the procedure that can be applied in order to estimate the breaking dates.
Theorem 1 Let fy t g be a stochastic process described by (1) and (2), with 2 u = 0 and f" t g satisfying the strong-mixing regularity conditions of Phillips (1987) and Phillips and Perron (1988) . Let T bi = i T , i = 1; 2, 0 < 1 < 2 < 1. Furthermore, as T ! 1 , T bi ! 1 so that i remains constant, i = 1; 2. Then as T ! 1:
;j (r; 1 ; 2 ) dr; j = {AAn, AA, BB, CC, AB-BA, AC-CA, BC-CB} where ) denotes weak convergence to the associated probability measure and H k;j ( ), 1 k = 1; 2; 3, are complex functions of Wiener processes and of the break fractions that are shown in the Appendix.
The proof of Theorem 1 is outlined in the Appendix. Notice that the limit distributions distinguish between the three subperiods that have been de…ned by the two breaks. Asymptotic critical values for the models AAn, AA, BB, CC, AB-BA, AC-CA, BC-CB are collected in Tables 2 to 8 for di¤erent values of the break fraction parameters at the 1, 2.5, 5 and 10% signi…cation level.
Note the symmetry that seems to be present in the tabulated critical values for those models with the same e¤ect for the two structural breaks. If we take a look on each diagonal of the tables of critical values we can see that there exist a symmetric behaviour that depends on both the distance between the two break fractions and the distance that separate these values from the beginning (end) of the time period. For instance, in the model CC the critical value for the couple ( 1 , 2 ) = (0.1, 0.2) is 0.0972 while for ( 1 , 2 ) = (0.8, 0.9) it is 0.0966.
Once the limit distribution of the KPSS test with two structural breaks has been derived for the di¤erent models, now is time to assess the consistency of the test under the alternative hypothesis of non-stationarity. As in Lee and Strazicich (2001) , the goal is to proof that under the alternative hypothesis the sum of the square of the partial processes T 2 P T t=1 S 2 t is O p T 2 and the estimate of the long-run variance is O p (T ), so that the test statistic is O p (T ). Theorem 2 presents the limit distribution of the KPSS test under the alternative hypothesis.
Theorem 2 Let fy t g be a stochastic process with DGP de…ned by (1) and (2), with 2 u > 0 and f" t g satisfying the strong-mixing regularity conditions of Phillips (1987) and Phillips and Perron (1988) . Then as T ! 1 ,
The proof is outlined in the Appendix. 
The estimation of the breaking points
Up to now we have assumed that the date of the breaks are known, an unrealistic situation in applied research. Besides, this was the criticism that received the early work of Perron (1989) , since the order of integration analysis became conditioned on this a priori selection. The way to overcome this drawback consists on proceed to the estimation of the break points instead of assuming them as exogenous. Thus, Hao (1996) , Busetti and Harvey (2001) and Lee and Strazicich (2001) apply the minimum functional to the sequence that results from the computation of the KPSS test for all possible break points. The argument that minimizes this sequence is taken as the estimate of the breaking point. Instead, Carrion-i- Silvestre and Sansó (2005b) propose the minimization of the sequence of sum of squared residuals (SSR) to estimate the date of the break and compare both procedures concluding in favour of the later. The minimization of the SSR has been also suggested in Kurozumi (2002) . Therefore, in this paper we propose the application of the procedure in Bai and Perron (1998) that computes the global minimization of the SSR and choose as the estimate of the dates of the breaks the argument that minimizes the sequence of SSR (T b1 ; T b2 ), where the SSR is obtained from the regression of y t = f (t; T b1 ; T b2 ) + e t , where f (t; T b1 ; T b2 ) denotes one of the deterministic components in Table 1 . Thus, the break points are estimated as:
Bai (1994, 1997) shows the T -consistency of the estimation of the break fraction parameter when it is estimated using this criteria for the case of one structural break. This result is extended in Bai and Perron (1998) for the case of multiple breaks for both trending and non trending regressors. The same applies in this case. Notice that some trimming is required when computing estimates of the break points. Though the amount of trimming is somewhat arbitrary some practitioners have speci…ed i 2 [0:15; 0:85], i = 1; 2 -see among others Zivot and Andrews (1992) .
Thus and provided that a T -consistent estimation of the breaking fractions is available, the KPSS test can be computed as usual and compared with the critical values collected in Tables 2 to 8 in order to test the null hypothesis of stationarity.
A simple Monte Carlo experiment
The performance of the test statistic in …nite samples is carried out through a Monte Carlo experiment where both the empirical size and power are evaluated. The three di¤erent sets for the DGP parameters that are considered allow us to analyse the magnitude of the breaks in ‡uence. Our main interest points to the model CC since it is the most general formulation considered in this paper.
The DGP is given by
with f (t; T b1 ; T b2 ) being the one for model CC, and v t iid N (0; 1) . We have essayed four di¤erent vectors of parameters # = ( ; ; 1 ; 1 ; 2 ; 2 ):
2), and (iv) # 4 = (1, 0.2, 0, 0, 0, 0), for the break points located at ( 1 , 2 ) = (0.2, 0.6). Simulations not reported here indicate that similar results were obtained for di¤erent speci…cations of the break points -results for ( 1 , 2 ) = (0.4, 0.7) are available upon request. The de…nition of = f0:8; 0:9; 1g in (6) allows us to analyse both the empirical size and power of the test statistic. The sample sizes are set at T = {100, 200, 500}, and n = 2; 000 replications are conducted.
The estimation of the long-run variance is obtained using the Quadratic spectral windows with the automatic lag length selection method described in Sul, Phillips, and Choi (2003) along with the de…nition of the boundary condition depends on . Non reported Monte Carlo experiments led us to …x = 0:15 as a compromise between size and power, although, as mentioned above, the modi…cation of the boundary condition does not a¤ect neither the asymptotic size nor the asymptotic power of the test statistic, but allows to increase the power performance of the statistic in …nite samples. All the computations are carried out using a GAUSS code available from the authors upon request. Simulation results are reported in Table 9 , from which we can conclude that, in general, the empirical size of the statistic is close to the nominal one both for = 0:8 and = 0:9. Note that in these cases the large autoregressive parameter implies high persistence in the residuals, but the test still shows good empirical size. In contrast, the use of other boundary rules does not warrant controlled empirical size. For instance, the rule de…ned in Kurozumi (2002) for the KPSS statistic with one structural break shows size distortion problems for = 0:8 -see Carrion-i-Silvestre and Sansó (2005a) for a comparison on the performance of di¤erent boundary rules for the case of no structural break. This conclusion is obtained irrespective of vector of parameters # i , i = 1; : : : ; 4. Thus, even for the case of no structural breaks the empirical size maintains at resonable level -see results for # 1 and # 4 in Table 9 .
As expected, empirical power depends both on the sample size and on the magnitude of the structural breaks. As can be seen from Table 9 , the power is higher for # 2 and # 3 sets of parameters than for the # 1 and # 4 ones. Furthermore, the test o¤ers higher power when there are two structural breaks (# 2 ) than when there is only one structural break (# 3 ). In all, the …nite sample performance of the stationarity tests with two structural breaks has revealed that the statistics that have been proposed in this paper have good statistical properties.
Conclusions
In this paper we have extended the standard stationarity test statistic of Kwiatkowski, Phillips, Schmidt, and Shin (1992) to allow for two structural breaks. Our proposal complements that of Lumsdaine and Papell (1997) and Clemente, Montañés, and Reyes (1998) for the DF unit root test and serves as a statistical instrument that can be used in con…rmatory analysis.
Once the formalization of the di¤erent models we deal with, the asymptotic distribution of the test statistics has been derived both under the null and under the alternative hypotheses. In this way, the consistency of the test statistics has been proved. After obtaining the asymptotic distribution under the null hypothesis we have computed suitable critical values for di¤erent combinations of couples of break fractions. Critical values tabulation has been done assuming that the structural breaks are known a priori by the analyst. Moreover, these critical values can also be applied when we proceed to the estimation of the dates of the breaks through the minimisation of the SSR. Small simulation experiment to assess the …nite sample size of the test statistics has been conducted, which shows that the statistics that we propose have desired properties in terms of empirical size and power.
6 Appendix. Asymptotic distributions and consistency
Asymptotic distributions
In this appendix we present the way we have obtained the asymptotic distributions for the model CC, which is the most general one. The proof for the other models follows the one described here and can be found in Carrion-i-Silvestre (1999). The estimated residuals that are used to build the test statistic are obtained fromê t = " t z t P (P z 0 zP ) 1 P z 0 ", where P is a diagonal scaling matrix,
, z denotes the regressors' matrix and " is the vector of disturbances. In the limit, the crossproduct symmetric matrix of regressors tends to P z 0 zP ! A, with elements Following Phillips (1987) and Schmidt and Phillips (1992) , the term involving the dis-
Because of the consideration of two structural breaks in the deterministic com-ponent we have to distinguish between three di¤erent subperiods -in general, if we assume that there might be m-structural breaks we will be able to differentiate between (m + 1) subperiods. Therefore, for t T b1 the partial sum of the regressors converges to T 1=2 P [rT ] i=1 z i P ) r r 2 =2 0 0 0 0 , whereas the partial sum processes of the estimated residuals converges to
After some cumbersome algebra manipulations we obtain that
For T b1 < t T b2 , the partial sum processes converges to
Finally, for t > T b2 the partial sum processes converge to
Notice that the numerator of the KPSS test can be expressed as
which is shown to converge to Therefore, Theorem 1 has been proved.
Consistency
As before, we focus on the Model CC since it is the most general speci…cation that have been considered in the paper. Similar developments can be carried out for the other models. The proof of the consistency of the tests is based on the divergence of the test statistic under the alternative. Let us …rst concentrate in the T 2 P T t=1 S 2 t factor of the KPSS with two structural breaks under the alternative of unit root.
Note that under the alternative r t is an I(1) process so that terms involving this variable will dominate the asymptotic distribution of the numerator. Estimated
The third and fourth moments in the right hand are o p (1) so we only concentrate on the …rst and second terms to compute the asymptotic distribution of the numerator. It is straightforward to see that T
3=2
[bT ] and [bT ] is the integer part of bT . Regarding the second summand, it is necessary to distinguish between the three subperiods de…ned by the two breaks. Therefore, for 0 < b
The previous proof has established that (P z 0 zP ) ! A, so that we have to concentrate on the limit of the part involving r t . It is easy to see that
1 , the partial sum processes converge to
for 1 < b 2 they converge to
and, …nally, for 2 < b < 1
that the numerator of the tests is O p (T 2 ) under the alternative. Regarding the denominator, the bound established for the long-run variance in Sul, Phillips, and Choi (2003) ensures that the estimated long-run variance is bounded above T~ 2 , which implies that the denominator of the statistic is O p (T ). Using all these elements we can see that the individual KPSS test statistic is of order O p (T ) under the alternative hypothesis and diverges, so that the test is consistent. Then, KPSS test with two structural breaks diverge under the alternative and, then, its consistence has been proved. The critical values were obtained using 20,000 replications and 2,000 steps to approximate the Wiener processes. Simulation experiment has speci…ed the relative position of the structural breaks at ( 1; 2) = (0:2; 0:6). The long-run variance has been estimated using the Quadratic Spectral kernel with the bandwidth estimated as in Sul, Phillips and Choi (2003) . n = 2; 000 replications are carried out.
