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Re´sume´
Dans cette contribution, nous proposons une nou-
velle e´valuation de la complexite´ de la proce´dure Forward
Checking applique´e a` la re´solution de CSP n-aires a` do-
maines finis. Ge´ne´ralement, cette e´valuation prend en
compte la taille des domaines associe´s aux variables. Ici,
nous l’exprimons relativement a` la taille des relations de
compatibilite´ associe´es aux contraintes. Cette nouvelle
approche permet ainsi, parfois, de fournir une meilleure
borne de complexite´ the´orique. Nous montrons l’inte´reˆt
essentiel de cette de´marche en revenant sur les re´sul-
tats propose´s dans [10] et qui concernent la hie´rarchie
des de´compositions de CSP (comparaisons des me´thodes
de de´compositions structurelles), et qui constituent un
re´sultat fondamental du domaine. Nous invalidons une
partie de ces re´sultats en de´montrant notamment que le
concept de de´composition en hyperarbres, situe´ au som-
met de cette hie´rarchie, n’est finalement pas meilleur
que celui de de´composition arborescente. Ce re´sultat,
essentiellement the´orique, s’ave`re toutefois en ade´qua-
tion avec les observations expe´rimentales obtenues ces
dernie`res anne´es au sein de la communaute´.
1 Introduction
Il est bien connu que le formalisme des proble`mes
de satisfaction de contraintes (CSP) et ses ge´ne´rali-
sations, comme notamment les CSPs Value´s, offrent
des cadres de formalisation extreˆmement puissants, a`
la fois pour l’expression et la re´solution de nombreux
proble`mes, tant dans le champ de l’intelligence ar-
tificielle, que dans d’autres domaines tels que la re-
cherche ope´rationnelle ou l’optimisation combinatoire.
Un CSP peut s’exprimer sous la forme d’un ensemble
fini X de variables qui peuvent eˆtre affecte´es dans
leurs domaines de valeurs donne´s par D, en satis-
faisant simultane´ment un ensemble C de contraintes.
Une telle affectation est alors une solution du CSP.
Le proble`me a` re´soudre consiste ge´ne´ralement a` trou-
ver une solution ou bien a` e´nume´rer toutes les solu-
tions. Malheureusement, le test d’existence de solution
est de´ja` NP-complet. Pour la re´solution de CSP, dif-
fe´rentes classes d’algorithmes ont e´te´ propose´es, qui
combinent le backtracking et le filtrage. D’un point de
vue pratique, ces algorithmes sont souvent efficaces.
C’est le cas notamment, quand un niveau de filtrage
ade´quat est exploite´ lors du backtracking. Ge´ne´rale-
ment, ce compromis entre de´veloppement d’une arbo-
rescence de recherche et filtrage s’appuie sur la notion
d’arc-consistance. Cette notion permet de filtrer, pen-
dant la recherche, le domaine des variables non encore
affecte´es. Le bon niveau de filtrage se situe ge´ne´rale-
ment entre FC (Forward Checking [12]), qui constitue
la forme la plus restreinte d’arc-consistance (re´alise´e
en une passe et par propagation directe), et MAC [22]
qui maintient la consistance d’arc globale sur le sous-
proble`me re´sultant de la dernie`re affectation. Alors que
ces algorithmes peuvent eˆtre re´ellement efficaces en
pratique, leur complexite´ est en O(S.mn) ou` S exprime
la taille du CSP en entre´e, n le nombre de variables
et m la taille maximum des domaines des variables.
Cette e´valuation est clairement guide´e par cette taille
des domaines ainsi que par le nombre de variables trai-
te´es.
Aussi, diffe´rentes approches ont e´te´ propose´es pour
ame´liorer cette borne de complexite´, notamment en
s’appuyant sur l’exploitation de proprie´te´s structu-
relles souvent pre´sentes dans les donne´es. L’inte´reˆt
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qu’il y a a` exploiter de telles proprie´te´s a e´te´ ob-
serve´, outre dans les CSP [8] ou dans l’optimisation
sous contraintes (VCSPs) [23, 5], dans le domaine des
bases de donne´es relationnelles [1, 11], de la logique
propositionnelle [20, 14, 18], ou des re´seaux Baye-
siens ou probabilistes [6, 4]. Formellement, les re´sultats
de complexite´ sont base´s sur l’existence de proprie´-
te´s topologiques au sein d’une donne´e. Ge´ne´ralement,
elles s’expriment en termes de de´composition arbores-
cente (tree-decomposition [21]) ou de de´composition
en hyperarbre (hypertree-decomposition [10]) du re´-
seau de contraintes formalisant la structure. Dans le
cas de la de´composition arborescente, la complexite´
en temps des meilleures approches structurelles est en
O(S.mw+1), ou` w est la largeur de la de´composition
arborescente conside´re´e. L’inte´reˆt est double. Sur le
plan the´orique, il re´side notamment dans la garantie
de ve´rifier w < n. Plus important encore, il est sou-
vent observe´ en pratique que w  n. Si l’on consi-
de`re la de´composition en hyperarbre, la complexite´ en
temps est alors en O(S.rh), ou` h est la largeur de la
de´composition en hyperarbre utilise´e tandis que r ex-
prime la taille maximum des relations (nombre maxi-
mum de tuples par table) associe´es aux contraintes. Un
re´sultat bien connu dans ce cadre, pre´sente´ dans [10],
tend a` montrer que la de´composition en hyperarbre
est meilleure que la de´composition arborescente puis-
qu’il a e´te´ e´tabli que h ≤ w. Plus ge´ne´ralement, [10]
pre´sente une comparaison the´orique entre me´thodes
de re´solution structurelles de CSP qui est exprime´e en
termes d’une hie´rarchie au sommet de laquelle figure la
de´composition en hyperarbre. Ce re´sultat montre ainsi
que cette approche constitue la meilleure me´thode de
de´composition.
L’inte´reˆt pratique de certaines approches structu-
relles a e´te´ de´montre´ dans quelques travaux re´cents au-
tour des (V)CSPs [16, 17, 5, 19]. Ces observations em-
piriques semblent contredire les re´sultats the´oriques.
En effet, ils s’appuient essentiellement sur la de´com-
position arborescente, alors que les me´thodes fonde´es
sur la de´composition en hyperarbre n’ont pour le mo-
ment pas montre´ un quelconque inte´reˆt pratique.
Sur la base de ces premiers e´le´ments, nous pensons
que ceci est duˆ au fait que les bornes de complexite´ de
la de´composition en hyperarbre sont malheureusement
souvent atteintes, au de´triment de l’efficacite´ pratique.
Par exemple, l’approche par de´composition en hyper-
arbre fait l’hypothe`se d’une repre´sentation des rela-
tions associe´es aux contraintes par des tables, ce qui
souvent s’ave`re irre´aliste d’un point de vue pratique.
De plus, pour s’assurer d’une complexite´ en O(S.rh),
les me´thodes proce`dent par le biais de jointures de re-
lations. Dans le cadre de la re´solution de CSP, une telle
de´marche est ge´ne´ralement irre´aliste du fait de la taille
des relations qui seront engendre´es. D’autre part, les
me´thodes qui ont prouve´ leur faisabilite´ et leur inte´reˆt
pratique sont en fait fonde´es sur des techniques d’affec-
tation de variables, exploitant notamment l’efficacite´
maintenant bien e´tablie, des algorithmes alliant back-
tracking et filtrage (comme FC ou MAC), quand bien
meˆme elles conduisent a` des bornes de complexite´ du
type O(S.mw+1), donc a priori de moins bonne qua-
lite´.
Dans ce papier, nous introduisons une justification
the´orique a` ces observations expe´rimentales. Dans un
premier temps, nous e´tudions la complexite´ d’algo-
rithmes tels que FC, mais avec une approche diffe´rente
de celle classiquement utilise´e. En effet, nous pre´sen-
tons une analyse de leur complexite´ relative a` la taille
des relations associe´es aux contraintes plutoˆt qu’a` la
taille des domaines. Ceci nous conduit a` une borne
en O(S.rk), ou` k est un parame`tre structurel du CSP
qui se re´ve`le inde´pendant de toute de´composition. Ce
re´sultat est ensuite exploite´ pour montrer que les me´-
thodes s’appuyant sur la de´composition arborescente
voient leur complexite´ en fait ramene´e a` O(S.rh). Ce
re´sultat permet d’entrevoir sous un nouveau jour les
relations qui existent entre les diverses me´thodes de
de´composition. Cela nous conduit ainsi naturellement
a` reconside´rer la fameuse hie´rarchie introduite dans
[10] en la modifiant. Notons que la preuve du re´sultat
pre´sente´ dans [10] demeure vraie. Ici, nous modifions
la conse´quence du re´sultat, c’est-a`-dire la hie´rarchie
induite entre la complexite´ des me´thodes (pas la com-
paraison des parame`tres d’(hyper)graphes), car nous
modifions l’hypothe`se de base qui repose sur la com-
plexite´ de l’algorithme utilise´ pour la re´solution des
clusters dans les approches base´es sur la de´composi-
tion arborescente.
Ce papier est organise´ comme suit. La prochaine
section pre´sente une analyse de la complexite´ des al-
gorithmes e´nume´ratifs ”`a la FC”, fonde´e sur la taille
des relations. La troisie`me section montre comment
cette analyse peut eˆtre exploite´e de sorte a` proposer de
nouvelles bornes de complexite´ pour les me´thodes de
re´solution fonde´es sur la de´composition arborescente.
Cette section pre´sente ensuite une comparaison the´o-
rique avec les me´thodes s’appuyant sur la de´compo-
sition en hyperarbre. Pour conclure, nous pre´sentons
quelques questions ouvertes induites par ces re´sultats.
2 Complexite´ de Forward Checking Revi-
site´e
2.1 Pre´liminaires
Un proble`me de satisfaction de contraintes a` do-
maines finis ou re´seau de contraintes fini (X,D,C,R)
est de´fini par un ensemble de variables X =
{x1, . . . xn}, un ensemble de domainesD = {d1, . . . dn}
(le domaine di contient toutes les valeurs possibles
pour la variable xi), un ensemble C de contraintes
portant sur les variables. Une contrainte ci ∈ C sur
un ensemble ordonne´ de variables, ci = (xi1 , . . . xiai )
(ai de´signe l’arite´ de la contrainte ci), est de´finie par
une relation associe´e ri (appartenant a` R) qui exprime
les combinaisons de valeurs admissibles pour les va-
riables de ci. Nous noterons par a l’arite´ maximum
des contraintes dans C. Sans manque de ge´ne´ralite´,
nous supposons que toute variable est concerne´e par
au moins une contrainte. Une solution de (X,D,C,R)
est une affectation de chaque variable qui satisfait
toutes les contraintes. La structure d’un CSP peut
eˆtre repre´sente´e par l’hypergraphe (X,C), appele´ hy-
pergraphe de contraintes. Si chaque contrainte ne porte
que sur deux variables, (X,C) est alors un graphe, ap-
pele´ graphe de contraintes.
Dans cet article, nous supposerons que les rela-
tions peuvent eˆtre repre´sente´es par des tables, comme
dans le cas de la the´orie des bases de donne´es rela-
tionnelles (on supposera de plus qu’elles ne sont pas
vides). Soit A l’affectation d’un ensemble de variables
Y = {x1, . . . xk}. A peut eˆtre conside´re´ comme un
tuple A = (v1, . . . vk). La projection de A sur un sous-
ensemble Y ′ de Y , note´e A[Y ′], est la restriction de
A aux variables de Y ′. La projection de la relation ri
sur le sous-ensemble Y ′ de ci est l’ensemble de tuples
ri[Y ′] = {t[Y ′]|t ∈ ri}. La jointure de relations sera
note´e on, et la jointure de A avec une relation ri est
A on ri = {t|t est un tuple sur Y ∪ ci et t[Y ] =
A et t[ci] ∈ ri}.
Si les relations sont repre´sente´es par des tables, nous
noterons S la majoration de la taille d’un CSP avec
S = n.m+ a.r.|C| ou` r = max{|ri| : ri ∈ R}.
L’approche naturelle pour la re´solution de CSP
est base´e sur la proce´dure classique appele´e Back-
tracking (BT). La complexite´ de cet algorithme est
O(a.r.|C|.mn) puisque le nombre potentiel de nœuds
de´veloppe´s pendant la recherche est mn, qu’il y a au
plus |C| tests de consistance pour un nœud donne´
et que le couˆt d’un test A[ci] ∈ ri est calculable en
O(a.r). On peut ramener cette complexite´ a` O(S.mn).
Ge´ne´ralement, cet algorithme n’est pas utilise´ car il
est inefficace en pratique.
2.2 Complexite´ exprime´e via la taille des domaines
L’approche la plus classique pour ame´liorer BT s’ap-
puie sur la notion de filtrage. Apre`s une affectation A
sur Y ou` xk est la dernie`re variable affecte´e, un filtrage
sera re´alise´ sur les domaines des variables futures. Ce
filtrage supprime les valeurs qui ne sont pas compa-
tibles avec la dernie`re affectation re´alise´e (celle de xk).
Le premier algorithme propose´ avec un tel filtrage a
e´te´ introduit par [12] et est appele´ Forward Checking
(FC). Il a e´te´ initialement de´fini sur les CSP binaires.
De nombreuses extensions et ge´ne´ralisations de FC
ont e´te´ propose´es, soit pour re´soudre des CSP n-aires,
soit pour exploiter des filtres plus puissants [12, 22, 2].
Dans cet article, nous conside´rons l’une de ces exten-
sions appele´e nFC2 [2] et dont le niveau de filtrage
semble re´aliser un bon compromis, au regard des re´-
sultats expe´rimentaux obtenus sur les CSP n-aires.
Conside´rons une affectation courante A qui satis-
fait toutes les contraintes incluses dans Y . Apre`s
l’affectation de la dernie`re variable xk, nFC2 ap-
plique un filtrage par arc-consistance en une passe sur
chaque contrainte de Cc,f ou` Cc,f est l’ensemble des
contraintes portant a` la fois sur la dernie`re variable
affecte´e et sur au moins une variable future (formel-
lement, Cc,f = {cj ∈ C|xk ∈ cj et cj 6⊂ Y }). Il
faut noter que le filtrage re´sultant de´pend de l’ordre
dans lequel les contraintes seront prises en compte.
Afin d’exprimer plus facilement les domaines filtre´s,
nous de´finissons ici nFC2m de sorte a` ce que cette
proce´dure corresponde au filtrage minimal re´alise´ par
nFC2 pour l’ensemble des ordres potentiels pour la
prise en compte des contraintes. Il s’ave`re que cela
ne change rien pour ce qui concerne la complexite´ du
filtrage. Ainsi, dans nFC2m, le domaine de chaque
variable future est filtre´ inde´pendamment de celui
des autres variables futures. Le domaine filtre´ d’une
variable future xi est l’ensemble des valeurs dAi =
{vi ∈ dA[Y \{xk}]i |∀cj ∈ Cc,f t.q. xi ∈ cj ,∃t ∈ rj , t ∈∏
xl∈cj d
A[Y \{xk}]
l et t[xi] = vi} et pour le cas d’une
variable xj de´ja` affecte´e, ce sera dAj = {A[xj ]}. Initia-
lement, d∅i = {vi ∈ di|∀cj ∈ C, xi ∈ cj ,∃t ∈ rj , t[xi] =
vi} (i.e. nous conside´rons seulement les valeurs vi qui
figurent dans les relations portant sur xi). Ainsi, e´tant
donne´e une affectation A, le filtrage cause´ par nFC2m
(i.e. l’ensemble des couples (xi, vi) tels que la valeur vi
a e´te´ supprime´e du domaine de xi) est ne´cessairement
inclus dans celui occasionne´ par nFC2 (quel que soit
l’ordre de prise en compte des contraintes).
Comme pour nFC2, si le domaine d’une variable fu-
ture devient vide, alors nFC2m re´alise un backtrack ;
sinon, la recherche se poursuit avec l’affectation de
l’une des variables futures. On peut facilement de´-
montrer que nFC2m est correct et complet (la preuve
est la meˆme que celle propose´e dans [2] pour nFC2).
Au niveau de la complexite´ en temps, la taille de l’es-
pace de recherche est borne´e par mn. L’analyse pre´-
sente´e dans [2] indique par ailleurs que le couˆt local
a` chaque nœud, i.e. le nombre de tests de consistance
re´alise´s, est O(|Cc,f |.(a−1).ma−1). Notons qu’il est fa-
cile d’exprimer cette complexite´ en prenant en compte
la taille maximum r des relations ri, pour avoir fina-
lement O(|Cc,f |.a.r) car (a− 1).ma−1 exprime en fait
la taille potentielle de la relation (si l’on enle`ve une
variable), valeur qui peut en fait, pour le cas d’une re-
pre´sentation sous forme de table, eˆtre majore´e par r .
Par ailleurs, si S de´signe la taille du CSP, ne´cessaire-
ment |Cc,f |.a.r ∈ O(S) et ainsi, le couˆt de nFC2 et de
nFC2m peut eˆtre borne´ par O(S.mn). Nous obtenons
ainsi formellement :
The´ore`me 1 La complexite´ en temps de nFC2m pour
la re´solution d’un CSP (X,D,C,R) est O(S.mn).
Nous donnons dans la figure 1 l’exemple de CSP
pre´sente´ dans [2] (figure 1, page 210) afin d’illustrer
les diffe´rences entre nFC2 et nFC2m. Le CSP posse`de
6 variables {x, y, z, u, v, w} avec un meˆme domaine
{a, b, c}, et sont sujettes a` 3 contraintes c1(x, y, z),
c2(u, v, w) et c3(x, y, w).
c1 c2 c3
x y z u v w x y w
a a a a a a a a a
a b c a b b a b c
a c b c c c
Affect Algo Action
(x, a) nFC2 AC({c3}) puis AC({c1})
nFC2m AC({c3}) et AC({c1})
(u, a) nFC2 AC({c2})
nFC2m AC({c2})
(x, a) nFC2 nFC2m
dAx a a
dAy a, b a, b
dAz a, c a, b, c
dAu a, c a, c
dAv a, b, c a, b, c
dAw a, c a, c
(u, a) nFC2 nFC2m
D(x) a a
D(y) a, b a, b




Fig. 1 – Filtrage re´alise´ par nFC2 et nFC2m sur un
proble`me, apre`s les affectations (x, a) et (u, a).
Les domaines initiaux des variables sont re´duits aux
valeurs pre´sentes dans les relations. Les algorithmes
nFC2 et nFC2m re´alisent la consistance d’arc (”in
one pass” [2]) sur le meˆme ensemble de contraintes.
Puisque nFC2 prend en compte les filtrages re´alise´s par
arc-consistance sur les contraintes pre´ce´dentes, l’ordre
des contraintes est important. Mais ceci n’est pas le
cas pour nFC2m qui se comporte comme si les filtrages
re´alise´s par arc-consistance e´taient accomplis en meˆme
temps.
Ainsi, suite a` l’affectation (x, a), si nFC2 re´alise
AC({c1}) avant AC({c3}), la valeur b dans le domaine
de la variable z ne sera pas supprime´e, contrairement
a` ce qui se passe dans l’exemple.
2.3 Complexite´ exprime´e via la taille des relations
Nous analysons maintenant la complexite´ de nFC2m
en conside´rant la taille des relations de compatibilite´.
Le the´ore`me 2 montre que toutes les affectations cou-
rantes (nœuds de l’arbre de recherche) de´veloppe´es
par nFC2m ve´rifient a` la fois les contraintes incluses
dans l’ensemble des variables de l’affectation conside´-
re´e, mais aussi celles dont seulement une partie des va-
riables a e´te´ affecte´e. A l’aide de cette proprie´te´, nous
pouvons alors assurer que nFC2m e´nume´rera les affec-
tations dans la limite des jointures des relations cor-
respondantes. En d’autres termes, le de´veloppement
de l’arbre de recherche se voit circonscrit au pe´rime`tre
des tuples pre´sents dans les jointures de relations. Ce
simple constat va nous permettre de raffiner la com-
plexite´. Nous introduisons quelques notations de fac¸on
a` alle´ger le formalisme :
– L’ensemble ordonne´ Y = (x1, . . . , xk) ( X est
note´ Yk.
– CY = {cj ∈ C|cj ∩ Y 6= ∅}.
– CY,f = {cj ∈ CY |cj 6⊂ Y }.
The´ore`me 2 Si A = (v1, . . . , vk) ∈onci∈CYk ri[ci∩Yk]
et ∀j, k + 1 ≤ j ≤ n, dAj 6= ∅, alors ∀vk+1 ∈
dAk+1, (v1, . . . , vk, vk+1) ∈onci∈CYk+1 ri[ci ∩ Yk+1].
Preuve : Soit A′ = (v1, . . . , vk, vk+1) l’extension de
l’affectation A obtenue en donnant a` xk+1 la valeur
vk+1 ∈ dAk+1. Nous voulons prouver queA′ ∈onci∈CYk+1
ri[ci ∩ Yk+1]. Nous avons onci∈CYk+1 ri[ci ∩ Yk+1] =
(onci⊂Yk+1 ri) on (onci∈CYk+1,f ri[ci ∩ Yk+1]) = (onci⊂Yk
ri) on (onci\Yk={xk+1} ri) on (onci∈CYk+1,f et xk+1∈ci
ri[ci ∩ Yk+1]) on (onci∈CYk+1,f et xk+1 6∈ci ri[ci ∩ Yk]).
Par construction de dAk+1, pour chaque contrainte
ci ∈ C tel que. xk+1 ∈ ci et ci ∩ Y 6= ∅, il existe un
tuple t ∈ ri tel que t[Yk ∩ ci] = A[Yk ∩ ci] et t[xk+1] =
vk+1, i.e. tel que. t[ci ∩ Yk+1] = A′[ci ∩ Yk+1]. Par
conse´quent,A′[Yk+1∩(∪ci|xk+1∈cici)] ∈ (onci\Yk={xk+1}
ri) on (onci∈CYk+1,f et xk+1∈ci ri[ci ∩ Yk+1]). De plus,
A ∈onci∈CYk ri[ci ∩ Yk] = (onci⊂Yk ri) on (onci∈CYk,f
ri[ci∩Yk]) = (onci⊂Yk ri) on (onci∈CYk,f et xk+1 6∈ci ri[ci∩
Yk]) on (onci∈CYk,f et xk+1∈ci ri[ci∩Yk]). Aussi A′[Yk] =
A ∈ (onci⊂Yk ri) on (onci∈CYk,f et xk+1 6∈ci ri[ci ∩ Yk]).
Par conse´quent, A′ ∈onci∩Yk+1 ri[ci ∩ Yk+1]. 
The´ore`me 3 La complexite´ en temps de nFC2m pour
la re´solution d’un CSP (X,D,C,R) est O(S.r|C|).
Preuve : Pour toute affectation A sur Y consi-
de´re´e par nFC2m (l’ordre des variables est suppose´
statique et induit par Y ), nous avons A ∈onci∈CY
ri[ci ∩ Y ] (d’apre`s le the´ore`me 2). Aussi, comme le
nombre de nœuds est e´gal au nombre d’affectations,
il peut eˆtre borne´, pour une profondeur donne´e |Y |,
par
∏
ci∈CY |ri|. De plus, CY ⊂ C. Par conse´quent,∏
ci∈CY |ri| ≤
∏
ci∈C |ri| ≤ r|C|. Comme la hauteur
de l’arbre de recherche est borne´e par n, le nombre
de nœuds est borne´ n.r|C|. Comme le couˆt local en
chaque nœud est O(S), nFC2m a une complexite´ en
O(S.r|C|). 
Cette complexite´ peut eˆtre raffine´e en prenant en
compte la notion de recouvrement minimum (mini-
mum cover) de l’ensemble de contraintes. En effet, on
voit au travers du the´ore`me pre´ce´dent, que l’ensemble
des affectations partielles de´veloppe´es est circonscrit a`
l’ensemble des tuples figurant dans la jointure des re-
lations concerne´es par les variables affecte´es. De fait,
cet ensemble est inclus dans toute jointure portant sur
un sous-ensemble de ces relations, en particulier sur un
sous-ensemble recouvrant minimalement les variables
conside´re´es. Nous posons cela formellement :
De´finition 1 Etant donne´s un ensemble fini X et C,
une famille de sous-ensembles de X, un recouvrement
de X est un sous-ensemble C ′ ⊂ C tel que ∪ci∈C′ci =
X. C ′ est un recouvrement minimum de X s’il n’existe
pas de recouvrement C ′′ tel que |C ′′| < |C ′|. La valeur
|C ′| sera note´e k(X,C).
The´ore`me 4 La complexite´ en temps de nFC2m pour
la re´solution d’un CSP (X,D,C,R) est O(S.rk(X,C)).
Preuve : Pour toute affectationA de Y conside´re´e par
nFC2m (l’ordre des variables est encore suppose´ sta-
tique et induit par Y ), nous avonsA ∈onci∈CY ri[ci∩Y ]
(d’apre`s le the´ore`me 2). De plus, a` chaque niveau de
l’arbre de recherche, nous avons {ci ∈ C ′|ci∩Y 6= ∅} ⊂
CY avec C ′ un recouvrement de X. Par conse´quent,
A ∈onci∈C′|ci∩Y 6=∅ ri[ci∩Y ]. Aussi, a` chaque niveau, le
nombre de nœuds est borne´ par
∏
ci∈C′|ci∩Y 6=∅ |ri| ≤∏
ci∈C′ |ri| ≤ r|C
′|. Par conse´quent, le nombre total
de nœuds est borne´ par n.r|C
′|. Aussi, comme le couˆt
local en chaque nœud est O(S), nFC2m a une com-
plexite´ en O(S.r|C
′|). En conside´rant un recouvrement
minimum, cette complexite´ est alors O(S.rk(X,C)). 
Notons que nous avons ne´cessairement rk(X,C) ≤ n.
Ensuite, nous pouvons observer que nFC2m exploite
donc implicitement un recouvrement minimum de C
sans avoir, pour autant a` en rechercher un, taˆche qui
pourrait se re´ve´ler extreˆmement couˆteuse (le calcul de
recouvrement minimum est NP-difficile [9]). Enfin, no-
tons que ce re´sultat peut eˆtre e´tendu a` tout autre al-
gorithme qui maintiendrait un filtrage au moins aussi
puissant que celui de nFC2m. Cela vaut notamment
pour les diffe´rentes versions nFCi (pour i ≥ 2) mais
aussi pour M(G)AC.
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Fig. 2 – Relation r1 on r2 (a) et arbre de recherche
nFC2m (b) (E repre´sente les e´checs).
Conside´rons a` nouveau l’exemple de la figure 1.
L’ensemble {c1, c2} constitue un recouvrement mini-
mum de ce proble`me. Nous reportons dans la figure 2
la table associe´e a` la jointure de r1 avec r2 ainsi que
l’arbre de recherche de nFC2m sur la base de l’ordre
statique d’affectation des variables (x, y, z, u, v, w). On
peut constater que chaque tuple obtenu par nFC2m fi-
gure dans la jointure de r1 et r2. En d’autres termes,
le couˆt de nFC2m est infe´rieur a` celui de la jointure
r1 on r2.
Si l’on ge´ne´ralise cet exemple, en rajoutant un
nombre quelconque de variables dans c1 et c2, l’e´valua-
tion classique de la complexite´ donnera O(S.mn), soit
une complexite´ exponentielle alors qu’en fait, ce sera
O(S.r2) en conside´rant nFC2m avec la nouvelle e´valua-
tion. De plus, le re´sultat the´orique donne´ par le the´o-
re`me 4 contredit de fac¸on surprenante les e´valuations
empiriques. En effet, en ge´ne´ral, plus un proble`me
est contraint, plus sa re´solution sera facilite´e (excepte´
pour les proble`mes fortement sous-contraints). Aussi,
les bornes donne´es par les the´ore`mes 3 et 4 avec
S.rk(X,C) ≤ S.r|C| indique que moins le proble`me est
contraint, moins sa complexite´ est e´leve´e. Mais en ob-
servant l’exemple, il s’ave`re plus efficace de tester e´ga-
lement la contrainte c3 pendant la recherche sur c1∪c2,
que de se limiter aux seuls tests de c1 et c2, car nous
de´terminerons alors plus rapidement les points d’e´chec
en exploitant aussi c3.
3 La hie´rarchie des complexite´s tempo-
relles des me´thodes de de´composition
revisite´e
3.1 Une nouvelle expression de la complexite´ de la
re´solution par de´composition arborescente
La de´composition (arborescente) de re´seaux de
contraintes a e´te´ introduite dans [8] avec la me´thode
Tree-Clustering (TC). TC, ainsi que les autres me´-
thodes base´es sur la meˆme approche [7, 16], s’ap-
puient sur la notion de de´composition arborescente
de graphes. Ne´anmoins, pour le cas des CSP n-aires,
et donc des hypergraphes de contraintes, cette notion
peut eˆtre exploite´e en conside´rant le graphe primal (ou
2-section) de l’hypergraphe. Soit H = (X,C) un hy-
pergraphe, le graphe primal de H est le graphe G =
(X,AC) ou` AC = {{x, y} ⊂ X : ∃ci ∈ C t.q. {x, y} ⊂
ci}. Aussi, e´tant donne´ un CSP, nous conside´rons son
graphe primal de manie`re a` de´finir une de´composition
arborescente associe´e au CSP.
De´finition 2 Une de´composition arborescente d’un
graphe G = (X,AC) est une paire (E, T ) ou` T =
(I, F ) est un arbre de nœuds I et d’areˆtes F et E =
{Ei : i ∈ I} une famille de sous-ensembles de X, telle
que chaque sous-ensemble (appele´ cluster) Ei est un
nœud de T et ve´rifie :
(i) ∪i∈IEi = X,
(ii) pour une areˆte {x, y} ∈ AC , il existe i ∈ I avec
{x, y} ⊂ Ei, et
(iii) pour tout i, j, k ∈ I, si k est une chaˆıne de i a` j
dans T , alors Ei ∩ Ej ⊂ Ek.
La largeur w d’une de´composition arborescente (E, T )
est e´gale a` maxi∈I |Ei| − 1. La largeur d’arbre (tree-
width) w∗ de G est la largeur minimale pour toutes les
de´compositions arborescentes de G.
La figure 3 pre´sente un exemple d’hypergraphe de
contraintes et l’une de ses de´compositions arbores-
centes possibles parmi celles dont la largeur est mi-
nimale.
Initialement, TC a e´te´ de´fini pour les CSP binaires.
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Fig. 3 – Un hypergraphe de contraintes (a) et l’une de
ses de´compositions arborescentes de largeur minimale
(b) (w = 7).
cas ge´ne´ral (voir [7]). Ici, nous donnons tout d’abord
une des ge´ne´ralisations possibles de TC. Etant donne´e
une de´composition arborescente (E, T ) associe´e a` un
CSP, le sous-proble`me associe´ a` un cluster Ei est de´fini
par le meˆme ensemble de variables Ei mais nous consi-
de´rerons maintenant a` la fois les contraintes incluses
dans le cluster, mais e´galement celles qui intersectent
Ei. Il est a` noter que cette question ne se pose pas dans
le cas binaire. Formellement, l’ensemble de contraintes
pour un cluster Ei est CEi = {cj ∈ C : cj ∩ Ei 6= ∅}.
Les relations associe´es a` ces contraintes sont donne´es
par REi = {rj [cj ∩ Ei] : cj ∈ CEi}. Chaque sous-
proble`me (cluster) est alors re´solu inde´pendamment et
a` l’issue de cette e´tape, TC re´sout l’ensemble du CSP
comme il le ferait pour tout CSP acyclique. Le couˆt
de la premie`re e´tape est borne´ par le couˆt d’obtention
de toutes les solutions des sous-proble`mes. Cette com-
plexite´ a en ge´ne´ral (en supposant que l’on dispose
d’une de´composition arborescente de largeur w) e´te´
e´value´e par O(S.mw+1), puisque la taille maximum des
clusters est w+1, en supposant que le couˆt pour l’e´nu-
me´ration des solutions sur les clusters est O(S.mw+1).
De plus, le nombre maximum de solutions dans chaque
cluster est e´galement borne´ par O(mw+1), et ainsi, le
couˆt de la dernie`re e´tape est borne´ par O(S.mw+1).
Le the´ore`me 4 nous permet de proposer une autre
borne de complexite´, sous l’hypothe`se parfaitement
fonde´e ou` nous utiliserions une proce´dure telle que
nFC2m pour la re´solution de chaque cluster. Le couˆt
de re´solution d’un cluster Ei est alors O(Si.rki), ou` Si
est la taille du sous-proble`me associe´ a` Ei, alors que
ki = k(Ei,CEi ) (i.e. le parame`tre associe´ a` un recouvre-
ment minimum de Ei). Il est a` noter que la taille de
l’ensemble des solutions dans Ei est borne´e par O(rki).
Ainsi, le couˆt total de re´solution de l’ensemble du CSP
de´compose´ est alors O(S.rk) ou` k = max{ki : i ∈ I}.
Nous obtenons maintenant une nouvelle borne :
The´ore`me 5 La complexite´ en temps de la re´solu-
tion par de´composition arborescente d’un CSPs est
O(S.rk).
Notons que sur le plan pratique, ce re´sultat pourrait
s’ave´rer utile, permettant de mieux appre´hender l’in-
te´reˆt de TC, dans la mesure ou` il est souvent observe´
que k  n.
3.2 Une nouvelle comparaison entre complexite´
des de´compositions arborescente et hyperar-
borescente
Dans [10], Gottlob, Leone et Scarcello pre´sentent
une comparaison the´orique qui prend en compte l’en-
semble des me´thodes structurelles de re´solution de
CSP. Il s’agit d’un re´sultat central dans le domaine
dans la mesure ou` cette comparaison s’exprime par
la donne´e d’une hie´rarchie qui met en e´vidence les
me´thodes et leur efficacite´ de re´solution. Plus pre´ci-
se´ment, ce re´sultat est exprime´ en termes de classes
de proble`mes que ces me´thodes peuvent re´soudre en
temps polynomial, ce qui ne change finalement rien au
propos. Soient D1 et D2 deux me´thodes de de´compo-
sition.
– Ge´ne´ralisation : D2 ge´ne´ralise D1 si chaque
proble`me traitable (au sens tractable, c’est-a`-dire
traitable en temps polynomial) en utilisant D1
l’est e´galement en utilisant D2.
– Est battue par : D1 est battue par D2 s’il existe
une classe de proble`mes traitables en utilisant D2,
mais ne l’est pas en utilisant D1.
– Ge´ne´ralisation forte : D2 ge´ne´ralise fortement
D1 si D2 ge´ne´ralise D1 et D2 bat D1.
– Equivalence : D1 et D2 sont e´quivalentes si D1
ge´ne´ralise D2 et D2 ge´ne´ralise D1.
Cette hie´rarchie, pre´sente´e dans la figure 7 permet
a` [10] de montrer que la de´composition hyperarbores-
cente ge´ne´ralise fortement les autres me´thodes, dont
notamment Tree-Clustering.
Cette notion de de´composition hyperarborescente
peut eˆtre assimile´e a` une ge´ne´ralisation aux hyper-
graphes de celle de de´composition arborescente.
De´finition 3 Etant donne´ un hypergraphe H =
(X,C), un hyperarbre pour l’hypergraphe H est un tri-












Fig. 4 – La hie´rarchie de Gottlob, Leone et Scarcello
[10]. Un arc (D1,D2) signifie que D2 ge´ne´ralise forte-
ment D1.
χ et λ sont des fonctions d’e´tiquetage qui associent
a` chaque sommet p ∈ N deux ensembles χ(p) ⊂ X
et λ(p) ⊂ C. Si T ′ = (N ′, F ′) est un sous-arbre de
T , nous de´finissons χ(T ′) = ∪v∈N ′χ(v). Nous notons
l’ensemble de sommets N de T par sommets(T ), et
la racine de T par racine(T ). De plus, pour chaque
p ∈ N , Tp de´signe le sous-arbre de T enracine´ en p.
De´finition 4 Etant donne´ un hypergraphe H =
(X,C), une de´composition en hyperarbre, ou de´compo-
sition hyperarborescente de H est un hyperarbre HD =
(T, χ, λ) pour H qui satisfait les conditions suivantes :
(i) pour chaque areˆte c ∈ C,∃p ∈ sommets(T ) tel
que c ⊂ χ(p),
(ii) pour chaque sommet x ∈ X, l’ensemble {p ∈
sommets(T ) : x ∈ χ(p)} induit un sous-arbre
(connexe) de T ,
(iii) pour chaque p ∈ sommets(T ), χ(p) ⊂ ∪c∈λ(p)c,
(iv) pour chaque p ∈ sommets(T ),∪c∈λ(p)c∩χ(Tp) ⊂
χ(p).
Une areˆte c ∈ C est fortement couverte dans HD
s’il existe p ∈ sommets(T ) tel que c ⊂ χ(p) et
c ∈ λ(p). Une de´composition en hyperarbre HD est
une de´composition comple`te de H si chaque areˆte de
H est fortement couverte dans HD. La largeur h
d’une de´composition en hyperarbre HD = (T, χ, λ) est
maxp∈sommets(T )|λ(p)|. La largeur d’hyperarbre h∗ de
H est la largeur minimum parmi toutes ses de´compo-
sitions en hyperarbre.
On peut remarquer que les hypergraphes acycliques
sont pre´cise´ment les hypergraphes posse´dant un hy-
perarbre de largeur 1. Pour la re´solution de CSP, nous
conside´rerons uniquement les de´compositions en hy-
perarbre comple`tes. La figure 5 pre´sente une de´com-
position en hyperarbre comple`te de l’hypergraphe de
la figure 3(a).
Une de´composition en hyperarbre associe une de´-
composition arborescente a` un recouvrement par hy-
perareˆtes de chaque cluster. L’objectif est alors de re´-
duire la taille des ensembles recouvrants (le nombre
d’areˆtes recouvrantes par hyperareˆte pour chaque clus-
ter). Ainsi, une instance de CSP peut eˆtre re´solue en
O(S.rh) avec h la largeur d’une de´composition en hy-
perarbre de son hypergraphe de contraintes. La me´-
thode propose´e dans [10], consiste a` calculer un CSP
acyclique e´quivalent en re´solvant chaque cluster graˆce
aux jointures des relations associe´es aux contraintes du
recouvrement du cluster. Une fois ce traitement re´alise´,
la me´thode proce`de en re´solvant de fac¸on classique, le
CSP acyclique obtenu.
De plus, notons qu’il existe une classe de proble`mes
pour lesquels la largeur d’hyperarbre est borne´e alors
que sa largeur d’arbre ne l’est pas. En accord avec
ce constat, on peut en de´duire, pour la hie´rarchie des
me´thodes structurelles, que la de´composition en hy-
perarbre ge´ne´ralise fortement Tree-Clustering. Ne´an-
moins, nous montrons que ce re´sultat est faux sur la
base d’une nouvelle analyse de la complexite´ tempo-
relle du Tree-Clustering exploitant les re´sultats de la
section pre´ce´dente. En fait, nous montrons que le Tree-
Clustering et la re´solution par de´composition en hy-
perarbre sont e´quivalents au sens de la hie´rarchie.
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Fig. 5 – Le meilleur hyperarbre induit (h = 4) pour
la de´composition en arbre optimale de la figure 3 (b).
D’une part, nous prouvons que si un CSP peut eˆtre
re´solu en O(S.rh) graˆce a` la de´composition en hyper-
arbre de son hypergraphe, avec h sa largeur, il peut
e´galement l’eˆtre avec la meˆme complexite´ en temps,
en utilisant TC sur une de´composition arborescente
induite par la de´composition en hyperarbre. Soient
P = (X,D,C,R) un CSP, H = (X,C) son hyper-
graphe de contraintes et HD = (T, χ, λ) une de´compo-
sition en hyperarbre de H dont la largeur est h. (T, χ)
ve´rifie toutes les conditions requises pour constituer
une de´composition arborescente, excepte´ le fait qu’il
puisse exister un cluster χ(p) contenu dans un autre
χ(p′), avec p, p′ ∈ sommets(T ). Pour calculer une de´-
composition arborescente (T, χ), il suffit de plonger
chaque cluster χ(p) dans un cluster χ(p′) le contenant.
Les areˆtes dans T joignant χ(p) a` d’autres nœuds les
connecteront a` χ(p′). La de´finition suivante permet de
calculer une de´composition arborescente de ce type en
s’appuyant sur la notion d’arbre de jointure de l’hyper-
graphe H [7] qui est un arbre dont les nœuds sont les
hyperareˆtes de H telles que si un sommet x est pre´sent
dans deux nœuds, alors x est dans tous les nœuds sur
la chaˆıne les connectant. En outre, H admet un arbre
de jointure si et seulement si H est acyclique [1].
De´finition 5 Etant donne´e une de´composition en hy-
perarbre HD = (T, χ, λ) de H = (X,C), nous de´finis-
sons TDHD = (E, T ′) comme suit :
(i) E = {χ(p), p ∈ sommets(T )|@p′ ∈
sommets(T ), χ(p) ( χ(p′)}
(ii) T ′ = (I ′, F ′) est un arbre de jointure de l’hyper-
graphe (X,E).
L’hypergraphe (X,E) posse`de un arbre de jointure car
il est acyclique. Nous avons donc :
Proprie´te´ 1 TDHD est une de´composition arbores-
cente.
Dans la figure 6, nous avons une de´composition en
hyperarbre (c) de l’hypergraphe de la figure 3(a) et sa
de´composition arborescente induite (b). Ainsi, puisque
HD de´finit un recouvrement des ensembles χ(p),∀p ∈
sommets(T ) dont la taille est au plus h, la taille de
tout recouvrement minimum d’un cluster quelconque
de TDHD vaut e´galement au plus h.
The´ore`me 6 k ≤ h avec k = max{k(Ei,CEi ) : i ∈
I ′}.
Corollaire 1 La complexite´ en temps de TC pour re´-
soudre P est O(S.rh).
Ce re´sultat prouve que TC est au moins aussi bon que
la re´solution par de´composition en hyperarbre.
Pour donner une autre illustration de ce re´sultat,
nous conside´rons maintenant l’exemple propose´ dans
[10] appele´ Circle(x, y) ou` x est le nombre d’hyper-
areˆtes et 2y le nombre de sommets par hyperareˆte
(la figure 17 dans [10] montre une repre´sentation de
Circle(x, 2)). Cet exemple illustre la preuve du the´o-
re`me central (the´ore`me 23) de´finissant la hie´rarchie
dans [10]. Il est facile de voir que la largeur d’hy-
perarbre vaut 2 alors que la largeur d’arbre associe´e
a` l’hyperarbre vaut 3y − 1, c’est-a`-dire une largeur
non borne´e. En effet, la figure 18 de [10] qui pre´-
sente une de´composition de Circle(x, y) en hyperarbre
de largeur 2 indique une de´composition arborescente
dont la largeur vaut 3y − 1. Ne´anmoins, en appli-
quant nFC2m dans TC, le corollaire pre´ce´dent nous
C4C2{ }
X13X12X9X8X7X6X5X4X3 X14 X15 X16 X17{ }
X17 X18 X19{ }
C5{ }
X12X6 X13X7 X11 X14X5 X10{ }
C3{ }C1{ }
X1 X2 X3 }{
X21X20 X22 X23X19{ }
C7C6{ }








X13X12X9X8X7X6X5X4X3 X14 X15 X16 X17









Fig. 6 – (c) Une de´composition en hyperarbre opti-
male (h = 2) de l’hypergraphe de la figure 3(a) et (d)
sa de´composition arborescente induite qui ne l’est pas
(w = 12).
indique que la complexite´ sera donne´e par le nombre
de contraintes qui recouvrent les clusters, c’est-a`-dire
au plus 2, et non par le nombre de variables dans les
clusters qui vaut 3y. Ainsi, la complexite´ de TC sera
O(S.r2) comme pour HTD et non O(S.m3.y) comme
on le conside`re classiquement.
Le meˆme type de raisonnement peut eˆtre utilise´
pour montrer l’e´quivalence entre ces deux me´thodes.
Ainsi, nous prouvons que si un CSP peut eˆtre re´-
solu en O(S.rk) a` l’aide de TC sur une de´composi-
tion arborescente de son hypergraphe, avec k comme
taille maximum pour les recouvrements de clusters, il
peut e´galement eˆtre re´solu avec la meˆme complexite´
en temps en utilisant une de´composition en hyper-
arbre induite par la de´composition arborescente. Soit
P = (X,D,C,R) un CSP, H = (X,C) son hyper-
graphe de contraintes et TD = (E, T ) une de´com-
position arborescente de H dont la taille maximum
pour les recouvrements de clusters vaut k. Si nous as-
socions un recouvrement minimum λ(p) a` chaque clus-
ter Ep ∈ TD, avec p ∈ sommets(T ), nous calculons
une de´composition en hyperarbre.
De´finition 6 Etant donne´e une de´composition arbo-
rescente TD = (E, T ) de H = (X,C), nous de´finis-
sons HDTD = (T, χ, λ) comme suit :
(i) E = χ
(ii) λ = {recouvrement minimum de Ep dans {c ∈
C|c ∩ χ(Tp) ⊂ Ep},∀p ∈ sommets(T )}.
Proprie´te´ 2 HDTD est une de´composition en hyper-
arbre.
La de´composition en hyperarbre de la figure 5 est
induite par la de´composition arborescente de la figure
3(b). Ne´anmoins, cet hyperarbre n’est pas ne´cessaire-
ment complet. Pour le rendre complet, nous devons
rajouter, pour chaque hyperareˆte c qui n’est pas for-
tement couverte, un fils a` un nœud p tel que c ⊂ Ep.
Soit HDcTD la de´composition en hyperarbre comple`te
obtenue.
The´ore`me 7 HDTD et HDcTD ont une largeur h =
k.
Corollaire 2 Etant donne´e HDcTD, la complexite´ en
temps de la re´solution base´e sur la de´composition en
hyperarbre de P est O(S.rk).
En re´sume´, nous avons prouve´ que les de´composi-
tions arborescente ou en hyperarbre sont e´quivalentes
dans la hie´rarchie des me´thodes structurelles. Aussi,
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Fig. 7 – La hie´rarchie corrige´e. Un arc (D1,D2) signifie
que D2 ge´ne´ralise fortement D1.
4 Discussion
Nous avons pre´sente´, dans la section pre´ce´dente, une
correction de la hie´rarchie existant entre les me´thodes
structurelles, et qui montre que TC est finalement au
meˆme niveau que les me´thodes fonde´es sur la de´com-
position en hyperarbre. L’un des inte´reˆts majeurs de ce
re´sultat re´side dans le fait que la complexite´ en temps
de TC est en fait lie´e a` la largeur d’hyperarbre, un pa-
rame`tre issu de cette de´composition. Bien que TC n’ait
pas besoin de s’appuyer sur un recouvrement minimum
des clusters de la de´composition arborescente conside´-
re´e, il capture cependant ses proprie´te´s par le simple
usage de techniques de filtrage. En fait, la de´composi-
tion par hyperarbre est re´ellement inte´ressante car elle
met en lumie`re le manque de pre´cision de parame`tres
tels que la tree-width, pour estimer la qualite´ d’une de´-
composition arborescente pour le cas de la re´solution
de CSP. La largeur d’hyperarbre donne la meilleure
borne de complexite´ the´orique en temps parmi les dif-
fe´rents parame`tres d’origine structurelle. Cependant,
en de´pit de son inte´reˆt the´orique, la me´thode de re´-
solution de CSP par de´composition en hyperarbre n’a
jamais fourni de re´sultats pratiques inte´ressants pour
la re´solution de CSPs. Les me´thodes base´es sur une de´-
composition arborescente (par exemple BTD [16]) sont
significativement plus efficaces en pratique et sont de´-
sormais au meˆme niveau sur le plan the´orique. Ceci
est duˆ a` plusieurs inconve´nients de l’approche de re´so-
lution par de´composition en hyperarbre.
Le premier porte sur le fait que les relations doivent
eˆtre de´finies en extension. Pour certains proble`mes,
ceci peut eˆtre impossible du fait de la quantite´ d’espace
me´moire requis qui s’ave`re prohibitive.
Pour TC, les relations peuvent eˆtre exprime´es en in-
tention, ce qui peut conduire a` une e´conomie d’espace
me´moire conside´rable. Un autre inconve´nient majeur
porte sur la jointure de relations, ope´ration qui peut
s’ave´rer extreˆmement couˆteuse en espace. A l’oppose´,
pour TC, une strate´gie de type backtrack permet de
s’affranchir de cette contrainte de place. De plus, il y a
de nombreux algorithmes, de´finis dans les trente der-
nie`res anne´es, qui permettent un calcul relativement
efficace de de´compositions arborescentes [13, 15]. Un
tel effort doit e´galement eˆtre re´alise´ au niveau de la
de´composition par hyperarbre, dans la mesure ou` les
me´thodes qui en proposent sont construites, a` la base,
sur le meˆme principe que celles calculant des de´compo-
sitions arborescentes. Elles s’appuient d’abord sur un
calcul de de´composition arborescente, puis ne´cessitent
un travail additionnel pour de´terminer les recouvre-
ments des clusters. Nous de´montrons ici que ce travail
est alors inutile dans la mesure ou` les bornes de com-
plexite´ en temps d’une re´solution par de´composition
arborescente seront alors identiques a` celles d’une re´-
solution par de´composition en hyperarbre.
Cette nouvelle hie´rarchie devra eˆtre comple´te´e par l’in-
te´gration de la me´thode hybride compose´e de TC et
de la de´composition Hinge. Une e´tude est ne´cessaire
pour situer cette me´thode dans la hie´rarchie aux vues
des nouveaux re´sultats de complexite´ pre´sente´s dans
cet article.
Par ailleurs, de nouvelles questions se pre´sentent. Est-
ce qu’une de´composition en hyperarbre optimale in-
duit une de´composition arborescente optimale et re´-
ciproquement ? Les figures 3 (b), 5 et 6 apportent un
de´but de re´ponse. Ils permettent de de´duire que ce
n’est pas le cas entre deux de´compositions optimales
quelconques. En effet, la meilleure de´composition en
hyperarbre induite (figure 5) de la de´composition ar-
borescente optimale de la figure 3 (b) n’est pas opti-
male. De meˆme, la de´composition en hyperarbre op-
timale de la figure 6 (c) induit une de´composition ar-
borescente (figure 6 (d)) qui n’est pas optimale. De
ce fait, si ce lien existe, il doit relier une de´composi-
tion en hyperarbre particulie`re parmi toutes celles qui
sont optimales et une de´composition arborescente par-
ticulie`re parmi, e´galement, celles qui sont optimales.
Ainsi, comment peut-on calculer une bonne de´compo-
sition arborescente en termes de taille maximum des
recouvrements de clusters sans calculer au pre´alable
une de´composition en hyperarbre de qualite´ ? Cette
question est ouverte et des travaux futurs pourraient
peut-eˆtre offrir des e´le´ments de re´ponse.
Ces travaux devraient s’inte´resser aux Spread Cut de-
compositions et plus ge´ne´ralement aux de´compositions
encadre´es [3]. Les de´compositions encadre´es donnent
un cadre ge´ne´rique qui capturent un grand nombre
des de´compositions existantes notamment les de´com-
positions arborescentes et en hyperarbre. Ce cadre a
e´galement permis de de´finir une nouvelle de´composi-
tion : le spread cut. Cette nouvelle de´composition est
au meˆme niveau que la de´composition en hyperarbre
dans la hie´rarchie des de´compositions. Par ailleurs, [3]
a prouve´ qu’il n’existe aucune autre classe de recou-
vrements encadre´s plus puissante que ces deux. Ce-
pendant, sur certains graphes les spread cut decompo-
sitions peuvent eˆtre de meilleure qualite´ au sens de la
largeur des recouvrements.
5 Conclusion
Dans un premier temps, nous avons montre´ que
la complexite´ d’un algorithme tel que nFC2 (back-
tracking + filtrage) peut s’exprimer par O(S.rk), ou`
r est la taille maximum des relations associe´es aux
contraintes, k un parame`tre structurel du CSP et S la
taille du CSP. Pre´ce´demment, cette complexite´ e´tait
essentiellement exprime´e par O(S.mn) avec m la taille
des domaines, et n le nombre de variables. Ce re´sultat
nous a permis de modifier la hie´rarchie pre´sentant l’ef-
ficacite´ temporelle de re´solution de CSP par me´thodes
de de´compositions introduite dans [10]. En effet, nous
pouvons maintenant affirmer que les me´thodes de re´-
solution de CSP base´es sur la de´composition arbores-
cente sont finalement au meˆme niveau (le sommet) de
la hie´rarchie que celles fonde´es sur la de´composition en
hyperarbre. Ce re´sultat fournit une explication the´o-
rique plus conforme aux observations expe´rimentales
obtenues ses dernie`res anne´es dans la communaute´.
Parmi les poursuites naturelles a` ces travaux, l’une des
pistes les plus inte´ressantes pourrait porter sur l’ame´-
lioration de l’efficacite´ pratique des me´thodes ope´rant
par de´composition, en re´alisant de meilleurs calculs
de de´composition arborescente qui inte´greraient e´ga-
lement la qualite´ de la de´composition en hyperarbre
induite.
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