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Tanica Rakasiwi, Klasifikasi Artikel Publikasi Berdasarkan Judul Pada Jurnal 
Teknologi Informasi dan Ilmu Komputer (JTIIK) Universitas Brawijaya Dengan 
Menggunakan Metode Improved K-Nearest Neighbor 
Pembimbing: Bayu Rahayudi, M.T. dan Dr. Drs. Achmad Ridok, M.Kom. 
Artikel Publikasi termuat pada jurnal yang diterbitkan oleh universitas atau 
perguruan tinggi dan banyak juga yang diterbitkan oleh lembaga penyedia jurnal 
nasional maupun internasional. Jurnal Teknologi Informasi dan Ilmu Komputer 
(JTIIK) ialah satu dari beberapa jurnal yang menerima artikel publikasi berdasarkan 
prinsip diseminasi terbuka pada publikasi, untuk ikut andil dalam kemajuan ilmu 
pengetahuan terutama bidang IT. JTIIK sendiri dikelola Fakultas Ilmu Komputer 
Universitas Brawijaya dan mulai menerbitkan jurnal pada tahun 2014. Pada JTIIK 
proses pengkategorian Artikel Publikasi dilakukan secara manual oleh penulis 
ketika mengirimkan naskah, atau oleh editor selama proses review dan editing, 
maka dari itu perlu adanya pengelompokan dokumen Artikel Publikasi secara 
otomatis. Fokus dari penelitian ini untuk mengetahui penerapan metode 
Improved K-Nearest Neighbor dalam klasfikasi judul Artikel Publikasi JTIIK. Pada 
penelitian ini dilakukan dalam beberapa proses yang terdiri dari Preprocessing, 
Pembobotan Kata, Seleksi Fitur, Cosine Similarity dan klasifikasi dengan Improved 
K-Nearest Neighbor. Pengujian terhadap nilai k dan penggunaan seleksi fitur 
dengan K-Fold Cross Validation, didapatkan hasil perubahan nilai k dan penerapan 
seleksi fitur berpengaruh terhadap hasil evaluasi Improved K-Nearest Neighbor, 
dengan nilai k=5 dan seleksi fitur dengan threshold DF=1 sebagai parameter optimal. 
Pengujian dengan seluruh data menghasilkan Accuracy sebesar 90,00%, F-measure 
sebesar 85,78%, Recall sebesar 87,58%, dan  Precision sebesar 84,40%. 
Kata kunci: Improved K-Nearest Neighbor, Artikel Publikasi, Klasifikasi, Seleksi 





Tanica Rakasiwi, Classification of Publication Articles Based on Titles in the 
Journal of Information Technology and Computer Science (JTIIK) Brawijaya 
University Using Improved K-Nearest Neighbor Method 
Supervisors: Bayu Rahayudi, M.T. and Dr. Drs. Achmad Ridok, M.Kom. 
Publication articles are contained in journals published by universities or 
colleges and many are also published by institutions providing national and 
international journals. Journal of Information Technology and Computer Science 
(JTIIK) is one of several journals that accept publication articles based on the 
principle of open dissemination of publications to advance science, especially in the 
IT field. JTIIK itself is managed by the Faculty of Computer Science, Universitas 
Brawijaya and started publishing journals in 2014. At JTIIK, the author categorises 
Publication Articles manually by the author when submitting the manuscript or by 
the editor during the review and editing process. Therefore, there is a need for 
automatic grouping of Published Articles documents. The focus of this study is to 
determine the application of the Improved K-Nearest Neighbor method in the 
classification of the title of JTIIK Publication Articles. This research was carried out 
in several processes: Preprocessing, Word Weighting, Feature Selection, Cosine 
Similarity, and classification with Improved K-Nearest Neighbor. Testing the value 
of k and using feature selection with K-Fold Cross Validation, the results of 
changing the value of k and the application of feature selection affect the 
evaluation results of Improved K-Nearest Neighbor, with a value of k = 5 and 
feature selection with a threshold DF = 1 as the optimal parameter. Tests with all 
data resulted in Accuracy of 90,00%, F-measure of 85,78%, Recall of 87,58% and 
Precision of 84,40%. 
Keywords: Improved K-Nearest Neighbor, Publication Article, Classification, 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Artikel Publikasi termuat pada jurnal yang diterbitkan oleh universitas atau 
perguruan tinggi dan banyak juga yang diterbitkan oleh lembaga penyedia jurnal 
nasional maupun internasional. Menurut Marusic & Marusic (2009) jurnal adalah 
salah satu media yang berguna untuk publikasi artikel ilmiah sebagai bentuk hasil 
penelitian terbaru. Jurnal Teknologi Informasi dan Ilmu Komputer (JTIIK) ialah satu 
dari beberapa jurnal yang menerima artikel publikasi berdasarkan prinsip 
penyebarluasan terbuka pada publikasi, untuk ikut andil dalam kemajuan ilmu 
pengetahuan terutama bidang IT. JTIIK sendiri dikelola Fakultas Ilmu Komputer 
Universitas Brawijaya dan mulai menerbitkan jurnal pada tahun 2014 (JTIIK, 2021). 
Dalam menemukan hasil publikasi yang diinginkan terkadang membutuhkan 
kategori atau klasifikasi tertentu agar dapat mempermudah dalam 
mendapatkanya. Pada JTIIK sendiri proses pengkategorian Artikel Publikasi 
dilakukan secara manual oleh penulis ketika mengirimkan naskah, atau oleh editor 
selama proses review dan editing, maka dari itu perlu adanya pengelompokan 
dokumen Artikel Publikasi secara otomatis. Hal ini diharapkan dapat membantu 
editor atau reviewer dalam melakukan Klasifikasi Artikel Publikasi dengan cepat 
dan terstruktur, dilihat dari banyaknya Artikel Publikasi yang masuk dan terbit di 
setiap bulannya. Selain itu dapat juga diterapkan sebagai penambahan menu/fitur 
pada situs, seperti pada repository dan website penyedia artikel publikasi lainya 
yang memiliki fitur browse by subject atau menu kategori dan topik, sehingga 
dapat membantu pengguna situs dalam mendapatkan Artikel Publikasi yang lebih 
relevan. 
Klasifikasi Artikel Publikasi telah dilakukan pada penelitian Roul & Sahoo (2017) 
yang melakukan klasifikasi artikel ilmiah dengan melakukan modifikasi metode 
Naive Bayes dan pada penelitian Ma’rifah, et al (2020) dilakukan klasifikasi pada 
berbagai skenario preprocessing menggunakan metode K-Nearest Neighbor 
(KNN). Pengunaan judul pada klasifikasi dokumen telah dilakukan pada penelitian 
Zhang, et al. (2019) yang melakukan klasifikasi pada judul artikel berita, dengan 
SVM dan modifikasi metode LDA. Menerapkan klasifikasi dokumen hanya 
menggunakan judul adalah pendekatan yang beralasan untuk Semantic Document 
dan membuka kemungkinan baru untuk memperkaya pengetahuan (Galke, et al., 
2017). 
Penelitian Fanny, et al. (2018) pada dokumen berita, metode KNN dengan 
parameter dan validasi data yang berbeda-beda memberikan hasil evaluasi yang 
lebih baik dari Naive Bayes dan SVM. Hasil serupa ditemukan pada penelitian 
Rasjid & Setiawan (2017) pada klasifikasi teks dokumen dengan menggunakan 
KNN menghasilkan rata-rata akurasi mencapai 55,17%, lebih baik dibandingkan 
dengan menggunakan Naive Bayes sebesar 39,01%. 
Penelitian ini berfokus untuk memahami penerapan metode Improved K-




adalah metode hasil perubahan atau peningkatan KNN yang dapat digunakan 
untuk mengatasi masalah kinerja sistem yang sangat sensitif terhadap parameter 
ketetanggaan (k-values) yang tidak memiliki perbedaan untuk semua kelas tanpa 
memerhatikan besar setiap data pelatihan pada kategorinya (Baoli, et al., 2003). 
Pada penelitian Puspitasari, et al (2018) tentang klasifikasi tanaman obat 
menggunakan IKNN ditemukan terdapat efek pada perubahan nilai ketetanggaan, 
diperoleh rerata diatas 80 persen pada hasil F-measure. Penelitian lainnya dalam 
penggunaan IKNN akurasi terbesar ditemukan pada 85% (Zhao, et al., 2012). 
Pengujian dengan akurasi terbaik pada penggunaan metode IKNN untuk 
peneIitian terkait mendiagnosis penyakit adalah 100%, yang lebih baik daripada 
menggunakan metode KNN biasa (Yuan, et al., 2004). Kesimpulan tersebut 
didukung oleh penelitian  Nurfarida, et al (2019) mengenai metode IKNN untuk 
mengklasifikasi kemacetan lalu lintas mencapai tingkat akurasi terbaik sebesar 
65,33%, lebih baik dari metode KNN tradisional. 
Pada penelitian ini dapat ditemukan atribut yang tidak relevan pada data, 
maka dari itu perlu adanya seleksi. Selain itu, banyak metode tidak bekerja dengan 
baik dengan sejumlah fitur atau atribut yang besar. Oleh karena itu, pada metode 
IKNN perlu diterapkan Seleksi Fitur. Tujuan utama pemilihan fitur adalah untuk 
menghindari overfitting dan meningkatkan kinerja metode (Beniwal & Arora, 
2012). 
Berdasarkan penelitian-penelitian yang dijelaskan sebelumnya dapat diketahui 
bahwa metode IKNN mampu mengatasi kelemahan KNN dan menghasilkan nilai 
evaluasi yang lebih baik, maka dari itu penelitian ini diberi judul Klasifikasi Artikel 
Publikasi berdasarkan judul pada Jurnal Teknologi Informasi dan Ilmu Komputer 
(JTIIK) Universitas Brawijaya dengan menggunakan metode Improved K-Nearest 
Neighbor. 
1.2 Rumusan Masalah 
Dari pemaparan pada latar belakang, maka rumusan masalah pada penelitian 
ini, yaitu: 
1. Bagaimana implementasi Klasifikasi Artikel Publikasi Berdasarkan Judul 
pada JTIIK UB dengan menerapkan Metode Improved K-Nearest Neighbor? 
2. Bagaimana penerapan Seleksi Fitur pada Klasifikasi Artikel Publikasi 
Berdasarkan Judul pada JTIIK UB dengan Metode Improved K-Nearest 
Neighbor? 
3. Bagaimana tingkat Accuracy dan F-measure dari penggunaan Improved K-
Nearest Neighbor untuk Klasifikasi Artikel Publikasi Berdasarkan Judul pada 
JTIIK UB? 
1.3 Tujuan 
1. Mengimplementasikan Klasifikasi Artikel Publikasi Berdasarkan Judul JTIIK 




2. Menerapkan Seleksi Fitur pada Klasifikasi Artikel Publikasi Berdasarkan 
Judul JTIIK UB dengan Metode Improved K-Nearest Neighbor? 
3. Mengetahui tingkat Accuracy dan F-measure dari penggunaan Improved K-
Nearest Neighbor untuk Klasifikasi Artikel Publikasi Berdasarkan Judul pada 
JTIIK UB? 
1.4 Manfaat 
1.  Membantu JTIIK UB untuk menerapkan klasifikasi otomatis berdasarkan 
judul artikel publikasi yang dapat digunakan di kemudian hari.  
2. Memperkaya pengetahuan tentang pemanfaatan Improved K-Nearest 
Neighbor pada Klasifikasi Artikel Publikasi Berdasarkan Judul pada JTIIK UB. 
3. Dapat dijadikan sebagai referensi jika ada permasalahan yang serupa 
apabila menginginkan akurasi yang lebih baik.  
1.5 Batasan Masalah 
1. Pada penelitian ini hanya menggunakan data judul artikel publikasi dari 
JTIIK UB. 
2. Judul artikel publikasi yang diambil adalah pada terbitan April tahun 2014 
sampai dengan Desember 2020. 
3. Mengabaikan Judul Artikel Publikasi yang tidak termuat pada pilihan 
kategori yang digunakan. 
1.6 Sistematika Pembahasan 
Sistematika pembahasan pada penelitian ini, yaitu: 
BAB 1: PENDAHULUAN 
Pendahuluan memuat latar belakang, rumusan masalah, tujuan dan 
manfaat penelitian, batasan masalah dan sistematika pembahasan 
dari penelitian. 
BAB 2: LANDASAN KEPUSTAKAAN 
Pada landasan kepustakaan berisi penjelasan mengenai kajian 
pendukung berupa penelitian terkait atau pernah dilakukan 
sebelumnya sebagai penunjang pengerjaan skripsi yang berkaitan 
dengan metode Klasifikasi yang berasal dari sumber berupa jurnal, 
buku dan penelitian yang sebelumnya pernah dilakukan serta dari 
sumber lainnya. Pada bab ini juga terdapat penjelasan mengenai JTIIK, 
Text Minning, preprocessing, Term Weighting, Cosine Similarity dan 
penjelasan metode yang akan digunakan. 
BAB 3: METODOLOGI 
Metodologi menjelaskan tentang proses secara sistematis mengenai 
pengerjaan sistem yang akan diimplementasikan untuk Klasifikasi 
Artikel Publikasi Berdasarkan Judul JTIIK UB dari awal nilai hingga 




BAB 4: PERANCANGAN 
Bagian perancangan menjelaskan tentang perancangan sistem 
klasifikasi berbasis judul untuk artikel yang dipublikasikan pada JTIIK 
UB, mulai dari input data hingga implementasi metode akhir. 
BAB 5: IMPLEMENTASI 
Bab implementasi akan dijelaskan tentang penerapan dan limitasi 
dalam melakukan implementasi serta operasi yang digunakan dalam 
metode pada pengembangan sistem.  
BAB 6: PENGUJIAN DAN ANALISIS 
Bagian pengujian dan analisis memaparkan tentang proses sekaligus 
hasil pengujian sistem terhadap penerapan metode yang sesuai 
dengan perancangan sistem dan dilengkapi dengan analisis dari hasil 
yang keluar terhadap metode yang digunakan. 
BAB 7: PENUTUP 
Pada bagian penutup berisi kesimpulan dan saran dari penelitian 
yang telah dilakukan termasuk menjelaskan kekuranganya, sehingga 




BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Kajian Pustaka 
Klasifikasi Artikel Publikasi telah dilakukan oleh Roul dan Sahoo (2017) yang 
melakukan klasifikasi artikel ilmiah pada MicrosoftAcademic Research dengan 
melakukan modifikasi metode Naive Bayes dan menemukan kesimpulan bahwa 
modifikasi metode Naive Bayes yang mengakomodasi Category Frequency 
menghasilkan akurasi yang lebih baik dibandingkan metode Naive Bayes 
konvensional. Kemudian pada penelitian Ma’rifah, et al (2020) dilakukan 
pengujian pada berbagai skenario kombinasi preprocessing, dokumen judul dan 
abstrak jurnal Indonesia dengan menerapkan KNN dan menghasilkan tingkat 
akurasi terbaik 72.91% dan precision mencapai 73,36%, sedangkan penelitian yang 
hanya menggunakan judul pada klasifikasi dokumen dilakukan oleh Zhang, et al. 
(2019) yang melakukan klasifikasi pada ToutiaoNews dan ReutersNews dengan 
total 12.630 data judul berita dengan metode Word-Embedding-based Sentence-
LDA (WESL) dan SVM, dihasilkan akurasi klasifikasi meningkat setidaknya 5%, 
tingkat Recall meningkat setidaknya 6,1% dan nilai F-measure meningkat 
setidaknya 8,9% dari baseline methods. 
Pemilihan K-Nearest Neighbor (KNN) didasari dari penelitian Fanny, et al. 
(2018) pada dokumen yang dikumpulkan dari ABC news, Fox news, New York Times 
dan BBC news, metode KNN dengan parameter Similarity dan stemming serta 
validasi data yang berbeda-beda memberikan hasil evaluasi yang lebih baik dari 
Naive Bayes dan SVM. Hasil serupa ditemukan pada penelitian Rasjid & Setiawan 
(2017) pada klasifikasi Corpus TREC Legal Track dengan total 3000 teks dokumen 
menggunakan KNN dengan nilai k optimal adalah 13, menghasilkan rata-rata 
akurasi mencapai 55,17%, lebih baik dibandingkan dengan menggunakan Naive 
Bayes sebesar 39,01%. Pada penelitian tersebut, walaupun hasil lebih baik dari 
Naive Bayes namun akurasi K-Nearest Neighbor masih terbilang rendah, maka 
perlu adanya improvement pada metode KNN supaya menghasilkan tingkat 
evaluasi yang lebih tinggi. 
Penelitian metode IKNN sebelumnya telah diselesaikan Puspitasari, et al (2018) 
tentang klasifikasi dokumen tanaman, dengan F-measure terbaik sebesar 71,77% 
ditemukan bahwa semakin tingginya parameter ketetanggaan maka besar pula 
kemungkinan klasifikasi pada data berjalan dengan baik. Pada penelitian Zhao, et 
al (2012) menggunakan Improved K-Nearest Neighbor didapatkan akurasi 
tertinggi sebesar 85% dengan 1000 dataset dari repositori Xseries Company.  
Pada peneIitian terkait pendeteksian penyakit tumor menggunakan IKNN 
menghasilkan tingkat akurasi lebih tinggi bila dibandingkan dengan KNN biasa 
yaitu 100% pada saat nilai k=12 (Yuan, et al., 2004). Didukung oleh Nurfarida, et 
al. (2019) yang melakukan penelitian tentang klasifikasi kemacetan lalu lintas 
dengan total 750 data tweet didapatkan KNN konvensional menghasilkan akurasi 




Pada Tabel 2.1 dijelaskan  kajian pustaka dari penelitian-penelitian terdahulu 
sebagai bahan perbandingan dengan penelitian yang akan dilakukan. 
Tabel 2.1 Daftar Kajian Pustaka 
No. Penelitian Objek Metode Hasil 
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Dari kajian pustaka dari penelitian-penelitian terdahulu, diketahui dengan 
penerapan IKNN akan memiliki hasil akurasi yang lebih baik. Dengan demikian, 
diharapkan dengan menggunakan metode tersebut dapat dijadikan pembelajaran 
untuk pengembangan ilmu bidang text mining di masa depan. 
2.2 JTIIK UB 
Jurnal Teknologi Informasi dan Ilmu Komputer atau yang lebih dikenal dengan 
JTIIK merupakan jurnal yang dikelola Fakultas Ilmu Komputer Universitas 
Brawijaya sejak tahun 2014. Mengalami perubahan pada tahun 2018, JTIIK 
menerbitkan 6 (enam) publikasi pada setiap tahunya. Pengecekan artikel publikasi 
yang masuk ke JTIIK dilakukan oleh beberapa reviewer. Hal ini untuk menjamin 
kualitas dari artikel publikasi yang dimuat pada JTIIK, sehingga sangat relevan 
untuk digunakan sebagai bahan referensi. JTIIK menerima artikel publikasi 
berdasarkan prinsip diseminasi terbuka, untuk ikut andil dalam kemajuan ilmu 
pengetahuan terutama bidang IT (JTIIK, 2021). 
2.3 Text Mining 
Ilmu pengembangan data mining pada pengolahan data teks atau dokumen 
dikenal dengan text mining. Pada basis data teks terdapat proses ekstraksi guna 
mendapatkan pattern atau skema yang memiliki insight tertentu. Text mining 
populer digunakan untuk Klasifikasi, clustering, natural language processing dan 
information retrieval (Nayak, et al., 2016). Dalam proses menganalisis text mining 
digunakan pencarian otomatis pada basis data teks yang tidak terstruktur atau 
semi terstruktur.  
2.4 Preprocessing 
Tahapan pertama yang dilakukan yaitu pra-pemrosesan pada data yang 
digunakan. Dokumen teks harus dipisahkan dan diproses sehingga mendapatkan 
teks yang mewakili data (term). Fungsinya untuk mengolah data, sebelum 
dilakukan pembobotan pada term (Feldman & Sanger, 2006). Pada Text 
Preprocessing dilakukan beberapa tahapan lagi sampai mendapatkan hasil 
preprocessing yang sesuai, mulai dari case folding pada dokumen hingga 
stemming. 
2.4.1 Case Folding 
Pada tahap ini seluruh data akan dibuat menjadi lowercase, hal ini bertujuan 
agar tidak ada perbedaan pengenalan teks yang berhuruf besar atau kecil dengan 
hanya huruf alpabet yang diambil (Muslimah, 2018). Karakter seperti simbol, ikon 
atau bentuk lainya, dihapus lalu diperlakukan layaknya pembatas pada setiap kata. 





Gambar 2.1 Contoh proses case folding 
2.4.2 Tokenisasi 
Tokenizing atau dikenal juga dengan Lexical Analysis adalah proses perubahan 
hasil case folding menjadi token. Tokenisasi bertujuan untuk memisahkan data 
berdasarkan daerah kosong atau setiap terdapat jarak pada kata. Gambar 2.2 
dijelaskan contoh penerapan tokenisasi pada kalimat. 
 
 
Gambar 2.2 Contoh proses Tokenisasi 
2.4.3 Filtering 
Tahap ini dapat disebut sebagai Stopword Removal dengan memakai daftar 
stopword dari Tala. kata yang terdapat pada stopword akan dihilangkan atau tidak 
digunakan (Muslimah, 2018). Hal ini bertujuan untuk menghilangkan kata yang 
tidak penting seperti kata penguhubung atau kata bantu. Pada Gambar 2.3 
dijelaskan contoh penerapan Filtering pada kalimat. 
 
  
Gambar 2.3 Contoh proses Filtering 
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Stemming merupakan tahap mengubah sebuah kata menjadi kata dasarnya 
(root) dengan menghilangkan imbuhan-imbuhan atau mengubah kata kerja 
menjadi kata benda. Berdasarkan asumsi bahwa istilah yang memiliki kesamaan 
kata biasanya memiliki arti yang sama, proses stemming banyak digunakan dalam 
Information Retrieval. Proses stemming yang dilakukan pada waktu pengindeksan 
juga akan memperkecil ukuran file indeks (Tala, 2003). 
Terdapat beberapa algoritma stemming yang dikhususkan untuk Bahasa 
Indonesia salah satunya yaitu Algoritma Nazief & Adriani. Algoritma Nazief & 
Adriani menemukan complex-prefix dan ambiguity serta melakukan confix-
stripping. Dibandingkan dengan Algoritma Porter dalam steeming teks Bahasa 
Indonesia, Algoritma Nazief & Adriani memiliki nilai keakuratan yang lebih baik 
(Agusta, 2009). 
2.5 Term Weighting 
Pembobotan term merupakan tahapan mendapatkan nilai dari kata yang telah 
melewati preprocessing (Puspitasari, et al., 2018). Proses awal yaitu menghitung 
Term Frequency (TF) yang merupakan banyaknya jumlah kata yang sering 
ditemukan, pada tiap kata banyaknya kemunculan sangatlah berbeda maka dari 
itu TF sangat relevan sebagai pembeda antar dokumen (Xia & Chai, 2011). Weight 
Term Frequency adalah Proses penghitungan bobot masing-masing kata setelah 
dilakukan TF. Persamaan 2.1 menjelaskan mengenai rumusan Weight Term 
Frequency  (Manning, et al., 2009). 
𝑊𝑡𝑓td = {
1 + 𝑙𝑜𝑔 (𝑡𝑓𝑡𝑑)       𝑡𝑓𝑡𝑑 ≥ 1
0                      𝑆𝑒𝑏𝑎𝑙𝑖𝑘𝑛𝑦𝑎
}   (2.1) 
Keterangan : 
− 𝑊𝑡𝑓   : nilai pembobotan 𝑡𝑓𝑡𝑑 
− 𝑡𝑓   : banyaknya kata terlihat pada dokumen 
Banyaknya dokumen yang mempunyai kata tertentu dikenal dengan 
Document Frequency, IDF merupakan banyaknya dokumen yang mengandung 
sebuah kata tertentu dari seluruh dokumentasi. Ditunjukan cara perhitungan IDF 
pada Persamaan 2.2 (Manning, et al., 2009). 
𝑖𝑑𝑓𝑡  =  𝑙𝑜𝑔
𝑁
𝑑𝑓𝑡
    (2.2) 
Keterangan: 
− 𝑖𝑑𝑓𝑡  : Inverse Document Frequency t 
− 𝑑𝑓𝑡  : Jumlah banyaknya dokumen yang memiliki kata tertentu 





Bobot TF-IDF dihitungan melalui perkalian hasil TF dan hasil perhitungan IDF. 
pembobotan ini dirancang sebagai penggabungan bobot di setiap dokumen. 
Tahap terakhir pada pembobotan dilakukan proses normalisasi untuk mengurangi 







}     (2.3) 
− 𝑊(𝑡,𝑑)   : Hasil dari pembobotan TF-IDF 
2.6 Seleksi Fitur 
Seleksi fitur merupakan tahapan dalam text mining, banyak atribut yang tidak 
relevan pada data, maka dari itu perlu adanya seleksi. Selain itu, banyak metode 
tidak bekerja dengan baik dengan sejumlah fitur atau atribut yang besar. Oleh 
karena itu, seleksi fitur perlu diterapkan sebelum segala jenis algoritma mining 
diterapkan. Tujuan utama pemilihan fitur adalah untuk menghindari overfitting 
dan meningkatkan kinerja metode (Beniwal & Arora, 2012). Pada penelitian ini 
digunakan seleksi fitur Document Frequency, dengan menghapus term yang 
mempunyai  threshold tertentu pada hasil Document Frequency. Seleksi fitur 
Document Frequency berguna untuk meningkatkan efisiensi (Xu, et al., 2008). 
Seleksi fitur ini juga dapat meningkatkan kinerja sistem dengan lebih sedikit fitur 
yang digunakan (Yang & Pedersen, 1997).  
2.7 Cosine Similarity 
Bila suatu document vector dan query vector bernilai sama, maka pada 
dokumen dapat dilihat saling berkesesuian. Cosine Similarity adalah metode yang 
bebasiskan ruang vektor, pada metode similarity ini kesesuaian vektor akan 
dihitung. Perhitungan Cosine Similarity dapat dilakukan seperti Persamaan 2.4 
(Feldman & Sanger, 2006). 
CosSim (dj, q) =  𝑑𝑗.⃗⃗⃗⃗ 𝑞 =  ∑ (𝑤𝑖𝑗. 𝑤𝑖𝑞)
𝑡
𝑖=0    (2.4) 
Keterangan: 
− 𝑑𝑗  : data untuk pelatihan 
− 𝑞  : data untuk pengujian 
− 𝑤𝑖𝑗  : hasil pembobotan data latih 
− 𝑤𝑖𝑞  : hasil pembobotan data uji 
2.8 Metode Improved K-Nearest Neighbor 
KNN adalah salah satu model klasifikasi yang pembelajaranya berbasis 
instance, dalam metode ini memperhitungkan parameter ketetanggaan terbesar 





Klasifikasi pada metode KNN rentan terhadap pemilihan k-values. Dengan 
penetapan k-values yang baik, maka kinerja sistem atau metode akan meningkat. 
Pada K-Nearest Neighbor  penggunaan k-values untuk setiap kelas atau kategori 
memiliki nilai konstan (serupa), padahal banyaknya data yang digunakan dalam 
pelatihan bisa saja berbeda, sehingga penerapan k-values menjadi kurang baik. 
Pada metode IKNN k-values ditentukan berdasarkan banyaknya data latih, 
sehingga dapat memperbaiki kelemahan pada KNN dalam penetapan k-values 
(Baoli, et al., 2003). Adapun rumus pencarian nilai n dapat dilihat pada Persamaan 
2.5 (Baoli, et al., 2003). 
𝑛 =  [
 𝑘 ×𝑁(𝐶𝑚)
𝑚𝑎𝑥{𝑁(𝐶𝑗)| 𝑗=1,..𝑁𝑐}
]     (2.5) 
− 𝑛    : Nilai K untuk IKNN 
− 𝑘    : Nilai K (Ketetanggaan) 
− 𝑁(𝐶𝑚)    : Banyaknya data kelas m 
− 𝑚𝑎𝑥{𝑁(𝐶𝑗)| 𝑗 = 1, . . 𝑁𝑐}   : Banyaknya kelas dengan anggota terbesar 
Berikutnya melakukan perhitungan probabilitas atau peluang untuk data 
pengujian pada seluruh kelas. Pada Persamaan 2.6 dijelaskan rumus perhitungan 
probabilitas (Baoli, et al., 2003). 
𝑃(𝑥, 𝐶𝑚) = 𝑎𝑟𝑔𝑠𝑚𝑎𝑥𝑚  
∑𝑑𝑗 𝜖 𝑇𝑜𝑝_𝑛_𝐾𝑁𝑁(𝐶𝑚) 𝑠𝑖𝑚(𝑥,𝑑𝑗)𝑦(𝑑𝑗,𝐶𝑚)
∑𝑑𝑗 𝜖 𝑇𝑜𝑝_𝑛_𝐾𝑁𝑁(𝐶𝑚) 𝑠𝑖𝑚(𝑥,𝑑𝑗)
    (2.6) 
−  𝑃(𝑥, 𝐶𝑚)  : Probabilitas dokumen x masuk kategori 𝐶𝑚  
− 𝑇𝑜𝑝_𝑛_𝐾𝑁𝑁  : Nilai k baru tetangga terbaik 
− 𝑠𝑖𝑚(𝑥, 𝑑𝑗)  : Similarity dokumen x dengan dokumen latih 𝑑𝑗  
− 𝑦(𝑑𝑗, 𝐶𝑚)  : Fungsi parameter indikasi pada kategori, Jika data latih 
𝑑𝑗  masuk dalam kategori 𝐶𝑚 maka akan bernilai 1, apabila tidak maka akan 
bernilai 0. 
2.9 Confusion Matrix 
Sebuah Confusion Matrix meringkas kinerja klasifikasi dengan beberapa data 
uji yang diindeks dalam satu dimensi oleh kelas sebenarnya dari suatu objek dan 
di dimensi lain oleh kelas yang ditetapkan (prediksi) oleh classifier (Ting, 2017). 
Tabel Confusion Matrix  dijelaskan pada Tabel 2.2. 
Tabel 2.2 Confusion Matrix 
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 A TP(A) E(BA) E(CA) 
B E(AB) TP(B) E(CB) 
C E(AC) E(BC) TP(C) 




Pada Tabel 2.2, diagonal biru menunjukkan prediksi yang benar dan diagonal 
oranye menunjukkan prediksi yang salah. Jika sampelnya positif dan hasil 
klasifikasi positif (klasifikasi benar), maka dihitung sebagai True Positive (TP); jika 
diklasifikasikan sebagai negatif, itu dianggap sebagai kesalahan False Negative 
(FN) atau error Tipe II . Jika sampel negatif dan hasil klasifikasi negatif maka 
dianggap True Negative (TN); jika tergolong positif, maka dihitung sebagai False 
Positive (FP), error Type I. 
Pada Tabel 2.2 menunjukkan Confusion Matrix untuk masalah klasifikasi multi-
class dengan tiga kelas (A, B, dan C). Seperti yang ditunjukkan, TP(A) adalah jumlah 
sampel positif sejati di kelas A, yaitu jumlah sampel yang diklasifikasikan dengan 
benar dari kelas A, dan E(AB) adalah sampel dari kelas A yang salah diklasifikasikan 
sebagai kelas B. Jadi, FN dalam kelas A adalah jumlah dari E(AB) dan E(AC), yang 
menunjukkan jumlah semua sampel kelas A yang salah diklasifikasikan sebagai 
kelas B atau C. Sederhananya, FN dari setiap kelas yang terletak di kolom dapat 
dihitung dengan menambahkan kesalahan di kelas/kolom tersebut, sedangkan FP 
untuk setiap kelas prediksi yang terletak dalam satu baris mewakili jumlah semua 
kesalahan pada baris tersebut. Misalnya, FP di kelas A dihitung dengan 
FP(A)=E(BA)+E(CA) (Tharwat, 2018). 
2.10 Accuracy, Precision, Recall, dan F-measure 
Parameter ini merupakan model evaluasi yang umum digunakan dalam 
permasalahan klasifikasi juga sebagai pengukur keberhasilan pada sistem. Secara 
umum, parameter Accuracy atau akurasi mengukur perbadingan hasil prediksi 
data yang benar terhadap jumlah total seluruh data yang dievaluasi. Rumus 
akurasi dijabarkan pada Persamaan 2.7 (Hossin & Sulaiman, 2015). 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁
 𝑇𝑃 + 𝐹𝑃+𝑇𝑁+𝐹𝑁
     (2.7) 
Keterangan: 
− TP  : Nilai True Positive 
− TN  : Nilai True Negative 
− FP   : Nilai False Positive 
− FN  : Nilai False Negative 
Precision menunjukan hasil ketelitian klasifikasi dari sistem. Presisi didapatkan 
dari jumlah pengenalan pada bagian data yang benar dengan jumlah total 
pengenalan data yang dilakukan pada sistem. Rumus precision dijelaskan pada 
Persamaan 2.8 (Hossin & Sulaiman, 2015). 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
(𝑇𝑃 + 𝐹𝑃)
     (2.8) 
Parameter recall menunjukan berhasilnya sistem dalam mengenali pengujian. 
Didapat dari jumlah pengenalan informasi benar yang ditetapkan oleh sistem yang 
dibagi jumlah informasi yang akan dikenali oleh sistem. Rumus recall dijelaskan 








Pada penelitian ini untuk mengetahui Performa metode dapat melihat hasil F-
measure. F-measure adalah Rata-rata harmonic dari pengaruh hasil presisi dan 
recall. Rumus F-measure dijelaskan pada Persamaan 2.10 (Hossin & Sulaiman, 
2015). 
𝐹_𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
(2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)∗𝑅𝑒𝑐𝑎𝑙𝑙
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
    (2.10) 
Keterangan: 
− Precision : Hasil Perhitungan Precision 
− Recall  : Hasil Perhitungan Recall 
2.11 K-Fold Cross Validation 
Validasi silang dapat digunakan sebagai pengujian klasifikasi yang menentukan 
hasil evaluasinya. K-Fold Cross Validation adalah metode yang umum digunakan 
untuk mengevaluasi performa model. Penerapan K-Fold Cross Validation diawali 
dengan mempartisi data secara merata menjadi k segmen atau fold yang sama 
atau hampir sama. 
Pada lipatan yang dipartisi ini, pelatihan dan pengujian dilakukan dengan 
sejumlah k iterasi sehingga dalam setiap iterasi terdapat satu fold untuk pengujian 
dan sisanya untuk pelatihan. Akurasi yang diperoleh dari setiap iterasi kemudian 
dirata-ratakan untuk mendapatkan akurasi model. Hal penting yang perlu 
diperhatikan adalah proses distratifikasi data sebelum dipecah menjadi k fold. 
Stratifikasi adalah proses menata ulang data sedemikian rupa sehingga setiap fold 




BAB 3 METODOLOGI PENELITIAN 
Metodologi penelitian menerangkan secara sistematis mengenai pengerjaan 
sistem yang akan diimplementasikan untuk Klasifikasi Artikel Publikasi 
Berdasarkan Judul pada JTIIK UB. 
3.1 Tipe penelitian 
pada penelitian ini memakai tipe non-implementatif analitik, di mana tipe ini 
menekankan penyelidikan pada permasalahan yang nantinya akan mendapatkan 
hasil berupa tinjauan ilmiah. Pada umumnya, tipe ini mementingkan pencarian 
insight dari permasalahan yang sedang diteliti, lalu melakukan identifikasi 
terhadap setiap parameter pada data yang akan dijadikan sebagai dasar dalam 
pengambilan keputusan. Nantinya, hasil dari identifikasi tersebut akan dapat 
menjawab permasalahan pada bagian rumusan masalah. 
3.2 Strategi Penelitian 
Pada penelitian ini strategi penelitian akan menitik-beratkan pada eksperimen 
dan pengujian pada hipotesis yang memiliki hubungan dengan sebab dan akibat. 
Detail terkait strategi penelitian yang digunakan dalam penyusunan skripsi ini, 
yaitu: 
a. Mengkaji materi tentang penerapan klasifikasi pada IKNN. 
b. Menyusun IKNN terutama untuk pengaplikasian text mining yaitu 
klasifikasi. 
c. Membuat program untuk penerapan IKNN. 
d. Mengimplementasikan program dengan data yang digunakan. 
3.3 Rancangan Penelitian 
Rancangan sistem pada penelitian ini digunakan untuk memberikan informasi 
tentang cara kerja sistem dari awal hingga akhir dengan jelas. Cara kerja sistem 
dimulai dengan memasukan data berupa Judul Artikel Publikasi, lalu data akan 
melewati proses preprocessing dan setelah itu masuk tahapan seleksi fitur untuk 
mengurangi term yang gunakan pada penelitian, lalu melakukan pembobotan 
term (kata), kemudian sampai pada proses pengklasifikasian pada data yang 
dimasukan. Setelah itu maka didapatkan output sistem yang berupa kategori yang 
sesuai untuk data yang diujikan. Rancangan penelitian ditunjukan pada Gambar 





Gambar 3.1 Diagram Blok Perancangan Sistem 
3.4 Lokasi Penelitian 
Penelitian berlokasi di Laboratorium Riset Fakultas Ilmu Komputer Universitas 
Brawijaya. Didapatkan kumpulan judul artikel publikasi yang dibutuhkan dalam 
proses penelitian. Judul Artikel Publikasi berasal dari JTIIK UB yang dapat diakses 
pada tautan jtiik.ub.ac.id. 
3.5 Metode Pengumpulan Data 
Proses pengumpulan data dilakukan dengan melakukan data scraping pada 
menu arsip JTIIK UB dengan Judul artikel publikasi yang diambil mulai dari terbitan 
Bulan April tahun 2014 sampai Bulan Desember 2020. Proses data scraping 
menggunakan aplikasi UIPath Studio sehingga pengambilan data dapat dilakukan 
secara otomatis. 
3.6 Data Penelitian 
Data pada penelitian ini berupa Judul artikel publikasi pada terbitan Bulan April 
tahun 2014 sampai Bulan Desember 2020 sejumlah 250 judul Artikel Publikasi 
yang terdiri dari 3 kategori pada Ruang lingkup JTIIK yaitu Software Engineering, 
Image Processing and Pattern Recognition dan Data Mining. Pelabelan dilakukan 
oleh seorang ahli yaitu Dosen Fakultas Ilmu Komputer Universitas Brawijaya, 
dengan rician kategori Data Mining dengan label “0” berjumlah 110 data, Image 
Processing and Pattern Recognition dengan label “1” sebanyak 50 data dan 
Software Engineering dengan label “2” berjumlah 90 data. 
3.7 Peralatan Pendukung 
Dalam proses pengerjaan penelitian ini, kebutuhan yang diperlukan dari tahap 
perancangan sampai pengujian sistem terdiri dari kebutuhan perangkat lunak dan 
perangkat keras. 












3.7.1 Perangkat Keras  
Kebutuhan perangkat keras dalam penelitian ini disesuaikan dengan spesifikasi 
perangkat keras yang dimiliki oleh peneliti, yaitu: 
1. Laptop Lenovo G-40 dengan processor Intel® Celeron® 2957U @1.40GHz 
2. RAM 4 GB 
3. HDD 500 GB 
4. Graphics card Intel® HD Graphichs 
3.7.2 Perangkat Lunak 
Perangkat lunak untuk membangun sistem disesuaikan dengan spesifikasi 
perangkat lunak yang terpasang pada perangkat keras yang dimiliki oleh peneliti, 
yaitu: 
1. Sistem Operasi Windows 10 Pro 64-bit 
2. UIPath Studio 
3. Google Chrome 
4. Python 3.7.1 




BAB 4 PERANCANGAN 
Terdapat perancangan secara menyeluruh dan menyertakan diagram alir 
setiap algoritme yang digunakan oleh penulis dalam sistem, serta rincian 
mengenai implementasi program yang dilakukan. Bab ini menjelaskan terkait 
diagram alir preprocessing dokumen judul, Cosine Similarity dan Improved KNN.  
4.1 Gambaran Umum Sistem 
Penelitian ini akan memakai Python untuk bahasa pemrograman dibantu 
penggunaan Jupyter Notebook untuk executable environment, yaitu environment 
eksekusi source code Python, apabila kode terkait sudah selesai, dapat disimpan 
dalam format script Python berekstensi .py atau juga dapat sesuai format Jupyter 
Notebook yaitu ekstensi .ipynb. Sistem akan menerima input berupa dokumen 
latih dan uji berekstensi .csv. 
Terdapat preprocessing yang melalui 4 tahap, dimulai tahap case folding, 
tokenisasi, filtering dan stemming. Hasil output pada tahap preprocessing adalah 
term-term pada masing-masing data latih dan uji. Selanjutnya masuk tahap seleksi 
fitur untuk data latih, kemudian term weighting akan dilakukan perhitungan nilai 
TF, Wtf, DF dan IDF serta setelah mendapatkan hasil TF-IDF akan dilakukan 
normalisasi agar dapat meningkatkan akurasi pada sistem. Setelah itu dilanjutkan 
tahap klasifikasi IKNN yang dilakukan dengan parameter ketetanggaan untuk 
mendapatkan proporsi jumlah data pelatihan, lalu dilakukan juga proses 
perhitungan peluang dari data uji yang masuk ke masing-masing kelas yang ada. 
4.2 Diagram Alir Pelatihan dan Pengujian 
Pada diagram ini terdapat dua tahap yaitu pelatihan dan pengujian, 
penjelaskan beserta diagram alir dari langkah-langkah detail preprocessing, Cosine 
Similarity dan Improved K-NN. Diagram alir pelatihan dan pengujian dijelaskan 
pada Gambar 4.1. 
 












Gambar 4.2 Diagram Alir (a) Tahap Pelatihan, (b) Tahap Pengujian (lanjutan) 
 
4.2.1 Diagram Alir Preprocessing 
Pada tahap pelatihan maupun tahap pengujian tetap akan memerlukan proses 
preprocessing yang berbeda hanya penerapan pada data saja. Alur kerja 
















































Gambar 4.2 Diagram Alir Preprocessing Dokumen Latih (lanjutan) 
 
 






















Gambar 4.3 Diagram Alir Preprocessing Dokumen Uji (lanjutan) 
 
4.2.2 Diagram Alir Case Folding 
Pada diagram alir ini dijelaskan Case Folding sebagai salah satu proses 
Preprocessing. Pada Gambar 4.4 akan dijabarkan Diagram Alir proses Case Folding. 
  
 
Gambar 4.4 Diagram Alir Case Folding 
 
4.2.3 Diagram Alir Tokenisasi 
Pada tokenisasi terjadi proses perubahan hasil case folding menjadi token. 












Hasil case folding 
Selesai 
Mengganti semua huruf 







Gambar 4.5 Diagram Alir Tokenisasi 
 
4.2.4 Diagram Alir Filtering 
Pada tahap ini filtering diawali dengan pengecekan token pada Stopword, jika 
kata ditemukan pada stopword maka kata akan dihilangkan. Pada Gambar 4.6 
diuraikan diagram alir filtering. 
 
 
Gambar 4.6 Diagram Alir filtering 
 
Split dokumen berdasarkan spasi 
Mulai 
Hasil case folding 
Melakukan 
tokenisasi 











Gambar 4.6 Diagram Alir filtering (lanjutan) 
 
4.2.5 Diagram Alir Stemming 
Pada tahap ini Stemming menggunakan Algoritma Nazief & Adriani yang 
menemukan complex-prefix dan ambiguity serta melakukan confix-stripping. Pada 




















Gambar 4.7 Diagram Alir Stemming 
 
Tidak 

























Gambar 4.7 Diagram Alir Stemming (lanjutan) 
4.2.6 Diagram Alir Pembobotan Term 
Pembobotan term merupakan tahapan mendapatkan nilai dari kata yang telah 
melewati proses preprocessing. Pada tahap pelatihan terdapat proses seleksi fitur 
setelah perhitungan DF, untuk mengurangi jumlah term yang digunakan dan 
meningkatkan kinerja metode. Pada Gambar 4.8 dan Gambar 4.9 dijelaskan 
tentang diagram alir Pembobotan term pada dokumen latih dan uji. 
 
 





















Gambar 4.8 Diagram Alir Pembobotan Term Dokumen Latih (lanjutan) 
  











For l to panjang TF 
Hitung TF*IDF 
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For t to panjang 
term 










For l to panjang TF 
Hitung TF*IDF & Normalisasi 
Hitung TF & DF 






4.2.7 Diagram Alir Seleksi Fitur 
Pada tahap ini seleksi fitur dilakukan dengan menghapus term yang 
mempunyai  threshold tertentu pada hasil Document Frequency. Pada Gambar 
4.10 dijelaskan diagram alir seleksi fitur. 
 
 
Gambar 4.10 Diagram Alir Seleksi Fitur 
4.2.8 Diagram Alir Cosine Similarity 
Pada tahap ini dilakukan perhitungan cosine similarity pada hasil TF-IDF 
dokumen uji terhadap hasil TF-IDF dokumen latih. Pada Gambar 4.11 dijelaskan 
diagram alir Cosine Similarity.  
  















Gambar 4.11 Diagram Alir Cosine Similarity 
4.2.9 Diagram Alir IKNN 
Pada tahap ini akan dilakukan penerapan metode klasifikasi IKNN. Proses 
pertama yang dilakukan adalah mencari nilai n, kemudian dilakukan perhitungan 
probabilitas pada setiap kategori lalu mengurutkanya. Pada Gambar 4.12 
dijelaskan diagram alir IKNN. 
 
 
Gambar 4.12 Diagram Alir IKNN 
 
Mengurutkan hasil CosSim 
CosSim =  TF-IDF ternormalisasi 
data latih *  TF-IDF 



















Gambar 4.12 Diagram Alir IKNN (lanjutan) 
4.3 Manualisasi 
Pada subbab ini akan dijelaskan terkait manualisasi, lalu akan menunjukkan 
rincian perhitungan manual pada tahap preprocessing pada data latih dan uji, 
perhitungan Cosine Similarity dan Klasifikasi Improved K-Nearest Neighbor. Data 
untuk pelatihan dan pengujian dipaparkan pada Tabel 4.1 dan Tabel 4.2. 
  
Tabel 4.1 Data Latih 
Dokumen Judul Label 
1 
Clustering Credit Card Holder Berdasarkan 
Data Mining Pembayaran Tagihan Menggunakan Improved K- 
Means dengan Particle Swarm Optimization 
2 
Implementasi Data Mining untuk Deteksi Penyakit 
Data Mining Ginjal Kronis (PGK) menggunakan K-Nearest 








sebagai hasil klasifikasi 
Selesai 
A 
Hitung Probabilitas setiap 
kategori 





Tabel 4.1 Data Latih (lanjutan) 
3 
Analisis Judul Majalah Kawanku Menggunakan 
Data Mining Clustering K-Means Dengan Konsep Simulasi Big 
Data Pada Hadoop Multi Node Cluster 
4 














Jari Pada Smart Home Berbasis MYSQL 
6 
Rancang Bangun Sistem Informasi Rumah 
Software 
Engineering 
Tradisional Bali Berdasarkan Asta Kosala-Kosali 
Berbasis Web 
 
Tabel 4.2 Data Uji 
Dokumen Judul Label 
Uji 
K-Means Clustering untuk Data Kecelakaan Lalu 
? 
Lintas Jalan Raya di Kecamatan Pelaihari 
 
4.3.1 Preprocessing 
Pada tahap ini akan dijelaskan manualisasi proses preprocessing. Dimulai 
dengan melakukan case folding. Pada Tabel 4.3 dan Tabel 4.4 diperlihatkan hasil 
proses case folding. 
Tabel 4.3 Case folding Data latih 
Dokumen Hasil Case folding 
1 
clustering credit card holder berdasarkan pembayaran tagihan 
menggunakan improved k means dengan particle swarm 
optimization 
2 
implementasi data mining untuk deteksi penyakit ginjal kronis pgk 
menggunakan k nearest neighbor knn dengan backward 
elimination 
3 
analisis judul majalah kawanku menggunakan clustering k means 
dengan konsep simulasi big data pada hadoop multi node cluster 






Tabel 4.3 Case folding Data latih (lanjutan) 
5 




rancang bangun sistem informasi rumah tradisional bali berdasarkan asta 
kosala kosali berbasis web 
 
Tabel 4.4 Case folding Data Uji 
Dokumen Hasil Case folding 
Uji 
k means clustering untuk data kecelakaan lalu lintas jalan raya di 
kecamatan pelaihari 
 
Tahap berikutnya yaitu tokenisasi. Pada Tabel 4.5 dan Tabel 4.6 dapat 
diketahui penerapan tokenisasi. 
Tabel 4.5 Tokenisasi Data Latih 
























Tabel 4.6 Tokenisasi Data Uji 








Selanjutnya dijelaskan hasil manualisasi proses filtering yang dilakukan dengan 
stopword list. Tabel 4.7 dan Tabel 4.8 memaparkan hasil proses filtering. 
Tabel 4.7 Filtering Data Latih 








analisis-judul-majalah-kawanku -clustering-k-means -konsep- 
simulasi-big-data -hadoop-multi-node-cluster 








Tabel 4.8 Filtering Data Uji 





Kemudian akan dilakukan proses Stemming. Keluaran dari proses Stemming  
dapat diketahui pada Tabel 4.9 dan Tabel 4.10. 
 
Tabel 4.9 Stemming Data Latih 
Dokumen Hasil Stemming 
1 clustering-credit-card-holder-dasar-bayar-tagih-improved-k-means- 
particle-swarm-optimization 
2 implementasi-data-mining-deteksi-sakit-ginjal-kronis-pgk -k-nearest- 
neighbor-knn -backward-elimination 
3 analisis-judul-majalah-kawan -clustering-k-means -konsep-simulasi- 





Tabel 4.9 Stemming Data Latih (lanjutan) 
4 ekstrasi-data-citra-koordinat-bumi -peta-digital-sebar-ikan 





Tabel 4.10 Stemming Data Uji 





4.3.2 Seleksi Fitur 
Pada tahap ini akan dijelaskan manualisasi seleksi fitur. Dimulai dengan 
menghitung nilai TF dan DF. Hasil keluaran proses TF dan DF dapat dilihat pada 
Tabel 4.11. 




d1 d2 d3 d4 d5 d6 
analisis 0 0 1 0 0 0 1 
asta 0 0 0 0 0 1 1 
backward 0 1 0 0 0 0 1 
bali 0 0 0 0 0 1 1 
bangun 0 0 0 0 0 1 1 
basis 0 0 0 0 1 1 2 
bayar 1 0 0 0 0 0 1 
big 0 0 1 0 0 0 1 
bumi 0 0 0 1 0 0 1 
card 1 0 0 0 0 0 1 
citra 0 0 0 1 1 0 2 
clustering 1 0 2 0 0 0 2 
credit 1 0 0 0 0 0 1 
dasar 1 0 0 0 0 1 2 
data 0 1 1 1 0 0 3 





Tabel 4.11 Hasil TF dan DF (lanjutan) 
digital 0 0 0 1 0 0 1 
ekstrasi 0 0 0 1 0 0 1 
elimination 0 1 0 0 0 0 1 
ginjal 0 1 0 0 0 0 1 
hadoop 0 0 1 0 0 0 1 
holder 1 0 0 0 0 0 1 
home 0 0 0 0 1 0 1 
ikan 0 0 0 1 0 0 1 
implementasi 0 1 0 0 0 0 1 
improved 1 0 0 0 0 0 1 
informasi 0 0 0 0 0 1 1 
jari 0 0 0 0 1 0 1 
jaring 0 0 0 0 1 0 1 
judul 0 0 1 0 0 0 1 
k 1 1 1 0 0 0 3 
kawan 0 0 1 0 0 0 1 
kenal 0 0 0 0 1 0 1 
knn 0 1 0 0 0 0 1 
konsep 0 0 1 0 0 0 1 
koordinat 0 0 0 1 0 0 1 
kosala 0 0 0 0 0 1 1 
kosali 0 0 0 0 0 1 1 
kronis 0 1 0 0 0 0 1 
majalah 0 0 1 0 0 0 1 
means 1 0 1 0 0 0 2 
mining 0 1 0 0 0 0 1 
multi 0 0 1 0 0 0 1 
mysql 0 0 0 0 1 0 1 
nearest 0 1 0 0 0 0 1 
neighbor 0 1 0 0 0 0 1 
node 0 0 1 0 0 0 1 
optimization 1 0 0 0 0 0 1 
particle 1 0 0 0 0 0 1 
peta 0 0 0 1 0 0 1 
pgk 0 1 0 0 0 0 1 
rancang 0 0 0 0 0 1 1 






Tabel 4.11 Hasil TF dan DF (lanjutan) 
sakit 0 1 0 0 0 0 1 
sebar 0 0 0 1 0 0 1 
sidik 0 0 0 0 1 0 1 
simulasi 0 0 1 0 0 0 1 
sistem 0 0 0 0 0 1 1 
smart 0 0 0 0 1 0 1 
swarm 1 0 0 0 0 0 1 
syaraf 0 0 0 0 1 0 1 
tagih 1 0 0 0 0 0 1 
tiru 0 0 0 0 1 0 1 
tradisional 0 0 0 0 0 1 1 
web 0 0 0 0 0 1 1 
 
Kemudian akan dilakukan Seleksi Fitur, term yang memiliki nilai DF kurang dari 
atau sama dengan 1 akan dihilangkan. Pada Tabel 4.12 menunjukkan hasil Seleksi 
Fitur. 
Tabel 4.12 Hasil Seleksi Fitur 
 
4.3.3 Pembobotan Term 
Pada pembobotan diawali dengan perhitungan Wtf dan juga dilakukan 
perhitungan IDF. Hasil perhitungan Wtf dan IDF dipaparkan pada Tabel 4.13 dan 
Tabel 4.14. 




d1 d2 d3 d4 d5 d6 
data 0 1 1 1 0 0 3 0,30103 
basis 0 0 0 0 1 1 2 0,47712 





d1 d2 d3 d4 d5 d6 
data 0 1 1 1 0 0 3 
basis 0 0 0 0 1 1 2 
citra 0 0 0 1 1 0 2 
clustering 1 0 2 0 0 0 2 
dasar 1 0 0 0 0 1 2 
k 1 1 1 0 0 0 3 




Tabel 4.13 Hasil Perhitungan Wtf dan IDF Data Latih (lanjutan) 
clustering 1 0 1,30103 0 0 0 2 0,47712 
dasar 1 0 0 0 0 1 2 0,47712 
k 1 1 1 0 0 0 3 0,30103 
means 1 0 1 0 0 0 2 0,47712 
 












Berikut contoh perhitungan manual Wtf dari term “data” pada dokumen 3 
dengan menggunakan Persamaan 2.1. 
𝑊𝑡𝑓 (data, 𝑑3)  = 1+Log(𝑡𝑓(data, 𝑑3)) 
   = 1+Log(1) 
   = 1 
Lalu berikut contoh perhitungan manual IDF dari term “data” dengan 
menggunakan Persamaan 2.2. 
I𝑑𝑓(data)  = Log(N/𝑑𝑓(data)) 
   = Log(6/3) 
   = 0,30103 
Kemudian melakukan perhitungan Wtd yaitu dengan proses perhitungan 
pembobotan TF-IDF, proses ini bertujuan untuk menggabungkan bobot pada tiap 
term. Hasil perhitungan Wtd untuk data latih dan data uji dijabarkan pada Tabel 
4.15 dan Tabel 4.16. 
Tabel 4.15 Hasil Perhitungan Wtd Data Latih 
Term 
Wtd 
d1 d2 d3 d4 d5 d6 
data 0 0,30103 0,30103 0,30103 0 0 
basis 0 0 0 0 0,477121 0,477121 
citra 0 0 0 0,477121 0,477121 0 
clustering 0,477121 0 0,620749 0 0 0 
dasar 0,477121 0 0 0 0 0,477121 
k 0,30103 0,30103 0,30103 0 0 0 
















Berikut contoh perhitungan manual Wtd dari term “data” pada dokumen 
3 dengan cara melakukan perkalian antara nilai bobot TF dan IDF. 
𝑊(𝑡, 𝑑)  = W𝑡𝑓 (𝑡, 𝑑) * I𝑑𝑓t 
𝑊(data, 𝑑3)  = W𝑡𝑓 (data, 𝑑3) * I𝑑𝑓(data) 
   = 1 * 0,30103 
   = 0,30103 
Untuk tahap terakhir pada pembobotan dilakukan proses normalisasi, adapun 
rumus normalisasi sesuai dengan Persamaan 4.1. Hasil perhitungan normalisasi 
dijelaskan pada Tabel 4.17 dan Tabel 4.18. 
Tabel 4.17 Hasil Normalisasi Data Latih 
Term 
Normalisasi 
d1 d2 d3 d4 d5 d6 
data 0 0,707107 0,337786 0,5336 0 0 
basis 0 0 0 0 0,707107 0,707107 
citra 0 0 0 0,845737 0,707107 0 
clustering 0,54248 0 0,696543 0 0 0 
dasar 0,54248 0 0 0 0 0,707107 
k 0,342267 0,707107 0,337786 0 0 0 
means 0,54248 0 0,535378 0 0 0 
 















Berikut contoh perhitungan manual Normalisasi dari term “data” pada 
dokumen 4 dengan menggunakan Persamaan 2.3. 








   = 0,5336 
4.3.4 Cosine similarity 
Pada tahap ini akan dijelaskan manualisasi proses cosine similarity. 
perhitungan cosine similarity didapat pada hasil TF-IDF dokumen uji terhadap hasil 
TF-IDF dokumen latih. Pada Tabel 4.19 dan Tabel 4.20 menunjukkan hasil proses 
cosine similarity. 
Tabel 4.19 Hasil Cosine Similarity 
Term 
Cosine Similarity 
(d1, duji) (d2, duji) (d3, duji) (d4, duji) (d5, duji) (d6, duji) 
data 0 0,2668 0,127451 0,201334 0 0 
basis 0 0 0 0 0 0 
citra 0 0 0 0 0 0 
clustering 0,324417 0 0,416551 0 0 0 
dasar 0 0 0 0 0 0 
k 0,129142 0,2668 0,127451 0 0 0 
means 0,324417 0 0,32017 0 0 0 
Jumlah 0,777976 0,5336 0,991622 0,201334 0 0 
 
Tabel 4.20 Hasil Pengurutan Similarity 
Dokumen Label CosSIm 
3 Data Mining 0,991622 
1 Data Mining 0,777976 
2 Data Mining 0,5336 
4 Image Processing and PR 0,201334 
5 Image Processing and PR 0 
6 Software Engineering 0 
 
Berikut contoh perhitungan manual cosine similarity pada dokumen 2 dengan 
menggunakan rumus Persamaan 2.4. 
CosSim(d2, duji) = (0,707107 * 0,377312) + (0,707107 * 0,377312) 





4.3.5 Klasifikasi IKNN 
Berbeda dengan KNN konvensional, pada metode IKNN digunakan nilai n yang 
didapat dari parameter ketetanggan yang dirubah agar sesuai dengan proporsi 
data pelatihan yang digunakan. Tabel 4.21 menunjukkan hasil proses Improved K-
Nearest Neighbor, mulai dari penentuan nilai n. 
Tabel 4.21 Hasil Nilai n 
 Nilai n 
Kategori DM (0) IPPR (1) SE (2) 
Jumlah data 3 2 1 
Nilai k = 4 4 3 1 
 
Berikut contoh perhitungan manual penentuan nilai n pada kategori Data 
Mining dengan menggunakan rumus Persamaan 2.5. 
 




   = 4 
 
Pada Tabel 4.22 menunjukkan hasil klasifikasi penentuan kelas atau kategori 
data uji, dengan menunjukan hasil perhitungan probabilitas. 
Tabel 4.22 Hasil Probabilitas 
Kategori 
DM (0) IPPR (1) SE (2) 
0,919612112 0 0 
 
Berikut contoh perhitungan manual penentuan peluang pada kategori Data 
Mining dengan menggunakan rumus Persamaan 2.6. 
 
𝑃(𝑥, 𝐶𝐷𝑎𝑡𝑎 𝑀𝑖𝑛𝑖𝑛𝑔) = 
(0,991622∗1 + 0,777976∗1 + 0,5336∗1+ 0,201334∗0)
(0,991622 + 0,777976 + 0,5336 + 0,201334)
 
   = 0,919612112 
 
Dari Tabel 4.22 dapat diketahui nilai peluang tertinggi terdapat pada kategori 
Data Mining dengan nilai sebear 0,919612112, maka dapat disimpulkan data uji 





4.4 Rancangan Pengujian 
Pada penelitian ini, pengujian data akan menggunakan K-Fold Cross Validation. 
Untuk menerapkan K-Fold Cross Validation tentu penentuan nilai k sangat penting 
untuk hasil evaluasi. Pada penelitian ini digunakan 5-Fold Cross Validation, 
Penentuan 5-Fold didasari pada penelitian sebelumnya yang memiliki hasil 
evaluasi yang baik (Indriati, et al., 2021). 
Pada penentuan nilai k untuk klasifikasi IKNN tidak ada aturan yang mengikat 
untuk memilih rentang nilai k pada pengujian metode, maka pada penelitian ini 
menggunakan rentang nilai ganjil yaitu 3, 5, 7, 9, 11, 13 dan 15. Selanjutnya untuk 
pengujian seleksi fitur, dilakukan dengan rentang threshold DF yang bernilai 1, 2 
dan 3. Semua pengujian akan dilakukan dengan memasukan nilai hasil 
perhitungan F-measure, Precision, Recall dan Accuracy terhadap variasi dari 
penentuan nilai k serta pengujian penerapan seleksi fitur pada IKNN. Pada Tabel 
4.23 ditunjukan rancangan pengujian nilai k dan pada Tabel 4.24 rancangan 
pengujian seleksi fitur dengan K-Fold Cross Validation. 
Tabel 4.23 Rancangan Pengujian Nilai K 
Nilai k Precision Recall F-1 measure Accuracy 
3     
5     
7     
9     
11     
13     
15     
 
Tabel 4.24 Rancangan Pengujian Seleksi Fitur 
Threshold Precision Recall F-measure Accuracy 
1     
2     






BAB 5 IMPLEMENTASI 
Bab implementasi akan dijelaskan tentang penerapan dan limitasi dalam 
melakukan implementasi serta operasi yang digunakan dalam metode pada 
pengembangan sistem. 
5.1 Lingkungan Penerapan 
Pada penelitian ini, lingkungan penerapan menjabarkan tentang penggunaan 
perangkat dalam proses klasifikasi Artikel Publikasi Berdasarkan Judul pada JTIIK 
UB.  
5.1.1 Lingkungan Penerapan Perangkat Lunak 
Pada lingkungan penerapan perangkat lunak menggunakan bahasa 
pemrograman Python dengan versi 3.7.1 dan untuk text editor menggunakan 
Jupyter Notebook dengan versi 6.0.3.  
5.1.2 Lingkungan Penerapan Perangkat Keras 
Lingkungan penerapan perangkat keras pada penelitian ini menggunakan 
Laptop Lenovo G-40 dengan processor Intel® Celeron® 2957U @1.40GHz versi OS 
64 bit, RAM 4 GB dan VGA Intel® HD Graphichs. 
5.2 Penerapan Algoritma 
Penerapan algoritma membahas terkait implementasi kode program yang 
telah dirancang sebelumnya. Kode program beserta penjabarannya akan dibahas 
menjadi beberapa subbab. 
5.2.1 Case Folding 
Pada tahap ini akan dijelaskan terkait kode program proses preprocessing. 
Dimulai dengan melakukan case folding. Proses case folding dijelaskan pada Kode 
Program 5.1. 
 








  nonkarakter = [] 
  dt_lowercase = dt_Judul['Judul'].str.lower() 
  for i in dt_lowercase: 
    nonkarakter.append(re.sub("[^a-z]"," ",i)) 
  return nonkarakter 
Kode Program 5.1 Case Folding 
Pada Method casefolding akan menerima parameter input berupa data judul 
dari dokumen latih/uji. Baris 3 berfungsi untuk membuat masukan menjadi huruf 
kecil lalu disimpan pada variabel dt_lowercase. Pada baris 4-5 mengganti bagian 
data string dengan spasi (“ ”), jika sesuai dengan regular expression (regex) yaitu 





Proses tokenisasi dilakukan setelah case folding. Kode program tokenisasi 









  for i in range(len(dt_Judul)): 
    dt_Judul[i] = dt_Judul[i].split(' ') 
  hasil_token = dt_Judul 
  return hasil_token 
Kode Program 5.2 Tokenisasi 
Pada Method tokenisasi akan menerima parameter input berupa data judul 
dari dokumen latih/uji yang telah di case folding sebelumnya. Baris 2-3 berfungsi 
untuk memisahkan setiap data berdasarkan spasi, lalu hasilnya akan di return 
sebagai hasil tokenisasi. 
5.2.3 Filtering 
Proses preprocessing selanjutnya adalah filtering. Kode program untuk filtering 



















  hasil_stopword = token.copy() 
  baris= [] 
  temp = [] 
  with open("stopword_list_tala.txt") as s: 
    stopword = s.read().replace('\n',' ') 
    stop_words = stopword.split(' ') 
    for j in range(len(token)): 
      baris = token[j] 
      for i in range(len(baris)): 
        if token[j][i] not in stop_words: 
          temp.append(token[j][i]) 
      hasil_stopword[j] = temp 
      temp = [] 
  return hasil_stopword 
Kode Program 5.3 Filtering 
Pada Method filter akan menerima parameter input berupa data judul dari 
dokumen latih/uji yang telah di tokenisasi sebelumnya. Baris 5-7 berfungsi untuk 
membuat stopword yang diambil dari stopword_list_tala.txt. Pada baris 8-14 
terdapat perulangan sebanyak panjang baris pada token dan perulangan sejumlah 
data pada tiap baris, karena menggunakan stopword removal, jika kata pada token 
tidak ada pada stopword maka kata tersebut akan disimpan. Lalu hasilnya akan di 





Proses preprocessing selanjutnya adalah Stemming. Kode program untuk 
















  hasil_stemming = filtering 
  baris = [] 
  olah = [] 
  factory = StemmerFactory() 
  stemmer = factory.create_stemmer() 
  for i in range(len(filtering)): 
    baris = filtering[i] 
    for j in range(len(baris)): 
      olah.append(stemmer.stem(filtering[i][j])) 
    hasil_stemming[i] = olah 
    olah = [] 
  return hasil_stemming 
Kode Program 5.4 Stemming 
Pada Method Stemming akan menerima parameter input berupa data judul 
dari dokumen latih/uji yang telah di filtering sebelumnya. Baris 5-6 berfungsi 
untuk membuat stemmer. Pada baris 8-13 terdapat perulangan sebanyak panjang 
baris data dan perulangan sejumlah data pada tiap baris, terjadi proses stemming 
atau membuat kata pada setiap data hasil filtering menjadi kata dasar dengan 
menggunakan stemmer.stem(). Lalu hasilnya akan di return sebagai hasil 
stemming. 
5.2.5 Perhitungan TF 
Pada tahap ini akan dijelaskan terkait kode program proses pembobotan kata. 











def tf(kata, doc): 
  freq = np.zeros((len(doc),len(kata))) 
  for i in range(len(doc)): 
    for j in range(len(doc[i])): 
      for k in range(len(kata)): 
        if doc[i][j] == kata[k]: 
          freq[i][k] = freq[i][k] + 1 
  return freq 
Kode Program 5.5 Perhitungan TF 
Baris 1 tf akan menerima input yaitu term dan data judul dari dokumen latih/uji 
yang telah di stemming sebelumnya. Baris 2 adalah inisialisasi variabel freq yang 
nantinya akan berisi hasil TF. Pada baris 3-4 terdapat perulangan sebanyak 
panjang baris data dan perulangan untuk setiap baris pada data. Baris 5 berguna 
untuk perulangan sebanyak jumlah term atau kata. Pada baris 6-7 terjadi 
percabangan. Jika term serupa dengan kata di dokumen, maka variabel freq akan 





5.2.6 Perhitungan DF 
Proses pembobotan kata selanjutnya adalah perhitungan DF. Kode program 














  Docfreq = [] 
  temp = 0 
  temp1 = 0 
  for j in range(len(hasiltf[0])): 
    for i in range(len(hasiltf)): 
      if hasiltf[i][j] == 0: 
        temp1 = 0 
      else: 





        temp = temp+temp1 
    Docfreq.append(temp) 
    temp = 0 
  return Docfreq 
Kode Program 5.6 Perhitungan DF 
Pada Method df akan menerima parameter input berupa hasil perhitungan TF. 
Baris 2-4 adalah inisialisasi variabel Docfreq yang nantinya akan berisi hasil DF dan 
juga variabel bantuan lainya. Pada baris 5-6 terdapat perulangan sebanyak 
panjang data pada setiap baris dan perulangan sebanyak jumlah baris pada hasiltf. 
Baris 7-11 terdapat seleksi yang jika setiap data pada hasiltf bernilai 0 maka temp1 
akan bernilai 0, jika tidak maka temp1 akan bernilai 1 dan dilakukan increment 
pada temp. Pada baris 12-14 dilakukan pemindahan data pada temp ke Docfreq, 
sehingga hasil pada Docfreq akan di return sebagai hasil perhitungan DF. 
5.2.7 Seleksi Fitur 
Sebelum melanjutkan pembobotan kata dilakukan seleksi fitur untuk 
mengurangi jumlah term. Kode program untuk seleksi fitur DF dijabarkan pada 
Kode Program 5.7. 
 









def seleksi_fitur(docfre, kata, threshold): 
  dfx = [] 
  termx = [] 
  for i in range(len(docfre)): 
    if docfre[i] > threshold: 
      dfx.append(docfre[i]) 
      termx.append(kata[i]) 
  return dfx, termx 





Pada Method seleksi_fitur akan menerima parameter input berupa hasil 
perhitungan DF, term dan threshold. Baris 2-3 adalah inisialisasi variabel yang 
nantinya akan berisi DF dan term baru. Pada baris 4 terdapat perulangan sebanyak 
jumlah baris pada docfreq. Baris 5-7 terdapat seleksi yang jika setiap data pada 
docfreq atau nilai DF bernilai lebih dari threshold, maka nilai DF akan dimasukan 
ke dfx dan term akan dimasukan ke termx. Pada baris 8 hasil pada dfx dan termx 
akan di return sebagai hasil dari seleksi fitur. 
5.2.8 Perhitungan Log TF 
Proses pembobotan kata dilanjutkan dengan perhitungan Log TF, hasil dari Log 
TF akan menjadi Weight Term Frequency atau Wtf. Kode program untuk 
perhitungan Log TF dijabarkan pada Kode Program 5.8. 
 









def logtf(kata, stem): 
  termf = tf(kata, stem) 
  for i in range(len(termf)): 
    for j in range(len(termf[0])): 
      if termf[i][j] > 1: 
        a = termf[i][j] 
        termf[i][j] = math.log10(a) + 1 
  return termf 
Kode Program 5.8 Log TF 
Pada Method logtf akan menerima parameter input berupa term baru hasil 
seleksi fitur dan data judul dari dokumen latih/uji yang telah di stemming 
sebelumnya. Baris 2 berguna untuk mendapatkan nilai TF baru dari term yang 
telah diperbarui. Pada baris 3-4 terdapat perulangan sebanyak panjang baris termf 
dan perulangan untuk setiap baris data pada termf. Baris 5-7 terdapat seleksi yang 
jika setiap data pada docfreq atau nilai DF bernilai lebih dari 1, maka nilai DF akan 
dimasukan ke dfx dan term akan dimasukan ke termx. Pada baris 8 hasil pada dfx 
dan termx akan di return sebagai hasil dari seleksi fitur. 
5.2.9 Perhitungan TF-IDF 
Perhitungan Wtd dilakukan dengan proses perhitungan pembobotan TF-IDF, 
proses ini bertujuan untuk menggabungkan bobot pada tiap term dalam setiap 












  bobot = np.zeros((len(logf),len(logf[0]))) 
  for i in range(len(logf)): 
    for j in range(len(logf[0])): 
      idfx = len(stemm)/idf[j] 
      bobot[i][j] = logf[i][j] * math.log10(idfx) 
  return bobot 




Pada Method tfidf akan menerima parameter input berupa hasil log TF, hasil 
DF dan term baru hasil seleksi fitur. Baris 2 inisialisasi variabel yang nantinya akan 
berisi hasil TF-IDF. Pada baris 3-4 terdapat perulangan sebanyak panjang baris logf 
dan perulangan untuk setiap baris data pada logf. Baris 5 terdapat proses untuk 
menghitung nilai IDF, banyaknya term akan dibagi dengan setiap DF. Pada baris 6-
7 terjadi proses perkalian antara log TF dengan hasil IDF, Lalu hasilnya akan di 
return sebagai hasil TF-IDF. 
5.2.10 Normalisasi 
Proses selanjutnya setelah pembobotan kata adalah melakukan normalisasi. 
















  kuadrat = np.zeros((len(wtf),len(wtf[0]))) 
  hasilnormalisasi = np.zeros((len(wtf),len(wtf[0]))) 
  for i in range(len(kuadrat)): 
    for j in range(len(kuadrat[0])): 
      kuadrat[i][j] = wtf[i][j]**2 
  for i in range(len(kuadrat)): 
    for j in range(len(kuadrat[0])): 
      jumlah = sum(kuadrat[i]) 
      hasilnormalisasi[i][j] = wtf[i][j] / 
math.sqrt(jumlah) 
  return hasilnormalisasi 
Kode Program 5.10 Normalisasi 
Pada method normalisasi akan menerima parameter input berupa hasil TF-IDF. 
Baris 2-3 inisialisasi variabel bantuan dan variabel yang nantinya akan berisi hasil 
normalisasi. Pada baris 4-6 terdapat perulangan untuk menyimpan hasil dari 
perhitungan kuadrat dari setiap data pada wtf. Lalu pada baris 7-10 terdapat 
perulangan untuk melakukan perhitungan setiap data pada wtf dibagi dengan 
hasil akar dari jumlah setiap baris dari wtf yang sudah dikuadaratkan sebelumnya. 
Pada baris 8 hasil perhitungan akan di return sebagai hasil dari normalisasi. 
5.2.11 Cosine Similarity 
Proses cosine similarity bertujuan untuk mencari nilai kemiripan dari dokumen 















def cossim(uji, latih): 
  cosine = np.zeros((len(latih),len(latih[0]))) 
  jumlah = [] 
  for i in range(len(latih)): 
    for j in range(len(latih[0])): 
      cosine[i][j] = latih[i][j] * uji[j] 
    jumlah.append(sum(cosine[i])) 
  return jumlah 
Kode Program 5.11 Cosine Similarity 
Pada method cossim akan menerima parameter input berupa hasil normalisasi 
dokumen uji dan latih. Baris 2-3 merupakan inisialisasi variabel cosine dan jumlah 
untuk menyimpan hasil perhitungan. Baris 4-5 terdapat perulangan sebanyak 
panjang baris dokumen latih dan perulangan sebanyak jumlah data pada setiap 
baris dokumen latih. Pada Baris 6-7 terjadi perkalian antara setiap data pada 
dokumen latih dan uji, lalu hasilnya disimpan pada variabel cossine. Setelah itu 
setiap baris cosine dijumlahkan dan disimpan pada variabel jumlah. Pada baris 8 
hasil variabel jumlah akan di return sebagai hasil dari cosine similarity. 
5.2.12 IKNN 
Proses selanjutnya yaitu klasifikasi dengan IKNN. Diawali dengan menghitung 
nilai n, lalu dilakukan perhitungan probabilitas. Kode program untuk IKNN 



























def iknn(urutan, nilaiK): 
  jumlahkelas = np.zeros(3, int) 
  nilaiN = np.zeros(3, int) 
  proB = np.zeros(3) 
  hasiliknn = [] 
  for i in range(len(urutan)): 
    if urutan[i][1] == 0: 
        jumlahkelas[0] = jumlahkelas[0] + 1 
    elif urutan[i][1] == 1: 
        jumlahkelas[1] = jumlahkelas[1] + 1 
    else: 
        jumlahkelas[2] = jumlahkelas[2] +1 
  for j in range(len(nilaiN)): 
    nilaiN[j] = round(( nilaiK * jumlahkelas[j] ) / 
max(jumlahkelas)) 
  for z in range (len(nilaiN)): 
    pembilang = 0 
    penyebut = 0 
    for l in range (nilaiN[z]): 
        if urutan[l][1] == z: 
            pembilang = pembilang + (urutan[l][0] * 1) 
        else : 
            pembilang = pembilang + (urutan[l][0] * 0) 















  hasiliknn.append((pembilang/penyebut)) 
  if (hasiliknn[0] > hasiliknn[1]) & (hasiliknn[0] > 
hasiliknn[2]): 
    klasifikasi = 0 
  elif (hasiliknn[1] > hasiliknn[0]) & (hasiliknn[1] > 
hasiliknn[2]): 
    klasifikasi = 1 
  else: 
    klasifikasi = 2 
  return klasifikasi 
Kode Program 5.12 Cosine Similarity 
Pada method iknn akan menerima parameter input berupa hasil cosine 
similarity yang telah diurutkan sebelumnya dan nilai K. Baris 2-5 merupakan 
inisialisasi variabel yang akan menampung jumlah kelas, Nilai N, Nilai Probabilitas 
dan Hasil IKNN. Baris 6 terdapat perulangan sebanyak panjang baris dari hasil 
cosine similarity. Pada baris 8-13 dilakukan proses seleksi untuk menentukan 
jumlah pada masing-masing kelas, jika kelas pada variabel urutan sama dengan 0 
maka akan increment pada jumlah kelas index ke 0, jika kelas pada variabel urutan 
sama dengan 1 maka akan increment pada jumlah kelas index ke 1 dan , jika kelas 
pada variabel urutan sama dengan 2 maka akan increment pada jumlah kelas index 
ke 2.  
Selanjutnya pada baris 14 terdapat perulangan sebanyak panjang variabel 
nilaiN. Baris 15 adalah proses untuk mendapatkan nilai n (nilai k baru) untuk setiap 
kelas. Untuk setiap kelas dilakukan perhitungan nilai K dikali dengan jumlah kelas, 
lalu dibagi dengan jumlah kelas terbesar. Pada baris 16 melakukan perulangan 
sebanyak panjang nilaiN. Baris 17-18 untuk inisialisasi variabel pembilang dan 
penyebut. Pada Baris 19 terdapat perulangan untuk setiap data pada nilaiN. Pada 
baris 20-24 merupakan proses memasukan nilai pembilang dan penyebut untuk 
setiap kelas, pembilang dan penyebut ini akan digunakan untuk mencari nilai 
probabilitas. Pada baris 25 hasil probabilitas yaitu pembagian pembilang dan 
penyebut akan disimpan pada variabel hasiliknn. 
Pada baris 26-31 terdapat percabangan yang berguna untuk menentukan 
klasifikasi, Jika hasil IKNN index ke 0 lebih besar dari semua index maka klasifikasi 
akan bernilai 0, lalu jika hasil IKNN index ke 1 lebih besar dari semua index maka 
klasifikasi akan bernilai 1 begitupun sebaliknya. Pada baris 32 hasil variabel 
klasifikasi yaitu 0, 1 atau 2 akan di return sebagai hasil dari klasifikasi metode IKNN. 
5.2.13 Penerapan Pelatihan dan Pengujian 
Proses pelatihan dan pengujian dilakukan dengan memanggil method yang 
diperlukan. Kode program untuk pelatihan dan pengujian dijabarkan pada Kode 






















  cflatih = casefolding(doc) 
  tokenlatih = tokenisasi(cflatih) 
  filterlatih = filter(tokenlatih) 
  stem_latih = stemming(filterlatih) 
  term = duplikasi(stem_latih) 
  term.sort() 
  tflatih = tf(term, stem_latih) 
  dflatih = df(tflatih) 
  dfbaru, termbaru = seleksi_fitur(dflatih,term) 
  hasilogtf = logtf(termbaru, stem_latih) 
  Wtf_latih = tfidf(hasilogtf, dfbaru, termbaru) 
  normal_latih = normalisasi(Wtf_latih) 
  return normal_latih, dfbaru, termbaru 
Kode Program 5.13 Pelatihan 
Pada method pelatihan akan menerima parameter input berupa data latih. 
Baris 2 digunakan untuk menjalankan casefolding. Lalu pada baris 3 untuk 
memanggil method tokenisasi, dilanjutkan pada baris 4 menjalankan method 
filtering. Pada baris 5 hasil filtering dilakukan stemming. Baris 5-7 berguna untuk 
menghilangkan duplikat term dan mengurutkan term. Baris 8-9 untuk 
menjalankan proses perhitungan TF dan DF, lalu baris 10 menjalankan method 
seleksi fitur. Baris 11-12 untuk melakukan proses pembobotan term. Baris 13 akan 























  hasilkelas = [] 
  Klasifikasi = [] 
  tempn = [] 
  normalisasi_uji = preprosUji(dtuji, term, newdf) 
  for k in nilaik: 
    for i in range (len(normalisasi_uji)): 
      tempUji = normalisasi_uji[i] 
      hasil_cosim = cossim(tempUji, hsllatih 
      urutan_cosim = sorting(hasil_cosim, 
jumlahkelas['label']) 
      hslIKNN, Kbaru = iknn(urutan_cosim, k) 
      hasilkelas.append(hslIKNN) 
    Klasifikasi.append(hasilkelas) 
    hasilkelas = [] 
    tempn.append(Kbaru)     
  return Klasifikasi, tempn 
Kode Program 5.14 Pengujian 
Pada method pengujian akan menerima parameter input berupa data uji, term, 
hasil DF, hasil pelatihan, jumlah kelas dan Nilai K. Baris 2-4 untuk inisialisasi 
variabel pada pengujian. Baris 5 digunakan untuk menjalankan method tahap 




Pada baris 6 terdapat perulangan sesuai jumlah penguji nilai k (dapat lebih dari 
1 nilai k). Pada Baris 7 terdapat perulangan untuk seluruh baris hasil normalisasi 
data uji. Baris 8-9 berguna untuk menjalankan method cosine similarity. Lalu pada 
baris 10 hasil cosine similarity akan diurutkan ke yang terbesar. Pada Baris 11 
menjalankan method iknn. Pada baris 12-15 untuk menyimpan hasil klasifikasi, 
Lalu hasilnya akan di return sebagai hasil pengujian.  
5.2.14 Evaluasi 
Setelah Proses pelatihan dan pengujian dilakukan, maka proses terakhir adalah 
evaluasi. Evaluasi meliputi accuracy, precision, recall dan F-measure. Kode 











for z in range(len(kvalue)): 
  print("Nilai K ", kvalue[z]) 
  print("Nilai N ", Knew[z]) 
  print("Label Data Uji\t\tHasil Klasifikasi") 
  print("===========================================") 
  for j in range(len(LabelUji)): 














  pres.append(round((precision_score(LabelUji, 
hasil_pengujian[k], average='macro'))*100 , 2)) 
  print ("\nPresisi : ", pres[k],"%")    
  recal.append(round((recall_score(LabelUji, 
hasil_pengujian[k], average='macro'))*100 , 2)) 
  print ("Recall : ", recal[k],"%")   
  f1m.append(round((f1_score(LabelUji, hasil_pengujian[k], 
average='macro'))*100, 2)) 
  print ("F1 score : ", f1m[k],"%")   
  akurasi.append(round((accuracy_score(LabelUji, 
hasil_pengujian[k]))*100, 2)) 
  print ("Akurasi : ", akurasi[k],"%") 
Kode Program 5.15 Evaluasi 
Pada baris 1 melakukan perulangan sebanyak panjang variabel kvalue (nilai k). 
Pada baris 2-5 menampilkan sesuai indeks nilai k pada variabel kvalue  dan nilai n 
pada variabel Knew. Lalu baris 6-7 melakukan perulangan untuk menampilkan 
variabel LabelUji (kelas sebenarnya) dan hasil klasifikasi/pengujian. Baris 8-9 
digunakan untuk menyimpan dan menampilkan hasil precision dengan fungsi 
precision_score() parameter yang dibutuhkan adalah kelas sebenarnya dan hasil 
pengujian pada setiap nilai k. Baris 10-11 digunakan untuk menyimpan dan 
menampilkan hasil recall dengan fungsi recall_score() parameter yang dibutuhkan 
adalah kelas sebenarnya dan hasil pengujian pada setiap nilai k. Baris 12-13 
digunakan untuk menyimpan dan menampilkan hasil F-measure dengan fungsi 
f1_score() parameter yang dibutuhkan adalah kelas sebenarnya dan hasil 
pengujian pada setiap nilai k. Baris 14-15 digunakan untuk menyimpan dan 
menampilkan hasil hasil accuracy dengan fungsi accuracy_score() parameter yang 




BAB 6 PENGUJIAN DAN ANALISIS 
Bagian pengujian dan analisis memaparkan tentang hasil pengujian sistem 
terhadap penerapan metode yang sesuai dengan perancangan sistem dan 
dilengkapi analisis dari hasil yang keluar terhadap metode yang digunakan. 
6.1 Hasil Pengujian 
Pada pengujian metode IKNN menggunakan data latih sebanyak 80% dan data 
uji sebanyak 20%, dengan total data sebanyak 250 judul artikel publikasi dengan 
rician kategori Software Engineering berjumlah 90 data,  Image Processing and 
Pattern Recognition sebanyak 50 data dan Data Mining berjumlah 110 data. 
Kemudian dilakukan pengacakan (random) menggunakan library python dengan 
random_state=1 pada keseluruhan data untuk mendapatkan hasil data latih dan 
data uji yang acak. Sebelumnya dilakukan pengujian untuk menentukan seluruh 
parameter optimal dengan dataset tunggal, data yang digunakan pada data latih 
sebanyak 80% atau 200 data judul artikel publikasi. Pengujian parameter optimal 
dilakukan dengan 5-Fold Cross Valiation atau sebanyak 5 kali pada 5 fold yang 
dibagi dari data latih. 
Pengujian untuk menentukan parameter optimal terdiri dari pengujian nilai k  
berupa perbandingan hasil Accuracy, Precision, Recall dan F-measure untuk 
menentukan variasi nilai ketetanggaan terbaik. Kemudian terdapat pengujian 
variasi threshold untuk seleksi fitur. Lalu pengujian terkahir pada seluruh 
parameter optimal dengan seluruh dataset. 
6.1.1 Pengujian Nilai K 
Pengujian ini mencakup perhitungan Accuracy, Precision, Recall dan F-measure 
yang dilakukan dengan 5-Fold Cross Valiation, lalu hasilnya akan dipilih yang 
memiliki Accuracy tertinggi sebagai acuan terbaik untuk variasi nilai k, dengan 
rentang nilai ganjil yaitu 3, 5, 7, 9, 11, 13 dan 15. Adapun hasil pengujian nilai k 
dan hasil Accuracy, Precision, Recall dan F-measure untuk setiap fold ditunjukkan 
pada Tabel 6.1 sampai Tabel 6.5. 
Tabel 6.1 Hasil Pengujian Nilai K Fold ke-1 
Nilai K Precision Recall F-measure Accuracy 
3 78,77% 73,28% 73,53% 80,00% 
5 80,56% 75,25% 75,54% 82,50% 
7 89,06% 79,41% 81,05% 85,00% 
9 82,15% 77,45% 78,21% 82,50% 
11 89,58% 79,41% 81,10% 85,00% 
13 87,75% 75,25% 76,17% 82,50% 





Tabel 6.2 Hasil Pengujian Nilai K Fold ke-2 
Nilai K Precision Recall F-measure Accuracy 
3 77,16% 77,16% 77,16% 77,50% 
5 76,08% 68,56% 70,63% 72,50% 
7 78,31% 73,01% 74,40% 77,50% 
9 75,42% 68,84% 69,85% 75,00% 
11 72,65% 68,56% 69,80% 72,50% 
13 72,65% 68,56% 69,80% 72,50% 
15 72,65% 68,56% 69,80% 72,50% 
 
Tabel 6.3 Hasil Pengujian Nilai K Fold ke-3 
Nilai K Precision Recall F-measure Accuracy 
3 75,67% 77,31% 76,25% 80,00% 
5 79,32% 77,55% 78,26% 85,00% 
7 77,75% 79,17% 78,21% 82,50% 
9 77,75% 79,17% 78,21% 82,50% 
11 77,75% 79,17% 78,21% 82,50% 
13 76,08% 77,31% 76,25% 80,00% 
15 73,27% 75,23% 73,59% 77,50% 
 
Tabel 6.4 Hasil Pengujian Nilai K Fold ke-4 
Nilai K Precision Recall F-measure Accuracy 
3 76,67% 77,96% 76,76% 77,50% 
5 81,25% 79,81% 79,57% 80,00% 
7 78,94% 76,48% 76,39% 77,50% 
9 77,73% 77,96% 77,01% 77,50% 
11 75,00% 74,63% 73,90% 75,00% 
13 83,13% 81,67% 81,91% 82,50% 
15 81,08% 78,33% 78,76% 80,00% 
 
Tabel 6.5 Hasil Pengujian Nilai K Fold ke-5 
Nilai K Precision Recall F-measure Accuracy 
3 60,74% 60,97% 60,14% 62,50% 
5 71,23% 71,23% 71,23% 72,50% 
7 67,78% 66,10% 66,76% 67,50% 
9 65,40% 63,53% 64,13% 65,00% 
11 68,43% 67,95% 67,98% 70,00% 
13 63,74% 63,53% 63,45% 65,00% 





Hasil pengujian nilai k dan rata-rata Accuracy, Precision, Recall dan F-measure 
yang diperoleh dari keseluruhan evaluasi 5-fold ditunjukkan pada Tabel 6.6 Rata-
rata Hasil Pengujian Nilai K. 
Tabel 6.6 Rata-rata Hasil Pengujian Nilai K  
Nilai K Precision Recall F-measure Accuracy 
3 73,80% 73,34% 72,77% 75,50% 
5 77,69% 74,48% 75,05% 78,50% 
7 78,37% 74,83% 75,36% 78,00% 
9 75,69% 73,39% 73,48% 76,50% 
11 76,68% 73,94% 74,20% 77,00% 
13 76,67% 73,26% 73,52% 76,50% 
15 76,58% 72,92% 73,11% 76,00% 
 
Berdasarkan pada Tabel 6.6 diperoleh nilai optimal k=5. Hasil Accuracy 
tertinggi sebesar 78,50%, F-measure sebesar 75,05%, Recall sebesar 74,48%, dan 
nilai Precision sebesar 77,69%. Nilai k=5 selanjutnya akan digunakan pada 
pengujian variasi threshold untuk seleksi fitur. 
6.1.2 Pengujian Seleksi Fitur 
Pada pengujian pengaruh penggunaan seleksi fitur dengan metode IKNN akan 
dilakukan perbandingan terhadap threshold  pada Document Frequency (DF) yang 
digunakan yaitu 1, 2 dan 3. Seleksi fitur ini berbasis Document Frequency, dengan 
menghapus term yang mempunyai threshold tertentu pada hasil DF. Pada 
pengujian ini digunakan nilai k=5 sebagai hasil nilai k optimal pada pengujian 
sebelumnya dan tetap menggunakan 5-Fold Cross Valiation untuk mendapatkan 
rata-rata terbaik dari hasil perhitungan Accuracy, Precision, Recall dan F1-
measure. Hasil Accuracy, Precision, Recall dan F-measure dari penerapan metode 
IKNN tanpa seleksi fitur untuk setiap fold dijabarkan pada Tabel 6.7 sampai Tabel 
6.9. 
Tabel 6.7 Hasil Pengujian Seleksi Fitur dengan DF=1 
Fold Precision Recall F-measure Accuracy 
1 80,56% 75,25% 75,54% 82,50% 
2 76,08% 68,56% 70,63% 72,50% 
3 79,32% 77,55% 78,26% 85,00% 
4 81,25% 79,81% 79,57% 80,00% 






Tabel 6.8 Hasil Pengujian Seleksi Fitur dengan DF=2 
Fold Precision Recall F-measure Accuracy 
1 62,94% 61,00% 60,58% 65,00% 
2 68,88% 68,82% 68,76% 72,50% 
3 72,75% 75,00% 73,43% 77,50% 
4 69,72% 70,00% 69,10% 70,00% 
5 63,47% 64,25% 63,52% 65,00% 
 
Tabel 6.9 Hasil Pengujian Seleksi Fitur dengan DF=3 
Fold Precision Recall F-measure Accuracy 
1 58,52% 58,79% 58,03% 65,00% 
2 66,93% 66,60% 66,72% 70,00% 
3 62,24% 63,43% 62,43% 67,50% 
4 44,76% 42,59% 31,51% 42,50% 
5 39,47% 45,16% 40,82% 47,50% 
 
Adapun hasil pengujian setiap threshold seleksi fitur serta rata-rata Accuracy, 
Precision, Recall dan F1-measure yang diperoleh dari keseluruhan evaluasi 5-fold 
dijabarkan pada Tabel 6.10. 
Tabel 6.10 Hasil Rata-rata Pengujian Seleksi Fitur 
Threshold 
DF 
Precision Recall F-measure 
Accuracy 
1 77,69% 74,48% 75,05% 78,50% 
2 67,55% 67,81% 67,08% 70,00% 
3 54,38% 55,31% 51,90% 58,50% 
 
Berdasarkan pada Tabel 6.10 didapatkan hasil penerapan metode IKNN  
dengan seleksi fitur dengan threshold terbaik yaitu DF=1 dengan memeroleh 
Accuracy tertinggi sebesar 78,50%, F-measure sebesar 75,05%, Recall sebesar 
74,48%, dan nilai Precision sebesar 77,69%. threshold DF=1 untuk seleksi fitur akan 
digunakan pada pengujian Paramter Optimal. 
6.1.3 Pengujian Parameter Optimal 
Pada pengujian ini seluruh parameter optimal akan dilakukan pengujian 
kembali dengan seluruh dataset yaitu data latih sebanyak 80% dan data uji 
sebanyak 20%. Metode IKNN akan menggunakan nilai k=5 dan seleksi fitur dengan 
threshold DF=1 sesuai hasil pengujian sebelumnya. Hasil Accuracy, Precision, 





Tabel 6.11 Hasil Pengujian IKNN 
Nilai K Precision Recall F-measure Accuracy 
5 84,40% 87,58% 85,78% 90,00% 
 
Berdasarkan pada Tabel 6.11 diketahui hasil pengujian IKNN dengan seluruh 
parameter optimal menghasilkan tingkat Accuracy sebesar 90,00%, F-measure 
sebesar 85,78%, Recall sebesar 87,58%, dan  Precision sebesar 84,40%. 
6.2 Analisis Pengujian 
Analisis ini terdiri dari analisis pengujian nilai k, analisis pengujian seleksi fitur 
dan analisis pengujian parameter optimal. Analisis pengujian memiliki tujuan 
untuk menerangkan dan menyajikan penjelasan dari hasil pengujian yang telah 
dilakukan sebelumnya. 
6.2.1 Analisis Pengujian Nilai K 
Pada pengujian ini dapat diketahui perubahan parameter ketetanggaan yaitu 
nilai k, memengaruhi hasil dari klasifikasi pada IKNN. Pada nilai k yang relatif kecil 
yaitu 3 dan 5 menghasilkan Accuracy, Precision, Recall dan F-measure yang 
meningkat. Setelah nilai k=7, mulai terjadi penurunan hingga pada nilai k=15. Hasil 
akurasi tertinggi ditemukan pada nilai k=5. Grafik hasil pengujian nilai k 
ditampilkan pada Gambar 6.1. 
 
 
Gambar 6.1 Grafik Pengujian Nilai K 
Pencarian nilai k optimal didasari pada akurasi. Terlihat pada grafik, nilai 
optimal dari k yang pilih adalah 5, hal ini didasari pada akurasi tertinggi dari 
seluruh hasil pengujian yaitu 78,05%. Hasil evaluasi untuk nilai k terendah yaitu 
pada k=3, dengan hasil F-measure sebesar 72,77% dan Accuracy sebesar 75,50%, 
sehingga dapat diketahui pada nilai k yang terlalu kecil metode IKNN tidak dapat 
mendapatkan hasil evaluasi yang baik, bahkan mendapatkan hasil terendah dari 




6.2.2 Analisis Pengujian Seleksi Fitur 
Pada pengujian pengaruh penggunaan seleksi fitur didapatkan hasil penerapan 
metode IKNN dengan seleksi fitur yang memiliki threshold DF=1 memeroleh 
Accuracy tertinggi sebesar 78,50%, F-measure sebesar 75,05%, Recall sebesar 
74,48%, dan Precision sebesar 77,69%, lebih tinggi dibandingkan seluruh threshold 
yang diujikan. Grafik pengujian Seleksi Fitur dapat dilihat pada Gambar 6.2. 
 
Gambar 6.2 Grafik Pengujian Seleksi Fitur 
Penerapan seleksi fitur mempengaruhi nilai evaluasi yang dihasilkan, hal ini 
dapat diketahui dari hasil evaluasi yang berbeda pada setiap threshold-nya. 
Semakin banyak data latih yang digunakan, maka semakin berpeluang memiliki 
jumlah term yang lebih banyak juga. Selain itu semakin banyak term yang 
digunakan, maka semakin banyak pula term yang kurang relevan digunakan untuk 
klasifikasi. Pada seleksi fitur berbasis DF, term dengan nilai DF=1, term tersebut 
diasumsikan tidak memiliki keterikatan terhadap dokumen lain, yang berada di 
kelas yang sama ataupun dikelas yang berbeda. Berikut contoh perbandingan term 
pada Tabel 6.12. 







Pada Tabel 6.12 dapat diketahui term dengan nilai DF lebih dari satu, seperti 
citra, sistem dan klasifikasi, bisa jadi merupakan kata kunci dari kelas tertentu, 
sedangkan term dengan nilai DF sama dengan satu, bisa jadi tidak berkaitan 




seperti jawa, yang bisa saja setiap judul memuat tempat yang berbeda. Objek 
penelitian seperti banjir dan kata yang hanya ditemukan pada salah satu dokumen 
saja seperti arsip. Dapat disimpulkan penerapan seleksi fitur pada metode IKNN 
dapat mengklasifikasikan data uji dengan baik, karena menggunakan fitur yang 
lebih berkaitan atau relevan untuk klasifikasi. 
6.2.3 Analisis Pengujian Parameter Optimal 
Pada pengujian Parameter Optimal menggunakan data latih sebanyak 80% dan 
data uji sebanyak 20%, dengan total data sebanyak 250 judul artikel publikasi, 
menghasilkan nilai Accuracy, Precision, Recall dan F-measure yang cukup tinggi. 





DM (0) IPPR (1) SE (2) 
DM (0) 21 2 1 
IPPR (1) 1 4 0 
SE (2) 1 0 20 
Precision 0,913043478 0,666666667 0,952380952 
Recall 0,875 0,8 0,952380952 
F-Measure 0,893617021 0,727272727 0,952380952 
Accuracy 0,9 0,9 0,9 
 
Hasil Confusion Matrix pada Tabel 6.13 menunjukan kelas Image Processing 
and Pattern Recognition, yang ditandai dengan warna merah, mendapatkan hasil 
Precision, Recall dan F-measure terendah dibandingkan dengan semua kelas, 
sedangkan kelas Software Engineering, yang ditandai dengan warna kuning, 
mendapatkan hasil Precision, Recall dan F-measure tertinggi dibandingkan dengan 
semua kelas. Banyaknya kesalahan klasifikasi pada kelas Image Processing and 
Pattern Recognition, Hal ini kemungkinan terjadi karena kelas ini memiliki data 
yang paling sedikit yaitu 50 data. Metode IKNN  memang menyesuaikan dengan 
jumlah data latih yang dimiliki,  namun dapat disimpulkan metode ini juga 
memerlukan proporsi data latih yang baik untuk mendapatkan hasil klasifikasi 
yang optimal, karena pada perhitungan peluang, kelas Software Engineering dan 
Data Mining  yang memiliki data lebih banyak tentu saja terkadang mendapatkan 





Gambar 6.3 Grafik Rerata Pengujian Parameter Optimal 
Pada Gambar 6.3 dapat diketahui hasil seluruh evaluasi yaitu Accuracy, 
Precision, Recall dan F-measure berada diatas 80%. Hal ini menunjukan metode 
IKNN dengan parameter ketetanggan yaitu 5 dan penggunaan Seleksi Fitur 
berbasis DF dengan threshold=1 mampu melakukan klasifikasi dengan baik kepada 
seluruh data pengujian. Dari pengujian ini hasil akhir yang didapatkan yaitu tingkat 
Accuracy sebesar 90,00%, F-measure sebesar 85,78%, Recall sebesar 87,58%, dan  





BAB 7 PENUTUP 
Pada bagian penutup berisi kesimpulan dan saran dari penelitian yang telah 
dilakukan termasuk menjelaskan kekuranganya, sehingga dapat dilakukan 
pengembangan pada penelitian kedepannya. 
7.1 Kesimpulan 
Dari hasil pengujian dan analisanya, maka didapatkan kesimpulan, antara lain: 
1. Metode Improved K-Nearest Neighbor (IKNN) mampu digunakan dalam 
klasifikasi Artikel Publikasi pada JTIIK UB. Pada penerapanya, perubahan 
parameter ketetanggaan, sangat memengaruhi hasil dari klasifikasi pada IKNN. 
Pada parameter ketetanggan yang terlalu besar atau kecil tidak didapatkan 
hasil yang baik. Hasil optimal didapatkan pada nilai k=5. 
2. Penerapan seleksi fitur berbasis Document Frequency dengan threshold=1 
mampu meningkatkan kinerja IKNN, dengan menghasilkan Accuracy tertinggi 
sebesar 78,50%, F-measure sebesar 75,05%, Recall sebesar 74,48%, dan 
Precision sebesar 77,69%, lebih baik dibandingkan seluruh threshold yang 
diujikan. 
3. Hasil akhir untuk metode IKNN dengan seluruh parameter optimal didapatkan 
hasil Accuracy sebesar 90,00%, F-measure sebesar 85,78%, Recall sebesar 
87,58%, dan  Precision sebesar 84,40%. 
7.2 Saran 
Berdasarkan hasil kesimpulan pada penelitian ini, penulis dapat memberikan 
beberapa saran untuk penelitian selanjutnya, antara lain: 
1. Diperlukan adanya penggabungan metode IKNN dengan metode lain dan 
penggunaan Seleksi Fitur lainya, sehingga dapat dijadikan pembanding dan 
atau untuk meningkatkan kinerja dari sistem. 
2. Total dataset penelitian ini terbilang masih minim, jumlah dataset untuk 
pelatihan ataupun pengujian yang kurang ideal dan jumlah kategori yang 
sedikit. Melihat dari kelemahan hasil klasfikasi pada kelas Image Processing 
and Pattern Recognition yang memiliki dataset paling sedikit, sehingga 
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LAMPIRAN A HASIL WAWANCARA 
 









LAMPIRAN C DATASET 
Judul Label 
Identifikasi Emosi Manusia Berdasarkan Ucapan Menggunakan 
Metode Ekstraksi Ciri LPC dan Metode Euclidean Distance 
0 
Optimasi Data Tidak Seimbang pada Interaksi Drug Target dengan 
Sampling dan Ensemble Support Vector Machine 
0 
Kombinasi K-NN dan Gradient Boosted Trees untuk Klasifikasi 
Penerima Program Bantuan Sosial 
0 
Prediksi Tingkat Indeks Prestasi Kumulatif Akademik Mahasiswa 
dengan Menggunakan Teknik Data Mining 
0 
Klasifikasi Mahasiswa HER Berbasis Algoritma SVM dan Decision Tree 0 
Optimasi Fuzzy C-Means dan K-Means Menggunakan Algoritma 
Genetika untuk Pengklasteran Dataset Diabetic Retinopathy 
0 
Peningkatan Akurasi Klasifikasi Algoritma C 4.5 Menggunakan Teknik 
Bagging pada Diagnosis Penyakit Jantung 
0 
Komparasi Data Mining Naive Bayes dan Neural Network memprediksi Masa 
Studi Mahasiswa S1 
0 
Kombinasi K-Means dan Support Vector Machine (SVM) untuk Memprediksi 
Unsur Sara pada Tweet 
0 
Segmentasi Pelanggan Ritel Produk Farmasi Obat Menggunakan Metode 
Data Mining Klasterisasi Dengan Analisis Recency Frequency Monetary 
(RFM) Termodifikasi 
0 
Analisis Sentimen Maskapai Penerbangan Menggunakan Metode Naive 
Bayes dan Seleksi Fitur Information Gain 
0 
Akuisisi Foreground dan Background Berbasis Fitur DTC pada Matting Citra 
secara Otomatis 
1 
Studi Awal Deteksi COVID-19 Menggunakan Citra CT Berbasis Deep Learning 1 
Temu Kembali Citra Tenun Nusa Tenggara Timur menggunakan Esktraksi 
Fitur yang Robust terhadap Perubahan Skala, Rotasi, dan Pencahayaan 
1 
Rancang Bangun Sistem Informasi Afiliasi Penjualan Tiket Seminar 
berbasis Website menggunakan Framework Laravel 
2 
Pengembangan Fitur E-Matur dengan V-Model sebagai Alat 
Pengaduan Publik untuk Website Badan Kepegawaian Negara 
2 
Perancangan Software As A Service (SAAS) untuk Sistem Pelayanan 
Kesehatan Ibu dan Anak (PKIA) pada Puskesmas Se-Kota Mataram 
Berbasis Cloud Computing 
2 
Sistem Informasi Geografi untuk Zonasi Kerentanan Kebakaran Lahan 
dan Hutan di Kecamatan Malifut, Halmahera Utara 
2 
Keterangan: Data Mining (0), Image Processing and Pattern Recognition (1), 
Software Engineering (2) 
Data selengkapnya dapat diakses pada tautan berikut, 
https://docs.google.com/spreadsheets/d/1cPOrvo5Aa6UZB-eovDXPMAWFSwC-
ZTPLssoURjZpZZA/edit?usp=sharing  
