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Abstract
This paper proposes a flexible dynamic ordered probit model which al-
lows for the regression parameters to be either fixed or time-varying. The
parameter estimation and model comparison are carried out using the
simulation-based approach, namely, the Markov chain Monte Carlo tech-
nique.
Our model specification differs from existing studies in the following
respects. First, the static ordered probit model is extended to a dynamic
framework to deal with the specific discrete-valued feature of time se-
ries data. In particular, we consider a more general dynamic order of p
instead of the first-order process commonly used in the literature. Sec-
ond, our time-varying-parameter models permit the regression coefficients
to evolve over time, so that they can be applied to discrete time series
models with parameter instability and capture the possible change in the
structure of the economy. Third, the bin-boundary coefficients of the or-
dered model are treated as additional parameters to be estimated rather
than given in advance. It turns out that the estimation of those cut-offs
is straightforward. Finally, the choice of appropriate dynamic order and
the comparison of fixed-coefficient and time-varying-parameter models are
made possible via the Bayes factor using by-product of the Gibbs simula-
tion. We will apply the model to estimate the Taiwan’s monetary policy
reaction function using the unique narrative-based monetary policy indi-
cators with discrete values of 0, 1 and 2 for representing stances of tight,
neutral and easy monetary policies, respectively.
Keywords: Dynamic ordered probit, Markov chain Monte Carlo, Time-
varying parameters, Monetary policy reaction function.
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1 Introduction
It is well known that the monetary policy is not independent of economic
conditions but rather it responds actively to macroeconomic objectives
such as price stability, sustainable economic growth, and so on. For ex-
ample, Taylor (1993) shows that the monetary policy in the U.S. can be
well described by a simple rule whereby the central bank adjusts the short-
term nominal interest rate as a linear function of a measure of inflation
as well as the output gap. Basically, as also argued in Clarida, Gali and
Gertler (2000), the monetary authority raises the nominal interest rate by
more than one-to-one in response to an increase in (expected) inflation so
that the real interest rate is higher, thereby alleviating inflationary pres-
sure. However, estimation of the monetary policy reaction functions often
requires the selection of certain money market indicators, e.g., monetary
aggregates, federal funds rates or nonborrowed reserves, to represent the
stance of monetary policy. Unfortunately, there seems to be no general
agreement on which variable serves as the best policy indicator. Further-
more, these money market indicators might fluctuate for reasons unrelated
to changes in monetary policy stance. As a result, without appropriately
taking into account the feedback of non-monetary policy shocks may result
in misleading, or even incorrect, conclusions.
In this study, stimulated by Romer and Romer (1989), we consider an
alternative measure of the monetary policy stance in Taiwan constructed
by Shen and Chen (1996) and later extended in Huang and Shen (2001,
2002), using the narrative-based approach. To be more specific, Shen
and Chen (1996) study the directive of the CBC (Central Bank of China,
Taiwan) Committee meeting. While the directives of the U.S. FOMC
are regularly recorded and made available to the public, the minutes of
the CBC Committee meeting are usually not available. Despite the CBC
often announces its short-term monetary policy after the Committee meet-
ing, the announcements are typically vague to avoid criticism of lack of
credibility. Since true intention of the monetary authority is blurred, as-
sessment of the current policy stance based only on its announcements is
relatively difficult, if not impossible. As a result, Shen and Chen (1996)
read daily newspaper to examine the comments of newspapers and, more-
over, they notice that the macroeconomic data must be examined to gauge
the Committee’s decision as well. Then, they employ a lexicographic prin-
ciple, which includes four sequential rules, to complement the study of the
announcements. The classification rules are sequentially based on the au-
thority’s announcement, changes of the required reserve ratio, the discount
rate and the monetary base, and in that order. Similar methods are also
implemented in estimating monetary policy reaction functions or deriving
an indicator of monetary policy shocks, e.g., Hakes (1990), Shen, Hakes
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and Brown (1999), Shen (2000), and Romer and Romer (2003), to name
a few.
Basically, an indicator of the monetary policy so constructed takes
discrete values which represent the stance of monetary policy. Taken an
example as in the appendix of Shen, Hakes and Brown (1999), the U.S.
monetary policy can be classified into easy or tight actions represented by
a binary index with values 1 or 0, respectively. Shen (2000) and Huang
and Shen (2001, 2002) have also estimated the Taiwan monetary policy
reaction function using such narrative-based monetary (binary) indica-
tors by probit regression (without or with serially-correlated errors). As
argued in Shen, Hakes and Brown (1999), the advantages of the narrative-
based indicators over commonly-used money market indicators of mone-
tary policy mentioned above are described as follows. First, it is shown
in Boschen and Miller (1995) that the relationship between any of al-
ternative narrative-based indicators and M2 is more persistent than that
between money market indicators and M2, indicating the interest rate in-
dicators such as the Federal funds rate containing more nonpolicy shocks
than narrative indicators. Second, Boschen and Miller (1995) also find
that there is a high degree of conformity across alternative narrative in-
dicators, suggesting that the narrative indicators are lack of, if not free
from, subjectivity. Thus, as pointed in Shen (2000) and Huang and Shen
(2001, 2002), the use of monetary indicators constructed by the narrative
approach can overcome the problem of endogeneity which arises because
the changes of the money market variables are caused by reasons other
than changes in monetary policy. Moreover, it can also avoid the problem
of inconsistency caused by the contradictory relationship between those
money market variables, e.g., the central bank of Taiwan reduces the re-
serve requirement on August 1, 1990 whereas M1B decreases in the month.
This paper extends the existing studies in the following directions.
First, we classify the monetary policy stance into three categories, namely,
expansionary, neutral, and contractionary, rather than the binary case as
discussed above. As a matter of fact, there seems no reason to believe that
monetary authority can only adopt either easy or tight actions. Allowing
for neutral monetary policy (or inaction) might be closer to reality. Sec-
ond, we consider inflation as well as output gap as the primary objectives
of monetary policy. In particular, the output gap is measured by different
filtering approaches to examine the robustness of the monetary policy re-
action function. Those methods include the quadratic trend specification,
the Hodrick-Prescott filter, the Band-Pass filter, and the structural time
series approach. Third, we propose a dynamic ordered probit model with
time-varying parameters to estimate the monetary policy reaction func-
tion in Taiwan using time series data on the discrete monetary indicators.
Although the ordered probit models can account for the discreteness fea-
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ture of the dependent variable, they may not be well suited for time series
data as our trinomial monetary indicators for possible dynamics. For this
purpose, we propose a dynamic ordered probit regression to capture the
potential dynamics and serial correlation of time series data. 1 Moreover,
as noted in McNees (1986), a policy reaction function is likely to be a frag-
ile creature. Over time, the importance attached to conflicting objectives
of the monetary policy may change. Thus, in order to examine the pos-
sibly changing responses of the policy to different economic conditions,
we allow for the parameters to be time-varying so that the strength of
policy responses to final macro objectives during different subperiods can
vary over time. 2 The estimation and inference of the dynamic ordered
probit model with time-varying parameters (TVP-DOP) is carried out via
the recent advances in Bayesian simulation approach, namely, the Markov
chain Monte Carlo (MCMC).
This paper is organized as follows. In section 2, we present the econo-
metric modeling framework. We first present a simple Taylor rule to de-
scribe the monetary policy reaction function in Taiwan in the static or-
dered probit model. Then, we introduce our novel dynamic ordered probit
model with time-varying parameters. Section 3 reviews the methodology
for extracting the permanent as well as transitory components of output,
thus, obtaining the output gap. Particularly, we first consider the base-
line case using the quadratic trend specification. For robustness reason,
we also investigate other techniques such as the Hodrick-Prescott filter,
Band-Pass filter and the structural time series approach as well. Section
4 describes the Bayesian estimation technique. The simulation algorithm
using the Markov-chain Monte Carlo approach is explained and the full
conditional distributions needed for sampling are derived. Section 5 ex-
plains the data sources and construction and summarizes the empirical
results. Final remarks are made in section 6.
2 The econometric modeling
In this section, we first specify a simple Taylor-type monetary policy re-
action function in which the monetary indicators respond to economic
1In a similar way, extensions to dynamic ordered probit framework include Eichen-
green, Watson and Grossman (1985) who consider a dynamic ordered probit model
and develop a maximum likelihood estimation technique for analyzing the Bank of
England’s discount rate policy reaction function during the ‘inter-war’ period 1925-
1931. Built on the work of Eichengreen, Watson and Grossman (1985), Davutyan and
Parke (1995) analyze the ‘pre-war’ Bank rate behavior by using weekly data, allowing
for asymmetric responses and applying the dynamic ordered probit to account for the
discrete and dynamic nature of Bank rate policy.
2Similar applications can be found in Kim and Nelson (1989), Shen, Hakes and
Brown (1999), Shen (2000), and Estrella and Fuhrer (2003).
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conditions such as the inflation as well as the output gap. Notably, we
adopt the narrative-based indicators to represent the stance of the mon-
etary policy. Specifically, the indicators take discrete values −1, 0 and 1
and represent the easy, neutral and tight monetary actions,respectively.
The model is first analyzed in a simple (static) ordered probit framework.
We then propose two versions of dynamic ordered probit models, one with
fixed-parameters and the other with time-varying coefficients, to account
for possible dynamics and structural change. The estimation procedures
for these two dynamic models are also discussed.
2.1 The ordered probit (OP) model
Consider the following monetary policy reaction function specified as the
simplest (static) form of the (static) ordered probit model,
I∗t = β0 + β1 inft−1 + β2 gapt−1 + t, t = 1, 2, · · · , T (1)
where I∗t is the latent variable denoting the intention of the monetary
authority for adopting tight actions. In particular, its corresponding re-
alized observation, It, takes the value of −1 if an expansionary policy is
implemented, 0 if no or a neutral action is taken, and 1 if a contractionary
policy is adopted. The policy indicators are assumed to respond to the
macroeconomic objectives such lagged inflation (inft−1) as well as output
gap (gapt−1). Clearly, the reaction function in (1) is backward-looking in
that the monetary authority in Taiwan is assumed to adjust the policy in
response to lagged values rather than to forecasts. Similar rules are also
considered in Taylor (1993), Choi (1999), Altavilla (2003) and Benhabib,
Schmitt-Grohe and Uribe (2003).
For purpose of generality, we re-define y∗t = I
∗
t and let xt = (1, inft−1, gapt−1)
′
be a k(= 3)×1 vector with k×1 coefficient vector β = (β0, β1, β2)′. Then,
equation (1) can be rewritten as,
y∗t = x
′
tβ + t (2)
where the error term t is assumed to be normally distributed as N (0, 1)
with the variance being normalized to be 1 for identification reason. The
observed outcome yt is determined by,
yt =

−1 if y∗t ≤ 0
0 if 0 < y∗t ≤ γ
1 if γ < y∗t
(3)
As a result, there are 3 categories with additional unknown bin boundary
(threshold) γ. 3 Therefore, the unknowns remain to be estimated are
3It is straightforward to allow for more than three categories, if necessary. Please
see Albert and Chib (1993) for more details.
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θ = (β ′, γ)′. The estimation can be performed by maximum likelihood
or generalized method of moments. In contrast, Albert and Chib (1993)
introduces a simulation-based approach for computing the exact posterior
distribution of θ based on the observed data.
2.2 The dynamic ordered probit model with fixed parameters (FP-DOP)
The above ordered probit model implicitly assumes that the error terms
are serially uncorrelated. This is commonly true in the use of cross-
sectional data but may not be appropriate when time series data are ex-
amined. In the case of reaction function considered in this study, we might
expect that the adoption of a particular type of action by the monetary
authority to be not only consistent but also persistent. As a result, it may
seem more suitable to take into account the potential dynamics inherent
in the model.
Consider the following flexible dynamic ordered probit model with the
autoregressive order up to p. In particular, the model is designed explicitly
for discretely valued time series data in which the intention of adopting a
tight action is evolved over time. The FP-DOP model is specified as,
y∗t = x
′
tβ + w
′
tφ + t (4)
where the lagged latent variables measuring the policy intention are con-
tained in the vector wt = (y
∗
t−1, y
∗
t−2, · · · , y∗t−p)′ with corresponding coef-
ficients vector φ = (φ1, φ2, · · · , φp)′. Equation (4) can be reformulated
as,
y∗t = z
′
tα + t (5)
where zt = (x
′
t, w
′
t)
′ and α = (β ′, φ′)′. Again, as in the ordered probit case,
the observed data yt is determined by the criteria specified in equation
(3). Thus, the parameter vector to be estimated is θ = (α′, γ′)′.
2.3 The dynamic ordered probit model with time-varying parameters (TVP-
DOP)
The proposed dynamic ordered probit model in the evaluation of discrete
monetary policy reaction functions seems to be promising, at least, in
terms of capturing the dynamics of evolving policy intention. However,
we are also concerned with possible changing weights attached to the con-
flicting final objectives as inflation and output gap (economic growth) over
time. Since the FP-DOP approach is unable to take this important feature
into account, we modify equation (5) to allow for time-varying parameters
so that the monetary authority can change its reaction to various macroe-
conomic conditions in the presence of changing importance attached to
potentially conflicting policy goals.
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Specifically, the TVP-DOP mode is specified as,
y∗t = z
′
tαt + t (6)
αt = αt−1 + ηt (7)
where αt = (β
′
t, φ
′
t)
′, βt = (β1t, · · · , βkt)′ and φt = (φ1t, · · · , φpt)′, t =
1, 2, · · · , T . The coefficient vector αt is assumed to follow a vector random
walk process with disturbance term ηt ∼ N (0, Σ) where Σ is a diagonal
matrix with elements (σ21, · · · , σ2k, σ2k+1, · · · , σ2k+p)′. If all the diagonal ele-
ments are equal, i.e., σ21 = · · · = σ2k+p = σ2, Σ can be simplified as σ2Ik+p.
Note that the hyperparameter σ2 determines the variability of all the re-
gression coefficients over time. For instance, if σ2 = 0, it would impose
the regression coefficients to be fixed over time, i.e., αt = α0 for all t.
3 Extracting the cyclical components
In order to estimate equations (2), (5), or (6) and (7), we need a measure
of the output gap which is defined as the cyclical component (µct) of the
series of interest , namely, log real output (measured by GDP, µt). Al-
though there are a variety of approaches for breaking a time series into
trend and cyclical components, four detrending methods for extracting
the cyclical components are considered in this paper. Specifically, they
include the baseline case, e.g., the quadratic trend representation, the
Band-Pass filter, the Hodrick and Prescott filter and the structural time
series approach. 4 Canova (1998) provides a comprehensive comparison
of a variety of different detrending methods.
3.1 The quadratic trend model
For comparison purpose, we use a quadratic trend representation to mea-
sure the trend and cyclical components of the log real output. For this
baseline estimate, the cyclical component can be obtained by the devia-
tion of fitting a quadratic function of time, i.e., the difference between the
observed and trend output. A succinct specification is given as,
µt = a0 + a1t + a2t
2 + t (8)
where µt is the observed output and t = 1, 2, · · · , T , denotes time trend.
Under this framework, trend output can be obtained by µtt = aˆ0 + aˆ1t +
aˆ2t
2 where aˆi, i = 0, 1, 2, denotes the least square estimates. Clearly,
the cyclical output (gap) is nothing but the residuals from the quadratic
regression, i.e., µct = µt − µtt = µt − aˆ0 − aˆ1t− aˆ2t2.
4Two popular approaches for extracting the cyclical component are the Beveridge-
Nelson (Beveridge and Nelson, 1981) and unobserved-component (Clark, 1987) meth-
ods, please see Morley, Nelson and Zivot (2003) for comparison.
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3.2 The Hodrick-Prescott filter
Based on the hypothesis that the trend component of a time series varies
smoothly over time, any given observed time series, e.g., the output µt, can
be viewed as the sum of a trend component µtt and a cyclical component
µct . Hodrick and Prescott (1997) suggest to measure the smoothness of
the {µtt} path by the sum of the squares of its second difference while the
cyclical components {µct} are deviations from the trend components {µtt}
and should have averages near zero over long time periods.
In particular, we can solve the following dynamic programming prob-
lem to determine the trend and cyclical components,
min
{µtt}
T
t=1
{
T∑
t=1
(
µt − µtt
)2
+ λ
T∑
t=1
[(
µtt − µtt−1
)− (µtt−1 − µtt−2)]2
}
(9)
where the smoothness parameter λ penalizes variation in the trend com-
ponent series. For the quarterly data (will be) used in this paper, Hodrick
and Prescott (1997) suggest to select a value of 1600 for the smoothing
parameter λ.
3.3 The Band-Pass filter
As an alternative, Baxter and King (1999) show how to construct the
moving averages so that the periodic components of an economic time
series can be isolated in a specified band of frequencies. In fact, they are
interested in constructing band-pass linear filters. In contrast, Christiano
and Fitzgerald (2003) propose another approximation strategy to recover
the trend as the component of the series with periodicity between a lower
and an upper bound.
In particular, let the filter approximation of the output µt be µ
t
t which
can be computed as follows,
µtt = B0µt + B1µt+1 + · · ·+ BT−1−tµT−1 + B˜T−tµT
+B1µt−1 + · · ·+ Bt−2µ2 + B˜t−1µ1 (10)
for t = 3, 4, · · · , T − 2 and where
Bj =
sin(jb)− sin(ja)
jpi
, j ≥ 1
B0 =
b− a
pi
, a =
2pi
pu
, b =
2pi
pl
B˜T−t = −1
2
B0 −
T−t−1∑
j=1
Bj, t = 3, 4, · · · , T − 2
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and B˜t−1 = −(B0 + B1 + · · · + BT−1−t + B˜T−t + B1 + · · · + Bt−2). For
instance, the default case for Christiano and Fitzgerald (2003) is 1.5 and
8 years using quarterly data, corresponding to set pl = 6 and pu = 32.
Please see Christiano and Fitzgerald (2003) for more details and Gallego
and Johnson (2003) for building confidence intervals for the band-pass
filters.
3.4 The structural time series approach
Another popular approach for extracting the trend as well as cyclical com-
ponents of a time series is the structural time series (STS) approach pro-
posed by Harvey (1989). Specifically, the model can be formulated as,
µt = µ
t
t + µ
c
t + t (11)
where µt is the output; µ
t
t, µ
c
t are the unobserved trend and cyclical com-
ponents, respectively; and t is an irregular component and is assumed to
be white noise.
The trend component which represents the long-run movement of a
series is assumed to be stochastic and linear and can be represented as,[
µtt
κt
]
=
[
1 1
0 1
] [
µtt−1
κt−1
]
+
[
ηt
ζt
]
(12)
where ηt ∼ N (0, σ2η), ζt ∼ N (0, σ2ζ ), µtt is a random walk with a drift
factor, κt, which follows a first-order autoregressive process.
The cyclical component µct is assumed to be a stationary linear process
and can be represented as,[
µct
µc∗t
]
= ρ
[
cos λ sin λ
− sin λ cos λ
] [
µct−1
µc∗t−1
]
+
[
χt
χ∗t
]
(13)[
χt
χ∗t
]
∼ N
[(
0
0
)
, σ2χ(1− ρ2)I2
]
(14)
As noted in Harvey (1989), the above equations can be cast into state-
space form and we can calculate the likelihood function using the Kalman
filter and obtain the parameters using the maximum likelihood approach.
As a result, we can also derive the estimates of trend component µtt and
cyclical component µct , respectively.
4 Bayesian inference
In a Bayesian framework, inference about the unknown parameters θ is
made via the posterior distribution of θ, which, according to Bayes theo-
rem, is given by
pi(θ|y) = pi(θ)f(y|θ)∫
pi(θ)f(y|θ) ∝ pi(θ)f(y|θ)
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where pi(θ) denotes the prior beliefs about the parameters and f(y|θ) rep-
resents the sampling density (likelihood function) of the T observations
given the parameters θ. As the theorem states, we update our prior be-
liefs of θ using information from the sample data, i.e., the likelihood func-
tion. Since the posterior distribution of θ is analytically intractable, direct
inference is difficult, if not impossible, to implement using conventional
Bayesian approach such numerical integration. 5 However, the recent ad-
vances in Bayesian simulation-based techniques, e.g., Markov-chain Monte
Carlo (MCMC) approach, can be tailored to provide us a feasible and ef-
ficient method for making inference on the parameters θ. Although the
joint posterior distribution is not in a standard form, the full conditional
density of individual component of θ, conditional on the data and the
other parameters, can be shown to take a simple and standard form. As
a result, the Gibbs sampler, a special algorithm of the MCMC approach,
is readily available for simulating from those “standard” full conditional
densities. 6 We briefly discuss the Gibbs sampler along with data aug-
mentation algorithm of Tanner and Wong (1987) in the next section. It
turns out that the data augmentation algorithm will greatly facilitate the
derivations of the relevant full conditional distributions needed for imple-
menting the Gibbs sampler.
4.1 Gibbs sampler with data augmentation algorithm
The recent advance in the simulation-based approach, e.g., Markov chain
Monte Carlo, has inspired a lot of empirical applications in Bayesian
framework. Among which, the Gibbs sampler, first introduced by Geman
and Geman (1984), is an algorithm for generating random variates from
an intractable marginal distribution indirectly from the full conditional
distributions which are usually available in a simple form.
In general, direct sampling from a posterior distribution θ|y is com-
monly infeasible. However, assuming that the full conditional distri-
butions of the latent variable y∗ along with the partitioned parameters
θ = (θ1, θ2, · · · , θB)′ are all available and in standard forms, the Gibbs sam-
pler with data augmentation algorithm generates posterior sample variates[
y∗(t), θ(t)
]
by recursively drawing from the following full conditional dis-
tributions,
y∗|y, θ(t−1), θi|y, y∗(t), θ(t)j , θ(t−1)k
where j < i, k > i and i = 1, 2, · · · , B. Iteration of this process would
5The similar problem remains as well when one tries to estimate the model using
classical methods such as maximum likelihood or generalized method of moments.
6Another popular variant of the MCMC approach is the Metropolis-Hastings algo-
rithm which is particularly suitable for drawing from the “non-standard” full condi-
tional density.
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generate a sequence
[
y∗(t), θ(t)
]
which is a realization of a Markov chain.
Under mild conditions, as t →∞, [y∗(t), θ(t)] converges in distribution to
that of joint posterior density of the latent variable y∗ and the parameters
θ, namely pi(y∗, θ), and each block
[
θ
(t)
i
]
also converges in distribution to
its marginal density pi(θi), i = 1, 2, · · · , B. In addition, given a sequence of
N draws, according to the ergodic theorem, the function of interest, say
E [g(θi)|y], can be consistently estimated by 1N
∑N
j=1 g
(
θ
(j)
i
)
.
4.2 The FP-DOP model
As we have shown that all we need to implement the Gibbs sampler is the
relevant full conditional densities of the parameters and, possibly, those of
the latent variable. The OP model is considered in Albert and Chib (1993)
and, thus, we refer the readers to the paper for details. For the remaining
two versions of the DOP models, i.e., one with fixed-coefficients and the
other with time-varying parameters, the specifications of priors and the
derivations of full conditionals for these two models are both discussed. In
particular, we first describe the FP-DOP case and, then, the TVP-DOP
model on the next subsection.
To deal with the FP-DOP model, we note that, conditioned on y∗,
the full conditional distributions of the remaining parameters, i.e., α and
γ, can be derived in a very straightforward way. With regard to the
specification of the prior for the model parameters, we assume that the
priors on the unknowns α and γ are mutually independent. The prior of
γ is diffuse and that of α is normally distributed as N (α0, A0).
It can be shown that the full conditional density of α is normally
distributed as,
α|y∗, γ ∼ N (αˆ, Aˆ) (15)
where αˆ = Aˆ
[
A−10 α0 +
∑
t zty
∗
t
]
and Aˆ =
[
A−10 +
∑
t ztz
′
t
]−1
.
Similarly, the full conditional density of γj, j = 2, 3, · · · , m− 1 can be
seen to be uniformly distributed as
γj|y∗, α, γκ6=j ∼ U(u, u) (16)
where u = max [max(y∗t : yt = j), γj−1] and u = min [min(y
∗
t : yt = j + 1), γj+1].
The remaining problem is the derivation of the full conditional of the
latent variable y∗t , t = 1, 2, · · · , T . By defining N = min(T, t + p), it can
be shown that the relevant full conditional distribution of y∗t is,
y∗t |y∗κ6=t, yt = j, α, γ ∼ T N (γj−1 ,γj ](µˆt, σˆ2t ) (17)
i.e., a normal distribution truncated to the region (γj−1, γj]. The mean
and variance, respectively, are
µˆt =
zt,0 + φ1zt,1 + · · ·+ φN−tzt,N−t
1 + φ21 + · · ·+ φ2N−t
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σˆ2t =
1
1 + φ21 + · · ·+ φ2N−t
and
zt,0 = x
′
tβ + φ1y
∗
t−1 + φ2y
∗
t−2 + · · ·+ φpy∗t−p
zt,i = y
∗
t+i − x′t+iβ −
p∑
j=1,j 6=i
φjy
∗
t+i−j, i = 1, 2, · · · , N − t
To implement the Gibbs sampler, we can simulate from the distributions
(15), (16) and (17), in that order.
4.3 The TVP-DOP model
For latter use, we first rewrite equations (6) and (7) in a matrix form,
y∗1
y∗2
y∗3
...
y∗T
 =

z′1 0 0 · · · 0
0 z′2 0 · · · 0
0 0 z′3 · · · 0
...
...
...
. . .
...
0 0 0 · · · z′T


α1
α2
α3
...
αT
 +

1
2
3
...
T


I 0 0 · · · 0 0
−I I 0 · · · 0 0
0 −I I · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −I I


α1
α2
α3
...
αT
 =

I
0
0
...
0
 α0 +

η1
η2
η3
...
ηT

or, more compactly, as
y∗ = Zθ + ,  ∼ N (0, IT ) (18)
Aθ = Jα0 + η, η ∼ N (0, IT ⊗ Σ) (19)
where the definitions of y∗, Z, θ, , A, J and η are obvious.
In order to obtain the full conditional densities for use of the Gibbs
sampling procedures, we need to specify the priors. The priors of the bin
boundaries γ are assumed to be diffuse as in Albert and Chib (1993). In
addition, we follow Min (1998) to assume a diffuse prior for the α0, i.e.,
pi(α0|Σ) ∝ constant (20)
Regarding to the prior of θ, we first note that, from equation (19), we
have,
θ = A−1Jα0 + A
−1η (21)
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As a result, conditional on α0, the prior of θ is normally distributed as,
pi(θ|α0, Σ) ∼ N
(
A−1Jα0, A
−1(IT ⊗ Σ)A−1′
)
(22)
Finally, the prior of Σ−1 is taken to be the product of k + p independent
gamma distributions with typical term denoted as,
pi
(
σ−2i
) ∼ G (vi0
2
,
δi0
2
)
(23)
where i = 1, 2, · · · , p + k.
4.3.1 The full conditional of y∗
The full conditional density of y∗t , t = 1, 2, · · · , T takes a similar form as
y∗t |y∗κ6=t, yt = j, α, γ, Ω ∼ T N (γj−1,γj ](µˆt, σˆ2t ) (24)
which is a truncated normal distribution restricted to the region (γj−1, γj].
The mean and variance, slightly different from those obtained above, are
µˆt =
zt,0 + φ1tzt,1 + · · ·+ φN−t,tzt,N−t
1 + φ21t + · · ·+ φ2N−t,t
σˆ2t =
1
1 + φ21t + · · ·+ φ2N−t,t
where N = min(T, t + p) and
zt,0 = x
′
tβt + φ1ty
∗
t−1 + φ2ty
∗
t−2 + · · ·+ φpty∗t−p
zt,i = y
∗
t+i − x′t+iβt+i −
p∑
j=1,j 6=i
φjty
∗
t+i−j, i = 1, 2, · · · , N − t
4.3.2 The full conditional of γ
The full conditional density of γj, j = 2, 3, · · · , m−1 is identical as derived
in equation (16). In particular, it is a uniform distribution as,
γj|y∗, α, γκ6=j, Ω ∼ U(u, u) (25)
where u = max [max(y∗t : yt = j), γj−1] and u = min [min(y
∗
t : yt = j + 1), γj+1].
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4.3.3 The full conditional of α0
As shown in Min (1998), the full conditional of α0 is normally distributed
as,
pi(α0|y∗, γ, θ, Σ) ∼ N (αˆ0, V ) (26)
where
αˆ0 = V ×
(
J ′A−1
′
Z ′Q−1y∗
)
V =
(
J ′A−1
′
Z ′Q−1ZA−1J
)−1
and Q = ZA−1(IT ⊗ Σ)A−1′Z ′ + IT .
4.3.4 The full conditional of θ
In a similar way, we follow Min (1998) to obtain the full conditional of θ
as,
pi(θ|y∗, γ, α0, Σ) ∼ N (θˆ, W ) (27)
where
θˆ = W × [Z ′y∗ + A′(IT ⊗ Σ)−1Jα0]
W =
[
Z ′Z + A′(IT ⊗ Σ)−1A
]−1
4.3.5 The full conditional of σ−2i , i = 1, 2, · · · , k + p
By assuming independent gamma prior for each of the elements in Σ as
above, the full conditional of σ−2i , i = 1, 2, · · · , k + p is gamma distributed
as,
σ−2i |y∗, γ, α0, θ ∼ G
(
vi
2
,
δi
2
)
(28)
where
vi = vi0 + T
δi = δi0 +
T∑
t=1
(αit − αit−1)2
5 Data description and empirical results
5.1 Data
The data set used in this study is mainly taken from Shen and Chen
(1996) and then updated thereafter as in Huang and Shen (2001, 2002).
Interested readers are referred to the papers for details of constructing the
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narrative-based monetary indices. The sample period covers from the first
quarter of 1971 to the second quarter of 1997 for the quarterly data. There
are totally 106 observations, of which 58 (denoted by −1) are classified
to be easy policies, 22 (denoted by 0) neutral actions, and the remaining
26 (denoted by 1) are treated as tight policies. Table 1 displays those
indicators.
The macroeconomic targets of the monetary authority are assumed
to be price stability as well as adequate economic growth. Those goals
are measured by the inflation and output gap, respectively. In particular,
the inflation is calculated by taking the (natural) log difference of the
consumer price index (seasonally unadjusted) in the current period and
the corresponding period last year. Output gap is proxied by the cyclical
component of the (ln) real GDP. Four approaches, including the quadratic
trend, HP filter, BP filter and the STS model, are used for this purpose.
The time series plots of all data are displayed in Figure 1.
5.2 The OP model
The empirical results of the OP model, based on 5,000 simulated variates
after discarding the first 5,000 iterations, are reported in Table 2. In
particular, we present the means, standard errors, medians, 2.5%, 5.0%,
95% and 97.5% percentiles for each of the estimates. From Panels I to
IV of Table 2, we find that the estimated parameters of the inflation
variable (β1) have mean values 9.4911, 10.7893, 11.1093 and 12.5265. The
values are approximately equal and significantly positive judged by their
corresponding 95% Bayesian confidence intervals. In other words, the
probability of adopting a tight monetary action becomes higher when the
inflation rate is larger. The evidence supports that the monetary policy
responds counter-cyclically to curb inflation.
Regarding the output gap variables, the results are somewhat inconsis-
tent. For example, the parameter (β2) in the quadratic trend case (Panel I)
is estimated to have a mean value of 13.5430 which is significantly positive
at 95% confidence level. Similarly, the mean coefficient in the HP filter
case (Panel II) is 10.0661 and is significantly positive at 90% confidence
level as well. Both results imply that the monetary authority conducts
policy counter-cyclically to influence output. In contrast, the mean coef-
ficients of the output gap variable in the BP filter case and the STS case
have the expected (positive) signs but neither is significant at either 95%
or 90% confidence level. Thus, the mixing results show some weak, if any,
evidence in support that the monetary authority adopts counter-cyclical
policies to stimulate economic growth rate.
Next, the estimated mean coefficients (γ) on the bin (threshold) vari-
able for the quadratic trend, HP filter, BP filter and STS cases are 0.8334,
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0.7955, 0.7815 and 0.7730, respectively. All the estimates are significantly
positive and approximately equal, indicating that the estimates are robust
to the filtered approaches used. Finally, we also present the boxplots for
the estimates of the OP models using four filtering approaches in Figure
2.
5.3 The FP-DOP model
Due to the fact that the empirical literature is overwhelmingly dominated
by the first-order autoregressive process, we summarize the empirical re-
sults of the first-order FP-DOP model in Table 3. Similarly, we discard
the first 5, 000 sample variates and collect the last 5, 000 Gibbs output for
making posterior inference of the parameters.
First, the estimates of β1, i.e., the coefficients of the inflation variable,
in four cases, are in accordance with those obtained in the OP model.
Namely, the signs are all positive as expected and significantly different
from 0 according to 95% confidence intervals. However, the mean esti-
mates on the inflation variable in the DOP model are all smaller than
those from the OP model. It indicates that the counter-cyclical mone-
tary policy is again confirmed in the DOP model but the response of the
authority to the inflation may be less strong than that in the OP model.
Second, as in the OP model, all of the coefficients on the output gap
variable have the expected positive signs. Same patterns regarding the
significance of those estimates as in the OP regression have appeared in
the DOP model as well. The coefficients are significant at 95% and 90%
levels for the quadratic trend and HP filter cases, respectively. No evidence
of significance at conventional levels for the BP filter and STS model is
found as in the OP model. Similar to the inflation variable case, the mean
coefficients on the output variable in the DOP model are generally smaller
than those in the OP model, except for the BP filter case. Overall, the
results, to some extent, seem to provide weak evidence in support of the
counter-cyclical behavior adopted by the monetary authority.
Furthermore, the posterior mean estimates of the bin variable are
0.9605, 0.9537, 0.8971 and 0.9310 for the quadratic trend, HP filter, BP fil-
ter and STS cases, respectively. All the estimates are significantly positive,
approximately equal and are larger than those from the OP model. More
importantly, the mean values of the first-order autoregressive coefficients
for the four approaches are 0.4397, 0.4911, 0.4911 and 0.5198 with corre-
sponding 95% confidence intervals being [0.2321, 0.6433], [0.2787, 0.7045], [0.2708, 0.7078]
and [0.3071, 0.7224], respectively. Clearly, those significant, positive coef-
ficients on the autoregressive term justify the use of a dynamic version
of the ordered probit model and are also consistent with the fact that
the authority adopts a consistent and persistent monetary policy. Fig-
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ure 3 displays the boxplots for the estimates of the DOP models using
alternative output gap measures.
5.4 The TVP-DOP model
As argued in many studies, e.g., Shen, Hakes and Brown (1999) and Shen
(2000), the constant-coefficient estimates of the monetary policy reaction
function may over-simplify the authority’s actual response to macroeco-
nomic conditions. As a result, we consider an alternative time-varying-
parameter version of the DOP model which allows the Central Bank to
respond to the same change in either inflation or output gap in a different
way or magnitude at different time horizons.
Table 4 and Figure 4 summarize the estimation results of the TVP-
DOP model. From each panel of Table 4, the first four coefficients, i.e.,
β00, β01, β02 and φ0, denote the estimates of the initial state variable α0
at time 0. Clearly, we find that the coefficient of the inflation variable,
i.e., β01, are all significantly positive at 95% level according to Bayesian
confidence interval, except for the quadratic trend case. In contrast, no ev-
idence is found in support of the significance of the parameter estimates on
the output gap, i.e., β02, except for the quadratic trend specification. The
next four coefficients, i.e., σ21, · · · , σ24, are the variance (diagonal elements)
estimates of the Σ. Specifically, they control for the evolving processes
and variations of the time-varying-parameters of the DOP model.
More importantly, we also find the following interesting observations.
First, we check for the time path of the coefficient on the inflation variable.
By examining the estimates of σ22 for each panel, we find little evidence in
support of large variations of the coefficients judged by their small poste-
rior mean estimates, expect for the quadratic trend case. This observation
is further confirmed by the small variations (looking at the value on the y-
axis) of the second graph for each panel of Figure 4. Moreover, the mean
estimates are positive in every case, confirming that a counter-cyclical
monetary policy is adopted to curb inflation. The above results may be
interpreted as evidence supporting that the inflation is always the major
concern of the monetary authority in Taiwan as found in the OP as well
as the FP-DOP model. Second, more encouraging evidence of significant
time variations is found on the output gap variable. This is particularly
true for the HP filter and STS model cases. In other words, the monetary
policy responds to economic growth in a more diverse way. Since all the
posterior mean estimates are positive, we may regard this as evidence, if
any, in favor of a counter-cyclical monetary policy. Finally, the estimated
bin coefficients in the TVP-DOP model are approximately equal to their
counterparts as in the FP-DOP model.
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6 Conclusions
This paper proposes a novel dynamic ordered probit model, with either
fixed parameters or time-varying parameters, to estimate a discrete pol-
icy reaction function with monetary indices constructed by the narrative-
based approach. The motivating factors of the monetary authority are
presumably to be price stability (measured by inflation) and economic
growth (measured by output gap). For robustness reason, alternative
methods including the quadratic trend specification, the Hodrick-Prescott
filter, the Band-Pass filter and the structural time series model are used
to extract the cyclical components of the (ln) real GDP as a proxy for
the output gap. The estimation and inference of the model is made pos-
sible via the simulation-based Bayesian techniques, i.e., the Markov chain
Monte Carlo approach.
Taking above results from the OP, FP-DOP and TVP-DOP models to-
gether, we find that the monetary authority in Taiwan adopts a “leaning-
against-the-wind” policy. In particular, significant and consistent evidence
indicates that the intention of adopting a tight action becomes higher when
the inflation becomes larger. In contrast, the response of the monetary
authority to output gap (measuring economic growth objective) appears
to be weaker, if any. The overall results may be interpreted as evidence in
support that price stability is the primary concern of the Central Bank in
Taiwan. Furthermore, the significance of the positive autoregressive coef-
ficient suggests that the monetary authority is reasonably persistent and
consistent in policy making. In addition, it also implies that studies of the
discrete monetary policy reaction functions without explicitly considering
the possible dynamics inherent in the time series data may be inappropri-
ate, if not incorrect. Finally, the estimates of the TVP-DOP model reveal
some evidence in support that some of the parameters are time-varying,
although not all. The latter findings suggest that the attached weights to
alternative ultimate policy objectives by the monetary authority do not
remain constant but rather change over time. As a consequence, the es-
timates of fixed-coefficient reaction function of the monetary policy may
produce misleading, if not incorrect, results.
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Table 1: Indicators of the monetary policy stance
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4
1971 −1 −1 1 0 1985 −1 −1 −1 −1
1972 0 0 −1 −1 1986 −1 0 −1 −1
1973 1 1 1 1 1987 −1 −1 −1 −1
1974 1 1 −1 −1 1988 0 0 −1 1
1975 −1 −1 −1 0 1989 1 1 1 1
1976 0 0 −1 −1 1990 1 1 0 −1
1977 −1 −1 −1 −1 1991 −1 0 −1 −1
1978 0 0 1 1 1992 0 1 −1 −1
1979 1 1 1 1 1993 0 0 −1 −1
1980 0 0 0 1 1994 −1 −1 1 −1
1981 1 1 −1 −1 1995 0 0 −1 −1
1982 −1 −1 −1 −1 1996 −1 −1 −1 −1
1983 −1 −1 −1 −1 1997 0 1
1984 −1 −1 −1 −1
∗ −1, 0 and 1 denotes an easy, a neutral or a tight monetary
policy, respectively.
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Table 2: Estimation results of the OP model
Panel I: The quadratic trend approach
mean std err median 2.5% 5% 95% 97.5%
β0 −0.5636 0.1790 −0.5608 −0.9247 −0.8603 −0.2725 −0.2147
β1 9.4911 2.7155 9.4103 4.3553 5.1366 14.0748 14.9664
β2 13.5430 4.0552 13.4292 5.7443 7.0515 20.4436 21.6165
γ 0.8334 0.1519 0.8228 0.5530 0.5957 1.0918 1.1450
Panel II: The Hodrick-Prescott filter approach
mean std err median 2.5% 5% 95% 97.5%
β0 −0.5991 0.1786 −0.5949 −0.9513 −0.8952 −0.3070 −0.2550
β1 10.7893 2.7447 10.7543 5.5043 6.3711 15.4133 16.2884
β2 10.0661 5.1649 10.0530 −0.0728 1.5120 18.5955 20.2525
γ 0.7955 0.1615 0.7929 0.5023 0.5376 1.0734 1.1252
Panel III: The Band-Pass filter approach
mean std err median 2.5% 5% 95% 97.5%
β0 −0.6182 0.1768 −0.6179 −0.9661 −0.9080 −0.3258 −0.2709
β1 11.1093 2.7947 11.1217 5.6873 6.5455 15.7472 16.6050
β2 9.4664 6.6772 9.4031 −3.2549 −1.4185 20.5909 22.6983
γ 0.7815 0.1461 0.7754 0.5141 0.5548 1.0399 1.0901
Panel IV: The structural time series approach
mean std err median 2.5% 5% 95% 97.5%
β0 −0.6829 0.1653 −0.6821 −1.0113 −0.9556 −0.4133 −0.3640
β1 12.5265 2.5759 12.4979 7.6685 8.4048 16.8211 17.6684
β2 3.7092 8.7203 3.7303 −13.3366 −10.5604 17.9767 20.7922
γ 0.7730 0.1433 0.7734 0.4958 0.5307 1.0177 1.0625
∗ Results are based on 5, 000 simulated values after discarding the first 5, 000
draws.
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Table 3: Estimation results of the FP-DOP model
Panel I: The quadratic trend approach
mean std err median 2.5% 5% 95% 97.5%
φ 0.4397 0.1044 0.4404 0.2321 0.2659 0.6086 0.6433
β0 −0.3298 0.1686 −0.3273 −0.6688 −0.6083 −0.0550 −0.0071
β1 5.6348 2.5255 5.5493 0.9883 1.6693 10.0275 10.9261
β2 10.3819 3.8943 10.3710 2.8427 3.9590 16.9001 17.9729
γ 0.9605 0.1756 0.9510 0.6528 0.6919 1.2633 1.3312
Panel II: The Hodrick-Prescott filter approach
mean std err median 2.5% 5% 95% 97.5%
φ 0.4911 0.1070 0.4922 0.2787 0.3148 0.6672 0.7045
β0 −0.3168 0.1707 −0.3146 −0.6632 −0.6014 −0.0430 0.0041
β1 5.7688 2.6681 5.6203 0.9911 1.6190 10.3886 11.4826
β2 9.1489 5.0977 9.0802 −0.8237 0.8337 17.6354 19.4085
γ 0.9537 0.1702 0.9499 0.6372 0.6794 1.2359 1.2887
Panel III: The Band-Pass filter approach
mean std err median 2.5% 5% 95% 97.5%
φ 0.4911 0.1115 0.4905 0.2708 0.3073 0.6719 0.7078
β0 −0.3748 0.1704 −0.3725 −0.7134 −0.6579 −0.0947 −0.0452
β1 6.6803 2.7065 6.5655 1.7319 2.4475 11.3109 12.2495
β2 4.2253 5.9207 4.1459 −7.3446 −5.4593 14.0789 15.8944
γ 0.8971 0.1752 0.8895 0.5842 0.6235 1.2079 1.2676
Panel IV: The structural time series approach
mean std err median 2.5% 5% 95% 97.5%
φ 0.5198 0.1065 0.5209 0.3071 0.3413 0.6917 0.7224
β0 −0.3807 0.1686 −0.3801 −0.7185 −0.6637 −0.1077 −0.0554
β1 6.9248 2.4987 6.8108 2.4166 3.0281 11.2452 12.1333
β2 9.6641 9.9891 9.6966 −9.8092 −6.8888 26.0781 29.2153
γ 0.9310 0.1750 0.9250 0.6144 0.6511 1.2363 1.2887
∗ Results are based on 5, 000 simulated values after discarding the first 5, 000
draws.
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Table 4: Estimation results of the TVP-DOP model
Panel I: The quadratic trend approach
mean std err median 2.5% 5% 95% 97.5%
β00 −0.3006 0.3850 −0.3151 −1.0427 −0.8898 0.3936 0.5553
β01 7.0896 4.9244 6.4513 −0.7552 0.6315 15.7707 19.2533
β02 9.5332 5.0203 9.5895 −0.8267 1.0318 17.5663 19.2965
φ0 0.4014 0.1139 0.4014 0.1770 0.2139 0.5907 0.6208
σ21 0.0136 0.0190 0.0052 0.0002 0.0002 0.0493 0.0654
σ22 1.3018 2.5528 0.1089 0.0010 0.0013 6.1569 9.1307
σ23 0.0746 0.1288 0.0069 0.0002 0.0002 0.3549 0.4441
σ24 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
γ 0.9681 0.1876 0.9582 0.6642 0.7167 1.3000 1.3716
Panel II: The Hodrick-Prescott filter approach
mean std err median 2.5% 5% 95% 97.5%
β00 −0.3343 0.2474 −0.3294 −0.8420 −0.7369 0.0497 0.1404
β01 6.2747 2.9737 6.1295 0.9457 1.6749 11.2891 12.5840
β02 11.9813 11.6842 11.9259 −12.1590 −7.2526 31.0884 36.2199
φ0 0.2745 0.3064 0.3286 −0.4653 −0.2919 0.6954 0.7768
σ21 0.0010 0.0015 0.0004 0.0000 0.0000 0.0038 0.0055
σ22 0.0006 0.0012 0.0002 0.0000 0.0000 0.0024 0.0037
σ23 10.5111 18.8378 3.8440 0.4567 0.5703 34.6358 80.8127
σ24 0.0054 0.0070 0.0027 0.0002 0.0002 0.0196 0.0246
γ 0.9777 0.1733 0.9547 0.6680 0.7211 1.2854 1.4002
Panel III: The Band-Pass filter approach
mean std err median 2.5% 5% 95% 97.5%
β00 −0.4076 0.2936 −0.4048 −0.9970 −0.8794 0.0397 0.1847
β01 7.6488 3.3030 7.3167 1.8699 2.7592 13.4509 15.3645
β02 4.0783 6.6842 3.9609 −8.2937 −6.1961 15.5143 17.6448
φ0 0.4408 0.1706 0.4556 −0.0218 0.1570 0.6647 0.7260
σ21 0.0052 0.0145 0.0011 0.0001 0.0001 0.0150 0.0390
σ22 0.0009 0.0016 0.0001 0.0000 0.0000 0.0041 0.0052
σ23 0.0331 0.0333 0.0220 0.0001 0.0002 0.0983 0.1115
σ24 0.0005 0.0015 0.0001 0.0000 0.0000 0.0038 0.0051
γ 0.9818 0.1878 0.9715 0.6117 0.6771 1.3190 1.3830
Panel IV: The structural time series approach
mean std err median 2.5% 5% 95% 97.5%
β00 −0.2855 0.9947 −0.3810 −2.3118 −1.6681 1.5349 1.9658
β01 10.7528 5.1657 9.7416 3.2834 4.2670 20.2588 23.0988
β02 14.0957 18.1672 13.1927 −18.0183 −13.1274 46.5597 53.4997
φ0 0.3791 0.1781 0.4040 −0.0279 0.0240 0.6290 0.6526
σ21 0.4483 0.7650 0.0359 0.0005 0.0006 2.1662 2.7747
σ22 0.0008 0.0016 0.0001 0.0000 0.0000 0.0045 0.0059
σ23 9.2103 9.8487 6.2361 0.0990 0.1761 31.3076 36.8528
σ24 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
γ 1.2025 0.3979 1.0874 0.7025 0.7312 1.9130 2.0476
∗ Results are based on 1, 000 simulated values after discarding the first 1, 000
draws.
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Ç 1: From top to bottom panels are the time series plots of the monetary
indicators, inflation, the output gaps using the quadratic trend, HP filter,
BP filter, and STS approaches, respectively.
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Ç 2: The OP model: From top to bottom panels are the quadratic trend,
HP filter, BP filter, and the STS cases, respectively. For each panel, the
boxplots for β0, β1, β2 and γ are shown from left to right subpanels.
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Ç 3: The FP-DOP case: From top to bottom panels are the quadratic
trend, HP filter, BP filter, and the STS cases, respectively. For each panel,
the boxplots for φ, β0, β1, β2 and γ are shown from left to right subpanels.
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Ç 4: The TVP-DOP case: The time series plots of the TVP-DOP esti-
mates for the quadratic trend (top left panel), HP filter (top right panel),
BP filter (bottom left panel), and the STS (bottom right panel) cases,
respectively. For each panel, the boxplots for β0, β1, β2 and φ are shown
from top to bottom subpanels.
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