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Resumen
Los Sistemas Argumentativos Basados en
Reglas (SABR) son formalismos de argumenta-
cio´n do´nde el conocimiento de un agente inclu-
ye un conjunto de reglas de inferencia a partir
de las cuales se pueden construir argumentos
a favor o en contra de una afirmacio´n. Estos
sistemas son de particular intere´s en el a´rea de
Inteligencia Artificial (IA) dado que este tipo
de reglas de inferencia permiten representar co-
nocimiento de sentido comu´n, y la construccio´n
de argumentos puede realizarse de manera au-
toma´tica.
El objetivo general de esta investigacio´n es
mejorar la capacidad de representacio´n de los
SABR brindando la posibilidad de adaptarse a
las necesidades del los diferentes dominios pa-
ra los cuales son dirigidos. En particular, se
pretende disen˜ar un SABR con una arquitec-
tura lo suficientemente flexible para: crear di-
ferentes modelos argumentativos que represen-
ten una determinada situacio´n del mundo real,
y analizar dichos modelos de acuerdo a sus ca-
racter´ısticas sobresalientes.
Palabras clave: Sistemas Argumentativos
Basado en Reglas, Inteligencia Artificial, Ar-
quitectura Argumentativa Flexible.
Contexto
Esta l´ınea de investigacio´n esta´ inserta en el
marco del desarrollo de una tesis de maestr´ıa
para optar por el t´ıtulo de Magister en Cien-
cias de la Computacio´n del Departamento de
Ciencias de la Computacio´n de la Universi-
dad Nacional del Sur. Se llevara´ a cabo dentro
del a´mbito del Laboratorio de Investigacio´n y
Desarrollo en Inteligencia Artificial (LIDIA), y
esta´ asociada a los siguientes proyectos de in-
vestigacio´n:
“Representacio´n de Conocimiento y Razona-
miento Argumentativo: Herramientas Inteli-
gentes para la Web y las Bases de Datos Fe-
deradas”. 24/N030, 01/01/11 – 31/12/2014.
“Combinacio´n de Revisio´n de Creencias y
Argumentacio´n para mejorar las capacida-
des de Razonamiento y modelado de la
Dina´mica de Conocimiento en Sistemas Multi-
agentes, PIP-CONICET (PIP 112-201101-
01000), 01/01/2012 – 31/12/2014.
“Representacio´n de conocimiento, y Razona-
miento argumentativo: Herramientas inteli-
gentes”, 24/N030, 01/01/2011 – 31/12/2014.
Introduccio´n
En los u´ltimos an˜os, la Inteligencia Artifi-
cial (IA) a puesto especial intere´s en imitar el
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razonamiento humano frente a situaciones pro-
blema´ticas. En particular, el a´rea de la repre-
sentacio´n del conocimiento y el razonamiento
rebatible que estudia el a´rea de la argumenta-
cio´n rebatible, se especializa en modelar el pro-
ceso de razonamiento humano de manera tal de
establecer que conclusiones son aceptables en
un contexto de desacuerdo. En te´rminos gene-
rales, las teor´ıas de la argumentacio´n se ocupan
de analizar las interacciones entre los argumen-
tos que esta´n a favor o en contra de un deter-
minada conclusio´n, y formar as´ı una base de
creencias que ser´ıa utilizada para afrontar las
diversas situaciones problema´ticas del mundo
real. Estas teor´ıas son ampliamente utilizadas
en diversos a´mbitos, tales como el razonamien-
to legal [3, 2], los sistemas de recomendacio´n
[13, 4], los agentes auto´nomos y sistemas mul-
tiagente [1, 12], y muchos otros [10, 16].
Los Sistemas Argumentativos Basados en
Reglas (SABR) son formalismos de argumen-
tacio´n en los cuales el conocimiento de un agen-
te incluye un conjunto de reglas de inferencia
que permiten construir argumentos a favor o en
contra de una afirmacio´n. Estos sistemas son
de particular intere´s en el a´rea de Inteligen-
cia Artificial (IA) dado que este tipo de reglas
de inferencia son u´tiles para representar cono-
cimiento de sentido comu´n, y la construccio´n
de argumentos puede realizarse de manera au-
toma´tica. Sin embargo, los SABR se constru-
yen para representar un determinado tipo de
formalismo, lo cual es una desventaja, ya que
si se necesita utilizar otro tipo de formalismo
hay que construir otro SABR que implemente
dicho formalismo. Por ello, el objetivo general
de esta investigacio´n es incrementar la capaci-
dad de representacio´n de los SABR brindando
la posibilidad de adaptarse a las necesidades
de los diferentes dominios para los cuales son
dirigidos. En particular, se pretende disen˜ar un
SABR con una arquitectura lo suficientemen-
te flexible para: crear diferentes modelos ar-
gumentativos que representen una determina-
da situacio´n del mundo real, y analizar dichos
modelos de acuerdo a sus caracter´ısticas sobre-
salientes. En esta ocasio´n, analizaremos la ar-
quitectura del razonador DeLP y trataremos
de adecuarla definiendo interfaces esta´ndar en-
tre sus distintos mo´dulos, con esto se obtendr´ıa
una arquitectura flexible para el razonador.
L´ıneas de investigacio´n y
desarrollo
Actualmente, la arquitectura de un razona-
dor argumentativo, como el utilizado en DeLP,
no permite implementar de una manera senci-
lla dichas extensiones de una manera automa´ti-
ca, significando as´ı un esfuerzo considerable al
reescribir el co´digo del razonador argumentati-
vo o utilizando diversos razonadores para mo-
delar una misma situacio´n problema´tica del
mundo real.
En esta l´ınea de investigacio´n se estu-
diara´ como implementar extensiones a los for-
malismos argumentativos sobre un razonador
que poseera´ una arquitectura flexible para im-
plementar automa´ticamente dichas extensio-
nes de acuerdo a las preferencias del usuario.
En particular, analizaremos el razonador argu-
mentativo implementado por DeLP para crear
y analizar modelos argumentativos complejos.
De esta manera, el nuevo razonador nos dara´ la
posibilidad de representar modelos argumenta-
tivos dina´micos [8], extender los esquemas de
razonamiento que el mismo pueda implemen-
tar [6], considerar las valuaciones de los argu-
mentos que dependan de las caracter´ısticas del
dominio de aplicacio´n [5], considerar diferentes
clases de ataques entre argumentos [9], entre
otros.
Argumentacio´n
La argumentacio´n constituye uno de los
principales componentes de la inteligencia hu-
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mana. La habilidad de participar en discusio-
nes es esencial para que los humanos puedan
entender nuevos problemas, para llevar a cabo
razonamientos cient´ıficos, expresarse, y aclarar
y defender sus opiniones. Aunque en la teor´ıa
de la argumentacio´n se incluye el debate y la
negociacio´n, las cuales esta´n dirigidas a alcan-
zar unas conclusiones de mutuo acuerdo acep-
tables, su principal motivacio´n es quiza´s el de-
bate social en el que la victoria sobre un opo-
nente es el principal objetivo. Este arte y cien-
cia es con frecuencia el medio por el cual algu-
nas personas protegen sus creencias o propios
intereses en un dia´logo racional, en simples co-
loquios o durante el proceso de argumentacio´n
o defensa de ideas. Los investigaciones dedica-
dos al a´rea de la argumentacio´n estudian las
racionalizaciones post hoc mediante las cua-
les un individuo puede justificar decisiones que
originalmente pudieron haber sido realizadas
de forma irracional [17].
En la actualidad, el estudio de la argumen-
tacio´n ha recobrado vigencia debido a la gran
influencia que los medios de comunicacio´n tie-
nen sobre la sociedad. Esta influencia se mani-
fiesta en el planteamiento de estrategias argu-
mentativas para convencer al pu´blico acerca de
ciertos valores e ideas. Ejemplo de esto son los
discursos argumentativos relacionados con la
publicidad o el pensamiento pol´ıtico. As´ı pues,
la principal motivacio´n del estudio de la argu-
mentacio´n, consiste en establecer si el razona-
miento planteado es veros´ımil, es decir, si quien
es objeto de la argumentacio´n estara´ dispuesto
a aceptarla.
Sistemas Argumentativos Basados en
Reglas
En argumentacio´n una proposicio´n es acep-
tada o no de acuerdo a un ana´lisis de las ra-
zones de las que se dispone para creer o no en
la misma, donde estas razones o justificaciones
toman la forma de argumentos [7]. Adema´s, la
manera en que estos argumentos son conside-
rados permite la automatizacio´n de este tipo
de razonamiento.
En los sistemas argumentativos basados en
reglas (SABR), existe un conjunto de reglas
de inferencia con las cuales, a partir de cierta
informacio´n (antecedente o conjunto de premi-
sas) se puede inferir de manera tentativa nueva
informacio´n (consecuente). En este tipo de sis-
temas, las reglas son almacenadas en una ba-
se de conocimiento, junto a otra informacio´n
en forma de hechos o presuposiciones, que re-
presentan la evidencia que el agente obtiene
de su entorno. A partir de esta evidencia, el
agente puede usar las reglas de inferencia pa-
ra construir argumentos a favor o en contra de
una afirmacio´n. Una vez hecho esto se evalu´an
todos los argumentos construidos, y se deter-
mina cua´les de ellos son aceptados, buscando
concluir si, a partir de la base de conocimien-
to del agente, esta´ afirmacio´n puede aceptarse
o no. Estos formalismos son no-mono´tonos da-
do que la introduccio´n de nueva informacio´n al
sistema puede generar nuevos argumentos que
resultan contradictorios con algunos de los ya
existentes.
Arquitectura Flexible de un
Razonador Argumentativo
En general, en la mayor´ıa de los SABR, ar-
gumentos y contra-argumentos son compara-
dos utilizando un criterio de preferencia pre-
determinado permitiendo decidir si un ataque
tiene e´xito. No obstante, la capacidades de re-
presentacio´n y el tratamiento de los conflictos
pueden ser definido de diversas maneras, esta-
bleciendo as´ı la necesidad de contar con una
arquitectura ma´s flexible que permita repre-
sentar y analizar un determinado modelo ar-
gumentativo desde diferentes puntos de vista.
En los u´ltimos an˜os, el campo de aplicacio´n
de la argumentacio´n se ha expandido veloz-
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mente, en gran parte debido a los avances teo´ri-
cos, pero tambie´n gracias a la demostracio´n
exitosa de su uso pra´ctico en un gran nu´me-
ro de dominios de aplicacio´n, tales como el ra-
zonamiento legal [15], la ingenier´ıa del conoci-
miento [10], los sistemas multi-agentes [14, 1],
y el e-government [12], entre muchos otros [16].
Por ello, es latente la necesidad de contar con
un formalismo que se adapte a las necesidades
del dominio sin tener que obligar al usuario
moverse de un formalismo a otro para poder
modelar y analizar dichos dominios.
Objetivos y Resultados
Esperados
En el LIDIA a trave´s de los an˜os se han
llevado a cabo diferentes proyectos sobre Sis-
temas de Argumentacio´n, en particular inves-
tigaciones dedicadas a desarrollar sistemas de
argumentacio´n masiva. Varias trabajos propo-
niendo la creacio´n de mecanismos que pudieran
mejorar la complejidad computacional de los
sistemas de argumentacio´n basados en Defea-
sible Logic Programming (DeLP) [11] fueron
publicados en conferencias y revistas interna-
cionales.
Esta l´ınea de investigacio´n tiene por objeti-
vo general explorar y analizar la capacidad de
representacio´n de los sistemas argumentativos
basados en reglas, particularmente en DeLP,
con la intencio´n de redisen˜ar su arquitectura
para incrementar su capacidad de representa-
cio´n y ana´lisis dentro de un modelo argumen-
tativo.
Los objetivos espec´ıficos de esta l´ınea de in-
vestigacio´n consisten en:
Analizar la arquitectura actual del razonador
argumentativo DeLP, para poder realizar una
modularizacio´n del mismo.
Definir interfaces esta´ndar entre los mo´dulos
del razonador para poder ampliar sus capaci-
dades, ya sean de representacio´n o de razona-
miento.
Disen˜ar e implementar los mo´dulos que per-
mitan representar la disponibilidad temporal
de los argumentos con el objetivo de crear mo-
delos argumentativos dina´micos.
Disen˜ar e implementar los mo´dulos que permi-
tan representar las valuaciones que tiene aso-
ciado los argumentos, y como e´stas son afec-
tadas por las interrelaciones que existen entre
los mismos.
Formacio´n de Recursos
Humanos
Actualmente el equipo de trabajo de esta
l´ınea de investigacio´n se encuentra compuesto
por un estudiante de posgrado de la Universi-
dad Nacional del Sur y su director. Por otra
parte se vincula con un grupo de trabajo sobre
argumentacio´n compuesto por doctorandos e
investigadores formados.
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