Objective: The purpose of this study was to evaluate a clustering method that gets the similarity between the classes, where the comparison measure controls how the clusters are formed. 
INTRODUCTION
Clustering is the process of dividing data elements into classes or clusters so that objects in the identical class are as similar as possible, and objects in different classes are as dissimilar as possible. Depending on the nature of the data and the purpose for which clustering is being used, different measures of similarity may be used to place items into classes, where the comparison measure controls how the clusters are formed. Some examples of measures that can be used as in clustering include distance, connectivity, and intensity.
Elnomery (1) proposed Fuzzy c-means (FCM) is one of the information clustering techniques in which information is grouped into n clusters belonging to every group to a certain quantity. For instance, a certain data point that comes near to the center of a cluster will have a maximum level of relation or membership to that cluster and other data point that comes far away from the center of a cluster will have a minimum level of relation or membership to that cluster.
The Fuzzy Logic Toolbox function fcm performs FCM clustering. It starts with a primary assumption for the cluster centers, which are projected to note the mean position of all clusters.
The primary assumption for these cluster centers is most probably inaccurate. Next, fcm assigns every data point a relationship score for each cluster. By frequently updating the cluster centers and the relationship scores for each data point, fcm frequently moves the cluster centers to the right position within a data set. This movement is based on reducing an objective function that indicates the distance from any assigned data point to a cluster center weighted by that data point's relationship score. The function fcm takes a data set and a desired number of clusters and returns optimal cluster centers and relationship scores for each data point. Use this information to 3 build a fuzzy inference system by creating membership functions that represent the fuzzy qualities of each cluster.
Fuzzy c-means (FCM) clustering technique that has been effectively applied to feature investigation, clustering and classifier designs in fields such as medical imaging and image segmentation. An image can be represented in various characteristic spaces, and the FCM algorithm classifies the image by grouping related data points in the feature area into clusters. This clustering is achieved by iteratively reducing a cost functionality that is related on the distance of the pixels to the cluster groups in the characteristic domain. Dorin and Peter (2) KFCM adopts a new kernel-induced metric in the data space to change the innovative Euclidean norm metric in FCM and the clustered prototypes still lie in the data space so that the clustering outcome can be reformulated and interpreted in the innovative space. This investigation shows that KFCM is healthy to noise and outliers and also tolerates unequal sized clusters. And finally this property is utilized to group incomplete data. K-means is the simplest unsupervised learning algorithms that answer the well-known clustering dilemma. The process follows an easy and a simple way to categorize a specified information set through a certain amount of clusters (assume k clusters) fixed a priori. The key initiative is to describe k centroids, one for each cluster. These centroids should be located in a cunning way because of dissimilar position causes dissimilar outcome. So, the enhanced choice is to situate them as much as possible far away from each other. The subsequent step is to obtain each point belonging to a given information set and relate it to the adjacent centroid. When no point is awaiting, the initial step is finished and an early group age is done. At this point it requires to re-estimate k new centroids as bary centers of the clusters resulting from the earlier Ultrasound Cervix Clustering by Objective Function 4 step. After these k new centroids, a novel binding has to be done between the same information set points and the nearby new centroid. A loop has been generated.
As a result of this loop it may observe that the k centroids adjust their location step by step until no more changes are done. In other words centroids do not progress any more. Place K points into the space represented by the substances that are being clustered. These points represent primary group centroids. Allocate each object to the group that has the closest centroid.
When all objects have been assigned, recalculate the k-centroid. Repeat the above steps till the centroids no longer move. This produces the partition of the substance into groups from which the metric to be reduced to be designed.
METHODS

FCM clustering
Fuzzy c-means (FCM) is a way of clustering that supports one portion of data belongs to two or more clusters. This technique is often used in pattern recognition. It is based on minimization of the following objective function:
where m is any valid number greater than 1, uij is the measure of relationship of xi in the cluster j, xi is the i th of d-dimensional calculated data, cj is the d-dimension midpoint of the cluster, and ||*|| is any standard specifying the match between any calculated data and the center. Fuzzy partitioning is approved out during an iterative optimization of the objective function exposed above, with the revise of membership uij and the cluster centers cj by
This iteration will stop when, maxij where is an execution condition between 0 and 1, whereas k are the execution steps. This process converges to a local
The algorithm is composed of the subsequent steps:
At k-step: calculate the centers vectors C
||< then STOP; otherwise return to step 2.
KFCM clustering
Step 1: Select the cluster number Ck for the preparation samples of the k-th category and the execution condition ε∈ (0, 1), maximal number of iteration Tmax. Set the iteration count t=0.
Step 2: Choose kernel function K ( ) and its parameters.
Step 3: Initialize centers v(t) j, and Calculate uji(t),j=1,2,…,Ck, i=1,2,..,Nk.
Step 4 : t=t+1, update vj (t) and update uji (t).
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Step 5 : In fuzzy clustering (also referred to as soft clustering), information elements can belong to more than one group, and connected with each part is a set of membership levels. These specify the power of the relationship between that information element and a particular cluster.
Fuzzy clustering is a method of defining these membership values, and then using them to allocate information elements to individual or more than one clusters.
The normalized ultrasound cervix image segmentation problem is formulated as an objective function and implemented by using an iterative method. Also, Centroid description of cluster analysis is proposed which makes use of an image segmentation technique of ultrasound cervix.
Fuzzy c-means (FCM) clustering evaluates n vectors in p-space as information input, and uses them, in combination with first order required conditions for reducing the FCM objective functional, to get evaluation for two sets of unknowns. Fuzzy K-means clustering algorithm is a familiar approach for exploring the structure of a set of patterns, particularly when the clusters are overlapping or fuzzy. However, the fuzzy K-means clustering algorithm cannot be useful when the real-life data include missing values. In several cases, the number of patterns with missing values is so large that if these patterns are removed, then satisfactory number of patterns is not obtainable to distinguish the data set.
In preprocessing the noise is removed by means of diffusion filter (3). Minimum
Importance value is set as 0.005. It discards the pixels, when the pixel values lays below 0.005 as noise. The aim of pre-processing is to improve the image data that suppresses undesired 7 distortions or to enhance some image features relevant for further processing and analysis task (4) .
RESULTS
Fuzzy clustering and objective function
The objective function (obj_fcn) value is obtained for all clusters for its all iteration. The amount of clusters produced is based on the value that the system gets from the user as the input is defined in Figure 1 . The loop is executed continuously up to the maximum iteration value provided by the user that is illustrated in Table 1 .
Kernel Based Clustering and Objective Function
It is based on kernel based clustering method. The loop is executed continuously up to the maximum iteration value provided by the user. The objective function (obj_fcn) value is obtained for all clusters for its every iteration which shown in Figure 2 . The numbers of clusters produced are based on the value that the system gets from the user as the input. In KFCM, the kernel value should also be provided by the user is indicated in Table 1 . alternative of repairing the data set at the opening, the repairing can be carried out incrementally in each of the iteration based on the situation. In that case, it is more likely that less uncertainty is added while incorporating the repair work.
DISCUSSION
This idea proposes
K-Means clustering and Fuzzy-C Means Clustering are very similar in approaches. The major difference is that, in Fuzzy-C Means clustering, each point has a weighting connected with a particular cluster, so a point doesn't sit "in a cluster" as much as has a weak or strong association to the cluster, which is determined by the inverse distance to the center of the cluster.
Fuzzy-C means will tend to run slower than K means, since it's actually doing more work. Each point is evaluated with each cluster, and more operations are involved in each evaluation. KMeans just needs to do a distance calculation, whereas fuzzy c means needs to do a full inversedistance weighting.
FCM Gives greatest outcome for overlapped information set and relatively healthier than k-means algorithm. Dissimilar k-means data point must absolutely belong to one cluster center.
Here data point is assigned. Relationship to each cluster center as an outcome of which data point may belong to more than one cluster center. 
