The minimum-time bounded control of linear systems is generically bang-bang and the number of switchings does not exceed the dimension of the system if the eigenvalues of the system matrix are real. This paper proposes a synthesis method for such problems based on dynamical systems that 'compute' the optimal sequence of switching times.
Introduction
This paper addresses the classical synthesis problem of time-optimal control laws for a single-input linear system t = A t + bv subject t o the bounded input constraint [VI < 1. We consider the situation of a controllable pair (A, b) and assume that all the eigenvalues of A are real. The computation of the time-optimal control reduces t o the computation of the optimal sequence of switchings times 0 = to < t l < . . . < t , = T of the optimal bang-bang control, or equivalently, the optimal sequence of time-intervals dl = t l -to,Z'z = t z -t l , . . . ,a, = t , -t n -l .
In this paper, we construct continuous time-systems j . = f(x) which 'produce' an optimal sequence Z = (31,. . . ,Z,)=, in the sense that their equilibrium set coincides with the set of optimal sequences (a singleton if t o is not on a switching surface) and that it is a stable attractor with an arbitrarily large region of attraction. convergence properties of the algorithm to the geometry of the time-optimal control problem and supports the excellent convergent properties that are observed in simulations, even when the time scales are no longer enforced.
The algorithms discussed in the present paper are based on a particular heuristics, t o be explained in Section 2. In that respect, they differ from the realm of gradient-based iterative methods for the synthesis of time-optimal controllers, that date back almost to the starting point of the time-optimal control problem itself [I. 3, 5, 6, 9, 121, and which are, in general, sensitive to the starting condition (initial guess) and have poor convergence properties. This is in contrast with the convergence properties displayed in the present paper.
A 'modern' motivation for studying iterative methods for the synthesis of optimal control laws is in their potential implementation in a receding-horizon fashion, so as t o make corrections t o the control policy when the plant is affected by inaccuracies or by external disturbances. With the current computing power and with the maturity reached by the theory of receding-horizon control [ll] , there is a renewed interest in efficient algorithms for the synthesis of optimal control laws.
The remainder of the paper is organized as follows. In Section 2 we provide some background and the heuristics of the iterative methods discussed in this paper.
In Section 3, the main features of the algorithm and some of its convergence issues are illustrated on an example. In Sections 4 and 5, the time-scales separation and the convergence of the fast and slow subsystem of a particular continuous-time version of the algorithm are analyzed. Section 6 puts those analyses together to obtain a semiglobal convergence result. Concluding remarks are presented in Section 7. and it has at most n -1 switchings; and, any 'banghang' policy with at most n -1 switchings is optimal in the sense that whatever state the plant reaches using such a control, it does so in optimal time.
As a consequence of these properties, the search for the optimal control can be restricted to the steering controls that are defined by a sequence of n time intervals xi % ti -t;-l and the corresponding sequence of constant control values U,. This class of piecewise constant controls (see The optimal vector Z is the unique solution of (2.3) when U = ti is the vector of optimal control values, that is lD,l = 1 and u;ui+l = -1 for a = 1,. . . , n -1. if Iu;(x)l is larger than one, increase the length of the corresponding time interval xi; if lu;(z)l is smaller than one, decrease the length of the corresponding time interval xi.
The equation O ( x )
In continuous-time, this heuristics yields the decentralized adaptation
where f; should be a (smooth) scalar function in the first and third quadrant and only vanish at zero, and where x; is put in factor off; in order t o guarantee the positive invariance of the open positive orthant. If zo is not on a switching surface of the time-optimal control, the unique equilibrium of (2.5) in U; is t, the vector of optimal time intervals.
In discrete-time, the same heuristics yields the decentralized adaptation solution of the linear system for t 2 to = 0 which is a Euler discretization of (2.5).
In 
it is seen that that a control defined by the pair (x,u) will steer zo t o 2 = 0 if it satisfies the 'steering equation'
where q > 0 is a constant parameter. Extensive simulations suggest that both the continuous-time algorithm (2.5) and its discrete-time version (2.6) converge (globally) to the timeoptimal solution and that the convergence properties are not very sensitive to the details of the function f;, except for its slope at the origin (a higher slope seems t o be favorable to the convergence).
The present paper provides a global analysis of the The phase portrait of (3.9) is illustrated on Figure 2 for 6 very small. Fast convergence to the slow manifold luzl x 1 is followed by slow convergence to the equilibrium (indicated by a circle).
The manifold luzl = 1 has two branches: the branch u2 = + I goes through the equilibrium but exists only If the initial condition of (3.9) is chosen such that z1 E (0, l), the solution first converges t o the manifold uz = -1. In the phase plane of the original system, this corresponds to a steering control of the form (U,, u z ) = (4, -1) where G is a positive number. The solution of (3.9) then "slides" along the manifold uz = -1 up t o the singular point (z1,xz) = (1,O) before jumping t o the manifold uz = +1 where it is attracted to the equilibrium.
The next sections show that the behavior displayed in the above example generalizes t o higher dimensions. Phase portrait of (3.9) for E small.
Fast dynamics equilibria
In the time-scale T, = 8, the fast dynamics of (2.8) are (4.10)
with (x,;..,x;) h e d . The slow dynamics of (2.8) then depend on the equilibria of (4.10). We will show that these equilibria are solutions of the following timeoptimal control problem: zo+span{Q(:,,) ,...,~(:,,)})
Note that PO is the original optimal control problem considered in this paper, while P;, 1 5 i 5 n -1, is the time-optimal control problem of reaching the origin z = 0 from the affine subspace ni. In the latter case, we call (q, . . . ,xi) a singularity of order k. It is shown in [lo] (Sec. 2.5, Theorem 22) that the optimal time and the optimal control are continuous with respect to the initial condition. The initial set is here continuous with respect t o xi; therefore, the optimal time and the control law are continuous with respect to x i . Continuity of the initial point zi with respect t o zi follows directly.
Slow dynamics analysis
Fast convergence of the solutions of (4.10) to n(P;) will be proven in Section 6. In the time-scale ri = $, the slow dynamics of (2.8) then reduces t o the scalar equation: For xi E I,. = (xp, xp + e*), the optimal control value fi;+l(x;) = +i is constant. The remainder of the section is devoted to the stability analysis of Ti. If ( X I , . . . , xi-1) is regular, global attractivity of the equilibrium 5; is a consequence of the following result. Assume first that Ci = 0. Then the fast subsystem of (6.15) has a unique equilibrium for all z; E It$ \ I'i, and this equilibrium is exponentially stable with an arbitrarily large region of attraction from the induction hypothesis. As a consequence, there exists an invariant slow.manifold in the neighborhood of It$ \ r, x O(P;).
On the other hand, the equilibrium set of (6.15) is globally asymptotically stable (see Corollaries 1 and 2).
From standard singular perturbations theory (e.g. Theorem 3.18 in [13]), the equilibrium set I ' ; x n(P;) of (6.15) is locally asymptotically stable and its region of attraction can be made arbitrarily large be making % small enough.
Next suppose that C; # 0. Denote by C l a closed neighborhood of C; such that C7nr; = 0 and such that E l is made of disjoint closed intervals I: of length 7 (E 2 1).
By Proposition 4, y > 0 can be selected arbitrarily small. Consider a solution that satisfy z;(t) E I: for all t > 0 and let 5, be a singularity of maximal order in I;. Then (z;+~ (t), . . ', z,(t)) converges t o a y neighborhood W ( P ; ) ( 3 ; ) of Q(P;)(5i). Because IlC,(Zi)l -11 2 6 , for some 6 > 0 and ui(z,, . . . ,z,) is continuous, there exists 7 small enough such that l/u;(i)l -11 2 f for all z; E and (~; +~( t ) , . . . , z~( t ) ) E n'"('P;)(5<). But then j . ; is sign definite for t large enough and does not converge t o zero, which contradicts the fact that zi(t) E I: for all t > 0. The slow dynamics (5.13) being valid in (R+\r;)UC?, we conclude that all solutions converge t o r i x Q(Pi).
rn 7 Conclusion
In this paper we have analyzed the global convergence properties of a continuous flow which computes the solution of a linear time-optimal control problem. The analysis rests on a time-scale separation of the dynamics into n scalar dynamics, each of one characterizing the transfer from one hyperplane to a switching surface of the optimal control problem.
