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Biological molecular motors, which use chemical energy from ATP hydrolysis to
generate mechanical force, are involved in a variety of important mechanical processes
in eukaryotic cells, such as intracellular transport, cell division and muscle contraction.
These motors, which produce motion on the nanoscale, operate in the presence of
substantial thermal noise.
In this dissertation, two approaches are used to model the physics of nanoscale
motors: (1) A theoretically established type of Brownian motor called the "flashing
ratchet" is studied. This motor transports diffusive particles in a preferred direction.
(2) A coarse-grained mechanical model for the biological molecular motor myosin-V
is developed, and used to study the role of Brownian diffusion, and the interaction
vbetween chemical and mechanical degrees of freedom, in the transport mechanism of
this motor.
In chapter III, Brownian dynamics simulations and analytical calculations demonstrate
that the average velocity of rigid chains of particles in a flashing ratchet reverses
direction in response to changing the size of the chain or the temperature of the heat
bath.
Recent studies have introduced policies for "closed-loop" control of a flashing
ratchet, in which the system is controlled based on information about its internal
state (such as the positional distribution of particles). In chapter IV, the effect
of time delay on the implementation of closed-loop control of a flashing ratchet is
investigated. For a large ensemble, a well-chosen delay time improves the ratchet
performance (increasing the velocity) by synchronizing into a quasi-stable mode that
takes advantage of the semi-deterministic nature of the time development of average
quantities for a large ensemble.
In chapter V, a coarse-grained mechanical model is presented for the transport
mechanism of myosin-V, which walks along intracellular filaments. The model is well
constrained by experimental data on the mechanical properties of myosin V and on the
kinetic cycle. An experimentally motivated model for the intramolecular coordination
of the motor's steps is proposed and tested.
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1CHAPTER I
INTRODUCTION
Molecular Motors
A motor is a machine or device that converts any form of energy into mechanical
energy, or imparts motion. On the macroscopic scale, motors are essential to the
operation of many man-made machines from cars to computers. Motors also exist
in nature on a much smaller size scale: In living systems, molecules called molecular
motors convert chemical energy from ATP hydrolysis (or, in some cases, electrical
potential differences across membranes) into work. Molecular motors are essential for
a wide range of biological functions, including cell division, muscle contraction, DNA
replication, and intracellular transport [1].
Eukaryotic cells have a complex internal organization that relies on the ability to
transport material to specific locations within the cell. This is made possible through
a system of active transport. A network of structurally polar protein filaments called
the cytoskeleton makes up the "road" system for active transport within the cell
(see fig. 1.1 (a) ). Molecular motors transport cargo through cells by moving along
filaments in a preferred direction. For example, the molecular motors kinesin and
dynein both move along microtubule filaments, but kinesin moves toward the plus
2end of microtubules (which is typically directed toward the outside of the cell) and
dynein moves toward the minus end. The motor myosin-V transports a variety of
cargos by moving unidirectionally along actin filaments (fig. 1.1 (b) ).
Understanding the physical mechanism that these tiny motors use to convert
chemical energy into directed motion has posed a challenging task, which has benefited
from the contributions of structural studies, biochemical measurement of reaction
rates, and motility assays that monitor the motion of the motors under different
physical and chemical conditions. Theoretical models have also been instrumental
in exploring ideas about how the motors produce motion and force. Some models
assume that the motion is tightly coupled to steps in the ATP hydrolysis cycle, such
that a stochastic chemical transition triggers a deterministic conformational change
(sometimes referred to as a "power stroke") that drives the motor [3-6]. Others
treat the motors as Brownian ratchets, in which the thermal motion of a diffusive
object is rectified to produce net motion [7-9]. In these models, the motion is more
loosely coupled to the chemical cycle, and fluctuations are essential to the operation
of the motor. Some theoretical treatments of molecular motors have begun to include
elements of both a power stroke and a Brownian ratchet mechanism [10-12].
In this dissertation, two approaches are used to model the physics of nanoscale
motors: First, we study a model for a thermal motor called the "flashing ratchet"
in which diffusive particles are transported in a preferred direction [13-15]. This
model provides a conceptual testing ground to explore general physical principles
(a) (b)
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Figure 1.1. Active transport in eukaryotic cells: (a) The cytoskeleton is a dynamic
structure composed of filaments that help a cell maintain its shape, and play a
role in cellular motility and cell division. In eukaryotic cells, the cytoskeletal
filaments also provide tracks on which molecular motors can move unidirectionally
to transport cargo to its destination within the cell. In this image of endothelial
cells taken by fluorescence microscopy, actin filaments are tagged with a red
fluorescent dye, microtubules with green, and the nuclei are stained blue. (Source:
http://rsb.info.nih.gov/ij/images/ (public domain, lacking author information)) (b)
This artistic rendition of a myosin-V molecule walking along an actin filament
illustrates an example of active transport along cytoskeletal filaments in cells. (Source:
Science Magazine [2])
4of a system that transports material in the presence of substantial thermal noise.
Although the study of this type of motor has been primarily driven by theoretical
investigation in the past, one of the key motivations of the research in this dissertation
is to help bridge the gap between the models and experimental realization of artificial
thermal motors based on the flashing ratchet concept. To this end, we specifically
address aspects of the system that are often neglected in theoretical studies, but
are likely to play a role in an experiment. For example, we consider the role of
time delay in measurement and control of the system. The theoretical predictions
in this dissertation have contributed to the design and analysis of an experimental
flashing ratchet system. Secondly, we develop a coarse-grained mechanical model for
the cytoskeletal motor myosin-V, and use this model to study the role of Brownian
diffusion, and the interaction between chemical and mechanical degrees of freedom,
in the transport mechanism of this motor.
In this chapter, background material and motivation for each of the topics of
research in the dissertation are presented. The concept of Brownian motors is introduced,
and an overview is given of past theoretical investigation of the flashing ratchet
concept. A brief introduction is given of an experimental flashing ratchet system that
Benjamin Lopez in the Linke group is using to test theoretical predictions, including
some of the results in this dissertation. At the end of this chapter, the biological
motor myosin-Vis introduced, detailing some of the key experimental studies that
have advanced the understanding of how this motor operates.
5The remainder of the dissertation has the following layout: Chapter II describes
molecular dynamics simulation methods that are used for the computational research
presented in chapters II1-V. Chapter III addresses the flashing ratchet transport of
mechanically interacting particles and objects with internal structure, showing that
the symmetry of the system and the corresponding direction of transport depends
critically on the size and shape of the objects being transported. Chapter IV presents
a study of the impact of time delay on a feedback control scheme for a flashing ratchet
in which the system is controlled based on information about the current state of the
system. In chapter V, a mechanical model for the transport mechanism of myosin-V
is presented. Chapters III and IV are partially based on published results [16-18].
The myosin-V model presented in chapter V will form the basis for a manuscript that
will be prepared for submission to a peer-reviewed journal.
Brownian Motors
Molecular motors such as myosin-V, which produce motion on the nanoscale, are
subject to thermal fluctuations in the surrounding environment that are comparable
to the energy that drives the motor [19]. Inertial motion is damped out on a time
scale given by the ratio of the mass, m, and the drag coefficient, '"Y, of the object. The
small mass of a molecular motor ensures that the characteristic time for momentum
relaxation, m/'"Y, is very small compared to the relevant time scales for the operation
of the motor [9]. In other words, the motion of molecular motors is overdamped,
6and the effect of inertia is negligible. It is clear that the operation of motors on the
nanoscale must be fundamentally different than that of macroscopic motors, which
operate in the absence of any significant thermal noise and often include inertial forces
as an essential component of their operation. Motors that operate in the overdamped
regime must at least tolerate the thermal motion of the environment. Motor designs
in which thermal fluctuations play an essential role in the function are referred to as
"Brownian motors" [9, 19-23].
A theoretically established type of Brownian motor called the flashing ratchet
[13, 14] is often used as a conceptual 'toy model' to reveal general principles about the
rich dynamics of motors that operate in a thermal environment. In a flashing ratchet
(illustrated in fig. 1.2), diffusive particles are subjected to a spatially asymmetric,
periodic potential that is switched on and off, either periodically, randomly or by
some other protocol. During the off phase, particles diffuse isotropically, producing
no net motion in either direction. During the on phase, the particles move toward
the minimum of the nearest potential well. Due to the asymmetry of the potential,
a majority of particles will move to the right when the potential turns on, assuming
that they are evenly distributed at the beginning of the on phase. Over time, this
produces a particle current in the +x-direction. The average velocity is sensitive to
the amount of time spent in the on and off states, because the mechanism of transport
relies on particles having enough time to localize in the potential when it is on, and
to diffuse away from the potential minimum when the potential is off.
7ON
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Figure 1.2. Schematic: flashing ratchet. A flashing ratchet is a type of Brownian
motor that achieves net transport of diff'usive particles by subjecting them to an
asymmetric, spatially periodic potential that is turned on and off'. When the potential
is off', the particles diff'use isotropically. When the potential turns back on, particles
move in response to the potential and are localized at the minima of the potential.
Due to the asymmetry of the potential, in each temporal cycle the particles are more
likely to move to the right by one spatial period than to the left. This produces average
particle flux to the right. The piecewise-linear 'sawtooth' shape of the potential in
this schematic is commonly used for theoretical studies of flashing ratchet transport.
8This is an example of a Brownian motor, because the transport mechanism relies
on Brownian diffusion. Without diffusion during the off state, particles would never
be trapped in a different well than the one they started in, and no net transport
would occur. Diffusion in the +x-direction during the off phase is rectified when
the potential turns back on, in that particles that have diffused far enough to be
trapped in an adjacent well to the right will be pushed forward toward the minimum
of that well. Particles that diffuse far enough in the -x-direction will be trapped in
an adjacent well to the left, but this happens less often on average because a larger
diffusion distance is necessary. The operation of the motor can be described as having
two components: (1) a "Brownian ratchet" mechanism in which Brownian diffusion
is preferentially rectified for one direction over the other; and (2) a "Power stroke"
mechanism in which particles move in response to a large force (in this case, the
motion of the particles in response to the potential being turned on).
In general, two features are needed to produce flux in a thermal environment:
spatial asymmetry and the input of free energy. Spatial asymmetry is needed to
impart motion in a preferred direction. A flashing ratchet accomplishes this with
an asymmetrically shaped potential. The input of free energy is needed to bring
the system out of thermal equilibrium; If the system is in thermal equilibrium, net
transport would violate the Second Law of Thermodynamics [24]. A flashing ratchet
is kept out of thermal equilibrium by turning the potential on and off, thus doing work
on the particles when the potential turns on. If the potential felt by the particles were
9not time-dependent, net transport would not occur: Regardless of the symmetry of the
potential, the positional distribution of the particles in thermal equilibrium is time-
independent, following the statistics of the Boltzmann distribution: p(x) = e-V(x)/kT
[25].
The 'on - off' flashing ratchet described above can be substantially modified while
maintaining the key elements of a Brownian ratchet [22]. For example, net transport
in a flashing ratchet occurs for periodic as well as random modulation of the potential
[15]. The amplitude of the potential can vary in time, taking on values other than just
fully on and fully off [15, 26]. The Brownian ratchet effect also occurs for modified
potential shapes, in the presence of inertia [27-30], and when the temperature rather
than the potential is modulated [31].
The flashing ratchet is often used as a simple model for cytoskeletal motors such as
kinesin and myosin-V, which move along filaments through a series of attachment and
detachment as they catalyze ATP hydrolysis. In this analogy, the ratchet potential
represents the binding potential along the track, and the time-dependence of the
potential reflects changes in a motor's binding affinity in response to chemical state
transitions [8, 9].
10
Role of Mechanical Coupling in Brownian Motors
The flashing ratchet was first introduced as a mechanism for transporting non-
interacting point particles, providing a simple conceptual realization of a thermal
motor. However, some recent theoretical studies have considered the transport of
objects with internal structure in a flashing ratchet. One motivation is that the
directionality of ratchet transport is a consequence of breaking spatial inversion
symmetry, and depends sensitively on the parameters of the system [32]; An object
with more complicated structure will interact with the potential differently than a
point particle, and this can alter the symmetry of the system. In this sense, flashing
ratchets (and Brownian motors in general) may provide a route to novel devices for
separation of microscopic particles.
A second motivation to study ratchet transport of objects with internal structure
is that the structure and internal degrees of freedom of biological molecular motors
(i.e., size, flexibility, and the mechanical coordination between different parts of the
molecule) are likely to play an essential role in the transport mechanism of these
motors. Understanding the role of size, shape and internal degrees of freedom in the
operation of a simpler motor system (the flashing ratchet) is not only of fundamental
interest, but also could provide insight into how these features are incorporated into
the operation of biological molecular motors.
11
A number of recent theoretical studies have demonstrated qualitatively different
behavior for mechanically coupled particles in a flashing ratchet than for non-interacting
point particles [33-41]. A few examples include: Two harmonically coupled point
particles in a flashing ratchet have slower transport velocity than for uncoupled
particles, because the distance the harmonically coupled particles must diffuse to
move past a potential barrier is effectively increased [40]. Two harmonically coupled
particles can undergo directed transport through a series of conformational changes
of the dimer in response to a flashing ratchet potential even in the absence of thermal
fluctuations [33, 38], such that the transport is no longer a Brownian motor mechanism
that relies on diffusion.
In Downton et al. [41], we present a model for a Brownian motor based on a
flexible polymer in a flashing ratchet. In order to test the ability of this motor to
do work against an external load, molecular dynamics simulations carried out by
Matthew Downton were used to predict the maximum opposing force at which the
motor has positive velocity. The force at which the motor has zero velocity is referred
to as the stall force. This study demonstrated that when the radius of gyration of the
polymer is on the order of several spatial periods of the ratchet potential, the speed
and the stall force of the motor are higher than the corresponding values for a bead
with the same drag coefficient and a radius much smaller than the ratchet period.
In other words, internal degrees of freedom enable the motor to perform more work
12
against an external load, by making use of advantageous conformational changes in
the polymer during the ratchet cycle.
Other theoretical studies of coupled particles in a flashing ratchet focus specifically
on course-grained models for biological molecular motors [10, 42-50]. For example,
large collections of particles that are harmonically coupled to a rigid backbone and
exposed to a flashing ratchet potential undergo spontaneous oscillations [43], which is
also observed for myosin-driven muscle contraction. A model for ratchet transport of a
particle that is elastically coupled to a cargo much larger than itself demonstrates that
the velocity increases with increasing flexibility of the linkage, suggesting a possible
transport mechanism of biological molecular motors that do work transporting large
cargoes [45].
In chapter III, we present a theoretical investigation of the role of mechanical
coupling in a flashing ratchet by considering the simplest form of coupling: point
particles held at a fixed distance in a one-dimensional system. A rigid chain of evenly-
spaced point particles experiences a different effective potential than an individual
point particle, because the net force on the chain is the sum of the forces on individual
particles that each sample a different region of the potential. We demonstrate that the
velocity of a rigid particle chain in a flashing ratchet can change direction as a function
of the separation distance between particles or the temperature of the system, because
the symmetry of the effective potential depends on these parameters. Interestingly,
establishing a fixed separation distance between particles in a one-dimensional ratchet
13
is sufficient to alter the symmetry of the system, even though the chains themselves
have no inherent directionality.
In an experimental realization of flashing ratchet transport, it is unlikely for the
objects being transported to be small enough compared to the spatial period of the
ratchet to be considered "points." If a spherical bead is exposed to an external
'sawtooth' potential (fig. 1.2), it will experience an effective potential that is the
weighted sum of the potential experienced by each portion of the bead's volume. At
the end of chapter III, we discuss this effect in the context of an experimental flashing
ratchet constructed by Ben Lopez in the Linke group [51], which transports colloidal
dielectric beads with a flashing ratchet potential realized with a scanning line optical
trap [52-55]. The numerical calculation of the effective potential for different bead
sizes in a theoretical sawtooth potential is in excellent agreement with experimental
characterization of the effective potential experienced by a dielectric bead in the
optical ratchet potential.
Feedback Control of Brownian Motors
A flashing ratchet system with a periodically or randomly modulated potential is
an example of "open loop" control, in which the control of the system is determined
based on some outside criteria rather than the internal state of the system. The
flashing ratchet studies discussed in previous sections of this chapter are all examples
of open-loop control. If information about the state of the system is used as a criteria
14
for the control of the system, this is referred to as "closed-loop" control. The use of
information in the control of noisy systems is relevant to a variety of systems, such as
population dynamics [56], economics [57], collective decision making (such as voting)
[58, 59], paradoxical games [59-62], and biochemical signaling networks [63].
Feedback control is also of fundamental interest in thermodynamics, exemplified
by the famous "Maxwell's demon" thought experiment proposed by James Clerk
Maxwell in 1867 [64-66]. The thought experiment was originally introduced as a
challenge to the Second Law of Thermodynamics, which states that the entropy of
an isolated system will never decrease [24]. Consider two thermally isolated particle
baths, separated by a trapdoor. Suppose that the door is guarded by a "demon",
described by Maxwell as a "being whose faculties are so sharpened that he can follow
every molecule in its course." If the demon chooses to open and close the door in
order to allow hot (fast) particles to pass in one direction and cold (slow) particles to
pass in the other direction, eventually there will be a cold bath and a hot bath.
On first inspection, this seems to contradict the Second Law of Thermodynamics,
because it decreases the entropy of the two baths by sorting the fast moving particles
from the slow moving particles without doing mechanical work on the system. However,
several mathematical arguments have demonstrated that when the demon is included
as part of the isolated system, the increase in entropy that results from monitoring
the particles must be greater than the decrease in entropy due to sorting the particles
[66]. Although the demon failed to break the Second Law of Thermodynamics, he
15
has illustrated the potential usefulness and the fundamental limitations of closed-loop
control of thermal systems.
It has since been shown that the Second Law of Thermodynamics, when generalized
to include a quantified measure of information, sets an absolute minimum on the
amount of energy dissipation required in the open-loop control of a physical system
[67]. Using information theory [68], it is further demonstrated that each bit of
information gathered for closed-loop control can only serve to decrease the entropy of
the system by at most one bit of information compared with the reduction in entropy
that could be attained for open loop control [67]. This sets a fundamental limit on
the improvement in the control of the system (in terms of entropy reduction) that
can be gained through closed-loop control.
The flashing ratchet is a well-established model system for the study of directed
transport of particles in a noisy environment, as discussed in the previous section.
Several recent studies have considered closed-loop control of a flashing ratchet, with
the goal of developing a feedback scheme that optimizes the speed of ratchet transport.
The study of feedback control in a flashing ratchet provides a conceptually concrete
system that can be used to apply and investigate general mathematical predictions
for feedback control of dynamic systems.
A strategy for closed-loop control of an overdamped flashing ratchet was recently
introduced [69], in which the potential is turned on only if the net force on the particles
(and thus the instantaneous center-of-mass velocity) due to the ratchet potential
.-----------------
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would be positive, and is turned off if the net force would be negative. This feedback
control policy is referred to as the maximization of instantaneous velocity (MIV)
strategy.
Although there are no direct mechanical interactions between the particles in this
model, this is nonetheless an example of mechanical coupling of the motion of particles
in a flashing ratchet. The state of the ratchet (on or off) is determined based on the
positions of all the particles, which means that the force on one particle depends on
the positions of the other particles. For this reason, the average velocity of ratchet
transport for the ensemble of particles depends on the total number of particles. In
contrast, the average velocity of non-interacting particles in a flashing ratchet with
open-loop control is independent of the number of particles.
For a single particle (N = 1), the MIV strategy maximizes not only the instantaneous
center-of-mass velocity but also the time-averaged center-of-mass velocity (vem ) [69],
as demonstrated by Brownian dynamics (BD) simulations [70] and analytical solutions
to the corresponding Fokker-Planck equations [71-73]. For relatively small ensembles,
N < 102 -103 , the feedback control strategy has higher Vcm than a periodically flashing
ratchet with optimal period, demonstrating that feedback control can improve the
performance of the ratchet when the ensemble is small and thermal fluctuations in
the net force are significant.
However, for larger ensembles, Vem falls below the optimal flashing ratchet velocity,
Vopt. In the limit of large N, Vem goes to zero. This is because the average magnitude of
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fluctuations in the ensemble-averaged force on particles, f(t), decreases with increasing
N. For large N, the average magnitude of f(t) must be very small for a typical
fluctuation in f(t) to trigger a change in the potential. This decreases the average
velocity by increasing the amount of time spent waiting for fluctuations. This is
illustrated in fig. 1.3(a), which shows simulations of the net force and the center-
of-mass position as a function of time for N = 106 particles in a sawtooth flashing
ratchet controlled by the MIV feedback strategy. Dashed lines indicate the extended
tails of f(t) for large N, as well as the unproductive, plateaus in the corresponding
center-of-mass trajectory.
In order to improve upon the performance of the MIV control strategy for large
N, Dinis et al. [74] introduced a modified control strategy that eliminates the
unproductive, extended tails in f(t). This is accomplished by imposing a rule that the
potential is turned on (off) whenever the ensemble-averaged force increases (decreases)
through set thresholds. This strategy takes advantage of the fact that the temporal
evolution of the system becomes quasi-deterministic for high N. This predictability
can be exploited to choose thresholds that impose periodic modulation of the potential
without relying on small fluctuations in f(t) to trigger a change of state (see fig. 1.3(b)).
The threshold values can be chosen strategically to optimize Vern'
In Craig et al. [18], we introduce an alternate feedback control protocol that
yields higher Vern than either the MIV strategy or the threshold strategy for small
N > 1. This new protocol works by controlling the state of the potential based on
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Figure 1.3. Brownian dynamics simulations (appears in Craig et al. [18]). Ensemble-
averaged force, f, as a function oftime, and the corresponding center-of-mass position,
X cm , are displayed to demonstrate the high N (N = 106 ) behavior of several feedback
control policies for a flashing ratchet with a 'sawtooth' potential. Shaded regions
indicate when the potential is on, and white regions indicate when the potential is off.
(a) Maximization of instantaneous velocity (MIV) strategy [69]. Dashed rectangles
indicate the extended tails where unproductive time is spent waiting for a fluctuation
in the sign of f (t). (b) Threshold strategy [74]. Dashed lines represent the force
thresholds, U on and Uoj j , chosen to optimize the temporal period of oscillation. The
potential is turned off whenever the force goes from f(t) > Uon to f(t) < Uon , and is
turned on whenever the force goes from f (t) < uof j to f (t) > Uoj j' (c) MIV strategy
with time delayed implementation, which we will discuss in chapter IV.
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the complete positional distribution of the particles rather than only the net force
on the particles. The goal is to turn the potential on whenever the net displacement
of particles is expected to be positive. In the new strategy, which we refer to as
the maximization of net displacement (MND) policy, the potential is turned on only
N
for positive values of the estimated displacement, d(t) = L(Xi(t) - xo). Here Xi(t)
i=l
are the particle positions, and Xo is the estimated average position of particles after
equilibrating in the potential. This reference position is chosen in [18] as the mean
of a Boltzmann distribution in V(x), and is therefore a function of temperature.
Brownian dynamics simulations carried out by Nathan Kuwada demonstrate that the
MND strategy produces higher Vem than the MIV strategy for small particle numbers
(N < 4) in the limit of strong confinement (110 » kT) [18].
The examples above all assume perfect feedback, in which the state of the system
is measured with 100% accuracy and feedback control based on this information
is implemented instantly. Any real system will not be capable of such idealized
implementation of closed-loop control. An experimental realization of feedback control
in a flashing ratchet will have inherent limitations such as noise in the measurement
and delays due to the finite time required for data collection and processing. Several
recent studies have modeled the role of some of these limitations in the performance
of the MIV feedback strategy.
For example, Cao et al. [75, 76] modeled feedback control of a flashing ratchet
with the MIV strategy, in the case that a "noisy channel" reduces the reliability
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of information about the state of the system. By extending the general result that
there is a fundamental upper bound on the performance of closed-loop control of
dynamical systems [67], they establish that there is an analytical upper bound related
to the information content of the channel on the improvement in the power [75]
and flux [76] for closed-loop control over open-loop control of a flashing ratchet.
This establishes a measure of the performance of the feedback control policy as a
function of the information it uses. This result can be used to predict how much
improvement in flux and power can be gained by using a closed-loop control policy
for an experimental setup if the level of experimental error in tracking the particle
positions can be estimated.
In chapter IV, we discuss the MIV feedback control policy in the presence of
two experimentally inevitable types of time delay: (1) Implementation delay: A
measurement will be implemented after a finite time delay, which arises because of
the time required for data processing. (2) Measurement delay: Measurements will be
taken at discrete time intervals rather than continuously. This type of delay could
be due to the limit in the readout rate of the data acquisition system (for example,
a camera that acquires images of the particles). We show that, for a large ensemble,
a well-chosen implementation delay increases the average velocity by synchronizing
into a quasi-stable periodic mode that takes advantage of the semi-deterministic time
evolution of the positional distribution of a large number of particles (fig. 1.3(c)). We
study the effect of measurement delay on this synchronized mode. Another recent
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study also considers the effect of implementation delay on the MIV feedback policy,
producing analytical predictions in agreement with our computational results [77].
Experimental Realization of a Feedback-controlled Flashing Ratchet
The first experimental realization of feedback control of a flashing ratchet has
recently been implemented by Benjamin Lopez in the Linke group [51]. A quasi-
one-dimensional potential profile is created with a scanning line optical trap [52-55],
and tailored potential profiles are created by modulating the intensity of the laser
as a function of the position along the scan line. By switching between a sawtooth
profile and a flat profile, the steps of a flashing ratchet are realized for a spherical
dielectric bead subjected to the optical potential. A total of ten spatial periods of a
ratchet potential are created in this experiment, allowing experimental investigation
of a small number of beads (N = 1 - 5). Feedback control of this system is carried
out by switching the potential based on analysis of a photographic image of the bead
distribution.
Experimental measurements of flashing ratchet transport confirm several theoretical
predictions for a small number of particles: (1) For small N, both the MIV and
MND feedback control strategies produce a larger average velocity than a periodic
flashing ratchet [18, 69]; (2) The MND strategy, which switches the potential based
on estimated net displacement, produces a larger velocity than the MIV strategy for
large ratchet potential strength [18].
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In chapters III and IV of this dissertation, we make theoretical predictions that
are relevant to the performance of this experimental system. In particular, at the end
of chapter III, we calculate the effective potential for a finite-sized spherical bead in
a one-dimensional sawtooth potential, showing that the asymmetry of the effective
potential decreases with bead size. In chapter IV, we theoretically model the role
of time delay in feedback control of a flashing ratchet, ending with a discussion of
relevant time delays for two distinct experimental systems: the optical trap flashing
ratchet described above, and an experimental ratchet system designed to transport
a large number of charged particles in a fluid. The theoretical predictions in this
dissertation have played a key role in characterizing and discussing the physics of
these experimental systems.
Myosin-V: A Biological Molecular Motor
Myosin-V is a biological molecular motor that transports various types of vesicles
along actin filaments [78, 79]. In vertebrates, myosin-V transports the endoplasmic
reticulum in neurons, and pigment-containing melanosomes in melanocytes. Mutations
in myosin-V can cause neurological and pigmentation defects in humans and mice [79].
Myosin-V is a dimeric motor, with two identical motor domains (called "heads")
that each can attach to actin and also serve to hydrolyze ATP hydrolysis (see fig. 1.4).
The binding affinity of a head to actin depends on the nucleotide state of the head
(in other words, the chemical state corresponding to different stages of the ATP
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hydrolysis cycle). A myosin-V head with ADPbound has a high actin affinity, while
a head with ATP bound has a low actin affinity, which means that a head will cycle
through states of attachment and detachment from actin during the ATP hydrolysis
cycle. In order to move significant lengths along a filament, the motor must be able
to move forward without completely detaching from actin. Many dimeric motors
such as myosin-V, kinesin, and dynein accomplish this by "walking": The heads take
turns detaching from actin while the other head stays attached. Motors that walk
in a coordinated manner that allows a long run length before detaching are referred
to as "processive." In contrast, other motors such as muscular myosin II (responsible
for muscle contraction) are individually nonprocessive, but work in large assemblies
of motors that keep the complex attached to the lattice substrate even when many
individual motors have detached [80].
Myosin-V processivity was first demonstrated through optical trap studies [82], in
which the motion of actin filaments brought into contact with a myosin-V coated bead
was recorded. Shortly thereafter, processive myosin-V transport was also demonstrated
through the observation that fluorescently labeled myosin-V molecules can move
several microns along an actin filament before detaching [83]. Since then, many
research groups have turned their attention to studying myosin-V transport through
single molecule mechanical experiments, fluorescent tracking, and other approaches.
Its relatively long neck domains (30nm [84, 85]) and large step size (36nm, compared
with 8nm for kinesin) are advantageous for experimental studies that seek high
24
.
.
,
Figure 1.4. Schematic of mouse myosin-V structure (Source: Sellers et al. [81]).
Myosin-V has two motor domains referred to as "heads" (upper, gray) each connected
to a neck domain composed of six tandem "IQ motifs" that bind the molecule
calmodulin (blue). Two identical monomers (a head and adjacent neck domain)
dimerize through a coiled-coil helix. The molecule ends in a globular tail domain
(lower, gray) that binds to cargo. The length of each neck domain is approximately
30nm.
resolution information about the stepping process. For this reason, a great deal of
progress has been made in recent years toward characterizing the myosin-V stepping
mechanism [86, 87].
Several experimental studies have used total internal reflection fluorescence (TIRF)
microscopy to demonstrate the important result that myosin-V walks in a hand-over-
hand fashion, in which the two heads alternate between the trailing and leading
positions (illustrated schematically in fig. 1.5). The first evidence for hand-over-hand
stepping came from an experiment by Yildiz et al. [2], in which a myosin-V molecule
with a green fluorescent protein (GFP) fused to one of the heads was monitored
as it walked along an immobilized actin filament. The motion of the GFP-Iabeled
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Figure 1.5. Hand-over-hand stepping. Illustrative schematic of the hand-over-hand
transport described in the text. Myosin-V walks in a hand-over-hand manner, in
which the binding domains (heads) alternate between the trailing and the leading
position. The cartoon images of myosin-V in this schematic illustrate a hand-over-
hand step, where the progression of images from top to bottom indicates the motion
of the molecule with passing time during the step.
head was consistent with hand-over-hand transport in which the trailing head moves
forward about 72nm to become the new leading head, and then stays attached while
the other heads repeats the cycle, thus producing steps which move the center of
the molecule forward by 36nm. Further evidence for hand-over-hand stepping was
gained by labeling the two heads of myosin-V with different color fiuorophores, which
allowed visualization of the alternate stepping [88, 89].
Experimental evidence suggests that myosin-Vis likely to walk along one side of
the actin filament rather than walking around the filament in a spiral. An experiment
in which an actin filament was scanned back and forth past a myosin-V monomer
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demonstrated that myosin-V has high binding affinity to actin at 36nm intervals
along the filament [85], which is equal to the helical pseudo-repeat distance of an
actin filament (see fig. 1.5). Myosin-V has long enough neck domains to allow it to
bind with a 36nm horizontal separation between heads. The small variation in the
step size may indicate that there is resistance in the molecule to azimuthal distortion,
making it more likely to walk along on one side of the actin filament as illustrated in
fig. 1.5. The propensity to walk in a straight line rather than spiraling could prove
useful for navigating a crowded cellular environment.
Now that the hand-over-hand stepping mechanism is established, investigation
of myosin-V transport is often motivated by the following questions: (1) How does
the trailing head become the leading head? In other words, how do micron-sized
conformational changes of the heads during the ATP hydrolysis cycle couple to 36nm
steps? (2) How is the stepping coordinated? In other words, how does the leading
head "know" to stay attached until it becomes the trailing head?
Many experiments have addressed these questions, producing pieces of the puzzle
that are collectively beginning to form a picture of the myosin-V stepping process.
Below, we discuss some key experimental findings:
Question (1): How does the trailing head become the leading head?
As discussed above, Myosin-V walks along actin in a hand-over-hand fashion with
a 36nm step size [2, 82, 85, 88-96]. The underlying physical mechanism for these
steps remains an area of open investigation. Myosin-V spends most of its time with
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both heads bound to actin, and a step takes place very quickly, lasting about 10-38,
compared with about 10-18 for the entire cycle [97]. As new measurement techniques
are developed, single molecule experimental assays are beginning to produce data
with high enough resolution to learn about the dynamics of the short-lived, one-
head-bound intermediate.
A number of recent experimental studies have suggested the following hypothetical
explanation for the stepping mechanism (illustrated schematically in fig. 1.6): After
detachment of the trailing head from actin, relaxation of strain in the leading neck
domain produces a new equilibrium conformation such that the center-of-mass position
moves forward on average (in the +x-direction in fig. 1.6). The detached head
undergoes a tethered diffusional search for a new binding site, which is biased toward
sites in the +x-direction with respect to the attached head. The computational model
for myosin-V that will be presented in chapter V of this dissertation establishes an
approach to quantitatively test the mechanical feasibility of this hypothetical stepping
mechanism. Below, we discuss some experimental support for this hypothetical
mechanism, which we will refer to as the "biased tethered diffusion" model.
A recent single-molecule experiment by Cappello et al. [98] lends strong support
to the biased tethered diffusion model for the myosin-V stepping mechanism. They
used a newly-developed optical method called traveling wave packet tracking (TWT)
to obtain high resolution information about the motion of a 200nm polystyrene bead
attached to the cargo domain of a myoson-V molecule as it walked along an actin
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Figure 1.6. Schematic of hypothetical stepping mechanism of myosin-V (see text).
Several experimental studies support a "biased diffusional search" model for the
mechanics of the myosin-V step. According to this model, relaxation of the leading
neck domain after detachment of the trailing head results in a displacement (6x
above) of the equilibrium position of the neck domain juncture parallel to the filament
(in the +x-direction in the schematic). The corresponding motion away from the
filament (in the z-direction) is labeled as 6z.
filament. In general, TWT can track the motion of a bead in two dimensions through
detection of an optically scattered wavepulse [99]. In the experiment by Cappello et
al.) TWT measurements were used to track the motion of a bead attached to myosin-
V in the direction parallel to the actin filament (in the x-direction in fig. 1.6)) and
perpendicular to the filament (in the z-axis in fig. 1.6)). They used a classical optical
tweezers assay in which a stationary optical trap holds the bead in contact with an
actin filament. As the motor walks along the filament away from the focus of the
trap, it experiences a load force approximately proportional to its distance from the
center of the trap.
Some key observations and results gained from the experiment by Cappello et al.
include: (1) Stall force measurement: The stall force is defined as the maximum
opposing force that can be applied to the motor before it can no longer step forward.
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In this experiment, the motor was observed to step processively until the opposing
load from the optical trap exceeded approximately 1.5 - 3pN (a value that varied for
different processive runs), after which the motor stalled. (2) Large variation in
features of individual steps: A large amount of variation is observed from one
step to the next, in terms of the noisiness of the spatial trajectory and the amount of
time it takes to complete the step. (3) Features of the step average support the
"biased tethered diffusion" model: To discern general features, they reduced the
signal to noise ratio by averaging about 200 steps together, using a quantitative fitting
method to identify and synchronize the steps. The step average for the x-component
of the bead's motion has the following two characteristic phases (see fig. 1.7(a)): a
fast (160j.Ls) phase in which the center-of-mass moves forward 23 - 25nm, and a
slower (::::: 1ms) phase in which the center of mass moves the remaining distance
parallel to the filament to complete the 36nm step. This two-phase step average in
the x-direction is consistent with other single-molecule experiments that obtain step
averages in the direction along the actin filament [84, 85, 100-102]. The step average
for the z-component of the bead's motion shows a 6nm movement away from the
filament that takes place at the same time as the first characteristic phase of the
step average in the x-direction (fig. 1.7(b)). These characteristic phases of the step
average are interpreted in terms of the biased tethered diffusion model illustrated
in fig. 1.6, suggesting that the displacement in the equilibrium position of the neck
domain juncture after the trailing head detaches is ~x ::::: 23 - 25nm in the x-direction
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and I::i.z ~ 6nm in the z-direction. The slower 11 - 16nm phase of the step average
in the x-direction presumably corresponds to the average over the diffusional search
and reattachment for widely varying dynamics of individual steps.
The biased diffusional search model is also supported by electron microscopy
(EM) images [103] and atomic force microscopy (AFM) measurements [104] that
demonstrate that the neck domain of myosin-V has a preferred attachment angle that
depends on the nucleotide state of the head. These studies report an average forward
rotation of the neck domain when phosphate is released, such that an ADP-bound
head attached to actin is likely to have a forward-leaning neck domain with respect to
the actin filament in the direction of motility. If intramolecular strain during the two-
heads-bound stage of the stepping cycle prevents this forward-leaning conformation
from being fully realized for the the leading head, then release of strain following
trailing head detachment could account for the average motion observed during the
first phase of the step average. A forward tilt of the neck domain during the one-
head-bound state would bias the diffusional search of the free head by positioning it
near an available binding site in the forward direction.
Further support for the biased diffusional search model is provided by two recent
experiments that tracked the motion of the detached head during the one-head-bound
intermediate of the myosin-V stepping cycle [100, 105]. Dunn et al. [100] labeled
one of the neck domains of myosin-V with a 40nm gold nanoparticle near the head
(fig. 1.8(a)). They used sub-millisecond dark-field imaging to measure light scattered
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Figure 1.7. Average of experimental step trajectory for myosin-V. Experimental
data from Cappello et al. [98], demonstrating a sequence of coupled motion in
two directions of a 200nm bead attached to the myosin-V cargo domain, observed
through traveling wave tracking (TWT). (a) The average over about 200 steps in
the x-direction (parallel to actin), demonstrating a fast ~ 25nm phase followed by
a slower ~ 5nm phase (see text). (b) The corresponding average motion in the z-
direction (perpendicular to the filament), indicating that the bead moves away from
the filament on average by about 6nm at the beginning of the step and returns to the
original vertical position during the second phase of the step average.
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from the nanoparticle in order to track the three-dimensional motion of the head
during a processive run. A step-finding algorithm based on the displacement and
variance in the data was used to identify the one-head-bound intermediate of the
myosin-V cycle. The positional variance during the one-head-bound substeps was
consistent with free rotation of the detached head about the junction between neck
domains. The authors make the observation that free rotation of the detached head
not only agrees with their data, but is a reasonable structural assumption that requires
a short, unconstrained peptide linker at the juncture between neck domains to act as
a swivel.
A second recent experiment also provides evidence for free rotation of the detached
head about the junction between neck domains (Shiroguchi et al. [105]). In this
case, a micron-sized fiuorescently labeled microtubule segment was attached to one
of the neck domains in order to track the motion of the neck (fig. 1.8(b) ). By
analyzing images of the microtubule during substeps, they conclude that the leading
head rotates forward unidirectionally at the beginning of the step, and the detached
trailing head undergoes Brownian rotation before reattaching to actin. Additional
experimental support for the free rotation of the detached head about the neck domain
juncture exists in the form of electron microscopy photos of myosin-V [103], which
exhibit a large distribution of rotational angles for the detached neck domain.
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Figure 1.8. Experimental observations of tethered diffusion. Schematics from [100,
105] of experiments that measure the motion of a detached head and neck domain of
myosin-V: (a) Dunn et al. [100] tracked the motion of a detached head by measuring
light scattered from a gold nanometer particle attached to a known position on the
neck domain. (b) Shiroguchi et al. [105] track the motion of the detached neck
domain by monitoring a fluorescently labeled microtubule filament that is attached
to the neck domain. Both experiments conclude that the motion is consistent with a
model in which the detached neck domain rotates freely about the juncture between
neck domains.
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Question (2): How is myosin-V stepping coordinated?
As mentioned above, another open area of investigation for myosin-Vis to determine
the mechanism of coordination between the two heads underlying the experimentally
observed processive, hand-over-hand transport. Some type of coordination between
the detachment cycles of the two heads is needed to explain the large number of
steps myosin-V takes along actin before detaching. An individual myosin-V head is
estimated to spend approximately 70% of its time strongly attached to actin [106],
based on rate constants measured for a single-headed fragment of myosin-V. In Viegel
et al. [85], a simple model that treats the biochemical cycle for a head as two
states (attached and detached) predicts that if the cycles of the individual heads are
independent from each other, and each is attached to actin 70% of the time, myosin-V
will take eight steps on average before detaching. However, the average run length
observed experimentally is higher (20-60 steps on average) [2,91-93,95,96, 107-109].
Recent experimental evidence supports the idea that the activity of the two
myosin-V heads is coordinated through intramolecular strain [85, 109-11:L]. Because
myosin-V spends the majority of its chemical cycle with both heads bound to ADP
and actin [106], and ADP release is sensitive to strain applied to the end of the neck
domain [85, 110], the prevailing model for coordination of the steps of myosin-Vis
that strain-dependent ADP release keeps the detachment cycles of the two heads out
of phase. Although there is currently no consensus about how myosin-V steps are
coordinated, there is a lot of support for the hypothetical explanation that strain-
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dependent ADP release makes the trailing head more likely to detach from actin than
the leading head through one (or both) of the following two mechanisms [111]: (1) A
forward-directed strain on the trailing head increases the rate of ADP release from
this head, thus increasing the likelihood for the trailing head to detach first. (2) A
rearward strain on the leading head inhibits ADP release from this head, making
it less likely to detach. Either of these mechanisms could increase the run length
by keeping the heads out of phase from one another, so that they are unlikely to
both detach at the same time. Below, we discuss several experimental studies that
support the model that stepping is coordinated through strain-dependent gating of
ADP release.
The idea that the two heads of myosin-V could "communicate" with each other
through intramolecular strain is bolstered by experimental observations that suggest
that when both heads are attached to actin, the motor spends much of its time in a
strained conformation. Longitudinal strain between the two heads along the direction
of actin filaments is evident in EM images of the motor conformation with two heads
bound to actin [103, 112]. Furthermore, the discrepancy between measured "stroke
length" (~ 25nm) and the myosin-V step size (36nm) could indicate that myosin-V
spends much of the two-heads-bound phase of the cycle in a strained conformation.
Several experiments in recent years have demonstrated that the rate of ADP
release from a head (which is the rate-limiting process in the detachment of the
head from actin) can be altered by applying a force to the end of the adjacent
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neck domain. Veigel et al. [85] measure a decrease in the ADP release rate from
a myosin-V monomer in the presence of rearward force applied to the neck domain,
as well as a modest acceleration of ADP release in the presence of a forward directed
force. Purcell et al. [110] also measure a slowed rate of ADP release from a myosin-
V monomer with rearward load applied to the neck domain, but do not detect a
significant force dependence in ADP release rate in the presence of force applied in the
forward direction. Further evidence for head-head coordination through asymmetric
ADP release rates is provided by an experiment in which ADP release rates were
measured from both actin-bound heads of a myosin-V dimer (Rosenfeld et al. [113]).
Measurements from this experiment indicated an approximately 50-fold decrease of
the ADP release rate from the leading head, and a two- to three-fold increase in
the ADP release rate from the trailing head, compared with the ADP release rate
measured for a single-headed myosin-V molecule.
Although the bulk of experimental evidence supports the model that the detachment
cycles of the heads are coordinated through strain-dependent ADP release, the physical
mechanism by which intramolecular strain gives rise to asymmetric ADP release is not
well understood. One of the goals of the mechanical model for myosin-V presented
in chapter V is to develop an experimentally motivated physical model for how ADP
release is affected by the conformation of the molecule. This, in turn, will allow us to
make testable predictions about how the mechanical properties of the motor impact
the level of coordination.
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As summarized above, the study of the myosin-V walking mechanism is a data-
rich field, and a general idea of the physical mechanism of stepping is beginning to
emerge. Quantitative modeling has the potential to contribute to this understanding
by testing proposed mechanisms and making experimentally testable predictions.
----_... - .. _-----
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CHAPTER II
MOLECULAR DYNAMICS SIMULATION METHODS
Molecular dynamics (MD) is a computational method designed to simulate the
time-dependent behavior of a molecular system based on a finite difference approach:
Given the positions and velocities of the particles at time t, an approximation is made
for these quantities at time t+M, where M is a discrete time interval chosen to be very
small compared to the time-scale of the dynamics of interest for the system. Molecular
dynamics simulations are based on classical mechanics, traditionally using Newton's
second law (F = rna) to govern the evolution of the system. Several integration
algorithms have been developed for updating the position and velocity of particles at
discrete time intervals [70]. All of these algorithms assume that the position, velocity,
and acceleration can be approximated by Taylor expansions:
1
r(t + M) = r(t) +v(t)M + 2a(t)M2 + ...
1
v(t + M) = v(t) + a(t)M + 2b(t)M2 + ...
a(t + M) = a(t) + b(t)M + .. ,
(2.1)
(2.2)
(2.3)
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In this chapter, we will give some general background about molecular dynamics
simulation methods. Then, we will discuss molecular dynamics simulations with an
implicit solvent, based on the Langevin equation. Finally, we discuss the specific
methods used for the simulations presented in each chapter of this dissertation, and
present the general layout of the computer programs that were used to carry out these
simulations.
Basic Verlet Algorithm
The Verlet algorithm is a common integration method that uses the position
and acceleration at time t to calculate the position at time t + ot. It is derived by
considering the following two Taylor expansions about r(t):
1
r(t + ot) = r(t) + v(t)ot + "2a(t)bt2
1
r(t - ot) = r(t) - v(t)ot + "2a(t)ot2
Adding equations 2.4 and 2.5 together yields:
r(t + ot) = 2r(t) - r(t - ot) + a(t)ot2
(2.4)
(2.5)
(2.6)
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Molecular dynamics simulations can be carried out by updating the position at
discrete time intervals using equation 2.6. The advantage of using equation 2.6 instead
of equation 2.4 to update the position is that equation 2.6 has error on the order of
bt4 (since terms of order bt3 would cancel out when the two Taylor expansions are
added together), while equation 2.4 has error on the order bt3 . This algorithm does
not explicitly use the velocity of the particles in the calculation, but the velocity at
time t can be approximated in the following way:
v(t) = r(t + bt) - r(t - bt)
2bt (2.7)
This is a popular algorithm because it is straight-forward to program and computationally
compact. However, a disadvantage to this algorithm is that it lacks a high level of
precision. The position (eq. 2.6) has an error on the order of bt4 , while the velocity
(eq. 2.7) has a larger error on the order of bt2 .
Leapfrog Algorithm
Several modified algorithms improve upon the accuracy of the basic Verlet algorithm.
An example is the Leapfrog algorithm, in which the position at time t+bt is calculated
based on r(t), a(t), and v (t + ~bt), as follows:
r(t + bt) = r(t) + v (t + ~bt) bt (2.8)
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(2.9)
This is referred to as a Leapfrog algorithm because the velocity is calculated at
time t+ ~6t (i.e., the velocity "leaps" ahead of the position), and then v (t + ~6t)
is used to calculate the position at time t + 6t (i.e., the position "leaps" ahead of the
velocity). The velocity at time t can be calculated as
(2.10)
It can be demonstrated that this method is algebraically equivalent to the basic
Verlet algorithm [70]. A computational advantage to this approach is that values of
the velocity are calculated explicitly during the time step (although not for the same
time value as the position). The calculated value of v(t) is more accurate for the
Leapfrog algorithm (eq. 2.10) than for the basic Verlet algorithm (eq. 2.7), because
eq. 2.7 subtracts two large quantities (the position at discrete times) to obtain a
small quantity (the displacement), which introduces computational roundoff error.
An accurate estimate of v(t) is useful for evaluating the kinetic energy of the system
at time t.
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Langevin Dynamics: Molecular Dynamics With an Implicit Solvent
The Langevin equation is a stochastic differential equation that describes the
dynamics of a particle in a viscous solvent. For a coordinate r, the general form of
the Langevin equation is:
F(r) = mr = -')'r - \JU(r) + ~(t) (2.11)
where F(r) is the total force felt by the particle, m and')' are the mass and drag
coefficient of the particle, and U (r) is the potential energy corresponding to internal
and external forces. The force on the particle due to collisions with the fluid is
represented by a randomly distributed Gaussian white noise term, ~(t), with zero
mean and a standard Gaussian correlation (~i(t)~j(s)) = 2')'kToijo(t-s), where i and
j represent different directional components. Equation 2.11 can be used to simulate
the viscous aspects of the solvent, but it does not include hydrodynamic interactions.
Molecular dynamics simulations based on the Langevin equation are often referred
to as Brownian dynamics (BD). The position and velocity can be updated according
to the following Verlet algorithm variation [114, 115]:
(2.12)
(2.13)
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The coefficients, Co, Cl, and C2 are defined as:
(2.14)
(2.15)
(2.16)
The terms 5rG and 5y G in equations 2.12 and 2.13 are random numbers from a
Gaussian distribution, with zero mean ((5rG) = 0 and (5y G) = 0) and correlation
C22 and C12 are elements of a matrix, C, for correlated, Gaussian-distributed random
numbers, given by:
(2.17)
It can be shown [70] that the individual elements of the matrix Care:
kT [ 2 8t]C22 = - 1- e I
m
(2.18)
(2.19)
kT [ - 8tJ 2C12 = - 1- e ')'
m"(
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(2.20)
For any particle, each spatial component of brG is correlated with the same
component of bvG , because they are each related to the same random process over the
same time interval. The random variables for separate particles and separate degrees
of freedom are sampled independently.
Overdamped Langevin Dynamics
Molecular dynamics simulations that update the position and velocity of particles
according to equations 2.12 and 2.13 are accurate over the span of damping regimes,
from the ballistic, underdamped regime (high m, low "(), to the overdamped regime
(low m, high "() where inertial forces are negligible on the time scale of interest.
However, simulations in the overdamped regime can be considerably simplified. In
the overdamped limit (("(/ m )bt ---+ (0), it can be assumed that no acceleration takes
place on average. The dynamics of the system can be described by the overdamped
Langevin equation:
F(r) = 0 = -"(i: - VU(r) + ';(t)
The position of each particle can be integrated according to:
r(t + M) = r(t) + v(t)bt + brG
(2.21)
(2.22)
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where v(t) = F(t)/'Y. The position and velocity are not correlated in the overdamped
limit, which means that molecular dynamics simulations can be carried out by updating
the position at discrete intervals, and a separate calculation for v(t + bt) is no longer
necessary.
Organization of Simulation Programs
In chapter III, we simulate the motion of mechanically coupled particles in a
flashing ratchet. We integrate the position and velocity for each particle according
to equations 2.12 and 2.13, using a computer program in Fortran 77. The use of
equations 2.12 and 2.13, which are based on the general Langevin equation (eq. 2.11),
means that the program for this model is completely general and could be applied to
different damping regimes, although in chapter III the application is for an overdamped
system. A single time step of this integration is carried out in the following way:
• Generate correlated random numbers, ~, for each particle, i, in each direction.
• Update the position for each particle (x(i), y(i), z(i)):
x(i) = xU) + Cl *vx(i) * dt + Cz * fx(i) * (dt? + ~xU), etc.
• Partially update the velocity of each particle (vx(i), vy(i), vz(i)):
vx(i) = Co *vx(i) + (Cl - cz) * fx(i) * dt, etc.
• Update the force on each particle (Jx(i), fy(i), fz(i)).
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• Finish updating the velocity:
vx(i) = vx(i) = C2 * jx(i) *dt *~vx(i), etc.
• Update program time.
In chapters IV and V, we simulate models of systems that operate in the overdamped
limit. In chapter IV, we study the effect oftime delay on a feedback control mechanism
for a flashing ratchet in the completely overdamped limit. In chapter V, we present
a mechanical model for the walking mechanism of the biomolecular motor, myosin-
V. Because of their small molecular mass, biological molecular motors operate in the
overdamped limit [9]. The simulations presented in chapters IV and V were calculated
by updating the positions of the particles according to equation 2.22. Each time step
is carried out in the following way:
• Generate correlated random numbers, ~, for each particle, i, in each direction.
• Update the position for each particle (x(i), y(i), z(i)):
x(i) = x(i) + (fx(i)/,) *dt + ~x(i), etc.
• Update the force on each particle (fx(i), jy(i), jz(i)).
• Update program time.
For all simulations, the force is calculated during each time step according to
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the x, y, and z components of the force on particle 'i'. The total potential, U(i),
experienced by each particle is defined specifically for each model. For example,
particles in a flashing ratchet potential, V(x), experience a total potential U(x, y, z)
that is the sum of the external ratchet potential and the potentials that define inter-
particle interactions. The specific interaction potentials for each model are discussed
in the chapter where the model is presented.
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CHAPTER III
COUPLED MOTION IN A BROWNIAN RATCHET
Introduction
As discussed in chapter I, the first studies of the flashing ratchet concept demonstrated
net transport of point-like particles in a piecewise linear 'sawtooth' potential. However,
recent interest in ratchet transport of objects that have internal structure has been
motivated by the possibility of developing a novel approach to sorting objects with
different properties, and the goal of making the analogy between the flashing ratchet
and biological molecular motors more realistic.
In this chapter, we investigate the effects of coupled motion in a Brownian ratchet
using a rigid chain of evenly spaced particles. The chapter begins with the simplest
example of mechanical coupling between particles, considering rigidly connected chains
of particles in a completely one-dimensional system. Next, the role of coupled motion
for a rigid rod of evenly spaced particles in a three-dimensional system is discussed.
Finally, the role of the finite size of non-interacting beads in a ratchet is discussed in
the context of an experimental ratchet system that another student has developed to
investigate the motion of spherical beads in a quasi-one-dimensional flashing ratchet.
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Model
In order to simulate a chain of evenly-spaced particles, a combination of attractive
and repulsive forces between adjacent particles is used to establish a fixed separation.
Specifically, this is accomplished with a repulsive Lennard-Jones interaction
{
( (J (J)4c (_)12 _ (_)6 + cIf·(r··)- ~ ~ViJ ~J -
o
(3.1)
where rij is the separation between particles, and a finite extensible nonlinear elastic
(FENE) potential between adjacent particles
() 1 2 ( r;j)U r·· = --kFR In 1--~J 2 0 R2 '
o
(3.2)
The distance between adjacent particles, d, is determined by the choice of the
parameters Ro and (J.
The ratchet potential is defined as a piecewise linear sawtooth potential (fig. 3.1)
with asymmetry, a, potential depth, VO, and periodic length, L. The potential
alternates between 'on' and 'off' for time periods ton and tofj, respectively.
The motion of each particle is given by the Langevin equation as described in
chapter II:
(3.3)
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Figure 3.1. Sawtooth ratchet potential. The applied ratchet potential V (x) is
characterized by periodic length L, height Va, and asymmetry a.
where f,(t) is a randomly fluctuating Gaussian white noise term with zero mean and
correlation (f,(t)f,(s)) = 2"YbkTb(t-s), "Yb is the drag coefficient of a particle, m is the
mass of a particle, k is the Boltzmann constant and T is the temperature of the heat
bath. The term \7V(ri) represents the sum of forces on particle 'i', including the
intramolecular forces resulting from the Lennard-Jones potential (eq. 3.1) and the
FENE potential (eq. 3.2), and the external force due to the ratchet potential.
In this chapter, scaled units of length, energy and time, respectively, are defined
as: a= 1, E = 1, and 7 = Jm;2 = 1. Unless otherwise noted, the following input
parameters are used: L = 5a, kT = c, ton = to!! = 207, and d = 0.97a. Different
values of the separation distance d are simulated by tuning the FENE parameter Ro.
When kT/ c is varied to study temperature dependence, Ro is re-calibrated for each
kT, such that the mean particle separation remains the same.
In order to study the role of the extended geometry of a chain of particles, without
compounding this with the effect of varying the total diffusion constant, the total drag
coefficient is held constant for all chains. In practice, this is accomplished by setting
51
the drag coefficient of an individual particle to "ib = 1/N, where N is the total number
of particles in the chain. Because hydrodynamics effects have not been included, this
gives a total drag coefficient: "iT = N"ib = 1 [116].
Coupled Motion in Low-temperature Regime
In a one-dimensional system, it is straight-forward to predict the direction of
transport of an object in a flashing ratchet based on the geometry of the potential. For
instance, in the low temperature limit (kT « va), the mean position for a distribution
of non-interacting point particles within a spatial period of a sawtooth potential
(fig. 3.1) is the potential minimum: Xmin = (1 - a)L. During the 'off' phase of
the ratchet cycle, a particle must diffuse at least ..6.x+ = aL in the +x-direction to
be trapped one well forward when the potential turns back on. It must diffuse at
least ..6.x_ = (1 - a)L in the -x-direction to be trapped one well backward when
the potential turns on. The time-averaged velocity, (±), for non-interacting point
particles in a flashing ratchet will therefore be positive for all aL < (1 - a)L, which
gives (±) > 0 for all a < 1/2.
For a ratchet potential of arbitrary shape, the direction of the average velocity
can be determined by the mean of the particle distribution during ton: The average
velocity is positive, (±) > 0, for all ..6.x+ < ..6.x_. The condition ..6.x+ = ..6.x_ gives
a critical point in parameter space about which the direction of velocity will reverse.
In general, the critical condition, ..6.x+ = ..6.x_, depends on the asymmetry of the
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potential, the geometry of the object being transported, and the temperature of the
bath (because the mean position shifts away from the minimum of an asymmetric
potential with increasing temperature). A reversal in the direction of velocity can
result from tuning any of these parameters. Because the behavior of the system is
antisymmetric about a = 1/2, we limit our discussion to the range 0 < a < 1/2:
For a one-dimensional chain of particles in the low-temperature limit (kT « Va),
the characteristic diffusion distances, ~x+ and ~x_, can be visualized by considering
the effective potential, U(xcm ), given by:
(3.4)
The simplest case to consider is a dimer (two particles at a fixed distance). If
d < aL, the dimer will localize with a mean center-of-mass position to the left of the
minimum of V(x), so that neither particle resides on the steep slope (fig. 3.2(a)). For
this reason, the effective potential has a minimum at Xmin = X cm = (1 - a)L - d/2.
During to!! intervals, the dimer must diffuse at least far enough that both particles
are in the adjacent well in the +x-direction (i.e., X cm 2': L + d/2) to be trapped one
well forward when the potential turns back on. This gives a characteristic diffusion
distance: ~x+ = aL + d. On the other hand, a dimer only needs to diffuse far enough
that one particle is in the adjacent well in the -x-direction (i.e., X cm :S d/2) for the
dimer to be trapped one well backward when the potential turns on. This yields:
~X_ = (1 - a)L - d. Solving the critical condition, ~x+ = ~x_, for a yields the
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following expression for the critical asymmetry, ac , at which the velocity will reverse
directions for a given value of d:
1 d
ac = "2 - L' (3.5)
Eq. 3.5 was obtained by assuming that d < aL, and therefore is valid for d/ L <
ac = 1/2 - d/L, or d/L < 1/4.
Analytical predictions of the direction of transport are slightly less intuitive when
the length of the dimer is greater than the steep slope of V (x) (d > aL), because it
is also possible for the dimer to localize during ton such that it straddles a potential
maximum of V(x) with one particle in each well (fig. 3.2(b)). For this reason, the
effective potential has two local minima: Xminl = (1 - a)L - d/Land Xm in2 = (1 -
a)L + d/2. The average localization position is a superposition of these two minima:
(Xmin) = <I>xminl + (1 - <I> )Xm in2 = (1 - a)L + (1 - 2<I> )d/2, where <I> (a, 1, t Off ) is the
relative probability for the dimer to localize at Xminl during ton' The characteristic
diffusion distances are 6x+ = L + d/2 - (Xmin) and 6x_ = (Xmin) - d/2, and the
critical condition, 6x+ = 6x_, yields
(3.6)
Note that Eq. (3.6) simplifies to Eq. (3.5) for d < aL, where <I> = 1. For d > aL,
ac is no longer a linear function of d/ L, but also depends on the parameter toff'
--------
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Figure 3.2. Effective potential for dimer in a ratchet potential. (a) Ratchet potential
V(x) with a = 0.25 (top) and corresponding effective potential U(xcm ) of a dimer
(d = 0.2L) in this potential. The effective potential minimum position is Xmin =
(1 - a)L - d/2. The minimum diffusion distances for the dimer to be trapped one
well well forward or one well backward are labeled as .6.x+ and .6.x_ respectively. (b)
V(x) for a = 0.25, and the corresponding U(xcm ) for a dimer of length d = 0.33L.
Because d > aL, a period of the effective potential has two local minima. The shaded
area indicates the region in which the dimer's average center-of-mass position will be
found, depending on the relative probabilities for the dimer to localize in either of
the two minima (see text).
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because the relative likelihood to localize in Xminl or Xm in2 during ton depends on the
probability distribution at the end of to!!.
BD simulations confirm these analytical predictions, demonstrating that the time-
averaged velocity of a dimer in a flashing ratchet reverses direction as a function of a,
and the critical value, ac , depends on the dimer length, d/ L (fig. 3.3). The simulated
ac decreases linearly with d/L, for d/ L < 1/4, and is no longer linear with d/ L for
d/ L > 1/4 (Eq. (3.6)).
In general, for a chain of N particles with separation d, the number and locations
of local minima in the effective potential depend on: (1) Is a < 1/N, such that one
particle on the steep slope of V (x) would experience a stronger force than (N - 1)
particles on the shallow slope? (2) Is d < aL, such that each period of U(xcm ) will
have a single minimum with both particles localized in a single well of V (x)?
Based on these criteria, the behavior of a trimer (three coupled particles) can
be discussed in terms of four qualitative regimes: (I) a < 1/N = 1/3 and d < aLi
(II) a < 1/N = 1/3 and d > aLi (III) a > 1/N = 1/3 and d < aL; and (IV)
a > 1/N = 1/3 and d > aL.
Regime I (a < 1/3, d < aL), illustrated in fig. 3.4(a): Because a < 1/3, the
force due to V (x) on one particle on the steep slope is larger than the net force on
two particles on the shallow slope. This means that the trimer will localize so that
none of the particles reside on the steep slope (Xmin = (1 - a)L). Because d < aL,
such that the trimer can not straddle adjacent wells of V(x), there is only one local
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Figure 3.3. Simulations: Reversal of ratchet velocity for dimers of different length.
(a) Time-averaged velocity as a function of a for several dimer lengths, for low
temperature (kT/Vo = 1/50), and ton = t off = 20T. (b) Critical asymmetry, ac ,
as a function of d/L. Data for d/ L < 1/4 is in qualitative agreement with the
analytical prediction of eq. 3.5, ac = 1/2 - d/ L (solid line).
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Figure 3.4. Effective potential for trimer in a ratchet potential. Schematic of V(x)
and the corresponding U(x cm ) for a trimer constrained to 1D motion. Localization
positions in the limit kT « va are indicated for the cases: (a) a < 1/3 and d < aL;
(b) a < 1/3 and d> aL; (c) a> 1/3 and d < aL; and (d) a> 1/3 and d > aL.
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minimum in a period of U(xcm )' This gives ~x+ = L + d - Xmin = aL + 2d and
~X_ = Xmin - d = (1 - a)L - 2d. The critical condition, ~x+ = ~x_, yields
1 2d
ac = 2 --y;' (3.7)
Regime II (a < 1/3, d > aL), illustrated in fig. 3.4(b): Because d > aL, the
effective potential for the trimer has three local minima. The critical asymmetry,
ac , depends on the relative probability for localization in each of these minima. For
a < 1/2, the trimer is most likely to localize in the minima furthest to the left
(X crn = (1 - a)L), assuming an approximately even probability distribution at the
end of toff. Therefore, it is likely that ~x+ > ~x_ for some a < 1/2, yielding
ac < 1/2, such that a velocity reversal can occur as a function of d/ L.
Regime III (a > 1/3, d < aL), illustrated in fig. 3.4(c): Because a > 1/3, the
force on one particle on the steep slope of V (x) is greater than the net force on
two particles on the shallow slope. This shifts the localization position in the +x-
direction compared with the a < 1/3 case, yielding: Xmin = (1 - a)L. In this case,
~X+ = L - Xmin = aL and ~x_ = Xmin = (1 - a)L, such that the effective potential
has the same symmetry as the applied potential. This yields ac = 1/2, so the velocity
is always positive for a < 1/2.
Regime IV (a > 1/3, d > aL), illustrated in fig. 3.4(d): Because, d > aL, the
trimer can localize with adjacent particles straddling a maximum of V(x). The lowest
energy position for the trimer is to have the leading particle at the minimum of a
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Figure 3.5. Simulations: Reversal of ratchet velocity for trimers of different length.
(a) Time-averaged velocity as a function of a for several trimer lengths, for low
temperature (kT/Vo = 1/50), and ton = toff = 20T.
period of V(x). In this case, .6.x+ = L + d - Xmin = 2d - (1 - a)L and .6.x_ =
Xmin - d = (2 - a)L - 2d, which gives a critical asymmetry ac = 3/2 - 2d/L. Because
d/ L > a > 1/3, this yields: ac < 1/6, which means that the condition for reversal is
never met in this regime, and the velocity will always be positive.
These prediction for the ratchet transport of a trimer can be summarized in the
following way: The velocity is always positive for 1/3 < a < 1/2. The critical
asymmetry, ac , increases for decreasing d/ L. If ac > 1/3, no velocity reversal is
predicted for a < 1/2. On the other hand, if d/ L is large enough that ac < 1/3, two
reversals are predicted as a is increased from zero to 1/2: from positive to negative
at a = ac , and from negative to positive at a = 1/3. These predictions are confirmed
by BD simulations (fig. 3.5).
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Figure 3.6. Simulations: Multiple reversals for particle chains. (a) Average velocity
versus a for a chain of N = 4 particles, with d = 0.2L, kT/Va = 1/50, L = 5a and
ton = toff = 207. The dashed line between data points is included as a guide to the
eye. (b) Velocity versus a for N = 5, with the same parameters as in (a).
In general, because a chain of N particles can have up to N local minima in
the effective potential, N - 1 reversals in the range a < a < 1/2 are possible for
the right choice of parameters. We have specifically predicted, both analytically and
numerically, the possibility of one reversal for a dimer and two reversals for a trimer.
BD simulations demonstrate that the velocity can reverse three times for a chain of
N = 4 particles and four times for a chain of N = 5 particles (fig. 3.6). Note that,
for simplicity, we have considered chains of total length less than the spatial period
of the ratchet ((N -l)d < L).
A key result of this section is that the extended geometry of a chain of particles
affects the direction of transport in a flashing ratchet. Even though the chain itself
has no inherent anisotropy, changing the size of the chain can reverse the symmetry of
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the effective potential, thus reversing the direction of transport. This result depends
on the discrete spacing of the chain. If the particle separation goes to zero (d --+
0), producing a continuous rod instead of a chain of discrete points, the critical
asymmetry is ac = 1/2 for the following reason: The net force is zero if a fraction, a,
of the rod experiences the steep slope of the potential. This means that it will localize
with a fraction, a, of its length on the steep slope on average during ton' In order to
be trapped in an adjacent well after a toff interval, it must diffuse at least far enough
that a fraction a of its length is to the left of a V(x) maximum. For a rod with total
length m, this gives ~x+ = aL +(1- 2a)m and ~x_ = (1- a)L + (2a -l)m, yielding
ac = 1/2.
Temperature Dependence
As discussed above, the critical condition for velocity reversal, ~x+ = ~x_,
depends on the potential asymmetry, a, the interparticle separation, d/ L, and the
temperature, kT/va. In this section, the temperature dependence of ratchet transport
of mechanically coupled particles in 1D is compared with that of non-interacting
particles.
The temperature of the heat bath affects flashing ratchet velocity in the following
ways: (1) The diffusion constant increases linearly with temperature, according to the
Einstein-Schmoluchowski relation (D = kT/"Y) [117, 118]. This affects the magnitude
(but not the direction) ofthe velocity. (2) In the low-temperature limit (kT « va), the
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Figure 3.7. Temperature dependence of probability distribution. (a) In the upper
panel, a ratchet potential, V(x), with a = 0.35 is shown (solid line) with the
normalized Boltzmann probability distribution for a point particle exposed to V(x),
with kT/Vo = 1/50. In the lower panel, the effective potential, U(xcm ), corresponding
to a dimer of length d = 0.2L exposed to the same potential at the same temperature
is shown along with the corresponding probability distribution for the center-of-mass
position for the dimer. (b) Same as (a), but for a higher temperature: kT/Vo = 2.
mean position of an object is equal to the minimum of its effective potential U(xcm ).
As the temperature increases, the Boltzmann probability distribution broadens (p(xcm ) ex:
exp( - Uk~cm) )). If the effective potential is asymmetric near the minimum, the mean
of the distribution will shift toward the shallower slope, as illustrated in fig. 3.7.
For non-interacting point particles in V(x), increasing the temperature reduces
the magnitude of the effective asymmetry of the system, by shifting the mean in the
-x direction (fig. 3.7). However, it does not change the direction, because the mean is
never less than L/2 in a sawtooth potential with a < 1/2. One-dimensional particle
chains, which experience a more complicated effective potential, will sample regions
of the effective potential with different slopes for increasing temperature (fig. 3.7).
Depending on the relative slopes of the regions of the effective potential, increasing
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Figure 3.8. Simulations: Reversal of dimer velocity as a function of temperature.
Time-averaged velocity as a function of temperature for a point particle and for a
dimer of length d = 0.2L, using L = 5.6(J, va = 5, a = 0.35, and ton = to!! = 207.
The dashed line between data points is included as a guide to the eye. For the dimer,
the direction of velocity reverses twice a.."l a function of temperature (points labeled
A and B).
the temperature can reverse the symmetry of the probability distribution, producing
a reversal in the average velocity. Because a period of U(xcm ) has several regions
of different slope, it is possible for more than one reversal to occur as a function of
temperature for a chain of two or more particles.
In fig. 3.8, BD simulations demonstrate that the time-averaged velocity for a dimer
reverses direction twice as a function of temperature: from negative to positive, and
from positive back to negative. These simulations are for a choice of d/L that yields
ac < 1/2 in the low-temperature limit, as discussed in the previous section. In
contrast, a point particle always has positive velocity under the same conditions.
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Coupled Motion in Three Dimensions
In the previous sections, a purely one-dimensional system was considered. What
happens if the particle chain is allowed to move in three dimensions? For a freely
rotating dimer exposed to the same 1D external potential, V (x), the effective potential,
U(xcm ), depends on both the center-of-mass position and the rotational orientation of
the dimer. The critical condition, L\x+ = L\x_, for velocity reversal can be determined
in the kT « Va limit by making the following observations (illustrated in fig. 3.9):
(1) During ton, the dimer will localize with both particles at a minimum of V(x),
such that X cm = (1 - a)L with respect to the beginning (maximum) of that period
of V(x). (2) During toEf, the probability distribution for the particles is a spherical
shell of diameter d centered at the dimer's center of mass.
When the potential is turned on, the dimer will be trapped one well forward if at
least a fraction (1 - a) of the charge distribution is in the adjacent well in the +x
direction. The probability distribution of a freely rotating dimer meets this criteria
when Xcm > L + d/2 - ad, where X cm = 0 indicates the beginning of the original
well of V(x). Likewise, if X cm < d/2 - ad when the potential turns on, the dimer
will on average by trapped one well backward. Thus, L\x+ = L + d/2 - ad - Xmin =
aL + d/2 - ad and L\x_ = Xmin - (d/2 - ad) = (1 - a)L - d/2 + ad. The condition,
L\x+ = L\x_, yields ac = 1/2, which means that the velocity reversals predicted in
the previous section do not hold for a freely rotating dimer. This applies to chains of
dl2-ad
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Figure 3.9. Schematic: 3D dimer. A freely rotating dimer with d < aL experiences
on average no net linear force in the instant when the potential turns on if the center-
of-mass position is: X cm = L+d/2-ad or X cm = d/2-ad. The dashed line circles above
indicate the spherical positional probability distribution about these center-of-mass
positions before the potential turns on, which can be used to predict the likelihood
for the dimer to localize in either of the two adjacent wells (see text). Assuming that
the dimer localizes with X cm = (1 - a)L during ton, the average diffusion distances
during to!! that are necessary to localize in an adjacent well are Llx_ and Llx+.
arbitrary N, because the probability distribution for the particles during toff can be
described as a set of concentric spherical shells, and therefore the symmetry arguments
made here for a dimer also hold for N > 2.
In fig. 3.10, BD simulations confirm that the velocity of a freely rotating dimer
matches that of a point particle, in contrast to the velocity reversal that occurs for a
dimer constrained to 1D motion.
Finite-sized Spherical Bead in a Quasi-one-dimensional Ratchet
Previous sections of this chapter have addressed size effects that arise in flashing
ratchet transport of mechanically coupled point particles. Here, we discuss the
transport of a finite size spherical bead in a flashing ratchet. Fig. 3.1l(a) illustrates
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Figure 3.10. Simulations: Velocity of a freely-rotating dimer in a flashing ratchet.
Time-averaged center-of-mass velocity as a function of a for a dimer in a three-
dimensional system exposed to a ratchet potential V(x), with kT/Va = 1/50, L =
5.60', d = 0.2L, and ton = tofj = 20T. Data from fig. 3.3(a) for a dimer constrained
to one-dimensional motion and for a monomer are included here for comparison.
the positions that define the minimum and maximum of the effective potential of a
bead of radius r in a potential of spatial period L.
The characteristic diffusion distances, .6.x+ and .6.x_, for a finite bead can be
determined by calculating the center-of-mass position at which the net force on the
bead is zero. The force on any particle in the region to the right of a potential
~
maximum is f+ = __0_, and the force on a particle to the left of a potential maximum
I-a
is f _ = -Va. Because a rigid object can be considered to be a collection of particles
a
held at fixed distances to one another, the total force exerted on the bead is
f - VoW(h) _ Va(Wtot - W(h))tot- 1 '
-a a
(3.8)
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Figure 3.11. Schematic: finite-sized bead. A spherical bead of diameter d = 2r in
a sawtooth potential, V (x), experiences zero net force if a fraction, 'Y, of the bead's
radius resides on the steep side of the potential, where 'Y depends on the potential
asymmetry, a, as defined in equation 3.11. By determining 'Y(a), it is possible to
calculate the critical distances, b.x+ and b.x_, that the bead must diffuse during
toff in order to be trapped in an adjacent well at the beginning of ton. (b) A
spherical bead in a sawtooth potential of asymmetry a = 0 has aeff = b.x+/L = d/ L,
as illustrated.
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where W (h) is the volume of a cap of height h that resides to the right of a potential
471T3
maximum, and W tot = -3- is the total volume of the sphere. For a sphere of radius
r, a cap of height h has volume:
7fh2W(h) = T(3r - h). (3.9)
vVe define a parameter "( as the fraction of the bead radius that must reside on a
steep slope of the sawtooth potential in order for the net force on the bead to be zero.
In terms of this parameter, the condition for zero net force in a sawtooth potential
with asymmetry a is:
Equation 3.10 yields
Wbr)
a
Wtot - W("(r)
1-a (3.10)
(3.11)
Because .6.x+ depends on the bead's equilibrium positions within the ratchet
potential (in other words, on "(), eq. 3.11 allows us to numerically determine .6.x+
in terms of a, as follows (see fig. 3.11(a)): The center-of-mass position that minimizes
the effective potential within a period of the ratchet is: Xmin = (1 - a)L - r +"(r. In
the low temperature limit, the mean of the bead distribution is equal to this position
in equilibrium with the potential on. In this case, the minimum distance the bead
would need to diffuse on average while the potential is off in order to be trapped
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one well forward when the potential turns back on is ~x+ = L + (1 - ry)r - Xmin =
aL + 2r(1 - ry). The minimum diffusion distance to be trapped one well backward is:
~X_ = Xmin - (1 - ry)r = (1 - a)L - 2r(1- ry). In this case, the effective asymmetry
of the potential depends on bead diameter, d = 2r, as follows:
~X+ d
aeff = - = a+ -(I-ry)L L . (3.12)
Fig. 3.12(a) shows the effective asymmetry, aefj, as a function of the actual
asymmetry, a, for several bead sizes, based on a numerical solution to equations
3.11 and 3.12. For a = 0, the effective asymmetry depends only on the bead size:
aeff = d/ L. This situation is illustrated in fig. 3.11(b): In the limit that the steep
slope has an infinitely strong force, the mean position of the bead is such that none
of its volume resides on the steep slope b = 0), yielding ~x+ = d. As a increases
from 0 to 1/2, ry increases from 0 to 1, which means that the second term of equation
3.12 decreases with a. Initially, this produces a decrease in aeff with a, followed by
an increase in aeff with a for higher a. As a approaches 1/2, the second term of
equation 3.12 goes to zero, meaning that aeff = 1/2 when a = 1/2.
From this calculation, we can conclude that in the limit of strong localization,
Va » kT, the value of aeff increases with bead size, which would decrease the average
velocity of flashing ratchet transport. For beads larger than d = L/2, the effective
asymmetry is greater than 1/2 for very small a, which would reverse the direction
of flashing ratchet transport. This suggests that for a highly asymmetric (small a)
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Figure 3.12. Effective potential for finite-sized bead in a ratchet. (a) aefj, as a
function of sawtooth asymmetry, a, for several bead sizes, d/ L, based on a numerical
solution to equations 3.11 and 3.12. (b) The effective potential, Uef f(X cm ), calculated
with equation 3.13 for several bead sizes, with a sawtooth asymmetry a = 0.2. Colors
of lines in (b) correspond to the same values of d/ L as in the legend of (a).
potential with high trapping strength, beads of diameter smaller than L/2 would be
transported in the +x-direction on average, and larger beads would be transported
in the opposite direction.
To predict the behavior of a finite sized bead in a flashing ratchet for different
values of Vo/kT, we must consider the shape (rather than simply the position of the
minimum) of the bead's effective potential, given by the normalized integral over the
volume of a sphere centered at X cm weighted by the potential V(x):
Uefj(X
cm
) =~ j'Xcm=L r=xcm+r V(x)Sv(x, x
cm
) dX
cm
dx,
41fT xcm=o }x=xcm-r
(3.13)
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where Sv(x, xcm)dx is the volume of a slice at position x of a sphere centered at
position X cm'
Fig. 3.12(b) shows Uefj (xcm ) for several choices of dlL. The slope of the left side of
the effective potential well (plus-directed force) is equal to the slope of the left side of
the original potential, V (x), while the slope of the right side of the effective potential
decreases with increasing bead size. As discussed earlier in this chapter, increasing
kTIva broadens the positional distribution and shifts the mean toward the shallower
slope. For smaller beads, the left slope is shallower, and the mean of the distribution
will shift to the left (-x-direction) with increasing kT, thus increasing the apparent
value of a. For larger beads, such that the right slope is shallower, increasing kTIVa
will shift the mean in the +x-direction, decreasing the apparent value of a.
This is especially relevant to an experimental ratchet system designed in the
Linke group, in which dielectric beads are exposed to a quasi-one-dimensional flashing
ratchet potential created with a scanning line optical trap (Lopez et al., [51D. About
ten spatial periods of length L = 1.8f.-tm (with input a = 0.2) are realized with
this setup, and experimental studies are being carried out with a bead of diameter
d = O.9f.-tm , such that d = L/2.
The effective potential for a bead in the optical ratchet potential closely matches
the effective potential predicted by equation 3.13 (fig. 3.13). The following two
approaches are used to characterize the experimental effective potential: (1) Population
method: The measured positional distribution of the bead while the potential is
----------------------
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Figure 3.13. Experimental and theoretical effective potential for a finite-sized
bead in a ratchet potential (to appear in Lopez et al. [51]): The theoretically
calculated effective potential based on equation 3.13 (solid line) is displayed with
the experimental effective potential characterized by the population method (black
squares) and the velocity method (gray circles) described in the text.
on is used to extrapolate the effective potential from Boltzmann's law: U(x) =
-kTln (NN(X)). (2) Velocity method: The effective potential can be extrapolated
total
through measurement of the velocity after turning on the potential, based on the
position in successive frames. In this case, the potential is calculated as: U(x) =
-'Yl x v(x')dx'. The population gives a good estimate of the potential near the
minima, but provides little data near the maxima because the bead spends little time
there. The velocity method gives good results near the maxima of the potential, but
is less accurate near the minima where the bead is more strongly influenced by noise
for which this method does not account. The combination of the two methods in
fig. 3.13 demonstrates the close agreement between theory and experiment.
For increasing temperature, we expect the average position of the bead to shift
away from the effective potential minimum in the direction of whichever slope is
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shallower near the minimum. The effective potential is nonlinear for finite bead sizes,
but in the region closest to the minimum for d = L/2, the slope is shallower to the right
ofthe minimum (fig. 3.12(b)). For this reason, we expect the average bead position to
shift to the right as kT/Va increases from zero, which would result in a smaller value of
the measured asymmetry parameter a (i.e. a more asymmetric measured potential).
In agreement with this theoretical prediction, the experimentally measured value of
a decreases with decreased trapping strength. For a trapping potential estimated as
Va ~ 60kT, the measured asymmetry is a meas ~ 0.4. This is consistent with the
prediction (fig. 3.12(a)) that the measured asymmetry is a meas ~ aejj = 0.427 for
d/ L = 1/2 in the high Va/kT limit. For decreased trapping strength, the measured
value of a decreases (ameas ~ 0.35, for Va ~ 10kT).
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CHAPTER IV
DELAYED FEEDBACK CONTROL OF FLASHING RATCHETS
Introduction
Most studies of particle transport in a flashing ratchet have been examples of
'open-loop' control, in which the control ofthe system (in other words, the switching of
the potential on and off) is enacted independently of the internal state of the system.
However, as discussed in chapter I, several recent models have considered 'closed-
loop' control of a flashing ratchet, in which the potential is switched in response
to information about the internal state of the system determined by the particle
distribution. These studies have been motivated by an effort to determine a scheme
that can produce the highest possible transport velocity in a flashing ratchet, as
well as by fundamental interest in a physical system that can test thermodynamic
limitations on control of a noisy system (i.e., a concrete application of the famous
"Maxwell's demon" thought experiment).
The first recent studies of closed-loop control of a flashing ratchet assumed an
idealized feedback system in which measurements of the particle distribution were
taken instantaneously with complete accuracy, and implemented without delay. Motivated
by the possibility of experimentally realizing a feedback-controlled flashing ratchet, in
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this chapter the impact of experimentally inevitable sources of time delay in feedback
are modeled.
Model
Cao et al. [69] recently introduced the following scheme for closed-loop control of
particles in a flashing ratchet: Consider an ensemble of N non-interacting, overdamped
particles in a one-dimensional flashing ratchet system with periodic potential V (x)
(fig. 3.1). The motion ofthe particles is described by overdamped Langevin equations
i = 1,... , N (4.1)
where Xi (t) is the position of particle i, "( is the drag coefficient of a particle, and ~i (t)
is a randomly fluctuating Gaussian white noise term with zero mean and correlation
(~i(t)~j(t')) = 2"(kT6ij6(t - t'). The external force is given by F(x) = -V'(x), and
a(t) is a control parameter that can take the value of 1 or 0, thus switching the
external potential on or off.
In order to compare open-loop versus closed-loop control of a flashing ratchet, the
following two strategies are considered:
(1) Periodic switching: a(t+T) = a(t), with a(t) = 1 for t E [0, T/2), and a(t) = °
for t E [T /2, T). (A number of studies have investigated this open-loop control strategy
for a flashing ratchet system. In the previous chapter, coupling effects in a periodic
flashing ratchet are discussed.)
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(2) Controlled switching (maximization of the instantaneous velocity (MIV)):
where
a(t) = 8(f(t)),
1 N
f(t) = N L F(Xi)
i
(4.2)
(4.3)
is the ensemble average of the force the particles would feel if the potential were on,
and 8(y) is the Heaviside function, 8(y) = 1 if y 2 aand aotherwise.
In this chapter, two types of experimentally relevant time delay in feedback control
are considered (fig. 4.1):
(1) Implementation time, t l : If a measurement is taken at time t, any feedback
based on this measurement will be implemented at time t + t l . This type of delay
arises experimentally because of the time required for data processing.
(2) Measurement interval, t2 : If a measurement is taken at time t, the next
measurement will be taken at time t + t2 • This type of delay is related to the speed
of the acquisition system in an experiment. For example, the measurement interval
would be limited by the readout rate of a camera that acquires images of the particle
distribution.
Brownian dynamics (BD) simulations are used here to demonstrate the role of
these types of time delay on the MIV control strategy (eq. 4.2). The particle dynamics
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in the presence of time delay can be described by
i = 1,... , N (4.4)
where f3(t) is the actual state of the system based on a delayed response to the cue
a(t). The simulations in this chapter used the following input parameters: kT = 1,
kT/'Y = D = 1, L = 1, and a = 1/3, which provides continuity with previous
analysis of this control scheme in the absence of delay [69]. In this case, the program
time unit can be expressed as L2 / D = 1. Unless otherwise noted, Va = 5kT. It is
important to note that the finite time step dt in a Brownian dynamics simulation
introduces an inherent measurement delay, t2 , to the calculation. The behavior of the
system in the t2 = 0 limit can be studied by choosing a time step that is very small
compared to the characteristic times for diffusion over the length of relevant features
of the system (for example, we use dt = 10-6L 2 / D for N = 1.). The performance
of each control strategy is evaluated by calculating the time-averaged, center-of-mass
velocity, Vern = (Xcm ) , for the ensemble. This quantity does not depend on the initial
distribution of the ensemble when averaged over a sufficient amount of time (several
temporal periods).
Implementation Delay
An experimental feedback system with fast data acquisition, but slow information
processing, can be approximated as having zero measurement interval (t2 = 0) and
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Figure 4.1. Schematic: Two possible types of time delay in feedback control are
illustrated above: (1) Implementation delay, t i : If a measurement is taken at time
t, the implementation of feedback based on this measurement will occur at time
t + t i . (2) Measurement interval, t2 : If a measurement is taken at time t, the next
measurement will be taken at time t + t 2 .
finite implementation delay (t i > 0). Simulations of this scenario demonstrate that
the impact of implementation delay on feedback control depends on the ensemble size
in the following way:
Small N: For N = 1 in the absence of implementation delay, t i = 0, the feedback
control strategy (eq. 4.2) yields Vern = 4.27 D / L, an order of magnitude faster than
the optimal velocity, Vopt ~ 0.284D/ L, for a periodic flashing ratchet under the
same conditions with optimized temporal period T = Topt ~ 0.lL2/ D. However,
the velocity falls off with ti on a time scale comparable to the mean time to diffuse
the length of the ratchet's critical length scale aL (t ~ (aL)2 /2D ~ 0.05L2/ D).
BD simulations demonstrate that Vcm drops below Vopt for delay greater than ti ~
0.03 - 0.05L2/ D (fig. 4.2). For small N, the feedback strategy loses effectiveness
when the implementation delay is comparable to or larger than the time it takes for
measured and actual particle positions to become uncorrelated in terms of position
with respect to features of V(x).
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Figure 4.2. Simulations: Implementation delay in a feedback-controled ratchet.
(a) Time-averaged velocity as a function of implementation delay, tl, in the absence
of measurement delay (t2 = 0) for different ensemble sizes. The lines between data
points are included as a guide to the eye. The dashed line indicates the time-averaged
velocity for non-interacting particles in a periodically flashing ratchet with optimal
temporal period Topt = 0.lL2 jD. (b) An enlarged view of (a) for small velocities.
Error bars are included for N = 1. For N 2: 10, the error is smaller than 0.1 % of the
magnitude of the velocity.
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Large N; small t l : As the number of particles increases, the mean amplitude
of the center-of-mass fluctuations in f(t) decreases, making the time-evolution of
the system more deterministic. For large N, the role of a small implementation
delay, t l , can be understood by considering the characteristics of f (t) (demonstrated
for N = 106 in fig. 4.3 (a) ). The simulation starts with the potential on (a = 1)
and particles equilibrated in the potential, such that f ~ O. A fluctuation yielding
f(t) < 0 produces a cue to turn the potential off (a --+ 0), which is implemented after
a delay t l ((3(t) = a(t - t l ) for t2 = 0). When the potential turns off, f(t) rapidly
decreases because the particles diffuse evenly in each direction, such that about half
the ensemble moves into a region with a large negative force when the potential is
on. Rapid shifts in f(t) are observed for a duration of about t l , indicative of the
delayed response to cues that were triggered during the time delay between the initial
cue to turn off and the implementation of that cue. The ensemble equilibrates in the
'off' state ((3 = 0), such that the average force again approaches f(t) ~ O. Once a
center-of-mass fluctuation yields f(t) > 0, a cue to turn the potential on (a --+ 1)
is implemented after a delay t l . After the potential turns back on, particles on the
steep slope quickly localize near the minimum of V(x), while particles on the shallow
slope take longer to reach the minimum, resulting in an increase in f(t) before the
ensemble equilibrates to f(t) ~ O. Again, f(t) fluctuates in response to previous
cues for a time interval of about t l . In summary, a small implementation delay, t l ,
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Figure 4.3. Simulations: Average force in a time-delayed feedback ratchet. (a)
Ensemble-averaged force f(t) for N = 106 , t l = 0.02L2/ D, and t2 = O. The measured
state ('cue'), a(t), and the implemented state ('response'), fJ(t), are shown above.
Arrows indicate the time delay between the a cue and the response to that cue.
Initially, particles are equilibrated in the 'on' state. (b) Same, except t l = 0.09L2 / D.
decreases the velocity by delaying the modulation of the potential and by introducing
unproductive fluctuations in f(t) after the potential is switched.
Large N; large tl: For large N, it is possible for an implementation delay to
improve the performance of the feedback control policy, producing a higher velocity
than in the absence of time delay. This somewhat counter-intuitive result arises
for a range of implementation delays that allow the system to synchronize into a
stable mode of oscillation in which the state switches when the system is away from
equilibrium, avoiding the unproductive intervals of f(t) ~ 0 seen for smaller tl. As
shown in fig. 4.3(b), for t l = 0.09L2 / D, after a small number of initial cycles, a cue
created in one cycle of the potential correctly triggers a switching event in the next
cycle. This mode of oscillation is stable when t l is large enough for f(t) to reach its
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maximum If I before a subsequent cue is triggered, thus avoiding rapid fluctuations
of the sign of f(t) and allowing time for the ensemble center of mass to evolve. For
the simulations shown in fig. 4.3(b), the initial transient toward maximum If I is
approximately 0.03L2/ D, consistent with the result that Vern increases with t l for
N > 103 when t l > 0.03L2/ D (fig. 4.2).
To illustrate the synchronization of cues that produces the '( = t l periodic mode,
fig. 4.3(b) shows simulations of the cue, ex(t), and the response, (3(t), for N = 106
particles in a feedback-controlled flashing ratchet with t l = 0.lL2 / D and t2 = O.
Fig. 4.7(a) is a corresponding schematic that illustrates the timing of the mode-
locking for this example: At t = to, the potential turns on ({3 - 1) in response
to a previous cue (ex - 1) that was triggered at t = to - tl. Because there is no
measurement delay, when the potential turns on at t = to, this triggers a new 'on'
cue (ex - 1). At to + 0.5tl , the potential turns off ({3 - 0) in response to an 'off' cue
at to - 0.5tl . This triggers a new 'off' cue (ex - 0) because f(t) has become negative.
The resulting oscillatory mode has a period '( = t l = ton + to!!, and is synchronized
in a way that the cue and response are in phase with each other (ex(t) = (3(t)). The
potential spends equal time on and off (ton = to!! ).
In summary, for large Nand t l > 0.03L2/ D, the system can synchronize into
a mode of oscillation in which a cue in one cycle is implemented in the next cycle,
producing a temporal period of about T = t1 (fig. 4.4). This mode has a larger velocity
than a flashing ratchet with instantaneous feedback control, because it does not rely
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Figure 4.4. Simulations: Time-delayed feedback control of a large ensemble (N =
106 data from fig. 4.2). (a) Time-averaged velocity as a function of implementation
delay, t l , for tz = 0 and N = 106 . The lines between data points are included as a
guide to the eye. The dashed line shows the average velocity, Vopt, for a periodically
flashing ratchet with optimal period. Inset: Average velocity as a function of t l
for several values of va, each normalized by the velocity Vopt for optimal periodic
switching corresponding to that Va and ex = 1/3. (b) Average temporal period ofthe
stable periodic mode of the system, based on the same simulation data as in (a). The
solid lines indicate the following two modes of quasiperiodic, stable oscillation: (1)
T = t l , such that a cue in one cycle is implemented in the following cycle; and (2)
T = tI/2, such that a cue in one cycle is triggered after two cycles. Inset: Example
of a transition from a metastable to a more stable mode of oscillation.
. ....._.-.- .._----~~-
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on fluctuations in f(t) to trigger a change in the potential. For t l ~ Topt = 0.1L2 / D,
the velocity is equal to the optimal velocity, Vopt, for a periodically flashing ratchet.
This key result is independent of Va, as illustrated in the inset of fig. 4.4(a), which
shows the ratio vcm/vapt (noting that Vopt is a function of Va). For increasing Va, the
velocity is optimized for smaller t l , because particles localize in the potential more
quickly and, therefore, Vern = Vopt(Vo) is achieved for smaller t l .
Interestingly, for even larger t l , modes are observed in which a cue is implemented
multiple periods later. The system takes longer to synchronize into these modes,
sometimes taking hundreds of oscillations before the modulation of f(t) stabilizes
into a periodic mode. For implementation delay above t l ~ 0.16L2/ D, simulations
demonstrate synchronization into a mode in which a cue is implemented two cycles
later. In this case the stable period is T ~ tI/2. Near the boundary between the
T = t l mode and the T = tI/2 mode, the system demonstrates quasi-stability in
either mode, and is sometimes observed to become metastably synchronized in one
mode for hundreds of cycles before locking into the other mode (for example, see the
inset to fig. 4.4(b)). In general, these modes display stability for at least 104 cycles.
One can expect these synchronized, periodic modes to remain stable indefinitely in
the high N limit, as the dynamics of the system become increasingly deterministic.
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Measurement Delay
Many experimental setups require significant time for data collection as well
as information processing. Feedback control of such a system will be affected by
implementation delay, t1, and measurement delay, tz. Here we discuss feedback control
of a flashing ratchet in the presence of both of these types of delay (t 1 > °and t2 > 0).
Small N: The average velocity, Vern, decreases with t 1 for all t 2 , but the steepness
of the falloff depends on t2 /t 1 (fig. 4.5(b)). The velocity decreases with t 1 fastest when
t 2 > t 1 , because the large measurement delay introduces idle time in each cycle after a
cue has been implemented and before a new cue is triggered. However, the decrease of
Vern is less steep for °< t2 < t1 than for t2 = 0, because a finite measurement interval
allows some diffusion between measurements, such that fewer cues are triggered while
f ~ 0. This reduces the amount of unproductive fluctuations in response to these
cues.
Large N: In the previous section, it was demonstrated that for t2 = 0, a
well-chosen implementation delay t1 allows the system to synchronize into a mode
of oscillation that reproduces that of an optimal periodic flashing ratchet. Here,
the impact of measurement delay, t2 , is discussed by considering several regimes of
tdt 1. Fig. 4.6 shows simulations of the characteristic oscillatory modes that arise
for different values of t2 /t 11 for optimal choice of t 1 . Fig. 4.7 provides a schematic
illustrating the cue-response synchronization that gives rise to each of these modes.
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Figure 4.5. Simulations: Impact of implementation delay and measurement delay.
(a) Time-averaged velocity as a function of implementation delay, t 1 , for N = 10 and
several regimes of measurement delay relative to the implementation delay (t 2 /td.
The behavior is qualitatively different for t2 < t 1 and t2 > t 1, as discussed in the text.
(b) Same as (a), except for N = 10. The lines between data points are included as a
guide to the eye.
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Figure 4.6. Simulations of mode-locking for a large ensemble (N = 106 ) in a
flashing ratchet with time-delayed feedback. The measured state ('cue'), a(t), and the
implemented state ('response'), (3(t), are shown above. At time t = 0, the potential is
on and the particles are equilibrated in the potential. Several values of implementation
delay, t l , and measurement interval, t 2 , are shown: (a) t l = 0.lL2 / D and t 2 = 0; (b)
t1 = 0.05L2 / D and t2 = 0.5t1 = 0.025L2 / D; (c) t l = t 2 = 0.05L2 / D.
(a) t2 =0
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t = to:
• 'On' cue due toj(t) becoming positive.
• 'On' response triggered by 'on' cue from t =to-tl.
t = to+o.5t1:
• 'Off' cue due toj(t) becoming negative.
• 'Off' response triggered by 'off' cue from
t = to-O.5tl
t=tO+t1:
• 'On' cue due toj(t) becoming positive
• 'On' response triggered by 'on' cue from t = to.
(b) t2 = 0.5t1
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t =to:
• 'On' cue due tof(t) becoming positive.
• 'Off' response triggered by 'off' cue from t =to-tl'
t = to+1z, =to+o.5t1:
• 'Off' cue due to j(t) becoming negative.
t=tO+t1:
• 'On' response triggered by 'on' cue from t = to.
t =to+t1+Iz, =to+1.5t1:
• 'On' cue due to f(t) becoming positive
• 'Off' response triggered by 'off' cue from t = to+12•
Result: .. = ton+toff = l.5tl, ton = t2, toff =t,
t =to:
• 'On' cue due tof(t) becoming positive.
• 'Off' response triggered by 'off' cue from t =to-tl'
t = to+t1:
• 'Off' cue due tof(t) becoming negative.
• 'On' response triggered by cue from t = to.
Figure 4.7. Schematic: Mode-locking with measurement and implementation delays.
The synchronized modes of oscillation for high N (based on the simulation data in
fig. 4.6) are illustrated in the schematic above for: (a) tz = 0; (b) tz = 0.5t I ; and (c)
tz = t l .
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In a feedback system with tz 2: t1 , a new measurement is only taken after the
previous measurement has been implemented. This is analogous to a Maxwell's demon
(see chapter I) that does not "multi-task": the task of opening and shutting the
gate must be completed before the demon can go back to monitoring the particle
bath. This could arise experimentally if: (1) the same software is responsible for data
acquisition and data processing; or (2) there are limitations on how much information
can be stored at one time.
In particular, if tz = t 1 , a new measurement is taken at the same instant that the
previous measurement is implemented. If a cue to turn on (off) is triggered at time
to, it will be implemented at time to +t1. The next measurement (cue) is taken at the
same instant (t = to + t 1 = to + tz), before f(t) has time to change signs in response
to the potential being turned on (off). This triggers a new cue of opposite sign to
the previous cue. The resulting oscillatory mode has T = 2t1 and ton = to!! = t1 = t z
(figs. 4.6(c) and 4.7(c)). The cue and the response are out of phase with each other,
such that o:(t) = 1 whenever (3(t) = 0 and vice versa. The average velocity as a
function of implementation delay, t 1 , is essentially the same as in the t z = 0 case,
except that now the dependence on t 1 is compressed to smaller t 1 values, because
T = 2t1 instead of T = t 1. In this case the velocity is optimized for t1 = O.5Topt (see
fig. 4.5(a)).
If t z > t 1 , the synchronization-induced increase in velocity discussed above does
not occur, for the following reason: If the potential turns on (off) at time to + t 1 in
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response to a cue at time to, the next cue is triggered at time to + t2 > to + t l , after
f(t) has changed signs in response to the change in potential at to + tl . Thus, the
cue triggered at to + t2 will be the same sign as the cue triggered at to. A new cue
of the opposite sign will not occur until the ensemble has equilibrated (f(t) ~ 0),
and a fluctuation in the sign of f(t) coincides with a time when a measurement is
taken. The velocity decreases with increasing t l , due to increased time spent waiting
for fluctuations in f(t) (fig. 4.5(a)).
In a feedback system with t2 < t l , a new measurement is taken before the previous
measurement has been implemented. This is analogous to a Maxwell's demon that
"multi-tasks", continuing to pay attention to the particle bath at the same time
as opening and shutting the gate. This could be accomplished in an experiment
by collecting information about the system with one set of software and passing
this information to a different program for information processing, allowing the data
acquisition system to continue taking new measurements.
In a feedback-controlled ratchet with 0 < t2 < t l , the stable oscillatory mode for
the system depends on whether t l is an integer multiple of t2. In general, if a cue at to
is implemented at to+t l , the next measurement (taken at to+t2) will be implemented
at to +t l + t2, possibly reversing the implementation of the cue from to. After to + t l ,
the next measurement occurs at time to + tl + t2 - tlmod(t2). If tlmod(t2) #- 0, this
measurement takes place before the implementation of the measurement from to + t2,
and will be based on the state of the system after the implementation of the cue from
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to. The oscillatory mode, and resulting velocity, depend sensitively on how t 1mod(tz)
compares with the characteristic time development of f(t) in the 'on' and 'off' states.
On the other hand, if t1mod(tz) = 0, the first measurement taken after to + t 1
occurs at to + t 1 + tz. The implementation of a measurement taken at to + tz also
takes place at to + t 1 + tz. This interferes with the advantageous synchronization
induced by implementation delay in the absence of measurement delay, effectively
slowing the period of oscillation. Consider, for example, the case t z = 0.5t1: Every
other measurement results in a cue to change the potential, yielding an oscillatory
mode with ton = 0.5t1 and toii = t 1 (shown for t 1 = 0.05Lz/ D in figs. 4.6(b) and
4. 7(b)). For this mode, a value of t1 can be chosen that produces higher velocity than
in the absence of delay, but this velocity falls short of the optimal velocity, Vopt, for a
periodic flashing ratchet with ton = toii (fig. 4.5(a)).
Experimental Feasibility
Two experimental Brownian ratchet systems have been constructed by Brian Long
and Benjamin Lopez in the Linke laboratory, which could be used to experimentally
test the role of time delay in feedback control. Detailed discussions of the experimental
design and implementation will be presented elsewhere [51, 119]. Below is a discussion
of the sources of time delay in each experiment, and the relevant time scales for
experimentally testing the computational results discussed in this chapter. These
comparisons between theory and experiment were developed collaboratively in group
92
discussions, and technical information about the experiments was provided by Brian
and Ben.
Experimental feedback ratchet for many particles:
An experimental system based on the flashing ratchet concept has been constructed
by Brian Long with the goal of realizing and testing ratchet transport for charged,
colloidal particles in a fluid. A periodic, asymmetric potential is generated using
an interdigitated electrode array. The potential can be turned on and off using a
function generator, either supplying a periodic input function for open-loop control,
or using measured bead distributions to implement closed-loop control (feedback).
Feedback control of this system would require: (1) acquisition of an image of the
bead distribution using a CCD camera; (2) determination of bead locations using
image analysis software that detects bright regions in the image; (3) decision whether
to switch the potential; and (4) implementation of the decision to switch the potential
(i.e. change in applied voltage). In this case, the implementation delay, t1, is equal
to the total time needed for steps (1)- (4). The measurement delay, t2 , roughly
corresponds to the camera exposure time (step (1)), although in practice the particle
positions are averaged over the exposure time rather than collected instantaneously
as in the computational study.
Feedback schemes using a similar setup to control the position of a single fluorescent
particle have been implemented with frequencies as high as 300 Hz [120]. This suggests
that an implementation delay on the order of t1 = 10ms is realistic for small N.
------------------------
93
This yields t1 < 0.01L2 / D when L > 1.2p.,m for beads of diameter d = 300nm
(where D = kT/37frJd, and rJ = 1O-3Pa· s). Fluorescent beads of this diameter
can be tracked with a CCD camera, and electrode arrays with a spatial period of
L ~ 1p.,m can be fabricated using standard lithography techniques. In the previous
section, simulations demonstrate that a feedback-controlled ratchet performs better
than a periodic ratchet for a small number of particles and t 1 < 0.03L2 / D. Enhanced
velocity due to feedback control of a small ensemble could in principle be achieved
with this system.
For a larger number of particles, a larger image (more pixels) would need to be
analyzed. The exposure and readout time (step (1), above) for a high-sensitivity CCD
camera is estimated to be on the order of 30ms for an image containing N ~ 102 - 103
particles. If information processing (steps (2)-(4), above) are performed while the next
image is collected by the camera, total delays of order t 1 = 2t2 ~ 60ms are realistic.
Based on this lower bound for the implementation delay, it is possible to tune t1 in the
range 0.01 - 0.lL2 / D by using approximately 300nm beads and an electrode array
with a spatial period of about L = 3p.,m.
The time scale L2 / D can be easily tuned in the experiment by using beads of
different diameter, to explore the behavior of the system on different relative time
scales. In water, the 300nm polystyrene beads used in this experiment have a charge
q ~ 105e, which means that an electrostatic potential in the 100mV range could
create a potential depth much larger than kT. In principle, the computational results
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presented in this chapter could be tested using this experimental setup. In practice,
electrostatic screening and motion of the fluid create a more complicated system, and
analysis of these effects is needed to establish the exact relationship between this
experiment and simulations of a much simpler flashing ratchet system (B. R. Long,
dissertation [119]).
Experimental feedback ratchet for a few particles:
An advantage of the experimental system described above is that it enables
transport and tracking of a large number of particles. However, a disadvantage is
that the complicated nature of electrostatics in a fluid make this a difficult system to
analyze. An alternative experimental ratchet system has recently been constructed
by Ben Lopez, and the first experimental realization of feedback control in a flashing
ratchet has been performed [51]. In this case, a ratchet system for small particle
numbers is achieved using a scanning line optical trap [52-55]. By using an acousto-
optic deflector (AOD) to quickly scan an optical tweezer in one dimension, a quasi-one-
dimensional linear trap is created in which a particle feels a time-averaged potential in
the direction of scanning and strong trapping forces in the other two dimensions. If the
light intensity and the scan speed are kept constant, this creates a "flat" potential in
which the bead diffuses freely along the scan line. Taylored potential profiles, such as
a sawtooth ratchet potential, can be created by varying the light intensity during the
scan. Feedback control can be implemented by switching between potential profiles
based on measurements of the beads' positions. With 1W of output laser power, it is
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possible to create a stable line trap up to 40f.-lm for a If.-lm silica bead [18]. With this
setup, it is possible to create up to about ten spatial periods of a ratchet potential,
which allows experimental implementation of a feedback-controlled ratchet for a small
number of particles.
The minimum implementation delay, t1 , for this experiment is limited by the time
it takes for image analysis software to determine the particle positions and the time
for the function generator to switch waveforms, and a delay of at least t 1 = 4ms is
estimated. The frame rate of the camera limits the minimum measurement delay to
at least t2 = 10ms. For a dielectric bead with diameter d = 0.9f.-lm in a potential
with spatial period L = 2f.-lm, the inherent time delays are small enough that the
computational results in this chapter can be tested experimentally by tuning the
implementation delay over the range t 1 = 0.01 - 0.1L2 / D.
This experiment confirms the theoretically predicted increase in velocity for feedback
control of one to four particles, compared with the performance of a periodic flashing
ratchet. A sample of Ben's experimental data is shown in fig. 4.8 (which will appear
in [51]), demonstrating that the velocity of a single particle in this experimental
ratchet matches the theoretical predictions for both closed- and open-loop control.
The slightly smaller velocity for experimental closed-loop control compared with
the theoretical prediction (based on t 1 = t2 = 0) may be the result of a small
implementation time delay in the experiment.
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Figure 4.8. Feedback control: comparison between theory and experiment. Sample
data for one bead in a feedback-controlled optical flashing ratchet (to appear in
Lopez et al.[51]): (a) An example of optimal periodic (gray) and feedback-controlled
(black) ratcheting trajectories. The dashed line indicates the theoretical prediction
for feedback control. (b) A sample of a shorter time series from the data in (a) is
shown. Dashed horizontal lines indicate spatial periods of the ratchet potential.
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In this dissertation, theoretical and computational predictions have been used to
model two factors that modify the performance of an experimental ratchet system: the
decrease in asymmetry due to the finite size of the bead (discussed in chapter III), and
inherent time delay in feedback control. We find that the velocity of the experimental
feedback-controlled ratchet can be significantly increased by taking these factors into
account in order to optimize the feedback protocol. An optimization strategy is
discussed in detail in Lopez et al. [51].
Concluding Remarks
In this chapter, we have investigated the role of time delay in feedback control of
a flashing ratchet. Two types of time delay were considered: implementation delay
and measurement delay. For small particle numbers, we show that the increase in
velocity through closed-loop control falls off as a function of implementation delay.
The improvement gained from feedback control is lost if the delay is longer than
approximately the time it takes for a particle to diffuse the length of the shorter
segment of the ratchet potential on average. This is related to the prediction that
there is a fundamental upper bound on the increase in flux due to feedback control,
which is limited by the accuracy of the information available for feedback [76]. For
large particle numbers, we find the somewhat counter-intuitive result that a finite
time delay can increase the velocity of a feedback controlled ratchet. This works by
allowing the system to synchronize into a quasi-stable periodic mode that matches
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the behavior of a periodic flashing ratchet or a feedback controlled ratchet with
thresholds [74] (discussed in chapter I, see fig. 1.3). We discuss the sources of time
delay in two experimental flashing ratchet systems, and conclude that it is realistic
to experimentally observe the theoretically predicted increase in velocity for closed-
loop control. Theoretical predictions about the role of time delay in feedback control
have proven essential to analyzing results from the scanning line optical trap ratchet
discussed above.
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CHAPTER V
MECHANICAL MODEL FOR MYOSIN-V WALKING MECHANISM
Introduction
Myosin-V is a biological molecular motor that transports various cargoes through
eukaryotic cells. Experiments that track the motion of one or both neck domains
have demonstrated that myosin-V walks along actin filaments in a 'hand-over-hand'
mechanism, in which the binding domains (heads) alternate between the trailing
and leading positions [2, 88, 89]. In chapter I, an overview of the experimental
investigation of the myosin-V walking mechanism is given in terms of progress toward
answering the following two mechanistic questions: (1) How does the trailing head
become the leading head? (2) How is the stepping coordinated? Although the answers
to these questions are not understood in detail, a variety of experimental studies
support the following qualitative model: Two heads bound to actin are coordinated
through intramolecular strain that makes the trailing head more likely to detach.
When the trailing head detaches, the leading neck domain relaxes from a strained
conformation to an unstrained conformation, which leads to an average motion in the
direction of motility that biases the position of the detached head toward a "forward"
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binding site. The detached head undergoes biased tethered diffusion until it reattaches
to a binding site along actin.
Here, we present a mechanical model for myosin-V in order to establish a detailed
quantitative test of this proposed mechanism. We develop a coarse-grained mechanical
description of the motor's structure intended to capture the essential physical features
of its behavior. We constrain the mechanical input parameters by comparing the
equilibrium conformation ofthe motor in distinct mechano-chemical states with information
from experiments. Then, we propose an experimentally motivated and testable model
for how intramolecular strain may lead to a kinetic asymmetry in the binding affinities
of the two heads. Experiments that could test this proposed mechanism are discussed.
We study the dynamics of the biased tethered diffusion of the detached head over a
range of mechanical parameters, and test the ability of the motor to step forward when
a load force is applied to the end of the attached neck domain. Stepping behavior
of the motor is modeled with Brownian dynamics simulations of the motion of the
motor as each head cycles stochastically through a predominant chemical pathway
(based on biochemical experimental studies of myosin-V). The model provides a tool
that can help interpret the results of single molecule experiments, and possibilities
for ongoing research with this model are discussed in chapter VI.
The model presented here builds on the insights of some previous models for
myosin-V. For example, Kolomeisky et al. [121] have developed a kinetic model for
the chemical cycle of myosin-V that incorporates force-dependent transition rates in
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order to study strain-dependent coordination of the steps. In this model, the motor
heads are treated as points that undergo stochastic transitions between chemical
states that couple to discrete steps along the one-dimensional track. Quantities such
as the average velocity of the motor are determined by obtaining steady state solutions
to the discrete master equations that describe the probability to find the motor in
any mechano-chemical state at a given time [122]. Force dependent transition rates
are modeled phenomenologically in the form: k = koexp( -QFd/kT), where F is the
applied force, d is a characteristic distance over which the force is applied, and Q is a
"load distribution factor" that implicitly contains mechanical properties of the motor
that determine how a load at the end of a neck domain translates into a change in
the biochemical transition rates at the motor head. These types of discrete, kinetic
models provide valuable insight into the chemical cycle of the motor, and have been
useful for interpreting measured force-velocity curves by fitting the model parameters
to the experimental curves.
In contrast to simpler kinetic models, our study explicitly considers the mechanical
properties of the motor, in order to learn about how specific mechanical features of the
molecule impact the dynamics of the mechano-chemical cycle. For example, instead
of including a parameter Q to encompass assumptions about how the applied force
at the end of a neck domain couples to the biochemical transition rates of the head,
we simulate the mechanics of how load applied in one part of the motor changes the
local conformation elsewhere. We propose a coordination mechanism in which the
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ADP release rate from the head depends on the angle of attachment between the
head and the adjacent neck domain. The instantaneous conformation of the motor,
and the resulting ADP release rate from each head, are outputs rather than inputs
of the model.
Two other recent models have treated the neck domains of myosin-Vas elastic
filaments [123, 124]. A model presented by Andrej Vilfan [123] treats the neck domains
as continuous elastic rods with fixed attachment angles that depend on the chemical
state of the head. He calculates the elastic strain for different conformations of the
motor to demonstrate certain constraints on the stepping properties of the motor, for
example concluding that there is a high energy cost and therefore a low probability
for a detached head to reattach as the leading head before the other head undergoes
a power stroke. By contrast, our model does not assume fixed attachment angles
between the head and neck domains, and instead treats the head-neck junctures as
semi-flexible joints with an elastic energy cost to bending away from a state dependent
preferred angle. This allows us to model the role of thermal motion in the transitions
between mechanical conformations of the motor in response to chemical transitions.
In this sense, whether the attachment angle of the neck domain is tightly or loosely
coupled to the chemical state of the head is an output rather than an input of our
model.
Lan et al. [124] treat the neck domains as semi-flexible filaments with state-
dependent preferred angles for the head-neck junctures. They calculate conformation-
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dependent elastic energies to predict binding and unbinding probabilities for the
motor. Following the example of Lan et al., we choose to treat the neck domains
as semi-flexible filaments. However, their study excludes dissociation events and adds
an energy term to prevent the motor from binding with the head domains closer
than the experimentally observed separation of ::::: 36nm. In contrast, dissociation
events are an important output of our model that allow us to determine how the
mechanical properties of the motor impact the number of steps it takes on average
before detaching. At present, we impose a 36nm step size by providing discretely-
spaced binding sites in one direction, but the model could be generalized in the future
to allow binding at other positions. In this case the step size distribution would be an
output of the model that would depend on the neck domains length, and the stiffness
of neck domains and the head-neck junctures.
Predominant Mechanochemical Cycle
Each head of myosin-V has a binding site for a nucleotide and a site for binding to
actin, which means there are eight possible states for the head (Actin: attached or
detached; Nucleotide: ATP, ADP, ADp· Pi, or empty) and 64 possible states for
a dimer. We restrict our theoretical treatment of the myosin-V cycle to the relatively
long-lasting states on the time scale of experimental observations of motor transport,
and allow each head to cycle stochastically through the following six kinetic states
(fig. 5.1): (1) ATP bound, and attached to actin; (2) ATP bound, and detached from
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Figure 5.1. Schematic: predominant mechano-chemical cycle for a myosin-V
monomer. We restrict our theoretical treatment of the mechano-chemical cycle
for a myosin-V monomer to relatively long-lasting states, based on biochemical
measurements [97].
actin; (3) ADP ·Pi bound, and detached from actin; (4) ADP·Pi bound, and attached
to actin; (5) ADP bound, and attached to actin; and (6) No nucleotide bound, and
attached to actin. The transition rates for this cycle are summarized in table 5.1.
In fig. 5.2, we summarize a qualitative model for the dominant kinetic path for
a myosin-V dimer, which is presented by Rief et. al. [90] based on a compilation
of experimental observations of the mechano-chemical cycle of the dimeric motor.
Beginning in the top left corner of the figure, both heads are attached to actin
with ADP bound (i.e., in monomeric kinetic state 5). The leading head stays in
state 5, while the trailing head dissociates ADP, binds ATP, detaches from actin,
and reattaches as the new leading head after hydrolyzing ATP. Although we do not
explicitly enforce this mechano-chemical cycle for the dimer in our theoretical model,
this cycle for the dimer is an outcome of the predominant cycle for a monomer (fig. 5.1)
if certain mechanical requirements are met: (1) The leading head is more likely to
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Figure 5.2. Schematic: predominant mechano-chemical cycle for a myosin-V dimer,
according to model proposed in Rief et al. [90]
dissociate ADP than the trailing head; and (2) When a head detaches, it is most likely
to reattach as the leading head. It is widely thought that ADP release is either slowed
from the leading head or accelerated from the trailing head through coordination via
intramolecular strain, although there is not a consensus about the exact mechanism.
The motion of a detached head to become the new leading head is thought to occur
either through a conformational change, biased diffusion, or some combination of the
two.
The next section outlines structural assumptions we will make in order to develop
a minimal mechanical model for myosin-V. Simulations of this mechanical model in
the context of the predominant kinetic pathway for a monomer will be used to study
how the mechanical properties of each mechanical state will impact the underlying
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kinetic cycle for the dimer. We will specifically address the questions of how the
trailing head becomes the leading head, and how the kinetic cycles of the two heads
are kept out of phase.
Table 5.1. Kinetic Rates for the Chemical Transitions of a Myosin-V Head
Rate Value used Source
k 12 Faster than experimental De La Cruz, 2000 [97]
temporal resolution. For
simulations: dCl.
k23 7008 -1 De La Cruz, 2000 [97]
k34 Diffusion limited: not an
input parameter
k45 2008 -1 Baker, 2004 [109]; De La
Cruz, 2000 [97], (measured
for monomer)
k56 12 - 168 -1 De La Cruz, 1999, [106];
Purcell, 2005 [110]
k6l 0.9 - 1.6ftM -1 8 -1 De La Cruz, 1999 [106],
Yengo, 2002 [125]; Yengo,
2004 [126]
Structural Assumptions for Minimal Mechanical Model
The neck domain of myosin-V consists of a protein chain called the heavy chain
which is made up of six tandem elements called IQ motifs [81, 127-130]. These
motifs provide binding sites for smaller protein chains called light chains, which bind
in compact configurations to the IQ motifs, adding rigidity to the neck domain. A
model of the neck domain based on the crystal structure, combined with fluorescence
resonance energy transfer (FRET) measurements of distances between IQ complexes,
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suggests that the neck domain can be thought of as three pairs of strongly interacting
IQ motifs, with minimal interaction between adjacent pairs, allowing bending primarily
at these junctures (Terrak et al., 2005 [129]). Based on this structural model, we treat
each neck domain as a filament made of three rigid segments with bending allowed
at their junctures (fig. 5.3(a)).
Based on electron microscopy images [103, 112], we treat the juncture between
each head and the adjacent neck domain (points 2 and 8 in fig. 5.3(a)) as a semi-
flexible joint with a preferred angle that depends on the chemical state of the head.
We assume that a forward rotation in the preferred angle (from eA to eB) between
head and neck is tightly coupled to phosphate release from the head (fig. 5.3(b)).
Electron microscopy (EM) photos [103] and observations of the motion of the
detached neck domain by tracking an attached gold nanoparticle [100] or a microtubule
filament [105] support a model in which a detached head and its adjacent neck
domain undergo tethered diffusion about the juncture between neck domains, with
free rotation about this joint (point 5 in fig. 5.3 (a)).
We make the simplification of treating the actin filament as a one-dimensional
array of evenly-spaced binding sites with separation L = 36nm. This is a reasonable
simplification because the measured step size distribution for myosin-V suggests that
it walks along one side of an actin filament, binding at discrete positions, as discussed
in chapter 1. Later, the model could be extended to include a more realistic three-
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dimensional actin filament in order to simulate the stepping behavior of myosin-V
with different neck lengths (see outlook discussion in chapter VI).
We simulate attachment of a head to actin by assuming that if it is in a chemical
state with high actin affinity and diffuses close enough to a binding site to interact with
it electrostatically, it will attach to this site. In the simulations, this is implemented
through a rule that if the head is in kinetic state 3 (fig. 5.1), and comes within a
distance R screen of a binding site, the position of the head is fixed at the location of
the binding site and the kinetic state of the head is changed to state 4 (bound to
actin and ADP . Pi). For the input parameter Rscreen, we choose the Debye length
for electrostatic screening in water, Rscreen = RDebye ~ 0.6nm [131], which sets the
realistic upper bound for the distance at which electrostatic interactions can occur in
a fluid.
Semi-flexible Polymer Model for Myosin-V Neck Domains
Based on the structural assumptions discussed above, a quantitative formalism
for describing a coarse-grained model for the structure of myosin-Vis introduced in
this section. This coarse-grained model is intended to capture the essential physics of
the mechanical behavior of myosin-V by incorporating the key observations described
in the previous section, namely: The neck domains are semi-flexible filaments with
bending allowed primarily at two joints along each neck domain; the joint between
the two neck domains can be treated as a free swivel; and the preferred attachment
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angle between a head and an adjacent neck domain depends on the nucleotide state
of the head.
The neck domains are treated as semi-flexible filaments based on the following
model for the statistical behavior of an elastic polymer [70], in which the filaments
are treated as a chain of evenly-spaced points with semi-flexible rotation about each
point (fig. 5.3(a)). The potential energy of the molecule due to conformational strain
is given by
1 8 2
U = 22.: Vi (COScPi(t) - cos¢l!ref )
t=2
(5.1)
where cPi is the angle between filament segments that meet at point 'i'. This is the sum
of elastic energy for rotation away from a preferred angle for each point (excluding the
end-points). These elastic energy terms can be referred to as three-body interactions,
because they involve an interaction of three points: For example, the elastic energy
associated with the point 4 in figure 5.3(a) will result in a force on points 3, 4, and 5
(see Appendix A).
The stiffness, Vi, and the preferred angle, ¢l!ref , for each joint are model input
parameters based on experimental observations. For the junctures between adjacent
neck domain segments (points 3, 4, 6, and 7 in fig. 5.3(a)), the preferred angle is
¢l!ref = 7f, meaning that the potential energy of the neck domain is minimized when
the filament is straight. The stiffness, Vi = VNN , of the joints in the neck domain is
related to the polymer persistence length lp by Vi = 2lpkT/ LN , where LN is the length
no
(a)
(b)
z
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z
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Figure 5.3. Schematic of mechanical model for myosin-V. (a) The myosin-V molecule
is modeled as a semifiexible polymer with elastic potential energy associated with
rotation away from a preferred angle for each joint. The points, labeled 1 - 9, will
experience forces due to the internal elastic potential energy defined by equation 5.1.
The segments 1 - 2 and 8 - 9 represent the head domains. The segments 2 - 5 and
5 - 8 each represent a neck domain. Point 5 represents the neck domain juncture.
The stiffness parameter Vi for each joint is based on the structural assumptions about
myosin-V discussed in the text. (b) The preferred attachment angle of the head-neck
junctures (points 2 and 8 in part (a)) is defined with respect to the x-axis in the y = 0
plane. The preferred angle before phosphate release is eA, and the preferred angle
after phosphate release is eB.
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of each rigid segment. The persistence length of a polymer is defined as the distance
along its contour length at which the direction is no longer correlated [116, 132].
As mentioned in the previous section, we assume that each head-neck juncture has
a preferred angle with respect to the x-axis (i.e., the actin filament) when the head is
attached to actin, and that there is an elastic energy associated with rotation away
from this preferred angle in any direction. In other words, there is elastic resistance
at this joint to bending out of the y = a plane, as well as elastic resistance to
bending away from a preferred angle in the y = aplane. We introduce the parameters
()A and ()B for the preferred angles before and after phosphate release, respectively
(fig. 5.3(b)). The stiffness associated with the elastic energy for bending away from
the preferred angle at a head-neck juncture is called Vi = VHN . Note the difference in
notation: ()A and ()B are defined with respect to the x-axis, rather than with respect
to the previous segment of the chain. For a more detailed description of how the force
on each point is calculated for this mechanical model, please see Appendix A.
Combined Mechano-chemical Simulations
In this study, we use Brownian dynamics (BD) simulations to investigate a combined
mechano-chemical model, in which the internal forces are based on the polymer model
above (equation 5.1), and the chemical state of each head cycles stochastically through
the predominant chemical cycle illustrated in fig. 5.1. The chemical transitions are
enacted in the simulations by allowing the heads to transition from one state to the
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next probabilistically. For example, if a head is in kinetic state 1, in each time step
of the program it will have a probability k12dt to transition from state 1 to state 2,
where dt is the magnitude of the time step and k12 is rate of the transition. The time
step dt must be selected such that k12dt ::; 1. The decision to change states is made
in each time step by comparing a randomly selected number with the pre-defined
switching probability. The transition rate from kinetic state 3 to state 4, however, is
diffusion-limited: We assume a head in state 3 will reattach to actin (i.e., switch to
state 4) when it is within binding range (R < Rscreen) of a binding site, as described
above in the "Structural assumptions" section.
When a head is in one of the 'attached' kinetic states (1, 4, 5, and 6), we hold
the position of the head fixed at the point of attachment along the actin filament,
with the head oriented perpendicular to the filament. When a head is in one of the
'detached' kinetic states (2 and 3), it is allowed to undergo tethered diffusion. Kinetic
state 4 (attached with ADP . Pi bound) has a preferred head-neck angle (JA. After
phosphate release (kinetic states 5, 6, and 1), the preferred attachment angle is (JB.
An outcome of the mechano-chemical model is that the dimeric motor typically
cycles through three distinct mechanical states as each head undergoes kinetic state
transitions. The mechanical states, illustrated in fig. 5.4, are: (1) Both heads attached;
trailing head with (JB, leading head with (JA; (II) Both heads attached with (JB; (III)
One head attached with (JB' It is also possible to find the motor in a state with both
heads attached to actin with preferred angle (JA, but this happens rarely since the
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Figure 5.4. Mechanical states for a myosin-V dimer. A myosin-V dimer typically
cycles through three distinct mechanical states (within the framework of our model) as
each head undergoes kinetic state transitions: The schematic above illustrates these
mechanical states (right), and the corresponding kinetic states (left). Color-coded
boxes indicate the correspondence between mechanical states and kinetic states.
114
attached head has usually released phosphate (thus, transitioning eA ----t eB ) by the
time a detached head reattaches.
Choice of Input Parameters
In the previous sections, a mechano-chemical model for myosin-Vis introduced
based on the predominant chemical cycle observed for each head (fig. 5.1) and experimentally
motivated structural assumptions about the mechanical properties of the motor. In
the previous section, the approach to simulating this mechano-chemical model is
described. Most of the mechanical input parameters can be fixed based on experimental
values, which are summarized in table 2. Several less-constrained parameters that
may have an important role in the stepping mechanism will be varied in order to test
their impact on performance features of the model. These parameters are discussed
in this section.
The input parameters, eB , VNN, and VHN are not tightly constrained by experimental
measurements, and they impact several important performance features of the mechanical
model. In this study, all other parameters are fixed according to experimental
estimates (table 5.2), and these three parameters are varied in order to evaluate
their impact on the following performance features: the average motion of the motor
during a step, the stall force, the coordination of stepping, the run length before
detachment, and the velocity. Table 5.3 summarizes experimental measurements of
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these performance features. Below, we discuss what can be inferred about the stiffness
and preferred angle parameters from experimental measurements.
Neck domain stiffness, VNN : For the junctures between adjacent neck domain
segments (points 3, 4, 6, and 7 in fig. 5.3(a)), the preferred angle is ¢Jlref = Jr,
meaning that the potential energy of the neck domain is minimized when the filament
is straight. Estimates of the persistence length of myosin-V neck domains in the
literature vary over a wide range (lp = 100nm - 400nm, corresponding to VNN =
20kT-80kT for LN = lOnm) depending on the experimental method [123]. Although
the experimentally supported range is quite broad, all of the estimates indicate that
the persistence length is higher than the total length of a neck domain (30nm). In
this regime, a polymer is fairly rigid and its conformation does not fluctuate a lot in
response to thermal noise. For example, for a myosin-V neck domain with lp = lOOnm,
which corresponds to VNN = 20kT, bending a joint away from its preferred angle by
?T /2 increases the potential energy stored in strain by 10kT (eq. 5.1). This will happen
on occasion in response to thermal fluctuations, but not frequently. We vary VNN to
examine the role of neck domain stiffness in the myosin-V walking mechanism.
Preferred angle of attachment after phosphate release, ()B: Several performance
features of the motor that involve mechanical states II and III are likely to depend on
()B, including the stall force and the dynamics of the step after a head detaches. Below,
we test the dependence of these performance features on ()B in order to constrain this
"Straight-leg"
conformation
"Telemark"
conformation
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VHN / VNN
Figure 5.5. Schematic: dependence of conformation on filament stiffness. The
'straight-leg' and 'telemark' conformations for the motor in mechanical state II are
illustrated above, as described in the text. The motor is likely to have a 'straight-leg'
conformation for high VN N /VH N, where the elastic potential energy for bending the
neck domains is substantial. For high VH N /VN N, such that the elastic energy for
rotation of the head-neck juncture is most significant, the motor is likely to have a
'telemark' conformation.
parameter and to study how the average conformations sampled by the motor impact
its progression through the mechano-chemical stepping cycle.
Head-neck juncture stiffness, VHN : This parameter has not been measured
experimentally for myosin-V, and would be difficult to test directly because this would
require decoupling the stiffness of the head-neck region from that of other parts of
the protein in analyzing the response of myosin-V to an external force. In the next
section, we will vary this parameter to test its impact on performance features of the
model.
The ratio ~vN /VH N determines the conformation that minimizes the potential
energy (eq. 5.1) for fixed values of the attachment angles. In mechanical state II,
for a large value of VfIN /VN N, the motor has an average forward-leaning 'telemark'
conformation with (Btrail) ~ (()lead) ~ ()E (fig. 5.5), where ()trail and Blead denote
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the attachment angles of the trailing and leading neck domains respectively. In the
high VNN/VHN limit, the motor has on average a 'straight-leg' conformation with
(()trail) ~ O.37f and (()lead) ~ O.77f, such that the neck domains are not bent (fig. 5.5).
As we will discuss in the following sections, the average conformation in state II can
impact mechanical behavior important to the stepping function of the motor, such as
the average motion after a head detaches and the manner in which the detachment
cycles of the two heads are coordinated.
Average Motion During a Step: Comparison with Experiments
Although many of the mechanical and kinetic parameters of the model are well-
constrained by experiments, the values of several important mechanical parameters
are not known, as discussed in the previous section. In this section, we attempt to
constrain the parameters ()E, VNN , and VHN by comparing the equilibrium conformation
of the motor in distinct mechano-chemical states with information from experiments.
Specifically, we calculate the average movement of the juncture between neck domains
(point 5 in fig. 5.3(a)) when the motor changes from mechanical state II to mechanical
state III (fig. 5.4), allowing the leading neck domain to relax from a strained conformation.
This predicted motion is compared with the first characteristic phase of experimentally
measured two-phase step averages, often interpreted as the movement due to the
relaxation of the leading neck domain after the trailing head detaches.
Table 5.2. Mechanical Parameters
Parameter Definition Value used Source
()A Preferred angle 0.727[" Forkey, 2003
before ~ release [108]
()B Preferred angle Varied to test Estimates in
after Pi release performance Forkey, 2003
[108]; Burgess,
2002 [103]
VNN Neck domain Varied to test Estimated
stiffness performance range: Vilfan,
2005 [123]
VHN Stiffness of head- Varied to test
neck junctures performance
lIS Stiffness of OkT Dunn,
juncture between 2007 [100];
neck domains Shiroguchi, 2007
[105]
LH Head domain 5nm Approximation
length based on Liu,
2006 [133]
LN Length of neck 10nm Moore, 2001
domain segments [84], Veigel,
(two IQ motifs) 2002 [85]
L Distance between 36nm [2, 82, 90, 112]
binding sites
"'IH Drag coefficient 6.2x10 '15pN s/nm Stoke's Law,
of a head domain assuming head
(assigned to points is a sphere with
1 and 9) diameter LH
"'IN Drag coefficient 4.1x10'15pNs/nm Calculated [1]
assigned to points assuming each
along neck domains neck domain is
(points 2-8) a cylinder of
length 30nm
and diameter
2nm [133]
Rscreen Reattachment Rscreen - Cordova, 1992-
occurs for head RDebye = 0.6nm [131]
within Rscreen of
binding site.
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Table 5.3. Performance Features
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Load force above 1.6pN
which the motor
does not take a
forward step
Performance
feature
Velocity
Run length
Stall force
"Working
stroke" distance,
XIII - XII
Definition
Average velocity
of a walking
myosin-V
Number of steps
before detaching
from actin
Characteristic
phases of
step average
interpreted as
the motion
corresponding
to relaxation of
the leading neck
domain after
the trailing head
detaches
Experimental
measurement
550nm/s±40nm
for [ATP]=lmM
under
approximately
physiological
conditions
20-60 steps on
average
~25nm
Source
Baker, 2004
[109]
[2, 91-93, 95, 96,
107-109]
Capello, 2008
[98] (add other
references)
[84, 85, 93, 98,
100-103, 112]
"Working
stroke"
movement away
from filament,
I ZIII - Zn
Kinetic
asymmetry,
.\
Motion away ~ 6nm
from (or toward)
the filament
corresponding
to relaxation of
the leading neck
domain after
the trailing head
detaches
Characterizes This model
the relative prediction
likelihood of I could be
trailing head tested in future
detachment 'I experiments.
Cappello, 2008
[98]
N/A
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As we will discuss in more detail below, we find that the average lateral motion
is strongly dependent on the attachment angle ()B and only weakly dependent on
the stiffness parameters VNN and VHN . The model reproduces the experimentally
measured relaxation distance parallel to the filament for ()B ~ O,4n. For this attachment
angle, the model also reproduces an experimentally observed average motion away
from the filament during this mechanical transition if the neck domain is relatively
stiff (VNN > 100kT). Further investigation of the synchronization of motion parallel
and perpendicular to the actin filament through systematic comparison between
computational and experimental step averages will be necessary to constrain VNN
and VHN with more certainty (outlook discussed in chapter VI). Below, we describe
the comparison between experimental measurements and model predictions for the
average motion of the motor after detachment of the trailing head. Based on the
results of this section, simulations in the remainder of the chapter will use ()B = O,4n
unless otherwise noted.
As discussed in chapter I, several experiments demonstrate that the average step
profile of myosin-Vis consistent with a two-phase model in which the cargo quickly
moves about 25nm in the +x direction after detachment, followed by a slower llnm
motion to complete the step [84, 85, 98, 100-102]. Also, Capello et al. [98] measure
an apparent 6nm average motion of the cargo away from the filament (+z-direction)
aligned with the onset of the the 25nm motion in the +x direction. They suggest
the following interpretation: When the trailing head detaches from actin, the leading
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neck domain relaxes, which moves the cargo forward (+x-direction) and away from
the filament (+z-direction). The motor is biased in a forward-leaning conformation,
and the detached head diffuses until it reaches a binding site and reattaches to actin,
completing the step.
The average motion of the cargo following detachment of the trailing head depends
on the parameters eB , VNN , and VHN , as well as the length and stiffness of the tether
between the cargo and the motor. For simplicity, we initially assume a stiff coupling
between cargo and motor, such that the motion of the juncture between neck domains
(point 5 in fig. 5.3(a)) corresponds approximately to the motion ofthe cargo. For the
sake of comparison with the experimental measurements of Cappello et al. [98], this
seems to be a reasonable simplification, because they report that the relaxation time
of this linkage in their experiment is very fast compared to the time scale of the step
phases.
We define the "relaxation distance" as the average displacement of the neck
domain juncture due to the relaxation of the leading neck domain after the trailing
head detaches. (This motion is also often referred to as the "power stroke", the
"working stroke" or the "lever arm rotation" of the motor. We choose to use the
term "relaxation distance" because the dynamics of the relaxation of the motor in a
new chemical state will depend on model parameters such as the neck domain stiffness.
We wish to use a term that is neutral with regard to the role of this conformational
change in the stepping process.) In our mechanical model, the relaxation distances
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Figure 5.6. Schematic: Myosin-V "relaxation distance" after trailing head
detachment, defined as the distance between the equilibrium position of the neck
domain juncture in mechanical state II and mechanical state III. The x- and z-
components of the relaxation distance (XllI - Xll and ZIII - Zll, respectively) may
correspond to the first characteristic phase of the myosin-V step average (see text).
in the x and Z directions are given by the differences in the average position of
point 5 from mechanical state II to state III: (X5)III - (X5)Il == XIII - XII, and
In mechanical state III, in which the two neck domains do not exert strain on one
another, the neck domains will have a straight conformation on average. Based on
experimental estimates that the persistence length of a neck domain is greater than
the neck domain length, it is expected that thermal fluctuations will not cause the
neck domains to bend much during this state. In the absence of external load, the
average position of the neck domain juncture (point 5 in fig. 5.3(a)) in mechanical
state III is given with respect to the attached head as: .IllI = 3LNcoSeB , YllI = 0,
and ZllI = Lj-J + 3LN sineB , where L N is the length of a neck domain segment and
Lj-J is the length of a head domain (fig. 5.7(a)).
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In the simplifying limit VNN » VHN , the relaxation distances can be calculated
based on the geometry of the 'straight-leg' conformation for mechanical state II
(fig. 5.5), and do not depend on the parameters eB , VNN and VHN. In this case,
the working stroke distances are: XIII - XII = 18nm + 30nmcoseB and ZIII - ZII =
30nmsineB -24nm (fig. 5.7(a)). For eB < 0.37f, the average attachment angle rotates
more than 7f/2 from state II to state III. This produces a large average forward
motion (XIII - XII > 36nm) accompanied by a movement toward the actin filament
(ZIII - ZII < 0) (fig. 5.7(b)). On the other hand, for eB > 0.37f, a shorter forward
movement (XIII - XII < 36nm) is accompanied by a movement away from the actin
filament (ZIII - ZII > 0) (fig. 5.7(b)).
The average position of the head-neck juncture during state II is a function of eB ,
VNN, and VHN . As discussed above, the motor takes on a 'straight-leg' conformation
for high VNN/VHN and a 'telemark' conformation for high VHN/VNN (fig. 5.5). For
increasing VNN /VHN , XII decreases and ZII increases, thus increasing the x-component
of the relaxation distance, XIII - XIII, while decreasing the z-component, ZIII - ZII.
For any choice of eB , the conformation that minimizes the potential energy due
to strain (eq. 5.1) in mechanical state II depends on the ratio VNN/VHN as described
above. For a given ratio VNN/VHN , decreasing the absolute value of VNN or VHN
relative to kT will increase the level of conformational variation, and can shift the
mean of the probability distribution away from the minimum of the potential energy
landscape. The mean position, ZII, will decrease with increasing kT, because additional
(a)
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Figure 5.7. Relaxation distance in the limit of rigid neck domains (VNN » VHN ):
(a) If the neck domain stiffness, VNN , is much higher than the head-neck juncture
stiffness, Vl-IN , then the motor has an average 'straight leg' conformation in state II.
In this limit, the average position of the head-neck juncture in state II, Xll, depends
on the length of the neck domains and the spacing between binding sites, but does
not depend on BB' VNN , and VHN . The position of the head-neck juncture in state III
depends on the attachment angle, BB. (b) The x- and z-components of the relaxation
distance as a function of BB. Dashed lines indicate expected values based on the
characteristics of experimental step averages.
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fluctuations in the conformation increase the probability to find the neck domain
juncture closer to the filament (lower z-position), while the finite length of the neck
domains put a sharp limit on fluctuations in the +z direction. However, the mean
x-position of the head-neck juncture, XII, is likely to depend less strongly on the
absolute values of V NN and V HN , because fluctuations in x(5) do not have such a
large inherent asymmetry.
Figs. 5.8(a) and 5.8(b) show the x and z components, respectively, of the relaxation
distance as a function ofVNN/VHN for V NN = 100kT. The average head-neck juncture
positions, xII(BB, V NN , V HN ) and zII(BB, V NN , V HN ), are obtained from simulations of
the motor in state II. As V NN /VHN increases from 0 to 1, XIII - XII increases by a few
nm, and then the dependence starts to level off (once the neck domain stiffness is high
enough to realize the 'straight-leg' conformation on average). The distance XIII - XII
depends most strongly on BB. The experimentally observed XIII - XII ~ 25nm
[84,85,98, 100-102] is predicted for BB ~ O.4n.
The corresponding distance z I I I - Z I I decreases with V N N /VH N and also begins to
level off around VNN/VHN = 1 (fig. 5.8(b)). It is interesting to note that for the angles
that produce a longer x-direction relaxation distance (i.e., BB < 0.3n), V NN < V HN is
needed to produce ZIII - ZII ~ 6nm. On the other hand, when XIII - XII ~ 25nm as
observed experimentally (and predicted here for BB ~ O.4n), an approximately 6nm
movement away from the actin filament occurs only for V NN ;:::: V HN . The variation
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Figure 5.8. Simulations: relaxation distance as a function of mechanical parameters.
(a) Relaxation distance in x-direction as a function of VNN /VHN for several values of
aB. (b) Relaxation distance in z-direction based on the same simulations as in (a). (c)
Relaxation distance in the x-direction as a function of VN N /VHN for several values of
VNN/kT with aB = O.427f, which yields XIII - XII ~ 25nm independent of the value
of VNN/kT. (d) Relaxation distance in the z-direction as a function of VNN/kT for
various VNN /VHN with aB = O.427f, based on the same set of simulations as in (c).
The z-component depends more strongly on VJliN/kT than on VNN/VHN .
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in XIII - XII with V NN /VHN for ()B ;:::j O,4n is about 1nm, less than the margin of
error in the experimental estimation of the working stroke distance.
Fig. 5.8(c) shows that XIII - XII approaches 25nm with increasing VNN/VHN
for ()B = 0,42n, and is relatively independent of the absolute values of VNN /kT
and V HN /kT. The corresponding values of ZIII - ZII depend more strongly on V NN
(fig. 5.8(d)), because increasing the flexibility of the neck domains decreases ZII, as
discussed above. For VNN > lOOkT, ZIII - ZII = 6nm ± 1nm, in agreement with
experimental measurements.
In summary, the x-component of the relaxation distance of the motor depends
most strongly on the attachment angle ()B. For ()B ;:::j O,4n, the model reproduces
the 25nm average forward movement accompanied by an average movement away
from the filament measured by Cappello et al. [98]. Unless otherwise noted, we will
use ()B = O,4n for the remainder of this chapter. The amplitude of the average z-
direction motion away from the filament depends on V NN and V HN , which could in
principle be used to constrain these parameters. However, before we can say with
confidence how well the predicted difference between the equilibrium conformations
in mechanical states II and III correspond to the movement away from the filament
measured by Cappello et al. [98], an ongoing investigation will include using the
same step-finding algorithm that was used for the experiment in order to directly
compare theoretical and experimental step averages for different model parameters
(see chapter VI). For the remainder of this chapter, we will continue to treat VNN and
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VHN as free parameters, which we will vary to demonstrate their impact on specific
model predictions.
Coordination of Stepping: Strain-dependent Internal Feedback
As discussed in chapter I, myosin-V walks along actin in a coordinated manner,
with the detachment cycles of the two heads out of phase, so that about 20 - 60 hand-
over-hand steps are taken before the motor detaches from actin [2, 91-93, 95, 96, 107-
109]. The gating mechanism that prevents premature detachment of the leading head
is an area of ongoing investigation [111].
Because ADP release is the slowest step in the myosin-V mechanochemical cycle
[97], and ADP release from a head is sensitive to force applied to the adjacent neck
domain [85, 92, 102, 110, 113], strain dependence of ADP release provides a plausible
communication mechanism between the two heads. As mentioned in chapter I, this
communication could be mediated in one (or both) of the following ways: (1) A
forward-directed strain on the trailing head increases the rate of ADP release from
this head, thus increasing the likelihood for the trailing head to detach first. (2) A
rearward strain on the leading head inhibits ADP release from this head, making it
less likely to detach than the trailing head.
Experimental support for the second mechanism is provided by Purcell et al. [110],
in which a myosin-V monomer (i.e., a single head and neck domain) attached to actin
is subjected to external forces of various directions and magnitudes applied to the end
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of the neck domain. They use a feedback-controlled piezo-electric stage to move a
dual bead optical trap in order to exert a force on a myosin-V monomer that is bound
to a trapped actin dumbell. They measure an ADP release rate of about k~6 ~ 158-1
in the absence of load. The measured ADP release rate is relatively unaffected by
external forces applied in the direction of motility (+x-direction). They measure a
reduced ADP release rate in the presence of an external force in the -x-direction.
In particular, for a 2pN rearward force, the measured ADP release rate is decreased
by about a factor of ten (k56 ~ 1.58-1). Interestingly, for truncated neck domains,
they observe a decrease in this effect: For a truncated neck domain of total length
20nm, slightly less reduction in the ADP release rate is observed than in the case of
a full 30nm neck domain. For a short lOnm neck domain, the ADP release rate in
the presence of a 2pN rearward force is almost as high as the original ADP release
rate in the absence of an external force on the motor.
The measurements by Purcell et al. [110] could be explained by a gating mechanism
in which the ADP release rate is affected by the torque exerted on the neck domains.
The authors suggest that the neck domain acts as a lever that amplifies the effect of
a force on the end of a neck domain. We test this idea by proposing that the rate of
ADP release from a head is related to the amount of conformational energy stored
in the head-neck juncture due to the rotation of the neck domain with respect to the
head (ex: cosBi(t) - COSBB' from equation 5.1). We express the ADP release rate as
1-----
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(5.2)
Here, the parameter ~ (in units of kT) characterizes the sensitivity of k56 to angular
displacement from the preferred head-neck juncture angle, BB' In this model, the ADP
release rate decreases with rearward rotation of the neck domain, but is unaffected
for Bi < BB. The functional form of equation 5.2 is a choice intended to represent
the hypothetical mechanism that the ADP release rate is reduced by neck domain
rotation in response to rearward torque. Other functional forms, such as exponential
dependence on Bi(t) rather than cosBi(t) , could also be used. Because experimental
data does not provide a detailed account of the ADP release rate as a function of
attachment angle, we choose a function that is consistent with the potential energy
framework of the polymer model used here (eq. 5.1) and calibrate the free parameter,
~, to existing experimental measurements (as described later in this section). In the
remainder of this section, BD simulations are used to test the effectiveness of a torque-
dependent kinetic gating mechanism (eq. 5.2) in reproducing the experimentally
observed level of coordination in myosin-V steps.
Simulations of the conformation of the motor in state II illustrate how eq. 5.2
results in a smaller ADP release rate for the leading head than for the trailing head
(fig. 5.9(a)). Fig. 5.9(b) shows (cosB) for each head-neck juncture in state II as
a function of VNN/VHN for BB = O.4-rr. The motor has (cosBZead ) < COSBB and
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Figure 5.9. Angular displacement of neck domains in state II. (a) Schematic of
the angular displacement of neck domains from the preferred attachment angle BB
in mechanical state II. The average angles (which minimize the intramolecular strain
according to equation 5.1) depend on BB and VNN/VHN . (b) Brownian dynamics
simulations of (cosBi ) in mechanical state II for each head-neck juncture as a function
of VNN/VHN for BB = O.4n. Over the range of VNN/VHN , (cosBlead ) < COSBB and
(cOSBtrail) > COSBB, which yields (k56 ) < kg6 for the leading head and k56 ~ kg6 for
the trailing head according to the hypothetical gating mechanism for ADP release
(equation 5.2).
(COSBtra'il) > COSBB, such that the leading head will have (k56 ) < k~6 and the trailing
head will have (k56 ) = k~6' While the specific values of (cosB) for the leading and
trailing heads depends on the preferred angle, BB, the qualitative observation that
(cOSBtrail) > (cosBlead ) holds for all 0 < Bs < O.5n, because the leading neck domain
pulls the trailing neck domain forward and vice versa (fig. 5.9(a)). This establishes a
kinetic asymmetry that makes it likely for the trailing head to proceed through the
chemical cycle and detach from actin before the leading head.
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Figure 5.10. Simulations: Angular sensitivity calibration. (a) Schematic of
computational "pulling experiment" , in which a 2pN rearward force is applied to the
juncture between neck domains for the motor in mechanical state III. The resulting
value of (cosBi ) is recorded. This is used to calculate the angular sensitivity parameter
~ in equation 5.2 by inserting the simulated value of (cosBi ) and setting k 56 / k~6 = 0.1
based on results from an experimental pulling experiment [110]. (b) Calibrated values
of ~ as a function of VNN for several values of VrIN with BE = 0.471".
In order to predict the ADP release rate from each head based on eq. 5.2, a value
for the sensitivity parameter, ~, must be chosen such that the simulated values of k56
are consistent with the measured values in Purcell et al. [110]. The experimentally
measured k56 decreases by a factor of ten in the presence of a 2pN rearward force. The
angular rotation of the head-neck juncture was not measured in this experiment, but ~
can be calibrated by simulating the motor in state III with a 2pN load force applied at
the end of the attached neck domain (fig. 5.10(a)). Simulated values of (cosB i ) for the
attached head-neck juncture can be inserted into eq. 5.2, setting k 56 / k~6 = 0.1 (equal
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to the experimentally observed value), to solve for~. Fig. 5.10(b) shows the resulting
~ as a function of VNN and VHN with 0 = 0.47r. This can serve as a calibration for the
model, so that the dependence of k56 on the conformation of the motor is expected
to be consistent with experimental measurements.
To assess the effectiveness of this angle-dependent gating mechanism (eq. 5.2), we
define "kinetic asymmetry", A, as the relative probability for ADP dissociation from
the trailing head:
(5.3)
The kinetic asymmetry, >"(t) , depends on the instantaneous conformation of the
motor, and is highest when the leading neck domain is rotated in the rearward
direction with respect to the preferred angle, Os. If k~~ail = k~~ad, the kinetic asymmetry
is >.. = 0.5, and either head is equally likely to unbind from actin. In the limit that
k~~ail » k~~ad, then >.. ----+ 1, and the likelihood of leading head detachment goes to
zero.
To calculate the time-averaged kinetic asymmetry, (>..), for different choices of
VNN and VHN , the motor is simulated in state II with Os = O.4K, producing O(t) for
each head-neck juncture. The kinetic asymmetry, >"(t) , is calculated at discrete time
intervals throughout the simulation with eqs. 5.2 and 5.3, using the calibrated values
of ~(VNN, VHN ) in fig. 5.10(b). The average kinetic asymmetry, (>..), increases with
increasing VNN , because the rearward rotation of the leading neck domain increases
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Figure 5.11. Simulations: Kinetic asymmetry. The kinetic asymmetry, A, is defined
as the relative probability for ADP release from the trailing head when both heads
are in kinetic state 5 (attached to actin with ADP bound). ADP release is the
rate-limiting step for detachment from actin, and thus a high kinetic asymmetry
A ~ 1 indicates that the leading head is very unlikely to detach from actin, while
A ~ 0.5 indicates that the leading and trailing head have equal probabilities to
detach from actin. Simulated values of (A) increase with neck domain stiffness,
because this increases the rearward rotational displacement of the leading head, thus
decreasing ADP release rate for this head according to the proposed gating mechanism
in equation 5.2.
as the neck domains become stiffer (fig. 5.11). Also, a slight increase in (A) with VHN
is observed, presumably because of the higher calibrated values of the sensitivity
parameter, C for higher VI-IN (fig. 5.1O(b)). For eB = 0.4n, (A) > 0.75 for all V NN
and VI-IN, meaning that leading head detachment is predicted to occur less than 25%
of the time. For higher values of the neck domain stiffness, (A) -----+ 0.9, such that
leading head detachments are expected for fewer than 10% or the detachment events.
Samples of simulated stepping data are shown for two cases (with parameters
eB = 0.4n and V N N = V NN = 100kT): without angle-dependent gating, such
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that the ADP release for either head is k56 = k~6 = 158-1 (fig. 5.12(a)), and with
angle-dependent gating based on equation 5.2 (fig. 5.12(b)). Without gating, the
kinetic asymmetry is by definition A = 1/2, and either head has equal probability to
detach first. In fig. 5.12(a), there are frequent "spikes" in between steps in which the
center-of-mass position temporarily decreases. These correspond to times when the
leading head detaches and then reattaches in its original site. Even without kinetic
asymmetry, the motor still walks hand-over-hand in a preferred direction for the
mechanical parameters in fig. 5.12, because the diffusional search of a detached head is
biased by the forward-leaning preferred angle, eB , of the attached head-neck juncture.
The stepping data from simulations with angle-dependent gating also (less frequently)
show some spikes corresponding to leading head detachments (fig. 5.12(b)). Also, the
data occasionally display spikes in between steps that temporarily increase the center-
of-mass position, which correspond to failed step attempts in which a trailing head
detaches, but reattaches in its original site. The frequency of these events depends
on eB , VNN, and V HN , which determine the effectiveness of the mechanical bias in a
detached head's diffusional search. Similar events are detected in the experimental
data of Cappello et al. [98], and a systematic comparison between these features in
their data and our simulations could help interpret the experimental observations.
For both cases (with and without angle-dependent gating), the average velocity
is on the same order, and is limited by the average amount of time it takes for the
trailing head to detach (k5"l). However, simulations with angle-dependent gating have
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Figure 5.12. Brownian dynamics simulations of walking, with mechanical
parameters eB = O,4n and VNN = VHN = 100kT. (a) Sample of simulated stepping
data without any coordination between heads. In this case ~ = 0 in equation 5.2,
such that k 56 = k~6 and A. = 1/2 regardless of the conformation. (b) Sample of
simulated stepping data for same mechanical parameters as (a) with coordination
between heads based on equation 5.2 with ~ = 4.046kT based on the calibrated value
in fig. 5.11(b). (c) Histogram of run length (number of steps before detachment)
for about 50 individual walking simulations with uncoordinated steps (~ = 0). (d)
Histrogram of run length for 50 individual walking simulations with coordinated
stepping (~ = 4.046kT). Average run length is significantly higher with angle-
dependent coordination of the ADP release.
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significantly longer run lengths on average. The average run length is approximately
11 steps without gating (fig. 5.12(c)), and approximately 41 steps with gating (fig. 5.12(d)).
In both cases, the run length distribution for about 50 individual processive runs
(i.e., walking data until the motor detaches) is exponentially distributed, with a
larger spread in the distribution for processive runs with gating. The run length
histogram for for the angle-dependent gating model (fig. 5.12(d)) is consistent with
the experimentally observed run lengths of 20 - 60 steps. The angle-dependent gating
mechanism introduced here increases the run length by decreasing the likelihood
for leading head detachment. When the leading head detaches, this introduces an
opportunity for the trailing head to also detach, thus ending the processive run.
This gating model, in which we assume that ADP release is biased based on the
rotation of the neck domain away from a preferred angle, is successful in explaining
the experimentally observed increase in run length compared with what is expected
for uncoordinated walking.
Tethered Diffusion of the Detached Head in the One-head-bound State
As mentioned in chapter I, the increasingly high spatial and temporal resolution of
single molecule experiments has allowed several recent experiments to access details
of the short-lived intermediate in which one head is attached to actin and the other is
detached. Several experiments support a model in which the detached head undergoes
a diffusional search for an available binding site [100, 105]. For example, Dunn et
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al. [100] elucidate some of the dynamics of this tethered diffusion through direct
observation of a gold nanoparticle attached to one of the neck domains. They find
that the detached head rotates freely about the neck domain junction, and that the
reattachment rate is sensitive to the rate of ATP hydrolysis (which can be altered
through modification of the proteins in the IQ motif closed to the head domain [97]).
Simulations of the tethered diffusion of a detached head (mechanical state III) can
complement these experimental measurements by addressing questions such as: (1)
Which is the rate-limiting part of reattachment; ATP hydrolysis (k23 ), diffusion, or
both? (2) How does this change in the presence of a load force? These questions
have important physiological implications, in that the dynamics of the reattachment
process will determine the likelihood for the motor to completely detach before the
step is completed.
Simulations ofthe "first passage time" (i.e., the average time it takes for a detached
head to find a new binding site (see Appendix A)) demonstrate that the diffusional
search happens much faster than the rate of ATP hydrolysis, suggesting that the
reattachment process is not diffusion-limited. Fig. 5.13(a-c) shows the reciprocal of
the first passage time (which we will call the "tethered diffusion rate") as a function
of external load for several choices of the attachment angle in the range a < eB < 0.51f
and for various choices of V NN = VHN. (Non-uniform stiffness, V NN =I- VHN, has not
been ruled out, but we initially consider the simplest case in order to begin testing
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the load dependence of the tethered diffusion for different levels of overall stiffness of
the molecule.)
In general for the values of ()B tested, the tethered diffusion rate is about an order
of magnitude higher than the rate of ATP hydrolysis (k23 = 7008-1) under zero load
conditions (fig. 5.13(d)). As a result, the detached head is likely to 'tap' an available
binding site a number of times before actually reattaching. This means that in the
absence of load, the reattachment rate is not limited by the tethered diffusion of the
detached head and is therefore not highly sensitive to the mechanical parameters of
the model in the range considered for these calculations. A longer first passage time
is expected for very flexible neck domains (VNN < lOkT) , because increased flexibility
increases the conformational entropy of the polymer. However, this level of flexibility
is well outside the experimentally supported range.
Dnder rearward load, the attached neck domain is pulled backward, counteracting
the usual bias of the diffusional search toward a "forward" binding site. For this
reason, the tethered diffusion rate decreases with load, and eventually goes to zero
(which means that the head is unlikely to reattach as the leading head, but has an
increased chance of reattaching as the trailing head). The decrease in the tethered
diffusion rate is more gradual for higher values of VNN = VHN , since it requires more
force to bend a stiffer neck domain. The decrease in the tethered diffusion rate is also
more gradual for smaller attachment angles, because a small value of ()B means that
the motor can be pulled further away from the preferred attachment angle while still
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Figure 5.13. Simulations: First passage time for diffusional search. Inverse of the
first passage time for a detached head's diffusional search for a binding site, as a
function of load applied at the juncture between neck domains, for several values of
VNN = VfIN , is shown for different attachment angles: (a) BB = 0.27f; (b) BB = 0.37f;
and (c) BB = 0.47f. (d) The inverse of the first passage time under zero load (from
(a), (b), and (c)) shown as a function of VNN = VHN for each value of BB' The
dashed horizontal line indicates the rate of ATP hydrolysis for comparison. These
data suggest that reattachment is limited by ATP hydrolysis rather than the rate of
tethered diffusion.
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having a forward bias on average. The stall force, which characterizes the maximum
amount of force the motor is able to exert, is sensitive to the motor stiffness and the
attachment angle. In fig. 5.14(a), the stall force is shown as a function of VNN = VHN ,
for BE = 0.2K, BE = 0.3K, and BE = O.4K, indicating that the stall force increases
approximately linearly with increasing stiffness. These estimated stall forces are based
on extrapolating the load force at which the tethered diffusion rate goes to zero in
fig. 5.12(a-c). The large uncertainty in the stall force arises from the smaller number
of "reattachment" events in simulations in mechanical state III under load conditions
close to stall.
In order to estimate a lower bound for the stiffness parameters VNN = VHN , we
plot the minimum VNN = VHN for which the model produces fstall > 1.5pN as a
function of BE (fig. 5.14(b)). Because 1.5pN is on the low end of experimentally
estimated stall forces, this plot can be interpreted as the minimum stiffness necessary
to reproduce experimentally measured stall forces for a given choice of BE' Earlier
in this chapter, the attachment angle BE ~ O.4K was predicted to reproduce the
approximately 25nm first phase of the myosin-V step average. Fig. 5.14(b) indicates
that the motor must have very high stiffness (VNN = VHN > 300kT) to also reproduce
experimental observations of the motor's ability to do work against an external load.
However, these predictions of the stall force are all based on simulations with the
simplification that the stiffness of the head-neck juncture is the same as the stiffness
of any of the neck domain joints (VNN = VHN ). In reality, non-uniform stiffness
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Figure 5.14. Simulations: Dependence of stall force on physical properties of motor.
(a) Stall force as a function of VNN = VHN for several values of BB. Here, the stall
force is defined as the maximum load force under which the motor is still able to
take a step forward. We estimate the stall force by extrapolating the force at which
the inverse of the first passage time for tethered diffusion to a "forward" binding
site goes to zero in fig. 5.13(a-c). The large error in this estimate reflects the small
number of times that a detached head reaches a forward binding site in simulations
with applied load close to the stall force. Dashed horizontal lines indicate the upper
and lower bounds for experimental measurements of the stall force. (b) To illustrate
the minimum stiffness needed to reproduce experimental stall force, the minimum
VNN = VHN that may produce fstall 2: 1.5pN according to (a) is shown for several
values of BB.
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(VNN =f VHN ) would change the distribution of internal strain between the neck
domain and the head-neck juncture, and could affect the way the motor bends in
response to an external load. Now that the approximate ranges of the stall force
have been identified for various VNN = VHN and BB' more statistics can be gathered
from longer simulations in this range, and the performance can be tested for different
values of VNN/VHN .
One would expect the run length of myosin-V to decrease in the presence of a load
force, because longer first passage times would increase the likelihood for the other
head to detach before the first detached head reattaches. Simulations of myosin-
V steps in the presence of significant external load would require a model for the
kinetic pathway of the dimer in the presence of load forces close to and above the
stall force, and is beyond the scope of the work presented here. Please see chapter VI
(Discussion and Outlook) for a discussion of how a generalized version of this model
could be developed to study the experimentally observed occurrence of backward
stepping in the presence of super-stall load forces [92].
Concluding Remarks
In this chapter, a wide range of information from experiments is incorporated
into a minimal model for the mechanical features of myosin-V, in the context of the
predominant chemical cycle of the motor. By treating the neck domains as semi-
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flexible filaments with state-dependent preferred attachment angles, it is possible to
reproduce several important performance features of myosin-V.
First, we compare the predicted motion of the neck domain juncture after detachment
of the trailing head (referred to as the relaxation distance) with characteristics of the
experimentally measured step average for an attached cargo. This comparison allows
us to constrain the model parameter eE , which represents the preferred attachment
angle of a head-neck juncture with respect to the actin filament after phosphate
release. The mechanical model predicts a relaxation distance less than 36nm parallel
to the filament (x-direction) accompanied by a perpendicular movement away from
the filament (z-direction) if eE > 0.3n, which gives qualitative agreement with experimental
measurements. More specifically, if eE :::::: O.4n, the model predicts a 25nm x-component
of the relaxation distance, accompanied by a 5-10 nm movement away from the actin
filament, in close quantitative agreement with experimental measurements [98].
Next, we propose an experimentally motivated model for the physical mechanism
of coordination between the two heads. In the proposed coordination mechanism,
the neck domain serves as a lever that amplifies intra-molecular strain in order to
inhibit ADP release from the leading head, thus making it less likely to detach from
actin. We suggest that the ADP release rate from a head depends on the angle
of attachment between the head and the adjacent neck domain, and is therefore
sensitive to torque applied to the neck domain. We demonstrate that this mechanism
successfully reproduces the processivity of myosin-V, dramatically increasing the
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number of steps before detachment compared with a model in which the kinetic
cycles of the two heads are uncoordinated. A prediction for the ratio of leading head
detachment to trailing head detachment is made, which depends on the stiffness of the
neck domains. To our knowledge, this is the first theoretical study to propose and test
a specific mechanical explanation for how intra-molecular strain mediates asymmetric
detachment probabilities between the leading and the trailing head. In chapter VI
(Outlook), we suggest some possible experiments that could test the model.
Simulated data of the hand-over-hand transport, along with corresponding animations,
visualize the strong influence of noise on the stepping process. This model provides a
tool that can be used for ongoing analysis of the physical mechanism underlying the
myosin-V step.
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CHAPTER VI
DISCUSSION AND OUTLOOK
In this dissertation, theoretical models for Brownian and biomolecular motors were
studied in order to learn about the operation of machines on the nano-scale. Motors
that operate in a thermal environment are fundamentally different than macroscopic
motors in that they operate in the presence of substantial thermal noise, and their
motion is overdamped.
The work in this dissertation takes a two-pronged approach to the study of
nano-scale motors: First, a theoretically established type of Brownian motor called
the flashing ratchet was extended to consider how coupling between the motion of
the particles affects the transport. Special emphasis was placed on hypothetical
experimental considerations such as the size and shape of the particles and time
delays in experimental control of a noisy system. The theoretical work here has
contributed to the planning and analysis of the experimental realization of artificial
Brownian motors.
Secondly, a mechanical model for a specific biological molecular motor, myosin-V,
was developed in order to study how the motor takes coordinated steps in a thermal
environment. An experimentally-motivated mechanism for mechanical coordination
between the stepping cycles of the two myosin-V heads is proposed, suggesting that
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the detachment rate of a myosin-V head is related to the angle of attachment of the
adjacent neck domain. Below, the key findings of these studies are summarized and
ideas for continued work on these topics are discussed.
Coupled Motion in Flashing Ratchets
A flashing ratchet is a type of Brownian motor in which diffusive particles are
transported by turning a spatially periodic and asymmetric potential on and off. For
non-interacting point particles in a flashing ratchet, net transport is achieved through
alternation between free diffusion and asymmetric localization. In chapter III, the
basic flashing ratchet system is modified to consider the transport of objects with
internal structure. For chains of particles with fixed interparticle separation distance,
it is demonstrated that the direction of transport depends on the size of the chain and
the temperature of the system. Reversal as a function of size no longer occurs for a
rigid particle chain that undergoes three-dimensional rotational diffusion, because the
chain will localize with the center-of-mass at the minimum of the potential. In this
case, the symmetry of the system is similar to that of non-interacting point particles
in that the direction of transport changes as a function of the asymmetry of the
ratchet potential but is independent of other system parameters.
Motivated by an experimental flashing ratchet system that uses a scanning line
optical trap to create a quasi-one-dimensional flashing ratchet to transport a bead
[51], we model the effect of the finite bead size on the symmetry of the effective
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potential. We show that the effective value of the asymmetry parameter a (which
characterizes the fraction of a piecewise linear potential with negative slope) increases
as a function of bead size when the input asymmetry is in the range 0 < a < 1/2. This
is expected to decrease the average velocity of transport because a less asymmetric
potential is less effective at achieving flashing ratchet transport. We show that the
experimentally characterized effective potential is in close agreement with theoretical
predictions for the bead size and ratchet shape currently used in the experiment,
which could account for the slightly lower velocity of experimental ratchet transport
compared with theoretical predictions for certain control protocols.
The theoretically predicted effective potential for a bead with diameter greater
than half the spatial period of the potential has a reversed symmetry (aeff > 1/2)
from the symmetry of the sawtooth potential (a < 1/2), suggesting that beads of
different size could be transported in different directions by the same flashing ratchet
potential. This prediction has not yet been verified experimentally, but the optical
ratchet system discussed above is well-equipped to provide the first experimental
demonstration of size-dependent sorting in a flashing ratchet. More distant applications
could include mechanically linking the dielectric beads by attaching one bead to
each end of a strand of DNA (using methods that have been established for other
mechanical experiments on DNA [134]), and using the optical ratchet setup to study
flashing ratchet transport of mechanically coupled objects. Such a study would benefit
from continued synthesis of theoretical modeling, simulations and experiments.
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In chapter IV, the effect of time delay on closed-loop control of a flashing ratchet
system is investigated. Closed-loop control (also referred to as feedback control) is
defined as control of the system that is enacted in response to information about the
internal state of the system. In the case of a flashing ratchet, closed-loop control
policies have been introduced in which the potential is turned on and off in response
to information about the net force [69, 74] or the positional distribution [18] of the
particles, in order to increase the average velocity of the particles. Here, the role of
time delay in closed-loop control based on the net force is studied, considering two
types of delay: delay in measuring the system and delay in implementing the feedback
policy.
It is demonstrated in chapter IV (and in [17, 18]) that these types of time delay
impact the system differently for small ensembles of particles than for large ensembles.
For small particle numbers, time delay of any kind is detrimental to the effectiveness of
the feedback control policy, because it reduces the accuracy of measured information
about the state of the system. The study presented in chapter IV of the range of time
delays over which closed-loop control of a small ensemble produces a higher velocity
than open-loop control is directly relevant to the optical flashing ratchet system
discussed above, which has been used to experimentally realize flux enhancement
in ratchet transport of 1 - 5 beads through use of closed-loop control.
For large ensembles, a finite delay in implementation can increase the velocity by
allowing the state of the system to evolve to a configuration that is more advantageous
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for switching the potential. This improvement in the performance of the control
mechanism through time delay (originally considered an experimental disadvantage) is
possible because the time-evolution of a large ensemble is predictable. An experimental
test of this prediction for large particle numbers has not yet been achieved. Doing so
would require the development of a ratchet system where the particles are not confined
to one-dimensional diffusion, so that a large number of particles can be included
without the motion being inhibited by frequent collisions. (However, eventually the
collisions themselves could be an interesting aspect of the system to study in their own
right.) The feedback control of a large ensemble has relevance beyond the abstract
flashing ratchet system. For example, the interaction between news media and public
opinion could be considered a form of closed-loop control of a dynamic system, in
which timing is crucial.
On the theoretical front, an interesting application for closed-loop feedback protocols
would be to consider feedback control of flashing ratchet transport of an object with
internal degrees of freedom. For example, in Downton et al. [41], simulations of
a semi-flexible polymer in a flashing ratchet demonstrate a mode of transport that
relies on conformational changes of the polymer. A conformation-dependent feedback
control policy could be developed for this system. It is likely that the performance of
such a feedback policy would depend sensitively on the characteristic relaxation times
of the polymer, and time delay would have an important and non-trivial impact on
the results.
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Mechanical Model for Myosin-V Walking Mechanism
In chapter V, a mechanical model is introduced to study the walking mechanism of
the biological molecular motor myosin-V. Similar to the flashing ratchet 'toy model',
myosin-V achieves net transport in a thermal environment and is likely to combine
Brownian diffusion and 'power stroke' mechanisms to achieve this transport. Myosin-
V is a dimeric motor that 'walks' along actin in a hand-over-hand manner, whereby
the trailing head detaches more frequently than the leading head, and moves forward
to reattach as the new leading head. The mechanism of coordination between the two
heads that makes the trailing head more likely to detach can be considered a type of
conformation-dependent feedback control.
We treat the myosin-V neck domains as semi-flexible filaments that attach to the
head domains with average angles that depend on the chemical state of the head.
Many of the mechanical parameters of the model were fixed based on experimental
measurements. The performance of the motor is compared with experimentally
measured performance features to partially constrain several remaining input parameters:
the post-phosphate-release preferred attachment angle with respect to the transport
direction along actin, BB' the neck domain stiffness, VNN , and the stiffness of the head-
neck juncture, VHN . By comparing equilibrium conformations in mechanical states
of the model with characteristics of experimental step averages, we conclude that
BB ~ O.4K reproduces the apparent experimental observation that the center of mass
152
moves part of a step (~ 25nm) forward and away from the filament (~ 6nm) when the
trailing head detaches, and the rest of the step is completed through biased Brownian
diffusion. Simulations of the first passage time for the diffusional search of a detached
head for a binding site as a function of load applied to the neck domain indicate that
the stall force increases with filament stiffness and decreases with increasing BB. For
BB ~ 0.47f, experimental stall forces are reproduced for very high values of the stiffness
parameters: V NN = VHN > 300kT. This is somewhat higher than the broad range of
experimental estimates of the neck domain stiffness. The load dependence of tethered
diffusion has not yet been studied for V NN =j:. V HN , and it is possible that non-uniform
stiffness will allow the experimental stall force to be realized for a smaller neck domain
stiffness.
Ongoing comparison between the model and experimental measurements will
continue to constrain and test the model, as well as provide a useful tool for analysis
of the experiments. A future goal is to directly compare step averages from the
computational data produced by this model to experimental step averages. Theoretical
methods for converting a single-molecule time series to an effective potential landscape
provide another avenue for comparison between our computational data and experimental
measurements [135, 136]. In particular the high resolution of the experimental data
of Cappello et al. [98] and Dunn et al. [100] are ideal for such a study, allowing
comparison between theoretical and experimental measurements of average quantities
such as the phases of the step average, as well as characteristics of fluctuations in the
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stepping data. It may be necessary to add certain elements from the experiments to
the model to learn how they will affect the theoretical predictions, such as flexibility
in the linkage between the motor and the bead being monitored, the drag coefficient
of the bead, and other factors that may affect the measurement of the motor's motion.
In addition to studying how the mechanical properties of the motor affect the
characteristics of an individual step, as discussed above, the mechanism of coordination
between the two heads was addressed in chapter V. A model was introduced in which
conformation-dependent feedback between the two heads creates an asymmetry in
detachment rates of the trailing and leading head. It is demonstrated that this model
can explain the experimentally measured run length, which is significantly longer than
what is expected for uncoordinated detachment cycles of the two heads. The relative
probability of leading head and trailing head detachment is predicted by this model
as a function of the stiffness parameters VNN and VHN .
One of the most important functions of a theoretical model for a biological system
is to make predictions that can be tested experimentally. An experimental test of a
model provides new information about how the system works either by supporting
the assumptions of the model or revealing that some essential aspect is missing from
the model in its current state. Below, some hypothetical experiments are suggested
that could test or constrain this model for the conformation-dependent coordination
of myosin-V transport:
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(1) Direct measurement of how the average attachment angle at the
head-neck juncture depends on a force applied to the end of the neck
domain. Perhaps this could be done by FRET labeling a head and some known
region of the neck domain, in order to observe how the distance between the accepter
and donor fluorophores depend on a force applied to the neck domain. If such a
measurement could be done while simultaneously monitoring the ADP release from
the head, a value for the sensitivity parameter, ~, (equation 5.2, chapter V) could
be extracted directly from the experiment rather than having to calibrate this value
for different VNN and VHN parameters as explained in chapter V. This also could
help constrain the head-neck stiffness parameter, VHN . (2) Observation of the
number of leading head detachments during a processive run. This would
require single-molecule data with very high spatial resolution. It is possible that
the data of Cappello et al. [98] contain this information. In their stepping data,
they observe occasional events of increased fluctuation between steps that can not be
attributed solely to the thermal motion of the bead. They suggest that these events
could correspond to aborted step attempts in which a head detaches and reattaches
without resulting in a step. By carefully comparing the features of fluctuations in
their data with our computational data, it may be possible to discern more about
the type of events that would give rise to the features they observe. An experimental
estimate of the frequency of step attempts in which a trailing head detaches and
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fails to step forward, and the frequency of leading head detachments, would greatly
contribute to the understanding of how myosin-V stepping is coordinated.
In the future, the mechanical model for myosin-V presented in this dissertation
could be extended to study other mechanical aspects of myosin-V transport. For
example, several studies have observed an increase in the frequency of backward
steps under applied load [82, 85, 90-92], and processive backward stepping has been
observed for load forces above the stall force [92]. Clemen et al. [92] propose a
hypothetical mechanism for mechano-chemical coupling of the transition rates under
high load to achieve this processive backward stepping. Our model could be used
to quantitatively test their hypothetical mechanism for backward stepping, which
would complement ongoing experimental tests of the phenomenon. Understanding
how myosin-V walks in the presence of external forces is important for developing a
more complete understanding of the mechanical features of the motor, and is relevant
to the coordination of intracellular transport in situations where a single cargo is
attached to more than one motor [137-143].
Another future extension of the myosin-V model could be to simulate attachment
of the heads to actin with a more realistic three-dimensional, helical description
of the actin filament. The small step size distribution observed in single-molecule
experiments supports the idea that myosin-V walks along one side of actin under
normal conditions, due to elastic resistance to azimuthal distortion in the head-neck
juncture. Myosin-V with truncated neck domains (fewer IQ motifs) exhibits smaller
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step sizes [93, 95, 101], which may indicate that the motor can walk in a helical
spiral around the actin filament if it is not able to reach the next available binding
site along one side of the filament. Simulations of the myosin-V model here with
a more realistic three-dimensional actin filament could help test this interpretation
and make specific testable predictions for how the step size distribution will vary
as a function of mechanical parameters such as neck length, neck domain and head-
neck juncture flexibility, and applied load. Understanding more about the mechanical
features that determine the location of reattachment of a detached head is important
for understanding how the motor navigates a crowded cellular environment. Also
the model could be applied to studying when and how molecular motors switch
from one filament to another at intersections in the cytoskeletal network, which is
of fundamental importance to the coordination of active transport in cells and has
been the subject of several recent studies [144-147].
In summary, the mechanical model for myosin-V transport presented in this
dissertation incorporates a wide range of experimental information, makes useful and
testable predictions about the behavior of the motor, and provides a framework for
continued theoretical investigation of physiologically relevant aspects of the operation
of the motor.
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APPENDIX
SIMULATIONS OF MECHANICAL MODEL FOR MYOSIN-V
In chapter V, a mechano-chemical model for myosin-Vis presented, in which
the neck domains are modeled as semi-flexible filaments, defined by the interaction
potential
(A.1)
where cPi is the angle between filament segments that meet at point 'i'. This is
the sum of elastic energy for rotation away from a preferred angle for each point
(excluding the end-points). These elastic energy terms can be referred to as three-
body interactions, because they involve an interaction of three points. This appendix
includes a discussion of how the internal forces for this model are calculated. It
also includes a brief explanation of how the first passage time for reattachment of a
detached head is simulated.
Neck Domain Joints
The interaction potential U for the polymer model (eq.. 1) is the sum of three-
body potentials in which the elasticity of joint 'i' produces a force on point 'i' and
on the adjacent two points. The cosine of the angle at any of the joints in the chain
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y
Figure A.I. Schematic: Three-body interactions in semi-flexible polymer model:
(a) Schematic to illustrate the calculation of forces due to the elastic three-body
interaction at a joint in the neck domain (see text). (b) Schematic to illustrate the
calculation of forces due to the elastic interaction at a head-neck juncture for a head
that is attached to actin (see text).
depends on the positions of the two surrounding joints: COScPi = nij . nik, where nij is
the normal vector pointing from point 'i' to point 'j' (see fig. A.1(a)). Physically, this
means that if any joint in the filament is bent away from the preferred angle, there
will be a restoring force on this point and the surrounding two.
The three-body interaction potential for joint 'i' in the neck domain is given by
the 'ith' term of equation V.1, which we will call ulB :
U3B 1T 7 ( A A ,,",PTef ) 2i = 2v NN nij' nik - COS'f'i (A.2)
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The normal vector llij can be written out as
(Xj - Xi)X + (Yj - Yi)Y + (Zj - Zi)Z
llij = -'--''----'----'--''---------''-----''--
rij
where rij is the distance between points 'i' and 'j':
The dot product between two normal vectors is then given by:
(A.3)
(A.4)
(A.5)
The components of the force on each point can be calculated by taking the
derivative of the potential with respect to those components. For example, the x-
component of the force on point 'j' resulting from the three-body potential at point
,., .. b f aUlB 1T (A A A-,pref)a(llij'llik) ell' thO
1 IS glVen y: Xj = --a-- = - v NN nij ·nik-cos'f'i a . a cu atmg IS
Xj Xj
derivative gives an expression that includes x, y, and z coordinates of the position
for particles i, j, and k. This expression can be used to update the force fXj in a
simulation.
Head-neck Junctures
If a head is attached to actin, the three-body interactions for the head-neck
juncture (points 2 and 8 in fig. 5.3(a), chapter V) are calculated differently than
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junctures in the neck domain. One of the structural assumptions of our mechanical
model is that the neck domain has a preferred angle of attachment to the head
domain with respect to the actin filament (x-axis). We also assume that there is
elastic resistance to azimuthal distortion out of the Y = 0 plane (fig. A.l (b)). In
order to impose these assumptions in the simulations, we use a reference point (xrej,
Yrej, Zrej) to represent the 'preferred' position of the point adjacent to the head-neck
juncture (fig. A.l(b)). As discussed in chapter V, we define the mechanical parameters
B A and BE to represent the preferred angle of a head-neck juncture with respect to
the x-axis before and after phosphate release, respectively. The reference position for
point 3 in a three-body interaction at joint 2 with a preferred angle ()E, for example,
would be given by:
Xrej = X2 + LNcoS()E
Yrej = 0
Zrej = L H + LNsin()E
(A.6)
(A.7)
(A.8)
Here, LH is the length of a head segment (i.e., the distance between points 1 and
2, or between points 8 and 9 in fig. 5.3(a) in chapter V), and L N is the length of any
of the neck domain segments. We assume that an attached head is oriented vertically
with respect to the actin filament (i,e., the x-axis).
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For a head attached to actin, the elastic potential for a head-neck joint is given
by:
U3B 11/ (~~ )2H N = "2 vH N nij· niT - 1 (A. g)
where niT is the normal vector pointing from the head-neck juncture to the reference
point, and nij is the normal vector pointing from the head-neck juncture 'i' to the
adjacent point in the neck domain, 'j'. This potential is minimized when the point 'j'
is equal to the reference point. This interaction produces forces on points 'i' and 'j',
au3B au3B
which are calculated as Ix. = - aHN and Ix· = - aHN , for the x-component, and
, x· J x·~ J
likewise for the y and z components.
Distance Constraints
The polymer model described above assumes that adjacent points in the particle
chain are held at fixed distances from each other. We impose this condition by
including a harmonic interaction between adjacent particles:
(A.10)
where K is the harmonic stiffness, ro is the rest length, and rij is the separation
distance between adjacent particles 'i' and 'j' (eq. A.4). An expression for the
force on each particle due to the harmonic interaction with an adjacent particle can
be calculated as Ix;
components.
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aUHarm
and likewise for the y and z
aXj
In order to keep the inter-particle separation fixed, without significant fluctuations,
a high value of the harmonic stiffness K and a very small value of the program time
step dt are required. The simulations in chapter V were calculated with K = 105kT
and dt = 10-67, where 7 = 1.175xlO-4s is the program time unit. This choice of
parameters ensures a very small variation in separation distance between particles,
such that (hj - rol) < O.G1ro·
First Passage Time for the Diffusional Search of a Detached Head
In order to learn more about the dynamics of the tethered diffusional search of
a detached head in the mechano-chemical model in chapter V, a quantity called the
first passage time is simulated. The first passage time for the diffusional search of
a detached head is defined as the average amount of time from when the head first
detaches until it reaches an available binding site through tethered diffusion. This is
a mechanical feature of the model and does not encompass the average time for ATP
hydrolysis (another requirement for reattachment). First passage times are calculated
as follows: The motor is initially equilibrated in mechanical state II (see chapter V
text), and then the trailing head is released at time to. If the detached head comes
within a distance Rscreen of a binding site, the time t is recorded and the simulation
starts over. The average value of t - to over many iterations gives the mean first
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passage time for the diffusional search. The binding parameter Rscreen is set equal
to the Debye length for electrostatic screening in a fluid, Rscreen = RDebye ~ O.6nm
[131], based on the assumption that the head will attach to actin if it comes close
enough to a binding site to electrostatically interact with it.
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