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We aim here at characterizing those non-negative matrices whose
inverse is an irreducible Stieltjes matrix. Specifically, we prove that
any irreducible Stieltjes matrix is a resistive inverse. To do this we
consider the network deﬁned by the off-diagonal entries of thema-
trix andwe identify thematrix with a positive definite Schrödinger
operator whose ground state is determined by the lowest eigen-
value of thematrix and the corresponding positive eigenvector. We
also analyze the case in which the operator is positive semidefinite
which corresponds to the study of singular irreducible symmetric
M-matrices.
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1. Introduction
In view of their numerous applications, for instance in numerical methods, probability theory
and economics, M-matrices have deserved a great attention and many of their properties have been
studied. An important problem related with M-matrices is the so-called inverse M-matrix problem,
that consists of characterizing all non-negative matrices whose inverses are M-matrices. This is a
longstanding and difﬁcult problem that has generated a big amount of literature and has been par-
tially solved. Martínez et al. in their celebrated paper [14], see also [16], proved that the inverse of
any strictly ultrametric matrix is a diagonally dominant Stieltjes matrix and Dellacherie et al. in [6]
extend this result by proving that the inverse of any non-singular ultrametric matrix is a weakly diag-
onally dominant Stieltjes matrix. Two years later, Fiedler characterized in [8] these types of matrices
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as resistive inverses associated with networks. Specifically, if M is an irreducible weakly diagonally
dominant Stieltjes matrix of order n, then there exists a connected network with n + 1 vertices such
thatM−1 = (gij)where gij = 12 (Ri,n+1 + Rj,n+1 − Rij) and (Rij) is the resistancematrix of the network. The
above mentioned works have generated a great amount of generalizations, see for instance [9,15,17]
for the non-symmetric case.
In this work we extend Fiedler’s characterization to the case of irreducible Stieltjes matrices by
removing the diagonally dominance hypothesis. The key idea is to identify any irreducible Stieltjes
matrix with a positive definite Schrödinger operator on a suitable connected network and to take
advantage of the previous work developed by the authors, [4,5]. In this framework we generalize the
concept of effective resistance and prove that such general effective resistances verify properties that
are analogues of those veriﬁed by the standard effective resistances. In particular, they determine
a distance on the network and hence they are of potential application especially in chemistry, [19].
Moreover,wegive a formula for the inverseof the resistancematrix that generalizes theknown formula
for the standard case, see [2]. In this context, the relation between effective resistances and generalized
inverses of the combinatorial Laplacian has been widely studied [1,2,10–13,18]. Here, we pay special
attention to a speciﬁc kind of generalized inverses of positive semidefinite Schrödinger operators,
namely the so-calledGreenoperators andmainly to theone identiﬁedwith theMoore–Penrose inverse
of a singular, irreducible and symmetricM-matrix.
2. Preliminaries
Given a ﬁnite set V , the set of real valued functions on V is denoted by C(V). In particular, for any
x ∈ V , εx ∈ C(V) stands for the Dirac function at x. The standard inner product on C(V) is denoted by
〈·, ·〉 and hence if u, v ∈ C(V) then 〈u, v〉 = ∑x∈V u(x)v(x).
A function K:V × V −→ R is called a kernel on V and determines an endomorphism of C(V) by
assigning to any u ∈ C(V) the functionK(u) = ∑y∈V K(·, y)u(y). Conversely, each endomorphism of
C(V) is determined by the kernel given by K(x, y) =K(εy)(x) for any x, y ∈ V . The kernel ofK∗, the
adjoint ofK, is given by K∗(x, y) = K(y, x) for any x, y ∈ V and henceK is self-adjoint iff its kernel is
a symmetric function.
Throughout the paper we will make use of two special endomorphisms of C(V), namely multipli-
cation by a given function and projections. Specifically, given τ ∈ C(V), we denote byDτ the endomor-
phism of C(V) that assigns to each u ∈ C(V) the functionDτ (u) = τu, whereas given ω, τ ∈ C(V) we
denotebyPω,τ the endomorphismofC(V) that assigns to eachu ∈ C(V) the functionPω,τ (u) = 〈τ ,u〉ω.
In particular, when ω /= 0 and τ = ω〈ω,ω〉−1, the above endomorphism is denoted simply byPω and
clearly satisﬁes that Pω(ω) = ω. So, the kernel of Dτ is given by D(x, x) = τ(x) and D(x, y) = 0 when
y /= x and the kernel ofPω,τ is ω ⊗ τ .
If |V | = n and we suppose that the elements of V are labelled from 1 to n, then kernels, and hence
their associated endomorphisms, can be identiﬁed with the matrices of order n, whereas functions
on V can be alternatively identiﬁed with (column) vectors of Rn or diagonal matrices. In particular,
the matrix identiﬁed with the identity operator, I, is the identity matrix I, whereas if ω ∈ C(V) the
matrices identiﬁed with Dω and Pω and the vector identiﬁed with ω are denoted by Dω , Pω and w,
respectively. Moreover, an endomorphismK of C(V) is identiﬁed with a symmetric Z-matrix iff its
kernel,K , is symmetric andveriﬁes thatK(x, y) 0 for any x, y ∈ V with x /= y.MoreoverK is identiﬁed
with a symmetric M-matrix, respectively, a Stieltjes matrix, iff in addition it is positive semidefinite,
respectively, positive definite.
InthisworkwemainlyusetheterminologyofendomorphismsofC(V)andtheirkernels.Wepreferto
dothisbecausethenwedonotneedtolabeltheelementsofV andalsobecauseourmethodologyappears
as the discrete counterpart of the standard treatment of resolvent operators on Riemannianmanifolds.
On the other hand, if we consider a symmetric Z-matrix of order nwith null diagonal entries and a its
associatedkernel, then c = −a canbe seen as the conductance functionof anetworkwhose vertex set is
V andmoreover thematrix is irreducible iff the network is connected, see below for definitions.
The triple = (V , E, c) denotes a ﬁnite network; that is, a ﬁnite connected graph without loops nor
multiple edges, with vertex set V , whose cardinality equals n, and with edge set E, in which each edge
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{x, y}has been assigned a conductance c(x, y) > 0. So, the conductance canbe considered as a symmetric
kernel c:V × V −→ [0,+∞) such that c(x, x) = 0 for any x ∈ V and moreover, vertex x is adjacent to
vertex y iff c(x, y) > 0. Definitely, a ﬁnite network is entirely characterized by its vertex set and its
conductance kernel and hence in the sequel it will be represented as  = (V , c). Given x, y, z ∈ V , we
say that z separates x and y iff the set V \{z} is not connected and x and y belong to different connected
components.
The combinatorial Laplacian or simply the Laplacian of the network is the endomorphism ofC(V)
that assigns to each u ∈ C(V) the function
L(u)(x) =
∑
y∈V
c(x, y)(u(x) − u(y)), x ∈ V . (1)
It is well-known, that the Laplacian is a self-adjoint positive semidefinite operator and moreover
L(u) = 0 iff u is a constant function.
Deﬁnition 2.1. Given q ∈ C(V), the Schrödinger operator onwith ground state q is the endomorphism
ofC(V) that assigns to each u ∈ C(V) the functionLq(u) =L(u) + qu.
The properties of thematrices identiﬁedwith Schrödinger operators are described in the following
result, whose proof is straightforward.
Proposition 2.2. If the vertices of  are labelled from 1 to n, the set of Schrödinger operators on  is
identiﬁedwith the set of irreducible symmetric Z-matrices of order nwhose off-diagonal elements are given
by −c. Moreover one of these matrices is an M-matrix, respectively, a Stieltjes matrix, iff the corresponding
Schrödinger operator is positive semidefinite, respectively positive definite. In addition, such a matrix is
a weakly diagonally dominant M-matrix iff the ground state of its corresponding Schrödinger operator is
non-negative.
After the above proposition it is clear that it will be useful to characterize all positive semidefinite
Schrödinger operators on , because this will mean characterizing those irreducible and symmetric
M-matrices whose off-diagonal entries are given by the conductance c. In [4], some of the authors
answered this question by using a Doob h-transform, a very common technique in the framework of
Dirichlet forms and Markov Chains.
Deﬁnition 2.3. If ω(x) > 0 for any x ∈ V , the function qω = − 1ωL(ω) is named the ground state deter-
mined by ω.
If ω and μ are positive functions, then qμ = qω iff μ = aω for some a > 0, see [4]. In particular,
qω = 0 iff ω is a positive constant. More generally, 〈ω, qω〉 = 0, which implies that qω takes positive and
negative values, except when ω is constant. Moreover, for any proper subset F ⊂ V it is possible to
choose a positive function ω such that qω(x) < 0 for any x ∈ F , see [4].
Aswehave seen, the ground state qω determinesω up to amultiplicative positive constant. Although
this lack of uniqueness is not important formost of the results in this work, we introduce the following
definition to avoid it.
Deﬁnition 2.4. A functionω ∈ C(V) is called aweight ifω(x) > 0 for any x ∈ V andmoreover 〈ω,ω〉 = n.
The set of weights on V that verify the above property is denoted by(V).
Observe that the only constant function in(V) is given by ω(x) = 1 for any x ∈ V and it is denoted
by 1. Clearly, each ground state of the form qω characterizes its corresponding weight. Under the
above terminology the characterization of positive semidefinite Schrödinger operators is given by the
following result, see [4, Proposition 3.3].
Proposition 2.5. The Schrödinger operatorLq is positive semidefinite iff there exist ω ∈ (V) and λ 0
such that q = qω + λ. Moreover, ω and λ are uniquely determined. In addition,Lq is not positive definite
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iff λ = 0 and then, 〈Lqω (v), v〉 = 0 iff v = aω, a ∈ R. In any case λ is the lowest eigenvalue ofLq and its
associated eigenfunctions are multiples of ω.
If the vertices of are labelled from1 to n, we represent byM(c) and byS(c) the sets of irreducible
symmetricM-matrices and Stieltjesmatrices, respectively, whose off-diagonal entries are given by−c.
Moreover, given ω ∈ (V), we consider Lω the matrix inM(c) identiﬁed withLqω , that when w = 1
is denoted simply as L. So, the above proposition can be translated into the language of matrices as
follows.
Corollary 2.6. If the vertices of V are labelled from 1 to n, then
M(c) = {Lω + λI : λ 0, ω ∈ (V)} and S(c) = {Lω + λI : λ > 0, ω ∈ (V)} .
Moreover, for any λ 0 and ω ∈ (V), Lω + λI is the unique M-matrix whose off-diagonal elements are
given by −c such that λ is its lowest eigenvalue and ω is an associated eigenvector.
The proof of the main result in this paper is based in a commonly used technique in the context of
electrical networks andMarkov Chains, that in fact is used in [6,7]. We remark that in the probabilistic
context, the function q is usually called the potential (vector) of the operatorLq, see for instance [7].
GivenLq a positive definite Schrödinger operator on, the method consists of embedding the given
network into a suitable host network. The new network is constructed by adding a new vertex, that
represents an absorbing state, joined with each vertex in the original network through a new edge
whose conductance is the diagonal excess after the use of the h-transform.
Deﬁnition 2.7. Given λ > 0, ω ∈ (V) and xˆ /∈ V , we consider the networkλ,ω = (V ∪ {xˆ}, cλ,ω) where
cλ,ω(x, y) = c(x, y) when x, y ∈ V and cλ,ω(xˆ, x) = cλ,ω(x, xˆ) = λω(x) for any x ∈ V . We denote by Lλ,ω
its combinatorial Laplacian and by ωˆ ∈ (V ∪ {xˆ}) the weight given by ωˆ(x) = ω(x) when x ∈ V and
ωˆ(xˆ) = 1.
The next result establishes the relationship between the original Schrödinger operatorLq and a
new semidefinite Schrödinger operator on λ,ω .
Proposition 2.8. If q = qω + λ and we deﬁne qˆ = − 1ωˆLλ,ω(ωˆ), then qˆ(xˆ) = λ(n − 〈ω, 1〉) and qˆ = q − λω
on V . Moreover, for any u ∈ C(V ∪ {xˆ}) we get thatLλ,ω
qˆ
(u)(xˆ) = λ(nu(xˆ) − 〈ω,u|V 〉) and
Lλ,ω
qˆ
(u) =Lq(u|V ) − λωu(xˆ) =Lq(u|V ) − λPω(u|V ) −
ω
n
Lλ,ω
qˆ
(u)(xˆ) on V .
Proof. Given u ∈ C(V ∪ {xˆ}), then for any x ∈ V we get that
Lλ,ω(u)(x) =L(u|V )(x) + λω(x)u(x) − λω(x)u(xˆ).
In particular, taking u = ωˆ we obtain that −qˆ = −q + λω on V and hence
Lλ,ω
qˆ
(u) =Lq(u|V ) − λωu(xˆ) on V .
On the other hand,Lλ,ω(u)(xˆ) = λ(u(xˆ)〈ω, 1〉 − 〈ω,u|V 〉), which, in particular, implies that
−qˆ(xˆ) =Lλ,ω
qˆ
(ωˆ)(xˆ) = λ(〈ω, 1〉 − n).
Therefore, for any u ∈ C(V ∪ {xˆ}) we get thatLλ,ω
qˆ
(u)(xˆ) = λ(nu(xˆ) − 〈ω,u|V 〉), which is equivalent to
λωu(xˆ) = ωnLλ,ωqˆ (u)(xˆ) + λPω(u|V ) and the second identity for the value ofL
λ,ω
qˆ
(u) on V follows. 
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3. Poisson equations and Green functions
In this section we develop a variational treatment of the discrete analogue of integro-differential
equations that allows us to obtain existence and uniqueness results that will be useful in the study of
the Green operators associated with the semidefinite positive Schrödinger operators.
Fixing the network, for any ground state q ∈ C(V) we consider the following problem, known as
the Poisson equation forLq on :
Given f ∈ C(V) ﬁnd u ∈ C(V) such thatLq(u) = f . (2)
It iswell-known that if the ground state is non-negative andnon-null, then the Poisson equationhas
auniquesolution foranydata f ∈ C(V),whereaswhenq = 0thePoissonequationhasasolution fordata
f ∈ C(V) iff 〈f , 1〉 = 0 and moreover the solution is unique up to an additive constant. More generally,
when the Schrödinger operatorLq is positive semidefinite we can tackle the Poisson equation from
the following standard variational point of view, see [4,5].
Proposition 3.1. Given λ 0, ω ∈ (V), q = qω + λ and f ∈ C(V) consider the quadratic functional
J:C(V) −→ R determined by
J(u) = 2〈f ,u〉 − 〈Lq(u),u〉 for any u ∈ C(V).
Then, u ∈ C(V) maximizes J iff it is a solution of the Poisson equation Lq(u) = f , which implies that
J(u) = 〈f ,u〉 = 〈Lq(u),u〉. Moreover if λ > 0, thenJ has a unique maximum,whereas when λ = 0,J has
a maximum iffPω(f ) = 0 in which case there exists a unique maximum up to a multiple of ω.
Corollary 3.2. Given λ 0, ω ∈ (V), q = qω + λ and f ∈ C(V), then the Poisson equation Lq(u) =
f −Pω(f ) has a unique solution uˆ ∈ C(V) such thatPω(uˆ) = 0.Moreover, when λ > 0, u = uˆ + λ−1Pω(f )
is the unique solution of the equationLq(u) = f .
Proof. If we consider g = f −Pω(f ) thenPω(g) = 0. Therefore, when λ = 0, from Proposition 3.1 we
know that the Poisson equationLq(u) = g has a solution and that if v ∈ C(V) is a solution then the
set {v + aω : a ∈ R} describes all the solutions. Moreover, if uˆ = v + aω, thenPω(uˆ) = 0 iff a = − 1n 〈ω, v〉
and hence iff uˆ = v −Pω(v). On the other hand when λ > 0, the Poisson equationLq(u) = g has a
unique solution and taking into account thatPω ◦Lq = λPω we conclude that 0 =Pω(g) = λPω(u)
and hence thatPω(u) = 0. Moreover, in this case, we also know that the Poisson equationLq(u) = f
has a unique solution, say u∗. If we consider u = uˆ + λ−1Pω(f ), then using thatLq ◦Pω = λPω we
conclude thatLq(u) =Lq(uˆ) +Pω(f ) = f , and hence that u∗ = u. 
Givenω ∈ (V) and λ > 0, Proposition 2.5 establishes thatLq(ω) = λω = λPω(ω) and prompted us
to call generalized Poisson equation onwith respect to λ andω the following problem,which represents
a discrete version of an integro-differential equation:
Given f ∈ C(V) ﬁnd u ∈ C(V) such thatLq(u) − λPω(u) = f . (3)
AsPω ◦ (Lq − λPω) = 0 the identityPω(f ) = 0 is a necessary condition in order that the general-
ized Poisson equation has a solution. Moreover it is also a sufﬁcient condition, since from Corollary 3.2
whenPω(f ) = 0 there exists a unique solution of the Poisson equationLq(u) = f such thatPω(u) = 0,
which implies that it is also a solution of the generalized Poisson equation. In addition the solution
is unique up to a multiple of ω, since from Proposition 2.5 we also know that any solution of the
homogeneous generalized Poisson equation must be a multiple of ω. On the other hand, for any z ∈ V
we can solve the so-called Dirichlet Problem on V \{z}.
Proposition 3.3. Given λ 0, ω ∈ (V), q = qω + λ and f ∈ C(V), for any z ∈ V the equationLq(u) −
λPω(u) = f on V \{z} has a unique solution uz ∈ C(V) such that uz(z) = 0.
Proof. A functionu ∈ C(V) satisﬁes the equationLq(u) − λPω(u) = f onV \{z} iff it solves thegeneral-
ized Poisson equation Lq(u) − λPω(u) = f − 〈f ,ω〉w(z) εz . Moreover {u + aω : a ∈ R} describes the
E. Bendito et al. / Linear Algebra and its Applications 430 (2009) 1336–1349 1341
set of solutions of the generalized Poisson equation and hence, if v = u + aω, then v(z) = 0 iff
a = − u(z)
ω(z) . 
The above proposition together with Proposition 2.8 allows us to interpret the solution of each
non-singular Poisson equation on as the solution of a singular Poisson equation in the host network
λ,ω .
Corollary 3.4. Givenλ > 0,ω ∈ (V),q = qω + λand f ∈ C(V), let fˆ ∈ C(V ∪ {xˆ})bedeﬁnedas fˆ (x) = f (x)
for x ∈ V and fˆ (xˆ) = −〈ω, f 〉. If u ∈ C(V ∪ {xˆ}) is the unique solution of the Poisson equationLλ,ω
qˆ
(u) = fˆ
on V ∪ {xˆ} such that u(xˆ) = 0, then u|V is the unique solution of the equationLq(v) = f on V .
Proof. As Pωˆ(fˆ ) = 0, applying Proposition 3.3 to the Schrödinger operatorLλ,ωqˆ we obtain that the
Poisson equationLλ,ω
qˆ
(u) = fˆ on V ∪ {xˆ} has a unique solution u ∈ C(V ∪ {xˆ}) such that u(xˆ) = 0. There-
fore using the identies of Proposition 2.8 we obtain that
f =Lλ,ω
qˆ
(u|V ) =Lq(u|V ) − λωu(xˆ) =Lq(u|V ) on V . 
Deﬁnition 3.5. Consider λ 0, ω ∈ (V) and q = qω + λ. The Green operator for , with respect to
λ and ω, is the endomorphism of C(V), Gλ,ω , that assigns to any f ∈ C(V) the unique solution of the
Poisson equationLq(u) = f −Pω(f ) such thatPω(u) = 0. The kernel ofGλ,ω is called Green function
for , with respect to λ and ω, and it is denoted by Gλ,ω .
For any z ∈ V the Green operator for V \{z}, with respect to λ and ω, is the endomorphism ofC(V),
Gzλ,ω , that assigns to any f ∈ C(V) the unique solution of the equationLq(u) − λPω(u) = f on V \{z}
that vanishes at z. The kernel ofGzλ,ω is called Green function for V \{z}, with respect to λ and ω, and it
is denoted by Gzλ,ω .
Deﬁnition 3.6. Consider λ > 0, ω ∈ (V), q = qω + λ. We denote byGq the inverse ofLq and by Gq its
corresponding kernel.
As the following result shows the Green operators deﬁned above, or equivalently the Green func-
tions, are closely related. In addition, Corollary 3.4 leads us to obtain the relation between the inverse
of positive definite Schrödinger operators and the Green operator for the host network. Moreover, we
also show some of the fundamental properties of the kernel associated with all these operators.
Theorem 3.7. Given λ 0, ω ∈ (V), q = qω + λ and z ∈ V , the following properties hold:
(i) Gλ,ω is a self-adjoint and positive semidefinite operator verifyingGλ,ω ◦Pω =Pω ◦Gλ,ω = 0,Lq ◦
Gλ,ω = Gλ,ω ◦Lq =I−Pω andhence (Lq − λPω) ◦Gλ,ω ◦ (Lq − λPω) = (Lq − λPω). Inaddi-
tion, Gλ,ω(x, x) > 0 for any x ∈ V and moreover when λ > 0, then
− 1
nλ
ω(x)ω(y) < Gλ,ω(x, y) < Gλ,ω(y, y)
ω(x)
ω(y)
for any x, y ∈ V with x /= y.
(ii) Gzλ,ω is a self-adjoint and positive definite operator and G
z
λ,ω = Gλ,ω + aPω +Pω,τ +Pτ ,ω , where
a = nGλ,ω(z,z)
ω2(z)
and τ = −Gλ,ω(·,z)
ω(z) . Moreover, G
z
λ,ω(·, z) = 0 and for any x, y ∈ V \{z} it is veriﬁed that
0 Gzλ,ω(x, y)ω(y) Gzλ,ω(y, y)ω(x),where the ﬁrst inequality is an equality iff λ = 0 and z separates
x and y, whereas the second one is an equality iff λ = 0 and y separates x and z.
(iii) If λ > 0, thenGq is a self-adjoint and positive definite operator verifyingGq = Gλ,ω + λ−1Pω.More-
over, if Ĝ and Ĝxˆ are the Green functions for λ,ω and for V , respectively, then Ĝ(·, xˆ) = (n+1)εxˆ−ωˆλ(n+1)2 ,
Gq = Ĝxˆ|V×V and Gλ,ω = Ĝ|V×V − ω⊗ωλn(n+1)2 .
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Proof. AsLq andLq − λPω are self-adjoint operators, by using standard techniques, we can deduce
that the operatorsGλ,ω ,G
z
λ,ω andGq are also self-adjoint operators. The same occurswith the positive-
semidefiniteness and the positive definiteness.
(i) Theproof of the properties relatedwith composition is straightforward. On the other hand, given
y ∈ V , if u = Gλ,ω(·, y) = Gλ,ω(εy) thenLq(u) = εy − 1nωω(y) /= 0. Applying the positive semidef-
initeness ofLq we obtain that 0 < 〈Lq(u),u〉 = u(y) −Pω(u) = u(y) and hence Gλ,ω(y, y) > 0.
On the other hand, if λ > 0, taking v = u + ω(y)nλ ω and h = ωω(y) − uu(y) , then v(y) > 0, h(y) = 0,
Lq(v) = εy  0 on V andLq(h) =
(
λ
ω(y) + ω(y)nu(y)
)
ω − εyu(y) > 0 on V \{y}. Therefore, by applying
thewell-knownMinimum Principle, see for instance [4, Proposition 4.16], we obtain that v,h > 0
on V \{y} and the two claimed inequalities follow.
(ii) It is clear that Gzλ,ω(εz) = 0; that is, Gzλ,ω(·, z) = 0. Moreover, given y ∈ V , then from Proposition
3.3 the function u = Gzλ,ω(·, y) = Gzλ,ω(εy) is given by
u = Gλ,ω(εy) − ω(y)
ω(z)
Gλ,ω(εz) − Gλ,ω(εy)(z)
ω(z)
ω + ω(y)
ω2(z)
Gλ,ω(εz)(z)ω
= Gλ,ω(εy) + τω(y) + ωτ(y) + aωω(y),
which implies thatGzλ,ω = Gλ,ω + aPω +Pω,τ +Pτ ,ω . As 〈ω, τ 〉 = 0, from this identitywe obtain
thatGzλ,ω(ω) = aω + nτ and hence that
Pω(u) = ω
n
〈ω,u〉 = ω
n
〈Gzλ,ω(ω), εy〉 =
ω
n
(aω(y) + nτ(y)) = ω
ω(z)
(
Gλ,ω(z, z)
ω(y)
ω(z)
− Gλ,ω(y, z)
)
,
which, after part (i), implies thatPω(u) 0. On the other hand, u(z) = 0 andmoreoverLq(u) =
εy + λPω(u) 0onV \{z}. Therefore applying newly theminimumprinciple,we obtain that u
0 on V and if Vyz is the connected component of V \{z} that contains y, then u(x) > 0 for any x ∈
Vyz , sinceLq(u)(y) = 1 + λPω(u)(y) > 0. This implies that if 0 = u(y) = Gzλ,ω(x, y), necessarily
λ = 0 and x /∈ Vyz; i.e., z separates x and y.
Finally if we consider v = Gyλ,ω(·, z) and h = ω(z)u + ω(y)v, thenLq(h) − λPω(h) = 0 and hence
there exists α ∈ R such that h = αω. This equality implies that aω(y) = h(y) = ω(z)u(y) =
Gzλ,ω(y, y)ω(z) and hence that
Gzλ,ω(x, y) Gzλ,ω(x, y) + Gyλ,ω(x, z)
ω(z)
ω(y)
= Gzλ,ω(y, y)
ω(z)
ω(y)
,
since G
y
λ,ω(x, z) 0. Moreover the inequality is an equality iff Gyλ,ω(x, z) = 0; that is, iff λ = 0 and
y separates x and z.
(iii) As Lq ◦ (Gλ,ω + λ−1Pω) =I−Pω + λ−1λPω =I, we conclude that Gq = Gλ,ω + λ−1Pω . If
u = Ĝ(·, xˆ), thenL̂qˆ(u) = εxˆ − ωˆn+1 ,which implies thatL̂qˆ(u)(xˆ) = nn+1 andhence thatLq(u|V ) −
λPω(u|V ) = 0 on V . Therefore, u|V = aω, a ∈ R, u(xˆ) = 1λnL̂qˆ(u)(xˆ) + 1n 〈ω,u|V 〉 = 1λ(n+1) + a and
hence u = aωˆ + 1
λ(n+1) εxˆ . Finally, the condition 〈ωˆ,u〉 = 0 implies that a = − 1λ(n+1)2 and the ﬁrst
identity follows.
On the other hand, let y ∈ V and consider v = Ĝ(·, y). Then, L̂qˆ(v) = εy − ωˆω(y)n+1 , which im-
plies that L̂qˆ(v)(xˆ) = −ω(y)n+1 and hence that Lq(v|V ) − λPω(v|V ) = εy − 1nωω(y) on V . There-
fore, v|V = Gλ,ω(·, y) + aω where an = 〈ω, v|V 〉, since 〈Gλ,ω(·, y),ω〉 = 0. The same reason implies
that 0 = 〈ωˆ, v〉 = v(xˆ) + 〈ω, v|V 〉 and hence that 〈ω, v|V 〉 = ω(y)λ(n+1)2 . In conclusion, we obtain that
v|V = Gλ,ω(·, y) + 1λn(n+1)2 ωω(y). From this equality and applying part (ii), for any x, y ∈ V we get
that
E. Bendito et al. / Linear Algebra and its Applications 430 (2009) 1336–1349 1343
Ĝxˆ(x, y) = Ĝ(x, y) − Ĝ(x, xˆ)ω(y) − Ĝ(y, xˆ)ω(x) + Ĝ(xˆ, xˆ)ω(x)ω(y)
= Ĝ(x, y) + (n + 2)
λ(n + 1)2 ω(x)ω(y)
= Gλ,ω(x, y) + 1
λn
ω(x)ω(y) = Gq(x, y). 
We ﬁnish this section obtaining the matrix counterpart of some of the above results.
Corollary 3.8. Assume that the vertices of V are labelled from 1 to n and consider λ 0, ω ∈ (V), q =
qω + λ andGλ,ω thematrix of order n identiﬁedwithGλ,ω. Let z = xn,wz ∈ Rn−1 obtained fromw by deleting
its n-th component and Lz ,Gz ,Pz thematrices of order n − 1 obtained by deleting the n-th row and column
of Lω + λ(I − Pω), of the matrix identiﬁed with Gzλ,ω and of Pω , respectively. Then, Lz and Gz are mutually
inverses and moreover
[Lω + λ(I − Pω)]† = Gλ,ω = (w
z)∗Gzwz
n
Pω +
[
Gz − GzPzω − PzωGz − 1nGzwz
− 1n (wz)∗Gz 0
]
,
where † stands for the Moore–Penrose inverse.
Observe that when λ = 0 and ω = 1, then Lω + λ(I − Pω) = L and the above expression becomes
L† = 1
∗Gz1
n2
J +
[
Gz − 1nGzJ − 1nJGz − 1nGz1
− 1n1∗Gz 0
]
,
where J denotes the matrix all whose entries equal 1. This equality was obtained in [12], where the
matrix Gz was called the bottleneck matrix of L based at z.
4. The effective resistances of a network
In the standard setting, the effective resistance between vertices x and y is deﬁned through the
solution of the Poisson equationL(u) = f when the data is the dipole with poles at x and y; that
is, f = εx − εy. The knowledge of the effective resistance can be used to deduce important properties
of electrical networks, see for instance [10]. One of them establishes that the Green function of the
complement of any vertex can be obtained in terms of the effective resistances, see for instance [8,11].
Moreover, Corollary 3.8 and the relation between M-matrices and Schrödinger operators given in
Lemma 2.2 imply that any irreducible and weakly diagonal dominant Stieltjes matrix is the resistive
inverse associated with a suitable network , which is precisely the main result in [8].
Throughout this section we generalize the above mentioned facts in several ways. First we use the
definition of the dipole with respect to a weight introduced in [4] to deﬁne the concept of the effective
resistance between two vertices with respect to a value λ 0 and a weight ω ∈ (V). So, we obtain
that the Green function of the complement of any vertex in V , associated with a positive semidefinite
Schrödinger operator, singular or not, can be expressed in terms of the effective resistances with
respect to a non-negative value and aweight. As a by-product, we give a new version of Fiedler’s result
and moreover we can eliminate the hypothesis of diagonal dominance to obtain that any irreducible
Stieltjesmatrix is a resistive inverse.On theotherhandwe introducehere the conceptof total resistance
of a vertex with respect to a positive value and a weight, that in some sense generalizes the notion of
status of a vertex introduced in [12], and that together with effective resistances allows us to obtain
the expression of the Green functions. The matrix version of these results leads to the expression of
the Moore–Penrose inverse of any irreducible symmetricM-matrix in terms of the matrix of effective
resistance.
In the sequel we consider ﬁxed the network  = (V , c), the value λ 0, the weight ω ∈ (V) and
Lq the Schrödinger operator with ground state q = qω + λ. Given x, y ∈ V , the ω-dipole between x and
y is the function fxy = 1ω (εx − εy). Observe that fxx = 0 for any x ∈ V , whereas when ω = 1 the ω-dipole
between x and y is simply the standard dipole. Clearly, for any x, y ∈ V it is veriﬁed that Pω(fxy) = 0
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and then the hypotheses of Proposition 3.1 are in force. Consequently, given x, y ∈ V the functional
Jx,y:C(V) −→ R determined for any u ∈ C(V) by the expression
Jx,y(u) = 2
[
u(x)
ω(x)
− u(y)
ω(y)
]
− 〈Lq(u),u〉 (4)
attains a maximum value. In addition, v ∈ C(V) maximizes Jx,y iff satisﬁes the Poisson equation
Lq(v) = fxy.
On the other hand, given x ∈ V we consider the function fx = 1ω(x) (εx −Pω(εx)), that clearly satisﬁes
Pω(fx) = 0 which implies that the hypotheses of Proposition 3.1 are newly in force. So, the functional
Jx:C(V) −→ R determined for any u ∈ C(V) by the expression
Jx(u) = 2
[
u(x)
ω(x)
− 1
n
〈u,ω〉
]
− 〈Lq(u),u〉 (5)
attainsamaximumvalue. Inaddition,v ∈ C(V)maximizesJx iff satisﬁes thePoissonequationLq(v) =
fx .
Deﬁnition 4.1. Given x, y ∈ V , we deﬁne the Effective Resistance between x and y and the Total Resistance
at x ∈ V , with respect to λ and ω, as the values
Rλ,ω(x, y) = max
u∈C(V)
{Jx,y(u)} and rλ,ω(x) = max
u∈C(V)
{Jx(u)},
respectively. Moreover we deﬁne Kirchhoff Index of , with respect to λ and ω, as the value
k(λ,ω) = 1
2
∑
x,y∈V
Rλ,ω(x, y)ω
2(x)ω2(y).
The kernel Rλ,ω:V × V −→ R is called the Effective Resistance of the network,with respect to λ and
ω, whereas its associated endomorphism,Rλ,ω , is called Effective Resistance operator of the network ,
with respect to λ and ω. The function rλ,ω:V −→ R is called the Total Resistance of the network , with
respect to λ and ω.
Observe that Rλ,ω(x, x) = 0 for any x ∈ V , since the functional Jx,x attains its maximum value at
v = aω, where a = 0 when λ > 0 and a ∈ R, otherwise.
In the sequel we omit the expression with respect to λ and ω when it does not lead to confusion.
When λ = 0 we usually omit the subindex λ in the above expressions and when, in addition, ω = 1
we also omit the subindex ω. Therefore, R is nothing else than the standard effective resistance of
the network, whereas k is the Kirchhoff Index introduced in the context of organic chemistry, see for
instance [19] and whose study is the main theme in [10].
Proposition 4.2. If u, v ∈ C(V) are solutions of the Poisson equationsLq(u) = fxy andLq(v) = fx , respec-
tively, then
Rλ,ω(x, y) = 〈Lq(u),u〉 = u(x)
ω(x)
− u(y)
ω(y)
and rλ,ω(x) = 〈Lq(v), v〉 = v(x)
ω(x)
− 1
n
〈v,ω〉.
Therefore, rλ,ω is positive, whereas Rλ,ω is symmetric, non-negative and moreover Rλ,ω(x, y) = 0 iff x = y.
Proof. The ﬁrst claims are straightforward consequences of Proposition 3.1. On the other hand, given
u ∈ C(V) we get thatJx,y(u) = Jy,x(−u) and hence Rλ,ω(x, y) = Rλ,ω(y, x) for any x, y ∈ V . Moreover, we
know that Rλ,ω(x, x) = 0 for any x ∈ V and also that Rλ,ω(x, y) = 0 iff 〈Lq(u),u〉 = 0 for any solution
of the Poisson equationLq(u) = fxy. So, u = aω, where a = 0 if λ > 0, that in any case implies that
Lq(u) = 0 and hence fxy = 0 or equivalently x = y. The proof for the positiveness of rλ,ω follows by the
same arguments. 
The relation between the effective resistance, the total resistance and Poisson equations, leads us to
the following relations between the effective resistances and the Green operator for that is nothing
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other than a generalization of thewell-known characterization of the so-called Campbell–Youla inverse,
see [18]. Moreover we obtain the characterization of the effective resistance in terms of the trace of
the matrix identiﬁed with the Green operator, a well-known property in the standard setting, see for
instance [10,11]. In addition, we show that the effective resistance is a non-singular operator and we
give the formula for its inverse, that in the standard case can be found in [2].
Proposition 4.3. For any x ∈ V we get that rλ,ω(x) = Gλ,ω(x,x)ω2(x) . Moreover,
Rλ,ω =Prλ,ω ,1 +P1,rλ,ω − 2D−1ω ◦Gλ,ω ◦D−1ω ,
Gλ,ω = −1
2
Dω ◦
(
I− 1
n
P1,ω2
)
◦Rλ,ω ◦
(
I− 1
n
Pω2,1
)
◦Dω
and hence 1nk(λ,ω) =
∑
x∈V Gλ,ω(x, x) = 〈rλ,ω ,ω2〉 =Rλ,ω(ω2) − nrλ,ω. In addition,Rλ,ω is invertible and if
we take ν = ω(Lq − λPω)(ωrλ,ω) + 2nω2, then
R−1λ,ω = −
1
2
Dω ◦ (Lq − λPω) ◦Dω + 〈ν, ν〉〈Rλ,ω(ν), ν〉Pν .
Proof. If v = Gλ,ω(fx), thenLq(v) = fx and hence rλ,ω(x) = v(x)ω(x) − 1n 〈v,ω〉 = v(x)ω(x) , sincePω(v) = 0. The
ﬁrst claim follows taking into account that v = 1
ω
Gλ,ω(εx) = 1ω(x)Gλ,ω(·, x), sinceGλ,ω ◦Pω = 0 and the
obtained expression for rλ,ω implies that
∑
x∈V Gλ,ω(x, x) = 〈rλ,ω ,ω2〉.
On the other hand, given x, y ∈ R and u = Gλ,ω(fxy) thenLq(u) = fxy and hence Rλ,ω(x, y) = u(x)ω(x) −
u(y)
ω(y) . As u = Gλ,ω(εx)ω(x) − Gλ,ω(εy)ω(y) = Gλ,ω(·,εx)ω(x) − Gλ,ω(·,εy)ω(y) , we get
Rλ,ω(x, y) = rλ,ω(x) + rλ,ω(y) − 2Gλ,ω(x, y)
ω(x)ω(y)
,
where we have used that Gλ,ω is symmetric. From this equality we have that
Rλ,ω =Prλ,ω ,1 +P1,rλ,ω − 2D−1ω ◦Gλ,ω ◦D−1ω ,
which implies that Rλ,ω(ω2) = nrλ,ω + 〈rλ,ω ,ω2〉 − 2D−1ω (Gλ,ω(ω)) = nrλ,ω + 1n k(λ,ω), where we have
take newly into account thatGλ,ω(ω) = 0. Now this identity implies that
k(λ,ω) = 1
2
〈Rλ,ω(ω2),ω2〉 = n〈rλ,ω ,ω2〉 + k(λ,ω)
and hence that k(λ,ω) = n∑x∈V Gλ,ω(x, x). In addition, from the obtained expression for Rλ,ω we get
that Gλ,ω = 12Dω ◦ [Prλ,ω ,1 +P1,rλ,ω −Rλ,ω] ◦Dω which in turn is equivalent to the identity Gλ,ω =
− 1
2
Dω ◦
(
I− 1nP1,ω2
)
◦Rλ,ω ◦
(
I− 1nPω2,1
)
◦Dω .
If we consider the operator K = − 1
2
Dω ◦Rλ,ω ◦Dω and its kernel K , then K is self-adjoint
and K(x, x) = 0 for any x ∈ V , since Rλ,ω and Rλ,ω satisfy the same properties. In addition, from the
obtained expression for Rλ,ω , we get thatK = Gλ,ω +Pω,τ +Pτ ,ω , where τ = − 12ωrλ,ω and hence
that 〈K(u),u〉 > 0 for any u ∈ C(V) such that Pω(u) = 0. So, any matrix identiﬁed with K is a
zero-axial and conditionally positive definite, with respect to ω, matrix and hence an invertible ma-
trix by applying [3, Lemma 4.3.5]. This implies that Rλ,ω is a non-singular operator. Moreover, if
ν = ω(Lq − λPω)(ωrλ,ω) + 2nω2, then
−1
2
Dω ◦ (Lq − λPω) ◦Dω ◦Rλ,ω = −1
2
Pν,1 + 1
n
Pω2,1 +Dω ◦ (I−Pω) ◦D−1ω
= −1
2
Pν,1 +I,
since (Lq − λPω) ◦Gλ,ω =I−Pω and (Lq − λPω)(ω) = 0. On the other hand,
〈ν, 1〉 = 〈(Lq − λPω)(ωrλ,ω),ω〉 + 2
n
〈ω,ω〉 = 〈ωrλ,ω , (Lq − λPω)(ω)〉 + 2 = 2.
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Therefore, Pν,1(ν) = 2ν and hence − 12Dω ◦ (Lq − λPω) ◦Dω ◦Rλ,ω(ν) = − 12Pν,1(ν) + ν = 0. This
equality implies that ωRλ,ω(ν) = aω, that is, Rλ,ω(ν) = a · 1, where a /= 0 since ν /= 0 and Rλ,ω is
non-singular. Moreover, a = 1
2
〈Rλ,ω(ν), ν〉 and
−1
2
Pν,1 = − 1〈Rλ,ω(ν), ν〉Pν,Rλ,ω(ν) = −
〈ν, ν〉
〈Rλ,ω(ν), ν〉Pν ◦Rλ,ω.
Finally, we obtain that
−1
2
Dω ◦ (Lq − λPω) ◦Dω ◦Rλ,ω = − 〈ν, ν〉〈Rλ,ω(ν), ν〉Pν ◦Rλ,ω +I
and the last claim follows. 
Our next aim is to re-write the above identities in terms of the kernels associatedwith the involved
operators. In addition, by applying part (ii) of Proposition 3.7,we can also obtain a generalization of the
well-known expression of the Green function for the complement of a vertex in terms of the effective
resistances. As a by-product, we prove that the generalized effective resistance is a distance, see for
instance [19] for the standard case and [4,5] for the case λ = 0.
Corollary 4.4. For any x, y, z ∈ V the following identities hold:
Gλ,ω(x, y) = 1
2n
ω(x)ω(y)
∑
t∈V
(Rλ,ω(x, t) + Rλ,ω(y, t) − Rλ,ω(x, y))ω2(t)
− 1
n2
ω(x)ω(y)k(λ,ω),
Gzλ,ω(x, y) =
1
2
ω(x)ω(y)(Rλ,ω(x, z) + Rλ,ω(y, z) − Rλ,ω(x, y)).
In particular, Rλ,ω deﬁnes a distance on  and Rλ,ω(x, y) = Rλ,ω(x, z) + Rλ,ω(y, z) iff λ = 0 and z separates x
and y. In addition, |rλ,ω(x) − rλ,ω(y)| Rλ,ω(x, y) for any x, y ∈ V , with equality iff x = y and when λ > 0,
it is also veriﬁed Rλ,ω(x, y) < rλ,ω(x) + rλ,ω(y) + 2nλ .
Proof. From the above proposition we get that rλ,ω(x) = 1n
∑
t∈V Rλ,ω(x, t)ω2(t) − 1n2 k(λ,ω) and that
Gλ,ω(x, y) = 1
2
ω(x)ω(y)(rλ,ω(x) + rλ,ω(y) − Rλ,ω(x, y)),
which, taking into account that
∑
t∈V Rλ,ω(x, y)ω2(t) = nRλ,ω(x, y), implies the ﬁrst identity.
On the other hand, from the identityGzλ,ω = Gλ,ω + aPω +Pω,τ +Pτ ,ω , we deduce that
Rλ,ω(x, y) = Gλ,ω(x, x)
ω2(x)
+ Gλ,ω(y, y)
ω2(y)
− 2Gλ,ω(x, y)
ω(x)ω(y)
= G
z
λ,ω(x, x)
ω2(x)
+ G
z
λ,ω(y, y)
ω2(y)
− 2G
z
λ,ω(x, y)
ω(x)ω(y)
.
In particular, Gzλ,ω(x, x) = Rλ,ω(x, z)ω2(x), for any x ∈ V , since Gzλ,ω(x, z) = 0 and the second identity fol-
lows. The rest of the results follow straightforwardly from the inequalities in Proposition 3.7. 
Corollary 4.5. If Rλ,ω and Sω are the matrices identiﬁed with Rλ,ω , and 1nPω2,1 respectively, then it is
veriﬁed that
(Lω + λ(I − Pω))† = −1
2
Dω(I − S∗ω)Rλ,ω(I − Sω)Dω.
Moreover given z ∈ V if Jz denotes the matrix whose entries are null except those corresponding to the row
z that are equal to 1, thenGz is the matrix obtained from 1
2
D(JzRλ,ω + Rλ,ωJ∗z − Rλ,ω)D by deleting the row
and column corresponding to z.
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Inparticular,whenλ = 0andω = 1, thenDω = IandSω = 1nJandhence theabovecorollarybecomes
the well-known identity
L† = −1
2
[
R − 1
n
[JR + RJ] + 1
n2
JRJ
]
see [11, Theorem 7] and [12, Theorem 3.7]. A similar identity can be found in [1] in the context of
spherical Euclidean distance matrices.
The above results allow us to characterize when the Moore–Penrose inverse of Lω + λ(I − Pω) is
an M-matrix. Specifically, (Lω + λ(I − Pω))† is an M-matrix iff for any x /= y it is veriﬁed that rλ,ω(x) +
rλ,ω(y) Rλ,ω(x, y) or, in an equivalent manner, iff∑
z∈V
(Rλ,ω(x, z) + Rλ,ω(y, z))ω2(z) nRλ,ω(x, y) + 1
n
∑
t,z∈V
Rλ,ω(t, z)ω
2(t)ω2(z).
The above bound is tight since if we consider the complete graph, λ = 0 and ω = 1, then R(x, y) = 2n for
all x, y ∈ V and hence the equality happens. In this case, L = nI − J and L† = 1
n2
L. Moreover, when is
a weighted tree, λ = 0 and ω = 1, it sufﬁces to verify the above condition for adjacent vertices, as was
proved in [12]. In fact, in [13] it was proved that for n 5 this occurs iff  is a weighted star.
As a by-product of Proposition 4.4 we can obtain the expression of the effective resistance, R̂ωˆ , and
the total resistance, rˆωˆ , of the network λ,ω , with respect to ωˆ, in terms of Rλ,ω and rλ,ω the effective
resistance and the total resistance of , with respect to λ and ω. Of course, to do this we must make
use of part (iii) of Proposition 3.7.
Corollary 4.6. We get that rˆωˆ(xˆ) = nλ(n+1)2 and for any x, y ∈ V it is veriﬁed that
rˆωˆ(x) = rλ,ω(x) + 1
λn(n + 1)2 , R̂ωˆ(x, xˆ) = rλ,ω(x) +
1
λn
and R̂ωˆ(x, y) = Rλ,ω(x, y).
Moreover, the Kirchhoff Index of λ,ω with respect to ωˆ is k̂(ωˆ) = (n+1)n k(λ,ω) + 1λ .
Proof. Weknowthat rˆωˆ(y) = Ĝ(y,y)ωˆ2(y) , foranyy ∈ V ∪ {xˆ}. Therefore,byusing theexpression for Ĝobtained
in Proposition 3.7 we get the value for rˆωˆ(xˆ) and also that for any x ∈ V ,
rˆωˆ(x) = Gq(x, x)
ω2(x)
− n + 2
λ(n + 1)2 = rλ,ω(x) +
1
λn
− n + 2
λ(n + 1)2 = rλ,ω(x) +
1
λn(n + 1)2 .
On the other hand, Proposition 4.3 establishes that
R̂ωˆ(x, y) = Ĝ(x, x)
ωˆ2(x)
+ Ĝ(y, y)
ωˆ2(y)
− 2Ĝ(x, y)
ωˆ(x)ωˆ(y)
for any x, y ∈ V ∪ {xˆ},
which implies that
R̂ωˆ(x, xˆ) = Gλ,ω(x, x)
ω2(x)
− (n + 2)
λ(n + 1)2 +
n
λ(n + 1)2 +
2
λ(n + 1)2
= rλ,ω(x) + 1
nλ
for any x ∈ V
and also that
R̂ωˆ(x, y) = Gλ,ω(x, x)
ω2(x)
+ Gλ,ω(y, y)
ω2(y)
− 2Gλ,ω(x, y)
ω(x)ω(y)
= Rλ,ω(x, y) for any x, y ∈ V .
Finally, we know that k̂(ωˆ) = (n + 1)〈rˆωˆ , ωˆ2〉 and hence we get that
k̂(ωˆ) = (n + 1)rˆωˆ(xˆ) + (n + 1)〈rλ,ω ,ω2〉 + 1
λ(n + 1) =
(n + 1)
n
k(λ,ω) + 1
λ
. 
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Bearing inmind the above corollary, ourmain result appears now as a straightforward consequence
of Corollary 4.4 and Proposition 3.7.
Theorem 4.7. Given λ > 0, ω ∈ (V) and q = qω + λ, then for any x, y ∈ V it is veriﬁed that
Gq(x, y) = 1
2
ω(x)ω(y)(̂Rωˆ(x, xˆ) + R̂ωˆ(y, xˆ) − R̂ωˆ(x, y)).
Weend thepaperwith thematrix counterpart of themain results in this section. So,we characterize
the inverse of any irreducible symmetricM-matrix, singular or not, in terms of the effective resistances
of a suitable network, or equivalently, we prove that any irreducible symmetricM-matrix is a resistive
inverse.
Theorem 4.8. Let M be a singular irreducible and symmetric M-matrix of order n and consider M† = (gij)
its Moore-Penrose inverse. Then there exist a network = (V , c) with |V | = n and a weight ω ∈ (V) such
that M = Lω. Moreover, if Rij , i, j = 1, . . . ,n are the effective resistances of  with respect to ω, then
gij = −
ωiωj
2
⎛⎝Rij − 1n
n∑
k=1
(Rik + Rjk)ω2k +
1
n2
n∑
k,l=1
Rklω
2
kω
2
l
⎞⎠ .
Theorem 4.9. LetM be an irreducible Stieltjesmatrix of order n andM−1 = (gij) its inverse. Then there exist
a network = (V , c)with |V | = n, a value λ > 0 and aweightω ∈ (V) such thatM = Lω + λI.Moreover, if
we consider the host networkλ,ω = (V ∪ {xn+1}, cˆλ,ω) and R̂ij, i, j = 1, . . . ,n + 1 are the effective resistances
of λ,ω with respect to ωˆ, then
Lωˆ =
[
M −Mw
−w∗M w∗Mw
]
=
[
M −λw
−λw∗ nλ
]
,
where w ∈ Rn is the vector indentifed with ω, and
gij =
ωiωj
2
(̂Rin+1 + R̂jn+1 − R̂ij), for any i, j = 1, . . . ,n.
Since the values −cij , i /= j, are the off-diagonal entries of M, then M = Lω + λI is weakly diagonally
dominant iff
λ 1
ωi
n∑
j=1
cij(ωi − ωj), i = 1, . . . ,n
with strict inequality for at least one index. So, the above theoremgeneralizes themain result obtained
by Fiedler in [8]where the inverses ofweakly diagonal dominant Stieltjesmatriceswere characterized.
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