Abstract-This paper proposes a mutlipath interference canceller (MPIC) associated with orthogonal code-multiplexing that achieves much higher peak throughput than 2 mb/s with adaptive data modulation for high-speed packet transmission in the wideband direct sequence-code division multiple access (W-CDMA) forward link, and evaluates its throughput performance by computer simulation. The simulation results elucidate that sufficient multipath interference (MPI) suppression is achieved by a four-stage MPIC with 6-12 orthogonal code-multiplexing using one iterative channel estimation with pilot and decision feedback data symbols and further that the interference rejection weight control according to the number of observed multipaths is effective in improving the throughput. It is also demonstrated that MPIC exhibits a superior MPI suppression effect to a chip equalizer in the lower received signal energy per bit-to-background noise spectrum density ( 0 ) channel around 0-3 dB owing to the successive channel estimation at each stage. We show that the maximum peak throughput using MPIC is approximately 2.1 fold that without MPIC in a two-path and three-path Rayleigh fading channel and that the peak throughput of 8.0 mb/s is achieved using 64QAM data modulation in a two-path fading channel within a 5-MHz bandwidth. Furthermore, the required average 0 for satisfying the same throughput with MPIC is decreased by more than 2.0 dB. MPIC utilizes an efficient high-level data modulation scheme and is very effective in extending the coverage in which much higher throughput can be provided under multipath fading channels for high-speed packet transmission in the W-CDMA forward link.
I. INTRODUCTION
A FTER enthusiastic efforts for standardization in the Third-Generation Partnership Project (3GPP) and development of wideband direct sequence-code division multiple access (W-CDMA) [1] , [2] , commercial W-CDMA service has just been launched, in Japan, in May of last year. In the IMT-2000 [3] , the maximum information bit rates supported in vehicular, pedestrian, and indoor environments are 144, 384 kb/s, and 2 mb/s, respectively. We have already demonstrated, based on experiments, that high quality 2-mb/s transmission maintaining the average bit error rate (BER) of less than 10 is achieved in a 5-MHz bandwidth [4] . In The authors are with the Wireless Access Laboratory, NTT DoCoMo, Inc., Kanagawa-ken 239-8536, Japan (e-mail: higuchi@mlab.yrp.nttdocomo.co.jp).
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order to achieve efficient 2-mb/s data transmission, we applied three-orthogonal code multiplexing, each having the small spreading factor (SF) of four, Rake time diversity, two-branch antenna diversity reception, and convolutional coding. Thus, the equivalent SF was . In the present W-CDMA air interface, data modulation employs quadrature phase shift keying (QPSK). However, the amount of traffic in the forward link is expected to be much greater than that in the reverse link and significantly better throughput performance may certainly be required in the near future in establishing high-speed Internet access and broadcast services from information sites. In order to increase the maximum throughput of packet transmission in the forward link, efficient multilevel modulation can be applied at the sacrifice of a certain amount of system capacity similarly to high-data-rate (HDR) in IS-95 [5] . Recently, in the 3GPP, high-speed packet transmission technologies in W-CDMA forward link called high-speed down link packet access (HSDPA) [6] have been discussed in order to achieve a peak throughput much higher than 2 mb/s in the forward link using a 5-MHz bandwidth. HSDPA basically employs one common packet channel called a high-speed down link shared channel (HS-DSCH) to increase the peak throughput, and multiple users within a cell use the allocated time slot of HS-DSCH following the scheduling by a base station based on time-sharing, i.e., time-division multiplexing (TDM) [6] . In order to achieve high throughput, adaptive data modulation control with high-level modulation such as 16 quadrature amplitude modulation (QAM), channel-coding rate control based on radio link conditions (hereafter, link adaptation) [7] , and hybrid automatic repeat request (ARQ) with packet combining [8] , [9] are applied. Higher throughput is guaranteed according to the corresponding channel conditions, i.e., received signal power or signal-to-interference power ratio (SIR), by changing the data modulation level, channel coding rate, and possibly the SF.
In principle, by increasing the modulation level of the data modulation, the peak throughput can be increased. However, efficient amplitude/phase modulation such as 16QAM and 64QAM is ineffectual for lower SIR values. In an actual propagation channel, multipath (frequency-selective) fading appears in a 5-MHz bandwidth using the W-CDMA air interface. Although the multipath interference (MPI) of HS-DSCH is suppressed to on average, severe MPI degrades the SIR, and consequently the throughput performance since the equivalent SF must be nearly one to achieve throughput higher than 10 mb/s. Note that when multipath fading occurs even when the received signal power is sufficiently high, the throughput of a HS-DSCH is degraded not by the background noise, but by the MPI of its own HS-DSCH and of common pilot channel (CPICH). Thus, the area in which high-speed data services are provided using an equivalent low SF and high-level data modulation is very limited to the rare line-of-sight environment in the immediate vicinity of the base station. Therefore, the throughput performance of HS-DSCH is degraded due to severe MPI when efficient multilevel amplitude/phase modulation such as 16QAM and 64QAM is applied in a multipath fading channel because the required SIR is higher than that with QPSK modulation.
Therefore, we focus on MPI canceling technology for making full use of especially multilevel modulation in a multipath fading channel. In an interference canceller (IC) mainly aiming at the multiuser detection in the application to the reverse link, optimum [maximum-likelihood (ML)] detection was proposed in [10] . As is known well, although such optimum multiuser detection offers a significant capacity increase, its complexity is increased exponentially with the number of active users and the length of the sequence. Thus, numerous suboptimum IC algorithms were also proposed for the reverse link application (i.e., base station receiver). In suboptimum algorithms, a multistage interference canceller (MSIC) is suitable for practical implementation because interference suppression is achieved at a reasonable level of complexity. Furthermore, the parallel-type MSIC [11] , [12] is more practical than the serial-type due to its inherent advantage of a short processing delay because the despreading, estimation of the channel impulse response, Rake combining, and generation of interference replicas for all active users are simultaneously performed in parallel. Since in the parallel-type MSIC, the accuracy of the regenerated interference replica is not refined as that in the serial-type, a weighting method for the generated interference replica removed from the received signal was proposed in [11] and [12] in order to mitigate the impairment due to the channel estimation error and the data decision error. This paper proposes a multipath interference canceller (MPIC) associated with orthogonal code-multiplexing using orthogonal variable spreading factor (OVSF) channelization codes [13] and evaluates its throughput performance by computer simulation. The basic concept of the proposed MPIC is similar to the above parallel-type coherent MSIC [12] developed for the reverse link application in that recursive channel estimation at each stage based on the pilot symbols is used. However, the MPIC is obviously different from the parallel-type coherent MSIC for the multiuser channels in the reverse link in that the MPIC algorithm is well coordinated with the specific features in the forward link: CPICH is used and each path of the HS-DSCH which is completely synchronized with the CPICH at the chip-level experienced identical propagation channel conditions to those of the CPICH (and other code-multiplexed channels). The proposed MPIC improves the peak throughput further beyond 2 mb/s using adaptive data modulation according to the channel conditions in the W-CDMA forward link with a 5-MHz bandwidth. In the MPIC, the channel impulse response of each resolved path is estimated using CPICH and decision feedback data symbols within a packet, and MPI replicas of all paths are generated and subtracted from the received signal sequence. Furthermore, MPIC combined with orthogonal code multiplexing exhibits a significant complex effect: when data decision error occurs on a certain code channel in the former stage, this decision error can be recovered because the channel estimation and data decision are updated at each stage under improved SIR conditions. So far, several suboptimum algorithms were proposed for suppressing multiuser interference (MUI) for simultaneous users in the forward link [14] - [17] . These algorithms are also applied to suppress MPI in HSDPA. Thus, we qualitatively compare the proposed MPIC with these algorithms as listed in Table I . A very sophisticated linear chip equalizer employing zero-forcing (ZF) and minimum mean-squared error (MMSE) followed by code matched filter (MF) was proposed in [14] for the purpose of MUI suppression in the forward link. In [14] , the channel matrix with the size of (here , and are the number of data symbols, SF, and the number of chips corresponding to the maximum delay time for the Rake combining path, respectively) comprising the channel impulse response per chip must be estimated along with the received chip timing. Although the chip-level channel impulse response is estimated using pilot symbols in the common and/or dedicated pilot channels, the accuracy of the channel estimation directly affects the MPI suppression effect. Thus, it is intuitively understood that interference suppression of the chip equalizer is degraded compared with that of MPIC in the lower received signal energy per bit-to-background noise spectrum density ratio channel due to the large background noise (note that MPI replica is updated successively at each stage as shown in Section III), while almost the identical degree of interference suppression is gained in a higher channel. Furthermore, the receiver complexity needed for calculating the inverse matrix of the channel impulse response matrix (hereafter, this inverse matrix is referred to as channel equalization matrix) is increased especially when the maximum delay time of path becomes long. The linear ZF and MMSE receiver, which takes a similar approach as in [14] , were proposed in [15] . In [14] , block processing for calculating the channel equalization matrix was assumed under the condition that no data burst was transmitted before and after the target burst, meanwhile, the chip equalizer in [15] was assumed under the condition that multiple data channels also exist before and after the target burst. However, we consider that there is no significant difference between the algorithms in [14] and [15] assuming an appropriate truncated chip length for efficiently avoiding the influence of cross-correlation propagation over the past and succeeding data symbols.
Another algorithm of the chip equalizer employing the code information of other active users in addition to the channel matrix was proposed in [16] . Petre et al. reported that the proposed algorithm in [16] achieved exactly the same performance as that using the single user type chip equalizer proposed in [14] . Furthermore, the blind receiver based on the constrained minimum output energy (C-MOE) criterion was proposed for MUI suppression in the forward link [17] . It was reported in [17] that the required signal-to-background noise power ratio (SNR) in C-MOE was degraded by approximately 2.0 dB compared with that of the chip equalizer using the MMSE algorithm in [14] under full channel load conditions. Thus, taking into account that the pilot channel is effectively and effortlessly used for channel estimation in the HSDPA air interface, we concluded that no advantages are found in a blind approach.
In the paper, we investigate the MPI suppression of HS-DSCH and CPICH in its own cell. However, it is easily conjectured that by applying the MPIC to HS-DSCHs and CPICHs in other cells in addition to those in its own cell, the achievable throughput performance is further enhanced. From the viewpoint of further enhancing the interference suppression from other cells, the proposed MPIC has in principle no restrictions, i.e., only the processing complexity is increased nearly in proportion to the number of the paths to be removed. However, although the chip equalizer is applied to the MUI suppression from other cells, severe transmission timing control of the HS-DSCH of several target cells is required so that the maximum delay time within all the paths becomes within a reasonable value for the calculation of the channel equalization matrix. Furthermore, there is a restriction on the number of total paths to be suppressed assuming a given number of receiver antennas etc. In the rest of the paper, the transmitted signal representation is described in Section II and the configuration and operational principle of MPIC are explained in Section III. Then, after the computer simulation configurations are described in Section IV, the simulation results are discussed in Section V. Since the comparison between the proposed MPIC and the chip equalizer represented by the algorithm in [14] is very meaningful, we compare these two algorithms from the viewpoint of the achievable throughput and receiver complexity in Section V. Fig. 1 and Table II show the packet structure and the major parameters used in the simulation, respectively. The packet length was set to one slot length ( 0.667 ms). The original information data sequence was segmented into blocks of -bit data, where denotes the modulation factor of 2, 3, 4, or 6 for QPSK, 8PSK, 16QAM, or 64QAM, respectively. Each data block plus eight tail bits was convolutionally-coded with the rate of and the constraint length of 9 bits except for the evaluation in Fig. 8 . In Fig. 8 , we used the convolutional coding with coding rate of or and the other higher rate that is generated by puncturing the -rate code. Time interleaving was not employed because we did not expect to observe its effect due to the short packet length. After the coded bit sequence was serial-to-parallel converted into code channels, the data sequence of each code channel was data-modulated according to the corresponding data modulation. Thus, the number of coded data symbols on each code channel is . At the beginning of each slot, QPSK pilot symbols were time-multiplexed into only the first code channel. The symbol data sequence was spread by the combined spreading sequence of the OVSF channelization code with the spreading factor of and a scrambling code with the repetition period of 38 400 chips. The resultant chip rate is 3.84 Mcps. Let and be the narrowband modulated signal waveform and spreading signal waveform of the th code channel, respectively. These are represented as (1) (2) where and are the symbol duration and chip duration, respectively, and is the unit function such that for , and otherwise, . is the SF. Expression denotes the QPSK spreading modulation. By using the orthogonal channelization code, orthogonality among the multiplexed code channels is maintained. Let and be the amplitude and phase component of the narrowband data modulation represented in the following equations according to the data modulation scheme as QPSK modulation:
II. TRANSMITTED SIGNAL REPRESENTATION
64QAM modulation is expressed similarly to the 16QAM modulation. A code-multiplexed CPICH with for coherent channel estimation at a receiver is transmitted (thus, timemultiplexed pilot symbols associated with the first code channel is not used). Similarly, the narrowband modulated signal waveform,
, and spreading signal wave form, , of time-multiplexed CPICH are expressed as (11) (12) where is the amplitude of CPICH and is the symbol duration of the CPICH. Since orthogonal channelization codes are used for CPICH, orthogonality between each code channel of traffic channel is achieved.
III. MPIC

A. Configuration of MPIC
The transmitted signals propagate through a multipath-fading channel and are received at a receiver with two-branch antenna diversity reception including the proposed MPIC. Fig. 2 shows the structure of the MPIC. It comprises several channel estimation and interference replica generation units (CEIGUs) [12] , [18] , the number of which corresponds to the number of stages. In and after the second stage, the MPI replica estimated in the previous stage is removed from the received signal for the input signal of CEIGU. Let be the estimated received signal of the th path (hereafter called MPI replica) at the th stage on the th antenna . The received signal sequence is directly embedded in the first stage, and for the incoming signal sequence at the th stage in and after the second stage, the MPI replica of all code channels except for its own path generated in the previous stage, , are removed from the received signal sequence.
The structure of the CEIGU is illustrated in Fig. 3 . In each CEIGU, the input sample sequence of each antenna is despread by a MF into the resolved multipath components. The channel variation due to fading of each resolved path is estimated by using the common pilot symbols and decision feedback data symbols belonging to the same packet. Then, the phase variation of each path is compensated and coherently Rake-combined. The data sequence of the Rake combiner output is de-interleaved and soft-decision Viterbi decoded. The MPIC replica is generated using the decision data sequence, channel estimates, and received power of each path. In our scheme, since the channel estimation and data decision are updated at each stage, the accuracy of the MPI replica is improved from the resulting enhancement of channel estimation and decreasing data decision error. By combining MPIC with orthogonal code multiplexing, when the data decision error occurs on a certain code channel, this decision error can be corrected at the succeeding stage due to the improved SIR.
B. Operation of MPIC
The operational principle of the MPIC is described hereafter. The received signal at the th antenna is expressed as (13) where and are the complex-valued channel gain and the time delay of the th path at the th antenna. Term is the additive Gaussian noise component with one-sided spectrum density . The MF output (despread) data sequence of the CEIGU of the th symbol of the th slot associated with the th path of the th code channel at the first stage received at the th antenna is represented as (14) where denotes the complex conjugate, is the slot length and are the estimated time delay of the th path. Similarly, the MF output data sequence of CPICH is expressed as (15) The channel gain of the th slot at the first stage, , is first derived using a pilot channel as (16) where is the number of pilot symbols within one slot interval. In the coherent Rake combiner, the despread symbol sequence of the th slot of each resolved path is multiplied by the complex conjugate of the channel gain of the corresponding th slot and combined. Thus, the Rake-combined data sequence of the th symbols at the th slot of the th code channel is expressed as (17) When the tentative decision data symbol sequence after Rake combining is used, i.e., before channel decoding, transmitted data sequence is recovered from the hard decision values using . When the tentative decision data sequence after channel decoding is used (this loop is denoted as a dotted line in Fig. 3) , the branch metric of Rake-combined data sequence at the th code channel is calculated and after parallel-to-serial conversion, the Rake-combined data sequence is Viterbi decoded using an associated branch metric to recover the binary information data sequence [19] . This original information data sequence is convolutionally-coded and serial-to-parallel converted into code channels. Then, the coded data sequence of each code channel is data-mapped according to each data modulation scheme, resulting in data modulated sequence . By multiplying the complex conjugate of into the despread data sequence of the th path, , i.e., reverse data modulation, data demodulation of the despread data sequence of the th path is removed. Then, the channel gain of the th slot is again estimated using reverse-modulated data symbols and common pilot symbols. The tentative decision data sequence is updated using these improved channel estimates. Let and be the Rake combiner output data sequence and estimated channel gain used for Rake combining after -iteration channel estimation at the th stage. Then, the estimated channel gain after -iterations of this process, , is represented as (18) In (18), the first term denotes the channel estimates using pilot symbols and the second term is the channel estimates using reverse-modulated (decision-feedback) data symbols of -code channels within the th slot. Since decision feedback data symbols contain decision errors, we introduce here a weighting factor that controls the contribution of pilot symbols and decision feedback data symbols to the total channel estimates. In other words, the most accurate channel estimation is possible by using a small (large) value of when the number of errors of the decision data symbols is large (small). When , this means that the channel estimation uses only pilot symbols. We used the optimized value of in the simulation, indicating that the contribution of common pilot symbols and decision feedback data symbols is identical. In our scheme, by using decision feedback data symbols in addition to pilot symbols, the accuracy of the channel estimation is improved due to the increased averaging effect against MPI and background noise. Using the channel estimates, , and tentative decision data sequence, , the MPI replica signal associated with the th path at the th antenna can be obtained as (19) By subtracting the MPI replica signal from the received signal, the input signal of CEIGU of the th path in the second stage received at the th antenna is represented as (20) where is the real-valued interference rejection weight , which alleviates the impact of generation error of the MPI replica [12] . Similarly, the CEIGU input signal at the th stage in which the MPI replica generated in the previous stage is subtracted, is denoted as (21) At each stage, the channel gain is iteratively estimated using both pilot symbols and decision feedback data symbols, and the MPI replica is updated. Therefore, the accuracy of the MPI replica is improved. Finally, the transmitted data sequence, , is recovered by soft-decision Viterbi decoding the Rake combined output data sequence at the th stage.
IV. SIMULATION CONFIGURATION
The throughput performance of the proposed MPIC in a multipath-fading channel was evaluated by computer simulation with the major radio link parameters given in Table III . The transmission power of the CPICH was set to that of all coded data channels. The achievable information bit rate (throughput) with QPSK, 8PSK, 16QAM, and 64QAM becomes 2.81, 4.21, 5.62, and 8.42 mb/s, respectively, as shown in Table II , assuming no multipath and a sufficiently high received signal power.
As described in Section I, the adaptive data modulation and coding scheme and hybrid ARQ with packet combining are used in HSDPA. Members of our research group previously elucidated that the effect of fast transmission power control (TPC) for HS-DSCH is not obtained when the hybrid ARQ with packet combining is used [20] . This is qualitatively explained as follows. In the received region where the hybrid ARQ works satisfactorily, the achievable packet error rate (PER) becomes above approximately 0.1. In this channel, if the target transmission quality is kept at a constant downgraded value using fast TPC, the throughput cannot be increased due to the deteriorated PER, but the total amount of raised transmission power with fast TPC under fading variations becomes useless in realizing an increase in throughout. Meanwhile, such useless transmission power amplification is avoided without fast TPC. Therefore, TPC was not applied in the paper considering the future combination usage with hybrid ARQ. In the simulations, an -path channel model with equal average received power, in which each path suffered independent Rayleigh fading with the maximum Doppler frequency, , of 80 Hz was assumed. Fading correlation between antennas was assumed to be zero. Chip and packet frame synchronization were assumed to be ideally performed. In this paper, throughput (bit/s) is defined as (22) where is the total information bit rate, and are the total number of transmitted and correctly received packets, respectively.
V. SIMULATION RESULTS
A. Optimization of Key Parameters
The throughput performance as a function of the number of stages of MPIC is plotted in Fig. 4 with the data modulation of 64QAM. It was assumed that , that is and . The number of iterations of the iterative channel estimation at each stage was set to one. The average received per antenna was 10 or 20 dB, and was set to 2 or 3. The interference rejection weight, for or was 0.9 or 0.7, respectively. Moreover, the throughput performance using tentative decision data symbols after Rake combining, i.e., before channel decoding and after channel decoding is shown. Fig. 4 clearly shows as is increased, the throughput improves since the generated MPI replica becomes more accurate due to the improved channel estimation accuracy and decreased data decision error. However, the improvement of the throughput performance becomes smaller as is increased. It is evident from the figure that when is an odd number the throughput is smaller than that when is an even number, resulting in the saw-shaped throughput performance, especially when using the tentative decision data symbols after Rake combining. The reason for this is the phenomenon reported as the ping-pong effect [21] . The ping-pong effect is explained in the Appendix assuming a simplified channel model. To summarize, the amplitude of the MPI replica generated in the even stages is decreased compared with the real value due to the propagation of its own path component through crosscorrelation. Therefore, the throughput is degraded in the odd stages since the MPI replicas having a lower amplitude than the real value are subtracted. However, since the data decision error at the third stage is smaller than that at the first stage, the throughput at the fourth stage is improved more than that at the second stage because of the improved accuracy of the generated MPI replica. Consequently, the periodic MPI generation process causes the throughput performance to converge as the saw-shape in Fig. 4 . The reason why the ping-pong effect is not so prominent with the decision data symbols after channel decoding as with those after Rake combining is that since soft-decision Viterbi decoding is performed over the constraint length (9-bit duration), the influence of the crosscorrelation appearing at each symbol is randomized over the constraint length period (note that since a scrambling code was used, the crosscorrelation at each symbol is different). The improvement with decision data symbols after channel decoding compared with that with decision data symbols after Rake combining is small. This is because the channel coding do not work satisfactorily since the packet length is only one-slot interval ( ms). In addition, the SIR conditions after Rake combining are so low that the achievable BER are approximately 0.3 at the first stage with . From the results in Fig. 4 , we used a four-stage MPIC using the decision data symbols after Rake combining in the following evaluation.
Next, we investigated the effect of the interference rejection weight, , on the throughput performance. The average throughput performance as a function of is plotted in Fig. 5 with , and , when the average received is 15 or 20 dB with 16QAM or 64QAM data modulations, respectively. was set to 2, 3, or 4. The figure shows that when is sufficiently small, the throughput is degraded since the MPI replica is not sufficiently subtracted, and that when is large such as near 1.0, the throughput is degraded since the impact of the MPI generation error is large. It is also evident that the optimum that achieved the maximum throughput becomes smaller as increases because the channel estimation error and associated data decision error are increased, resulting in the increased error of the generated MPI replica. Therefore, by changing according to the observed , the throughput can be improved, note that average is easily provided from the generated power delay profile for selecting the paths of Rake combining. The influence of on the throughput performance using MPIC for 64QAM data modulation is larger than that for 16QAM due to the shorter Euclidean distance. Fig. 5 shows that the optimum value for 16QAM or 64QAM data modulation is or for , respectively.
The throughput performance as a function of is plotted in Fig. 6 with 64QAM data modulation for the average received of 10 or 20 dB, and for or . In the figure, denotes the case using only the CPICH for channel estimation. Fig. 6 showed that when the received signal power per path is low such as , the throughput can be improved by increasing from zerro to one. However, the improvement by increasing further beyond one is small because that tentative data decision error is relatively large due to the lower SIR condition.
The MPI replica is generated per code channel in 12-code multiplexing. Then, the generated MPI replicas of all code channels are removed from the received signal sequence and data decision is performed per code channel after Rake combining. Considering statistical properties, data decision error occurs in a small number of code channels within all code channels and thus the MPI is further removed stage by stage. Therefore, when the data decision error occurs in some code channel at a certain stage, the received data at the next stage may be correct due to the improved SIR. This statistical improving effect is considered to be larger as is increased. Note that for a single code channel case, if the data decision error occurs at the first stage, throughput using MPIC cannot be improved since the MPI replica using the wrong decided data is subtracted from the received data sequence (this works so that the SIR is decreased further). In order to investigate this effect, we measured the throughput performance as a function of as shown in Fig. 7 with 64QAM data modulation. It was assumed that the average received or dB and or . To realize the constant achievable information bit rate of 8.42 mb/s, we changed according to the value of . The throughput performance without MPIC is also shown for comparison. Clearly from Fig. 7 , constant throughput is obtained without MPIC irrespective of . Meanwhile, it is improved as is increased due to the statistical data decision recovered effect when the MPIC is applied. However, the improvement when is increased further is small. We also confirmed the same tendency for other data modulation schemes. Thus, taking into account the increasing complexity of the transceiver when is increased, it is appropriate to use the value of to . The throughput performance as a function of the coding rate of convolutional coding is shown in Fig. 8(a) and (b) assuming the two information bit rates of 5.62 and 8.42 mb/s, respectively. To assume the constant information bite rate irrespective of and four data modulation scheme, the number of code-multiplexing was changed as or for the information bit rate of 8.42 or 5.62 mb/s, respectively. The average received was set to 10 dB and it was assumed that and . The throughputs both with and without MPIC are plotted. Fig. 8 indicates that as decreases, the throughput performance increases. However, the achievable throughput is saturated when is decreased further. The figure shows that the coding rate achieving almost the maximum throughput with the MPIC for QPSK and 8PSK data modulation is approximately 0.8-0.9. Meanwhile, for the 16QAM and 64QAM modulation schemes, the optimum coding rate further decreases compared with the QPSK and 8PSK because these modulation schemes are very weak in increased MPI due to their short Euclidean distance. It is clear from Fig. 8 that the maximum peak throughput is achieved with 8PSK data modulation using the coding rate of 0.8 and 15 code-multiplexing at the average received dB, when the information bit rate of 8.42 mb/s is assumed.
B. Comparison of MPIC to Chip Equalizer
We compared the processing complexity of MPIC to that of the MF-based Rake receiver and that of the chip equalizer [14] based on a number of operations of complex-valued multiplications (hereafter simply multiplications). The number of multiplications needed for each constituent process of MPIC and that of the MF-based Rake receiver is listed in Table IV(a). In each stage except for the final stage, operations such as inverse-modulation required for decision-feedback channel estimation, multiplication of estimated channel gain to the decision data symbols, multiplication of the interference rejection weight, and the re-spreading for regenerating the MPI replica are added to the operations needed for the MF-based Rake receiver. Meanwhile, the process of the final stage is identical to that of the MF-based Rake receiver. Similarly, the number of multiplications of the chip equalizer is shown in Table IV(b). In Table IV (b), denotes a value such as . It is clear from the table that the calculation of the channel matrix comprising the chip-level channel estimates accounts for most of the processing in the chip equalizer. Finally, based on the number of multiplications listed in Tables IV(a) and (b), we calculated the total number of multiplications of MPIC with the number of stages as a parameter and those of the chip equalizer with the delay time of the maximum delayed path as a parameter in addition to that of the MF-based Rake receiver in Table V (note that the size, i.e., the complexity of the channel matrix in the chip equalizer becomes large as the maximum delay time of the accommodated Rake combining increases, while it does not affect the complexity of MPIC at all). In the table, we assumed that symbols, codes, and paths. The ratio of the relative complexity with that of the four-stage MPIC as a reference is also shown in parentheses. Table V indicates that the complexity of the four-stage MPIC is almost seven times that of the MF-based Rake receiver. In our rough estimation, this level of complexity required for the four-stage MPIC is almost the same as that required for the turbo decoder. Furthermore, although when the maximum delay time, , for the Rake combiner is 1 s, the complexity of the chip equalizer is nearly identical to that of the MPIC. It is increased by approximately 1.3 times that of MPIC when s. The throughput comparison between MPIC and the chip equalizer [14] of QPSK, 16QAM, and 64 QAM data modulation is shown in Fig. 9 as a function of the average received per antenna. It was assumed that and the delay time between two paths was 0.3 sec (one chip interval). Fig. 9 indicates that in QPSK (16QAM) data modulation, the achievable throughput of the chip equalizer when the average received is around 0 dB (3 dB) is slightly degraded compared with that of MPIC since the accuracy of the channel estimation is degraded due to the background noise, while precise channel estimation is possible through successively updated channel estimation stage-by-stage in MPIC even in such a low channel. On the other hand, we clearly found that when the average received is greater than approximately 7 dB in 64QAM data modulation, the maximum throughput of the chip equalizer is superior to that of MPIC.
Incidentally, in the radio link level evaluations by the 3GPP, the parameter called geometry is used in order to consider the influence of other-cell interference. Geometry is defined as , where and are the total received power spectrum density transmitted from the desired base station and the total received interference power spectrum density from other cells. Fig. 10 shows an example of cumulative distribution probability of geometry within a cell assuming the 6-sectored cell structure with 19-cell model. When we approximated the other-cell interference as additive white Gaussian noise (AWGN) (this approximation is valid when the number of paths and cells is large even in the forward link and is used by the 3GPP), the received is approximated as using the following relationship:
Thus, the received value of 7 dB in 64QAM data modulation corresponds to the approximately 11.0 dB. From Fig. 10 , it is clear that the location probability with the of approximately 11.0 dB within a cell is below 1%. This result indicates that although the chip equalizer is superior to MPIC when the received is above approximately 7 dB, the location probability where that situation occurs is very slight due to the impact of other-cell interference. Therefore, in order to derive the effect of the chip equalizer, i.e., to decrease interference from other-cell HS-DSCH, the chip equalizer must also suppress the MUI of HS-DSCH from other cells. However, the extension possibility of the chip equalizer for suppressing HS-DSCH from other cells in addition to that within its own cell is lower from the viewpoint of actual application because the complexity of calculating the channel equalization matrix amazingly increased beyond practical use or very rigid transmission timing control of HS-DSCHs from target cells is required. Meanwhile, MPIC is easily enhanced to suppress MUI of HS-DSCH from other cells in addition to that within its own cell at the sacrifice of increasing the receiver complexity within the applicable level for practical use.
C. Total Throughput Performance Using MPIC
The simulated throughput performance for each data modulation scheme is plotted in Fig. 11 as a function of the average received per antenna with as a parameter using the key parameters optimized in Section V-A. The throughput without MPIC is also plotted for comparison. From Fig. 11(a) , when QPSK data modulation is used, the throughput without MPIC is degraded due to severe MPI as increases. Although it is also degraded with MPIC when the average received is below 0 dB, the throughput with MPIC for the case with a larger improves beyond the case with when the average received per antenna is greater than 0 dB. This is explained as follows. When the received is small, a sufficient MPI suppression effect is not achieved since the accuracy of the generated MPI replica is not good due to the deteriorated channel estimation and increased data decision error. However, when the received is large, the MPI reduction effect becomes larger due to improved accuracy of the MPI replica generation, resulting in an increased throughput by the Rake time diversity effect for a larger .
Comparing Fig. 11(a)-(d) , as the modulation level increases, the throughput in a multipath channel without MPIC is significantly degraded because the Euclidean distance between symbols becomes shorter. Although this also degrades the accuracy of MPI generation due to data decision error, the throughput with MPIC is much better than that without MPIC. The identical tendency with 8PSK data modulation using MPIC is achieved as with QPSK data modulation. When 8PSK data modulation is used, the maximum throughput without MPIC for degrades to 65% with . Meanwhile by using MPIC, almost the same maximum throughput is achieved for both and . Without MPIC, the loss of the required received per antenna for the throughput of normalized by the maximum throughput of 4.21 mb/s for and compared with the case for is dB and dB, respectively. However by using MPIC, the loss becomes dB and dB for and , respectively. When 16QAM data modulation is used, as increases, the throughput performance with MPIC slightly decreases from that for compared with the case with 8PSK modulation. This is because the channel estimation error and data decision error are increased due to the shorter Euclidean distance compared with the QPSK and 8PSK cases. However, when or , the maximum peak throughput with MPIC is improved by approximately 1.7 or 3.2 times that without MPIC, respectively. Furthermore, when 64QAM data modulation is used, the throughput degrades more clearly as increases due to the decreasing Euclidean distance. The throughput with MPIC when or is increased approximately 4.5 or 12.8 times that without MPIC, respectively. As a result, the maximum peak throughput of 8.1 and 6.9 mb/s is achieved for and by using MPIC, respectively. When is as small as 2 or 3, by using MPIC, the 64QAM data modulation increases the maximum throughput compared with 16QAM data modulation.
Finally, the total throughput performance with the adaptive data modulation scheme employing four data modulations is plotted Fig. 12 with as a parameter. This is shown as a function of the received signal energy per chip-to-background noise spectrum density ratio , while so far we plotted the throughput as a function of the received . The reason for this is that we assumed a constant transmission power for the base station irrespective of the data modulation in Fig. 12 (note that for the constant transmission power, the received is changed according to the data modulation, while the received is constant regardless of the data modulation). The relationship between and is expressed using the data modulation level, , as (24)
In Fig. 12 , we adaptively change the data modulation based on the instantaneous received SIR of CPICH. We first generated tables of the achievable throughput performance as a function of the instantaneous received SIR for four data modulations and for each assuming an equal average received signal power. In the SIR calculation, signal power and the instantaneous interference plus background noise power, , associated with each slot were calculated as a coherently averaged value and as variance using common pilot symbols within one slot. The instantaneous value of was further averaged in square form over 3-slot lengths to decrease the variation in the measurement. Thus, the tables of the threshold SIR value for selecting the data modulation were generated for each . Using these tables, in the actual adaptive data modulation mode, we assumed that the number of the resolved paths were ideally detected at the receiver. Thus, from the instantaneous SIR value measured using the identical average interval as that in making the SIR tables, using a table of the SIR threshold for adaptive data modulation associated with each , the appropriate data modulation at each slot was adaptively selected. In the simulation, we assumed that control delay needed for adaptive data modulation was a 2-slot interval and that the control bits for selection of data modulation were ideally received in the reverse link without decoding errors. Fig. 12 shows that MPIC increases the maximum throughput by 2.1 fold for and . As a result, the peak throughput of approximately 8.0 mb/s is achieved by using 64QAM data modulation. Furthermore, the required received for satisfying the same throughput performance with MPIC is decreased by more than 2.0 dB compared with the case without MPIC and the increase of the required received for and from is suppressed within 3.0 dB with the throughput up to 5 mb/s. Therefore, we found that MPIC is essential technology for increasing the maximum (average) throughput by effectively utilizing 16 and 64 QAM data modulation in a multipath fading channel.
VI. CONCLUSION
This paper proposed a MPIC associated with orthogonal code-multiplexing using OVSF channelization codes. The proposed MPIC coupled with adaptive data modulation demonstrated a much higher throughput performance than the conventional MF-based Rake receiver especially for high-level data modulation in the W-CDMA forward link. The computer simulation results elucidated that sufficient MPI suppression is achieved by a four-stage MPIC with 6-12 orthogonal code-multiplexing using one iterative channel estimation with pilot and decision feedback data symbols and further that the interference rejection weight control according to the number of observed multipaths is effective in improving the throughput. It was also demonstrated that MPIC exhibits superior MPI suppression effect to chip equalizer in the lower channel around 0-3 dB owing to the successive channel estimation at each stage. We showed that the maximum peak throughput using MPIC is approximately 2.1-fold that without MPIC in a two-path and three-path Rayleigh fading channel and that the peak throughput of 8.0 mb/s is achieved using 64QAM data modulation in a two-path fading channel within a 5-MHz bandwidth. Furthermore, the required average for satisfying the same throughput with MPIC is decreased by more than 2.0 dB. MPIC utilizes an efficient high-level data modulation scheme and is very effective in extending the coverage in which much higher throughput can be provided under multipath fading channels for high-speed packet transmission in the W-CDMA forward link.
APPENDIX I
In this section, we briefly explain the ping-pong effect [21] . For simplicity of the explanation, we omit the sequence number and assume that one code channel is transmitted and received with two-path signals with the propagation delay time which is much shorter than the symbol duration at one antenna reception. The received signal, , is expressed as (a1) (a2) where , and are the channel gain of the th path, narrowband data modulation, and the spreading code corresponding to the th path. We ignore the background noise. In the first stage, the despread signals of the first and second paths are represented, respectively, as
where is the cross-correlation vector between and . Then, the output data at the Rake combiner assuming ideal channel estimation is expressed as (a5)
The proposed MPIC is a hard decision type, thus when channel variation due to fading was ideally estimated and no decision data error occurred, the crosscorrelation from other paths did not remain in the generated MPI replica. However, the crosscorrelation from other paths when appeared in the generated MPI replica due to the data decision error. Thus, the decision data in the statistical average sense becomes (a6) Therefore, the generated MPI replica associated with first and second paths is represented in a statistical average meaning, respectively, as (a7) (a8)
Using the MPI replica in (a8), the despread signal of first path at the second stage becomes (a9) Thus, the Rake-combined signal using the depread signal of first and second paths is derived as (a10)
The same as in (a6), the decision data in a statistical average sense becomes (a11) Therefore, the MPI replica of th path is calculated as (a12) where is the positive value proportional to the cross-correlation values. It is clear by comparing with that the amplitude of the MPI replica generated at the second stage for all multipath components is decreased compared with the real values. Thus, the effect of the MPI suppression at the third stage is degraded, resulting in a decreased achievable throughput. However, better throughput than that at the first stage is obtained since the MPI is removed from the received signal. In a similar manner, the MPI replica at the th stage and th stage ( is a natural number) is derived, respectively, as When (a13) When (a14)
Thus, clearly, the value in the parenthesis approaches 1.0.
