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CRITICAL SETS OF RANDOM SMOOTH FUNCTIONS ON PRODUCTS OF SPHERES
LIVIU I. NICOLAESCU
ABSTRACT. We prove a Chern-Lashof type formula computing the expected number of critical points
of smooth function on a smooth manifold M randomly chosen from a finite dimensional subspace
V ⊂ C∞(M) equipped with a Gaussian probability measure. We then use this formula to find the
asymptotics of the expected number of critical points of a random linear combination of a large number
eigenfunctions of the Laplacian on the round sphere, tori, or a products of two round spheres. In the
case M = S1 we show that the number of critical points of a trigonometric polynomial of degree ≤ ν
is a random variable Zν with expectation E(Zν) ∼ 2
√
0.6 ν and variance var(Zν) ∼ cν as ν →∞,
c ≈ 0.35.
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INTRODUCTION
Suppose that M is a compact, connected smooth manifold of dimension m. Given a finite dimen-
sional vector space V ⊂ C∞(M) of dimension N we would like to know the average (expected) size
of the critical set of a function v ∈ V . For the applications we have in mind N ≫ m. We will refer
to V as the sample space and we will denote by µ(v) the number of critical points of the function
v ∈ V .
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More explicitly, we fix a Euclidean inner product h on V and we denote by S(V ) the unit sphere
in V . We define expected number of critical points of a random function in V to be the quantity
µ(M,V , h) :=
1
area (S(V ) )
∫
S(V )
µ(v)|dSh(v)|
(A.4)
=
1
(2πσ2)
N
2
∫
V
e−
|v|2
2σ2 µ(v) |dVh(v)|, ∀σ > 0.
(µ0)
In other words, µ(M,V , h) is the expectation of the random variable ZV ,h
S(V ) ∋ v 7→ ZV ,h := µ(v), (Z)
where S(V ) is equipped with the probability measure determined by the suitably rescaled area density
determined by the metric h.
Let us observe that we can cast the above setup in the framework of Gaussian random fields, [1, 9].
Fix an orhonormal basis (Ψα)1≤α≤N of (V , h), and a Gaussian probability measure on V ,
γ =
1
(2π)
N
2
e−
|v|2
2 |dv|.
Then the functions ξα : V → R, v 7→ ξα(v) = (v,Ψα), are independent, normally distributed
random variables with mean 0 and variance 1, and the equality
v(x) =
∑
α
ξα(v)Ψα(x)
defines an R-valued centered Gaussian random field on M with covariance kernel
KV (x,y) =
∑
α
Ψα(x)Ψα(y), ∀x,y ∈M.
Thus, we are seeking the expectation of the number of critical points of a sample function of this
field. However, in this paper, most of the time, this point of view, will only stay in the background. A
notable exception is Theorem 6.1 whose proof relies in an essential way on results from the theory of
stationary gaussian processes.
It is possible that all the functions in V have infinite critical sets, in which case the integrals in
(µ0) are infinite. To avoid this problem we impose an ampleness condition on V . More precisely, we
require that for any point x ∈ M , and any covector ξ ∈ T ∗xM there exists a function v ∈ V whose
differential at x is ξ. As explained in [28, §1.2], this condition implies that almost all functions v ∈ V
are Morse functions and thus have finite critical sets.
The above ampleness condition can be given a different interpretation by introducing the evaluation
map
ev = evV :M → V ∨ := Hom(V ,R), x 7→ evx,
where for any x ∈M the linear map evx : V → R is given by
evx(v) = v(x), ∀v ∈ V .
The ampleness condition is equivalent with the requirement that the evaluation map be an immersion.
This places us in the setup considered by J. Milnor [24] and Chern-Lashof [9]. These authors
investigated immersions of a compact manifold M in an Euclidean space E, and they computed the
average number of critical points of the pullback to M of a random linear function on E. That is
precisely our problem with E = V ∨ since a function v ∈ V can be viewed canonically as a linear
function on V ∨.
The papers [9, 24] contain a philosophically satisfactory answer to our initial question. The ex-
pected number of critical points is, up to a universal factor, the integral over M of a certain scalar
CRITICAL SETS OF RANDOM SMOOTH FUNCTIONS ON PRODUCTS OF SPHERES 3
called the total curvature of the immersion and canonically determined by the second fundamental
form of the immersion.
Our interests are a bit more pedestrian since we are literally interested in estimating the expected
number of critical points when dimV → ∞. In our applications, unlike the situation analyzed in
[9, 24], the metric on M is not induced by a metric on V , but the other way around. We typically have
a natural Riemann metric on M and then we use it to induce a metric on V , namely, the restriction
of the L2-metric on C∞(M) defined by our Riemann metric on M . The first theoretical goal of this
paper is to rewrite the results in [9, 24] in a computationally friendlier form.
More precisely, we would like to describe a density |dµ| on M such that
µ(M,V , h) =
1
area (S(V ))
∫
M
|dµ| = 1
σN−1
∫
M
|dµ|,
where |dµ| captures the infinitesimal behavior of the family of functions V .
In Corollary 1.3 we describe such a density on M by relying on a standard trick in integral geom-
etry. Our approach is different from the probabilistic method used in the proof of the closely related
result, [8, Thm. 4.2], which is a higher dimensional version of a technique pioneered by M. Kac-and
S. Rice, [1, 21, 32].
It is easier to explain Corollary 1.3 if we fix a metric g on M . The density |dµ| can be written as
|dµ| = ρg|dVg|, for some smooth function ρg : M → [0,∞). For x ∈M , the number ρg(x) captures
the average infinitesimal behavior of the family V at x. Here is the explicit description of ρg(x)
Denote by Kx the subspace of V consisting of the functions that admit x as a critical point. Let
S(Kx) denote the unit sphere in Kx defined by the metric h on V . Any function v ∈ Kx has a
well-defined Hessian at x, Hessx(v), that can be identified via the metric g with a symmetric linear
operator
Hessx(v, g) = Hessx(v, g) : TxM → TxM.
We set
∆x(V ) :=
∫
S(Kx)
|detHessx(v)| |dS(v)| (A.4)= 2
Γ(N2 )
∫
Kx
|detHessx(v)|e−|v|2 |dv|, (∆)
where Γ denotes the Gamma function. The differential of the evaluation map at x is a linear map
A
†
x : TxM → V ∨, and we denote by Jg(A†x) its Jacobian, i.e., the norm of the induced linear map
ΛmA†x : ΛmTxM → ΛmV ∨. Then
ρg(x) =
∆x(V , g)
J(A†x)
,
and thus
µ(M,V , h) =
1
σN−1
∫
M
∆x(V )
Jg(A
†
x)
|dVg(x)|
= π−
m
2
∫
M
1
Jg(A
†
x)
(∫
Kx
|detHessx(v)| e
−|v|2
π
dimKx
2
|dVKx(v)|
)
|dVg(x)|
= (2π)−
m
2
∫
M
1
Jg(A
†
x)
∫
Kx
|detHessx(v)| e
− |v|2
2
(2π)
dimKx
2
|dVKx(v)|
 |dVg(x)|.
(µ1)
We want to emphasize that the density ρg|dVg| is independent of the metric g, but it does depend on
the metric h on V . In particular, the expectation µ(M,V , h) does depend on the choice of metric h.
For all the applications we have in mind, the metric h on V is obtained from a metric g on M in the
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fashion explained above. In this case we will use the notation µ(M,V , g). Remark 2.2 contains a
rather dramatic illustration of what happens when h is induced by a Sobolev metric other than L2.
We can simplify (µ1) even more. Define a new metric g˜ on M , the pullback via the evaluation map
ev :M → V of the metric on V . Tautologically,
Jg˜(A
†
x) = 1, ∀x ∈M.
We denote ∇˜ the Levi-Civita connection of g˜. For every v ∈ V and x ∈M we define the Hessian of
v at x with respect to the metric g˜ to be the symmetric bilinear form
H˜essx(v) : TxM × TxM → R,
H˜essx(v)(X,Y ) = (XY v)(x)− (∇˜XY v)(x), ∀X,Y ∈ TxM.
As explained in [1, §12.2.2], for every x ∈ M the random vectors v 7→ H˜essx(v) and v 7→ dv(x)
are independent. The term ∫
Kx
|detg˜H˜essx(v)| e
− |v|2
2
(2π)
dimKx
2
|dVKx(v)|
can be given a probabilistic interpretation: it is the conditional expectation of the random variable
V ∋ v 7→ |detg˜ H˜essx(v)| with respect to the conditional density determined by the condition
dv(x) = 0. From this point of view, (µ1) resembles the Metatheorem [1, Thm. 11.2.1]. Hence∫
Kx
|detHessx(v)| e
− |v|2
2
(2π)
dimKx
2
|dVKx(v)| =
∫
V
|detg˜H˜essx(v)| e
− |v|2
2
(2π)
dimV
2
|dv|,
and
µ(M,V , h) = (2π)−
dimM
2
∫
M
∫
V
|detg˜H˜essx(v)| e
− |v|2
2
(2π)
dimV
2
|dv|
 dVg˜(x). (µ2)
The equality (µ1) can be used in some instances to compute the variance of the number of critical
points of a random function in V . More precisely, to a sample space V ⊂ C∞(M) we associate a
sample space V ∆ ⊂ C∞(M ×M), the image of V via the diagonal injection
∆ : C∞(M)→ C∞(M ×M), v 7→ v∆, v∆(x,y) = v(x) + v(y), ∀v ∈ V , x,y ∈M.
We equip V ∆ with the metric h∆ so that the map ∆ : (V , h) → (V ∆, h∆) is an isometry. There
is a slight problem. The sample space V ∆ is never ample, no matter how large we choose V . More
precisely, the ampleness is always violated along the diagonal ∆M ⊂ M ×M . We denote by V ∆∗
the space of restrictions to M2∗ :M ×M \∆M of the functions in V ∆. Note that for any v ∈ V we
have
µ(v∆|M2∗ ) = µ(v)2 − µ(v).
If V ∆ is sufficiently large, the sample space V ∆∗ is ample and we deduce that
E
(
Z2V ,h − ZV ,h
)
= E
(
ZV ∆∗ ,h∆
)
, (M2)
whereE denotes the expectation of a random variable, andZ−,− are defined as in (Z). The quantity in
the lehft-hand side of (M2) is the so called second combinatorial momentum of the random variable
ZV ,h.
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We also want to point out that if we remove the absolute value from the integrand Hess(v) in (µ1),
then we obtain a Gauss-Bonnet type theorem
χ(M) =
1
(2π)
N
2
∫
M
1
Jg(A
†
x)
(∫
Kx
detHessx(v) e
− |v|2
2 |dv|
)
|dVg(x)|,
where χ(M) denotes the Euler characteristic of M .
Most of our applications involve sequences of subspaces V n ⊂ C∞(M) such that dimV n →∞,
and we investigate the asymptotic behavior of µ(M,V n, g) as n → ∞, where g is a metric on M .
One difficulty in applying (µ1) comes from the definition (∆) which involves integrals over spheres
of arbitrarily large dimensions. There is a simple way of dealing with this issue when V is 2-jet
ample, that is, for any x ∈M , and any 2-jet jx at x, there exists v ∈ V whose 2-jet at x is jx.
Denote SymMx , the space of selfadjoint linear operators (TxM,g) → (TxM,g). In this case, the
linear map Hess : Kx → SymMx is onto. The pushforward by Hessx of the Gaussian probability
measure γx on Kx
γx =
e−
|v|2
2
(2π)
dimKx
2
|dVKx(v)|,
is a (centered) Gaussian probability measure γ̂Vx on SymMx ; see [20, §16]. In particular, γ̂Vx is
uniquely determined by it covariance matrix. This is a symmetric, positive define linear operator
CVx : Sym
M
x → SymMx .
We can then rewrite (µ1) as
µ(M,V , h) = (2π)−
m
2
∫
M
1
Jg(A
†
x)
(∫
SymMx
| detH | |dγ̂Vx (H)|
)
|dVg(x)|. (γ)
This is very similar to the integral formula employed by Douglas-Shiffman-Zelditch, [13, 14], in their
investigation of critical sets of random holomorphic sections of (ample) holomorphic line bundles.
In concrete situations a more ad-hoc method may be more suitable. Suppose that for every x we
can find a subspace Lx ⊂ Kx of dimension ℓ(x), such that for any v ∈ Kx, v ⊥ Lx we have
Hessx(v) = 0. Noting that dimKx = dimV − dimM = N −m and dimL⊥x = N −m− ℓ(x)
we obtain ∫
Kx
e−|v|
2 |detHessx(v)| |dV (v)| =
(∫
L⊥x
e−|u|
2 |dV (u)|
)
×
×
(∫
Lx
e−|w|
2 |detHessx(w)| |dV (w)|
)
= π
N−m−ℓ(x)
2
(∫
Lx
|detHessx(w)| e−|w|2 |dV (w)|
)
︸ ︷︷ ︸
=:∆(Lx)
.
Using (σ) we can now rewrite (µ1) as
µ(M,V , h) = π−
m
2
∫
M
π−
ℓ(x)
2
∆(Lx)
Jg(A
†
x)
|dVg(x)|. (µ3)
Our first application of formula (µ3) is in the case M = Sd−1 and g is the round metric gd of
radius 1 on the (d− 1) sphere. The eigenvalues of the Laplacian ∆d on Sd−1 are
λn(d) = n(n+ d− 2), n = 0, 1, 2, . . . .
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For any nonnegative integer n, and any positive real number ν, we set
Yn,d := ker(∆d − λn(d)) V ν(d) :=
⊕
n≤ν
eYn,d.
In Theorem 2.1 and Corollary 5.2 we show that for any d ≥ 2 there exists a universal constant Kd > 0
such that
µ(Sd−1,V ν(d), gd) ∼ Kd dimV ν(d) ∼ 2Kd
(d− 1)!ν
d−1 as ν →∞. (A)
The proportionality constant Kd has an explicit description as an integral over the Gaussian ensemble
of real, symmetric (d− 1) × (d− 1)-matrices.
In Theorem 2.3 we concentrate on the space Yn,2 of spherical harmonics of degree n on the 2-
sphere and we show that as n→∞
µ(S2,Yn,2) ∼ 2√
3
n2. (B)
If we denote by ζn the expected number ζn of nodal domains of a random spherical harmonic of
degree n then, according to the recent work of Nazarov and Sodin, [26], there exists a positive constant
a such that
ζn ∼ an2 as n→∞.
The estimate (B) implies that a ≤ 1√
3
≈ 0.5773. The classical estimates of Pleijel, [31], and Peetre,
[29], imply that a ≤ 4
j20
≈ 0.6916, where j0 denotes the first positive zero of the Bessel function J0.
We next consider various spaces of trigonometric polynomials on an L-dimensional torus TL. To
a finite subset M ⊂ ZL we associate the space V (M) of trigonometric polynomials on TL spanned
by the “monomials”
cos(m1θ1 + · · ·+mLθL), sin(m1θ1 + · · ·+mLθL), (m1, . . . ,mL) ∈M,
and in Theorem 3.1 we give a formula for the expected number µ(M) of critical points of a trigono-
metric polynomial in V (M). We consider the special case when
M = MLν :=
{
(m1, . . . ,mL) ∈ ZL; |mi| ≤ ν, ∀i = 1, . . . , L
}
and in Theorem 3.2 we show that as ν →∞ we have
µ(MLν ) ∼
(π
6
)L
2 〈|detX|〉∞ × dimV (MLν ).
Above, 〈|detX|〉∞ denotes the expected value of the absolute value of random symmetric L × L
matrix, where the space SymL of such matrices is equipped with a certain gaussian probability
measure that we describe explicitly. In particular, when L = 1, we have
µ(M1ν) ∼
√
3
5
dimV (M1ν) = 2ν
√
3
5
, (E)
while for L = 2 we have
µ(M2ν) ∼ z2 dimV (M2ν).
The proportionality constant z2 can be given an explicit, albeit complicated description in terms of
elliptic functions. In particular,
z2 ≈ 0.4717....
In the case L = 1 we were able to prove a bit more. We denote by Zν the number of critical
points of a random trigonometric polynomial in M1ν . Then Zν is a random variable with expectation
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E(Zν) satisfying the asymptotic behavior (E). In Theorem 6.1 we prove that its variance satisfies
the asymptotic behavior
var(Zν) ∼ δ∞ν, (V )
where δ∞ is a positive constant (δ∞ ≈ 0.35) described explicitly by an integral formula, (6.1).
We also compute the average number of critical points of a real trigonometric polynomial in two
variables of the form{
a cos x+ b sinx+ c cos y + d sin y + p cos(x+ y) + q sin(x+ y)
}
.
This family of trigonometric polynomials was investigated by V.I. Arnold in [6] where he proves
that a typical polynomial of this form has at most 8 critical points. In Theorem 3.6 we prove that
the average number of critical points of a trigonometric polynomial in this family is 4π3 ≈ 4.188.
Note that the minimum number of critical points of Morse function on the 2-torus is 4, and the above
average is very close to this minimal number.
We then consider products of spheres Sd1−1 × Sd2−1 equipped with the product of the round
metrics gd1 × gd2 . In Theorems 4.4 and 5.6 we show that, for any d1, d2 ≥ 2, there exists a constant
Kd1,d2 > 0 such that, for any r ≥ 1, as ν →∞, we have
µ
(
Sd1−1 × Sd2−1,V νr(d1)⊗ V ν(d2)
) ∼ Kd1,d2(dimV νr(d1)⊗ V ν(d2) )̟(d1,d2,r), (C)
where
̟(d1, d2, r) =

1, (d1 − 2)(d2 − 2) = 0.
(d1−3)r+d2+1
(d1−1)r+d2−1 , (d1 − 2)(d2 − 2) 6= 0.
(̟)
Let us point out that for d1, d2 > 2, the function r 7→ ̟(d1, d2, r), r ≥ 1, is decreasing, nonnegative,
lim
r→∞̟(d1, d2, r) =
d1 − 3
d2 − 1 = κ(d1, d2) and ̟(d1, d2, r = 1) = 1.
In particular,
̟(d1, d2, r) < 1, ∀r > 1.
More surprisingly,
̟(d1, d2, r) = ̟(d2, d1, r) = 1 if (d1 − 2)(d2 − 2) = 0,
but this symmetry is lost if (d1 − 2)(d2 − 2) 6= 0.
We find the asymmetry displayed in (C) + (̟) very surprising and we would like to comment a
bit on this aspect.
Observe that the union of the increasing family of subspaces W ν,r = V νr(d1) ⊗ V ν(d2) is
dense in the Fre`chet topology of C∞(M), M = Sd1−1 × Sd2−1. The space C∞(M) carries a
natural stratification, where the various strata encode various types of degeneracies of the critical sets
of functions on M . The top strata are filled by (stable) Morse function. This stratification traces
stratifications on each of the subspaces W ν,r and, as ν → ∞, the combinatorics of the induced
stratification on W ν,r captures more and more of the combinatorics of the stratification of C∞(M).
The equality (C) shows that if r′ > r ≥ 1, the functions inW ν,r have, on average, relatively more
critical points than the functions in W ν,r′ . This suggest that the subspace (W ν,r) captures more of
the stratification of C∞(M) than W ν,r′ , and in this sense it is a more efficient approximation. The
best approximation would be when r = 1, i.e., when the two factors Sdi−1 participate in the process
as equal spectral partners. Note that this asymmetric behavior is not present when one of the factors
is S1.
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This heuristic discussion suggests the following concepts. Suppose that M is a compact, connected
Riemann manifold of dimension m. Define an approximation regime on M to be a sequence of finite
dimensional subspaces W • = (W ν)ν≥1 of C∞(M) such that
W 1 ⊂W 2 ⊂ · · ·
and their union is dense in the Fre`chet topology of C∞(M). For any Riemann metric g on M , we
define the upper/lower complexities of such a regime to be the quantities
κ∗(W •, g) := lim sup
ν→∞
log µ(M,W ν , g)
log dimW ν
, κ∗(W •, g) := lim inf
ν→∞
log µ(M,W ν , g)
log dimW ν
.
Intuitively, the approximation regimes with high upper complexity offer better approximations of
C∞(M). Finally, set
κ∗(M) := sup
W •,g
κ∗(W •, g), κ∗(M) := inf
W •,g
κ∗(W •, g).
The above results imply that
κ∗(Sd−1), κ∗(Sd1−1 × Sd2−1) ≥ 1, ∀d1, d2 ≥ 2,
κ∗(Sd1−1 × Sd2−1) ≤ d1 − 3
d2 − 1 , ∀d1, d2 ≥ 3.
In particular, this shows that for any d ≥ 3, we have
κ∗(S2 × Sd−1) = 0.
In Example 5.4 we1 construct an approximation regime (W n)n≥1on S1 such that
lim
n→∞
log µ(S1,W n)
log dimW n
=∞,
so that κ∗(S1) =∞.
Acknowledgements. I would like to thank Jesse Johnson for his careful proofreading of an earlier
version the manuscript.
NOTATIONS
(i) i := √−1.
(ii) We will denote by σn the “area” of the round n-dimensional sphere Sn of radius 1, and by
ωn the “volume” of the unit ball in Rn. These quantities are uniquely determined by the
equalities (see [27, Ex. 9.1.11])
σn−1 = nωn = 2
π
n
2
Γ(n2 )
, Γ
(
1
2
)
=
√
π, (σ)
where Γ is Euler’s Gamma function.
(iii) For any Euclidean space V , we denote by S(V ) the unit sphere in V centered at the origin
and by B(V ) the unit ball in V centered at the origin.
1The construction of the approximation regime in Example 5.4 was worked out during a very lively conversation with
my colleague Richard Hind who was confident of its existence.
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(iv) If V 0 and V 1 are two Euclidean spaces of dimensions n0, n1 < ∞ and A : V 0 → V 1 is
a linear map, then the Jacobian of A is the nonnegative scalar J(A) defined as the norm of
the linear map
ΛkA : ΛkV 0 → ΛkV 1, k := min(n0, n1).
More concretely, if n0 ≤ n1, and {e1, . . . ,en0} is an orthonormal basis of V 0, then
J(A) =
(
detG(A)
)1/2
, (J−)
where G(A) is the n0 × n0 Gramm matrix with entries
Gij =
(
Aei, Aej
)
V 1
.
If n1 ≥ n0 then
J(A) = J(A†) =
(
detG(A†)
)1/2
, (J+)
where A† denotes the adjoint (transpose) of A. Equivalently, if dVoli ∈ ΛniV ∗i denotes the
metric volume form on V 1, and dVolA denotes the metric volume form on kerA, then J(A)
is the positive number such that
dVol0 = ±dVolA ∧A∗dVol1. (J ′+)
(v) For any nonnegative integer d, we denote by [x]d the degree d polynomial
[x]d := x(x− 1) · · · (x− d+ 1),
and by Bd(x) the degree d Bernoulli polynomial defined by the generating series
tetx
et − 1 =
∑
d≥0
Bd(x)
td
d!
.
The d-th Bernoulli number is Bd := Bd(0), while the leading coefficient of Bd(x) is equal
to 1, and,
Bd+1(ν + 1)−Bd+1
d+ 1
=
ν∑
n=1
nd, ∀ν ∈ Z>0. (S)
More generally, for any smooth function f : (0,∞)→ R and any positive integers ν,m, we
have the Euler-Maclaurin summation formula, (see [3, Thm D.2.1] or [33, §7.21]),
ν−1∑
n=1
f(n) =
∫ ν
1
f(x)dx+
m∑
k=1
bk
k!
(
f (k−1)(ν)− f (k−1)(1)
)
+
(−1)m−1
m!
∫ ν
1
B¯m(x)f
(m)(x)dx, (EM )
where bk denotes the k-the Bernoulli number, bk := Bk(0), and B¯m denotes the associated
periodic function
B¯m(x) := Bm(x− ⌊x⌋), ∀x ∈ R.
We will use one simple consequence of the Euler-Maclaurin summation formula. Suppose
that f(x) is a rational function of the form
f(x) =
P0(x)
P1(x)
,
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where P0(x) and P1(x) are polynomials with leading coefficients 1 and of degrees d0 > d1.
We further assume that f has no poles at nonnegative integers. Then
ν∑
n=1
f(n) ∼ 1
d0 − d1 + 1ν
d0−d1+1 as ν →∞. (S∞)
1. AN ABSTRACT RESULT
Suppose that (M,g) is compact, connected Riemann manifold of dimension m. We denote by
|dVg| the induced volume density.
Let V ⊂ C∞(M) be a vector subspace of finite dimension N . We set V ∨ := Hom(V ,R), and
we fix a Euclidean metric h = (−,−) on V . We denote by S(V ) the unit sphere in V with respect
to this metric and by |dS| the area density on S(V ). The goal of this section is to give an integral
geometric description of the quantity
µ(M,V ) = µ(M,g,V , h) :=
1
area (S(V ) )
∫
S(V )
µM (v) |dS(v)|.
The significance of µ(M,V ) is clear: it is the expected number of critical points of a random function
v ∈ S(V ).
To formulate our main result we need to introduce some notation. We form the trivial vector bundle
V M := V ×M . Observe that the dual bundle V
∨
M = V
∨×M is equipped with a canonical section
ev : M → V ∨, M ∋ x 7→ evx ∈ V ∨, evx(v) = v(x), ∀v ∈ V .
Using the metric identification V ∨ → V we can regard ev as a map M → V . More explicitly, if
(Ψα)1≤α≤N is an orthonormal basis of V , then
evx =
∑
α
Ψα(x) ·Ψα ∈ V .
We have an adjunction morphism
A : V ×M → T ∗M, V ×M ∋ (v,x) 7→ Axv := dxv ∈ T ∗xM,
where dx denotes the differential of the function v at the point x ∈ M . We will assume that the
vector space V satisfies the ampleness condition
∀x ∈M the linear map V ∋ v Ax7−→ dxv ∈ T ∗xM is surjective. (1.1)
The assumption (1.1) is equivalent to the condition:
the evaluation map ev :M → V ∨ is an immersion. (1.2)
As explained in [28, §1.2], the condition (1.1) implies that for generic v ∈ V , the restriction of the
function v to K is a Morse function. We denote by µM (v) its number of critical points.
For every x ∈ M , we denote by Kx the kernel of the map Ax. The ampleness condition (1.1)
implies that Kx is a subspace of V of codimension m. Observe that the collection of spaces (Kx)x
is naturally organized as a codimension m-subbundle K → M of V M , namely the kernel bundle of
A.
Consider the dual bundle morphism A† : TM → V ∨ × M . Using the metric identification
V ∨ → V we can regard A† as a bundle morphism A† : TM → V M . Its range is K⊥, the
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orthogonal complement to the kernel of A. Note that if {Ψα}1≤α≤N is an orthonormal frame of V ,
x0 ∈M , and X ∈ Tx0M , then
A†x0X =
N∑
α=1
(
(X ·Ψα)(x0)
) ·Ψα ∈ V .
The trivial bundle V M is equipped with a trivial connection D. More precisely, we regard a section
of u of V M as a smooth map u : M → V . Then, for any vector field X on M , we define DXu as
the smooth function M → V obtained by derivating u along X. Note that A† = D ev.
We have an orthogonal direct sum decomposition V M =K⊥×K. For any section u of V M , we
denote by u⊥ the component of u along K⊥, and by u0 its component along K. The shape operator
of the subbundle K⊥ is the bundle morphism Ξ : TM ⊗K⊥ →K defined by the equality
Ξ(X,u) := (DXu)
0, ∀X ∈ C∞(TM), u ∈ C∞(K⊥).
For every x ∈M , we denote by Ξx the induced linear map Ξx : TxM ⊗K⊥x →Kx. If we denote
by Grm(V ) the Grassmannian of m-dimensional subspaces of V , then we have a Gauss map
M ∋ x G7−→ G(x) :=K⊥x ∈ Grm(V ).
For x ∈M , the shape operator Ξx can be viewed as a linear map
Ξx : TxM → Hom(K⊥x ,Kx) = TK⊥x Grm(V ),
and, as such, it can be identified with the differential of G at x, [27, §9.1.2]. Any v ∈Kx determines
a bilinear map
Ξx · v : TxM ⊗K⊥x → R, Ξx · v(e,u) = Ξx(e,u) · v,
where, for simplicity, we have denoted by · the inner product in V . By choosing orthonormal bases
(ei) in TxM and (uj) of Kx we can identify this bilinear form with an m×m-matrix. This matrix
depends on the choices of bases, but the absolute value of its determinant is independent of these
bases. It is thus an invariant of the pair (Ξx,v) that we will denote by |detΞx · v|.
Theorem 1.1.
µ(M,V ) =
1
σN−1
∫
M
(∫
S(Kx)
|detΞx · v| |dS(v)|
)
|dVg(x)|. (1.3)
Proof. We denote by Ex the intersection ofKx with the sphere S(V ) so that Ex is a geodesic sphere
in S(V ) of dimension (N −m− 1). Now consider the incidence set
EM :=
{
(x,v) ∈M × S(V ); Axv = 0
}
=
{
(x,v) ∈M × S(V ); v ∈ Ex
}
.
We have natural (left/right) smooth projections
M
λ←− EM ρ−→ S(V ).
The left projection λ : EM → M describes EM as the unit sphere bundle associated to the metric
vector bundle KM . In particular, this shows that EM is a compact, smooth manifold of dimension
(N − 1). For generic v ∈ S(V ) the fiber ρ−1(v) is finite and can be identified with the set of critical
points of v :M → R. We deduce
µ(M,V ) =
1
area (S(V ) )
∫
S(V )
#ρ−1(v) |dS(v)|. (1.4)
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Denote by gE the metric on EM induced by the metric on M × S(V ) and by |dVE | the induced
volume density. The area formula (see [16, §3.2] or [22, §5.1]) implies that∫
S(V )
#ρ−1(w)|dS(v)| =
∫
E
Jρ(x,v)|dVE(x,v)|, (1.5)
where the nonnegative function Jρ is the Jacobian of ρ defined by the equality
ρ∗|dS| = Jρ · |dVE |.
To compute the integral in the right-hand side of (1.5) we need a more explicit description of the
geometry of EM .
Fix a local orthonormal frame (e1, . . . ,em) of TM defined in a neighborhood N in M of a given
point x0 ∈M . We denote by (e1, . . . ,em) the dual co-frame of T ∗M . Set
f i(x) := A
†
xei(x) ∈ V , i = 1, . . . ,m, x ∈ N.
More explicitly, f i(x) is defined by the equality(
f i(x),v
)
V
= ∂eiv(x), ∀v ∈ V . (1.6)
Fix a neighborhood U ⊂ λ−1(N) in M × S(V ) of the point (x0,v0), and a local orthonormal frame
u1(x,v), . . . ,uN−1(x,v) over U of the bundle ρ∗TS(V ) → M × S(V ) such that the following
hold.
• The vectors u1(x,v), . . . ,um(x,v) are independent of the variable v and form an orthonor-
mal basis of K⊥x . (E.g., we can obtain such vectors from the vectors f1(x), . . . ,fm(x) via
the Gramm-Schmidt process.)
• For (x,v) ∈ U, the space TvEx is spanned by the vectors um+1(x,v), . . . ,uN−1(x,v).
The collection u1(x), . . . ,um(x) is a collection of smooth sections of V M over N. For any x ∈ N
and any e ∈ TxM , we obtain the vectors (functions).
Deu1(x), . . . ,Deum(x) ∈ V .
Observe that
EM ∩ U =
{
(x,v) ∈ U; Ui(x,v) = 0, ∀i = 1, . . . ,m
}
, (1.7)
where Ui is the function Ui : N× V → R given by
Ui(x,v) :=
(
ui(x),v
)
V
.
Thus, the tangent space of EM at (x,v) consists of tangent vectors x˙⊕ v˙ ∈ TxM ⊕ TvS(V ) such
that
dUi(x˙, v˙) = 0, ∀i = 1, . . . ,m.
We let ωU denote the m-form
ωU := dU1 ∧ · · · ∧ dUm ∈ Ωm(U),
and we denote by ‖ωU‖ its norm with respect to the product metric on M × S(V ). Denote by |d̂V |
the volume density on M × S(V ) induced by the product metric. The equality (1.7) implies that
|d̂V | = 1‖ωU‖ |ωU ∧ dVE | .
Hence
Jρ|d̂V | = 1‖ωU‖|ωU ∧ ρ
∗dS|.
We deduce
Jρ(x0,v0) = Jρ(x0,v0)|d̂V |(e1, . . . ,em,u1, . . . ,uN−1)
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=
1
‖ωU‖|ωU ∧ ρ
∗dS|(e1, . . . ,em,u1, . . . ,uN−1) = 1‖ωU‖
∣∣ωU(e1, . . . ,em )∣∣(x0,v0)︸ ︷︷ ︸
=:∆U (x0,v0)
.
Hence, ∫
S(V )
#ρ−1(w)|dS(v)| =
∫
E
∆U
‖ωU‖ |dVE(x,v)|. (1.8)
Lemma 1.2. We have the equality Jλ = 1‖ωU‖ , where Jλ denotes the Jacobian of the projection
λ : EM →M .
Proof. Along U we have
|d̂V | = 1‖ωU‖ |ωU ∧ dVE |
while (J ′+) implies that
|dVE | = 1
Jλ
|dVg ∧ dSEx |.
Therefore, suffices to show that along U we have
|d̂V | = |ωU ∧ dVg ∧ dSEx |,
i.e.,
|ωU ∧ dVg ∧ dSEx(e1, . . . ,em,u1, . . . ,uN−1) | = 1.
Since dUi(uk) = 0, ∀k ≥ m+ 1 we deduce that
|ωU ∧ dVg ∧ dSEx(e1, . . . ,em,u1, . . . ,uN−1) | = |ωU (u1, . . . ,um)|.
Thus, it suffices to show that
|ωU (u1, . . . ,um)| = 1.
This follows from the elementary identities
dUi(uj) = (ui,uj)V = δij , ∀1 ≤ i, j ≤ m,
where δij is the Kronecker symbol. ⊓⊔
Using Lemma 1.2 in (1.8) and the co-area formula we deduce∫
S(V )
#ρ−1(w)|dS(v)| =
∫
M
(∫
Ex
∆U (x,v) |dSEx(v)|
)
︸ ︷︷ ︸
=:J(x)
|dVg(x)|. (1.9)
Observe that at a point (x,v) ∈ λ−1(N) ⊂ EM we have
dUi(ej) =
(
Dejui(x),v
)
V
.
We can rewrite this in terms of the shape operator Ξx : TxM ⊗K⊥x →Kx. More precisely,
dUi(ej) = (Ξx(ej,ui),v)V .
Hence,
∆U (x,v) = |detΞx · v | ,
We conclude that∫
S(V )
#ρ−1(v)|dS(v)| =
∫
M
(∫
Ex
|detΞx · v| |dSEx(v)|
)
|dVM (x)|.
This proves (1.3) ⊓⊔
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The story is not yet over. We want to rewrite the right-hand side of (1.3) in a more computationally
friendly form, preferably in terms of differential-integral invariants of the evaluation map. The starting
point is the observation that the left-hand side of (1.3) is plainly independent of the metric g on M .
This raises the hope that if we judiciously choose the metric on M we can obtain a more manageable
expression for µ(M,V ). One choice presents itself. Namely, we choose the metric g¯ on M uniquely
determined by requiring that the bundle morphism
A† : (TM, g¯)→ V ×M
is an isometric embedding. Equivalently, g¯ is the pullback to M of the metric on V via the immersion
ev :M → V ∨ ∼= V . More concretely, for any x ∈M and any X,Y ∈ TxM , we have
g¯x(X,Y ) =
(
A†xX,A
†
xY
)
V
.
With this choice of metric, Theorem 1.1 is precisely the main theorem of Chern and Lashof, [9].
Fix x ∈M and a g¯-orthonormal frame(ei)1≤i≤m of TM defined in a neighborhood N of x. Then
the collection uj = A†ej , 1 ≤ j, is a local orthonormal frame of K⊥ on N. The shape operator has
the simple description
Ξx(ei,uj) =
(
DeiA
†ej
)0
.
Fix an orthonormal basis (Ψα)1≤α≤N of V so that every v ∈ V has a decomposition
v =
∑
α
vαΨα, vα ∈ R.
Then, for any y ∈ N, we have
A†ej(y) =
∑
α
(∂ejΨα)yΨα, DeiA
†ej(y) =
∑
α
(∂2eiejΨα)yΨα,
and (
(DeiA
†ej)y,v
)
V
=
∑
α
vα(∂
2
eiej
Ψα)y = ∂
2
eiej
v(y).
If v ∈Kx, then the Hessian of v at x is a well-defined, symmetric bilinear form Hessx(v) : TxM ×
TxM → R, i.e., an element of T ∗xM ⊗ T ∗xM . Using the metric g¯ we can identify it with a linear
operator
Hessx(v, g¯) : TxM → TxM.
If we fix a g¯-orthonormal frame (ei) of TxM , then the operator Hessx(v, g¯) is described by the
symmetric m×m matrix with entries ∂2eiejv(x). We deduce that
|detΞx · v| = |detHessx(v, g¯) | , ∀v ∈ Ex.
In particular, we deduce that
µ(M,V ) =
1
σN−1
∫
M
(∫
Ex
|detHessx(v, g¯)| |dSx(v)
)
|dVg¯(x)|. (1.10)
Finally, we want to express (1.10) entirely in terms of the adjunction map A. For any x ∈M and any
v ∈Kx, we define the density
ρx,v : Λ
mTxM → R,
ρx,v(X1 ∧ · · · ∧Xm) =
∣∣∣det( ∂2XiXjv(x) )1≤i,j≤m ∣∣∣ · (det( (A†Xi,A†Xj)V )1≤i,j≤m )−1/2
=
∣∣∣ det(Hessx(v)(Xi,Xj) )1≤i,j≤m ∣∣∣ · ( det( g¯(Xi,Xj) )1≤i,j≤m )−1/2.
Observe that for any g¯-orthonormal frame of TxM we have
ρx,v(e1 ∧ · · · ∧ em) = |detHessx(v, g¯) |.
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If we integrate ρx,v over v ∈ S(Kx), we obtain a density
|dµV (x)| : ΛmTxM → R,
|dµV (x)|(X1 ∧ · · · ∧Xm) =
∫
S(Kx)
ρx,v(X1 ∧ · · · ∧Xm) |dSh(v)|, ∀X1, . . . ,Xm ∈ TxM.
Clearly |dµ(x,V )| varies smoothly with x, and thus it defines a density |dµV (−)| on M . We want
to emphasize that this density depends on the metric on V but it is independent on any metric on M .
We will refer to it as the density of V .
If we fix a different metric g on M , then we can express |dµV (−)| as a product
|dµV (x)| = ρg(x) · |dVg(x)|,
where ρg = ρg,V :M → R is a smooth nonnegative function.
To find a more useful description of ρg, we choose local coordinates (x1, . . . , xm) near x such that
(∂xi) is a g-orthonormal basis of TxM . Then
ρx,v(∂x1 ∧ · · · ∧ ∂xm) =
∣∣∣det( ∂2xixjv(x) )1≤i,j≤m ∣∣∣ · ( det( (A†∂xi ,A†∂xj )V )1≤i,j≤m )−1/2.
Observe that the matrix ( ∂2xixjv(x)
)
1≤i,j≤m describes the Hessian operator
Hessx(v, g) : TxM → TxM
induced by the Hessian of v at x and the metric g.
The scalar
(
det
(
(A†∂xi ,A
†∂xj )V
)
1≤i,j≤m
)1/2 is precisely the Jacobian of the dual adjunction
map A†x : TxM → V defined in terms of the metric g on TxM and the metric on V . We denote it
by J(A†x, g). We set
∆x(V , g) :=
∫
S(Kx)
|detHessx(v, g)| |dSx(v)|.
Since
|dVg(x)|(∂x1 ∧ · · · ∧ ∂xm) = 1,
we deduce
ρg,V (x) = ∆x(V , g) · J(A†x, g)−1. (1.11)
We have thus proved the following result.
Corollary 1.3. Suppose (M,g) is a compact, connected Riemann manifold and V ⊂ C∞(M) is a
vector subspace of dimension N . Fix an Euclidean inner product h on V with norm | − |h. Then
µ(M,g,V , h) =
1
area (S(V ) )
∫
|v|h=1
#{dv = 0} |dSh(v)|
=
1
σN−1
∫
M
∆x(V , g)
J(A†x, g, h)
|dVg(x)|,
(1.12)
where |dSh| denotes the area density on the unit sphere {|v|h = 1}, and J(A†x, g, h) denotes the
Jacobian of the dual adjunction map A†x : TxM → V computed in terms of the metrics g on TxM
and h on V . ⊓⊔
We will refer to the quantity µ(M,g,V , h) as the expectation of the quadruple (M,g,V , h).
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Remark 1.4. Let us observe that we have proved a little bit more. To every Morse function v ∈ V
we associate the measure
µv =
∑
dv(x)=0
δx,
where δx Denotes the Dirac measure concentrated at x. For every continuous function f : M → R
we set
µv(f) :=
∫
M
fdµv =
∑
dv(x)=0
f(x),
and we denote by E(µv(f) ) the expection of the random variable S(V ) ∋ v 7→ µv(f),
E(µv(f) ) :=
1
area (S(V )
∫
S(V )
µv)(f) |dS(v)|.
Arguing exactly as in the proof of Corollary 1.3 we deduce that, for any Riemann metric g on M we
have
E(µv(f) ) =
1
σN−1
∫
M
∆x(V , g)
J(A†x, g, h)
f(x)|dVg(x)|. (1.13)
The resulting density on M
1
π
N−m
2 J(A†x, g, h)
(∫
Kx
e−|u|
2 |detHessx(u)| |dVKx(u)
)
|dVg(x)|
is called the expected density of critical points of a function in V . As explained in the introduction, if
V is 2-jet ample, then the above Gaussian integral overKx can be reduced to a Gaussian integral over
Sym(TxM). In this case, the resulting formula is a special case of [8, Thm.4.2] that was obtained
by a different approach, more probabilistic in nature. ⊓⊔
Remark 1.5 (A Gauss-Bonnet type formula). With a little care, the above arguments lead to a Gauss-
Bonnet type theorem. More precisely, if we assume that M is oriented, then, under appropriate
orientation conventions, the Morse inequalities imply that the degree of the map ρ : EM → S(V ) is
equal to the Euler characteristic of M . If instead of working with densities, we work with forms, then
we conclude that
χ(M) =
1
σN−1
∫
M
χx(V , g)
J(A†x, g, h)
dVg(x),
where
χx(V , g) :=
∫
S(Kx)
detHessx(v, g) dSx(v).
When M is a submanifold of the Euclidean space V , and we identify V with V ∨ ⊂ C∞(V ), then
the above argument yields the Gauss-Bonnet theorem for submanifolds of a Euclidean space. ⊓⊔
We say that a quadruple (M,g,V , h) as in Corollary 1.3 is homogeneous with respect to a compact
Lie group G if the following hold.
• The group G acts transitively and isometrically on M .
• For any function v ∈ V , and any g ∈ G, the pullback g∗v is also a function in V .
• The metric h is invariant with respect to the induced right action of G on V by pullback.
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For homogeneous quadruples formula (1.12) simplifies considerably because in this case the func-
tion ρg,V is constant. We deduce that in this case we have
µ(M,g,V , h) =
∆x0(V , g)
σN−1J(A
†
x0 , g, h)
· volg(M), (1.14)
where x0 is an arbitrary point in M .
Let us observe that to any triple (M,g,V ), V ⊂ C∞(M), we can associate in a canonical fashion
a quadruple (M,g,V , hg), where hg is the inner product on V induced by the L2(M, |dVg|) inner
product on C∞(M). The expectation of such a triple is, by definition, the expectation of the associ-
ated quadruple. We will denote it by µ(M,g,V ). We say that a triple (M,g,V ) is homogeneous if
the associated quadruple is so.
2. RANDOM POLYNOMIALS ON SPHERES
As is well known, the spectrum of the Laplacian on the unit sphere (Sd−1, gd) ⊂ Rd is{
λn(d) = n(n+ d− 2); n ≥ 0}.
We denote by Yn,d the eigenspace corresponding to the eigenvalue λ(d). As indicated in Appendix
B, the space Yn,d has dimension
M(n, d) =
2n + d− 2
n+ d− 2
(
n+ d− 2
d− 2
)
∼ 2 n
d−2
(d− 2)! as n→∞,
and can be explicitly described as the space of restrictions to Sd−1 of harmonic homogeneous poly-
nomials of degree n on Rd. For any positive integer ν, we set
V ν = V ν(d) :=
ν⊕
n=0
Yn,d.
The space V ν(d) can be identified with the space of restrictions to Sd−1 of polynomials of degree
≤ ν in d variables. Note that
Nν := dimV ν(d) ∼ 2ν
d−1
(d− 1)! as ν →∞. (2.1)
The resulting triple (Sd−1, gd,V ν) is homogeneous, and we denote by µ(Sd−1,V ν) its expectation.
The goal of this section is to describe the asymptotics of µ(Sd−1,V ν(d)) as ν → ∞ in the case
d ≥ 3. The simpler case d = 2 will be analyzed separately in Corollary 5.2.
Theorem 2.1. For any d ≥ 3 there exists a positive constant K = Kd that depends only on d such
that
µ(Sd−1,V ν(d)) ∼ Kd dimV ν(d) as ν →∞. (2.2)
In particular,
log µ(Sd−1,V ν(d)) ∼ log dimV ν(d) as ν →∞.
Proof. For simplicity, we will write V ν instead of V ν(d). We will rely on some classical facts about
spherical harmonics surveyed in Appendix B. For any integer d ≥ 2, we denote by Bn,d the canonical
orthonormal basis of Yn,d constructed by the inductive process outlined in Appendix B and described
in more detail below.
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According to Corollary 1.3, it suffices to describe the density of V ν at the North Pole p0 =
(0, 0, . . . , 0, 1) ∈ Sd−1. Denote by Kν(p0) the subspace of V ν consisting of functions for which p0
is a critical point. Note that
dimKν(p0) = dimV ν − dimSd−1 = Nν − (d− 1).
Near p0 we use x′ = (x1, . . . , xd−1) as local coordinates so that
xd =
√
(1− |x′|2 = 1− 1
2
|x′|2 + higher order terms. (2.3)
Note that, at p0, the tangent vectors ∂x1 , . . . , ∂xd−1 form an orthonormal frame of Tp0Sd−1.
For any function f ∈ C∞(Sd−1), we denote by Hess(f) the Hessian of f at p0, i.e., the (d− 1)×
(d− 1) symmetric matrix with entries
Hess(f)ij = ∂
2
xixjf(p0), 1 ≤ i, j ≤ d− 1.
We set
Bj,d :=
{
1, . . . ,M(j, d − 1)},
and we parametrize the basis Bj,d−1 as
Bj,d−1 =
{
Yj,β; β ∈ Bj,d
}
,
where Yj,β is a homogeneous harmonic polynomial of degree j in the variables x′ = (x1, . . . , xd−1).
For any integers j, n, 0 ≤ j ≤ n, and any β ∈ Bj,d, we define Zn,j,β ∈ C∞(Sd−1) by
Zn,j,β(x) := Cn,j,dP
(j)
n,d(xd)Yj,β(x
′), ∀x ∈ Sd−1, (2.4)
where P (j)n,d denotes the j-th order derivative of the Legendre polynomial Pn,d defined by (B.2), while
the universal constant Cn,j,d is described in (B.4). Then, for fixed n, the collection of functions{
Zn,j,β ∈ C∞(Sd−1); 0 ≤ j ≤ n, β ∈ Bj,d
}
is the orthonormal basis Bn,d. Any v ∈ V ν admits a decomposition
v =
ν∑
n=0
n∑
j=0
∑
β∈Bj,d
vn,j,βZn,j,β, vn,j,β ∈ R,
so that
Hess(v) =
ν∑
n=0
n∑
j=0
∑
β∈Bj,d
vn,j,β Hess
(
Zn,j,β
)
.
From the description (2.4) we deduce that
Hess(Zn,j,β) = 0, ∀j ≥ 3. (2.5)
Next, we observe that when j = 0 we have M(0, d − 1) = 1 and B0,d−1 consists of the constant
function σ−1/2d−2 . We deduce
B0,d−1 = {σ−1/2d−2 }, Bj,d = {1},
Hess(Zn,0,1) = Cn,0,dσ
−1/2
d−2 Hess
(
Pn,d(xd)
)
.
Using the equalities
Pn,d(t) = Pn,d(1) + P
′
n,d(1)(t− 1) + higher order terms,
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we deduce
Pn,d(xd) = Pn,d(1) + P
′
n,d(1)(zd − 1) + higher order terms
(2.3)
= Pn(1)−
P ′n,d(1)
2
|x′|2 + higher order terms
(B.3)
= 1− 1
4
(n+ 1)
(
n+
d− 3
2
)
|x′|2 + higher order terms.
This shows that
Hess
(
Pn,d(xd)
)
= −1
2
(n+ 1)
(
n+
d− 3
2
)
1d−1, (2.6)
where 1d−1 denotes the identity (d− 1)× (d− 1)-matrix. Hence
Zn,0,d ∈Kν(p0), (2.7)
Hess
(
Zn,0,1
)
= −1
2
σ
−1/2
d−2 Cn,0,d(n+ 1)
(
n+
d− 3
2
)
1d−1. (2.8)
Similarly
P ′n,d(xd) = P
′
n,d(1)−
1
2
P
(2)
n,d(1)|x′|2 + higher order terms,
which implies that
Hess(Zn,1,β) = 0, ∀n, β ∈ B1 = {1, . . . , d− 1}. (2.9)
For any β ∈ B2,d, we denote by Hβ the Hessian of Yβ(x′) at x′ = 0 ∈ Rd−1. We deduce that
Zn,2,β ∈Kν(p0), (2.10)
Hess
(
Zn,2,β) = Cn,2,dP
(2)
n,d(1)Hβ . (2.11)
Using (2.5), (2.9) and (2.11) we conclude that
Hess(v) =
ν∑
n=2
∑
β∈B2,d
vn,2,β Hess
(
Zn,2,β
)
+
ν∑
n=0
vn,0,1Hess
(
Zn,0,1
)
=
∑
β∈B2,d
( ν∑
n=2
vn,2,βCn,2,dP
(2)
n,d(1)
)
Hβ
− 1
2
σ
−1/2
d−2
(
ν∑
n=0
vn,0,1Cn,0,d(n+ 1)
(
n+
d− 3
2
))
· 1d−1.
The last equality can be rewritten in a more convenient form as follows. Define
a0 = a0(ν) := −1
2
σ
−1/2
d−2
ν∑
n=0
Cn,0,d(n+ 1)
(
n+
d− 3
2
)
Zn,0,1 ∈ V ν , (2.12)
and for β ∈ B2,d, set
aβ = aβ(ν) :=
ν∑
n=2
Cn,2,dP
(2)
n,d(1)Zn,2,β ∈ V ν . (2.13)
We deduce that
Hess(v) = (v,a0)1d−1 +
∑
β∈B2,d
(v,aβ)Hβ.
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Note that the vectors a0,aβ are mutually orthogonal, and they span a vector space Lν of dimension
ℓ = ℓ(d) = M(2, d− 1) + 1 (B.1)=
(
d
2
)
.
Moreover, the conditions (2.7) and (2.10) imply that Lν ⊂Kν(p0). Define
e0 :=
1
|a0|a0, eβ :=
1
|aβ|aβ, β ∈ B2,d, (2.14)
r0 = r0(ν) = |a0|2 = 1
4
σ−1d−2
ν∑
n=0
C2n,0,d(n+ 1)
2
(
n+
d− 3
2
)2
,
rβ = rβ(ν) = |aβ|2 =
ν∑
n=2
C2n,2,dP
(2)
n,d(1)
2, β ∈ B2,d.
Note that the collection {e0, eβ , β ∈ B2,d} is an orthonormal basis of Lν . For any v ∈ Kν(p0),
we denote by v¯ its orthogonal projection onto Lν , and we set
v¯0 := (v,e0), v¯β := (v,eβ), β ∈ B2,d.
We deduce that for any v ∈Kν(p0), we have
Hess(v) = Hess(v¯) = r
1/2
0 v¯01d−1 +
∑
β
r
1/2
β v¯βHβ. (2.15)
For v ∈Kν(p0) we set
Qν(v) :=
∣∣detHess(v)∣∣.
Note that Qν(v) is positively homogeneous of degree d− 1. Using Lemma A.1 in the special case
n = dimKν(p0) = Nν − (d− 1), n1 = dimLν = ℓ, n0 = Nν − (d− 1)− ℓ,
we deduce
∆x(V ν) =
∫
S(Kν(p0) )
Qν(v) |dS(v)| = σNν−ℓ−d
∫
B(Lν)
(1− |v¯|2)Nν−ℓ−d−12 Qν(v¯) |dV (v¯)|.
Using Lemma A.2 we deduce∫
B(Lν)
(1− |v¯|2)Nν−ℓ−d−12 Qν(v¯) |dV (v¯)| =
Γ( ℓ+d−12 )Γ(
Nν−ℓ−d+1
2
2Γ(Nν2 )
∫
S(Lν)
Qν(v¯) |dS(v¯)|︸ ︷︷ ︸
=:Iν
.
Using the equality (σ), we conclude∫
S(Kν(p0) )
Qν(v) |dS(v)| =
π
Nν−ℓ−d+1
2 Γ( ℓ+d2 )
Γ(Nν2 )
Iν . (2.16)
Next, we compute the Jacobian of the adjunction map A† at p0. We use the coordinates x′ near p0.
For i = 1, . . . , d− 1 we have
A†p0∂xi =
ν∑
n=0
n∑
j=0
∑
β∈Bj,d
∂xi
(
Zn,j,β(p0)
)
Zn,j,β =
ν∑
n=1
∑
β∈B1,d
∂xi
(
Zn,1,β(p0)
)
Zn,j,β.
Using (B.6), we deduce that B1,d = {1, . . . , d− 1} and for any β ∈ B1,d we have
Yβ = σ
−1/2
d−3 C1,0,d−1xβ, Zn,1,β = σ
−1/2
d−3 C1,0,d−1Cn,1,dP
′
n,d(xd)xβ .
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We deduce that
A†p0∂xi = σ
−1/2
d−3 C1,0,d−1
ν∑
n=1
Cn,1,dP
′
n,d(1)Zn,1,i. (2.17)
This shows that the vectors A†p0∂xi , i = 1, . . . , d−1, are mutually orthogonal and they have identical
lengths
|A†p0∂xi | = r(ν)1/2, r(ν) = σ−1d−3C21,0,d−1
ν∑
n=1
(
Cn,1,dP
′
n,d(1)
)2
. (2.18)
We deduce that the Jacobian of A†p0 is
Jν = r(ν)
d−1
2 . (2.19)
The equalities (1.14), (2.16) and (2.19) now imply that
µ(Sd−1,V ν) =
σd−1
σNν−1
· π
N−ℓ−d+1
2 Γ( ℓ+d2 )
r(ν)
d−1
2 Γ(Nν2 )
Iν .
Using (σ) we can simplify this to
µ(Sd−1,V ν) =
Γ( ℓ+d2 )
(πr(ν))
d−1
2 Γ(d2)
Iν . (2.20)
To obtain the asymptotics of µ(Sd−1,V ν) as ν → ∞ we need to understand the asymptotics of the
quantities
r(ν), r0(ν), rβ(ν), β ∈ B2,d−1.
To achieve this, note first that (B.3) and (B.4) imply that
C2n,1,dP
′
n,1,d(1)
2 =
1
2d−2Γ(d−12 )
2
(2n+ d− 2)([n + d− 3]d−3)2
[n+ d− 2]d−1
(n+ 1)2
4
(
n+
d− 3
2
)2
=
1
2d−1Γ(d−12 )
2
A2d−1(n)
Bd−1(n)
,
(r)
where A2d−1(x) (respectively Bd−1(x)) is a monic polynomial of degree (2d−1) (respectively d−1).
Using (S∞), we deduce that
ν∑
n=1
C2n,1,dP
′
n,1,d(1)
2 ∼ 1
2d−1(d+ 1)Γ(d−12 )
2
νd+1, as ν →∞,
so that
r(ν) ∼ C
2
1,0,d−1
2d−1Γ(d−12 )
2σd−3(d+ 1)
νd+1, as ν →∞, (2.21)
where
C21,0,d−1 =
(d− 1)(d − 3)!
2d−3Γ( (d−2)2 )
2
.
Invoking (B.3) and (B.4) again we deduce that
C2n,2,dP
(2)
n,2,d(1)
2 =
1
2d−2Γ(d−12 )
2
(2n+ d− 2)([n + d− 3]d−3)2
[n+ d− 1]d+1
(
1
4
(
n+ 2
2
)[
n+
d− 3
2
]
2
)2
=
1
2d+3Γ(d−12 )
2
A2d+3(n)
Bd+1(n)
,
(rβ)
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where A2d+3(x) (respectively Bd−1(x)) is a monic polynomial of degree (2d+3) (respectively d+1).
Using (S∞) we deduce that
∀β ∈ B2,d−1; rβ(ν) =
ν∑
n=2
C2n,2,dP
′
n,2,d(1)
2 ∼ 1
2d+3(d+ 3)Γ(d−12 )
2
νd+3, as ν →∞. (2.22)
Using (B.4), we deduce
C2n,0,d(n + 1)
2
(
n+
d− 3
2
)2
=
(2n+ d− 2)[n + d− 3]d−3
2d−2Γ(d−12 )
2
(n+ 1)2
(
n+
d− 3
2
)2
=
1
2d−3Γ(d−12 )
2
Ad+2(n), (r0)
where Ad+2(x) denotes a monic polynomial of degree d+2. Invoking (S∞) again we deduce that as
ν →∞ we have
r0(ν) =
1
4σd−2
ν∑
n=0
C2n,0,d(n+ 1)
2
(
n+
d− 3
2
)2
∼ 1
2d−1Γ(d−12 )
2σd−2(d+ 3)
νd+3. (2.23)
Define
r¯0 = lim
ν→∞ ν
−(d+3)r0(ν), r¯β = lim
ν→∞ ν
−(d+3)rβ(ν), r¯ = lim
ν→∞ ν
−(d+1)r(ν).
The precise values of these constants can be read off (2.21)-(2.23). Denote by L∞ the Euclidean
space of dimension ℓ =
(d
2
)
with Euclidean coordinates u0, uβ , β ∈ B2,d, and we set
Aν(u) = r0(ν)
1/2u01d−1+
∑
β
rβ(ν)
1/2uβHβ, A∞(u) = r¯01/2u01d−1+
∑
β
r¯
1/2
β uβHβ. (2.24)
We can now rewrite (2.20) as follows
µ(Sd−1,V ν) =
Γ( ℓ+d2 )
(r(ν)π)
d−1
2 Γ(d2 )
∫
S(L∞)
| detAν(u) | |dS(u)|.
The estimates (2.22) and (2.23) show that as ν →∞, we have
|detAν(u)| ∼ ν
(d+3)(d−1)
2 |detA∞(u)|,
uniformly with respect to u ∈ S(L∞). We deduce that as ν →∞, we have
µ(Sd−1,V ν) ∼
Γ( ℓ+d2 )
(πr¯)
d−1
2 Γ(d2 )
νd−1
∫
|u|=1
|detA∞(u) | |dS(u)|. (2.25)
This proves (2.2) where
Kd =
2Γ( ℓ+d2 )
(πr¯)
d−1
2 Γ(d2)(d− 1)!
∫
|u|=1
|detA∞(u) | |dS(u)|, ℓ =
(
d
2
)
.
⊓⊔
Remark 2.2. We want to analyze what happens to the above expectation if we change the L2-metric
product on V ν(d) to a new Euclidean metric so that the resulting quadruple (Sd−1, g,V ν(d), h)
continues to be homogeneous with respect to the action of SO(d).
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To perform such changes we use the fact that each of the spaces Yn,d is an irreducible representation
of SO(d). Any sequence w = (wn)n≥0 of positive real numbers determines a Euclidean metric ‖−‖w
on V ν(d) as follows. If
v =
ν∑
n=0
vn ∈ V ν(d), vn ∈ Yn,d,
then we set
‖v‖2w :=
ν∑
n=0
1
w2n
‖vn‖2L2(Sd−1).
In the sequel, we will choose the weights w of the form
wp,ν = (ν + 1)
p, p ∈ R. (2.26)
The corresponding metric ‖ − ‖wp is (equivalent to) the metric of the Sobolev Hilbert space H−p
consisting of distributions with “derivatives up to order −p in L2”.
The quadruple (Sd−1, g,V ν(d), ‖ − ‖w) is homogeneous and we denote by µp(Sd−1,V ν) its
expectation. The collection{
wnZn,j,β ∈ C∞(Sd−1); 0 ≤ j ≤ n ≤ ν, β ∈ Bj,d
}
is an orthonormal basis of V ν with respect to the inner product hw associated to ‖−‖w . Any v ∈ V ν
admits a decomposition
v =
ν∑
n=0
n∑
j=0
∑
β∈Bj,d
vn,j,βwnZn,j,β, vn,j,β ∈ R.
The arguments in the proof of Theorem 2.1 show that for v ∈ V ν we have
Hess(v) =
∑
β∈B2,d
( ν∑
n=2
wnvn,2,βCn,2,dP
(2)
n,d(1)
)
Hβ
− 1
2
σ
−1/2
d−2
(
ν∑
n=0
wnvn,0,1Cn,0,d(n+ 1)
(
n+
d− 3
2
))
· 1d−1.
In particular, if Hess(v) 6= 0, then the North Pole is a critical point of v, i.e., v ∈Kν(p0). Define
a0 = a0(ν,w) := −1
2
σ
−1/2
d−2
ν∑
n=0
wnCn,0,d(n+ 1)
(
n+
d− 3
2
)
Zn,0,1 ∈ V ν , (2.27)
and for β ∈ B2,d set
aβ = aβ(ν,w) :=
ν∑
n=2
wnCn,2,dP
(2)
n,d(1)Zn,2,β ∈ V ν . (2.28)
We deduce that
Hess(v) = (v,a0)1d−1 +
∑
β
(v,aβ)Hβ.
Define
e0 :=
1
|a0|a0, eβ :=
1
|aβ|aβ, β ∈ B2,d, (2.29)
r0 = r0(ν,w) := |a0|2, rβ = rβ(ν,w) := |aβ|2, β ∈ B2,d.
For any v ∈Kν(p0), we set
Qν(v) := |detHess(v)|, v¯0 = (v,e0), v¯β = (v,eβ), β ∈ B2,d,
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and we deduce
Hess(v) = Hess(v¯) = r
1/2
0 v¯01d−1 +
∑
β
r
1/2
β v¯βHβ, (2.30)
∫
S(Kν(p0))
Qν(v) |dS(v)| =
π
Nν−ℓ−d+1
2 Γ( ℓ+d2 )
Γ(Nν2 )
∫
S(Lν)
Qν((¯v)) |dS(v¯)|, (2.31)
where v¯ denotes the orthogonal projection of v onto the space Lν spanned by e0,eβ . Similarly, we
have
A†p0∂xi = σ
−1/2
d−3 C1,0,d−1
ν∑
n=1
wnCn,1,dP
′
n,d(1)Zn,1,i. (2.32)
This shows again that the vectors A†p0∂xi , i = 1, . . . , d − 1, are mutually orthogonal and they have
identical length
|A†p0∂xi | = r(ν)1/2, r(ν) = σ−1d−3C21,0,d−1
ν∑
n=1
(
wnCn,1,dP
′
n,d(1)
)2
. (2.33)
We deduce that the Jacobian of A†p0 is
Jν = r(ν)
d−1
2 . (2.34)
If the exponent p in (2.26) is nonnegative, then using (r), (rβ), (r0) and the Euler-Maclaurin summa-
tion formula (S∞), we deduce as before that as ν →∞ we have
r(ν,w) ∼ K1νd+1+2p, rβ(ν,w) ∼ K2rd+1+2p, r0(ν,w) ∼ K3νd+3+2p, (2.35)
where above and in the sequel we will use the symbols K1,K2, . . . , to denote positive constants that
depend only on d and p. This shows that
µp(S
d−1,V µ) ∼ K4 dimV ν .
If the exponent p in (2.26) is ≪ 0, then a similar argument shows that
µp(S
d−1,V µ) ∼ K5, as ν →∞. ⊓⊔
We conclude this section with a computation suggested by the recent results of Nazarov-Sodin,
[26].
Theorem 2.3. We denote by Yn the eigenspace corresponding to the eigenvalue λn = n(n + 1) of
the Laplacian on S2, and we set µ(Yn) := µ(S2,Yn). Then2
µ(Yn) ∼ 2√
3
n2 as n→∞. (2.36)
Proof. The computation is very similar to the computations in Theorem 2.1, but much simpler. We
continue to use the notations in the proof of that theorem. In particular, Kn denotes the space of
harmonic polynomials in Yn that admit the North Pole p0 = (0, 0, 1) ∈ R3 as a critical point.
An orthonormal basis of Yn is given by the
Zn,j,β, 0 ≤ j ≤ n, β ∈ Bj := Bj,3.
2Let us point out that 2√
3
≈ 1.154.
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Any y ∈ Yn admits a decomposition
y =
n∑
j=0
∑
β∈Bj
yj,βZn,j,β.
We conclude as in the proof of Theorem 2.1 that
Hess(y) =
∑
β∈B2
y2,β Hess(Zn,2,β) + y0,1Hess(Zn,0,1). (2.37)
We have
Hess(Zn,0,1) = − 1
2σ
1/2
1
Cn,0,3n(n+ 1)12 = − 1
2(2π)1/2
n(n+ 1)
√
n+
1
2
12.
In this case, the basis B2 consists of two elements, B2 = {1, 2}, and we have
Zn,2,1 = Cn,2,3P
(2)
n,3(x3)Y1(x1, x2), Zn,2,2 = Cn,2,3P
(2)
n,3(x3)Y2(x1, x2),
where
Y1(x1, x2) = C1(x
2
1 − x22), Y2(x1, x2) = C2x1x2,
and the constants C1, C2 are found from the identities
1 = C21
∫
S1
(x21 − x22)2|ds| = C22
∫
S1
x21x
2
2|ds|.
Note that∫
S1
x21x
2
2|ds| =
1
4
∫
S1
sin2(2θ) |dθ| = π
4
, and
∫
S1
(x21 − x22)2|ds| =
∫
S1
cos2(2θ)|dθ| = π,
so that
C1 = π
−1/2, and C2 =
2
π1/2
.
We set
H1 := Hess(Y1) =
2
π1/2
[
1 0
0 −1
]
, H2 := Hess(Y2) =
2
π1/2
[
0 1
1 0
]
.
We deduce that
Hess(y) = y2,1Cn,2,3P
(2)
n,3(1)H1 + y2,2Cn,2,3P
(2)
n,3(1)H2 − y0,1
1
2σ
1/2
1
Cn,0,3n(n+ 1)12
=
2
π1/2
Cn,2,3P
(2)
n,3(1)
(
y2,1
[
1 0
0 −1
]
+ y2,2
[
0 1
1 0
])
−y0,1 1
2(2π)1/2
n(n+1)
(
n+
1
2
)1/2
12.
We set
a(n) := Cn,2,3P
(2)
n,3(1) =
1
8
((
n+
1
2
)
[n+ 2]4
)1/2
, b(n) :=
1
4
√
2
n(n+1)
(
n+
1
2
)1/2
. (2.38)
Note that
a(n)2 ∼ n
5
64
, b(n)2 ∼ n
5
32
as n→∞.
To ease the presentation, we set
u1 := y2,1, u2 := y2,2, u = y0,1,
and we deduce that
Hess(y) =
2
π1/2
[
au1 − bu au2
au2 −au1 − bu
]
.
26 LIVIU I. NICOLAESCU
Denote by L the space spanned by Zn,2,1, Zn,2,2, Zn,0,1, ℓ := dimL = 3. It is contained in Kn, and
if y ⊥ L, then Hess(y) = 0. For
y = u1Zn,2,1 + u2Zn,2,2 + uZn,0,1 ∈ L,
we have
|detHess(y)| = 4
π
|b2u2 − a2u21 − a2u22| ∼
n5
16π
|2u2 − u21 − u22|, n→∞.
Arguing as in (2.17), we deduce that
A†p0∂xi = (∂xiZn,1,i(0))Zn,1,i, i = 1, 2.
Recall that
Zn,1,i = C0Cn,1,3P
′
n,3(x3)xi, 1 = C
2
0
∫
S1
x2i |ds| = πC20 ,
so that
|A†p0∂xi | = C0Cn,1,3P ′n,3(1)Zn,1,i
(B.4)
= π−1/2
(
2n+ 1
2n(n+ 1)
)1/2
× 1
2
n(n+ 1)
=
1
(4π)1/2
((
n+
1
2
)
n(n+ 1)
)1/2
.
Hence
J(A†p0) =
n(n+ 1)(n + 12)
4π
∼ n
3
4π
as n→∞.
Putting together all of the above and invoking (µ3), we deduce that
µ(Yn)
n2
∼ area (S2)× π− 3+22 × 1
4
∫
R3
e−(u
2+u21+u
2
2)|2u2 − (u21 + u22)| |dudu1du2|
=
1
π3/2
∫
R3
e−(u
2+u21+u
2
2)|2u2 − (u21 + u22)| |dudu1du2|.
Using cylindrical coordinates (u, r, θ), u1 = r cos θ, u2 = r sin θ, we deduce∫
R3
e−(u
2+u21+u
2
2)
∣∣2u2 − (u21 + u22)∣∣ |dudu1du2| = ∫ 2π
0
∫ ∞
−∞
∫ ∞
0
e−(u
2+r2)|2u2 − r2|rdrdudθ
= 2π
∫ ∞
−∞
∫ ∞
0
e−(u
2+r2)|2u2 − r2|rdrdu = 4π
∫ ∞
0
∫ ∞
0
e−(u
2+r2)|2u2 − r2|rdrdu︸ ︷︷ ︸
=:I
.
Hence
µ(Yn) ∼ 4π−1/2In2.
To proceed further, we use polar coordinates u = t cosϕ, r = t sinϕ, 0 < ϕ < π2 , t ≥ 0 and we
deduce
I =
∫ ∞
0
(∫ π/2
0
|2 cos2 ϕ− sin2 ϕ| sinϕdϕ
)
e−t
2
t4dt
=
(∫ ∞
0
e−t
2
t4dt
)
·
(∫ π/2
0
|3 cos2 ϕ− 1| sinϕdϕ
)
(use the substitutions s = t2, x = cosϕ)
=
1
2
(∫ ∞
0
e−ss3/2ds
)
·
(∫ 1
0
|3x2 − 1|dx
)
=
1
2
Γ(5/2) · 4
3
√
3
=
π1/2
2
√
3
.
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Hence
µ(Yn) ∼ 2√
3
n2 as n→∞.
⊓⊔
Remark 2.4. Let us observe that for n very large, a typical spherical harmonic y ∈ Yn is a Morse
function on S2 and 0 is a regular value. The nodal set {y = 0} is disjoint union of smoothly embedded
circles. According to the classical theorem of Courant [10, §VI.6], the complement of the nodal set
has at most n2 connected components called nodal domains. We denote by Dy the collection of nodal
domain, and we set
δ(y) := #Dy ≤ n2, δn := π−
dimYn
2
∫
Yn
e−|y|
2
δ(y) |dV (y)| = 1
area (S(Yn))
δ(y) |dS(y)|.
In [26], it is shown that there exists a positive constant a > 0 such that
δn ∼ an2 as n→∞.
Additionally, for large n, with high probability, δ(y) is close to an2 (see [26] for a precise statement).
Denote by p(y) the number of local minima and maxima of y, and by s(y) the number of saddle
points. Then
µ(y) = p(y) + s(y), p(y)− s(y) = χ(S2) = 2.
This proves that
p(y) =
1
2
(µ(y) + 2).
For every nodal region D, we denote by p(y,D) the number of local minima and maxima3 of y on
D. Note that p(y,D) > 0 for any D and thus the number p(y) =
∑
D∈Dy p(y,D) can be viewed as
a weighted count of nodal domains. We set
p(Yn) := π
− dimYn
2
∫
Yn
e−|y|
2
p(y) |dV (y)|.
Theorem 2.3 implies that
p(Yn) ∼ 1√
3
n2 as n→∞.
Since δ(y) ≤ p(y), this shows that a ≤ 1√
3
. ⊓⊔
Remark 2.5. We can use Remark 1.5 as a simple test for the accuracy of the computations in Theorem
2.3. As explained in Remark 1.5, the Euler characteristic of S2 is described by a integral very similar
to the one describing µ(Yn). More precisely, we should have
±2 = ±χ(S2) = area (S2)× π− 3+22 × 1
J(A†p0)
×
∫
L
e−|y|
2
detHess(y) |dV (y)|︸ ︷︷ ︸
=:J
.
The term J can be computed as follows.
J =
16
π1/2n(n+ 1)(n + 12)
∫
L
e−|y|
2
detHess(y) |dV (y)|
3A simple application of the maximum principle shows that on each nodal domain, all the local extrema of y are of the
same type: either all local minima or all local maxima. Thus p(y, D) can be visualized as the number of peaks of |y| on
D.
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=
64
π3/2n(n+ 1)(n + 12)
∫
R3
e−(u
2+u21+u
2
2)
(
b(n)2u2 − a(n)2(u21 + u22 )
) |dudu1du2|
(2.38)
=
1
π3/2
∫
R3
e−(u
2+u21+u
2
2)
(
2β(n)u2 − α(n)(u21 + u22 )
) |dudu1du2|,
where
β(n) = n(n+ 1), α(n) = (n+ 2)(n − 1).
Arguing exactly as in the proof of Theorem 2.3, we deduce∫
R3
e−(u
2+u21+u
2
2)
(
2β(n)u2 − α(n)(u21 + u2 )2 |dudu1du2|
= 4π
∫ ∞
0
∫ ∞
0
e−(u
2+r2)(2β(n)u2 − α(n)r2)r|drdu|
(u = t cosϕ, r = t sinϕ)
= 4π
∫ ∞
0
e−t
2
∫ π/2
0
e−t
2
t2
(
2β(n) cos2 ϕ− α(n) sin2 ϕ ) sinϕ|dtdϕ|
(x = cosϕ, s = t2)
= 4π × 1
2
∫ ∞
0
e−ss
3
2ds ×
∫ 1
0
( (
2β(n) + α(n)
)
x2 − α(n)
)
dx
=
3π3/2
2
× 2
3
(
β(n)− α(n) ) = 2π3/2.
This confirms the prediction in Remark 1.5, namely, J = ±2. ⊓⊔
Remark 2.6. Most of the arguments in the proof of Theorem 2.3 work with minor changes for
spherical harmonics of an arbitrary number of variables and lead to the conclusion
µ(Yn,d) ∼ Zdnd−1 as n→∞,
but the constant Zd is a bit more mysterious. Here are the details.
If
y =
n∑
j=0
∑
β∈Bj,d
yj,βZn,j,β ∈ Yn,d,
then
Hess(y) =
∑
β∈B2,d
y2,β Hess(Zn,2,β) + y0,1Hess(Zn,0,1).
From (2.8), we deduce
Hess(Zn,0,1) = −1
2
σ
−1/2
d−2 Cn,0,d(n + 1)
(
n+
d− 3
2
)
1d−1
= −1
2
σ
−1/2
d−2 ×
(
(2n + d− 2)[n + d− 3]d−3
2d−2
)1/2
× (n+ 1)(n+
d−3
2 )
Γ(d−12 )
1d−1
∼ − 1
2
d−1
2 σ
1/2
d−2︸ ︷︷ ︸
=:a(d)
n
d+2
2
Γ(d−12 )
1d−1 as n→∞.
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As in (2.4), we have
Zn,2,β(x) := Cn,j,dP
(2)
n,d(xd)Y2,β(x
′), x = (x′, xd).
If we denote by Hβ the Hessian of Yβ at x′ = 0, we deduce
Hess(Zn,2,β) = Cn,2,dP
(2)
n,d(1)Hβ .
Using (rβ), we deduce
Hess(Zn,2,β) ∼ 1
2
d+3
2︸ ︷︷ ︸
=:b(d)
n
d+2
2
Γ(d−12 )
Hβ as n→∞.
Arguing as in the proof of (2.17) we deduce
A†p0∂xi = ∂xiZn,1,i(P0)Zn,1,i,
where
Zn,1,i = Cn,1,dP
′
n,d(xd) · Cdxi,
∫
Sd−2
C2dx
2
i |dS(x′)| = 1.
Hence
A†p0∂xi = CdCn,1,dP
′
n,d(1)Zn,1,i.
We have
Cn,1,d ∼ 1
2
d−3
2 Γ(d−12 )
n
d−4
2 as n→∞.
Using (B.3) we obtain
P ′n,d(1) ∼
1
2
n2 as n→∞.
Using (B.8) we deduce
C2d =
Γ(d+12 )
π
d−1
2
.
Hence,
|A†p0∂xi | ∼
Cd
2
d−1
2 Γ(d−12 )
n
d
2 as n→∞,
so that
J(A†p0) ∼
(
Cd
2
d−1
2
)d−1 n d(d−1)2
Γ(d−12 )
(d−1) .
Denote by L the subspace of Yn,d spanned by the orthonormal collection of spherical harmonics{
Zn,0,1, Zn,2,β, β ∈ B2,d
}
.
It has dimension
dimL = Nd−1 := dimSym(Tp0S
d−1) =
(
d
2
)
.
Using (µ3), Corollary 1.3 and the above computations we deduce
µ(Yn,d)
nd−1
∼ σd−1 × π−
Nd−1+d−1
2
(
Cd
2
d−1
2
)−(d−1)
×
∫
L
e−|y|
2 |detA∞(y)| |dV (y)|,
where for
y = y1ZN,0,1 +
∑
β∈B2,d
yβZn,2,β ∈ L,
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we have
A∞(y) = y1a(d)1d−1 +
∑
β
yβb(d)Hβ .
We interpret A∞ as an isometry from L to the space Symd−1 = Sym(Tp0Sd−1, g) such that the
collection
a(d)1d−1, b(d)Hβ
is an orthonormal basis of Symd−1. We denote by ga,b this O(d − 1)-invariant metric on Symd−1
and by |dVa,b| the associated volume density. We deduce∫
L
e−|y|
2 |detA∞(y)| |dV (y)| =
∫
Symd−1
e−|A|
2
a,b |det(A)| |dVa,b(A)|.
On Symk−1 we have a canonical O(d− 1) metric | − |∗ defined by
|A|2∗ = trA2.
We denote by |dV∗| the associated volume density. From (C.3), we deduce
|dVa,b| = γd|dV∗|, γ = 1|a|(d − 1)1/2(bR)Nd−1−1 , R
2 =
4Γ(d+32 )
π
d−1
2
.
From (C.2), we deduce
|A|2a,b = α trA2 + β(trA)2,
where
α =
1
b2R2
=
2d+1π
d−1
2
Γ(d+32 )
,
β =
1
d− 1
(
1
(d− 1)a2 −
1
b2R2
)
=
1
(d− 1)
(
2d−1σd−2
(d− 1) −
2d+1π
d−1
2
Γ(d+32 )
)
=
2dπ
d−1
2
(d− 1)
(
1
Γ(d−12 )(d− 1)
− 2
Γ(d+32 )
)
=
2dπ
d−1
2
(d− 1)Γ(d+12 )
(
1
2
− 4
(d+ 1)
)
=
2d−1π
d−1
2 (d− 7)
(d2 − 1)Γ(d+12 )
=
d− 7
8(d− 1)α.
We deduce∫
Symd−1
e−|A|
2
a,b |det(A)| |dVa,b(A)| = γd
∫
Symd−1
e−α trA
2−β(trA)2 |detA| |dV∗(A)|.
As explained in Appendix C, the last integral can be further simplified to∫
Symd−1
e−α trA
2−β(trA)2 |detA| |dV∗(A)|
= Zd
∫
Rd−1
e−
|x|2
2
− β
2α
(trx)2
d−1∏
i=1
|xi| ·
∏
1≤i<j≤d−1
|xi − xj| |dV (x)︸ ︷︷ ︸
=:Id
,
where tr(x) := x1+ · · ·+xd−1 , and Zd is a positive constant that can be determined explicitly. The
integral Id seems difficult to evaluate. The trick used in [18] does not work when d > 7, since in that
case β > 0. The asymptotics of Id as d→∞ are very intriguing. ⊓⊔
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3. RANDOM TRIGONOMETRIC POLYNOMIALS WITH GIVEN NEWTON POLYHEDRON
Fix a positive integer L and denote by TL the L-dimensional torus TL := RL/(2πZ)L equipped
with the induced flat metric. Let ~θ = (θ1, . . . , θL) denote the angular coordinates induced from the
canonical Euclidean coordinates on RL. For any ~m ∈ ZL we set
p(~m) =

21/2
(2π)L/2
, |~m| 6= 0
1
(2π)L/2
, |~m| = 0,
Â~m := p(~m) cos
 L∑
j=1
mjθj
 , B̂ ~m := p(~m) sin
 L∑
j=1
mjθj
 .
The lattice ZL is equipped with the lexicographic order ≺, where we define ~m ≺ ~n if the first non
zero element in the sequence n1−m1, . . . , nL−mL is positive. We define CL to be the positive cone
CL :=
{
~m ∈ ZL; ~0 ≺ ~m}.
The collection {
Â~0
} ∪ {Â~m; ~m ∈ CL } ∪ {B̂ ~m; ~m ∈ CL }
is an orthonormal basis of L2(TL). A finite set M ⊂ CL is called symmetric if for any permutation ϕ
of {1, . . . , L} we have
(m1, . . . ,mL) ∈M⇐⇒(mϕ(1), . . . ,mϕ(L)) ∈M ∪ −M.
For example, the set {(2,−1), (1,−1), (1,−2)} ⊂ C2 is symmetric.
For any finite set M ⊂ CL we define
V (M) := span
{
Â~m, B̂~n; ~m, ~n ∈M
}
,
the scalars
ajk = ajk(M) =
2
(2π)L
∑
~m∈M
mjmk, (3.1)
and the vectors
~ajk = ~ajk(M) = − 2
1
2
(2π)
L
2
∑
~m∈M
mjmkÂ~m ∈ V (M). (3.2)
If M is symmetric then the scalars ajj are independent of j and we denote their common value by
α(M). Similarly, the scalars ajk, j 6= k, are independent of j 6= k, and we denote their common
value by b(M).
Theorem 3.1. Suppose M ⊂ CL is a symmetric finite subset of cardinality N > L. We set
a := a(M), b := β(M), ~aij = ~aij(M).
Then the following hold.
(a) The sample space V (M) is ample if and only if a 6= b.
(b) Suppose that
the vectors ~aij are linearly independent. (#)
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Denote by SymL the Euclidean space of symmetric L×Lmatrices with orthonormal basis (Hij)1≤i≤j≤L,
where Hjk is the symmetric L× L matrix with nonzero entries only in at locations (j, k) and (k, j),
and those entries are 1. We denote by 〈−,−〉 the resulting inner product on SymL. Then
µ(M) =
1
(2π)
1
2(
L
2)(a− b)L−12 ( a+ (L− 1)b )1/2
∫
SymL
e−
1
2
〈C−1X,X〉|detX| |dX|, (3.3)
where for X =∑i≤j xijHij
|dX| =
∣∣∣∣∣∣
∏
i≤j
dxij
∣∣∣∣∣∣ ,
and C : SymL → SymL is the symmetric linear operator described in the orthonormal basis (Hij)
by the matrix
Cij;kℓ = (~aij ,~akℓ) =
2
(2π)L
∑
~m∈M
mimjmkmℓ.
Proof. We will compute µ(M) via the identity (1.14). Observe first that V (M) is invariant under the
action of TL on itself, and the induced action on V (M) is by isometries. Let p = (0, . . . , 0) ∈ Td,
and denote by Kp the subspace of V (M) consisting of trigonometric polynomials that admit p as a
critical point. Set ∂j := ∂θj , f j := ∂j |p, j = 1, . . . , d. We have
A†pf j =
∑
~m∈M
(
∂jÂ~m(~θ)Â~m + ∂jB̂ ~m(~θ)B̂ ~m
)
|~θ=~0 =
∑
~m∈M
mjp(~m)B̂ ~m.
We have
Gjk :=
(
A†pf j ,A
†
pfk) =
2
(2π)L
∑
~m∈M
mjmk = ajk(M)
Since M is symmetric we deduce that ApA†p is described by the symmetric L × L matrix GL(a, b)
whose diagonal entries are all equal to a, and all the off-diagonal entries are equal to b. We denote by
∆L(a, b) its determinant. We deduce4
∆L(a, b) = (a− b)L−1
(
a+ (L− 1)b ), (3.4)
so that the Jacobian of A†p is
J(A†p) = ∆d(a, b)
1/2. (3.5)
Observe that V (M) is ample if and only if the Jacobian of the adjunction map A†p is nonzero, i.e., if
and only if ∆L(a, b) 6= 0. This proves part (a).
If
v =
∑
~m∈M
(
a~mÂ~m + b~mB̂ ~m
)
,
then
∂j∂kv(p) = − 2
1
2
(2π)
L
2
∑
~m∈M
a~mmjmk.
We deduce that
Hessp(v) = − 2
1
2
(2π)
L
2
∑
j≤k
( ∑
~m∈M
a~mmjmk
)
Hjk (3.6)
4 If CL denotes the L×L matrix with all entries 1, then GL(a, b) = (a− b)1L + bCL. The matrix CL has rank 1 and
a single nonzero eigenvalue equal to L. This implies (3.4).
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Using the notations (3.1) and (3.2) we can rewrite the equality (3.6) as
Hessp(v) =
∑
i≤j
(v,~aij)Hij .
Using Lemma A.3 and the equality dimV (M) = 2N we deduce that∫
S(Kp)
|detHess(v)| |dS(v)| = 2
Γ(N)
∫
Kp
e−|v|
2 |detHess(v)| |dV (v)|
=
2−
dimKp+L
2
+1
Γ(N)
∫
Kp
e−
|v|2
2 |detHess(v)| |dV (v)|
=
2−
L
2
+1π
dimKp
2
Γ(N)
∫
Kp
|detHess(v)| e
− |v|2
2
(2π)
dimKp
2
|dV (v)|︸ ︷︷ ︸
=:I(M)
.
We performed all this yoga to observe that I(M) is an integral with respect to a Gaussian density
over Kp. Denote by T = TM the linear map
T :Kp → SymL, v 7→ Hessp(v) =
∑
i≤j
(v,~aij)Hij .
Since the vectors ~aij are assumed to be linearly independent, the map T is surjective. Clearly,
detHess(v) is constant along the fibers of T. As is well known (see e.g. [20, §16]) the pushfowrad
of a Gaussian measure via a surjective linear map is also a Gaussian measure. Thus the density
|dγM| := T∗
 e− |v|22
(2π)
dimKp
2
|dV (v)|
 ,
is a Gaussian density on SymL. Since the density e
−|v|
2
2
(2π)
dimKp
2
|dV (v)| is centered, i.e., its expectation
is trivial, we deduce that its pushforward by T is also centered. The Gaussian density |dγM| is thus
determined by its covariance operator
C = CM : SymL → SymL
described in the orthonormal basis (Hij) by the matrix
Cij;kℓ = (~aij ,~akℓ) =
2
(2π)L
∑
~m∈M
mimjmkmℓ.
The symmetry condition on M imposes many relations between these numbers. We deduce
I(M) =
1
(2π)
s(L)
2 (detC)1/2
∫
SymL
e−
1
2
〈C−1X,X〉|detX| |dX|, s(L) := dimSymL .
Using (1.14) we deduce
µ(M) =
vol (TL)
σ2N−1∆L(a, b)1/2
× 2
−L
2
+1π
dimKp
2
Γ(N)
I(M)
=
vol (TL)
∆L(a, b)1/2
× 2
−L
2 π
dimKp
2
πN
I(M) =
(2π)
L
2
∆L(a, b)1/2
I(M).
This proves (3.3). ⊓⊔
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We will put the above theorem to work in several special cases. Let us observe that the assumption
(#) is automatically satisfied if M contains the points
(1, 0, . . . , 0), (1, 1, 0, . . . , 0).
Indeed, the symmetry of M implies that all the functions cos(θi) and cos(θi + θj), 1 ≤ i 6= j ≤ L,
belong to V (M) and the hessians of these functions span the whole space of L× L matrices.
Suppose now that M = MLν := ΛLν ∩ C, where ν is a (large) positive integer, and Λν is the cube
ΛLν :=
{
~m ∈ ZL; |mj| ≤ ν, ∀j = 1, . . . , L
}
.
Let us observe that
ΛLν = M
L
ν ∪ (−MLν ) ∪ {~0}. (3.7)
Among other things, this proves that Mν is symmetric. We want to investigate the behavior of µ(MLν )
as ν →∞. To formulate our next result we need to introduce additional notation.
Let us observe that we have an orthogonal decomposition
SymL = DL ⊕D⊥L , (3.8)
where DL consits of diagonal matrices
DL = span
{
Hii; 1 ≤ i ≤ L}
and
D⊥L = span
{
Hij; 1 ≤ i < j ≤ L
}
.
For any real numbers a, b we denote by GL(a, b) the L× L-matrix with entries
gij =
{
a, i = j
b, i 6= j. .
Theorem 3.2. Let
MLν :=
{
~m ∈ CL; |mj | ≤ ν, ∀1 ≤ j ≤ L
}
.
Then, as ν →∞ we have
µ(MLν ) ∼
(π
6
)L
2 〈 |detX| 〉
C∞
dimV (MLν ), (3.9)
where
〈 |detX| 〉
C∞
the expectation of |detX| with respect to the centered gaussian probability
measure on SymL with covariance matrix that has the block description
C∞ = GL
(
9
5
, 1
)
⊕ 1(L2)
with respect to the decomposition (3.8).
Proof. Let us first compute
a(ν) = a(MLν ) =
2
(2π)L
∑
~m∈Mν
m21
(3.7)
=
1
(2π)L
∑
~m∈ΛLν
m21 =
|ΛL−1ν |
(2π)L
∑
|m1|≤ν
m21|ΛL−1ν |
=
2(2ν + 1)L−1
(2π)L
ν∑
k=1
k2 =
2(2ν + 1)L−1
3(2π)L
B3(ν + 1) ∼ 1
3πL
νL+2 as ν →∞.
Similarly, we have
b(ν) = b(MLν ) =
1
(2π)L
∑
~m∈ΛLν
m1m2.
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The last sum is 0 due to the invariance of ΛLν with respect to the reflection
(m1,m2, . . . ,mL)←→ (−m1,m2, . . . ,mL).
Thus, in this case
∆L(a, b) = a(ν)
L ∼ 1
3LπL2
νL(L+2) as ν →∞. (3.10)
To compute the covariance operator C we observe first that, in view of the symmetry of Mν it suffices
to compute only the entries
C11;ij , i ≤ j and C12;ij, i < j.
We have
C11;11 =
1
(2π)L
∑
~m∈ΛLν
m41 =
2|ΛL−1ν |
(2π)L
ν∑
k=1
k4 =
2(2ν + 1)L−1
5(2π)L
B5(ν + 1) ∼ 1
5πL
νL+4.
For i > 1 we have
C11;ii =
1
(2π)L
∑
~m∈ΛLν
m21m
2
i =
1
(2π)L
∑
~m∈ΛLν
m21m
2
2 =
|ΛL−2ν |
(2π)L
∑
~m∈Λ2ν
m21m
2
2
=
|ΛL−2ν |
(2π)L
∑
|k|≤ν
k2
2 = 4(2ν + 1)L−2
(2π)L
(
ν∑
k=1
k2
)2
=
4(2ν + 1)L−2
9(2π)L
B3(ν + 1) ∼ 1
9πL
νL+4.
Using the invariance of Λν with respect to the reflections
(m1, . . . ,mi, . . . ,mL)←→ (m1, . . . ,−mi, . . . ,mL) (3.11)
we deduce that for any i < j we have
C11,ij = 0.
To summarize, we have shown that
xν = Cii;ii = C11;11 ∼ 1
5πL
νL+4 (3.12a)
yν = Cii;jj = C11,jj ∼ 1
9πL
νL+4 ∀1 ≤ i < j. (3.12b)
Cii;jk = 0, ∀i, j < k. (3.12c)
Next, we observe that
C12;12 =
1
(2π)L
∑
~m∈ΛLν
m21m
2
2 =
4(2ν + 1)L−2
9(2π)L
B3(ν + 1) = yν ∼ 1
9πL
νL+4.
Using the reflections (3.11) we deduce that
C12;ij = 0, ∀i < j, (i, j) 6= (1, 2).
With respect to the decomposition (3.8) the covariance operator has a bloc decomposition
C =
[
G F
F† H
]
,
where F : D⊥L → DL. The above computations show that
F = 0, H = yν1D⊥L
= yν1(L2)
.
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The operator G is described in the basis (Hii) of DL by the matrix GL(xν , yν) . We deduce that
C = GL(xν , yν)⊕ yν1(L2) = yν ×
(
GL(zν , 1) ⊕ 1(L2)
)
︸ ︷︷ ︸
=:Cν
, zν =
xν
yν
.
Using (3.12a) and (3.12b) we deduce that
lim
ν→∞ zν =
9
5
.
We conclude that
detC ∼ y(
L
2)+L
ν detGL
(
9
5
, 1
)
∼
(
4
5
)L−1(4
5
+ L
)
y
(L2)+L
ν , as ν →∞. (3.13)
Using (3.3), (3.10) we deduce
µ(MLν ) =
3
L
2 π
L2
2
(2π)
1
2(
L
2)ν
L(L+2)
2 y
1
2(
L
2)+
L
2
ν (detCν)1/2
∫
SymL
e
− 1
2yν
〈C−1ν X,X〉|detX| |dX|,
making the change in variables X = y1/2ν Y we deduce
µ(MLν ) =
3
L
2 π
L2
2 y
1
2
(dimSymL+L)
ν
(2π)
1
2(
L
2)ν
L(L+2)
2 y
1
2(
L
2)+
L
2
ν (detCν)1/2
∫
SymL
e−
1
2
〈C−1ν Y,Y 〉|detY | |dY |
=
3
L
2 π
L2
2 y
L
2
ν
(2π)
1
2(
L
2)ν
L(L+2)
2 (detCν)1/2
∫
SymL
e−
1
2
〈C−1ν Y,Y 〉|detY | |dY |.
As ν →∞ we have
Cν → C∞ := GL
(
9
5
, 1
)
⊕ 1(L2).
Using (3.12b) we deduce that as ν →∞ we have
µ(Mν) ∼ ZLνL, ZL = 1
3
L
2 (2π)
1
2(
L
2)(detC∞)1/2
∫
SymL
e−
1
2
〈C−1∞ Y,Y 〉|detY | |dY |.
Since
dimV (MLν ) ∼ (2ν)L as ν →∞,
we deduce
µ(MLν ) ∼
(π
6
)L
2 × 1
(2π)
dimSymL
2 (detC∞)
1
2
∫
SymL
e−
1
2
〈C−1∞ Y,Y 〉|detY | |dY |.
This proves (3.9). ⊓⊔
Let us apply the above result in the case L = 1. In this case M1ν consists of trigonometric polyno-
mials of degree ≤ ν on S1, and SymL = R. In this case we have〈 |detX| 〉
C∞
=
√
5
3
× 1√
2π
∫
R
e−
5x2
18 |x|dx = 2
√
5
3
× 1√
2π
∫ ∞
0
e−
5x2
18 xdx︸ ︷︷ ︸
= 9
5
=
(
6
π
) 1
2
√
3
5
.
We deduce the following result.
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Corollary 3.3.
µ(M1ν) ∼ 2
√
3
5
ν, as ν →∞. (3.14)
When L = 2, the computations are a bit more complicated, but we can still be quite explicit.
Corollary 3.4.
µ(M2ν) ∼ Z2 dimV (M2ν), Z2 ≈ 0.4717, as ν →∞. (3.15)
Proof. We decompose the operators X ∈ Sym2 as
X = xH11 + yH22 + zH12
so that detX = (xy − z2). We write a := 95 , b := 1. Then
1
2
〈C−1∞ X,X〉 =
1
2(a2 − b2)(ax
2 + ay2 − 2bxy)− 1
2
z2, detC∞ = (a2 − b2)
〈|detX|〉C∞ =
1
(2π)3/2(a2 − b2)1/2
∫
R3
e
− 1
2(a2−b2) (ax
2+ay2−2bxy)− 1
2
z2 |xy − z2||dxdydz|︸ ︷︷ ︸
=:I(a,b)
.
As shown in Proposition A.4, the integral I(a, b) can be reduced to a 1-dimensional integral
I(a, b) =
√
2π(a2 − b2)
(∫ 2π
0
2c3/2
(c+ 2)1/2
dθ − 2πa+ 2π
)
,
where
c(θ) := (a− b cos 2θ).
We deduce
〈|detX|〉C∞ =
1
2π
∫ 2π
0
2c3/2
(c+ 2)1/2
dθ − a+ 1 ≈ 1.7207...
and
π
6
× 〈|detX|〉C∞ ≈ 0.4717...
⊓⊔
Remark 3.5. The antiderivative of c3/2
(c+2)1/2
can be expressed in a rather complicated fashion in terms
of elliptic integrals. ⊓⊔
Still in the case L = 2, suppose that
M =
{
(1, 0), (0, 1), (1, 1)
}
. (3.16)
The space V (M) was investigated in great detail by V.I. Arnold, [4, 5, 6].
Theorem 3.6. If M is given by (3.16), then
µ(M) =
4π
3
≈ 4.188.
38 LIVIU I. NICOLAESCU
Proof. We rely on Theorem 3.1, or rather its proof. In this case L = 2, dimV (M) = 6. The
collection
{
Â1,0, Â1,1, Â0,1
}
is an orthonormal system, and we denote by L the vector space they
span. Note that L ⊂Kp, and Hess(v) = 0 if v ∈ L⊥ ∩Kp. We have
a =
1
2π2
∑
~m∈M
m21 =
1
π2
, b =
1
2π2
∑
~m∈M
m1m2 =
1
2π2
.
Then
a− b = 1
2π2
, a+ (L− 1)b = 3
2π2
, J(A†p) = (a− b)
L−1
2
(
a+ (L− 1)b ) 12 = √3
2π2
.
We decompose v ∈ L as
v = xÂ1,0 + yÂ0,1 + zÂ1,1.
and we have
Hessp(v) = −2
1/2
2π
[
x+ z z
z y + z
]
,
|detHessp(v)| = 1
2π2
|xy + yz + zx|, |v|2 = x2 + y2 + z2.
Using (µ3) we deduce
µ(M) =
vol (S1 × S1)
π5/2J(A†p)
× 1
2π2
∫
R3
e−(x
2+y2+z2)|xy + yz + zx| |dS(x, y, z))|
=
4
π1/2
√
3
∫
R3
e−(x
2+y2+z2)|xy + yz + zx||dxdydz|.
The quadratic form Q(x, y, z) = xy + yz + zx can be diagonalized via an orthogonal change of
coordinates. The matrix describing Q in the orthonormal coordinates x, y, z is the symmetric matrix
1
2
 0 1 11 0 1
1 1 0
 .
and its eigenvalues are 1,−12 ,−12 . Thus, for some Euclidean coordinates u, v, w, we have
Q =
1
2
(2u2 − v2 − w2),
and therefore,
µ(M) =
2
π1/2
√
3
∫
R3
e−(u
2+v2+w2)|2u2 − v2 − w2| |dudvdw|︸ ︷︷ ︸
=:I
.
The above integral can be computed using cylindrical coordinates (u, r, θ),
r = (v2 + w2)1/2, v = r cos θ, w = r sin θ.
We deduce
I =
∫ 2π
0
∫ ∞
−∞
∫ ∞
0
e−(u
2+r2)|2u2 − r2|rdrdudθ = 2π
∫ ∞
−∞
∫ ∞
0
e−(u
2+r2)|2u2 − r2|rdrdud
(u = t cosϕ, r = t sinϕ 0 ≤ ϕ ≤ π, t ≥ 0)
= 2π
∫ ∞
0
(∫ π
0
|2 cos2 ϕ− sin2 ϕ| sinϕdϕ
)
e−t
2
t4dt
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x=cosϕ
= 2π
(∫ ∞
0
e−t
2
t4dt
)
·
(∫ 1
−1
|3x2 − 1|dx
)
= π
(∫ ∞
0
e−ss3/2ds
)
·
(∫ 1
−1
|3x2 − 1|dx
)
= π · Γ(5/2) ·
(
8
√
3
9
)
=
2π3/2
√
3
3
.
Hence,
µ(M ) =
1√
3
I =
4π
3
≈ 4.188.
⊓⊔
Remark 3.7. The typical trigonometric polynomial t ∈ T (M) is a Morse function on S1 × S1, and
thus it has an even number of critical points. Morse inequalities imply that it must have at least 4
critical points. We see that the expected number of critical points of a polynomial in V (M) is very
close to this minimum, and that V (M) must contain Morse functions with at least 6 critical points.
Arnold proved in [6] that the typical function in T (M) has at most 8 critical points.
A later result of Arnold, [5, Thm. 1] states that a generic trigonometric polynomial in V (M) has
at most 6 critical points. However, there is an elementary, but consequential error in the proof of this
theorem. More precisely, a key concept in the proof is a (real) linear operator that associates to each
holomorphic function f : C → C a new function holomorphic function f̂ defined by f̂(z) := f(z¯).
Arnold states that if z0 ∈ C is a critical point of f , i.e., dfdz (z0) = 0, then it is also a critical point of
f̂ . Clearly this is true only if z0 is real. For example, z0 = i is a critical point of f(z) = (z− i)2, but
it is not a critical point of f̂(z) = (z + i)2. ⊓⊔
4. A PRODUCT FORMULA
Suppose that (M,g,V ) is a homogeneous triple, m = dimM . We say that it is special if it admits
a core, i.e., a quadruple (p, s,L,w), where p is a point in M , f = {f1, . . . ,fm} is an orthonormal
frame of TpM , L is a subspace of V and w ∈ V such that the following hold.
P1. The vectors A†pf r, r = 1, . . . ,m are mutually orthogonal. For any v ∈ V we denote by
Hess(v) the Hessian of v at p computed using the frame f .
P2. The subspace L is contained in Kp = kerAp, and for any v ∈ L⊥ we have Hess(v) = 0.
P3. w ∈Kp ∩L⊥, w(p) 6= 0 and |w| = 1. We set L̂ := L⊕ span (w).
P4. L̂
⊥ ⊂ ker evp.
Remark 4.1. (a) The importance of a core stems from the fact that in applications we often have
dimL≪ dimV .
We regard Hess as a linear map
Kp → Sym(TpM) := symmetric linear maps TpM → TpM.
We observe that L ⊃ (ker Hess)⊥, so we would expect the dimension of L to be at least as big as(
m+1
2
)
= dimSym(TpM). In many applications, dimL is only slightly bigger than
(
m+1
2
)
.
(b) The conditions P3, P4 can be somewhat relaxed. We can define a core to be a subspace
L̂ ⊂Kp that contains evp ∈ V and satisfies P2. For example, if evp ∈Kp, we can choose L̂ to be
the sum between the line spanned by evp and the orthogonal complement of ker Hess, but this space
may be difficult to get a handle on in practice. For reasons having to do with the applications we have
in mind, we prefer to work with the above more flexible definition. ⊓⊔
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Suppose that (p, s,L,w) is a core of the special triple (M,g,V ). A basis of V is said to be
adapted to the core if it can be represented as collection of functions Yj ∈ V , j ∈ J , where J is a set
of cardinality dimV equipped with a partition
J = {c} ⊔ I ⊔ I∗ ⊔Rm
such that the following hold.
• The collection (Yj)j∈J is an orthonormal basis of V .
• The collection (Yj)j∈I is an orthonormal basis of L.
• Yc = w.
• The collection {Yj ; j ∈ {c} ∪ I ∪ I∗ } is an orthonormal basis of Kp.
• Rm = {1, . . . ,m} and
Yr =
1
|A†pf r|
A†pf r, ∀r ∈ Rm.
For such a basis, we write Iˆ := {c} ∪ I , so that the collection (Yj)j∈Iˆ is an orthonormal basis of
L̂.
Proposition 4.2. (a) Suppose that (M,g,V ) is a special triple and (p,f ,L,w) is a core of this
triple. Set m := dimM , ℓ = dimL and N = dimV . Then
µ(M,g,V ) =
volg(M)Γ(
ℓ+m
2 )
2π
ℓ+m
2
∏m
r=1 |A†pf r|
∫
S(L)
|detH(v)| |dS(v)| (4.1a)
=
volg(M)
π
ℓ+m
2
∏m
r=1 |A†pf r|
∫
L
e−|u|
2 |detH(u)| |dV (u)|. (4.1b)
(b) Suppose (Mα, gα,V α), α = 1, 2, are special triples with cores (pα,fα,Lα,wα). Then the
triple (M1×M2, g1⊕g2,V 1⊗V 2) is special. The core is defined by the datum ( p,f ,L,w ), where
p := (p1, p2), f := f
1 ∪ f2, w(x1, x2) := w1(x1)w2(x2),
and
L := (L1 ∗L2)⊕K⊥p1 ⊗K⊥p2 ,
where L1 ∗L2 denotes is the orthogonal complement of w in L̂1 ⊗ L̂2. Moreover
| evp1,p2 | = | evp1 | · | evp2 |, (4.2)
J(A†(p1,p2)) = J(A
†
p1) · J(A†p2) ·
(| evp1 | · | evp1 |)m1+m2
| evp1 |m1 · | evp2 |m2
, (4.3)
where J(S) denotes the Jacobian of a linear map between two Euclidean vector spaces.
Proof. (a) Note that for any v ∈Kp, the Hessian H(v) of v at p depends only on the projection v¯ of
v on L. Using (A.2) we deduce∫
S(Kp)
|detH(v)| |dS(v)| = σN−m−ℓ−1
∫
B(L)
(1− |x|2)N−m−ℓ−22 |detH(x)| |dV (x)|
(A.3)
=
σN−m−ℓ−1Γ( ℓ+m2 )Γ(
N−m−ℓ
2 )
2Γ(N2 )
∫
S(L)
|detH(x)| |dS(x)|
=
π
N−m−ℓ
2 Γ( ℓ+m2 )
Γ(N2 )
∫
S(L)
|detH(x)| |dS(x)|.
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We deduce that
µ(M,g,V ) =
volg(M)
σN−1
∏m
r=1 |A†pfr|
∫
S(Kp)
|detH(v)| |dS(v)|
=
volg(M)Γ(
ℓ+m)
2 )
2π
ℓ+m
2
∏m
r=1 |A†pf r|
∫
S(L)
|detH(v)| |dS(v)|.
(b) Choose an orthonormal basis (Y αj )j∈Jα of V α adapted to the core (pα,fα,Lα,wα), where
Jα = {cα} ⊔ Iα ⊔ I∗α ⊔Rmα .
The collection {
Y 1j1Y
2
j2}(j1,j2)∈J1×J2
is an orthonormal basis of V 1 ⊗ V 2.
Observe that Hess(Y 1j1Y
2
j2
), the Hessian of Y 1j1Y
2
j2
at p = (p1, p2), admits a block decomposition[
Y 2j2(p2)Hess(Y
1
j1
) A
At Y 1j1(p1)Hess(Y
2
j2
)
]
,
where for any (r1, r2) ∈ R, the (r1, r2) entry of the matrix A is
Ar1r2 = ∂f1r1
Y 1j1(p1)∂f2r2
Y 2j2(p2), (r1, r2) ∈ Rm1 ×Rm2 .
The properties P2 and P4 show that if Hess(Y 1j1Y
2
j2
) 6= 0, then
either (j1, j2) ∈ Iˆ1 × Iˆ2 \ {(c1, c2)} or (j1, j2) ∈ Rm1 ×Rm2 .
This shows that if v ⊥ L, then Hess(v) = 0 at (p1, p2). The condition L ⊂Kp1,p2 follows from the
properties P2 and P4 of special triples.
Next observe that for any r1 ∈ Rm1 , we have
A
†
(p1,p2)
f1r1 =
∑
j1∈J1
∑
j2∈J2
∂f1r1
Y 1j1(p1)Y
2
j2(p2)Y
1
j1Y
2
j2
=
∑
j2∈J2
(
∂f1r1
Y 1r1(p1)
)
Y 2j2(p2)Y
1
r1Y
2
j2 .
This proves that A†(p1,p2)f
1
r1(p1, p2) = 0 (since Y 1r1(p1) = 0 by P4 ) and
|A†(p1,p2)f
1
r1 | = |∂f1r1Y
1
r1(p1)|2
k2∑
j2=0
|Y 2j2(p2)|2
= |A†p1f1r1 |2
k2∑
j2=0
|Y 2j2(p2)|2 = |A†p1f1r1 |2 · | evp2 |2.
We have an analogous formula for A†
(p1,p2)
f2r2 , r2 ∈ Rm2 . The conclusions of part (b) of Proposition
4.2 are now obvious. ⊓⊔
Example 4.3. An important example of special triple is (Sd−1, gd,V ν), d ≥ 3, where (Sd−1, gd)
is the round sphere of radius 1, and V ν is the space spanned by the eigenfunctions of the Laplacian
corresponding to eigenvalues λn = n(n+ d− 2), n ≤ ν. A core can be constructed as follows.
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As distinguished point, we choose the North Pole p0 = (0, . . . , 0, 1). Near p0 we use x′ =
(x1, . . . , xd−1) as local coordinates, and we set
f r = ∂xr ∈ Tp0Sd−1.
We choose w to be the constant function σ−1/2d−1 . Finally, the subspace L is the space spanned by the
functions e0,eβ defined by (2.12), (2.13) and (2.14), so that
I = {0} ∪B2,d.
The properties P1, P2 and P3 of a core are obvious. To prove property P4, we have to show that if a
function v ∈ V ν is orthogonal to w,e0, . . . ,eβ , β ∈ B2,d, then v(p0) = 0. The function v admits a
decomposition
v =
ν∑
n=0
n∑
j=0
∑
β∈Bj,d
vn,j,βZn,j,β.
Since Zn,j,β(p0) = 0 if and only if j > 0, we deduce that
v(p0) =
ν∑
n=0
vn,0,1Zn,0,1(p0).
Note that w = Z0,0,1. Since v ⊥ w, we deduce v0,0,1 = 0, and therefore,
v(p0) =
ν∑
n=1
vn,0,1Zn,0,1(p0).
We now remark that (2.12) can be rewritten as
a0 = −1
2
ν∑
n=1
Zn,0,1(p0)Zn,0,1.
We deduce that
0 = −(v, 2a0) =
ν∑
n=1
vn,0,1Zn,0,1(p0) = v(p0).
Note that (2.15) implies
Hess(e0) = r0(ν)
1/2
1d−1, Hess(eβ) = rβ(ν)1/2Hβ. (4.4)
From (2.17) we deduce
A†p0fr = σ
−1/2
d−3 C1,0,d−1
ν∑
n=1
Cn,1,dP
′
n,d(1)Zn,1,r. (4.5)
Using (2.18) and (2.21), we deduce that this triple has the additional property that
|A†p0f1|2 = · · · = |A†p0fd−1|2 = r(d, ν) ∼
1
2d−1Γ(d−12 )
2σd−3(d+ 1)︸ ︷︷ ︸
=:r¯(d)
νd+1 as ν →∞. (4.6)
Let us compute the length of the evaluation functional evp0 = evp0,ν : V ν → R. We will use the
notations in the proof of Theorem 2.1. We have
| evp0,ν |2 =
ν∑
n=0
n∑
j=0
∑
β∈Bj,d
∣∣Cn,j,dP (j)n,d(1)Yj,β(0) ∣∣2 = ν∑
n=0
∑
β∈B0,d
∣∣Cn,0,dPn,d(1)Y0,β(0) ∣∣2.
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In this case, the basis B0,d−1 consists of a single constant function Y0 = Y0,β = σ−1/2d−2 and
Pn,d(1) = 1, C
2
n,0,d
(B.6)
=
(2n+ d− 2)[n + d− 3]d−3
2d−2Γ(d−12 )
.
Hence,
Y0,β(0)
2C2n,0,d =
(2n + d− 2)[n + d− 3]d−3
(2π)d−1
,
and we conclude that
| evp0,ν |2 =
1
(2π)d−1
ν∑
n=0
(2n + d− 2)[n + d− 3]d−3 ∼ 2
(2π)d−1(d− 1)ν
d−1 as ν →∞. (4.7)
For r = 1, . . . , d− 1, we set
Ur :=
1
|A†p0f r|
A†p0f r. (4.8)
The computations in the proof of Theorem 2.1 imply that
∂x1U1(p0) = ∂x2U2(p0) = . . . = ∂xd−1Ud−1(p0) = c(d, ν) = r(d, ν)
1/2. (4.9a)
∂xiUj(p0) = 0, ∀i, j = 1, . . . , d− 1, i 6= j. (4.9b)
⊓⊔
Theorem 4.4. Assume d1, d2 ≥ 3 and fix r ≥ 1. Then there exists a positive constant K that depends
only on d1 and d2 such that,
µ(Sd1−1 × Sd2−1,V ν1(d1)⊗ V ν2(d2)
) ∼ K(dimV ν1(d1)⊗ V ν2(d2) )̟(d1,d2,r)
if ν1, ν2 →∞ and ν1ν−r2 converges to a positive constant. The exponent ̟(d1, d2, r) is described in
(̟),
̟(d1, d2, r) =
2(d1 − 3)r + 2d2 + 2
2(d1 − 1)r + 2d2 − 2 .
Proof. Choose cores (pα,fα,Lα,wα) of (Sdα−1, g0,V να) as indicated in Example 4.3. Next,
choose bases adapted to these cores
(Y αj )j∈Jα , Jα = {cα} ⊔ Iα ⊔ I∗α ⊔Rdα−1, Iα = {0} ∪B2,dα ,
and set
S =
(
Iˆ1 × Iˆ2
) \ {(c1, c2)}, R = Rd1−1 ×Rd2−1, I = S ∪R.
Recall that for iα ∈ Iα = {0} ∪B2,dα , we have
Y αiα =
{
e0(να), iα = 0
eβ(να), iα = β ∈ B2,dα ,
where the functions e0, eβ are defined by (2.14). Moreover, for rα ∈ Rdα−1 = {1, . . . , dα − 1}, we
have Y αrα = Urα , where Ur is defined by (4.8).
We construct a core (p,f ,L,w) of (Sd1−1 × Sd2−1,V ν1 ⊗ V ν2) as in Proposition 4.2. Note that
the collection {
Yi1,j2 := Y
1
i1Y
2
i2 ; (i1, i2) ∈ I
}
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is an orthonormal basis of L. For v ∈ V ν1 ⊗ V ν2 we denote by Hess(v) the Hessian matrix of v at
p computed using the frame f . Note that if (i1, i2) ∈ S, then
Hess(Yi1,i2) =
 Y 2i2(p2)Hess(Y 1i1) 0
0 Y 1i1(p1)Hess(Y
2
i2
)
 .
Using (4.9a) and (4.9b) we deduce that for (r1, r2) ∈ R we have
Hess(Yr1,r2) =
 0 c(d1, ν1)c(d2, ν2)∆r1,r2
c(d1, ν1)c(d2, ν2)∆
†
r1,r2 0

= c(d1, ν1)c(d2, ν2)
 0 ∆r1,r2
∆†r1,r2 0

︸ ︷︷ ︸
=:∆̂r1,r2
,
where ∆r1,r2 denotes the (d1 − 1)× (d2 − 1) matrix whose entry on the (r1, r2) position is 1, while
the other entries are 0. Thus, if
v =
∑
(i1,i2)∈I
vi1,i2Yi1,i2 ∈ L,
then
Hess(v) =
∑
(i1,i2)∈S
vi1,i2 Hess(Yi1,i2) + c(d1, ν1)c(d2ν2)
∑
(r1,r2)∈R
vr1,r2∆̂r1,r2 . (4.10)
To make further progress, we need to choose the basis (Y αiα)iα∈Iα of Lα as indicated in Example 4.3.
Using the notations in the proof of Theorem 2.1 we let
Iα = {0} ∪B2,dα
and the functions Y α0 respectively Y αβ , β ∈ B2,dα are equal to the functions e0 and respectively eβ
defined by (2.14 ), (2.12), (2.13). More precisely, for α = 1, 2, we have
Y α0 =
1
|aα0 |
aα0 ,
where
aα0 = −
1
2
σ
−1/2
dα−2
να∑
n=0
Cn,0,dαn
(
n+
dα − 3
2
)
Zn,0,1,
and for β ∈ B2,dα , we have
Y αβ =
1
|aαβ |
aαβ ,
where
aαβ =
να∑
n=2
Cn,2,dP
(2)
n,d(1)Zn,2,β .
We set
r0(να) := |aα0 |2, rβ(να) := |aαβ |2.
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Using (2.22) and (2.23) we deduce that for any d ≥ 2 there exist explicit positive constants r¯0(d),
r¯1(d) such that
r0(να) ∼ r0(dα)νdα+3α , as να →∞, (4.11a)
rβ(να) ∼ r1(dα)νdα+3α , as να →∞. (4.11b)
Let us observe that for any β ∈ B2,dα we have
Y αβ (pα) = 0, Hess(Y
α
β )
(4.4)
= rβ(να)
1/2Hβ ∼ r1(dα)ν
dα+3
2
α Hβ, as να →∞. (4.12)
Moreover,
Hess(Y α0 ) = r0(να)
1/2
1dα−1 ∼ r0(dα)1/2ν
dα+3
2
α 1dα−1, as να →∞. (4.13)
Next,
Y α0 (pα) = −
1
2r0(να)1/2
σ
−1/2
dα−2
να∑
n=0
Cn,0,dαn
(
n+
dα − 3
2
)
Zn,0,1(p0),
where
Zn,0,1(pα)
(2.4)
= Cn,0,dασ
−1/2
dα−2.
We deduce
Y α0 (pα) = −
1
2r0(να)1/2σdα−2
να∑
n=0
C2n,0,dαn
(
n+
dα − 3
2
)
= − 1
2d−1r0(να)1/2σdα−2Γ(
dα−1
2 )
να∑
n=0
n
(
n+
dα − 3
2
)
(2n+ dα − 2)[n + dα − 3]dα−3
= − 1
2(4π)
d−1
2 r0(να)1/2
να∑
n=0
n
(
n+
dα − 3
2
)
(2n + dα − 2)[n+ dα − 3]dα−3.
Note that
να∑
n=0
n
(
n+
dα − 3
2
)
(2n + dα − 2)[n+ dα − 3]dα−3 ∼
2
dα + 1
νdα+1α as να →∞.
Using (4.11a), we deduce that
Y α0 (pα) ∼ −
1
(4π)
dα−1
2 (dα + 1)r0(dα)1/2
ν
dα−1
2
α as να →∞. (4.14)
For i ∈ Iα, we define the symmetric (dα − 1)× (dα − 1)–matrix
Hαi :=
{
1d−1, i = 0
Hβ, i = β ∈ B2,dα .
(4.15)
Putting together all of the above, we deduce that for (i1, i2) ∈ S and ν1, ν2 →∞ we have
Y 2i2(p2)Hess(Y
1
i1) ∼

0, i2 ∈ B2,d2 or i1 = c1
Aν
d1+3
2
1 H
1
i1
, i2 = c2 and i1 ∈ I1
Bi1ν
d2−1
2
2 ν
d1+3
2
1 H
1
i1
, i2 = 0 and i1 ∈ I1,
(4.16a)
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Y 1i1(p1)Hess(Y
2
i2) ∼

0, i1 ∈ B2,d1 or i2 = c2
Cν
d2+3
2
2 H
1
i2
, i1 = c1 and i2 ∈ I2
Di2ν
d1−1
2
1 ν
d2+3
2
2 H
2
i2
, i1 = 0 and i2 ∈ I2,
(4.16b)
where A,C are nonzero constants that depend only on d1 and d2, Bi1 is a nonzero constant that
depends on i1 ∈ I1, , d1, d2, and Di2 is a nonzero constant that depends on i2 ∈ I2, d1, d2.
Similarly, using the estimate (4.6) we deduce that for (r1, r2) ∈ R and ν1, ν2 →∞, there exists a
nonzero constant E = E(d1, d2) such that
Hess(Yr1,r2) ∼ Eν
d1+1
2
1 ν
d2+1
2
2 ∆̂r1,r2 . (4.17)
Using (4.3), (4.7) and (4.6) we deduce that the Jacobian J(ν1, ν2) of A†(p1,p2) satisfies the asymptotic
estimate
J(ν1, ν2) = J(A
†
p1) · J(A†p2) · | evp1 |d2−1 · | evp1 |d1−1 ∼ CFν
(d21−1)
2
1 ν
(d22−1)
2
2 (ν1ν2)
(d1−1)(d2−1)
2 ,
where F is a positive constant. Assume now that
ν1 ∼ t2κ1 , ν2 ∼ t2κ2 , t→∞,
i.e., ν1, ν2 go to infinity in such a fashion that
ν1
νr2
→ 1, r := κ1
κ2
.
The assumption r ≥ 1 implies that
κ1 ≥ κ2 > 0. (4.18)
We have
ν(dα+3)/2α ∼ tpα, pα := 3καdα + 3κα, α = 1, 2,
ν
d2−1
2
2 ν
d1+3
2
1 ∼ Ctω11 , ω11 = κ1d1 + κ2d2 + 3κ1 − κ2,
ν
d2−1
2
1 ν
d1+3
2
2 ∼ Ctω22 , ω22 = κ1d1 + κ2d2 + 3κ2 − κ1,
ν
d1+1
2
1 ν
d2+1
2
2 ∼ Ctω12 , ω12 = κ1d1 + κ2d2 + κ1 + κ2,
ν
(d21−1)
2
1 ν
(d22−1)
2
2 (ν1ν2)
(d1−1)(d2−1)
2 ∼ Ctq,
where
q = κ1(d
2
1 − 1) + κ2(d22 − 1) + (κ1 + κ2)(d1 − 1)(d2 − 1)
= κ1d
2
1 + κ2d
2
2 + (κ1 + κ2)(d1d2 − d1 − d2).
From (4.18) we deduce
ω22 − ω11 = −4(κ1 − κ2)≤0, ω12 − ω11 = −2(κ1 − κ2)≤0,
p2 − ω11 = −(d1 + 3)κ1 + 4κ2 < −4(κ1 − κ2),
p1 − ω11 = −κ2(d2 − 1) < 0.
Using (4.10), (4.15), (4.16a), (4.16b) and (4.17) we deduce that
H(v) ∼ tω11

(
B(v) + o(1)
)
tω12−ω11E
(∑
r1,r2
vr1,r2∆r1,r2 + o(1)
)
Etω12−ω11
(∑
r1,r2
vr1,r2∆r1,r2 + o(1)
)
D0v0,0t
ω22−ω11(
1d2−1 + o(1)
)

︸ ︷︷ ︸
=:A(t)
,
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where o(1) denotes a quantity that converges to 0 as t → ∞, uniformly with respect to v ∈ S(L),
and
B(v) =
∑
i1
Bi1vi1,0H
1
i1 ,
where Bi1 are defined as in (4.16a). We set
S(t) :=
[
1d1−1 0
0 t−2(κ1−κ2)
]
.
Observe that
A(t) = S(t) ·

(
B(v) + o(1)
)
E
(∑
r1,r2
vr1,r2∆r1,r2 + o(1)
)
E
(∑
r1,r2
vr1,r2∆r1,r2 + o(1)
)
D0v0,0
(
1d2−1 + o(1)
)
 · S(t).
We deduce that
detH(v) ∼ t(d1+d2−2)ω11 |detS(t)|2 · det
 B(v) E∑r1,r2 vr1,r2∆r1,r2
E
∑
r1,r2
vr1,r2∆r1,r2 D0v0,01d2−1

︸ ︷︷ ︸
=:H∞(v)
= t(d1+d2−2)ω11−4d2(k1−k2) detH∞(v).
Let us point out that detH∞(v) is not identically zero. To see this, it suffices to choose v such that
v0,0 = 1 and all the other coordinates vi1,i2 are trivial. In this case (4.15) and (4.16a) imply that
H∞(v) =
[
B01d1−1 0
0 D01d2−1
]
.
It follows that
µ(Sd1−1 × Sd2−1,V t2κ1 ⊗ V t2κ2 ) ∼ Ct(d1+d2)ω11−4d2(k1−k2)−q.
An elementary computation shows that
(d1 + d2 − 2)ω11 − 4d2(k1 − k2)− q = 2d1κ1 + 2d2κ2 − 6κ1 + 2κ2.
On the other hand,
dimV t2κ1 ⊗ V t2κ2 = dimV t2κ1 × dimV t2κ2
(2.1)∼ Kd1,d2t2κ1d1+2κ2d2−2κ1−2κ2 .
The desired conclusion follows by observing that
2d1κ1 + 2d2κ2 − 6κ1 + 2κ2
2κ1d1 + 2κ2d2 − 2κ1 − 2κ2 =
2(d1 − 3)r + 2d2 + 2
2(d1 − 1)r + 2d2 − 2 = ̟(d1, d2, r), r =
κ1
κ2
.
⊓⊔
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5. RANDOM POLYNOMIALS ON S1 × Sd−1, d ≥ 3
For any m ∈ Z define Xm : S1 → R by
Φm(θ) =

(2π)−1/2, m = 0
π−1/2 cos(mθ), m < 0
π−1/2 sin(mθ), m > 0.
(5.1)
The collection (Φm)m∈Z is an orthonormal Hilbert basis of L2(S1, dθ). For any positive integer
ν > 0, we set
T ν := span
{
Φm; |m| ≤ ν
}
.
In other words, T ν is the space of trigonometric polynomials of degree ≤ ν.
Lemma 5.1. Let g0 denote the natural metric on S1 of length 2π. Then the triple (S1, g0,T ν) is
special. Moreover
| ev0 |2 = 1
π
(
ν +
1
2
)
. (5.2)
Proof. As base point we choose p0 = 0 and the frame is f = {∂θ}. We denote by K0 the space
of trigonometric polynomials that have 0 as a critical point. Also, for any trigonometric polynomial
t ∈ T ν we denote by Hess(t) the Hessian of t at 0, i.e., the 1 × 1 matrix Hess(t) := ∂2θ t(0)1. Note
that
A
†
0∂θ = −π−1/2
∑
m>0
mΦm.
In particular,
Jν := |A†0∂θ| = π−1/2
(
ν∑
m=1
m2
)1/2
∼ (3π)−1/2ν3/2 as ν →∞. (5.3)
We set
pν :=
1
|A†0∂θ|
A
†
0∂θ, (5.4)
A simple computation shows that
∂θpν(0) = Jν . (5.5)
Next observe that
Hess(Φm) =
{
0, m ≥ 0
−m2Φm(0)1, m < 0.
Thus, if
t =
∑
|m|≤ν
tmΦm ∈ T ν ,
then
Hess(t) = −π−1/2
(∑
m<0
m2tm
)
1.
We now introduce
a = aν = −π−1/2
∑
m<0
m2Φm, e = eν =
1
|aν |aν ,
so that
Hess(t) = (t,a)1 = |aν |(t,eν)1. (5.6)
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We set
rν := |aν |2 = 1
π
ν∑
m=1
m4 =
1
5π
B5(ν + 1) ∼ 1
5π
ν5 as ν →∞,
and we observe that
detHess(eν) = r
1/2
ν = (5π)
−1/2B5(ν + 1)1/2 ∼ (5π)−1/2ν5/2 as ν →∞. (5.7)
We set c(ν) = eν(0), and we observe that
c(ν) = − 1
(πrν)1/2
∑
m<0
m2Φm(0) ∼ − 5
1/2
3π1/2
ν1/2 as ν →∞. (5.8)
We see that we can choose as core the quadruple (p0, ∂θ,Lν , Y0), whereLν denotes the 1-dimensional
space spanned by eν . The equality (5.2) follows from the identity ev0 =
∑
m≤0 Φm(0)Φm. ⊓⊔
Corollary 5.2. There exists a universal positive constant K such that
µ(S1,T ν) ∼ 2ν
√
3
5
∼
√
3
5
dimT ν as ν →∞.
This agrees with our previous estimate (3.14).
Proof. We use Proposition 4.2(a), and we have
µ(S1,T ν) =
vol (S1)Γ(1)
2π|A†∂θ| · 2|Hess(e(ν) )|
(use (5.3) and (5.7) )
∼ 2
√
3
5
ν as ν →∞.
⊓⊔
Remark 5.3. Let us mention that, according to J. Dunnage, [15], the expected number of real zeros
of a random trigonometric polynomial in
T 0ν = span
{
Φm; 0 < |m| ≤ ν
}
.
equipped with the L2-metric is ∼ 2√
3
ν as ν → ∞. The number of zeros of such a polynomial
is a random variable ζν , and its asymptotic behavior as ν → ∞ has been recently investigated in
great detail by A. Granville and I. Wigman, [19]. Let us observe the operator ∂θ induces a linear
isomorphism
∂θ : T
0
ν → T 0ν .
From this point of view we see that the expected number of critical points of a random trig polynomial
in T 0ν equipped with the L2-metric is equal to the expected number of critical zeros of a random
trig polynomial in T 0ν , equipped with the Sobolev norm ‖u‖H−1 . In Section 6 we will describe
the asymptotic behavior as ν → ∞ of the variance of the number of critical points of a random
trigonometric polynomial in T 0ν . ⊓⊔
Example 5.4 (Approximation regimes with large upper complexity). Suppose
ϕ : {0, 1, 2, . . . , } → {0, 1, 2, . . . }
is a bijection such that ϕ(0) = 0. Define
T ϕν := span
{
Φ±ϕ(m); 0 ≤ m ≤ ν
}
.
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We denote by µ(T ϕν ) the expected number of critical points of a random trigonometric polynomial in
T ϕν . A simple modification of the arguments used in the proofs of Lemma 5.1 shows that
µ(T ϕν ) = 2
(∑ν
k=1 ϕ(k)
4∑ν
k=1 ϕ(k)
2
)1/2
. (5.9)
We want to construct5 a permutation ϕ such that
lim sup
ν→∞
log µ(T ϕν )
log dimT ϕν
=∞.
To do this we fix a very fast increasing sequence of positive integers (ℓn)n≥0 such that
ℓ0 = 0,
ℓn+1
ℓn
= 2n, ∀n ≥ 1.
For n ≥ 0 we set
Sn := {ℓn + 1, ℓn + 2, . . . , ℓn+1
}
.
We consider the bijection φ : {0, 1, 2, . . . , } → {0, 1, 2, . . . } uniquely determined by the following
requirements.
• φ(0) = 0
• φ(Sn) = Sn, ∀n ≥ 0.
• The restriction of ϕ to Sn is strictly decreasing so that
φ(ℓn + 1) = ℓn+1, φ(ℓn + 2) = ℓn+1 − 1 etc.
We set
νn := ℓn + 1, W n := T
φ
νn .
Note that the collection (W n)n≥0 is an approximation regime in the sense defined in the introduction,
and
dimW n = 2ℓn + 3.
We claim that
lim
n→∞
log(µ(W n)
log dimW n)
=∞. (5.10)
Indeed, for any positive integer k, we have
νn∑
m=1
φ(m)k =
ℓn∑
m=1
mk + ℓkn+1 = Pk+1(ℓn) + ℓ
k·2n
n ,
where, according to (S),
Pk(x) =
1
k + 1
(
Bk+1(x)−Bk+1
)
is a universal polynomial of degree k + 1. Using (5.9) we deduce
1
4
µ(W n)
2 =
P5(ℓn) + ℓ
2n+2
n
P3(ℓn) + ℓ2
n+1
n
∼ ℓ2n+1n as n→∞.
Hence,
log µ(W n) ∼ 2n log ℓn,
which proves the claim (5.10). ⊓⊔
5This construction was worked out during a lively conversation with my colleague Richard Hind.
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Remark 5.5. Let us observe that for any positive ν, the space
TLν := T ν ⊗ · · ·T ν︸ ︷︷ ︸
L
⊂ C∞(S1 × · · · × S1︸ ︷︷ ︸ )
contains the space V (MLν ) of Section 3 as a codimension one subspace. The orhogonal complement
of V (MLν ) in TLν is the 1-dimensional space spanned by the constant functions. ⊓⊔
Theorem 5.6. For any d ≥ 3 there exists a universal positive constant K = Kd such that
µ(S1 × Sd−1,T ρ ⊗ V ν(d)) ∼ Kd(dimT ρ ⊗ V ν(d)) as ρ, ν →∞.
Proof. We will again rely on Proposition 4.2. We consider the core (0, ∂θ,Lρ,wρ) of (S1, gS1 ,T ρ)
described in Lemma 5.1 and the core (p0,f ,Lν ,wν) of (Sd−1, gSd−1 ,V ν) described in Example 4.3.
We form the core (p,f ′,Lρ,ν ,w) of (S1×Sd−1, gS1 + gSd−1 ,T ρ⊗V ν) following the prescriptions
in the proof of Proposition 4.2. We have
Lρ = span {eρ}, eρ = 1|aρ| , aρ = −π
−1/2
−ρ∑
m=−1
m2Φm(θ), wρ(θ) = (2π)
−1/2.
As in the proof of Theorem 4.4, we choose a basis
(Yj)j∈J , Jα = {∗} ⊔ I ⊔ I∗ ⊔Rd−1, I = {0} ∪B2,dα ,
adapted to the core (p0,f ,Lν ,wν). We have
Y∗d = σ
− 1
2
d−1.
For i ∈ I = {0} ∪B2,dα , we have
Yi =
{
e0(ν), i = 0
eβ(ν), i = β ∈ B2,d,
where the functions {e0(ν), eβ(ν) are defined by (2.14). For r ∈ Rd−1 = {1, . . . , d− 1} we have
Yr = Ur :=
1
|A†p0∂xr |
A†p0∂xr , A
†
p0∂xr
(4.5)
= σ
−1/2
d−3 C1,0,d−1
ν∑
n=1
Cn,1,dP
′
n,d(1)Zn,1,r.
We can now write down an orthonormal basis of Lρ,ν ,{
Ai,1 := wρYi; i ∈ I
} ∪ {Z := eρY∗} ∪ {Ai,2 := eρYi; i ∈ I} ∪ {Br := pρYr; r ∈ Rd−1},
where pρ is given by (5.4). For any function v ∈ V := Tρ ⊗ V ν we denote by Hess(v) its Hessian
at (0, p0). We have
Hess(Ai,1) =
 0 0
0 (2π)−1/2 Hess(Yi)
 , Hess(Z) = [ σ−1/2d−1 Hess(eρ) 0
0 0
]
,
Hess(Ai,2) =
 Hess(eρ)Yi(p0) 0
0 eρ(0)Hess(Yi)
 ,
Hess(pρYr) =
 0 p′ρ(0)∂xrYr(p0)∆r
p′ρ(0)∂xrYr(p0)∆
†
r 0
 ,
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where ∆r denotes the 1× (d − 1) matrix with a single nonzero entry equal to 1 in the r-th position,
and ∆†r denotes its transpose. In the sequel, the symbols C0, C1, . . . , will indicate positive constants
that depend only on d.
Using(5.5), (5.7) and (5.8) we deduce that as ρ→∞, we have
p′ρ(0) ∼ C0ρ3/2, Hess(eρ) ∼ C1ρ5, eρ(0) ∼ −C2ρ1/2.
Using (2.22), (2.23) and (4.4) we deduce that as ν →∞, we have
Hess(Y0) ∼ C3ν
d+3
2
1d−1, Hess(Yβ) ∼ C4ν
d+3
2 Hβ β ∈ B2,d.
For i ∈ I we set
Hi :=
{
1d−1, i = 0,
Hβ, i = β ∈ B2,d.
We have
Yβ(p0) = 0, ∀β ∈ B2,d,
while (4.14) implies that as ν →∞, we have
Y0(p0) ∼ −C5ν
d−1
2 .
Finally, using (2.18) and (4.9a), we deduce that as ν →∞ we have
∂xrYr(p0) ∼ C6ν
d+1
2 .
Putting together all of the above, we deduce that if
v =
∑
i∈I
vi,1Ai,1 +
∑
i∈I
vi,2Ai,1 + zZ +
∑
r∈R
vrBr ∈ Lρ,ν ,
then, as ρ, ν →∞, we have
Hess(v) ∼
 −C7v0,2ρ5ν
d−1
2 +C8zρ
5 C9
∑
r∈R ρ
3/2ν
d+1
2 vr∆r
C9
∑
r∈R ρ
3/2ν
d+1
2 vr∆
†
r ν
d+3
2
(
B0(v) + ρ
1/2B1(v)
)
 ,
where
B0(v) := C10v0,11d−1 +
∑
i∈B2,d
C11vi,1Hi, B1(v) := C
′′
10v0,21d−1 −
∑
i∈B2,d
C ′11vi,2Hi.
Factoring out ν
(d−1)
2
) and then ρ5/2 from the first row and the first column, we deduce that
detHess(v) ∼ ν d(d−1)2 ρ5 det
 −C7v0,2 + C8z C9∑r∈R ρ−1νvr∆r
C9
∑
r∈R ρ
−1νvr∆
†
r ν2
(
B0(v) + ρ
1/2B1(v)
)

(factor out ν from the last (d− 1) rows and the last (d− 1) columns)
= ν
d(d−1)
2
+2(d−1)ρ5 det
 −C7v0,2 + C8z C9∑r∈R ρ−1vr∆r
C9
∑
r∈R ρ
−1vr∆
†
r B0(v) + ρ
1/2B1(v)

(factor out ρ1/4 from the last (d− 1) rows and the last (d− 1) columns)
= ν
(d+4)(d−1)
2 ρ5+
d−1
2 det
 −C7v0,2 + C8z C9∑r∈R ρ−5/4vr∆r
C9
∑
r∈R ρ
−5/4vr∆
†
r B1(v) + ρ
−1/2B0(v)

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∼ ν (d+4)(d−1)2 ρ5+ d−12 det
 −C7v0,2 + C8z 0
0 B1(v)
 .
To compute the Jacobian Jρ,ν of the adjunction map A†0,p0 : T(0,p0)(S1×Sd−1 )→ T ρ⊗V ν we use
Proposition 4.2(a). We will denote by K0,K1, . . . positive constants that depend only on d.
According to (5.2) and (5.3), the Jacobian Jρ of A†0 : T0S1 → T ρ, and the evaluation functional
ev
ρ
0 : T ρ → R satisfy the ρ→∞ asymptotics
| evρ | ∼ K0ρ1/2, Jρ ∼ K1ρ3/2.
Using (4.6) and (4.7) we deduce that the Jacobian Jν of A†p0 : Tp0Sd−1 → T ρ and the evaluation
functional evν = evνp0 : V ν → R satisfy the ν →∞ asymptotics
Jν ∼ K2ν
(d−1)(d+1)
2 , | evν | ∼ K3ν
d−1
2 .
Using (4.3) ,we conclude that
Jρ,u = Jρ · Jν · | evρ |d−1 · | evν | ∼ K4ρ
3
2
+
(d−1)
2 ν
(d−1)(d+2)
2 .
We conclude that as ρ, ν →∞, we have
µ(S1 × Sd−1,T ρ ⊗ V ν) ∼ K5ρνd−1 ∼ K6 dim(T ρ ⊗ V ν).
⊓⊔
6. THE VARIANCE OF THE NUMBER OF CRITICAL POINTS OF A RANDOM TRIGONOMETRIC
POLYNOMIAL
The statistics of the zero set of a random trigonometric polynomial is equivalent with the statistics
of the zero set of the gaussian field
ην(t) =
1√
πν
ν∑
m=1
(am cosmt+ bm sinmt),
where am, bm are independent normally distributed random variables with mean 0 and variance 1.
This is a stationary gaussian process with covariance function
σν(t) =
1
πν
ν∑
m=1
cosmt.
The statistics of the critical set of a random sample function of the above process is identical to the
statistics of the zero set of a random sample function of the stationary gaussian process
ξν(t) =
dην((t)
dt
=
1√
πν
ν∑
m=1
(−mam sinmt+mbm cosmt).
Equivalently, consider the gaussian process
Φν(t) =
1√
πν3
n∑
m=1
(
mcm cos
(
t
ν
)
+mdm sin
(
t
ν
))
,
where cm, dm are independent random variables with identical standard normal distribution, and the
random variable
Zν := the number of zeros of Φν(t) in the interval [−πν, πν].
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Note that the expectation ofZν is precisely the expected number of critical points of a random trigono-
metric polynomial in the space
span
{
cos(mθ), sin(mθ); m = 1, . . . ν
}
,
equipped with the inner product
(u, v) =
∫ 2π
0
u(θ)v(θ)dθ.
The covariance function of Φν is
Rν(t) =
1
πν3
ν∑
m=1
m2 cos
(
mt
ν
)
.
The Rice formula, [11, Eq. (10.3.1)], implies that the expectation of Zν is
E(Zν) = 2ν
(
λ2(ν)
λ0(ν)
) 1
2
,
where
λ0(ν) = Rν(0) =
1
πν3
ν∑
m=1
m2 and λ2(ν) = −R′′ν(0) =
1
πν5
ν∑
m=1
m4.
This is in perfect agreement with our earlier computations. We let E(ζ), and respectively var(ζ),
denote the expectation, and respectively the variance, of a random variable ζ . The following is the
main result of this section.
Theorem 6.1. Set
λ¯0 := lim
ν→∞λ0(ν) =
1
3
, λ¯0 := lim
ν→∞λ2(ν) :=
1
5
,
Then for any t ∈ R the limit limν→∞Rν(t) exists, it is equal to
R∞(t) :=
1
t3
∫ t
0
τ2 cos τdτ =
∫ 1
0
λ2 cos(λt)dλ, ∀t ∈ R,
and
lim
ν→∞
1
ν
var(Zν) = δ∞ :=
2
π
∫ ∞
−∞
(
f∞(t)− λ¯2
λ¯0
)
dt+ 2
√
λ¯2
λ¯0
, (6.1)
where
f∞(t) =
(λ¯20 −R2∞)λ¯2 − λ¯0(R′∞)2
(λ20 −R2∞)
3
2
(√
1− ρ2∞ + ρ∞ arcsin ρ∞
)
,
and
ρ∞ =
R′′∞(λ¯20 −R2∞) + (R′∞)2R∞
(λ¯20 −R2∞)λ¯2 − λ¯0(R′∞)2
.
Moreover, the constant δ∞ is positive.6
Proof. We follow a strategy inspired from [19]. The variance of Zν can be computed using the results
in [11, §10.6]. We introduce the gaussian field
Ψ(t1, t2) :=

Φν(t1)
Φν(t2)
Φ′ν(t1)
Φ′ν(t2)
 .
6Numerical experiments indicate that δ∞ ≈ 0.35.
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Its covariance matrix depends only on t = t2 − t1. We have (compare with [19, Eq. (17)])
Ξ(t) =

λ0 Rν(t) 0 R
′
ν(t)
Rν(t) λ0 −R′ν(t) 0
0 −R′ν(t) λ2 −r′′ν(t)
R′ν(t) 0 −R′′ν(t) λ2
 =: [ A BB† C
]
.
As explained in [30], to apply [11, §10.6] we only need that Ξ(t) is nondegerate. This is established
in the next result whose proof can be found in Appendix D.
Lemma 6.2. The matrix Ξ(t) is nonsingular if and only if t 6∈ 2πνZ. ⊓⊔
For any vector
x :=

x1
x2
x3
x4
 ∈ R4
we set
pt1,t2(x) :=
1
4π2(detΞ)1/2
e−
1
2
(Ξ−1x,x).
Then, the results in [9, §10.6] show that
E(Z2ν )−E(Zν) =
∫
Iν×Iν
(∫
R2
|y1y2| · pt1,t2(0, 0, y1, y2)|dy1dy2|
)
|dt1dt2|. (6.2)
As in [19] we have
Ξ(t)−1 =
[ ∗ ∗
∗ Ω−1
]
,Ω = C −B†A−1B.
More explicitly,
Ω = C −B†A−1B
=
[
λ2 −R′′ν(t)
−R′′ν(t) λ2
]
− 1
λ20 −Rν(t)2
[
0 −R′ν(t)
R′ν(t) 0
]
·
[
λ0 −Rν(t)
−Rν(t) λ0
]
·
[
0 R′ν(t)
−R′ν(t) 0
]
=
[
λ2 −R′′ν
−R′′ν λ2
]
− (R
′
ν)
2
λ20 −R2ν
[
λ0 Rν
Rν λ0
]
= µ
[
1 −ρ
−ρ 1
]
,
where
µ = µν =
(λ20 −R2ν)λ2 − λ0(R′ν)2
λ20 −R2ν
, ρ = ρν =
R′′ν(λ20 −R2ν) + (R′ν)2Rν
(λ20 −R2ν)λ2 − λ0(R′ν)2
.
We want to emphasize, that in the above equalities the constants λ0 and λ2 do depend on ν, although
we have not indicated this in our notation.
Remark 6.3. The nondegeneracy of Ξ implies that µν(t) 6= 0 and |ρν(t)| < 1, for all t 6∈ 2πνZ. ⊓⊔
We obtain as in [19, Eq. (24)]
detΞ = detA · detΩ = µ2(λ20 −R2ν)(1− ρ2), Ω−1 =
1
µ(1− ρ2)
[
1 ρ
ρ 1
]
.
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We can now rewrite the equality (6.2) as (t = t2 − t1)
E(Z2ν )−E(Zν) =
∫
Iν×Iν
(∫
R2
|y1y2|e−
y21+2ρy1y2+y
2
2
2µ(1−ρ2) |dy1dy2|
4π2
)
|dt1dt2|
µ
√
(λ20 −R2ν)(1 − ρ2)
=
∫
Iν×Iν
(∫
R2
|y1y2|e−
x21+2ρx1x2+x
2
2
2(1−ρ2) |dy1dy2|
4π2
)
µ|dt1dt2|√
(λ20 −R2ν)(1− ρ2)
.
From [7, Eq. (A.1)] we deduce that∫
R2
|y1y2|e−
x21+2ρx1x2+x
2
2
2(1−ρ2) |dy1dy2|
4π2
=
1− ρ2
π2
(
1 +
ρ√
1− ρ2
arcsin ρ
)
.
Hence
E(Z2ν )−E(Zν) =
1
π2
∫
Iν×Iν
µ
(λ20 −R2ν)
1
2
(√
1− ρ2 + ρ arcsin ρ
)
|dt1dt2|
=
1
π2
∫
Iν×Iν
(λ20 −R2ν)λ2 − λ0(R′ν)2
(λ20 −R2ν)
3
2
(√
1− ρ2 + ρ arcsin ρ
)
︸ ︷︷ ︸
=:fν(t)
|dt1dt2|. (6.3)
The function fν(t) = fν(t2 − t1) is doubly periodic with periods 2πν, 2πν and we conclude that
E([Zν ]2) := E(Z
2
ν )−E(Zν) =
2ν
π
∫ πν
−πν
fν(t)dt. (6.4)
We conclude that
var(Zν) = E([Zν ]2) +E(Zν)−
(
E(Zν)
)2
= E([Zν ]2)−
[
E(Zν)
]
2
=
2ν
π
∫ πν
−πν
(
fν(t)− λ2
λ0
)
dt+ 2ν
√
λ2
λ0
(6.5)
To complete the proof of Theorem 6.1 we need to investigate the integrand in (6.4). This requires a
detailed understanding of the behavior of Rν as ν → ∞. It is useful to consider more general sums
of the form
Aν,r(t) =
1
νr+1
ν∑
m=1
mr cos
mt
ν
, Bν,r(t)=
1
νr+1
ν∑
m=1
mr sin
mt
ν
, r ≥ 1.
Note that if we set z := cos mtν + i sin
mt
ν . We have
Aν,r(t) + iBν,r(t) =
1
νr+1
ν∑
m=1
mrzm︸ ︷︷ ︸
=:Cν,r(t)
.
Observe that
R(k)ν (t) = −
1
πνk+3
Re
(
1
ik+2
Cν,k+2(t)
)
. (6.6)
We set
A∞,r(t) =
1
tr+1
∫ t
0
τ r cos τdτ, B∞,r(t) :=
1
tr+1
∫ t
0
τ r sin τdτ.
Observe that Rν = Aν,2 and R∞ = A∞,2. We have the following result.
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Lemma 6.4.
|Aν,r(t)−A∞,r(t)|+ |Bν,r(t)−B∞,r(t)| = O
(
max(1, t)
ν
)
, ∀t ≥ 0, (6.7)
where, above and in the sequel, the constant implied by the O-symbol is independent of t and ν. In
particular
lim
ν→∞
1
νr+1
Cν,r(t) = Cr(t) :=
1
tr+1
∫ t
0
τ reiτdτ, ∀t ≥ 0. (6.8)
Proof. We have
Aν(t) =
1
νr+1
ν∑
m=1
mr cos
(
mt
ν
)
=
1
tr+1
ν∑
m=1
{(
mt
ν
)r
cos
(
mt
ν
)}
·
(
t
ν
)
︸ ︷︷ ︸
=:Sν(t)
.
The term Sν(t) is a Riemann sum corresponding to the integral∫ t
0
f(τ)dτ, f(τ) := τ r cos τ,
and the subdivision
0 <
t
ν
< · · · < (ν − 1)t
ν
< t.
of the interval [0, t]. A simple application of the mean value theorem implies that there exist points
θm ∈
[
(m− 1)t
ν
,
mt
ν
]
such that ∫ t
0
f(τ)dτ =
ν∑
m=1
f(θm)
t
m
.
We deduce that ∫ t
0
f(τ)dτ − Sν(t) = t
ν
ν∑
m=1
(
f(θm)− f
(
mt
ν
))
Now set
M(t) := sup
0≤τ≤t
|f ′(τ)|.
Observe that
M(t) =
{
O(tr−1), 0 ≤ t ≤ 1
O(tr), r > 1.
We deduce ∣∣∣∣Sν(t)− ∫ t
0
f(τ)dτ
∣∣∣∣ ≤M(t) · t2ν .
This, proves the A-part of (6.7). The B-part is completely similar. ⊓⊔
We need to refine the estimates (6.7). Recall that [m]r := m(m − 1) · · · (m− r + 1), r ≥ 1. We
will express Cν,r(t) in terms of the sums
Dν,r(t) :=
ν∑
m=1
[m]rz
m = zr
dr
dzr
(
ν∑
k=1
zk
)
= zr
dr
dzr
(
z − zν+1
1− z
)
= zr
dr
dzr
(
1− zν+1
1− z
)
.
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Using the classical formula
mr =
r∑
k=1
S(r, k)[m]k ,
where S(r, k) are the Stirling numbers of the second kind, we deduce,
Cν,r(ζ) =
r∑
k=1
S(r, k)Dν,k(ζ) =
r∑
k=1
S(r, k)zr
dk
dzk
(
1− zν+1
1− z
)
. (6.9)
Lemma 6.5. Set θ := t2ν , and f(θ) =
sin θ
θ . Then
tr+1
νr+1
Dν,r(t) = i
rr!
 2 sin
(
(ν+1)t
2ν
)
f(θ)r+1
· e i(ν+r)t2ν − eit
r∑
j=1
i1−j
(
ν + 1
j
)
tj ·
(
eiθ
f(θ)
)r+1−j
(6.10)
Proof. We have
Dν,r(t) = z
r
r∑
j=0
(
r
j
)
dj
dzj
(1− zν+1) d
r−j
dzr−j
(1− z)−1
= r!
zr(1− zν+1)
(1− z)r+1 −
r∑
j=1
(
r
j
)
[ν + 1]j(r − j)! z
ν+1+r−j
(1 − z)1+r−j
= r!
zr(1− zν+1)
(1− z)r+1 − z
νr!
r∑
j=1
(
ν + 1
j
)(
z
1− z
)r+1−j
.
Using the identity
1− eiα = 2
i
sin
(α
2
)
e
iα
2
we deduce
z
1− z =
ie
it
2ν
2 sin
(
t
2ν
) ,
and
Dν,r(t) = i
r r!
2r
sin( (ν+1)t2ν )e
i(ν+1+2r)t
2ν
sinr+1( t2ν )e
(r+1)it
2ν
− eitr!
r∑
j=1
ir+1−j
(
ν + 1
j
)
ei(r+1−j)θ
(2 sin θ)r+1−j
= irr!
2 sin
(
(ν+1)t
2ν
)
(2 sin θ)r+1
· e i(ν+r)t2ν − eit
r∑
j=1
i1−j
(
ν + 1
j
)(
eiθ
2 sin θ
)1+r−j .
Multiplying both sides of the above equality by
(
t
ν
)r+1
we get (6.10). ⊓⊔
Lemma 6.5 coupled with the fact that the function f(θ) is bounded on [0, π2 ] yield the following
estimate.
tr+1
νr+1
Dν,r(t) = O(1), ∀ν, 0 ≤ t ≤ πν. (6.11)
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Using (6.11 )and the identity S(r, 1) = 1 in (6.9) we deduce that there exists K = Kr > 0 such that
for any ν > 0 and any t ∈ [0, πν] we have∣∣∣∣ tr+1νr+1(Cν,r(t)−Dν,r(t))
∣∣∣∣ ≤ Kr r−1∑
j=0
∣∣∣∣ tr+1νr+1Dν,j(t)
∣∣∣∣ ≤ Kr r−1∑
j=0
(
t
ν
)r−j
≤ Kr t
ν
,
so that ∣∣∣∣ 1νr+1(Cν,r(t)−Dν,r(t))
∣∣∣∣ ≤ Kr 1νtr (6.12)
Using Lemma 6.5 we deduce
lim
ν→∞
tr+1
νr+1
ReDν,r(t) = Ir(t) := i
rr!
2 sin( t
2
)
· e it2 − eit
r∑
j=1
i1−j
tj
j!
 . (6.13)
uniformly for t on compacts. The estimate (6.12) implies that
lim
ν→∞
tr+1
νr+1
ReDν,r(t) = Ir(t).
We have the following crucial estimate whose proof can be found in Appendix D.
Lemma 6.6. For every r ≥ 0 there exists Cr > 0 such that for any ν > 0 we have∣∣∣∣ 1νr+1Dν,r(t)− 1tr+1 Ir(t)
∣∣∣∣ ≤ Crν tr+1 − 1tr(t− 1) , ∀0 < t ≤ πν. ⊓⊔
Using Lemma 6.6 in (6.12) we deduce∣∣∣∣ 1νr+1Cν,r(t)− 1tr+1 Ir(t)
∣∣∣∣ ≤ Crν tr+1 − 1tr(t− 1) , ∀0 < t ≤ πν. (6.14a)
Ir(t) = t
r+1Cr(t) =
∫ t
0
τ reiτdτ. (6.14b)
Using (6.7) and (6.14a) we deduce that for any nonnegative integer r there exists a positive constant
K = Kr > 0 such that
|Cν,r(t)− Cr(t)| ≤ Kr
ν
tr+1 − 1
tr(t− 1) . (6.15)
Coupling the above estimates with (6.7) we deduce
Cν,r(t) = Cr(t) +O
(
1
ν
)
, ∀0 ≤ t ≤ ν, (6.16)
where the constant implied by the symbol O depends on k, but it is independent of ν. The last equality
coupled with (6.6) implies that
R(k)ν (t) = R
(k)
∞ (t) +O
(
1
ν
)
, ∀0 ≤ t ≤ ν. (6.17)
We deduce that, for any t > 0 we have
lim
ν→∞ fν(t) = f∞(t)
where fν is the function defined in (6.3), while
f∞(t) =
(λ¯20 −R2∞)λ¯2 − λ¯0(R′∞)2
(λ¯20 −R2∞)
3
2
(√
1− ρ2∞ + ρ∞ arcsin ρ∞
)
, (6.18)
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where
λ¯0 = λ0(∞) = lim
ν→∞λ0(ν) =
1
3
, λ¯2 = lim
ν→∞λ2(ν) =
1
5
,
ρ∞(t) = lim
ν→∞ ρν(t) =
R′′∞(λ¯20 −R2∞) + (R′∞)2R∞
(λ¯20 −R2∞)λ¯2 − λ¯0(R′∞)2
.
We have the following result whose proof can be found in Appendix D.
Lemma 6.7.
|R∞(t)| < R∞(0), |R′′∞(t)| < |R′′∞(0)|, ∀t > 0, (6.19a)
R∞(t), R′∞(t), R
′′
∞(t) = O
(
1
t
)
as t→∞. (6.19b)
(λ¯20 −R2∞)λ¯2 − λ¯0(R′∞)2 > 0, ∀t > 0. (6.19c)
R∞(t) =
1
3
− 1
10
t2 +
1
168
t4 +O(t6), R′∞(t) = −
1
5
t+
1
42
t3 +O(t5), as t→ 0. (6.19d)
⊓⊔
We set
δ(t) := max(t, 1), t ≥ 0.
We find it convenient to introduce new functions
Gν(t) :=
1
Rν(0)
Rν(t) =
1
λ0(ν)
Rν(t), Hν(t) =
1
R′′ν(0)
R′′ν(t) = −
1
λ2(ν)
R′′ν(t).
Using these notations we can rewrite (6.19c) as
(1−G2∞)−
λ¯0
λ¯2
(G′∞)
2︸ ︷︷ ︸
=:η(t)
> 0, ∀t > 0. (6.20)
The equalities (6.19d) imply that
η(t) =
3
4375
t4 +O(t6), ∀|t| ≪ 1. (6.21)
Then
fν(t) =
λ2(ν)
λ0(ν)
× Cν(t)×
(√
1− ρ2ν + ρν arcsin ρν
)
,
where
Cν(t) :=
(1−Gν(t)2)− λ0(ν)λ2(ν)) (G′ν(t))2
(1−Gν(t)2)3/2
,
and
ρν =
R′′ν(λ0(ν)2 −R2ν) + (R′ν)2Rν
(λ20(ν)−R2ν)λ2(ν)− λ0(R′ν)2
=
−Hν(1−G2ν) + λ0(ν)λ2(ν)(G′ν)2Gν
(1−G2ν)− λ0(ν)λ2(ν)(G′ν)2
.
Lemma 6.8. Let κ ∈ (0, 1). Then
Cν(t) = O(t), ∀0 ≤ t ≤ ν−κ,
where the constant implied by O-symbol is independent of ν and t ∈ [0, ν−κ), but it could depend on
κ.
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Proof. Observe that for t ∈ [0, ν−κ] we have
Gν(t) = 1− λ2(ν)
2λ0(ν)
t2 +O(t4), G′ν(t) = −
λ2(ν)
λ0(ν)
t+O(t3)
so that (
1−Gν(t)2
)−3/2
=
(
λ2(ν)
λ0(ν)
t
)−3
× (1 +O(t) ),
and
(1−Gν(t)2)− λ0(ν
λ2(ν)
(G′ν) = O(t
4)
so that Cν(t) = O(t). ⊓⊔
Lemma 6.9. Let κ ∈ (0, 1). Then
Cν = C∞ ×
(
1 +O
(
(G′∞)2
νη(t)
+
1
νγ(t)δ(t)
+
1
νδ(t)η(t)
+
1
ν2η(t)
))
, (6.22)
and
Cν(t) = C∞(t) +O
(
(G′∞)2
νγ(t)3/2
+
η(t)
νδ(t)γ(t)3/2
+
1
νδ(t)γ(t)3/2
+
1
ν2γ(t)3/2
)
, (6.23)
where
η(t) := (1−G2ν)−
λ¯0
λ¯2
(G′ν)
2 and γ(t) = 1−G∞(t)2.
Proof. Observe that
G2ν =
(
G∞ +O
(
1
ν
))2
(6.19b)
= G2∞ +O
(
1
νδ(t)
)
, (6.24)
so that
1−G∞(t)2(t) =
(
1−G∞(t)2
)(
1 +O
(
1
νδ(t)γ(t)
))
.
For t > ν−κ we have
1
νδ(t)γ(t)
= O
(
1
ν1−κ
)
= o(1) uniformly in t > ν−κ as ν →∞.
Hence (
1−G2ν
)−3/2
=
(
1−G2∞
)−3/2(
1 +O
(
1
νδ(t)γ(t)
))
, γ(t) := 1−G2∞(t). (6.25)
Next observe that
λ0(ν) =
B3(ν + 1)
3ν3
=
1
3
+ ν−1 +O(ν−2), λ2(ν) =
B5(ν + 1)
5ν5
=
1
5
+ ν−1 +O(ν−2) (6.26)
and
λ0(ν)
λ2(ν)
=
1
3 + ν
−1 +O(ν−2)
1
5 + ν
−1 +O(ν−2)
=
5
3
− 10
3
ν−1 +O(ν−2).
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Using (6.24) and the above estimate we deduce
(1−Gν(t)2)− λ0(ν)
λ2(ν))
(G′ν)
2 = (1−G2∞)−
λ¯0
λ¯2
(G′∞)
2︸ ︷︷ ︸
η(t)
+
10
3ν
(G′∞)
2 +O
(
1
νδ(t)
)
+O
(
1
ν2
)
=
(
(1−G2∞)−
λ¯0
λ¯2
(G′∞)
2
)
·
(
1 +O
(
(G′∞)2
νη(t)
+
1
νδ(t)η(t)
+
1
ν2η(t)
))
.
(6.27)
Using (6.25) we deduce (6.22). The estimate (6.23) follows (6.22) by invoking the definitions of γ(t)
and η(t). ⊓⊔
Lemma 6.10. Let κ ∈ (0, 14). Then
ρν = ρ∞ +O
(
1
νη(t)
+
(G′∞)2
νη(t)δ(t)
+
1
νδ(t)2
+
1
νδ(t)2η(t)
+
1
ν2η(t)δ(t)
)
, ∀t > ν−κ, (6.28)
where the constant implied by O-symbol is independent of ν and t > ν−κ, but it could depend on κ.
Proof. The estimates (6.19b), (6.19d) and (6.21) imply that for t > ν−κ we have
(G′∞)2
νη(t)
+
1
νδ(t)η(t)
+
1
ν2η(t)
= O(
1
ν1−4κ
) = o(1),
uniformly in t > ν−κ. We conclude from (6.27) that(
(1−Gν(t)2)− λ0(ν)
λ2(ν))
(G′ν)
2
)−1
=
((
1−G2∞
)− λ¯0
λ¯2
(G′∞)
2
)−1
×
(
1 +O
(
(G′∞)2
νη(t)
+
1
νδ(t)η(t)
+
1
ν2η(t)
))
.
(6.29)
Since Hν = H∞ +O(ν−1) we deduce
−Hν(1−Gν)2 + λ0(ν)
λ2(ν)
(G′ν)
2Gν = −H∞(1−G∞)2 + λ¯0
λ¯2
(G′∞)
2G∞ +O
(
1
ν
)
Recalling that
ρν =
−Hν(1−G2ν) + λ0(ν)λ2(ν)(G′ν)2Gν
(1−G2ν)− λ0(ν)λ2(ν)(G′ν)2
and −H∞(1−G∞)2 + λ¯0λ¯2 (G
′∞)2G∞ = O(δ−1) we see that (6.28) follows from (eq: est22). ⊓⊔
Consider the function
A(u) =
√
1− u2 + u arcsinu, |u| ≤ 1.
Observe that
dA
du
= O(1), ∀|u| ≤ 1, (6.30a)
dA
du
= arcsinu = O(u) as u→ 0. (6.30b)
Now fix an exponent κ ∈ (0, 14). We discuss separately two cases.
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1. If νk < t < πν. Then in this range we have
1
δ
, ρ∞ = O(t−1), ρν = ρ∞ + o(1),
1
η(t)
= O(1),
and using (6.30b) and (6.28) we deduce
A(ρν) = A(ρ∞) +A′(ρ∞)(ρν − ρ∞) +O
(
(ρν − ρ∞)2
)
= A(ρ∞) +O
(
1
tν
+
1
ν2
)
. (6.31)
2. ν−κ < t < νκ. The equality (6.21) shows that in this range we have
1
η(t)
= O(ν−4κ),
1
δ(t)
= O(1)
so that and (6.28) implies that
ρν − ρ∞ = O
(
1
ν1−4k
)
.
Using (6.30a) we deduce
A(ρν)−A(ρ∞) = O
(
1
ν1−4k
+
1
ν1−4κδ(t)2
+
1
ν2−8κδ(t)
)
. (6.32)
Set
∆ν := CνA(ρν)− C∞A(ρ∞), qν :=
(
λ2(ν)
λ0(ν)
)
, q∞ =
(
λ¯2
λ¯0
)
.
Then using (6.26) we deduce that
qν − q∞ = 6
5
ν−1 +O(ν−2), qν = q∞
(
1 + 2ν−1 +O(ν−2)
)
.
Then (
fν(t)− qν
)
−
(
f∞(t)− q∞
)
=
= qν
(
C∞A∞(ρ∞)− 1 + ∆ν
)− q∞(C∞A(ρ∞)− 1)
=
(
qν − q∞)
(
C∞A(ρ∞)− 1
)
+ q∞∆ν
To prove (6.1) we need to prove the following equality.(
qν − q∞)
∫ πν
0
(
C∞(t)A(ρ∞(t)) − 1
)
dt, q∞
∫ πν
0
∆ν(t)dt = o(1) as ν →∞. (6.33)
We can dispense easily of the first integral above since C∞(t)A(ρ∞(t)) − 1 is absolutely integrable
on [0,∞) and qν − q∞ = O(ν−1).
The second integral requires a bit of work. More precisely, we will show the following result.
Lemma 6.11. If 0 < κ < 15 , then∫ ν−κ
0
∆ν(t)dt,
∫ νκ
ν−κ
∆ν(t)dt,
∫ πν
νκ
∆ν(t)dt = o(1) as ν →∞. (6.34)
Proof. We will discuss each of the three cases separately.
1. 0 < t < ν−κ. The easiest way to prove that
∫ ν−κ
0 ∆ν(t)dt→ 0 is to show that
Cν(t)A(ρν(t)) = O(1), 0 < t < ν
−k.
This follows using Lemma 6.8 and observing that the function A(u) is bounded.
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2. ν−κ < t < νκ. In this range we have
1
η
= O(ν−4κ),
1
γ(t)
= O(ν−2κ),
1
δ(t)
= O(1), G′∞(t) = O(1).
Using (6.23), (6.32) we deduce
Cν(t) = C∞(t) +O
(
1
ν1−3κ
)
, A(ρν) = A(ρ∞) +O
(
1
ν1−4κ
)
.
Hence
∆ν = O
(
1
ν1−4κ
)
and
∫ νκ
ν−κ
∆ν(t)dt = O
(
1
ν1−5κ
)
= o(1).
3. νκ < t < πν. For these values of t we have
η(t),
1
η(t)
= O(1),
1
δ(t)
= O(t−1).
Using (6.23) and (6.31) we deduce
Cν(t) = C∞(t) +O
(
1
νt
+
1
ν2
)
, A(ρν) = A(ρ∞) +O
(
1
νt
+
1
ν2
)
so that
∆ν(t) = O
(
1
νt
+
1
ν2
)
,
∫ πν
ν−κ
∆ν(t) dt = O
(
1
ν
+
log ν
ν
)
= o(1).
⊓⊔
The fact that δ∞ defined as in (6.1) is positive follows by arguing exactly as in [19, §3.2]. This
completes the proof of Theorem 6.1. ⊓⊔
Remark 6.12. The proof of Lemma 6.11 shows that for any ε > 0 we have
var(Zν) = νδ∞ +O(νε) as ν →∞. (6.35)
Numerical experiments suggest that δ∞ ≈ 0.35. ⊓⊔
APPENDIX A. SOME ELEMENTARY INTEGRALS
Suppose W is an oriented Euclidean vector space equipped with an orthogonal decomposition
W =W 0 ⊕W 1, dimW i = ni, i = 0, 1, dimW = n = n0 + n1.
For any w ∈W we denote by wi its orthogonal projection on W i, i = 0, 1, so that w = w0 +w1.
We set ri(w) := |wi|, i = 0, 1.
Lemma A.1. Let ϕi : W i → R, i = 0, 1, be locally integrable functions, such that ϕ0 is positively
homogeneous of degree k0 ≥ 0, and set ϕ(w0,w1) := ϕ0(w0)ϕ1(w1). Then∫
S(W )
ϕ(w) |dS(w)| =
∫
S(W 0)
ϕ0(w0) |dS(w0)| ×
∫
B(W 1)
ϕ1(w1)(1− r21)
k0+n0−2
2 |dV (w1)|.
(A.1)
In particular, if ϕ0 = 1, then∫
S(W )
ϕ(w) |dS(w)| = σn0−1
∫
B(W 1)
ϕ(w1)(1− r21)
n0−2
2 |dV (w1)|. (A.2)
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Proof. The key trick behind the equality (A.2) is the co-area formula. Denote by π the orthogonal
projection onto W 1, i.e.,
π :W →W 1, w0 +w1 7→ w1.
This induces a smooth map π : S(W ) → B(W 1). We denote by Σw1 the fiber of this map over
w1. We observe that Σw1 is the sphere in W 0 of radius (1 − r21)1/2 and center 0. Denote by
Jπ : S(W )→ R the relative Jacobian of the map π defined as in [22, §5.1.1].
Fix a point w = (w0,w1) ∈ Σw1 . Next, choose an orthonormal basis e1, . . . ,en1 of W 1 such
that e1 = 1r1w1.
The orthogonal complement NwΣw1 of TwΣw1 in TwS(W ) consists of vectors that are orthogo-
nal on W 0 and on the unit vector w = w0 +w1. We deduce that the collection
f1 = −r21w0 + r20w1, f2 = e2, . . . ,fn1 = en1 ,
is an orthogonal basis of NwΣw1 . Note that
|f1| = r41r20 + r40r21 = r21r22.
We obtain an orthonormal basis by replacing f1 with the vector
f¯1 =
1
|f1|
f1 = −
r1
r0
w0 +
r0
r1
w1.
The orthogonal projection onto W 1 of the orthonormal basis f¯1,f2, . . . ,fn1 is the orthogonal basis
r0e1,e2, . . . ,en1 ,
whose determinant is r0. This shows that
Jπ(w) = r0(w) = (1− r1(w)2)1/2, ∀w ∈ S(W ).
The coarea formula [22, Thm. 5.3.9] implies that∫
S(W )
ϕ(w) |dS(w)| =
∫
B(W 1)
(∫
Σw1
1
Jπ(w0,w1)
ϕ(w0,w1) |dS(w1)|
)
=
(∫
S(W 0)
ϕ0(w0) |dS(w0)|
) ∫
B(W 1)
ϕ1(w1)r
k0+n0−2
0 |dV (w1)|
=
(∫
S(W 0)
ϕ0(w0) |dS(w0)|
) ∫
B(W 1)
ϕ1(w1)(1 − r21)
k0+n0−2
2 |dV (w1)|.
⊓⊔
Suppose that L is a Euclidean vector space of dimension ℓ, and Q : L → R is a continuous,
positively homogeneous function of degree k > 0. For any positive integer n we set
In(Q) :=
∫
B(L)
|Q(x)|(1 − |x|2)n/2 |dV (x)|, Jn(Q) :=
∫
S(L)
|Q(x)| |dS(x)|,
where S(L) denotes the unit sphere in L centered at the origin, and B(L) denotes the unit ball in L
centered at the origin.
Lemma A.2.
In(Q) =
Γ( ℓ+k2 )Γ(
n
2 + 1)
2Γ(n+ℓ+k2 + 1)
Jn(Q). (A.3)
66 LIVIU I. NICOLAESCU
Proof. We have
In(Q) = Jn(Q)
∫ 1
0
rℓ+k−1(1 − r2)n/2dr = 1
2
Jn(Q)
∫ 1
0
s
ℓ+k
2
−1(1− s)n/2ds
=
1
2
Jn(Q)B
(
ℓ+ k
2
,
n
2
+ 1
)
,
where B(p, q) denotes the Eulerian integral
B(p, q) =
∫ 1
0
(1− s)p−1sq−1ds = Γ(p)Γ(q)
Γ(p+ q)
.
⊓⊔
The integrals of homogeneous functions over the unit sphere can be reduced to gaussian integrals
of these polynomials. More precisely we have the following result.
Lemma A.3. Suppose that W is an Euclidean space of dimension N and f : W → R is a locally
integrable positively homogeneous function of degree ℓ ≥ 0. Then∫
S(W )
f(x) |dS(x)| = 2
Γ(N+ℓ2 )
∫
W
e−|x|
2
f(x) |dV (x)|, (A.4)
or equivalently,
1
areaS(W )
∫
S(W )
f(x) |dS(x)| = Γ(
N
2 )
Γ(N+ℓ2 )
∫
W
f(x)
e−|x|
2
π
N
2
|dV (x)|. (A.5)
Proof. We have∫
W
e−|x|
2
f(x) |dV (x)| =
∫ ∞
0
(∫
S(W )
f(x) |dS(x)|
)
e−r
2
rN+ℓ−1dr
=
(∫
S(W )
f(x) |dS(x)|
)∫ ∞
0
e−ss
N+ℓ
2
−1ds
2
=
Γ(N+ℓ2 )
2
∫
S(W )
f(x) |dS(x)|.
⊓⊔
Proposition A.4. Suppose a and b are nonnegative real numbers such that a > b. Then
I(a, b) :=
∫
R3
e
− 1
2(a2−b2) (ax
2+ay2−2bxy)− 1
2
z2 |xy − z2||dxdydz|
=
√
2π(a2 − b2)
(∫ 2π
0
2c3/2
(c+ 2)1/2
dθ − 2πa+ 2π
)
,
where c(θ) := (a− b cos 2θ).
Proof. Let {i, j,k} be the canonical orthonormal basis of R3. Define a new orthonormal basis
e1,e2,e3 of R3 by setting
e1 =
1√
2
(i+ j); e2 =
1√
2
(i− j), e3 = k.
If we let (u, v, w) denote the coordinates with respect to this new orthonormal frame, then from the
equality
ue1 + ve2 + we3 = xi+ yj + zk
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we deduce
z = w, x =
1√
2
(u+ v), y =
1√
2
(u− v)
xy =
1
2
(u2 − v2), ax2 + ay2 − 2bxy = (a− b)u2 + (a+ b)v2.
We deduce that
I =
1
2
∫
R3
e
− 1
2(a2−b2) ((a−b)u
2+(a+b)v2)− 1
2
w2 |u2 − v2 − 2w2| |dudvdw|
We now make the change in variables
u =
√
2(a+ b)u, v =
√
2(a− b)v, w =
√
2w,
to deduce
I = 2
√
2(a2 − b2)
∫
R3
e−(u
2+v2+w2)|(a+ b)u2 + (a− b)v2 − 2w2| |dudvdw|︸ ︷︷ ︸
=:I1
.
We now change to cylindrical coordinates,
w = w, u = r cos θ, v = r sin θ,
so that
u2 + v2 + w2 = r2 + w2,
(a+ b)u2 + (a− b)v2 − 2w2 = r2((a+ b) cos2 θ + (a− b) sin2 θ )− 2w2
= r2(a− b cos 2θ)− 2w2.
We have
I1 =
∫ 2π
0
dθ
∫ ∞
−∞
dw
∫ ∞
0
e−r
2∣∣r2(a− b cos 2θ)− 2w2 ∣∣rdr
=
1
2
∫ 2π
0
dθ
∫ ∞
−∞
e−w
2
dw
∫ ∞
0
e−s
∣∣ s(a− b cos 2θ)− 2w2 ∣∣ds
At this point we observe that for any c, d > 0 we have∫ ∞
0
e−x|cx− d|dx = 2ce− dc + d− c.
Hence, if we set c = c(θ) = (a− b cos 2θ) we deduce
I1 =
1
2
∫ 2π
0
dθ
∫ ∞
−∞
e−w
2(
2ce−
2w2
c + 2w2 − c )dw︸ ︷︷ ︸
=:J(c)
.
We have
J(c) = 2c
∫
R
e−
c+2
c
w2dw + 2
∫
R
e−w
2
w2dw − c
∫
R
e−w
2
dw
=
2c3/2
(c+ 2)1/2
π1/2 + 2Γ(3/2) − cπ1/2 = π1/2
(
2c3/2
(c+ 2)1/2
− c+ 1
)
.
We deduce that
I =
√
2(a2 − b)2
∫ 2π
0
J(c)dθ =
√
2π(a2 − b)2
∫ 2π
0
(
2c3/2
(c+ 2)1/2
− c+ 1
)
dθ.
The conclusion of the proposition follows by observing that
∫ 2π
0 c(θ)dθ = a. ⊓⊔
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APPENDIX B. BASIC FACTS ABOUT SPHERICAL HARMONICS
We survey here a few classical facts about spherical harmonics that we needed in the main body of
the paper. For proofs and more details we refer to our main source, [25].
We denote by Hn,d the space of homogeneous, harmonic polynomials of degree n in d variables.
We regard such polynomials as functions on Rd, and we denote by Yn,d the subspace of C∞(Sd−1)
spanned by the restrictions of these polynomials to the unit sphere. We have
dimHn,d = dimYn,d = M(n, d) =
(
d+ n− 1
n
)
−
(
d+ n− 3
n− 2
)
=
2n+ d− 2
n+ d− 2
(
n+ d− 2
d− 2
)
∼ 2 n
d−2
(d− 2)! as n→∞.
Observe that
M(0, d) = 1, M(1, d) = d, M(2, d) =
(
d+ 1
2
)
− 1. (B.1)
The space Yn,d is the eigenspace of the Laplace operator on Sd−1 corresponding to the eigenvalue
λn(d) = n(n+ d− 2).
We want to describe an inductive construction of an orthonormal basis of Yn,d. We start with the
case d = 2. For any m ∈ Z, we set
ϕm(θ) =
{
cos(mθ), m ≤ 0
sin(mθ), m > 0.
, tm = ‖ϕm‖L2 =
{
(2π)1/2, m = 0
π1/2, m > 0.
, Φm =
1
tm
ϕm.
Then B0,2 = {Φ0} is an orthonormal basis of Y0,2, while Bn,2 = {Φ−n,Φn} is an orthonormal basis
of Yn,2, n > 0.
Assuming now that we have produced orthonormal bases Bn,d−1 of all the spaces Yn,d−1, we
indicate how to produce orthonormal bases in the harmonic spaces Yn,d. This requires the introduction
of the Legendre polynomials and their associated functions.
The Legendre polynomial Pn,d(t) of degree n and order d is given by the Rodriguez formula
Pn,d(t) = (−1)nRn(d)(1 − t2)−
d−3
2
(
d
dt
)n
(1− t2)n+ d−32 , (B.2)
where Rn(d) is the Rodriguez constant
Rn(d) = 2
−n Γ(
d−1
2 )
Γ(n+ d−12 )
= 2−n
1[
n+ d−32
]
n
,
where we recall that [x]k := x(x− 1) · · · (x − k + 1). Equivalently, they can be defined recursively
via the relations
P0,d(t) = 1, P1,d(t) = t,
(n+ d− 2)Pn+1,d(t)− (2n + d− 2)tPn,d(t) + nPn−1,d(t) = 0, n > 0.
In particular, this shows that
P2,d(t) =
1
d− 1
(
dt2 − 1 ).
The Legendre polynomials are normalized by the equality
Pn,d(1) = 1, ∀d ≥ 2, n ≥ 0.
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More generally, for any n > 0, d ≥ 2, and any 0 < j ≤ n, we have
P
(j)
n,d(1) = (−1)nRn(d)
(
n+ j
j
){
Dnt (1− t)n+
d−3
2
(1− t) d−32
· D
j
t (1 + t)
n+ d−3
2
(1 + t)
d−3
2
}
t=1
, Dt :=
d
dt
,
= 2n−jRn(d)
(
n+ j
j
)[
n+
d− 3
2
]
n
·
[
n+
d− 3
2
]
j
,
which implies
P
(j)
n,d(1) = 2
−j
(
n+ j
j
)[
n+
d− 3
2
]
j
. (B.3)
For any d ≥ 3, n ≥ 0 and 0 ≤ j ≤ n, we define the normalized associated Legendre functions
P̂ jn,d(t) := Cn,j,d(1− t2)
j
2P
(j)
n,d(t),
where
Cn,j,d :=
[n+ d− 3]d−3
Γ(d−12 )
(
(2n + d− 2)
2d−2[n + d+ j − 3]2j+d−3
)1/2
. (B.4)
When d = 3, the above formulæ take the form
P̂n,j,3(t) =
√
(n+ 12 )(n− j)!
(n+ j)!
(1− t2) j2P (j)n,3(t). (B.5)
For any 0 ≤ j ≤ n, and any d > 2 we define a linear map
Tn,j,d : Yj,d−1 → Yn,d, Y 7→ Tn,j,d[Y ],
Tn,j,d[Y ](x) = P̂
j
n,d(xd) · Y
(
1
‖x′‖x
′
)
, ∀x ∈ Sd−1,x′ = (x1, . . . , xd−1) 6= 0.
Note that for x = (x′, xd) ∈ Sd−1 we have
‖x′‖ = ( 1− x2d )1/2 and P̂ jn,d(xd) = Cn,j,d(1− x2d)j/2P (j)n,d(xd) = Cn,j,d‖x′‖jP (j)n,d(xd),
so that
Tn,j,d[Y ](x) = Cn,j,dP
(j)
n,d(xd)Y˜ (x
′), ∀x = (x′, xd) ∈ Sd−1,
where Y˜ denotes the extension of Y as a homogeneous polynomial of degree j in (d − 1)-variables.
The sets Tn,j,d[Bj,d−1], 0 ≤ j ≤ n are disjoint, and their union is an orthonormal basis of Yn,d that
we denote by Bn,d.
The space Y0,d consists only of constant functions and B0,d = {σ−
1
2
d−1 }. The orthonormal basis
B1,d of Y1,d obtained via the above inductive process is
B1,d =
{
C0xi, 1 ≤ i ≤ d
}
=
{
σ
− 1
2
d−2C1,0,dxi; 1 ≤ i ≤ d
}
. (B.6)
The orthonormal basis B2,d of Y2,d is
C1(dx
2
i − r2), 1 ≤ i < d, C2xixj, 1 ≤ i < j ≤ d, (B.7)
where r2 = x21 + · · ·+ x2d, and the positive constants C0, C1, C2 are found from the equalities
C20
∫
Sd−1
x21 |dS(x)| = C21
∫
Sd−1
(d2x41 − 2dx21 + 1) |dS(x)| = C22
∫
Sd−1
x21x
2
2|dS(x)| = 1,
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aided by the classical identities, [27, Lemma 9.3.10],∫
Sd−1
x2h11 · · · x2hdd |dS(x)| =
2Γ(2h1+12 ) · · ·Γ(2hd+12 )
Γ(2h+d2 )
, h = h1 + · · · + hd. (B.8)
APPENDIX C. INVARIANT INTEGRALS OVER THE SPACE OF SYMMETRIC MATRICES
In the main body of the paper we encountered many integrals of the form∫
SymN
|detA| |dγ(A)|,
where SymN is the space of symmetric N ×N matrices, and γ is a Gaussian probability measure on
SymN . In this appendix, we want show that in certain cases we can reduce this integral to an integral
over a space of much lower dimension using a basic trick in random matrix theory. We set
DN := dimSymN =
(
N + 1
2
)
, Sym0N :=
{
S ∈ SymN ; trS = 0
}
.
Note first that we have a canonical O(N)-invariant metric g∗ on SymN with norm | − |∗ given by
|A|∗ :=
(
trA2
)1/2
.
Using the canonical basis of Rk we can describe each A ∈ SymN as a linear combination
A =
∑
i≤j
aijHij,
where Hij is the symmetric k × k matrix whose (i, j) and (j, i) entries are 1, while the remaining
entries are 0. With respect to the coordinates (aij) we have
g∗ =
∑
i
da2i + 2
∑
i<j
da2ij .
The collection (Hij)1≤i≤j≤N is an orthonormal basis with respect to the metric g∗. The volume
density |dV|∗ determined by the metric g∗ has the description
|dV∗| = 2
DN−N
2
∣∣∣∣∣∣
∏
i≤j
daij
∣∣∣∣∣∣ .
Via the metric on RN we can identify SymN with the vector space of homogeneous polynomials of
degree 2 in N -variables. More precisely, to such a polynomial P we associate the matrix Hess(P ),
the Hessian of P at the origin. The subspace Sym0N corresponds to the space H2,N of homogeneous,
harmonic polynomials of degree 2 on RN .
The orthogonal group O(N) acts by conjugation on SymN , and SymN decomposes into irre-
ducible components
SymN = R〈1N 〉 ⊕ Sym0N ,
where R〈1N 〉 denotes the one-dimensional space spanned by the identity matrix 1N .
We fix an O(N)-invariant metric on SymN . The irreducibility of Sym0N implies that such a
metric is uniquely determined by two constants a, b > 0 so that the collection
a1N , bHess(Y ), Y ∈ B2,N
is an orthonormal basis. We denote by | − |a,b the norm of this metric. We want to express |A|a,b in
terms of trA2 and (trA)2.
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Note first that
|1N |2a,b =
1
a2
=
1
Na2
|1N |2∗.
The irreducibility of Sym0k implies that there exists a universal constant R = RN > 0 such that for
any homogeneous harmonic polynomial P of degree 2 in N variables we have
|Hess(P )|2∗ = R2
∫
SN−1
P (x)2 |dS(x)|.
If we take P = x1x2, we deduce
2 = R2
∫
SN−1
x21x
2
2 |dS(x)|,
and using (B.8), we deduce
R2 =
Γ(N+42 )
Γ(3/2)2Γ(1/2)N−2
=
4Γ(N+42 )
π
N
2
. (C.1)
We see that for any P ∈ H2,N
|Y |2a,b =
1
b2
‖Y ‖2L2(SN−1) =
1
b2R2
|Hess(Y )|2∗.
In particular, we deduce that
| − |∗ = | − |a∗,b∗ , a∗ =
1
N
, b∗ =
1
R
.
In general, if A ∈ SymN , then we have a decomposition
A =
1
N
(trA)1N +
(
A− 1
N
(trA)1N
)
that is orthogonal with respect to both | − |∗ and | − |a,b. We deduce
|A|2a,b =
∣∣∣∣ 1N (trA)1N
∣∣∣∣2
a,b
+
∣∣∣∣(A− 1N (trA)1N )
∣∣∣∣2
a,b
=
1
N2a2
(trA)2 +
1
b2R2
tr
(
A2 − 2
N
(trA)A+
1
N2
(trA)21N
)
=
=
1
N
(
1
Na2
− 1
b2R2
)
︸ ︷︷ ︸
=:β
(trA)2 +
1
b2R2︸ ︷︷ ︸
=:α
trA2. (C.2)
Note that the quantities α, β depend on a, b and the dimension N .
If |dV∗| denotes the volume density determined by the metric |− |∗ and |dVa,b| denotes the volume
density associated to the metric | − |a,b, then we have
|dVa,b| = CN (a, b)|dV∗|, CN (a, b) := 1
aN1/2(bR)DN−1
. (C.3)
Suppose now that f : SymN → R is a continuous O(N)-invariant function that is homogeneous of
degree ℓ > 0. We want to find a simpler expression for the integral
Ja,b(f) :=
∫
SymN
e−|A|
2
a,bf(A) |dVa,b(A)|.
This can be reduced to a situation frequently encountered in random matrix theory. We have
Ja,b(f) = CN (a, b)
∫
SymN
e−|A|
2
a,bf(A)|dV∗(A)| = CN (a, b)
∫
SymN
e−α trA
2−β(trA)2f(A) |dV∗(A)|
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A = 1√
2α
B
=
π
DN
2 CN (a, b)
α
DN
2
∫
SymN
e−
β
2α
(trB)2f
(
1√
2α
B
)
︸ ︷︷ ︸
=:Φα,β(B)
e−
1
2
trB2
(2π)
DN
2
|dV∗|
Observe that the function B 7→ Φα,β(B) is also O(N) invariant. We denote by DN ⊂ SymN the
subspace consisting of diagonal matrices. We identify DN with RN in the obvious fashion. Using [2,
Prop. 4.1.1] or [12, Thm. 2.50] we deduce that∫
SymN
Φα,β(B)
e−
1
2
trB2
(2π)
DN
2
|dV∗| = 1
ZN
∫
DN
Φα,β(B) |∆(B)| · e
− 1
2
trB2
(2π)
DN
2
|dV (B)|,
where
• ∆(x) is the discriminant ∆(x1, . . . , xN ) =
∏
1≤i<j≤N(xi − xj)
• The constant ZN is given by the integral
ZN =
∫
DN
|∆(B)| · e
− 1
2
trB2
(2π)
DN
2
|dV (B)| = (2π)−DN−N2
∫
RN
|∆(x)| e
− |x|2
2
(2π)
N
2
|dV (x)|.
= (2π)−
DN−N
2
N−1∏
j=0
Γ(1 + j2)
Γ(32 )
.
Putting together all of the above, we deduce
Ja,b(f) =
π
DN
2 CN (a, b)
ZNα
DN
2
∫
RN
e−
1
2
x|2− β
2α
(x1+···+xN )2f
(
x√
2α
)
|∆(x)| |dV (x)|. (C.4)
In particular, we have∫
SymN
e−|A|
2
a,b|det(A)| |dVa,b(A)|
=
π
DN
2 CN (a, b)
ZN (2α)
N
2 α
DN
2
∫
RN
e−
|x|2
2
− β
2α
(
∑N
i=1 xi)
2
N∏
i=1
|xi| · |∆(x)| |dV (x)|, (C.5)
where α, β are defined by (C.2) and CN (a, b) by (C.3).
Let us point out that, up to a universal multiplicative constant, the measure e−
1
2
trA2 |dV|∗(A) is
the probability distribution of the real gaussian ensemble, [2, 12]. As explained in [12, Chap.3],
the multidimensional integral (C.5) can be reduced to computations of 1-dimensional integrals in the
special case when β = 0, i.e., ka2 = b2R2. As explained in [17, §1.5], [18], the case β < 0 can
be reduced to computations of 1-point correlations of the Gaussian ensemble of (k + 1) × (k + 1)-
matrices. In turn, these can be reduced to computations of 1-dimensional integrals [12, §4.4], [17,
Chap. 6], [23, Chap. 7].
APPENDIX D. SOME ELEMENTARY ESTIMATES
Proof of Lemma 6.2. Consider the complex valued random process
Fν(t) :=
1√
πν3
ν∑
m=1
mzme
imt
ν , zm = cm − idm.
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The covariance function of this process is
Rν(t) = E
(
Fν(t)Fν(0)
)
=
1
πν3
ν∑
m=1
m2e
imt
ν .
Observe that ReFν = Φν . Note that the spectral measure of the process Fν is
dσν =
1
πν3
ν∑
m=1
m2δm
ν
,
where δt0 denotes the Dirac measure on R concentrated at t0. We form the covariance matrix of the
gaussian vector valued random variable
Fν(0)
Fν(t)
F′ν(0)
F′ν(t)
−→Xν(t) =

Rν(0) Rν(t) R
′
ν(0) R
′
ν(t)
Rν(t) Rν(0) −iR′ν(t) −iR
′
ν(0)
R′ν(0) iR
′
ν(t) −R′′ν(0) −R
′
ν(t)
R′ν(t) iR′ν(0) −R′′ν(t) −R′′ν(0)
 .
Observe that ReX(t) = ReΞ(t). If we let
~z =

u0
v0
u1
v1
 ∈ C4
Then, as in [9, Eq. (10.6.1)] we have
〈Xν~z, ~z〉 = 1
πν3
ν∑
m=1
m2
∣∣∣∣(u0 + v0e imtν )+ imν (u1 + v1e imtν )
∣∣∣∣2
We see that
〈Xν~z, ~z〉 = 0⇐⇒
(
u0 + v0e
imt
ν
)
+
im
ν
(
u1 + v1e
imt
ν
)
= 0, ∀m = 1, . . . , ν. (D.1)
We see that if the linear system (D.1) has a nontrivial solution ~z then the complex 4× 4 matrix
Aν(t) :=

1 ζ 1 ζ
1 ζ2 2 2ζ2
1 ζ3 3 3ζ3
1 ζ4 4 4ζ4
 , ζ = e itν ,
must be singular, i.e., detAν(t) = 0. We have
detAν(t) = det

1 ζ 1 ζ
0 ζ2 − ζ 1 2ζ2 − z
0 ζ3 − ζ 2 3ζ3 − z
0 ζ4 − z 3 4ζ4 − z
 = ζ2 det

1 1 1 1
0 ζ − 1 1 2ζ − 1
0 ζ2 − 1 2 3ζ2 − 1
0 ζ3 − 1 3 4ζ3 − 1

= ζ2 det
 ζ − 1 1 2ζ − 1ζ2 − 1 2 3ζ2 − 1
ζ3 − 1 3 4ζ3 − 1
 = ζ2 det
 ζ − 1 1 ζζ2 − 1 2 2ζ2
ζ3 − 1 3 3ζ3

= ζ3 det
 ζ − 1 1 1ζ2 − 1 2 2ζ
ζ3 − 1 3 3ζ2
 = ζ det
 ζ − 1 1 0ζ2 − 1 2 2ζ2 − 2
ζ3 − 1 3 3ζ3 − 3

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= ζ3 det
 ζ − 1 1 0ζ2 − 2ζ + 1 0 2ζ2 − 2
ζ3 − 3ζ + 2 0 3ζ3 − 3
 = ζ3 det
 ζ − 1 1 0(ζ − 1)2 0 2(ζ − 1)(ζ + 1)
ζ3 − 3ζ + 2 0 3ζ3 − 3

= ζ3(ζ − 1) det
 ζ − 1 1 0(ζ − 1) 0 2(ζ + 1)
(ζ − 1)2(ζ + 1) 0 3(ζ − 1)(ζ2 + ζ + 1)

= ζ3(ζ−1)3 det
 1 1 01 0 2(ζ + 1)
ζ + 1) 0 3(ζ2 + ζ + 1)
 = −ζ3(ζ−1)3 ( 3(ζ2 + ζ + 1)− 2(ζ2 + 2ζ + 1) )
= −ζ3(ζ − 1)3(ζ2 − ζ − 1).
Since |ζ| = 1, we that detAν(t) = 0 if and only if t ∈ 2πνZ. ⊓⊔
Proof of Lemma 6.6. Recall that θ := t2ν , f(θ) :=
sin θ
θ . By (6.10) we have
tr+1
irνr+1
Dν,r(t) = r!
 2 sin
(
(ν+1)t
2ν
)
f(θ)r+1
· e i(ν+r)t2ν − eit
r∑
j=1
i1−j
(ν+1
j
)
νj
tj ·
(
eiθ
f(θ)
)r+1−j .
Using (6.13) we deduce that∣∣∣∣ tr+1irνr+1Dν,r(t))− 1ir Ir(t)
∣∣∣∣ ≤ 2r!tr+1
∣∣∣∣∣∣
sin
(
(ν+1)t
2ν
)
f(θ)r+1
eirθ − sin
(
t
2
)∣∣∣∣∣∣
+ r!
r∑
j=1
tj
∣∣∣∣∣
(ν+1
j
)
νj
(
eiθ
f(θ)
)r+1−j
− 1
j!
∣∣∣∣∣ .
(D.2)
In the sequel we will use Landau’s symbol O. These implied constants will be independent of ν.
Also we will denote by the same symbol Cr constants independent of ν put possibly dependent on r.
Throughout we assume 0 < t ≤ πν. Then 0 < θ < π2 and for 0 ≤ j ≤ r we have
eiθ = 1 +O(θ),
(
ν+1
j
)
νj
= 1 +O
(
1
ν
)
, sin
(
(ν + 1)t
2ν
)
= sin
(
t
2
)
+O(θ),
eiθ
f(θ)
=
θ(cos θ + i sin θ)
sin θ
= 1 +O(θ).
Hence ∣∣∣∣∣∣
sin
(
(ν+1)t
2ν
)
f(θ)r+1
eirθ − sin
(
t
2
)∣∣∣∣∣∣ = O(θ), (D.3)
while for any 1 ≤ j ≤ r we have∣∣∣∣∣
(
ν+1
j
)
νj
(
eiθ
f(θ)
)r+1−j
− 1
j!
∣∣∣∣∣ = O
(
1
ν
+ θ
)
. (D.4)
Using (D.3) and (D.4) in (D.2) we deduce that∣∣∣∣ tr+1irνr+1Dν,r(t))− 1ir Ir(t)
∣∣∣∣ = O
θ +(θ + 1
ν
) r−1∑
j=1
tj
 = O
1
ν
r+1∑
j=1
tj
 .
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Hence ∣∣∣∣ 1irνr+1Dν,r(t))− 1irtr+1 Ir(t)
∣∣∣∣ = O( 1νtr (1− tr+1)(1− t)
)
.
⊓⊔
Proof of Lemma 6.7. We have
R(k)∞ (t) = ±
1
tk+3
∫ t
0
τk+2u(τ)dτ, u(τ) =
{
sin τ, k ∈ 1 + 2Z
cos τ, k ∈ 2Z. .
Note that
|R(k)∞ (0)| =
1
k + 3
=
1
tk+3
∫ t
0
τk+2dτ.
The inequality (6.19a) now follows from the inequality |u(τ)| ≤ 1, ∀τ .
For any positive integer r we denote by jr the r-th jet at 0 of a one-variable function. We can
rewrite (6.13) as follows:
1
ir
Ir(t) = r!
2 sin( t
2
)
e
it
2 − ieit
r∑
j=1
(−it)j
j!
 = r!(2 sin( t
2
)
e
it
2 − ieit · jr
(
e−it − 1))
= r!
(
2 sin
(
t
2
)
e
it
2 + ieit − ieit · jr
(
e−it
))
= r!
(
−i(e it2 − e− it2 )e it2 + ieit − ieit · jr( e−it ) ) = ir!(1− eit · jr( e−it ) )
Hence
Re
(
1
ir
Ir(t)
)
= Im
(
eit · jr
(
e−it
) )
and 1
tr+1
Ir(t) = O(t
−1) t→∞.
This proves (6.19b).
The spectral measure
dσν =
1
πν3
ν∑
m=1
m2δm
ν
of the process Fν converges weakly as ν →∞ to the measure
dσ∞ =
1
π
χ[0,1]t
2dt,
where χ[0,1] denotes the characteristic function of [0, 1]. Indeed, an argument identical to the one used
in the proof of Lemma 6.4 shows that for every continous bounded function f : R→ R we have
lim
ν→∞
∫
R
f(t)dσν(t) =
∫
R
f(t)dσ∞.
The complex valued stationary Gaussian process F∞ on R with spectral measure dσ∞ has covariance
function
R∞ =
1
π
∫ 1
0
t2eitdt.
Note that ReR∞ = R∞. The results in [9, §10.6] show that the covariance matrix
X∞ =

R∞(0) R∞(t) R
′
∞(0) R
′
∞(t)
R∞(t) R∞(0) −iR′∞(t) −iR
′
∞(0)
R′∞(0) iR
′
∞(t) −R′′ν(0) −R
′
∞(t)
R′∞(t) iR′∞(0) −R′′∞(t) −R′′∞(0)
 = limν→∞Xν ,
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is nondegenerate. The equality detReX∞(t) 6= 0, ∀t ∈ R implies as in Remark 6.3 that µ∞(t) 6= 0,
|ρ∞(t)| < 1, ∀t ∈ R, where
µ∞ =
(λ¯20 −R2∞)λ¯2 − λ¯0(R′∞)2
λ20 −R2∞
, ρ∞ =
R′′∞(λ¯20 −R2∞) + (R′∞)2R∞
(λ¯20 −R2∞)λ¯2 − λ¯0(R′∞)2
.
This proves (6.19c). The equality (6.19d) follows from the Taylor expansion of R∞. ⊓⊔
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