Blue-noise sampling for human retinal cone spatial distribution modeling by Lanaro, Matteo P. et al.
Noname manuscript No.
(will be inserted by the editor)
Blue-noise sampling for human retinal cone spatial distribution modeling
Matteo Paolo Lanaro1 · He´le`ne Perrier2 · David Coeurjolly2 · Victor
Ostromoukhov2 · Alessandro Rizzi1
Received: date / Accepted: date
Abstract This paper proposes a novel method for model-
ing human retinal cone distribution. It is based on Blue-
noise sampling algorithms that share interesting properties
with the sampling performed by the mosaic formed by cone
photoreceptors in the retina. Here we present the method
together with a series of examples of various real retinal
patches. The same samples have also been created with al-
ternative algorithms and compared with plots of the center
of the inner segments of cone photoreceptors from imaged
retinas. Results are evaluated with different distance mea-
sure used in the field, like nearest-neighbor analysis and pair
correlation function. The proposed method can describe fea-
tures of a human retinal cone distribution with a certain de-
gree of similarity to the available data and can be efficiently
used for modeling local patches of retina.
Keywords Retina Modeling · Blue-noise Sampling · Cones
Spatial Distribution · Stochastic Point Processes
1 Introduction
Sampling is the reduction of a continuous signal into a dis-
crete one, or the selection of a subset from a discrete set of
signals. For sampling to be effective, samples should be uni-
formly distributed in a way that there are no discontinuities;
1
Universita` degli Studi di Milano
Via Celoria, 18 20133 Milano (Italy)
E-mail: matteo.lanaro@unimi.it
E-mail: alessandro.rizzi@unimi.it
2
Universite´ de Lyon
43 Bd 11 novembre 1918
F-69622 Villeurbanne France
E-mail: helene.perrier@liris.cnrs.fr
E-mail: david.coeurjolly@liris.cnrs.fr
E-mail: victor.ostromoukhov@liris.cnrs.fr
but at the same time, regular repeating patterns should be
avoided, to prevent aliasing. In the human retina, the mosaic
of the cone photoreceptor cells samples the retinal optical
projection of the scene, achieving the first neural coding of
the spectral information from the light that enters the eye. To
solve the sampling problem, the human retina has adopted
an arrangement of photoreceptors that is neither perfectly
regular nor perfectly random. Local analysis of foveal mo-
saics shows that cones are arranged in hexagonal or triangu-
lar clusters, but extending this analysis to larger areas shows
characteristics such as parallel curving and circular rows of
cones associated with rotated local clusters.
There are different theories regarding the regularity and
development of the cone cells mosaic. Wassle and Riemann
[61] proposed two models based on mechanisms that assume
the self-regulation of an original random pattern, one with
a repulsive force acting between nerve cells and the other
based on competition for territory for each neighboring cell.
Later, Yellott [67] discovered that the photoreceptors in the
human retina, especially the cones, are distributed conform-
ing to a Poisson disk distribution. He performed spectral
analysis to an array of cones treated as sampling points and
observed that the spectral properties of cones mosaic are
representative of a Poisson disk array, with the additional
restriction of a minimum distance between the center of the
cells and their nearest neighbors, because of the size of the
cells. This was confirmed by Galli-Resta et al., which in-
vestigated the spatial features of the ground squirrel reti-
nal mosaics, suggesting that a minimal-spacing rule dmin in
conjunction with an adequate density of receptors can ade-
quately describe the array of rods and S cones [27]. Poisson
disk distribution is now regarded as one of the best sampling
patterns, by virtue of its blue-noise power spectrum [38].
It is still unclear how the spatial distribution and mean
density of cones can affect the sampling of a retinal image
[17]. An interesting evidence of this open issue is the experi-
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ment from Hofer [33] which tested the perception of stimuli
of small spatial scale. Showing brief, monochromatic flashes
of light of half the diameter of a cone size on previously
characterized retinal areas of the subjects, they described the
same stimuli with a large number of hue categories, includ-
ing white, blue and purple, indicating that the stimulation of
two different cones with the same photopigment results in
different color sensations, even with no stimuli in different
regions of the retina or on other wavelength-sensitive cones.
In this study, we examined the Nearest Neigbour (NN)
regularity index of the population of cones in images of real
human retina. We then compared the results to another mea-
sure of spatial patterning, the Pair Correlation Function. The
goal of this paper is to show that the sampling properties of
the cone photoreceptor mosaic can be modeled by a blue-
noise algorithm, and that they can be used to generate sam-
pling arrays with the same features of the retinal cone mo-
saics. More specifically, we want to identify an algorithm
capable of generating sampling arrays with the same range
of densities in the retina, and use specific metrics to compare
the spatial and spectral properties of the cones distribution.
2 Related Works
2.1 Retinal and Cone sampling modeling
The most recent works on retinal modeling are focused on
the neural behavior [63,45,44]; for example, Virtual Retina
by Wohrer and Kornprobst is a large scale simulation soft-
ware that transforms a video input into spike trains, designed
with a focus on nonlinearities, implementing a contrast gain
control mechanism.
However, there have not been many attempts at mod-
eling the cone sampling array. The first known sampling
model for positioning cones in the retina with the same qual-
ities as the human sampling was described by Ahumada [4].
It works by placing cones, which are surrounded by circu-
lar disks representing their region of influence, starting from
the center of the retina, and then applying a random jitter to
each point. There is an attempt to generate a space-varying
parameter model, to extend the modeling capabilities past
the foveola, by varying with the eccentricity the mean ra-
dius of the cone disk, the standard deviation of the cone disk
radius, and the standard deviation of postpacking jitter; but
ultimately those parameters seem to be only fit for the fove-
ola.
After their studies on human photoreceptor topography,
Curcio and Sloan continued in Ahumada’s direction propos-
ing a model of cones distribution based on regular arrays
subjected to a spatial compression and a jitter, to fit the ac-
tual cones mosaic [14]. Their analysis was based on the dis-
tribution of distance and angles of neighboring cones, com-
paring real mosaics with artificially generated ones, and ev-
idencing anisotropies in retinal cell spacing.
Another attempt at modeling the sampling properties of
the cone mosaic was proposed by Wang [60], which created
a polar arranged array of cones and jittered the points ac-
cording to the standard deviation of a Gaussian distribution,
constrained by a minimal spacing rule. The comparison of
power spectrum of the human foveal cones and the gener-
ated sampling arrays show similarities, and the generated
arrays exhibit some basic features of the mosaic of foveal
cones.
In Deering’s [16] human eye model, cones are modeled
individually as a center points surrounded by points that de-
fine a polygon constituting the boundaries of the cell, each
photoreceptor is then subjected to attractive and repulsing
forces to adjust its position. This retinal synthesizer is then
validated by calculating the neighbor fraction ratio and by
empirically measuring the cone density in cells/mm2 and
comparing it from data from Curcio et al. [15].
2.2 Blue Noise Distributions
Coined by Ulichney [58], the term blue noise refers to an
even, isotropic, yet unstructured distribution of points. Blue
noise was first recognized as crucial in dithering of images
since it captures the intensity of an image through its local
point density, without introducing artificial structures of its
own. It rapidly became prevalent in various scientific fields,
especially in computer graphics, where its isotropic proper-
ties lead to high-quality sampling of multidimensional sig-
nals, and its absence of structure prevents aliasing. It has
even been argued that its visual efficacy (used to some ex-
tent in stippling and pointillism) is linked to the presence of
a blue-noise arrangement of photoreceptors in the retina dis-
covered by Yellott [67]. Over the years, a variety of research
efforts targeting both the characteristics and the generation
of blue noise distributions have been conducted in computer
graphics.
Arguably the oldest approach to algorithmically gener-
ate point distributions with a good balance between density
control and spatial irregularity is through error diffusion [26,
58], which is particularly well adapted to low-level hardware
implementation in printers. Concurrently, a keen interest in
uniform, regularity-free distributions appeared in computer
rendering in the context of anti-aliasing [12]. Cook [11] pro-
posed the first dart-throwing algorithm to create Poisson disk
distributions, for which no two points are closer together
than a certain threshold. Considerable efforts followed to
modify and improve this original algorithm [43,41,36,7,28].
Today’s best Poisson disk algorithms are very efficient and
versatile [20,22], even running on GPUs [62,6,66].
Thanks to the pioneering work by Dippe´ and Wold [18],
Mitchell [42], Cook [11], Shirley [56], the computer graph-
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ics community became sensitive to the fact that noise and
aliasing are tightly coupled to sampling. A large variety of
optimization-based approaches has been proposed since then.
Two main optimization-based approaches have been devel-
oped and presented in numerous papers: (1) on-line opti-
mization [41,21,40,5,6,23,8,54,53,25,31,68,48,32,49], and
(2) off-line optimization [47,37,46,59,2,1], where the near-
optimal solution is prepared in form of lookup tables, used
in runtime. The present work uses as reference the approach
called Blue Noise Through Optimal Transport (BNOT), de-
veloped by de Goes et al. [31], because it allows to achieve
the best Blue Noise distribution known today.
In an effort to allow fast blue noise generation, the idea
of using patterns computed offline was raised in [18]. To
remove potential aliasing artifacts due to repeated patterns,
Cohen et al. [9] recommended the use of non-periodic Wang
tiles, which subsequently led to improved hierarchical sam-
pling [37] and a series of other tile-based alternatives [47,
39,46,3]. Wachtel et al. [59] propose a tile-based method
that incorporates spectral control over sample distributions.
More recently, Ahmed et al. [1] proposed a 2-D square tile-
based sampling method with one sample per tile and control-
lable Fourier spectra. However, all precalculated structures
used in this family of approaches rely on the offline genera-
tion of high-quality blue noise.
3 Methods
The cone mosaics used for this work are from previously
published images of patches of real human retinas, as shown
in the leftmost boxes of Figures 2 through 5; they were ac-
quired from the pdf versions of the papers or html, if avail-
able, and saved as png images. The pictures are from differ-
ent subjects of various ages and were obtained with different
techniques, from histological tissue prepared for electronic
microscopic imaging in [15,35,13,30], to the most recent
in vivo imaging techniques, using adaptive optics like de-
formable mirrors coupled with a wavefront sensor to com-
pensate for the ocular aberrations of the eye [51,57,55,64].
The x and y coordinates of the cells inner segments were
manually plotted using WebPlotDigitizer [50]. This prelim-
inary work has been based on a relatively small dataset sue
to the difficulty of finding wide collections of retinal images.
We understand these difficulties related also with problem of
the use of different imaging techniques and tissue prepara-
tion and we hope to have larger datasets in the future. When
analyzing the points distribution, the distance between the
cone centers was converted in real µm on the retina by mul-
tiplying them with the appropriate scale factor of the im-
age, determined by the size of the sample window’s side.
Conversion from degrees was performed according to the
model from [19], with one degree of visual angle equal to
288 µm on the retina. Cone spacing values are compati-
ble with Wyszecki and Styles [65], with the exception of
the data from [30] exhibiting lower values, probably due to
post mortem shrinkage. Retinas 6, 7-A and 7-B have been
cropped during analysis because they didn’t fully fill the
sampling window, and would have included uncharacterized
areas.
3.1 Analysis of point process
In this section, we briefly introduce basic notions from Stochas-
tic Point Processes [34]. A point process S is a stochas-
tic generating point in a given domain Ω (here, [0,1)s). We
denote by Pn := {x(1),x(2), · · · ,x(n)} ⊂ Ω a realization of a
point process with n samples. A point processS is station-
ary if it is invariant by translation, and isotropic if it is invari-
ant by rotation. More formally, if we assume P a probability
measure,S is stationary if ∀x ∈ Rs
P(S (Ω)) = P(S (Ω −x)) , (1)
and isotropic if any rotation or translation of S have the
same statistical properties. We also define the density of a
point set as the average number of samples inside a region B
of volume VB around a sample x.
λ (x) :=
B(x)
VB
. (2)
This density is constant for isotropic and stationary point
processes. A sampler generating sets with a non constant
density is sometimes called a non-uniform sampler. To char-
acterize isotropic stationary point processes, the Pair Corre-
lation Function (PCF) is a widely used tool. Such function
is a characterization of the distribution of pair distances of
a point process. Oztireli [48] devised a simplified estimator
for this measure in the particular case of isotropic and sta-
tionary point processes. The PCF of a pointset Pn in the unit
domain [0,1)s is given by
ρ(r) =
1
n2rs−1 ∑i6= j
kσ (r−d(x(i),x( j))), (3)
where d(x(i),x( j)) is a distance measure between x(i) and
x( j). The factor kσ is used to smooth out the function. Oztireli
relies on this smoothing to assume ergodicity for all sets.
He uses the Gaussian function as a smoothing kernel, but
one could use a box kernel or a triangle kernel instead. To
compute a PCF, we use this estimator with 3 parameters, the
minimal r, rmin, the maximal r, rmax and the smoothing value
σ . Those values are usually chosen empirically. Note that as
the number of samples increase, the distances between sam-
ples will be very different for similar distributions. To allevi-
ate this, we normalize the distances in our estimations using
the maximal possible radius for n samples ([29], Eq (5)).
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In Figure 1, we illustrate how the PCF of several point
processes captures the spectral content of the point distri-
bution: a pure uniform sampling, Greean-Noise and Pink-
Noise samplers obtained using [3], a jittered sampler (for N
samples, subdivision of the domain into regular
√
N×√N
square tile and a uniform random sample is drawn in each
tile), a Poisson-Disk sampler [7] and a Blue-noise sampler
(BNOT) [31].
4 Results and discussion
Regularity index, or conformity ratio is a quantitative method
used for assessing spatial regularity of photoreceptor distri-
butions [61,24,10]. A k-d tree structure has been used to
find the nearest neighbor for each point, the euclidean dis-
tance was calculated for each pair found this way and all
the results are classified in histograms. Each distribution of
nearest neighbours can be described by a normal Gaussian
distribution described by the equation
P(x) =
1
σ
√
2pi
e−(x−µ)
2
/
2σ2
. (4)
where µ is the mean of the distribution and σ the standard
deviation of the measurements. The regularity index is ex-
pressed by the ratio of the mean µ by the standard deviation
σ . This index is reported to be 1.9 for a full random sam-
pling and the more regular the arrangement, the higher the
value, usually 3-8 for retinal mosaics.
Regularity indexes for retinal data are shown in Table
1. In contrast with previous claims, our calculated indexes
range from 8 to 12. In the lower bound there is data ob-
tained from [13], which instead of a retinal image shows the
marked locations of the inner segments of photoreceptors;
meanwhile in the upper bound, close to 12, most of the data
is from foveal centers in [30], with the exception of retina
8-G, where the different sizes of the photoreceptor profiles
reflect different levels of sectioning through the inner seg-
ments.
The indexes for data generated with Green noise, Pink
noise and BNOT samplers are presented in the same table.
As expected, the indexes for Green and Pink noise are as-
similable to those of a full random sampling, in fact they are
even lower, averaging 1.3 and 1.4 respectively; meanwhile,
for the BNOT data, the indexes values are much higher,
more than the double of the highest values for retinal RIs. It
is not very surprising that, thanks to the the uniformity op-
timization of BNOT, the indexes are this high; but still very
far from the infinite RI of regular lattices. Given the fact
that fully regular hexagonal or square patterns are proven to
have poor sampling properties and therefore not suitable for
simulating cones distribution, in the scope of this paper a
higher RI indicates that BNOT is better at generating point
processes than the other analyzed point processes.
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Figure 1 PCF of various 2-D samplers. Fist row from left to right: Re-
alizations of 1024 samples from a uniform (a), a Green-Noise sampler
(b), a Pink-Noise sampler (c), a jittered (d), a Poisson-disk (e) and a
Blue-Noise sampler ( f ). The second row shows the Fourier specrtum
(power spectrum) of each sampler ((g)− (l), spectrum computed on
4096 samples). The PCFs capture the spectral content of each sampler
as shown in (m).
A more recent and reliable method for assessing the good-
ness of these processes is the previously mentioned Pair Cor-
relation Function. In Table 2, we present the l∞ distance, be-
tween our generated point sets and the measured PCF. From
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Figure 2 From left to right: The picture of the patch of retina, the point samples extracted from the cones’ location, Nearest neighbor analysis
with mean and standard deviation, Pair Correlation Function. a-d. Images from Scoles et al. [55] e. Image from Roorda & Williams [51].
two PCFs ρ and ρ2, we denote their l∞ distance as the max-
imal distance between the two functions:
l∞(ρ,ρ2) = maxr|ρ(r)−ρ2(r)| , (5)
where r is a given radius. We rely on this measure as it was
already used in [48] to compare PCFs, two distributions can
be considered the same if this difference is under 0.1. The
closest results are from comparison with BNOT and Dart
Throwing samplers, moreover, the higher the measured RI
for the retinal distribution of photoreceptors, the lower the
distance from BNOT PCF. The opposite happens when com-
paring with Dart throwing algorithm, the closer to the re-
ported RI of 8, the lower the l∞ distance. This evidences that
not only the indexes are actually higher than the ones pre-
viously measured, but also that the most effective method
to simulate these distributions comes from Blue-noise sam-
plers.
5 Conclusions
Blue noise sampling can describe features of a human reti-
nal cone distribution with a certain degree of similarity to
the available data and can be efficiently used for modeling
local patches of retina. We hope this work can be useful to
understand how spatial distribution affects the sampling of
a retinal image, or the mechanisms underlying the develop-
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Figure 3 From left to right: The picture of the patch of retina, the point samples extracted from the cones’ location, Nearest neighbor analysis
with mean and standard deviation, Pair Correlation Function. Images from Curcio et al.[15]
ment of this singular distribution of neuron cells and the im-
plications it has on human vision. Given the nature of blue-
noise algorithms, it should be possible to develop an adap-
tive sampling model that spans the whole retina. However,
there would be issues in validating the cone sampling, since
imaging of the whole retina is difficult to obtain and analyze.
All validation in fact should also be local. Future works will
explore the possibility of applying a smooth sampling across
the retina to obtain an adaptive sampling, given the PCF and
spectra of local patches, the patches can be reproduced [69]
and correlated with a heat map that represents interpolation
in space [52].
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Figure 4 From left to right: The picture of the patch of retina, the point samples extracted from the cones’ location, Nearest neighbor analysis
with mean and standard deviation, Pair Correlation Function. a-d. Images from Jonas et al. [35] e. Image from Curcio et al. [13]
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Figure 5 From left to right: The picture of the patch of retina, the point samples extracted from the cones’ location, Nearest neighbor analysis
with mean and standard deviation, Pair Correlation Function. Images from Curcio et al. [13]
Table 1 µ , σ and regularity indexes of retinal mosaics. GN = Green
Noise, PN = Pink Noise, BNOT = Blue Noise through Optimal Trans-
port
Data µ σ RI
7-A 4.03456374 0.50612555 7.971468099
7-B 9.04250728 1.06718420 8.473239435
5 12.73315988 1.44799613 8.793642161
4-6 7.22426840 0.79458918 9.091828225
4-4 3.83590555 0.41681003 9.203006761
8-G 1.50767654 0.15854224 9.509620334
1-G 8.58240715 0.88831701 9.661423858
4-5 6.00671254 0.61540511 9.760582792
3-B 1.97490585 0.20006784 9.871180871
3-F 5.05986062 0.51204539 9.881664061
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