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When the Coulomb repulsion between electrons
dominates over their kinetic energy, electrons in
two dimensional systems were predicted to spon-
taneously break continuous translation symme-
try and form a quantum crystal1. Efforts to
observe2–13 this elusive state of matter, termed
a Wigner crystal (WC), in two dimensional ex-
tended systems have primarily focused on elec-
trons confined to a single Landau level at high
magnetic fields, but have not provided a con-
clusive experimental signature of the emerging
charge order. Here, we use optical spectroscopy
to demonstrate that electrons in a pristine mono-
layer semiconductor with density . 3 · 1011 cm−2
form a WC. The interactions between resonantly
injected excitons and electrons arranged in a peri-
odic lattice modify the exciton band structure so
that it exhibits a new umklapp resonance, herald-
ing the presence of charge order14. Remarkably,
the combination of a relatively high electron mass
and reduced dielectric screening allows us to ob-
serve an electronic WC state even in the absence
of magnetic field. The tentative phase diagram
obtained from our Hartree-Fock calculations pro-
vides an explanation of the striking experimental
signatures obtained up to B = 16 T. Our find-
ings demonstrate that charge-tunable transition
metal dichalcogenide (TMD) monolayers15,16 en-
able the investigation of previously uncharted ter-
ritory for many-body physics where interaction
energy dominates over kinetic energy, even in the
absence of a moire potential or external fields.
The electronic properties of most metals and semicon-
ductors at low temperatures can be described using the
Fermi liquid theory. This is a consequence of the fact
that in most material systems typical kinetic energy of
electrons exceeds the Coulomb interaction energy. In-
vestigation of strong electronic correlations that emerge
in the complementary regime where the ratio rs of the
Coulomb interactions to the kinetic energy well exceeds
unity has been a holy grail of condensed-matter physics.
A landmark state of matter that was predicted to appear
in this latter limit is a Wigner crystal (WC)1 where elec-
trons spontaneously break translational symmetry and
form a periodic lattice. Quantum Monte Carlo calcula-
tions17 indicate that rs & 30 is necessary for the WC to
be the ground state of a two dimensional electron system
(2DES) when B = 0. Since rs = m
∗
ee
2/(4pi0~2
√
pine)
with , ne and m
∗
e denoting the dielectric constant, elec-
tron density and effective electron mass, simple consid-
erations show that high quality materials with weak dis-
order scattering, large m∗e, low ne and small  should be
used to achieve the requisite rs values.
The difficulty in simultaneously satisfying the above
mentioned stringent conditions has, with a few remark-
able exceptions18,19, hindered the search for an electronic
WC state in the absence of magnetic fields. Instead, ma-
jority of the experimental efforts2–13 to date have focused
on 2DES in conventional semiconductors under large out-
of-plane field B > 0 : in the limit where ne is much lower
than the Landau level (LL) degeneracy, the kinetic en-
ergy of electrons is quenched and the Coulomb interac-
tion provides the only relevant energy scale. While this
system is prima facie ideal for electron crystallization,
strong dielectric screening, finite disorder, and competi-
tion with fractional quantum Hall states have impeded an
unequivocal observation of the charge order in the WC
state.
Transition metal dichalcogenide (TMD) monolayers
have the promise to overcome this conundrum20: the
combination of weak dielectric screening together with
m∗e that is an order of magnitude larger than that of
GaAs shows that rs > 30 can be obtained for an elec-
tron density of ne ∼ 1 · 1011 cm−2 even in the B = 0
limit. The stark contrast to conventional materials be-
comes even more prominent in the limit B 6= 0, where
the relevant parameter quantifying the strength of in-
teractions is given by the ratio of the characteristic
Coulomb interaction energy (Ec) to the cyclotron en-
ergy (~ωc): Ec/~ωc = m∗ee/(4pi0l0~B) = rs
√
ν/2, with
l0 =
√
~/(eB) and ν denoting the magnetic length and
LL filling factor, respectively. Since Ec/~ωc ≥ 25 for
B ∼ 4 T in TMD monolayers, interactions lead to strong
LL mixing and it is no longer possible to treat electron
motion as being restricted to a single LL.
Here, we report direct evidence for electronic WC in
two different monolayer TMD devices. In contrast to the
recently observed Wigner-Mott states in moire superlat-
tices21–25, the WC states in our devices spontaneously
break continuous translational symmetry. Both sam-
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2Figure 1. Optical signatures of a Wigner crystal at zero magnetic field. (a) Optical micrograph of the studied
device consisting of a charge-tunable, dual-graphene-gated, and fully-hBN-encapsulated MoSe2 monolayer (dashed lines indicate
boundaries of the flakes). (b) Schematic of the fiber-based setup for magneto-optical spectroscopy of the device at milikelvin
temperatures. (c) Gate-voltage-dependence of the reflectance contrast spectrum featuring charge-neutral (i) and electron-
doped regions (n). (d) Close-up into the exciton spectral range in the low-density regime (marked by dashed rectangle in
panel c) showing derivative of reflectance contrast with respect to the gate voltage. The weak, higher-energy resonance is
due to umklapp scattering of the excitons off the electron WC. Black dashed line marks the fitted position EX of the exciton
resonance, while green line corresponds to the expected position of the umklapp peak EX + ∆EU . (e) Energy splitting ∆EU
between the exciton and umklapp peaks determined as a function of the electron density ne. Solid line marks the linear fit
corresponding to the exciton mass of mX = (1.1± 0.2)me. (f-h) Schematics illustrating the exciton dispersion in a monolayer
semiconductor hosting an electron system in various structural phases. The exciton bands are split by the electron-hole
exchange interaction into parabolic- and linear-in-momentum branches that correspond to the exciton dipole oriented along
transverse (T) or longitudinal (L) directions with respect to the momentum vector. For the electrons in a liquid state (g), the
bands are simply blueshifted with respect to the undoped case (f). In a WC phase (h), the exciton umklapp scattering off the
periodic electron lattice leads to band-folding. This gives rise to emergence of a new, zero-momentum umklapp resonance with
an energy ∆EU ' ~2k2W /2mX determined by reciprocal lattice vector kW .
ples we investigated consist of a charge-tunable MoSe2
monolayer that was encapsulated between two layers of
hexagonal boron-nitride (hBN) and covered with few-
layer-graphene flakes serving as top and back transparent
gate electrodes [see section S1 of the Supplementary In-
formation (SI) for details regarding sample fabrication
and experimental setup]. In the main text we focus
on the device depicted in Fig. 1a, for which the dop-
ing was controlled by applying a top gate voltage Vt.
The resulting electron density ne(Vt) was precisely cal-
ibrated based on the LL fan chart of the Shubnikov-de
Haas oscillations of the exciton linewidth26 revealed by
our high-magnetic-field studies (section S4 of the SI).
This device was mounted in a dilution refrigerator with
a monomode-fiber-based optical access (Fig. 1b) allow-
ing to perform circular-polarization-resolved, magneto-
optical experiments with sub-micron spatial resolution
at a base temperature of 80 mK (see section S5 of the SI
for the reference data sets taken at T = 4 K).
We first concentrate on the fingerprints of the WC
phase for B = 0. Fig. 1c shows representative gate-
voltage-evolution of the resonant reflectance contrast
spectrum (R − R0)/R0 = ∆R/R0 of our device, where
R is the reflectance signal measured in the MoSe2-
monolayer region, while R0 represents a background re-
flectance taken off the MoSe2 flake (see section S2 of the
SI). At negative Vt, when the MoSe2 is charge-neutral,
the spectrum displays a single resonance related to the
bare exciton (X). As evidenced by several previous re-
ports27, upon electron doping (at Vt > 0), the excitons
become dressed into exciton-polarons, due to dynamical
screening by the electron system. This leads to emer-
gence of a second, red-shifted resonance, termed the at-
tractive polaron (AP), which gets brighter as ne is in-
3creased. In parallel, the exciton peak smoothly trans-
forms into a repulsive polaron (RP) that blueshifts, be-
comes broader, and loses its oscillator strength.
In search for signatures of the periodic charge order, we
examine the limit of low ne in the spectral vicinity of the
RP transition, which, for simplicity, we will further refer
to as the exciton resonance. Remarkably, in this regime
we observe a second, higher-energy resonance. Due to its
small oscillator strength, about two orders of magnitude
lower than that of the exciton, this resonance is barely
visible in the raw reflectance spectra, but becomes promi-
nent after differentiating ∆R/R0 with respect to the gate
voltage, or equivalently ne (Fig. 1d). This resonance
blueshifts faster than the exciton with increasing ne and
becomes indiscernible at ne & 3 ·1011 cm−2. At the same
time, its energy splitting ∆EU from the main exciton
transition, determined by fitting both resonances with
dispersive Lorentzian spectral profiles (following a pro-
cedure described in section S3 of the SI), scales linearly
with ne and extrapolates to zero at ne = 0 (Fig. 1e).
These observations, in conjunction with recent work
linking the appearance of high energy excitonic umk-
lapp resonances to the presence of electronic charge or-
der in an electronic Mott-insulator state14, allow us to
conclude that the electrons at low ne form a WC. Even
though there is no moire potential in the single mono-
layer TMD sample we investigate, the charge order ap-
pearing in the WC state introduces a periodic poten-
tial for the excitons, which in turn leads to emergence
of new bright resonances in the reduced excitonic Bril-
louin zone. These new transitions originate from the
umklapp scattering of the dark exciton states with mo-
mentum k = kW (where kW is the WC reciprocal lattice
vector), which folds these states back to the light cone
where they hybridize with the k = 0 exciton and thus
acquire a finite oscillator strength. In the relevant limit
of weak exciton-electron interactions, the energy of such
an umklapp resonance is simply determined by the ex-
citon kinetic energy ∆EU = ~2k2W /2mX at momentum
k = kW , where mX stands for the exciton mass. Since
kW ∼ 1/aW ∼ √ne, the umklapp energy increases lin-
early with ne while the WC lattice constant aW is re-
duced, in full agreement with our experimental observa-
tions. Moreover, assuming a triangular lattice structure,
the slope ∆EU/ne = h
2/
√
3mX extracted from the data
in Fig. 1e corresponds to mX = (1.1±0.2)me (where me
denotes a free electron mass) that is in agreement with
mX = m
∗
e +m
∗
h = 1.3me revealed by prior transport and
ARPES experiments28,29.
The stability of the WC could be further enhanced
upon application of the magnetic field, since confinement
of the electron motion into circular orbits partially sup-
presses the kinetic energy. This gives rise to more pro-
nounced optical signatures of the crystal phase, as re-
vealed by Fig. 2a presenting gate-voltage dependence of
d(∆R/R0)/dVt acquired at B = 6 T. Interestingly, even
though the umklapp resonances in both circular polar-
izations are more intense than their B = 0 counterparts,
Figure 2. Enhanced Wigner crystal signatures at a
magnetic field of 6 T. (a) Gate-voltage evolution of the
derivative of the reflectance contrast spectrum with respect
to Vt, measured at B = 6 T in the two circular polarizations:
σ− (left) and σ+ (right). Grey horizontal dashed lines indi-
cate the voltages corresponding to subsequent integer filling
factors. Black dashed (dotted) lines mark the position of the
co-polarized (cross-polarized) exciton resonance in each map.
Green lines indicate the expected energy of the umklapp peak,
which is the same for both polarizations and is computed as
EX(σ
+) + ∆Z/2 + h
2ne/
√
3mX assuming triangular electron
lattice and mX = 1.2me. Here, ne denotes the electron den-
sity, ∆Z is the exciton Zeeman splitting and EX(σ
+) is the en-
ergy of the lower-energy Zeeman-split exciton branch. (b) En-
ergies of the exciton and umklapp resonances determined as
a function of ne. (c) Energy splitting between the umklapp
and exciton resonances in the two circular polarizations. Solid
lines mark the linear fits of the data corresponding to the ex-
citon mass of mX = (1.2±0.2)me. (d) Schematics illustrating
the influence of the magnetic field on the exciton dispersion.
The k = 0 states undergo a Zeeman splitting, which is sup-
pressed for the finite-momentum umklapp resonance due to
the existence of sizable exchange-induced splitting between
longitudinal and transverse branches at k = kW .
the σ−-polarized resonance is clearly stronger than the
σ+ one. At the same time, both peaks exhibit almost
identical energy for any given ne, in stark contrast to the
4Figure 3. Interplay between Wigner crystal and integer quantum Hall state at a magnetic field of 14 T. (a) Gate-
voltage dependence of the σ−-polarized reflection contrast spectrum at B = 14 T. Horizontal dashed lines mark the voltages
corresponding to subsequent integer filling factors, where the exciton energy exhibits cusp-like shifts. (b-c) Close-ups into the
low-density region (marked by dotted rectangle in panel a) showing the gate-voltage dependence of the derivative of reflection
contrast spectra with respect to the energy (b) or the voltage (c) in the two circular polarizations: σ− (left) and σ+ (right). In
each map, dashed circle indicates the area corresponding to the anticrossing between the umklapp and the exciton occurring
in σ−-polarization, while the dashed rectangle marks the region where the higher-energy resonance reappears around ν = 1.
k = 0 exciton transitions exhibiting a large valley Zeeman
effect30–32: ∆Z = gµBB with g ≈ 4.3 ( Fig. 2b). This
striking disparity arises from the long-range electron-hole
exchange interaction33–35, which strongly mixes high-
momentum excitons in K± valleys, resulting in forma-
tion of longitudinal- and transverse-polarized exciton
branches that are split by ∆Ee−h(k) ∼ |k|, as schemati-
cally depicted in Figs 1f-h. Since ∆Ee−h(kW ) ∆Z at
B = 6 T even for kW corresponding to ne ∼ 1 ·1011 cm−2
(see Sec. S9 of the SI for the estimation of ∆Ee−h), the
Zeeman effect for the umklapp resonances is almost fully
suppressed (Fig. 2d). Consequently, experimentally-
determined splittings ∆E±U of the umklapp from the ex-
citon in σ± polarization (Fig. 2c), despite exhibiting the
same increasing slope with ne as in the zero-field case,
now extrapolate to non-zero energy of ±∆Z/2 at ne = 0.
These observations further support our identification of
the umklapp resonance. The lower value of ∆E−U < ∆E
+
U
also implies stronger hybridization of the σ−-polarized
umklapp resonance with the k = 0 excitons, which in
turn explains its markedly higher intensity.
Combination of vanishing Zeeman-splitting of the
umklapp resonance and the large valley Zeeman shift of
k = 0 excitons suggests that it is possible to bring these
two transitions into resonance by tuning the B-field such
that ∆Z/2 = ~2k2W /2mX . Notably, at strong fields this
condition could be met for ne high enough to allow for
a direct observation of an anticrossing between the two
resonances. This is experimentally realized at B = 14 T,
where we indeed discover such an anticrossing around
ne = na ≈ 1.5 · 1011 cm−2 in σ− polarization, as shown
in Fig. 3. Remarkably, the umklapp resonance for ne sat-
isfying ∆Z/2 ≥ ~2k2W /2mX is visible even in the gate-
voltage dependence of the bare reflectance contrast spec-
tra (Fig. 3a). In turn, differentiation of ∆R/R0 with re-
spect the energy shows the onset of anticrossing between
the umklapp and main σ− resonance (Fig. 3b). The lat-
ter plot also reveals a pronounced asymmetry in the in-
tensities of the optical transitions involved in the anti-
crossing: at low densities ne . na both resonances are
clearly visible, while at ne & na the umklapp resonance
is no longer discernible; this is independently confirmed
by differentiating ∆R/R0 with respect to ne, depicted in
Fig. 3c. We tentatively attribute this observation to an
electronic phase transition corresponding to the melting
of the WC, which takes place at a relatively low filling
factor (ν ≈ 0.5) due to reduction of Ec/~ωc ∝ 1/
√
B at
high B fields. Remarkably however, the higher-energy
resonance reappears in the spectrum for ne correspond-
ing to ν = 1 (see Figs 3b-c).
5Figure 4. Theoretical analysis. (a) The Hartree-Fock phase diagram. We identify four phases: the liquid integer quantum
Hall (IQH) state at ν = 1, the conventional WC with one electron per unit cell, quasiparticle Wigner crystal (QPWC) of excess
electrons for ν = 1 +  and of excess holes for ν = 1− . Note the phase transition between the IQH liquid and the WC crystal
at Ec/~ωc = 6.8. The shaded region, Ec . ~ωc, labels the more conventional regime, where fractional QH states are expected
to emerge. The inset shows a real-space density profile of the WC computed at Ec/~ωc = 10 and ν = 1. (b) The spectrum
of magnetorotons of the ν = 1 liquid state for Ec/~ωc = 5. This dispersion exhibits a magnetoroton minimum around the
reciprocal lattice vector of the triangular WC (dashed vertical line). (c) Comparison of the exciton spectral function at ν = 1,
when the electrons are in the WC (top panel) or the liquid IQH state (lower panel). The broad high-energy peak in the IQE
state occurs due to exciton dressing by the soft magnetoroton mode. While the integrated spectral weight of the higher-energy
peaks is similar for both the WC and the liquid states (and yields around ∼ 1%), the peaks are much sharper in the case of
WC.
To provide a theoretical understanding of the experi-
mental results at B 6= 0, we performed a Hartree-Fock
analysis of the system. In the discussion below, we fo-
cus on understanding the main experimental observations
and elucidating the difference between our system and
previously studied quantum Hall WC states. One of the
surprising results of this work is the observation of WC
states at integer ν. Majority of previous experimental
investigations of WC have been done at ν < 1, where
macroscopic LL degeneracy can be lifted through the for-
mation of a charge-density-wave (CDW) state36–39. An
alternative, competing option for lifting the degeneracy is
through fractional quantum Hall states. By contrast, in-
teger quantum Hall (IQH) states are non-degenerate and
incompressible and should be robust against the Coulomb
interaction. The novelty of the TMD system is that
Ec/~ωc  1 for B . 10 T: such a strong Coulomb inter-
action results in substantial LL mixing, leading to a tran-
sition between the liquid IQH and WC states as the ratio
Ec/~ωc ∝ 1/
√
B is varied. Another interesting feature of
the experiment is the difference in the ν-dependence of
umklapp resonances for different B. When the magnetic
field is B . 6 T, we find that the umklapp resonance ex-
ists in a broad range of densities and does not exhibit any
special features at integer filling factors (Fig. 2). Con-
versely, for B & 10 T, the higher-energy resonance is ob-
served at low ν and then around ν = 1, but disappears
as the density is tuned either below or above (Fig. 3).
Earlier theoretical analysis suggested that quantum Hall
crystals should not exhibit singularities at integer filling
factors40, which is consistent with the low field results
but is in contradiction with the higher field data.
Fig. 4a summarizes our results for the Hartree-Fock
phase diagram for the electron system at B 6= 0 as
a function of the electron filling factor around ν = 1
and Ec/~ωc. Within this analysis, we consider four com-
peting phases: the IQH liquid at ν = 1, the WC phase
(with one electron per unit cell), the quasiparticle WC
(QPWC) of excess electrons for ν = 1 +  and of excess
holes for ν = 1 − . Motivated by the large Zeeman
splitting, we consider ferromagnetic states only. This
mean-field approach cannot describe fractional quan-
tum Hall states, which we expect to be important for
smaller Ec/~ωc. For ν  1, a wealth of other phases,
including different kinds of bubble states and stripes, are
expected to emerge41,42; however, our analysis indicates
they are not relevant for the phase diagram in Fig. 4a.
We find a first-order transition between the IQH and WC
states at Ec/~ωc = 6.8. We have also performed Kallin-
Halperin-type analysis of magnetoroton excitations in the
IQH state and observed that full softening occurs at a
much larger interaction strength Ec/~ωc = 15.47 (see
SI), further indicating that the transition is first order.
We note that mean-field approaches tend to overestimate
the stability of the broken symmetry phases, and quan-
tum fluctuations will shift the transition point towards
larger values of Ec/~ωc.
For B . 6 T, we are deep in the WC phase (Ec/~ωc &
20), which explains the robustness of the umklapp peak
observed over a broad range of ne. For B & 10,T we
expect that at ν = 1 the system could already be in the
IQH state. In this case, it would be the exciton dressing
by the soft magnetoroton excitations, and not scattering
off the WC, that gives rise to an extra peak in the exciton
spectral function at an energy splitting ∼ ∆EU , close to
the umklapp resonance associated with the WC phase.
Analysis of the exciton spectral function, including mag-
netoroton shake-off processes, is presented in the SI. As
ne is tuned away from ν = 1, the IQH state transitions
into QPWCs, which have different collective excitations
6and should have umklapp resonances at much smaller en-
ergy splittings. Furthermore, we expect QPWC phases to
be much more sensitive to the disorder potential, which
could lead to a strong broadening of the associated umk-
lapp peaks. This provides a scenario for why at B & 10 T
higher-energy resonances appear only at low ν (due to
umklapp scattering off the WC) and around ν = 1 (due
to magnetorotons), but not at intermediate ν. We note
however that for B = 14 T, we have Ec/~ωc ≈ 13 at
ν = 1, which according to the HF analysis, should still
be in the WC state. Future theoretical studies beyond
mean-field approximation should clarify the precise point
of the IQH to the WC transition.
The possibility to obtain a higher-energy excitonic res-
onance due to dressing of excitons with soft magnetoro-
ton excitations of the ν = 1 IQH liquid, naturally brings
up the question whether the spectral features which we
identified as umklapp resonances could be considered as
an unequivocal evidence for a WC phase. To clarify this
point, we have carried out a calculation of the exciton
spectral function at B = 0 in the liquid phase near the
critical point (ne ≥ ncr). We find that the higher-energy
peak in this case (see SI) has an energy detuning, deter-
mined approximately by the energy of the roton mode,
that is almost twice as large as its counterpart in the WC
phase (ne ≤ ncr). Since the uncertainty in the determi-
nation of the umklapp energy at B = 0 is much smaller,
our experiments clearly rule out a competing explana-
tion based on dynamical screening of excitons by roton
excitations in the liquid state. Effectively, the first order
nature of the B = 0 liquid-to-crystal phase transition
taking place without substantial roton softening, ensures
that the observation of an umklapp resonance at energy
∆EU/ne ' h2/
√
3mX provides an indisputable evidence
for the WC phase.
The experiments and the theoretical analysis we de-
tail in this article open up possibilities to study strongly
correlated electrons in previously unexplored parameter
regimes. An obvious extension of our work would be
to combine it with transport spectroscopy43 to measure
Hall conductivity: such measurements will help to ex-
plore whether a Hall crystal40, concurrently exhibiting
unity Chern number and broken translational invariance,
exists in the vast parameter regime that can be studied in
charge-tunable monolayer TMDs. Additional insight into
the dynamical properties of WCs can be obtained from
optical conductivity measurements, which can elucidate
the role of disorder through measurements of the pin-
ning frequency6,9,11,44–47. Our calculations show that in
the absence of disorder, the generically broad asymmet-
ric lineshapes associated with the dynamical screening
of excitons by softened magnetorotons contrast sharply
with the delta-function umklapp peak of a WC (Fig. 2c):
consequently, we expect materials with reduced disorder
to allow for an all-optical investigation of the dynamical
response function of strongly interacting electrons.
Another exciting direction is the investigation of
emerging spin order and its relation to the crystalline
structure48. In this context, we note that increasing res-
onant light intensity could be used to generate a nonequi-
librium electron spin population and to study new mag-
netic phases that are otherwise not accessible in the elec-
tronic ground state. Further control over the ratio of
Coulomb interaction to kinetic energy scales could be ob-
tained by using more complex van der Waals heterostruc-
tures composed of bilayer semiconductors or proximal
graphene layer to change the screening of interactions.
On the theoretical side our work calls for further the-
oretical analysis of quantum Hall systems in the pre-
viously unexplored regime of ultra-strong interactions,
when Coulomb interaction is much larger than the cy-
clotron energy.
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S1. DEVICE AND EXPERIMENTAL SETUP
The structure of the device studied in the main text is schematically depicted in Fig. S1a. The device consisted of a
charge-tunable MoSe2 monolayer that was electrically contacted with a few-layer graphene (FLG) flake, encapsulated
between two hBN flakes, and finally embedded between the top and bottom FLG graphene gates. The thicknesses
of hBN layers – being particularly important for modelling of the spectral profiles of exctionic resonances – were
determined by means of atomic force microscopy (AFM) to be tt = (74 ± 5) nm and tb = (91 ± 5) nm for the
top and bottom layers, respectively. All of the flakes were first mechanically exfoliated either from synthetic (HQ
Graphene MoSe2, NIMS hBN) and natural (graphene) bulk crystals onto Si/SiO2 substrates using a backgrinding tape
(Ultron Systems). The actual heterostructure was assembled with a standard, dry-transfer technique [S1], in which
the flakes were sequentially picked up and stacked together with sub-micron spatial precision using of a hemispherical,
polydimethylsiloxane (PDMS) stamp covered with a thin layer of polycarbonate (PC). A complete stack was then
released on a transparent, sapphire substrate, and the residual PC layer was subsequently dissolved in chloroform.
Finally, the FLG graphene flakes were contacted with Ti/Au electrodes that were fabricated using standard electron-
beam lithography followed by metal evaporation. During all of the reported experiments, the electron density ne
in the MoSe2 monolayer was controlled by applying a voltage Vt to the top gate, while keeping the MoSe2 and the
other gate grounded. Notably, the sample exhibited virtually no electrical hysteresis when the gate voltage was swept
upwards or downwards, as the difference in values of Vt being required to reach a given density in these two cases
was not exceeding 0.1 V. Nonetheless, in order to avoid this small uncertainty, in all of our experiments the gate was
always ramped in the same direction (from negative to positive values).
Figure S1b displays a simplified schematic of the experimental setup used in our measurements. The device was
mounted inside a dilution refrigerator allowing to reach a base temperature of 80 mK. The refrigerator was immersed
in a liquid He bath cryostat equipped with a superconducting solenoid producing a magnetic field of up to 16 T in
the direction perpendicular to the sample surface. The resonant-reflection of the device was measured with the use
of a broadband light emitting diode (LED) with center wavelength of 760 nm and linewidth of 20 nm. The LED
Figure S1. Device structure and the experimental setup. (a) Cartoon displaying the structure of the device investigated
in the main text. (b) Simplified schematic of the experimental setup utilized for magneto-optical measurements.
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2light was first arbitrarily polarized using a linear polarizer as well as a set of λ/2 and λ/4 wave-plates. Then it was
transmitted to the sample in a single-mode fiber. The fiber was coupled inside the refrigerator to a confocal microscope
objective consisting of two aspheric lenses of numerical apertures NA = 0.15 (on the fiber side) and NA = 0.68 (on
the sample side) allowing to focus the light to a diffraction-limited spot of ∼ 0.5 µm diameter. The integrated power
of the light was kept on a low level of about 15 nW to avoid heating of the sample. The objective was mounted on
x–y–z piezo-electric attocube stages, which permitted to select a suitable spot on the sample surface with submicron
precision. The light reflected off the sample was collected by the same fiber and then analyzed in the detection path
consisting of λ/2 and λ/4 wave-plates as well as a Wollaston prism, which allowed to separate the beam into two
components corresponding to σ+- and σ−-polarized response of the sample. Both of these components were then
spectrally-resolved by the same 0.5 m spectrometer and recorded in parallel using a nitrogen-cooled CCD camera.
In order to compensate for the Faraday rotation in the fiber, the polarization settings were readjusted based on the
resonances observed in the reflectance spectra after each change of the magnetic field. Moreover, in order to enhance
the fidelity of the detected polarization, the incoming white-light was always co-polarized to the currently analyzed
σ±-polarized response of the sample.
S2. DETAILS OF NORMALIZATION AND DIFFERENTIATION OF THE REFLECTANCE SPECTRA
As stated in the main text, in order to extract the reflectance contrast Rc from the measured white-light reflectance
spectrum R of the MoSe2 monolayer, we acquire a reference spectrum R0 at a different spot in the sample region
featuring all the layers (i.e., hBN, graphene gates) except for the MoSe2. To minimize systematic errors stemming
from sample inhomogeneities or defocusing when travelling along the sample surface, the reference spot is selected as
close as possible to the investigated MoSe2 spot. The example pair of such R and R0 spectra is shown in Fig. S2a.
Based on this data we determine the reflectance contrast as Rc ≡ ∆R/R0 = (R−R0)/R0 (as displayed in Fig. S2b)
as well as its dependence on the Vt by applying the same procedure to the reflectance spectra R(Vt) measured for
different gate voltages.
To evaluate a derivative R′c(E) = dRc/dE of the reflectance contrast with respect to the energy (which is plotted in
Fig. 3b in the main text), we apply a standard symmetric difference quotient method, which approximates a numerical
Figure S2. Normalization and differentiation of the reflectance data. (a) Reflectance spectra acquired for the main
device at two different spots: one in the MoSe2 monolayer region (blue) and one off the MoSe2 monolayer (red). Both spectra
were obtained at charge neutrality (Vt = −1 V) and in the absence of the magnetic field. (b) The reflectance contrast spectrum
Rc ≡ ∆R/R0 determined based on the two spectra from panel a. (c-d) Color-scale plots showing zero-field gate-voltage
evolutions of the derivative of reflectance contrast R′c = dRc/dVt with respect to the Vt (dashed lines mark the exciton and
umklapp energies). The left panel presents a derivative evaluated numerically using standard, symmetric difference quotient
method as R′c(Vt,n) = [Rc(Vt,n+1)−Rc(Vt,n−1)]/[Vt,n+1−Vt,n−1]. The right panel shows a derivative of the same data obtained
using the other method, in which dRc/dVt is computed as a difference quotient between symmetric data points separated not
by two, but by four gate-voltage steps, i.e., R′c(Vt,n) = [Rc(Vt,n+2) − Rc(Vt,n−2)]/[Vt,n+2 − Vt,n−2]. This method was used in
the main text to plot the gate-voltage derivatives in Figs 1–3.
3derivative as a slope of the line connecting the two neighbouring data points R′c(En) = [Rc(En+1)−Rc(En−1)]/[En+1−
En−1], where index n labels subsequent points. In principle, similar method could be also applied for computing a
derivative of Rc versus gate voltage as R
′
c(Vt,n) = [Rc(Vt,n+1) − Rc(Vt,n−1)]/[Vt,n+1 − Vt,n−1]. However, due to the
small gate-voltage step used in our measurements, the signal differentiated in such a way is relatively noisy, as shown
in Fig. S2c for the case of zero-field reflectance contrast spectra. For this reason, in Figs 1d, 2a, and 3c in the main
text we employ a slightly different procedure, in which R′c(Vt) is determined as a slope connecting not neighbouring,
but next-neighbouring data points: R′c(Vt,n) = [Rc(Vt,n+2)−Rc(Vt,n−2)]/[Vt,n+2−Vt,n−2]. This procedure effectively
reduces the noise (see Fig. S2d) by suppressing the contribution to R′c(Vt) from abrupt changes of Rc occurring within
∆Vt < 0.2 V, which are irrelevant for the effects investigated in our work.
S3. DETERMINATION OF ENERGIES OF THE EXCITON AND UMKLAPP RESONANCES
Due to the presence of multiple reflections at the interfaces between different layers in our device, the light reflected
off the MoSe2 monolayer interferes with the background signal, which sizably alters the lineshape of the excitonic
resonances observed in the spectra. In order to account for this effect, we describe each of these resonances using an
effective dispersive Lorentzian spectral profile of the form: [S2, S3]
Rc(E) = A cos(ϕ)
γ/2
(E − E0)2 + γ2/4 +A sin(ϕ)
E0 − E
(E − E0)2 + γ2/4 + C, (S1)
Figure S3. Fitting the exciton and umklapp peaks with dispersive Lorentzian spectral profiles. (a) Color-scale
map showing gate-voltage evolution of the reflectance contrast Rc spectra measured for the main device, at zero magnetic
field, for low electron doping densities, and in the spectral vicinity of the exciton peak. (b) Similar map presenting evolution
of the reflectance contrast Rc upon subtraction of the fitted exciton spectral profile RX as well as a smooth gaussian-like
background B (independent of the voltage). The dashed lines in both panels indicate the energies of the exciton and umklapp
peaks. (c-d) Cross-sections through the maps in panels (a-b) at Vt = 0.8 V showing, respectively, bare and background-
corrected reflectance contrast spectra. The solid lines indicate the fits to the experimental data with dispersive Lorentzian
spectral profiles, based on which we determined the exciton and umklapp energies (marked by vertical dashed lines). In case
the umklapp peak the fitting was carried out only in the energy region covered by the data points shown in green, in order to
avoid spurious contribution originating from the residual of the exciton resonance fitting.
4where E denotes the photon energy, C represents a flat background, A > 0, E0, and γ correspond, respectively, to the
amplitude, energy, and linewidth of the resonance, while ϕ stands for interference-induced phase-shift, which depends
both on the energy and the amplitude of the resonance.
To extract the energies of the exciton and umklapp peaks from a given reflectance contrast spectrum, we first fit
the spectral profile RX(E) of the exciton peak with the aforementioned dispersive Lorentzian formula leaving the
umklapp peak aside, which is justified owing to its very small oscillator strength. The result of such a fit performed
for an example zero-field spectrum measured at Vt = 0.8 V is presented in Fig. S3c. To determine the umklapp
position, we subtract the fitted lineshape RX(E) from the original data Rc(E) and repeat this for each gate voltage,
thus obtaining a voltage evolution of the corrected spectra Rc(E, Vt) − RX(E, Vt). At this stage, to account for the
presence of a residual smooth background in the data, we fit one of the corrected spectra obtained at the charge
neutral region (where we do not expect to see an umklapp signature) with a phenomenological, gaussian formula
B(E) = Ab exp[−(E − Eb)2/2S2b ] + Cb. This fixed background is then subtracted from all the spectra measured at
different voltages. The resulting gate-voltage dependence of Rc(E, Vt) − RX(E, Vt) − B(E) is displayed in Fig. S3b
together with the corresponding raw reflectance contrast Rc(E, Vt) data in Fig. S3a (for comparison). As seen, the
above approach greatly reduces the non-linear background around the umklapp peak, which makes it possible to fit
its spectral profile. To this end, in order to avoid the spurious contribution from residuals of the exciton fitting, we
truncate the fitting range on the red side of the umklapp resonance to the energies E > EX + γX , where EX and γX
represent, respectively, the fitted energy and linewidth of the exciton resonance. Moreover, bearing in mind relatively
low intensity of the umklapp resonance, we also reduce the number of independent parameters in the dispersive
Lorentzian formula (S1). Specifically, we set C = 0 (since the background was already subtracted) and fix the phase
of the umklapp peak to ϕ = ϕ0, where ϕ0 = 2.5 rad represents the zero-oscillator-strength limit of the resonance
phase at the umklapp energy in the case of our heterostructure. The latter value is determined based on the transfer-
matrix simulations [S4] of our device reflectivity spectrum (assuming hBN thicknesses mentioned in Sec. S1 as well
as hBN refractive index of 2.10 taken from [S5]), the validity of which is independently confirmed by ensuring that
those simulations properly describe the gate-voltage evolution of the lineshapes of the main resonance in the optical
spectrum (i.e., attractive and repulsive polarons). Under the above assumptions, we fit the umklapp peak in the
corrected spectrum (as shown in Fig.S3d for an example case of Vt = 0.8 V), which finally allows us to extract its
energy as a function of the gate voltage, which is plotted in Figs 1e and 2b,c in the main text for the cases of B = 0
and B = 6 T, respectively. We stress that due to large number of steps involved in the above approach, it may be
fraught with a systematic error originating, e.g., from the uncertainty of assumed umklapp peak phase ϕ0. This may
in turn lead to a systematic error of the exciton mass determined based on the slope of the umklapp energy increase
with the gate voltage. We account for this effect in the main text by assuming the mass uncertainty to be larger than
its statistical uncertainty determined by the spread of the data points in Figs 1e and 2b,c.
S4. CALIBRATION OF THE ELECTRON DENSITY DEPENDENCE ON THE GATE VOLTAGE
Given that the energy splitting between the umklapp and exciton transitions is governed by the Wigner crystal
lattice constant that is evaluated based on the electron density ne, it is essential for the validity of our analysis to
precisely establish a dependence of ne on the gate voltage Vt. In principle, this might be done by modelling the device
as a parallel-plate capacitor [S2, S4] with the geometrical capacitance per unit area Cgeom = 0
⊥
hBN/tt defined by
the top hBN thickness tt and its static dielectric constant 
⊥
hBN. This procedure, however, may be fraught with a
systematic error stemming from sizable uncertainty of the ⊥hBN constant.
To avoid the above difficulties, we utilize a more accurate approach, in which ne(Vt) is obtained based on the
Shubnikov-de Haas (SdH) oscillations of the exciton transition at high magnetic fields. As we demonstrated in
our previous work [S2], under such conditions the linewidth γX of the exciton peak in σ
− polarization (in case of
the electron doping) exhibits sharp minima each time the Landau-level (LL) filling factor ν takes on an integer
value, as seen in Figs S4a,b for an example set of data taken at B = 16 T. This allows us to extract the voltages
Vt(ν,B) corresponding to subsequent integer ν by fitting the vicinity of each minimum in γX(Vt) dependence with
a phenomenological, gaussian profile. Bearing in mind that our Wigner crystal investigation from the main text is
mostly focused on the low-doping density limit, we simplify the current analysis by restricting it to a regime, in which
the Fermi level does not exceed the valley Zeeman splitting of the conduction band, and hence where the electrons
occupy the states in a single, K+ valley. Fig. S4c displays the values of Vt(ν,B) obtained in the above-described
way for all magnetic fields B ≥ 8 T at which we observe resolvable SdH oscillations in the exciton linewidth. As
expected, the voltages form a characteristic LL fan chart exhibiting linear increase with both ν and B, as confirmed
by their perfect agreement with a set of linear dependencies of the form Vt(ν,B) = V0 + δνB. Importantly, all of
these dependencies have just two common fitting parameters: V0 = −0.13 V being the voltage that corresponds to
the onset of filling the conduction band with electrons, and δ = 0.12 V/T representing a change of the gate voltage
5Figure S4. Calibration of the electron density based on the Shubnikov-de Haas oscillations in the exciton
linewidth. (a) Color-scale map presenting σ−-polarized reflectance contrast spectra measured for the main device as a
function of the gate-voltage at B = 16 T. (b) Gate-voltage dependence of the exciton linewidth extracted from the data in
panel (a) by fitting the exciton resonance with dispersive Lorentzian spectral profile. Dashed lines in both panels indicate the
positions of integer filling factors. (c) Gate voltages Vt(ν,B) corresponding to the positions of the exciton linewidth minima
extracted from the reflectance measurements carried out at different magnetic fields. All of the presented data points were
obtained in the regime where the Fermi level does not exceed the valley Zeeman splitting in the conduction band. Solid lines
represent the fit of the data points with a set of linear dependencies corresponding to subsequent integer filling factors, which
form a LL fan chart.
that is required to fill a single LL in a unit magnetic field. Taking into account that the investigated LLs are fully
spin- and valley-polarized, each of the above-introduced linear dependencies corresponds to an electron density of
ne(ν,B) = ν · eB/h. This finally allows us to extract the ne(Vt) by linearly-interpolating between subsquent integer
filling factors:
ne(Vt > V0) =
e
hδ
(Vt − V0) = 2.00 · 1011 cm
−2
V
· (Vt + 0.13 V). (S2)
This expression was used to calibrate the electron density in all of the figures in the main text. It is noteworthy that
the capacitance C = e∆ne/∆Vt = e
2/hδ = 0.32 nF/mm2 of the device evaluated using the above ne(Vt) dependence
agrees well with that obtained within the parallel plate approximation Cgeom = 0
⊥
hBN/tt = (0.42 ± 0.10) nF/mm2
for tt = (74± 5) nm and ⊥hBN = 3.5± 0.5 estimated based on the values reported in several previous works [S6, S7].
S5. COMPARISON OF THE WIGNER CRYSTAL SIGNATURES AT DIFFERENT TEMPERATURES
In order to examine the robustness of the electronic Wigner crystal against the temperature changes, we repeated the
reflectance contrast measurements from the main text also at an elevated temperature of T = 4 K. These experiments
6Figure S5. Comparison of the zero-field Wigner crystal signatures at different temperatures. (a, b) Color-scale
maps showing zero-field gate-voltage evolution of the derivative of reflectance contrast spectra with respect to Vt measured
for the main device at two different temperatures: T = 80 mK (a) and T = 4 K (b). Black dashed lines mark the fitted
energy EX of the exciton resonance, while the green lines indicate the expected position of the umklapp peak EX + ∆EU for
∆EU = h
2ne/
√
3mX corresponding to a triangular Wigner crystal and mX = 1.1me.
were carried after removing the 3He–4He mixture from the mixing chamber of the dilution refrigerator and filling
its vacuum can with about 1 mbar of 4He exchange gas to facilitate the heat exchange between the sample and
liquid helium bath inside the cryostat. Fig. S5 displays the comparison between the zero-magnetic-field gate-voltage
evolutions of the reflectance contrast derivative d(∆R/R0)/dVt acquired at T = 80 mK and T = 4 K. Strikingly, the
umklapp signature, despite being still visible at the same energies, becomes sizably weaker upon rising the temperature.
This is in stark contrast to the case of the main exciton peak, the amplitude of which remains almost not affected
by the temperature change. This observation directly demonstrates that while melting temperature of the Wigner
crystal exceeds 4 K, the enhanced thermal fluctuations of the electrons suppress the intensity of the exciton umklapp
scattering off the electronic crystal at higher T .
S6. REPRODUCIBILITY OF THE RESULTS ON A DIFFERENT DEVICE
As stated in the main text, we observed similar signatures of the electronic Wigner crystal also for a second device,
which was fabricated using the same technique as the main one. In general, this device featured a more complex
structure, but in the present study we focused exclusively on the region where the layer arrangement was similar to
the case of the main device, and consisted of a dual-graphene-gated MoSe2 monolayer that was fully-encapsulated
between the two hBN layers. The thicknesses of those hBN flakes (measured with AFM) were slightly smaller and
yielded tt = (41 ± 5) nm and tb = (50 ± 5) nm, respectively, for the top and bottom layers. Unlike the case of the
main sample, the optical measurements on the second one were not carried out in a dilution refrigerator, but in a
standard dipstick filled with helium exchange gas and immersed in a liquid helium bath cryostat, allowing to reach
the sample temperature of T = 4 K. The electron density ne was controlled by applying a top gate voltage Vt while
keeping the back gate and the MoSe2 monolayer grounded.
Fig. S6a presents a gate-voltage evolution of the reflectance contrast spectra measured for the second sample at
B = 0 in the spectral vicinity of the exciton resonance. The corresponding voltage dependence of the derivative
of ∆R/R0 with respect to Vt is shown in Fig. S6b. The differentiated data clearly demonstrate the presence of an
umklapp peak on the high-energy side of the exciton, which behaves in the same way as in the case of the main device:
its detuning from the main exciton peak increases for larger electron densities, it appears to merge with the exciton in
the limit of ne = 0, and becomes indiscernible at ne >∼ 4 ·1011 cm−2. Owing to the elevated temperature of the sample,
the umklapp resonance in the present experiments exhibits significantly lower intensity, which makes it difficult to
directly fit its spectral profile using the same technique as for the main device. Instead, we attempt to estimate the
umklapp spectral position as EX+∆EU , where EX represents the exciton energy extracted from dispersive Lorentzian
fit, while the ∆EU = h
2ne/
√
3mX denotes the exciton-umklapp splitting that is computed under assumption of the
triangular Wigner crystal geometry and for the value of the exciton mass mX = m
∗
e + m
∗
h = 1.3me obtained from
previous experiments on MoSe2 monolayers [S8–S10]. The electron density ne is in turn determined within a parallel-
plate capacitor approximation as ne(Vt) = (Vt − V0) · Cgeom/e, where Cgeom = 0⊥hBN/tt = (0.76 ± 0.22) nF/mm2
stands for the geometrical capacitance of the device, while V0 = 0.5 V is the voltage corresponding to the onset of
7Figure S6. Observation of zero-magnetic-field Wigner crystal signatures for the second device. (a) Color-scale
map showing reflectance contrast spectra measured as a function of the top gate voltage Vt for the second device. The data
were acquired at T = 4 K and in the absence of the magnetic field. (b) Gate-voltage evolution of the derivative of the spectra
from panel (a) with respect to Vt. Black dashed lines in both panels indicate the energy of the exciton peak EX obtained
by fitting its spectral profile with dispersive Lorentzian lineshape. Green lines mark the expected position EX + ∆EU of the
umklapp peak, where ∆EU = h
2ne/
√
3mX is computed under assumption of triangular Wigner crystal and for the value of
exciton mass mX = 1.3me.
filling the conduction band with electrons (which is extracted from the reflectance data as Vt at which the main exciton
resonance starts to blueshift). Remarkably, the umklapp energy estimated in the above-defined way (marked with a
green dashed line in Figs S6a-b) remains in a good agreement with the actual peak position. This finding further
supports the identification of the umklapp peak and confirms that the investigated electronic Wigner crystallization
is not specific to a single device, but is a general characteristic of TMD monolayers.
S7. INSTABILITIES OF THE IQH LIQUID STATE AT ν = 1
We consider the microscopic Hamiltonian:
Hˆee =
∫
dr cˆ†r
(pˆ− ecA(r))2
2m∗
cˆr +
1
2
∫
dr1dr2V (r1 − r2)cˆ†r1 cˆ†r2 cˆr2 cˆr1 , (S3)
where cˆ
(†)
r is the electron annihilation (creation) operator at position r. Here the first term is the electron kinetic
energy in the presence of a homogeneous transverse magnetic field ∇ × A = B. The second term describes the
Coulomb interaction: V (r) = e2/r (note the different choice of units compared to the main text).
Our analysis follows the approach introduced in Ref. [S11]. We consider a single valley and spin for the electrons
due to appreciable Zeeman and spin-orbit splittings in TMD materials.
Landau-levels basis. We rewrite the model (S3) in the Landau-levels basis (we fix the Landau gauge A = Bxeˆy):
φn,k(r) =
exp(iky)√
Ly
Hn
(
x−kl20
l0
)
(pi
1
2 2nn!l0)
1
2
exp
(
− (x− kl
2
0)
2
2l20
)
=
exp(iky)√
Ly
ϕn((x− kl20)/l0). (S4)
Here Hn(x) is the Hermite polynomial. In this basis, the kinetic energy modifies to:
Hˆ0 =
∑
n,k
[nh¯ωc − µ]cˆ†nk cˆnk, ωc = eB/m∗. (S5)
(We absorbed the factor of 12 h¯ωc into µ.)
8The Coulomb interaction in this basis reads:
Hˆint =
1
2
∑
ni,ki
V k1k4;k2k3n1n4;n2n3 cˆ
†
n1k1
cˆ†n2k2 cˆn3k3 cˆn4k4 , (S6)
V k1k4;k2k3n1n4;n2n3 =
∫
dr1dr2V (r1 − r2)φ∗n1,k1(r1)φ∗n2,k2(r2)φn3,k3(r2)φn4,k4(r1)
=
1
LxLy
∑
qx,qy
δk4−k1,−qyδk3−k2,qye
i(k1−k2−qy)qxl20Vn1n4;n2n3(q). (S7)
Here Vn1n4;n2n3(q) = V (q)An1n4(−q)An2n3(q) and
Anm(q) ≡
∫
dxe−iqxxϕn,−qy/2(x)ϕm,qy/2(x)
=
√
min{m,n}!
max{m,n}! exp
(
−q
2l20
4
)
L
|n−m|
min{m,n}
(
q2l20
2
)
×
(
sign(n−m)qyl0 − iqxl0√
2
)|n−m|
, (S8)
where ϕn,k(x) ≡ ϕn((x− kl20)/l0) and Lmn (x) is the generalized Laguerre polynomial [S12].
Electron self-energy. The bare fermionic Green’s function is diagonal in both n and k:
G(0)n (ω) =
1
ω − nωc + µ+ iδn , (S9)
where δn = 0
− if the nth Landau level is occupied, and δn = 0+ otherwise.
The Fock self-energy (the Hartree contribution vanishes due to the positive neutralizing background) is diagonal in
both n and k, and does not depend on k and ω:
Σn =
∑
n′
∫
dω
2pi
iGn′(ω)
1
LxLy
∑
q
Vnn′;n′n(q) = −
∑
n′≤νs
∫
d2q
(2pi)2
V (q)Ann′(q)An′n(−q). (S10)
Note that the self-energy is negative; however, the difference between the exchange self-energy of an electron in an
excited level and that in the highest occupied Landau level is positive. Because the self-energy has such a simple
form, we can compute the full interacting Green’s function analytically:
Gn(ω) =
1
ω − nωc + µ− Σn + iδn . (S11)
Polarization propagator. We turn to investigate the density correlation function:
Π(r1, t1; r2, t2) = −i〈T cˆ†r1(t1)cˆ†r2(t2)cˆr2(t2)cˆr1(t1)〉c. (S12)
We perform the Fourier transform and rewrite this expression in the basis defined above:
Π(q, ω) =
−i
LxLy
∑
ni,ki
exp
(
− ik1 + k4
2
qxl
2
0
)
δk4−k1,qyAn1n4(q)
×
∫
dt eiωt〈T cˆ†n1k1(t)cˆ
†
n2k2
(0)cˆn3k3(0)cˆn4k4(t)〉c exp
(
i
k2 + k3
2
qxl
2
0
)
δk3−k2,−qyAn2n3(−q). (S13)
Note that LxLy = 2pil
2
0Nφ, where Nφ is the degeneracy of each of the Landau levels.
From this expression, let us first compute a single bubble:
Π(0)(q, ω) =
1
2pil20
∑
α,β
Anαnβ (q)Anβnα(−q)Dαβ(ω), (S14)
Dαβ(ω) ≡ −i
∫
dω′
2pi
Gα(ω
′)Gβ(ω + ω′) =
nα(1− nβ)
ω + (ξα − ξβ) + iδ −
(1− nα)nβ
ω + (ξα − ξβ)− iδ , (S15)
where ξα = nαωc − µ+ Σα.
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Figure S7. The diagramatic representation of the time-dependent Hartree-Fock approximation, cf. Eq. (S17).
A diagrammatic analysis shows that Eq. (S14) generalizes to the following form:
Π(q, ω) =
1
2pil20
Anαnβ (q)Dαβ(ω)Γα,β(q, ω), (S16)
and our subsequent goal is to derive an equation for the vertex Γ. We will take into account only the diagrams with
ladders and bubbles (the time-dependent Hartree-Fock approximation), illustrated in Fig. S7. Then the corresponding
Bethe-Salpeter equation reads [S11]:
Γα,β(q, ω) = Anβnα(−q)−
∑
α′,β′
(
V˜ββ′;α′α(q)− 1
2pil20
Vβα;α′β′(q)
)
Dα′β′(ω)Γα′,β′(q, ω), (S17)
where
V˜n1n4;n2n3(q) ≡
∫
d2q′
(2pi)2
eiqyq
′
xl
2
0−iq′yqxl20Vn1n4;n2n3(q
′) =
∫
d2q′
(2pi)2
eiq
′×ql20Vn1n4;n2n3(q
′). (S18)
To evaluate these matrix elements numerically, we write:
V˜n1n4;n2n3(q) =
eimφ
2pil20
∞∫
0
e−
y2
2 Jm(yql0)Pn1n4,n2n3(y)dy, (S19)
where m = n1 − n4 + n2 − n3; (q, φ) are the polar coordinates of the vector q; and
Pn1n4,n2n3(x) = (−1)n1−n4
[√
min{n1, n4}!
max{n1, n4}!L
|n1−n4|
min{n1,n4}
(
x2
2
)
×
(−ix√
2
)|n1−n4|]
×
[√
min{n2, n3}!
max{n2, n3}!L
|n2−n3|
min{n2,n3}
(
x2
2
)
×
(−ix√
2
)|n2−n3|]
,
is a polynomial of x. Numerically, we implement a simple Mathematica subroutine that computes the coefficients
of this polynomial. An important step is to identify that [S12]
∞∫
0
xµe−αx
2
Jν(βx)dx =
Γ
(
ν
2 +
µ
2 +
1
2
)
βα
µ
2 Γ (ν + 1)
exp
(
−β
2
8α
)
Mµ
2 ,
ν
2
(
β2
8α
)
, (S20)
where M is the Whittaker function (Reα > 0, β > 0, Re(µ+ ν) > −1).
Collective modes. Let us define Bαβ(q, ω) ≡ Dαβ(ω)Γα,β(q, ω). Then the equation for the spectrum of collective
modes reads: (
[Dαβ(ω)]−1δαα′δββ′ +Oαβ;α′β′(q)
)Bα′β′ = 0, (S21)
[Dαβ(ω)]−1 = sign(ξβ − ξα)(ω − (ξβ − ξα) + iδ(ξβ − ξα)).
where Oαβ;α′β′(q) = V˜ββ′;α′α(q)− 12pil20Vβα;α′β′(q). In Eq. (S21), it is implied that in both pairs of indices (α, β) and
(α′, β′) one of the states is occupied, but the other is empty. We solve Eq. (S21) numerically, and, in our numerical
procedure, we truncate the total number of Landau levels to be n ≤ Nmax, so that Eq. (S21) is a finite-matrix
equation. In Fig. 4 of the main text and in Fig. S8, we used Nmax = 20.
The result of such a calculation for the lowest-energy excitations, magnetoplasmons, on top of the IQH liquid at
ν = 1, is shown in Fig. S8. We find that their dispersion exhibits a roton minimum, which becomes completely
soft at E∗c = 15.47h¯ωc, exceeding the Hartree-Fock critical point, consistent with a first order liquid-to-crystal phase
transition. We remark that the wave vector of the instability closely matches that of the triangular WC.
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Figure S8. The spectrum of the lowest-energy excitations on top of the IQH liquid at ν = 1. These excitations correspond
to the poles of the density response function, which we computed within the time-dependent Hartree-Fock approximation, cf.
Eq. (S17). We observe that ωp(q → 0) = ωc, in accordance with Kohn’s theorem. The dispersion relation exhibits a roton
minimum around the wave vector of the triangular lattice (dashed vertical line). At very strong interactions, E∗c ≈ 15.47h¯ωc,
this minimum approaches zero indicating an instability towards the formation of a triangular WC.
S8. HARTREE-FOCK PHASE DIAGRAM
In this note, we outline the details of the Hartree-Fock formalism used to study the competition between various
states. Our derivations largely follow Refs. [S13, S14]. Below we focus on the T = 0 phase diagram; however, the
presented formalism can be easily extended to non-zero temperatures.
Mean-field Hamiltonian. In working with the mean-field Hamiltonian, it is useful to first write the density
operator nˆ(q) ≡ ∫ d2r e−iqrcˆ†rcˆr in the Landau-gauge basis (we fix Lx = Ly = L):
nˆ(q) =
L2
2pil20
∑
n1n2
ρˆn1n2(q)An1n2(q), (S22)
where we defined
ρˆn1n2(q) =
2pil20
L2
∑
k
cˆ†n1,k cˆn2,k+qye
−iqxkl20− i2 qxqyl20 . (S23)
This latter expression can be inverted:
cˆ†n1,k1 cˆn2,k2 =
∑
p
ρˆn1n2(p)e
i
2px(k1+k2)l
2
0δk1,k2−py . (S24)
For a crystalline state, from Eq. (S22), it follows that only the terms with wave vectors q = G (G is a reciprocal
lattice vector) can develop nonzero expectation values ρn1n2(G). Before we proceed, let us express the energy of the
system through ρ:
E[ρ] =
Nφ
2
∑
G,ni
[
1
2pil20
Vn1n4;n2n3(G)ρn1n4(−G)ρn2n3(G)− V˜n1n4;n2n3(G)ρn1n3(−G)ρn2n4(G)
]
+Nφ
∑
n
h¯ωcnρnn(G = 0). (S25)
The Hartree-Fock approximation implies that we are effectively solving a non-interacting problem of electrons
subject to a self-consistent periodic potential. The matrix elements of this potential are:
Hn1k1;n2k2 =
∑
G
hn1n2(G)e
i
2Gx(k1+k2)l
2
0δk1,k2+Gy , (S26)
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where hn1n2(G) = δE[ρ]/Nφδρn1n2(−G). From (S25), we obtain:
hnn′(G) = h¯ωcnδn,n′δG=0 −On′n,nanb(G)ρnanb(G), (S27)
where Oαβ,α′β′(G) = V˜ββ′,α′α(G) − 12pil20Vβα,α′β′(G)(1 − δG=0). A convenient form of the mean-field Hamiltonian
reads:
HˆMF = Nφ
∑
G
hn1n2(−G)ρˆn1n2(G). (S28)
Diagonalization of the mean-field Hamiltonian. For concreteness, let us focus on the triangular lattice
(generalization to other lattices is straightforward). The reciprocal lattice is spanned by
G1 =
2pi
a0
2√
3
(1, 0) = (Q0, 0),
G2 =
2pi
a0
2√
3
(1
2
,
√
3
2
)
= (Q1, Q2),
and any reciprocal wave vector can be written as G = nG1 +mG2. We first note that from Eq. (S26) it follows that
k1 and k2 can be coupled only if they differ by any of {Gy = mQ2}. Let us fix the ‘first BZ’ ky ∈ [0, Q2); then for
each ky we have a tight-binding-like model, where different sites are labeled by m = 0,±1,±2 . . . . It turns out that
this tight-binding model is periodic provided the triangular lattice is commensurate with the external magnetic field;
if so, then this Hamiltonian will be diagonalized by a Fourier transform [S15, S16]. To see the periodicity, let us define
φ ≡ BA/Φ0 =
√
3
4pi
a20
l20
, where A is the unit-cell area and Φ0 = 2pih¯/e is the magnetic flux quantum. Note that by
substituting ki → ki + 2φGy in Eq. (S26), the matrix elements will not change (this holds for any Gy = mQ2). If we
assume that φ = p/q is rational—the commensurability condition—then there exists a wave-vector Q = jQ2 ∈ {Gy}
such that the shift ki → ki +Q won’t change matrix elements. For a triangular lattice, j = 2p/gcd(2, q).
As argued above, for φ = p/q, the problem can be diagonalized by a proper Fourier transform and we now proceed
to fill in the details. Note that any vector k can be written as:
k = ky + aQ2 + bjQ2,
where ky ∈ [0, Q2), a = 0, 1, . . . , (j − 1), b = 0,±1, . . . We introduce the Fourier transform as:
|kx, ky; a, n〉 ≡ 1√
S
∑
b
eikx(ky+aQ2+bjQ2)l
2
0 |ky + aQ2 + bjQ2;n〉 , (S29)
kx ∈ [0, Q0φ/j) and S = LQ0φ/j. Then kx and ky are good quantum numbers, and for each k = (kx, ky) we then
diagonalize a small matrix. We note that the set of k points can also be understood as corresponding to a particular
choice of magnetic unit cell.
We finish this discussion by writing down all of the relevant matrix elements:
ρn1n2(G) =
1
Nφ
∑
k,a,a′
Γkan1;a′n2δ(a′−a)Q2=Gymod(jQ2)e
i(k×G− 12GxGy−GxaQ2)l20 , (S30)
Hkna,n′a′ =
∑
G
hnn′(G)δ(a′−a)Q2=−Gymod(jQ2)e
i(−k×G− 12GxGy+GxaQ2)l20 , (S31)
where Γkan;a′n′ ≡ 〈cˆ†k;ancˆk;a′n′〉.
Sum rule at T = 0. Note that the Hartree-Fock approximation implies that we approximate the ground state with
the best Gaussian wave function. A Gaussian state is described by its covariance matrix Γn1k1;n2k2 ≡ 〈cˆ†n1k1 cˆn2k2〉.
At T = 0, we also have the purity constraint Γ2 = Γ, which, using Eq. (S24), leads to
ρn1n2(G) =
∑
G′
ρn1na(G−G′)ρnan2(G′)e
i
2G
′×Gl20 . (S32)
In our numerical calculations, we consider only a finite number of reciprocal wave vectorsG ≤ Gmax and a finite number
of Landau levels n ≤ Nmax, but we ensure that Eq. (S32) at G = 0 is satisfied up to a very high accuracy (≤ 10−6).
In the main text, we fix Nmax = 11, which is sufficient to ensure convergence of our Hartree-Fock calculations, as is
supported by Fig. S9.
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Figure S9. Convergence of the Wigner-crystal energy at ν = 1 with Nmax, the index of the highest Landau level taken into
consideration. Even for Ec = 10h¯ωc, we find that it is sufficient to include less than 10 Landau levels to get an excellent
accuracy.
Competing phases. We now discuss our results for the Hartree-Fock phase diagram of the 2DEG in a perpendic-
ular B-field, as a function of interaction strength Ec/h¯ωc and filling fraction ν, focusing on the vicinity of ν = 1. We
have considered the competition between Wigner crystal (WC) states with various lattice structures (to be described
in more detail below) and, specifically at ν = 1, competition with the IQH liquid.
We first consider ν = 1, and examine the competition between three states: i) the IQH liquid, ii) the triangular
lattice Wigner crystal (WC), and iii) the square lattice WC. The lattice constants are chosen such that there is one
electron per unit cell (we checked that other lattice constants result in larger energies, see also Ref. [S17, S18]). For
sufficiently weak interactions, the ground state is the IQH liquid. Upon increasing the interacting strength, we find
a first-order transition to a triangular lattice WC at E∗c ≈ 6.8h¯ωc, see Fig. S10a. This critical energy E∗c is smaller
than that obtained from the analysis of instabilities of the liquid state, consistent with a first-order transition. We
also find that the square lattice always has higher energy compared to the triangular lattice. However, the energies
of these two states are reasonably close to each other near the transition point.
We now discuss the phase diagram for ν = 1± , with  1, and consider WC states of excess electrons (holes) on
top of the ν = 1 IQH liquid – the “quasi-particle WC” (QPWC). For   1, the corresponding lattice constants are
2 40 6 8 10 4 53 6 7𝐸#/ℏ𝜔#
−0.61−0.62−0.63−0.64−0.65−0.66
WC
QPWC
𝜈 = 1.2
WC
QPWC
𝜈 = 1.4
2 31 4 5𝐸#/ℏ𝜔#
−0.4−0.45−0.5−0.6−0.55−0.65
𝐸#/ℏ𝜔#
𝜈 = 1
IQH
−0.61−0.62−0.63−0.64−0.65
𝐸/𝐸 #
(a) (b) (c)
Figure S10. Competing phases. a. Energies per particle of triangular and square lattice WCs as a function of Ec at ν = 1.
Energy is relative to 1
2
h¯ωc. The energy of the triangular lattice is always lower than that of the square lattice. We note that
the transition from IQH liquid to triangular WC (dashed vertical line) is first order, with the transition point E∗c ≈ 6.8h¯ωc.
The horizontal line denotes the energy of the filled first Landau level. b. Energies per particle of triangular lattice WC and
QPWC as a function of Ec at ν = 1.2. c. The same as in b but for ν = 1.4. Note the small energy difference between the two
competing states.
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large ∼ 1/√. If the Coulomb interaction is not too strong, we find the triangular lattice QPWC is lower in energy
than the conventional WC discussed above, which has a much smaller lattice constant ∼ 1/√1± ; see Fig. S10b and
c for examples at ν = 1.2 and ν = 1.4, respectively. We note the energy differences between the competing phases can
become very small, cf. Fig. S10c, where non-mean-field corrections are expected to be prominent. Our investigation
of the competition between the WC and QPWC results in the phase diagram shown in figure 4a of the main text (see
also Refs. [S19–S23]).
S9. THEORETICAL MODEL FOR EXCITONS INTERACTING WITH ELECTRONS
Here we introduce a theoretical model that allows us to describe the optical signatures of charge order in a TMD
monolayer. We start by discussing the properties of excitons in the absence of charge carriers. Due to their large
binding energy, we treat the excitons as rigid, mobile excitations, the dynamics of which is governed by the following
Hamiltonian
HˆX =
∑
k
(
xk,+
xk,−
)† [
h¯2k2
2mX
+ ks+
s
k
(
0 (kx − iky)2
(kx + iky)
2 0
)
+
1
2
gµBBσz
](
xk,+
xk,−
)
, (S33)
where x†k,± creates an exciton in the K
± valley with center of mass momentum k. Here mX = m∗e + m
∗
h ≈ 1.3me
denotes the exciton mass; s = J/|K|, where J represents the strength of the long-range electron-hole exchange,
and |K| = 4pi/3a0 is the valley momentum, with a0 being the TMD lattice constant; and g ≈ 4.3 is the exciton
g-factor which we assume to be independent of the exciton momentum. While first principle calculations yield large
exchange couplings of J ∼ 1 eV [S24], we expect the experimentally relevant coupling J to be significantly reduced
by dielectric screening originating from the hBN encapsulation of the monolayer. In our calculations we therefore
assume J = 300 meV [S25–S28].
For future reference, here we diagonalize the exciton Hamiltonian given by Eq. (S33). We represent the 2 × 2
k-dependent matrix entering Eq. (S33) as Hk = Uk diag(λ+(k), λ−(k))U
†
k, where λ±(k) =
h¯2k2
2mX
+ ks ± (k), (k) =√
(ks)2 +
(
1
2gµBB
)2
and
Uk =
1√
2k
√k + 12gµBB e−2iθ √k − 12gµBB√
k − 12gµBB −
√
k +
1
2gµBB e
2iθ
 . (S34)
Here θ is the polar angle of the vector k = (kx, ky).
The electron-hole exchange interaction lifts the valley degeneracy of k 6= 0 excitons, splitting them by ∆Ee−h(k) =
2sk. The resulting two branches correspond to excitons with their dipole moment oriented transversely or longitu-
dinally with respect to their momentum k. The presence of this momentum-dependent exchange term qualitatively
changes the response of the exciton states to external magnetic fields B: while k = 0 exciton states undergo a Zeeman
splitting ∆Z = gµBB, the Zeeman effect of finite-momentum excitons must compete with the exchange interaction,
which makes these states resilient to perpendicular magnetic fields. For example, at B = 6 T and the reciprocal lattice
momentum of the corresponding triangular Wigner crystal, kW = 4pi
√
ne/
√
2
√
3, ∆Ee−h(kW ) is more than 6 times
larger than ∆Z even if the electron density is as low as ne = 1 · 1011 cm−2. Hence excitons carrying momenta k = kW
experience only a negligible shift due to applied magnetic fields, as observed experimentally in Fig. 2 of the main
text.
Upon doping the system, excitons start to interact with the electrons. The exciton spectral function then provides
an optical probe of the underlying electronic state. We model the exciton-electron coupling as an effective repulsive
contact interaction with the following Hamiltonian:
Hˆint = λel−X
∫
d2r
[
n+X(r) + n
−
X(r)
]
ne(r), (S35)
where n± is the exciton density in the K± valley, while ne(r) is the electronic density operator. In the above
expression we assumed that the strength of the exciton-electron interaction λel−X is the same for the excitons in
both valleys. From Eq. (S35) we expect a blueshift of the exciton resonance under carrier doping. To first order, the
coupling λel−X relates to the slope of the blueshift ∆EX/∆ne, which we estimate from zero-magnetic-field reflectance
contrast experiments to be 4 · 10−12 meV · cm2. However, the experimental value contains also other contributions
stemming from band-gap renormalization and phase space filling, which suggests that λel−X <∼ 4 · 10−12 meV · cm2.
Although stronger interactions lead to more pronounced optical signatures, we perform all theoretical calculations
with a conservative estimate of λel−X = 1 · h¯ωcl20 = 1.09 ·10−12 meV · cm2, where l0 =
√
h¯/eB is the magnetic length.
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S10. EXCITON AS A PROBE OF SOFT ROTONS
We will return to the model given by Eq.(S33) in the subsequent section, but here we consider a simplified Hamil-
tonian that does not include valley degrees of freedom and the electron-hole exchange
Hˆ = Hˆee +
∑
p
p2
2mX
xˆ†pxˆp + λel−X
∫
d2r xˆ†rxˆrnˆe(r). (S36)
This simplification is justified if one neglects the steep linear excitonic branch discussed in the previous section. This
branch is far detuned for large momenta. Thus, it is irrelevant for the exciton dressing by soft rotons (their momenta
are close to kW and we assume sufficiently large densities ne >∼ 1 · 1011 cm−2).
𝑋
Figure S11. Lowest-order exciton self-energy we take into account. Dashed lines represent the interaction between the impurity
and electrons. The shaded object represents the polarization operator in Eq. (S13).
The case B 6= 0. Here we aim at computing the exciton spectral function in the ν = 1 liquid state, taking into
account the Coulomb interaction between electrons. Importantly, we will find that the soft magnetorotons of this
liquid state will lead to the appearance of a peak in the exciton spectral function similar to the umklapp peak of
the crystalline state. Here we proceed perturbatively in λel−X , and the lowest-order non-trivial process we take into
account is shown in Fig. S11:
ΣX(ω,q) = iλ
2
el−X
∫
d2q′
(2pi)2
dω′
2pi
Π(q′, ω′)
1
ω − ω′ − (q−q′)22mX + iδ
, (S37)
where the density-density correlation function was introduced in Eq. (S13), and we rewrite it as
Π(ω,q) =
∑
i
Zi(q)
[
1
ω − ωi(q) + iδ −
1
ω + ωi(q)− iδ
]
(S38)
' Zp(q)
ω − ωp(q) + iδ −
Zp(q)
ω + ωp(q)− iδ . (S39)
Here the ωi(q) are poles of the response function and Zi(q) are their corresponding weights. In the second line, we
approximate the full density-density correlation function by the contribution from the lowest-energy magnetoplasmon
mode, with frequency ωp(q) and weight Zp(q) (we checked that the weights of other higher-energy excitations are
much smaller compared to Zp(q), justifying the use of Eq. (S39)). The poles ωi(q) and the spectral weights Zi(q) are
obtained by numerically solving the Bethe-Salpeter equation (S17). From Eq. (S39), we get
ΣX(ω, 0) ≈ λ2el−X
∫
d2q
(2pi)2
Zp(q)
ω − q22mX − ωp(q) + iδ
. (S40)
Below we will be interested in the exciton spectral function:
AX(ω) = −2Im 1
ω − ΣX(ω, 0) + iδ . (S41)
Some typical results for the exciton spectral function are illustrated in Fig. S12. Interestingly, we observe the
emergence of an additional high-energy peak, which, as follows from the expression for the exciton self-energy (S40),
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Figure S12. Upper panels: exciton spectral function AX(ω) for several values of Ec/h¯ωc. Note the development of an
umklapp-like peak in the region between ∆EU and ∆EU + Erot, where Erot denotes the minimum in the magnetoplasmon
dispersion. The peak becomes better resolved for larger values of Ec/h¯ωc. Lower panels: combined dispersion h¯ωp(q) +
h¯2q2
2mX
,
cf. Eq. (S40), as a function of q for several values of Ec/h¯ωc. The minima and maxima of this combined dispersion are
responsible for the fine structure seen in upper panels.
originates from the exciton dressing by the soft magnetoroton mode, cf. figure 4 b of the main text. Since the
magnetorotons are not entirely soft, one would expect the position of the new peak to be near ∆EU + Erot, where
Erot is the minimum of the magnetoroton energy. A more careful calculation, as illustrated in Fig. S12, shows that
the position of this peak lies between ∆EU and ∆EU + Erot, and, for example, for Ec/h¯ωc = 5, the peak is closer
to ∆EU . The peak position is determined by the combined dispersion h¯ωp(q) +
h¯2q2
2mX
, cf. Eq. (S40), the minimum of
which is defined by the interplay between low and large momenta. At low momenta, the exciton contribution is weak,
and the magnetoplasmon contribution is substantial since ωp(q = 0) = ωc. In contrast, at intermediate momenta,
where the magnetoroton is soft, the exciton contribution is substantial. Higher momenta are of no interest because
both contributions are large. The fact that the minimum can be close to ∆EU supports our claim that at high fields,
such as B = 14 T, the state is a liquid.
We also note that the spectral function satisfies the following sum rule [S29]:
I =
∫
dω
2pi
AX(ω) = 1. (S42)
Therefore, we can write I = Im + IU , where Im is the spectral weight of the main peak near ω = 0 and IU is the
spectral weight of this umklapp-like peak. We can estimate IU as:
IU ≡
∫ 5h¯ωc
h¯ωc
dω
2pi
AX(ω). (S43)
As shown in Fig. S13, a typical value of IU is a few percent, monotonically increasing with Ec.
Exciton spectral function at B = 0. At zero magnetic field, the plasmon dispersion of the 2DEG scales as ∼ √q
for small momenta, and the umklapp-like peak of the liquid state is therefore expected to be closer to ∆EU + Erot.
The difference in peak positions provides a clear experimental distinction between the liquid and WC states.
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Figure S13. Intensity of the umklapp-like peak IU , cf. Eq. (S43), as a function of Ec/h¯ωc. We observe that IU displays a
monotonic behavior, in agreement with the expectation that closer to the transition point, E∗c ≈ 15.47h¯ωc, the role of the soft
magnetorotons becomes more pronounced.
Figure S14. Left panel: Combined dispersion h¯ωp(k) +
h¯2k2
2mX
, where ωp(k) is the plasmon spectrum of the liquid state at the
critical point. Note that this dispersion exhibits minimum close to the wave vector of the triangular WC (dashed vertical line).
Because the liquid-to-crystal transition is first-order, the roton minimum is not entirely soft at the critical point. We observe
that the minimum of the combined dispersion is now closer to ∆EU + Erot (compare this to figure S12), which is roughly two
times larger than ∆EU . Right panel: model calculation of the exciton spectral function of this critical liquid, showing that
the exciton umklapp peak is close to ∆EU + Erot.
Using available Quantum Monte Carlo data [S30–S34], we plot in Fig. S14 the combined dispersion h¯ωp(k) +
h¯2k2
2mX
,
where h¯ωp(k) denotes the plasmon dispersion [S35] of the liquid state at the transition point. This curve was extracted
from Ref. [S34], and it is obtained within the Bijl-Feynman single-mode approximation, h¯ωp(k) =
h¯2k2
2mS(k) , where S(k)
is the static structure factor. Since the liquid-to-crystal transition is first-order, the roton minimum Erot is not
entirely soft at the transition point. In fact, the value ∆EU + Erot is about twice larger than ∆EU . Note also the
combined dispersion is relatively flat around ∆EU + Erot, indicating a large density of states, so that the exciton
spectral function should be peaked near ∆EU + Erot. A model calculation confirms this expectation; see Fig. S14.
Here the exciton self-energy was computed in a similar fashion as above, cf. Eq. (S40):
ΣX(ω, 0) = λ
2
el−X
∫
d2q
(2pi)2
Mp(q)
ω − q22mX − ωp(q) + iδ
' λ2el−Xn
∫
q≤qmax
d2q
(2pi)2
1
ω − q22mX − ωp(q) + iδ
.
While the matrix elements Mp(q) are not known explicitly, we do know they should decay both for q → 0 and
for q → ∞. Since we do not have convergence problems for q → 0, we have approximated Mp(q) = const. for
q ≤ qmax = 4kF , where kF is the Fermi momentum. We expect that a more accurate calculation may modify
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the weight of the peak but will not significantly change its position, as the umklapp-like contribution stems from
the relatively flat region in the frequency domain around ∆EU + Erot, where this matrix element can be safely
approximated as a constant.
S11. VALLEY STRUCTURE OF THE EXCITON SCATTERING
Exciton spectral function in the IQH liquid at ν = 1. We now generalize the formalism of the previous
section to the case of the more accurate exciton Hamiltonian (S33):
ΣX,αβ(ω,q) = iλ
2
el−X
∫
d2q′
(2pi)2
dω′
2pi
Π(q′, ω′)G(0)X,αβ(ω − ω′,q− q′). (S44)
Here indices α, β refer to the two valleys and G
(0)
X,αβ is the unperturbed exciton Green function. Using the same
approximation as above, we obtain:
ΣX(ω, 0) ≈ λ2el−X
∫
d2q
(2pi)2
Uq diag
[ Zp(q)
ω − λ+(q)− ωp(q) + iδ ,
Zp(q)
ω − λ−(q)− ωp(q) + iδ
]
U†q = diag(Σ
σ+σ+
X ,Σ
σ−σ−
X ),
(S45)
where
Σ
σ+σ+
X = λ
2
el−X
∫
d2q
(2pi)2
[q + 12gµBB
2q
Zp(q)
ω − λ+(q)− ωp(q) + iδ +
q − 12gµBB
2q
Zp(q)
ω − λ−(q)− ωp(q) + iδ
]
,
Σ
σ−σ−
X = λ
2
el−X
∫
d2q
(2pi)2
[q + 12gµBB
2q
Zp(q)
ω − λ−(q)− ωp(q) + iδ +
q − 12gµBB
2q
Zp(q)
ω − λ+(q)− ωp(q) + iδ
]
.
The fact that the exciton Green function is also diagonal for q = 0 simplifies computation of the two spectral functions.
The result of this calculation is shown in figure 4c of the main text.
Excitons as a probe of Wigner crystals. Here we discuss the modification of the exciton dispersion arising
from the exciton umklapp scattering off the periodic electron lattice. We assume that the electron system is deep
in the Wigner crystal phase, where single particle excitations are strongly suppressed. In this limit, we treat the
electron-exciton interaction of Eq. (S35) as spatially-modulated Hartree shift for the exciton, i.e., by replacing the
electron density operator by its expectation value ne(r)→ 〈ne(r)〉. Following Ref. [S36], we solve the simple problem
of an exciton moving in a periodic potential V (r) = λel−x〈ne(r)〉, where we fix the density profile of the Wigner
crystal from our Hartree-Fock analysis. The excitonic Hamiltonian in this limit then takes the form:
Hˆband = HˆX +
∫
d2r V (r)
[
n+X(r) + n
−
X(r)
]
. (S46)
where HˆX is given by Eq. (S33).
In Fig. S15 we show the resulting excitonic band structure computed for the electron density of ne ≈ 2.1 ·1011 cm−2
and B = 6 T, which corresponds to Ec/h¯ωc ≈ 20. In general, we find one optically-active umklapp state in each
circular polarization. As expected from our considerations in the main text, the field-induced splitting between
those states is negligible. Moreover, their energy separation from the zero-field energy of the k = 0 exciton state
(corresponding to the origin of the vertical axis in Fig. S15) is close to the kinetic energy ∆EU = h¯
2k2W /2mX of an
exciton carrying the reciprocal lattice momentum k = kW of the WC. The oscillator strength of the umklapp states
is found to be about ∼ 0.5% relative to the main exciton states. At the same time, the σ−-polarized umklapp state is
about two times brighter than the σ+-polarized one, which is due to its smaller detuning from the co-polarized main
exciton resonance, resulting in stronger hybridization.
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Figure S15. Band structure of the exciton interacting with electronic WC. The exciton dispersion calculated for a
WC with electron density ne ≈ 2.1 · 1011 cm−2 at B = 6 T (which corresponds to Ec/h¯ωc ≈ 20). The origin of the vertical
axis corresponds to the energy of the zero-momentum exciton at B = 0 T. The oscillator strengths of the states, relative to the
main peaks, are indicated by the color bar (the momentum range of the bright states around the Γ point has been extended
for better visibility). We find that the two optically-active umklapp states (one in each circular polarization) have almost the
same energies, unlike the k = 0 exciton states that are sizably split by the Zeeman effect. The energy of the umklapp states is
approximately equal to ∆EU = h¯
2k2W /2mX obtained from a simple formula for kinetic energy of the exciton at k = kW .
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