Breast cancer is the second leading cause of cancer-related deaths in women in the US. Two main problems appear to affect the decision of detecting and diagnosing breast cancer: the accuracy of the CAD systems used, and the radiologists' performance in reading and diagnosing mammograms. In this work we aim to improve CAD system's performance by adding a preprocessing step to reduce the false negative rate signi cantly. We propose to divide mammograms into two distinct categories according to tissue type (fatty, and dense). A one-class classi er is used for each tissue-type separately to enhance the performance of the overall classi cation task. GLCM features are extracted for each of dense and fatty mammograms. The sensitivity for each tissue type was improved signi cantly ( 100%) when used separately compared to the sensitivity of existing systems (90%) that uses all mammograms regardless of tissue type.
Introduction
Breast cancer is the second leading cause of cancer death in women in the United States. In 2009, the American Cancer Society estimated around 254,650 women will be diagnosed with breast cancer and about 40,170 will die from it [1] . The World Health Organization's statistics show that around 519,000 women worldwide will die of breast cancer [2] . According to the National Breast Cancer Foundation, INC., every 12 minutes a woman in America dies of breast cancer [3] .According to the statistics shown in [1, 2, 3] , detecting the cancer in its early stage will reduce the mortality rates by 30-70%. Many techniques for imaging have been produced such as X-ray, Magnetic Resonance Image (MRI), and ultrasound. However, mammography, which is a high-resolution x-ray imaging of the compressed breast, is the common method used for detection of early breast cancer. The advantage of mammography over other imaging techniques is that it performs a good quality image with a low radiation dose and a low cost. However, one of the problems with mammography is that mammograms are generally produced at low contrast and this has caused many tumors to be missed by radiologists or misinterpreted. Many statistics [4, 5, 6] have shown that about 30% of breast cancers are undetected. Recent attention has been raised toward investigating automatic detection systems (Computer Aided-Detection or Diagnosis systems) that can aid radiologists in detecting suspicious regions and therefore diagnosing as early as possible. These automated systems are referred to as "second look" which actually works as a second opinion. Since CAD systems have been used, the breast cancer mortality rates have declined steadily. Mortality has dropped 2.0%-3.2% per year [7] . However, the usage of these CAD systems is limited in clinics and screening centers due to the accuracy of these systems that still remains below the level that would lead to an improvement in the overall radiologists' performance. Thus, research on CAD systems is still an open area and many work aims to demonstrate the effectiveness of using these CAD systems in detecting suspicious areas. In this paper, we introduce the algorithm of separating the mammograms into two distinct categories (dense and fatty) and extracting features from each category individually. This algorithm is considered as a unique contribution in the existing algorithms of CAD systems, where all mammograms of different tissue types are treated uniformly even though they appear to have different characterization. A comparison between our new system and the traditional CAD systems that uses a one-t-all approach -using the same set of features-showed that our system improves the classi er performance.
Problem Statement
Many of the factors affecting radiologists' performance are addressed in [8] . The factors that we will be concerned with in this paper are the large number of cases that has to be examined by radiologists and the dif culty of the "hard to classify" mammograms due to its complex texture. For the rst factor (i.e. large number of cases to examine), most of the mammograms that are interpreted by radiologists are normal cases and only very few (0.58%) cases are cancerous. This fact [9] highlights the importance of characterizing the features of normal mammograms. For the second factor (namely, hard to classify cases), radiologists' performance is signi cantly affected by the dif culty of interpreting such hard cases. The visual similarity of the mammogram makes the task of discriminating between the normal and abnormal tissue very dif cult. In general, there are two major types of mammograms according to their tissue type, one is fatty mammograms and the other is dense mammograms. Many studies [8, 7, 10] have shown that most mis-classi cations of abnormal tumors happen in dense cases. The reason behind this high rate of misclassi cation in dense mammograms is due to the similarity in texture between the normal and tumor tissues. Moreover, the risk of cancer among women with a dense mammogram is much higher than in women with fatty mammograms [11, 12] . According to the above two factors, we propose to introduce a new direction to detection systems. The idea is based on two concepts: rst, designing a "pre-CAD" system for detecting only normal mammograms. These normal mammograms are supposed to be screenedout and leaving the remaining mammograms that were not detected as normal to the radiologist and CAD systems for further investigation. The second concept provides duality to the "pre-CAD" system by separating the mammograms into two different categories according to their tissue type (i.e. fatty or dense) and studying each category individually. This separation will enhance the performance of the overall "pre-CAD" system since the classi cation of normal and not normal mammograms will be within the same tissue-type group.
Related Work
Detection and characterization of normal mammograms has been the subject of only few published works, and different approaches have been used. For example, Sahiner et.al. [13] applied a convolution neural network directly on mass and normal images to classify the mass from normal tissue. Heine et.al. [14] used multi-resolution statistical analysis to identify normal mammograms. Wavelet transform accompanied with a simple linear marking were also used to subtract normal tissue from the mammogram in [15] . Later, the idea of characterizing the normal mammograms began to get more attention. The idea was rst investigated in [16, 17] where the authors proposed a method for normal mammogram recognition based on normal tissue feature identi cation and removal. This approach was independent of the types of abnormalities that may exist in the mammogram. Moreover, it facilitates the classi cation of abnormalities, since suppressing normal background structures enhances the contrast and obviousness of abnormal structures if any exist. The main process of this method is to recognize normal mammograms by subtracting the normal features from the original mammogram resulting in a "residue" that includes abnormal features. Y. Sun et. al. [18, 19] proposed a new full-eld mammogram analysis method. The mammogram is analyzed in a region by region fashion and is then classi ed as normal or abnormal. The classi cation results showed 80% sensitivity (i.e. probability of a positive test among patients with the disease) and 70.1% speci city (i.e. probability of a negative test among patients without the disease). The limitation of the previous approach was the poor separability, and the overlap of the feature distributions. Extension to the previous work of Y. Sun et.al. [20, 21] showed greater improvement, where a proposed uncrossing mapping and Local Probability Difference was utilized with a new SVM based method. The cross distributed feature pairs were identi ed and mapped into new features that can be separated by a zero-hyper plane of the new axis. The classi cation results showed improvement; 90% sensitivity and 89% speci city. This improvement was due to increasing the separability between the features, and therefore enhancing the performance of the classi er. In our work, we improved the separability and reduced the overlap of the features by dividing the mammograms into two distinct categories according to their density (i.e. dense and fatty). The classi er task became easier since the classi cation of normal and abnormal mammograms was within the same density.
et Oliver [22] used the information of tissue type to help on the classication task of tumors. Templates of different masses were used from each tissue type category to detect the tumor in mammograms. A primary difference in our work is the focus on detecting normal tissue, not tumor or cancer tissue . In other words, we detect "dense-normal mammograms" and "fatty-normal mammograms" in such a way that will identify their own characterization as normal according to their tissue type category. Our goal is to reduce the rate of false negatives -classifying abnormal mammograms as normal-using the separation between tissue densities to improve the classi cation task. In the related work described above [16, 17, 18, 19, 20, 21] , both types of tissue (i.e. fatty and dense) were used in their work.
Methodology
In this work, we developed a pre-CAD algorithm that will identify the characterization of normal mammograms in each tissue type, and therefore, screen-out normal mammograms from both "fatty-tissue" mammograms and "densetissue" mammograms. We use this detection system as a " rst-look" to screen-out the normal cases from each category of mammograms, and leave suspicious cases to the radiologists.
Feature Extraction
To date, there is no speci c set of data known to work better for mammograms. In our work, we extracted many types of features and found the mammo-speci c features that best suit each dense and fatty normal mammogram. The main contribution in this step is to nd the dense-features and the fatty-features that will improve the classi cation task.
In general, features to be extracted are divided into four main categories: Statistical features (i.e. local features, autoregressive), textural features such as GLCM (gray level co-occurrence matrix) and LBP (Local binary pattern), model based features (i.e. features based on Markov random eld and fractals) and signal processing features (i.e. Gabor features, wavelets, Fourier transform). We extracted textural and statistical features from mammograms. Texture feature involve the spatial distribution of gray levels. The fact that the perception of texture has so many different dimensions is an important reason why there is no single method of texture representation which is adequate for a variety of textures. Therefore, many properties can be used to qualify the texture features such as uniformity, density, coarseness, roughness, regularity, linearity, directionality and others [23] . In this paper, we used a textural feature: Gray level co-occurrence matrix.
Gray level co-occurrence matrix (GLCM)
Spatial gray level co-occurrence matrix estimates image properties related to second-order statistics. The GLCM is used to characterize texture patterns. The de nition of GLCM can be described as in [24] as a tabulation of how often different combinations of pixel brightness values (gray levels) occur in an image.
It is described by the relative frequency of occurrence of pairwise gray levels (i; j) separated by a distance d, in the direction . The gray-level co-occurrence matrix can reveal certain properties about the spatial distribution of the gray levels in the texture image. The diagonal elements represent pixel pairs with zero grey level difference (0 0; 1 1; 2 2; 3 3 etc.). For example, if most of the entries in the GLCM are concentrated along the diagonal, the texture is coarse with respect to the speci ed offset. Another example, if there are high probabilities in the diagonal elements, then the image does not show much contrast (i.e. most pixels are identical to their neighbors). In other words, the pattern is most likely to be homogenous with no spikes (i.e. more likely to be a normal mammogram pattern). Suppose an Image I of size (N M ) with intensity grey levels g(m; n). The number of occurrences of pair wise gray levels i; j separated by a distance d, at a speci ed angle is p(i; j; d; ). The gray level co-occurrence matrix P for a displacement vector d and angle is de ned in [19] as follows:
(1) where: k m = dd sin e; l n = dd cos e; g (k; l) = i; g (m; n) = j Figure 1 shows an illustration for the GLCM matrix construction. The texture calculations require a symmetrical matrix. A symmetrical matrix means that the same values occur in cells on opposite sides of the diagonal. For example, the value in cell (2; 3) would be the same as the value in cell (3; 2). Therefore, the next step considered is to create a symmetrical matrix. Simply, we sum the transpose of the original co-occurrence matrix created to it as follows:
After making the GLCM symmetrical, there is still one step to take before texture statistics can be calculated. The GLCM matrix should express probabilities rather than count. This is called normalization where we divide the number of times a certain pairwise happens by the total number of possible outcomes. Normalization is expressed in the following equation;
In this work, four directions of were used to obtain four co-occurrence matrices at distance d = 1. The directions are (0 o ; 45 o ; 90 o ; 135 o ) and these are the four directions suggested by Haralick [25] . The co-occurrence matrices constructed using the four directions are:
, and p (i; j; d; 135 o ). Statistical texture measurements will be derived from the four GLCM matrices individually which consist of contrast, homogeneity, correlation, energy, and entropy. These measures are used in many texture applications. From each texture measure, we will calculate the mean and variance which will be used to represent the features of the image.
For example, we will calculate the average and variance of the four contrast values that are obtained from the four co-occurrence matrices. An additional two statistics will be derived from the horizontal and vertical (i.e. =0 o and 90 o respectively) co-occurrence matrices, rather than from their texture measure.
The summary of the texture measures follows as well as a brief description of each:
1. Contrast: Measures the local variations in the graylevel co-occurrence matrix and is calculated using the following relation:
2. Correlation: Measures the joint probability occurrence of the speci ed pixel pairs and is calculated using the following relation:
where i ; j ; i ; j are the means and standard deviations of the marginal probabilities respectively.
3. Energy: Provides the sum of squared elements in the co-occurrence matrix. It is also known that the energy expresses the angular second moment. The energy is calculated using the follow relation:
4. Homogeneity: Measures the closeness of the distribution of elements in the co-occurrence matrix to its co-occurrence matrix diagonal. The homogeneity is simply calculated in the follow relation:
5. Entropy: Measures the uncertainty associated with a random variable. It is calculated using the information of the average matrix of the four gray-level cooccurrence matrices. It is calculated by the following relation:
Therefore, we have 13 features extracted from the GLCM matrices and will be used in the next step which is classi cation. The summary of the features is as follows: 
Experimental Setup and Results
In this section we will explain the data structure set up and the main steps toward the development of the pre-CAD normal detection system. Experimental results will be described as well. The results show that separating the mammograms into two disjoint categories will reduce the false negative rate in each of fatty and dense mammograms while keeping the false positive rate as low as possible.
Data Set
The mammograms used in this work were obtained from the Digital Database for screening Mammography (DDSM) distributed by the University of South Florida [26, 27, 28] . The DDSM database consists of around 2600 cases. Each case has four views; Mediolateral oblique (MLO) and Craniocaudal (CC) views for the right and left breasts. In this work, we used 728 cases(i.e. 2912 images). Our data contains 362 normal cases, 266 cancer cases, and 100 benign biopsy cases all of which were chosen randomly from the DDSM database. The templates that indicate the location of the tumor are provided along with the data. The distribution of the density was compared to the expected distribution of density among similarly-aged women in the general population for BI-RADS 1 and 2. For BI-RADS 3 and 4 the data was equally distributed and that is relatively different from the corresponded distribution in general population. The rst step in developing the pre-CAD system is segmentation to remove unnecessary background and artifacts.
Pre-processing
In the DDSM database, a mammogram is digitized approximately 5000 3000 pixels. A pixel's resolution is 42 microns. Each pixel is represented by 8 bits. Therefore, one mammogram can be as large as 25 MB. Segmentation was applied as a pre-processing step to remove artifacts such as labels and to reduce the dimensionality of the image to be processed. Therefore, to ensure good segmentation results among the mammogram images, we manually constructed masks that represent the region of interest (ROI) of the full eld mammogram using Image manipulation program. Prior researchers, to the best of our knowledge, have used region based methodologies, usually 512 512 pixels per block. These separate regions have then been used as the input to the feature extraction step. Unlike others, we used the features extracted from the whole mammogram. The performance disparity between region (i.e. regions of interest selected from a mammogram) in training and full-eld (i.e. whole mammogram is taken into consideration) in testing is solved in our pre-CAD system since we used full-eld mammograms in both training and testing data sets. When a blocked based processing is used, the training region set will be limited and will not represent all regions of the different breast areas. This is one of the contributions of this work. Next,we used the region of interest (ROI) de ned by the mask to identify the new indices for the area of the breast that will have features to be extracted. The ROI was divided into blocks with size 512 512 pixels each. We used the blocks of the mask to measure how much background still existed in a certain block in order to decide whether or not the block would be removed from the analysis. We removed blocks which had more than 40% of background. This threshold was chosen experimentally and showed the best performance among other threshold values that were tested. After removing the blocks that contained unnecessary background, the remaining blocks were used as input to the feature extraction process. 
Feature Extraction
In this work, we used the following parameters for constructing the GLCM matrices: (1)
o . Four gray level co-occurrence matrices were calculated. In our work, we used a unique set of features extracted from the GLCM matrices in which the mean and variance were calculated from each statistical feature and were used as an input vector to the classier. The features are: contrast, homogeneity, correlation, energy, and entropy. The rst set of features used was the means (i.e. rst order statistic) of the statistical features calculated from the GLCM matrices. The results showed an improvement in the false negative rate and false positive rate in both old and new systems. Our results using this unique set of features outperform human readers (i.e. false negative rate 20%, false positive rate 16%). In dense mammograms we achieved a false negative rate of 2:87% with a false positive rate of 12:01%. For fatty mammograms, we achieved false positive rate of 13:33% with no false negative (F N = 0%). We concluded from the fatty mammograms result that at least one block in each combined two-view images was not classi ed as normal and that is why the majority voting approach assigns such cases to be abnormal and therefore obtains optimal sensitivity. Figure  2 and Table 1 show a comparison between the performance of the pre-detection system when mammograms are separated according to their density (i.e. our new algorithm) and when they are combined as one group (i.e. traditional algorithm). In the next experiment, we used both rst order statistics and second order statistics (i.e. the mean and variance) derived from the statistical features that were calculated from the GLCM matrices. Results as in Figure 3 and Table 2 show that the false negative rate was signi cantly improved in both dense and fatty mammograms. The sensitivity was optimal in both dense and fatty mammograms. The speci city was improved to 98:15% in dense mammograms while in fatty mammograms speci city was improved to 97:9%. We concluded that adding the second order statistics to the rst order statistics will improve the overall performance of both new and old systems.
The following experiment was to compare the oneclass SVM to the two-class SVM classi ers. The results showed that one-class SVM classi er performs better for normal detection purpose and this is one of our contributions of this dissertation. The advantage of one-class SVM is that simply it creates a surface instead of hyperplane around the features of normal mammograms and excludes any others that are different. The normal mammograms have less variability when compared to the abnormal mammograms that have a very wide variation of lesion type and shape. Figure 4 shows a comparison between the performance of the one-class SVM and two-class SVM classiers when GLCM features are extracted from each of dense and fatty mammograms separately. For example, at sensitivity of 20% the new pre-CAD detection will achieve a speci city of 83:5% and 99:2% for dense and fatty mammograms respectively, while the speci city of the old pre-CAD detection system will be 47:6% and 86:71%.
Classi cation and Majority Voting Approach
In the previous section we de ned two sets of features that were used to characterize mammogram regions. The next step is to use the classi er for normal detection. The classier used in this work is based on Support Vector Machines (SVMs) [29] . We used one-class SVM classi er.The oneclass SVM was trained with only one set of data which in our case was normal mammograms. The performance of the classi er was evaluated on the performance on each block (i.e. block-based). In other words, the measurements used for evaluation such as sensitivity, speci city and accuracy were evaluated at the level of blocks. To evaluate the nal performance of a full-eld mammogram, we used majority voting approach. For each breast (i.e. left and right) there are two views taken (MLO and CC). The majority voting approach is based on combining the outcome of the classi er of all of the blocks that correspond to the MLO and CC views of the same breast. Then a threshold is used to give the nal decision for a particular side of the breast. We used a threshold of zero. The way this threshold works is as follows: If all the blocks that correspond to a certain side (both MLO and CC view are included) are classi ed as normal, then the mammogram will be classi ed as normal. On the other side, if only one block in any of the two views that correspond to the same mammogram is classi ed as "not normal" then the mammogram will be classi ed as abnormal. The mammograms that are classi ed as normal will be screened-out and no further investigation will be done on them. The mammograms that are not classi ed as normal will be reviewed by radiologists and other conventional CAD systems. It is worthy of mentioning that among all of our reported results so far, we used 10 k fold cross validation to evaluate the quality of our classi er design. Results of the recall rate (i.e a measure of completeness) varied from 97:34% to 99:75%.
Conclusion
We introduced in this paper an algorithm of separating the mammograms into two distinct categories (dense and fatty) and extracting features from each category individually. A comparison between our new system and the traditional CAD systems that uses a one-t-all approach -using the same set of features-showed that our system improves the classi er performance. The performance disparity between regions in training and full-eld in testing is solved in our pre-CAD system since we use full-eld mammograms in both training and testing data sets. Also, to the best of our knowledge, this is the rst attempt to use one class SVM classi ers for detection of normal mammograms and the results were very promising. Also, we introduced an improved set of features that up to our knowledge was not used before with GLCM. Second order statistics improved the detection results for GLCM on top of rst order statistics.
Future Work
Future directions of our work will move toward designing a fully-automated pre-CAD system that can be applied in hospitals. We de ned three set of features and showed the contribution of each set of features to the type of density. One possible improvement of this system would be to do a more comprehensive study of different sets of features and how they might be tissue type speci c. If the contribution of each set of features to the classi cation is known, then this would help in reducing the overlap between normal and abnormal mammograms within the same tissue type and therefore enhance the performance of the classi er. One of the remaining challenges is to nd sets of features that best represent normal mammograms -dense and fatty types respectively-and therefore separate them from abnormal mammograms.
