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Sheinwald, Lempel, and Ziv (1995, Inform. and Comput. 116,
128133) proved that the power of off-line coding is not useful if we
want on-line decodable files, as far as asymptotical results are concerned.
In this paper, we are concerned with the finite case and consider the
notion of on-line decodable optimal parsing based on the parsing defined
by the ZivLempel (LZ2) compression algorithm. De Agostino and Storer
(1996, Inform. Process. Lett. 59, 169174) proved the NP-completeness
of computing the optimal parsing and that a sublogarithmic factor
approximation algorithm cannot be realized on-line. We show that the
ZivLempel algorithm and two widely used practical implementations
produce an O(n14) approximation of the optimal parsing, where n is the
length of the string. By working with de Bruijn sequences, we show also
infinite families of binary strings on which the approximation factor is
3(n14). ] 1997 Academic Press
1. INTRODUCTION
Textual substitution compression methods (often called ‘‘LZ’’ methods due to the
work of Lempel and Ziv [3]) parse a string in phrases and replace them with poin-
ters to copies, called targets of the pointers, that are stored in a dictionary. The
encoded string is a sequence of pointers (some of which may represent single
characters). Static methods are when the dictionary is known in advance. By con-
trast, with dynamic or adaptive methods the dictionary may be constantly changing
as the data is processed (these methods are often called ‘‘LZ2’’ methods [10], and
are somewhat different from sliding window ‘‘LZ1’’ methods, which are a special way
to change the dictionary dynamically [4]).
Ziv and Lempel [10] investigated the encoding power of a finite state one-way
head machine with an unrestricted decoder and showed for each individual
sequence an asymptotically attainable lower bound on the achievable compression
ratio. Furthermore, they achieved this lower bound with an encoderdecoder pair
where both are finite state one-way head machines (the LZ2 algorithm), proving
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that imposing this condition only on the encoder does not lead to better compres-
sion. Sheinwald, Lempel, and Ziv [7] showed that the same asymptotically
attainable lower bound holds when the encoder is unrestricted and the decoder is
a finite state one-way head machine, proving that imposing this condition only on
the decoder does not lead to better compression either. In conclusion, the power of
off-line coding is not useful if we want on-line decodable files, as far as asymptotic
results are concerned.
De Agostino and Storer [2] compared on-line and off-line coding in the finite
case. This models situations such as distribution of data on CD-ROMs where much
time can be spent encoding but decoding must be fast and simple. They introduced
the notion of on-line decodable optimal parsing based on the parsing defined by the
LZ2 algorithm and showed that optimal off-line encoding is NP-complete for both
the original LZ2 technique and two widely used practical implementations, first-
character heuristic [8] and next-character heuristic [6, 9] (for references on other
versions of the LZ algorithms see [1]). Furthermore, they proved that approxima-
tion algorithms with a sublogarithmic factor cannot be realized on-line for these
problems. We remark that this does not contradict the asymptotical results men-
tioned above. In fact, only when the asymptotically attainable lower bound is zero
the approximation factor might not converge to 1.
The logarithmic lower bound to the approximation factor was not proved to be
tight. In this paper, we show that the approximation factor of both the original LZ2
algorithm and the two greedy practical implementations is O(n14), where n is the
length of the string. We show also infinite families of binary strings on which the
approximation factor is 3(n14).
2. PRELIMINARY DEFINITIONS
In this section we review standard on-line greedy procedures for dynamic textual
substitution. The LZ2 algorithm learns substrings by reading the input string from
left to right with a so-called incremental parsing procedure. The dictionary is
initially empty. This procedure adds a new substring to the dictionary as soon as
a prefix of the still unparsed part of the string does not match a dictionary element.
So the last character of the new substring is left uncompressed while the prefix is
replaced with a pointer to the dictionary (see example in Fig. 1). The uncompressed
characters left by the LZ2 algorithm guarantee progress of the reading of the string
and do not cost anything in terms of asymptotic performance since the pointer size
goes to infinity. In practice, we do not want to leave characters uncompressed. This
can be avoided by initializing the dictionary with the alphabet characters. The next
character heuristic also parses the string from left to right with a greedy procedure.
It finds the longest match in the current position and updates the dictionary by
adding the concatenation of the match with the next character. The first character
heuristic differs in the way it updates the dictionary. The new element is defined as
the concatenation of the last match with the first character of the current match.
We give the encoding and decoding procedures corresponding to the first character
heuristic in Fig. 2. Observe that the dictionaries built with LZ2, first character, or
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FIGURE 1
next character methods all have the prefix property ; that is, if a string is in the dic-
tionary, then so are all of its prefixes. These procedures can be implemented in
linear time by representing the dictionary with a trie data structure. Given an
alphabet 7, a trie is a tree where edges are labeled by elements of 7 in such a way
that children of a given parent are connected via edges that have distinct labels. In
this way the strings of a dictionary can be represented by the nodes of the trie. The
root represents the empty string. At each step we find the longest match in the dic-
tionary as a path from the root to a leaf. The dictionary can be updated by adding
a new leaf to the trie.
Given an input string X over an alphabet 7 and a feasible parsing p1 } } } pk , that
is, for each phrase pi its longest proper prefix is a phrase pj with j<i, we define
optimal LZ2 parsing as feasible parsing with the minimum number of phrases. For
this problem the original LZ2 parsing is a feasible solution generated by a greedy
procedure and the on-line decoder for the LZ2 coding is the decoder for any other
feasible solution.
We can obtain a similar compression model related to the next (first) character
heuristic by defining a parsing p1 } } } pk feasible if each phrase pi is equal to pjc,
where c is the first character of pj+1 and j<i ( j<i&1). We call the minimum pars-
ing an optimal NC (FC) parsing. Also, the on-line decoder for the next (first)
character heuristic is the decoder for any other feasible solution.
Proposition 2.1. For each of the three models, the maximum match length
achieved by a feasible parsing is 3(- n), where n is the length of the input string
260 DE AGOSTINO AND SILVESTRI
File: 643J 266804 . By:XX . Date:02:12:97 . Time:11:05 LOP8M. V8.0. Page 01:01
Codes: 1633 Signs: 1061 . Length: 52 pic 10 pts, 222 mm
FIGURE 2
(O(- n) follows from the feasibility of the parsing and 0(- n) from the parsing of the
unary string).
Finding the optimal LZ2 parsing, the optimal FC parsing, and the optimal NC
parsing are NP-complete problems and, moreover, it is not possible to approximate
on-line these optimal parsings by a sublogarithmic factor (see [2]).
3. APPROXIMATION AND GREEDY ALGORITHMS
The compression models introduced in the previous section employ unbounded
size dictionaries. The greedy parsings are the only feasible parsing for which all the
phrases are different from each other, that is, the number of phrases equals the
number of dictionary elements. This is the property we use to prove our results. In
this section, we give upper bounds to the approximation factor of the greedy par-
sings. In the next section, we prove that these bounds are tight up to a constant
factor. We prove the following theorem:
Theorem 3.1. The LZ2 algorithm produces an O(n14) approximation of the
optimal LZ2 parsing, where n is the length of the input string.
261THE LZ2 COMPRESSION ALGORITHM
File: DISTIL 266805 . By:DS . Date:08:12:97 . Time:09:41 LOP8M. V8.B. Page 01:01
Codes: 3204 Signs: 2288 . Length: 52 pic 10 pts, 222 mm
Proof. Let X be a string of length n and let T be the trie storing the set of
phrases of an optimal LZ2 parsing 6 of X. We call a phrase of the greedy LZ2 par-
sing internal if it is a subphrase of a phrase of 6 and denote with MT the number
of internal phrases. Note that the number of non-internal phrases is less than the
number of phrases of 6. Therefore, we can limit ourselves to consider only the
number of internal phrases. A phrase p$ of the greedy parsing internal to a phrase
p of 6 is represented by a subpath of the path representing p in T. Let u be the
endpoint at the lower level in T of this subpath (which, obviously, represents a
prefix of p). Let d(u) be the number of subpaths representing internal phrases with
endpoint u and let c(u) be the total sum of their lengths. Since all the phrases of
the greedy LZ2 parsing are different from each other and two subpaths with the
same endpoint and equal length represent the same phrase, we have c(u)
d(u)(d(u)+1)2. Therefore
12 :
u # T
d(u)(d(u)+1) :
u # T
c(u)n|6| HT ,
where HT is the height of T and |6| is the number of phrases of 6 (since the height
of T is the maximum length of a phrase of 6, the last inequality follows). We
denote as |T | the number of nodes in T ; since MT=u # T d(u), we have
M 2T|T | :
u # T
d(u)2|T | :
u # T
d(u)(d(u)+1)2 |T | |6| HT .
where the first inequality follows from the fact that the arithmetic mean is less than
the quadratic mean. Then
MT- 2 |T | |6| HT=|6| 2 |T | HT|6| |6| - 2HT .
The statement of the theorem follows from Proposition 2.1 of the previous section. K
Theorem 3.2. The next character heuristic produces an O(n14) approximation of
the optimal NC parsing.
Proof. In this case, the trie T stores the dictionary of an optimal NC parsing 6
of an input string X of length n. Each dictionary element (but the alphabet charac-
ters) corresponds to the concatenation of a phrase p of the parsing with the first
character of the next phrase to the right of p, that we call an occurrence of the
dictionary element (node of the trie) in 6. We call an element of the dictionary
built by the next character heuristic internal if its occurrence (unique in the greedy
parsing) is contained in the occurrence of a node of T. Similarly to Theorem 3.1, we
have
12 :
u # T
d(u)(d(u)+1) :
u # T
c(u)2n2 |6| HT ,
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where the last two inequalities are due to the fact that occurrences of dictionary
elements may overlap. Therefore, M 2T4 |T | HT |6| and the statement of the
theorem follows. K
Theorem 3.3. The first character heuristic produces an O(n14) approximation of
the optimal FC parsing.
Proof. As shown in the example of Section 2, at the i th step, the concatenation
of the current match with the next character might be equal to the concatenation
of the match at the (i&1)th step with the first character of the current one. Then,
at the (i+1)th step, a new string will not be added. However, at the (i+2)th step,
the learning of a new string is guaranteed. In fact the match at the (i+1)th step
either is different from the one at the i th step or has a different next character, since
the concatenation of the match at the (i&1)th step with the first of the one at the
ith step is in the dictionary. It follows that the first character heuristic adds a new
string to the dictionary at least every other step. Therefore, the statement of the
theorem can be proved as in Theorem 3.1. K
4. WORST CASE EXAMPLES
Before proving the next theorem, we recall that a de Bruijn sequence (of order
k) is a binary circular string of length 2k such that each string of length k occurs
exactly once (see [5]). Any de Bruijn sequence can be slightly modified to obtain
a circular sequence of length 2k&1 that contains each string of length k but 1k. We
denote by Bk a string of length 2k&1 given by linearizing this slightly modified de
Bruijn sequence (the proof of next theorem works with any linearization).
Theorem 4.1. There exists an infinite family of binary strings on which the LZ2
algorithm produces a 3(n14) approximation of the optimal LZ2 parsing.
Proof. We realize an infinite family of binary strings with a prefix and a suffix
such that because of the greediness of the parsing of the prefix the phrases of the
suffix cannot grow fast enough. This is due to the structure of the slightly modified
de Brujin sequences occurring in the suffix.
Let U(k)=u1u2 } } } u2k&2 , where u1=0, u2=1, and for i1, u2i+1=ui 0 and
u2i+2=ui1 (U(k) is the concatenation of all the binary strings of length less than
k in lexicographic order). Let
W(k)=1kp0(Bk) 1kp1(Bk) } } } 1kp2k&1(Bk),
where pl (Bk) is the prefix of length l of Bk . Consider the string X=U(k) W(k) S(k),
where S(k) is (Bk)2
k&1. The length of X is n # 3(22k). The phrases of the LZ2 greedy
parsing of U(k) are exactly all the strings of length less than k. Afterwards, the
parsing of W(k) is
1kp0(Bk), 1kp1(Bk), ..., 1kp2k&1(Bk).
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Note that none of the substrings of length k of S(k) is in the dictionary since 1k is
not a substring of S(k). The number of phrases of the LZ2 greedy parsing of
U(k) W(k) is 2k&2+2k=2k+1&2.
The parsing of S(k)=s0s1s2 } } } can be divided into stages, where each stage
starts when all the substrings of a given length are learned (see Fig. 3). Let lm(x)
and gd(x) be the least common multiple and the greatest common divisor of the
positive integers x and 2k&1. The initial stage starts with the parsing of
plm (k)(S(k)) into substrings of length k. If lm(k)=k(2k&1), all the substrings of
length k are learned and the initial stage ends. In any case, the length of the next
phrase is k+1. If the initial stage is not concluded, again slm (k)+k+1 } } } s2lm(k)+k is
parsed into substrings of length k and the length of the next phrase is k+1.
Observe that the two phrases of length k+1 correspond to consecutive substrings
of Bk . The parsing maintains this behavior through the whole initial stage. There-
fore, the phrases learned during the stage are all the substrings of length k plus a
set (possibly empty) of strings of length k+1. Moreover, the first phrase of the next
stage together with the strings of the previous set correspond to substrings con-
secutive in S(k) (as we will see later, this is a critical point of the proof).
We call k-stage the initial stage and, for h>k, h-stage the one that starts at the
end of the (h&1)-stage and ends when all the substrings of length h have been
added to the dictionary. Let us call modular position of a substring of S(k) its posi-
tion modulo 2k&1 (i.e., a number between 0 and 2k&2). We point out that two
substrings having the same length k are equal if and only if they have the same
modular position. We prove by induction on h the following:
(1) during the h-stage, the only phrases of length h+1 are the ones with
modular position i(h+1) (mod 2k&1), for 0igd(h)&2 (that is, the phrases of
length h+1 correspond to consecutive substrings of S(k));
(2) the first phrase of the (h+1)-stage has modular position (gd (h)&1)(h+1)
(mod 2k&1).
We have seen that this holds for the initial stage (h=k). Assuming it is true for
h, we show it holds for h+1. By the induction hypothesis, the first phrase of the
(h+1)-stage together with the phrases of length h+1 of the h-stage correspond to
consecutive substrings. The (h+1)-stage parses into phrases of length h+1 until
modular position zero is reached. In fact, zero is the modular position of the first
phrase of length h+1 that has been learned (either in the h-stage or in the (h+1)-
stage). At this point, the next phrase has length h+2. If h+1 and 2k&1 are
relatively prime, such phrase starts the (h+2)-stage and the (h+1)-stage satisfies
(1) and (2). Otherwise, the next lm(h+1)(h+1) phrases have length h+1 since
they have different modular positions from the preceding phrases of the same
length. At the same way, the length of the following phrase is h+2 since it
corresponds to the substring consecutive to the preceding phrase of the same length.
The parsing maintains this behavior through the whole stage so that the modular
positions of the phrases of length h+2 are i(h+2) (mod 2k&1), for 0i
gd(h+1)&2, and the modular position of the first phrase of the next stage is
(gd (h+1)&1)(h+2) (mod 2k&1).
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We estimate the number s of stages completed in the parsing of S(k). First, we
compute the length l(h) of the substring parsed by the h-stage. It is easy to see that
l(k)=(2k&1) k+(gd(k)&1)(k+1) and, for h>k, l(h)=(2k&1) h+(gd(h)&1)
(h+1)&(gd(h&1)&1) h. Moreover, s+k&1h=k l(h)|S(k)|=(2
k&1)2 and s is the
greatest integer value for which the inequality holds. Thus
:
s+k&1
h=k
l(h)=(2k&1) k+(gd(k)&1)(k+1)
+ :
s+k&1
h=k+1
[(2k&1) h+(gd(h)&1)(h+1)&(gd(h&1)&1) h]
= :
s+k&1
h=k
[(2k&1) h] +(gd(s+k&1)&1)(s+k)
=(2k&1) \(s+k&1)(s+k)2 &
k(k&1)
2 +
+(gd(s+k&1)&1)(s+k)
(2k&1)
(s+k)2
2
+(s+k)2.
Since
(2k&1)
(- 2k&1)2
2
+(- 2k&1)2=
(2k&1)2
2
+2k&1(2k&1)2,
s- 2k&1&k.
Finally, we estimate the number of phrases of the parsing of S(k). First, we
compute the number of phrases ,(h) of the substring parsed by the h-stage, that is,
,(h)=(2k&1)+gd(h)&gd(h&1), for h>k, and ,(k)=(2k&1)+gd(k)&1.
Therefore,
:
s+k&1
h=k
,(h)=2k&1+gd(k)&1+ :
s+k&1
h=k+1
[2k&1+gd(h)&gd(h&1)]
= :
s+k&1
h=k
[2k&1]+gd(s+k&1)&1
s(2k&1)
(- 2k&1&k)(2k&1),
and the number of phrases of the LZ2 greedy parsing of X is at least
(- 2k&1&k)(2k&1)+2k+1&2 # 0(2k2k2).
A different feasible parsing of X is the following: the parsing of U(k) is the greedy
one; the parsing of W(k) is 1k, p0(Bk), 1k, p1(Bk), ..., 1k, p2k&1(Bk); the parsing of
S(k) is Bk , Bk , ..., Bk . The number of phrases of this feasible parsing is less than
2k+2. Then, the number of phrases of the greedy parsing is at least 0(n14) times
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FIGURE 3
the number of phrases of the optimal parsing. The statement of the theorem follows
from Theorem 3.1. K
Theorem 4.2. There exists an infinite family of binary strings on which the next
and first character heuristics produce 3(n14) approximations of the optimal NC and
FC parsings.
Proof. Consider the string X=U(k) W(k) S(k), where S(k) is (Bk)2
k&1 as
defined in the previous theorem, with the further assumption that the first and the
last bits of Bk are equal to 0. U(k) and W(k) are given below.
Let u(h)=vh1v
h
1w
h
1w
h
1v
h
2v
h
2w
h
2 w
h
2 } } } v
h
2h&1 v
h
2h&1 w
h
2h&1 w
h
2h&1 , where v
h
1 , ..., v
h
2h&1 are all
the binary strings of length h with the first bit equal to 1 and wh1 , ..., w
h
2h are the ones
with the first bit equal to 0; then U(k)=u(1) u(2) } } } u(k&1).
Denote by p(l) the last bit of the prefix pl (Bk). We partition the set of the prefixes
of Bk [ pl (Bk) : 1l2k&1] into the set [o1(Bk), ..., ot(Bk)] of the prefixes with
p(l) equal to 0 and the set [q1(Bk), ..., qt$(Bk)] of the ones with p(l) equal to 1. Let
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f (l) be the value such that pl (Bk)=of (l)(Bk) if the last bit of pl (Bk) is 0, pl (Bk)=
qf (l)(Bk) otherwise; then
W(k)=1kp1(Bk) 1k&1+f (1) 1k&1p2(Bk) 1k&1+f (2)1k&1p3(Bk) } } }
1k&1+f (2
k&3)1k&1p2k&2(Bk) 1k&1+f (2
k&2)1k&1p2k&2(Bk).
The length of X is n # 3(22k). The phrases of the NC greedy parsing of U(k) are
vh1 , v
h
1 , w
h
1 , w
h
1 , v
h
2 , v
h
2 , w
h
2 , w
h
2 , ..., v
h
2h&1 , v
h
2h&1 , w
h
2h&1 , w
h
2h&1 for 1hk&1 and the
dictionary elements are exactly all the strings of length k. The phrases of W(k)
are 1kpl&1(Bk), p(l) 1k&2+f (l), for 1l2k&2, plus 1kp2k&2(Bk) and the elements
added to the dictionary are 1kpl&1(Bk), p(l) 1k&1+f (l) plus 1kp2k&1(Bk) since the
first bit of S(k) is 0. The number of phrases of the NC greedy parsing of U(k) W(k)
is 2k+1&4+2k+1&1=2k+2&5. None of the substrings of length greater than k
of S(k) is in the dictionary since 1k is not a substring of S(k). Thus, the parsing of
S(k) is identical to the parsing shown in the previous theorem and the number of
phrases of the NC greedy parsing of X is 0(2k2k2). Observe that the greedy FC
parsing of X is identical to the NC greedy parsing. As in to the previous theorem,
we can parse W(k) in such a way that we have feasible NC and FC parsing with
3(2k) phrases. K
5. CONCLUSION
From Section 4 we conclude that the greedy procedures described in Section 2
are far away from being approximation algorithms of an optimal parsing. Although
these results can be viewed as in some sense negative, they serve to motivate the
need for further theoretical analysis of the power of off-line and on-line encoding
that must produce on-line decodable files, and particularly, they highlight the
significance of an interesting open problem: Does there exist a practical off-line
approximation algorithm? In addition, it is hoped that this paper will lend some
insight to the development of practical heuristics that avoid the intractability of
guaranteed worst case bounds. As mentioned in the introduction, the design of a
practical on-line decodable off-line approximation algorithm has important applica-
tions to CD-ROM memories.
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