We consider the problem of scheduling a set of chains on m > 1 identical processors with the objectives of minimizing the makespan and the mean flow time. We show that finding a nonpreemptive schedule with the minimum makespan is strongly NP-hard for each fixed m > 1, answering the open question of whether this problem is strongly NP-hard for trees. We also show that finding a nonpreemptive schedule with the minimum mean flow time is strongly NP-hard for each fixed M z 1, improving the known strong NP-hardness results for in-trees and out-trees. Finally, we generalize the result of McNaughton, showing that preemption cannot reduce the mean weighted flow time for a set of chains. The last two results together imply that finding a preemptive schedule with the minimum mean flow time is also strongly NP-hard for each fixed m> 1, answering another open question on the complexity of this problem for trees.
1. INTRODUCTION We consider the problem of scheduling a task system r on a set {PI, pz, . . . . P,} of m identical processors with the objectives of minimizing the makespan and the mean flow time. The task system r consists of a set {T,, T2, . . . . T,,} of n tasks, a directed acyclic graph describing the precedence constraints among the tasks such that an edge from task Ti to task T, implies that Ti must finish before Tj can start, an execution time function e such that e( Ti) gives the execution time of T,, and a weight function w such that w( T,) gives the weight of Tj. A schedule S for r on the m processors is an assignment of the tasks in r to the processors such that no two processors are assigned to the same task at the same time, no two tasks are assigned to the same processor at the same time, the precedence constraints of the tasks are observed, and each task receives a processing time equal to its execution time. With respect to a schedule S, s(S, Ti) and f(S, Ti) denote the starting and finishing times of T, in S, respectively. If S is a schedule for t, then the makespan of S, denoted by MS(S), is defined to be MS(S)=max,.i,.{f(s, Tj)}, and the mean weightedflow time of S, denoted by MWFT(S), is defined to be MWFT(S) = C:= I w( rj) f (S, Ti) . If the weights of the tasks are the same, then we consider only the mean flow time of S, denoted by MFT(S) and defined to be MFT(S) = C;= 1 f (S, Ti). Note that our definitions of mean (weighted) flow time differ from the classical ones by a factor l/n. Since this quantity is independent of the schedule, its omission has no effect on the correctness of the results in this paper. For convenience, we choose to use these nonstandard definitions.
The tasks can be scheduled nonpreemptively or preemptively on the processors. In nonpreemptive scheduling, a task cannot be interrupted once it is started. This contrasts with preemptive scheduling in which a task can be interrupted and removed from the processor before it is finished. It is assumed, however, that preemption does not incur any time loss. Throughout this paper, we assume nonpreemptive scheduling is used unless stated otherwise.
The problem of finding a minimum makespan schedule appears to be quite difficult for m > 1. It is known to be NP-hard even when the precedence graph is empty and m= 2 (Garey and Johnson, 1979) . However, there is a pseudo-polynomial-time algorithm for each fixed m when the precedence graph is empty (Garey and Johnson, 1979) . This raises the possibility that there might be pseudo-polynomial-time algorithms for more general precedence graphs. Lageweg et al. (1981) ask whether the problem of finding a minimum makespan schedule for trees is strongly NP-hard for m = 2. (In their notation, the question is whether P2 ) tree 1 C,,, is strongly NP-hard.)
A positive answer to the above question will rule out the possibility of such algorithms for trees, assuming P# NP. In this paper we answer this question in the positive, giving a strong NP-hardness result for a set of chains and every fixed m > 1. Since chains are the most restrictive precedence graphs other than the empty precedence graph, our result gives a sharp boundary delineating problems that are solvable in pseudo-polynomial time and those that are strongly NP-hard. We note that the problem of finding a minimum makespan schedule for trees is polynomially solvable if preemption is allowed (Muntz and Coffman, 1970) .
For a single processor, Lawler (1978) has shown that the problem of finding a minimum mean weighted flow time schedule is strongly NP-hard for arbitrary precedence graphs, but polynomially solvable for seriesparallel graphs (which include both in-trees and out-trees). For every fixed m > 1, Bruno et al. (1974) have shown that the problem is NP-hard even when the precedence graph is empty. Although the problem is known to be strongly NP-hard for empty precedence graphs and arbitrary m, it is not known whether it remains strongly NP-hard for each fixed m > 1. The problem of finding a minimum mean flow time schedule appears to be easier. When the precedence graph is empty, the problem can be solved in polynomial time even if m is arbitrary (Conway et al., 1967) . For a single processor, the complexity of the mean flow time problem is the same as the mean weighted flow time problem; i.e., strongly NP-hard for arbitrary precedence graphs and polynomially solvable for series-parallel graphs (Lawler, 1978) . For every fixed m > 1, Sethi (1977) has shown that the problem of finding a minimum mean flow time schedule is strongly NPhard for both in-trees (with in-degree at most two) and out-trees (with out-degree at most two). Sethi (1977) asks whether the problem remains NP-hard for chains (which have in-degree and out-degree at most one). In this paper we answer this question in the positive, giving strong NPhardness result for chains and every m > 1. As noted in (Sethi, 1977) , our result implies all of the results in (Sethi, 1977) .
For a single processor, it is easy to see that preemption cannot reduce the mean weighted flow time for any precedence graphs. Thus, for a single processor, the complexity of finding a minimum mean weighted flow time schedule for preemptive scheduling is the same as for nonpreemptive scheduling. For m > 1, McNaughton (1959) has shown that preemption cannot reduce the mean weighted flow time for a set of independent tasks An Out-tree Optimal Nonprremptive Srhcdulr. Optimal Nonpreemptive Schedulr.
; 0.5 i 1.5 2.5 3. (i.e., empty precedence graph). In this paper we generalize McNaughton's result to a set of chains. We note that chains form the largest class of precedence graphs for which preemption cannot reduce the mean weighted flow time. As shown in Fig. 1 (a, b) , preemption can reduce the mean flow time for in-trees (with in-degree at most two) and out-trees (with outdegree at most two) on two processors. Since the problem of finding a minimum mean flow time schedule for a set of chains is strongly NP-hard for every fixed rn > 1, and since preemption cannot reduce the mean flow time for a set of chains, it follows immediately that finding a preemptive schedule with minimum mean flow time for a set of chains is also strongly NP-hard for every fixed m > 1. This answers another open question in (Lageweg et al., 1981) which asks for the complexity of finding a preemptive schedule with minimum mean flow time for trees on two processors. (In the notation of (Lageweg et al., 1981) the question is whether P2 ) pmtn, tree 1 Cr= 1 Ci is NP-hard.)
We now define notations that will be used throughout the remainder of this paper. The task system r will be represented by a set {C,, Cz, . . . . C,} of x chains. Each chain Ci will be represented by Ci,, + Ci,r -+ ... --f Ci,n,, where ni is the number of tasks in Ci, and the task C,,j is the predecessor of the task Ci.j+ 1 for each 1 < j< ni. The complexity results of this paper are obtained by reducing to them the 3-PARTITION problem which is known to be strongly NP-complete (Garey and Johnson, 1979) .
3-PARTITION.
Given a list A = (a,, a,, . . . . a3=) of 32 integers such that CT;= i ai = zB and B/4 < ai < B/2 for each 1 6 i < 32, can I= { 1,2, . . . . 32) be partitioned into I,, I,, . . . . Zz such that Eic I, ai = B for each 1 Q j < z?
In the next section we show that finding a minimum makespan schedule for a set of chains is strongly NP-hard for each m > 1. In Section 3, we show that finding a minimum mean flow time schedule for a set of chains is strongly NP-hard for each m > 1. In Section 4, we show that preemption cannot reduce the mean weighted llow time for a set of chains. Finally, we draw some conclusions in the last section.
MAKESPAN
In this section we show that the problem of finding a minimum makespan schedule for a set of chains is strongly NP-hard for each m > 1. The proof consists of showing the following decision problem to be strongly NP-complete for each m > 1. CMS(m) . Given an integer c1 and a task system t consisting of x chains {Cl, cz, . . . . C,}, where Ci=Ci,i+Cii2-+ ... -)Ci,n, for each l,<i,<x, is there a schedule S for t on m identical processors such that MS(S) < u?
We first show that CMS(2) is strongly NP-complete; the proof can easily be generalized to m > 2. Let A = (a,, u2, . . . . Q~) be an instance of the 3-PARTITION problem. Without loss of generality, we may assume that B > 42; for otherwise, we can multiply each partition element by 42 without changing the solution of the problem. We construct an instance of the CMS (2) for l<id2z
for l<idz e(V,i-,)=B6+B5+B3
for 1 <i<z.
Finally, we let CI =4zB6 + 4zBS+ 2zB2 + 2zB. It is easy to see that the construction can be done in polynomial time.
In the task system r, we call the tasks Xi, 1 < i< 32, the "partition" tasks, and the tasks Yi, 16 i < z, the "enforcer" tasks. Note that the execution time of the partition task Xi is proportional to the partition element ai, and the execution time of each enforcer task is the same. Furthermore, the total execution time of all tasks in r is exactly 2~. Thus, if there is a schedule S for z on two processors such that MS(S) < c(, then there must be no idle processor time in the time interval [0, MS(S)] in S. We call such a schedule a saturated schedule throughout the remainder of this section. A chain Ci is said to be an oscillating chain in a schedule S if C,j and CL/+, are scheduled on two different processors in S for each 1 < j< ni. The chains U and V are oscillating chains in the schedule shown in Fig. 2 .
In the remainder of this section, we will show that there is a solution to the instance A of the 3-PARTITION problem if and only if there is a 2-processor schedule S for r such that MS(S) < CI. As can be seen from the proof of the next lemma (Lemma 2.1), such a schedule for r can easily be constructed if there is a solution to A; see schedules for r first. Towards this end, we first show that both U and V are oscillating chains in any optimal schedule for z with length 6c( (Lemmas 2.2 and 2.3). Moreover, they are interleaved in the same fashion as the schedule shown in Fig. 2 (Lemma 2.4), and hence all the enforcer tasks and the partition tasks have to be assigned to the same processor. Then we show that the enforcer tasks have to be scheduled in certain time intervals on that processor (Lemma 2.5), dividing the time on that processor into z intervals. The idle processor time in each interval is in a range slightly larger and slightly less than 2B5. Thus, in order to have a saturated schedule, each interval must have partition tasks totaling exactly 2B5 scheduled in it, implying a solution to A. LEMMA 2.1. Suppose I,, Z2, . . . . Z, is a solution to the 3-PARTITION problem. Then there is a schedule S for z on two processors such that MS(S) < a.
Proof
Let Z, = (jl, j2, j3) for each 1 d j< z. We construct a schedule S as follows. There are z groups of tasks scheduled on processor P,, with the jth group followed by the (j + 1)th group. For each 1 < j < 2, thejth group consists of the tasks Xjl, U+,, Xjz, V,-,, Xj3, U,-i, Y,, and V,,, scheduled in this order. There are 22 groups of tasks scheduled on processor P2, with the jth group followed by the (j+ l)th group. For each 1 < j < 2z, the jth group consists of the tasks V,-i and U,, scheduled in this order. Figure 2 shows the structure of the schedule S. We leave to the reader the routines of showing that the precedence constraints of the tasks in U and I/ are observed and that MS(S) < ~1. 1
In the next live lemmas, we will show that a solution to the constructed instance of the CMS(2) problem implies a solution to the instance A of the 3-PARTITION problem. Let S, be a schedule for t on two processors such that MS(So) <cr. Since the total execution time of all tasks in r is 2a, MS(S,) = M: and S, is a saturated schedule. Without loss of generality, we may assume that U, is scheduled on P, in S,; for otherwise, we simply rename the processors. The bulk of the work is to show that So is, in some sense, isomorphic to the schedule shown in Fig. 2 . The next two lemmas show that both U and Y are oscillating chains in S,. LEMMA 2.2. U is an oscillating chain in So.
Proof: Since LX is an integral multiple of B, and since the execution time of each task, except UZi for 1 < i 6 2z, is also an integral multiple of B, the tasks UZi, 1 d i < 2~, must be scheduled on the same processor in S, for it to be a saturated schedule. Since U, is scheduled on P, in S,, the tasks Uli, 1 d i G 22, must also be scheduled on P, in S,. The total execution time of the tasks in { UIi 1 1 d id 2~) has the term 2zB in it, and so has CI. Since the execution time of each task in { Uzi-1 11 d i < 22) has the term B in it, none of the tasks in { U,j_ I / 1 d id2z) can be scheduled on P,, for otherwise, the finishing time of Pz would have the term yB, y > 2z, in it; and hence S, cannot be a saturated schedule. Thus, U is an oscillating chain in S,. 1 LEMMA 2.3. V is an oscillating chain in S,.
ProoJ: By Lemma 2.2, U is an oscillating chain in S,. Observe that each task in U has execution time more than B6 and that the total execution time of all the partition tasks and all the enforcer tasks is less than B6. Therefore, during the execution of a task in U, the other processor must be executing a task in V; as otherwise, it will have some idle processor time, contradicting the fact that S, is a saturated schedule. Thus, V is also an oscillating chain in So. 1
The next two lemmas characterize the time intervals in which the enforcer tasks and the tasks in U and V are scheduled in S,. LEMMA 2.4. In S,, the tasks V,, U,, V,, U,, . . . . V4=-,, and U,, are scheduled in this order on Pz. Furthermore, for each 1 d i < 22, the tasks lJzi-1 and Vzi are scheduled on P, in the time intervals [s( So, V?, , ), flso, Vzr-~)l and CstS,, U,il,f(J',, U,i)l, respective&.
ProoJ By Lemmas 2.2 and 2.3, U and V are oscillating chains in S,. Since we assume that U2 is scheduled on P, in S,, U1 must be scheduled on P, in So. But this implies that V, must be scheduled on P, in S,. For if V, were scheduled on P, in So, then at least one task in U would be executing on one processor without another task in V simultaneously executing on the other processor, leading to the contradiction that S, would not be a saturated schedule. Therefore, the tasks in { I&, , UZi 1 1 < i < 22) must be scheduled on P2 in So. Since the total execution time of the tasks in { VZi-r, Uai) 1~ i 6 22) is exactly tl, they must be scheduled sequentially in the order as stated in the lemma. Finally, the tasks U,;_ r and I/zi, 1 d i < 22, must be scheduled on P, in the time intervals as stated in the lemma in order to satisfy the precedence constraints of the chains. 1 Since the execution time of each enforcer task is 2BS, they can only be scheduled in hole(3) and hole(4i) for 1< i6 z. We now show that it is impossible to schedule an enforcer task in hole(3). Suppose an enforcer task is scheduled in hole(3). Let W denote the total amount of time assigned to the partition tasks in the time interval [O, s(S,, V2) ]. Then we have B5-~2-B< W,<B5-B2+(22-2)B+(2,7--l),
Since theexecution time of each partition task is an integral multiple of B4, there must be some idle processor time in the time interval [0, s(SO, V,)], contradicting the fact that S, is a saturated schedule. Thus, it is impossible to have an enforcer task scheduled in bole(3), and hence the lemma is proved. 1
We are now ready to prove that a solution to the constructed instance of the CMS(2) problem implies a solution to the 3-PARTITION problem.
LEMMA 2.6. Suppose So is a schedule for 7 on two processors such that MS(So) < 0~. Then there is a solution, I,, 12, . . . . I;, to the 3-PARTITION problem.
ProoJ: Let I, = {j( Xj is scheduled on P, in the time interval CO, s(S,, u,)l} and h= fjlXi is scheduled on P, in the time interval Cf(So3 V4k--41, dS0, u4,-,)I) f or each 2 d k dz. By Lemmas 2.4 and 2.5, the tasks in { Tj lj~ I, } are scheduled in hole(i), 1~ i < 3. The quantity C,"=, [(hole(i) ) is maximized when f(S,, V4)=f(S0, U,) and minimized when s(S,, U,) = s(S,, V3). By computing a lower bound and an upper bound for the quantity Cf=, I(hole(i)), we obtain 2B5 -B3 + (22 -1) B + (22 -1) < Ejc,, e(Xj) Q 2B5 + (22 -2)B + (2~ -2). Since the execution time of each partition task is an integral multiple of B4, Cje,, e(Xj) must be exactly 2B'. Using the same argument as above, we can inductively show that for each l<k<z, 2B5-B3+(2z-2k+l)B+(2z-2k+l)< Ej, Ik e(X,) d 2B5 -I-(2~ -2k) B + (22 -2k). Since the execution time of each partition task is an integral multiple of B4, Cjtlk e(Xj) must be exactly 2B' for each 1 <k <z. Clearly, I,, 1,, . . . . Z : is a solution to the 3-PARTITION problem. 1 THEOREM 2.1. CMS(2) is strongly NP-complete.
Proof: CMS(2) is clearly in NP. To complete the proof, we reduce an instance of the 3-PARTITION problem to an instance of the CMS(2) problem as given at the beginning of the section. By Lemmas 2.1 and 2.6, the instance of the 3-PARTITION problem has a solution if and only if the constructed instance of the CMS(2) problem has a solution. 1 COROLLARY 2.1. CMS(m) is strongly NP-complete for each m > 1.
Proof: For m >2, we simply add m -2 independent tasks each with execution time CI. 1 3. MEAN FLOW TIME In this section we show that the problem of finding a minimum mean flow time schedule for a set of chains is strongly NP-hard for each m > 1. The proof consists of showing the following decision problem to be strongly NP-complete for each m > 1.
CMFT(m).
Given an integer /3 and a task system t consisting of x chains {C,, C2, ,.., C,>, where Ci = Ci r + C,., + . . . + C,,, for each 1 6 id x, is there a schedule S for t on k identical processors such that MFT( S) < p?
Before we show CMFT(m) to be strongly NP-complete for each m > 1, we need to show how to construct a set of chains from a list of integers and give characterizations of the schedules for the constructed set of chains on m processors. Let H = (h,, hZ, . . . . h,) be a list of integers such that each hi > 2 and C;=, hi = ma = Q. For each integer k 3 2, we define a special chain MC(k)= T, -+ T, + ... -+ Tk, where e( T, ) = 4Q*k, e( T,) = 2, and e( T,) = 1 for 3 d i Q k. From H, we construct a task system r consisting of r chains, C,, C,, .,,, C,, with Ci=MC(hi)=C'i,+Ci,z-+ ... +C,.h, for each 1 d i< r. Note that the total execution time of all tasks in Cj is hj(4Q' + l), proportional to the integer hi. The task system z will be scheduled on m processors. Let j? = 2Q' xi=, hf + 2mQ2cr2 + Q*.
We now define some notations that will be used throughout this section. For each chain Ci, we define HEAD to be the task Ci.,. A schedule S for r is said to be a continuous schedule if S satisfies the properties (1) the tasks in each chain are executed continuously on a processor and (2) no processor is idle before its finishing time. With respect to a schedule S, let K,= (jiHEAD (C,) is scheduled on Pi in S> and Li=CJEK, h, for each 1 d i Q m, and FC, = C'j'= 1 f(S, C,,j) for each 1 d i < r.
In the following we first characterize the schedules for z defined above. We show in Lemma 3.1 that if S is a continuous schedule for T such that Li = CI for 1~ i < m, then the mean flow time of S is no more than fl. Then we show in Lemma 3.3 that if there is a chain C,, 1 <j< r, such that f(S, HEAD( > 4Q2(a + 1), then MFT(S) >/I. Lemma 3.3 is proved with the help of Lemma 3.2 which gives an inequality on a set of integers. Lemmas 3.1 and 3.3 together imply that there is a schedule S for z with MFT(S) < /3 if and only if there is a partition of the integers into m groups such that each group totals exactly LX Using this fact, the reduction showing the strong NP-completeness of CMFT(m) consists of replacing each task T in the task system t defined in Section 2 by the special chain MC(e(T)), as shown in Theorem 3.1.
LEMMA 3.1. Suppose S is a continuous schedule for z on m processors such that Li = a for each 1 6 i < m. Then we have MFT(S) d p.
Proof: Since S is a continuous schedule, the tasks in each chain are executed continuously on a processor. Let Ki = {k,, k,, . . . . kg), where C,, is scheduled before Ck2, and so on. For each task Tin the chain Ck,, where 1 <j < g, we have f(S, T) < C{= L e (HEAD( C,,) Proof: Let HEAD(C-,.) be scheduled on the processor P, in S. Since f(S, HEAD( > 4Q'(u + l), we have C,icK, e(HEAD(C,)) > 4Q*a, and hence Lz > c(. Let Ki = {k,, k,, . . . . k,). Clearly, for each task T in C,,, 1 6 j < g, we have f(S, T) 2 C/=, e (HEAD(C,,) ).
Thus, we have where Mj is as defined in the proof of Lemma 3.1. Note that IF= r Lf = 2 c: 1 C(k,l)EM, h,h,+ xi= r hf, as proved in Lemma 3.1. Therefore, we have We are now ready to show that CMFT(m) is strongly NP-complete for each m > 1. The reduction is from the 3-PARTITION problem. The task system constructed is the same as given in Section 2, except that each task Ti in the task system is replaced by the special chain MC(e( Ti)). V4ip3=B6+B5 for l<i<z V4i-,=B6+B5+B3 for I<ibz.
Note that these 122 integers are the execution times of the 122 tasks in the task system given in Section 2. Let a = 4zB6 + 4zB5 + 2zB2 + 2zB; a equals one half of the total of the 122 integers. Now create m -2 integers Wi such that Wi= CI for each 1 6 i<m-2, and let Q =ma. We construct an instance of the CMFT(m) problem as follows. The task system r consists of 12z+ (m-2) chains, MC(X,), MC (X2) In this section we show that preemption cannot reduce the mean weighted flow time for a set of chains, generalizing the result of McNaughton (1959) which shows the case for a set of independent tasks. As in (McNaughton, 1959) , the main idea is to show that preemption can be eliminated with no increase in mean weighted flow time. We begin by defining the notion of an interrupted chain. A chain Ck is said to be interrupted at t, on Pi and resumed at t, on Pi, t, <t,, if either a task in C, is preempted at t, on Pi and resumed at t, on P,, or a task in C, finishes at t, on Pi and its immediate successor starts at t, on P,. We call the time t, an interrupting point of Ck on P, and the time t2 a resuming point of C, on Pi.
In proving-the main result, it will be more convenient to define several operations on a preemptive schedule S. By SWAP(P,, P,, t), we mean the tasks scheduled at or after time t on processor Pi in S are swapped with those on processor Pi. Observe that the SWAP operation does not change the mean weighted flow time of S. We will be moving tasks on a processor after some time t, either forwards or backwards, until another time t2 is reached. This movement may cause an interrupted chain to have its interrupting point coincide with its resuming point, before time t, is reached. If this occurs, we will swap tasks between the two processors so that the interrupting chain will be on the same processor, and then continue the movement until time t, is reached. A forward moue on Pi from time t, to time t,, where t, > t2, is denoted by FMOVE(P,, t,, t2) and defined as follows: (1) Move all the tasks scheduled after t, forwards until tz is reached, or a resuming point of a chain Ck on Pi coincides with its corresponding interrupting point, whichever occurs first; (2) If t, is reached, then stop; and (3) Perform SWAP(P,, P,, t), where t is the interrupting point of C, on processor P,, and then perform FMOVE (P,, t, -x, tz) , where x is the distance moved in step (1). Figure 3 gives an example of the FMOVE operation. A backward move on Pi from t, to t2, where t, < t,, is denoted by BMOVE(P,, t,, tz) and defined as follows: (1) Move all the tasks scheduled after t, backwards until t, is reached, or an interrupting point of a chain Ck on Pi coincides with its corresponding resuming point, whichever occurs first; (2) If t2 is reached, then stop; and (3) Perform SWAP(P,, P,, t), where t is the resuming point of C, on Pj, and then FIG. 3 . Illustrating the forward move operation.
perform BMOVE (P,, t, + x, tz) , where x is the distance moved in step (1). Figure 4 gives an example of the BMOVE operation.
Since chain precedence constraints are considered, we may assume that no chain is interrupted at time t on processor Pi and immediately resumed on another processor Pi. For otherwise, we can perform SWAP(P,, P,, t) without changing the mean weighted flow time of the schedule. We use W(S, Pi, t) to denote the total weight of the tasks finished after time t on processor P, in the schedule S. Without loss of generality, we may assume that there are only a finite number of preemptions in the preemptive schedule. This follows from the observation that a schedule with an infinite number of preemptions can always be converted into one with a finite number of preemptions and no increase in mean weighted flow time. Before we prove the main result, we need to prove the following lemma. resumed at time t, on processor P,, where t, < t,, then W( So, Pi, t, ) 2 w(sO, pj, t2).
Proof We prove the lemma by contradiction. Let t1 be the last time instant at which the lemma fails to hold; i.e., the lemma holds after t,. (Since So is assumed to have only a finite number of preemptions, a chain must have a finite number of interrupting points in S,. Therefore, t i must exist if the lemma does not hold.) Let the chain Ck be interrupted at t, on Pi and resumed at t, > t, on Pi, and W(So, Pi, t,) < W(So, P,, t2). Clearly, we have i # j. We construct a new schedule go from S, as follows: (1) BMOVE(P,, t,, t,);
(2) SWAP(P,, Pi, t,); (3) FMOVE(P,,
We first observe that if Pi is ever involved in any SWAP operations during the first step (i.e., the backward move), then the time instant t at which the swap occurs must be after t,. For if this is not the case, then we have t, < t < t,. The SWAP operation must be due to the meeting of an interrupting point t' of another interrupted chain C, on Pi with the resuming point t of C, on Pi. Since the lemma holds after t,, we have W(So, Pi, tl) > W(So, Pi, t') 3 W(So, Pi, t) > W(S,, P,, tz), contradicting our assumption that W(So, Pi, tl) < W(So, P,j, t2). As a result, the second and the third steps in the above transformation are well-defined. It is easy to see that precedence constraints are observed in go. Therefore, so is a valid schedule.
Since the lemma holds after t, in S,, in each SWAP operation in the first step (i.e., the backward move), the total weight of the tasks finished on Pi after the swapping point cannot be increased by the SWAP operation. Furthermore, if P, is involved in the SWAP operation, then the total weight of the tasks finished on P, after the swapping point cannot be decreased by the SWAP operation. Thus, after the first step, the total weight of the tasks finished on Pi after t2 is at most W(S,, Pi, tl), and the total weight of the tasks finished on P, after t2 is at least W(S,, Pi, t2). Therefore, the mean weighted flow time is increased by at most (tz -tl) W(So, Pi, tl) in the first step. The second step will not change the mean weighted flow time of the schedule. By the same argument as in the first step, in each SWAP operation in the last step (i.e., the forward move), the total weight of the tasks finished on Pi after the swapping point cannot be decreased by the SWAP operation. Thus, the mean weighted flow time is decreased by at least ( t2 -t i ) W( So, P, , t2) in the last step. Therefore, we have MWFT(3,) < MWFT(So) -(t2 -tl)( W(So, Pi, t2)-W(So, P,; t,)). Since W(S,, Pi, t,)< W(S,, P,, t2) and t, <t,, we have MWFT(So)< MWFT(S,), contradicting our assumption that S, has the minimum mean weighted flow time. 1 COROLLARY 4.1. Let S, be a preemptive schedule with minimum mean weighted flow time. Let t, < tz be two arbitrary time instants, and P, an arbitrary processor. Then, the operation FMOVE(P [, t,, tl) will decrease the mean weighted flow time by at least (t2 -tl) W(S,, P,, t2), and the operation BMOVE(P,, t,, t2) will increase the mean weightedjlow time by at most (t2 -fl) ws,, p,, t1).
Proof
This follows immediately from the proof of Lemma 4.1. 1 THEOREM 4.1. Preemption cannot reduce the mean weightedflow time for a set of chains.
Proof: Let So be a preemptive schedule with minimum mean weighted flow time. We will show that a preemption in So can be eliminated without increasing the mean weighted flow time. Let T be a task preempted at time t, on processor P, and resumed at time t2 on processor P,, where t, < t,. Let [t , -b, t i ] be the maximal interval during which T is nonpreemptively executed on Pi before it is preempted at t,. We construct a new schedule So from So as follows: (1) BMOVE(P,, t,, t, + 6); (2) Assign the part of T in the interval [tl -6, t,] on Pi to the interval [tz, t,+b] on P,; (3) FMOVE(P,, t,, tl -b). By Corollary 4.1, the mean weighted flow time is increased by at most b W(So, Pi, tz) after the first step. Observe that the total weight of the tasks finished on Pi after t, cannot be decreased by any SWAP operations in the first and the second steps. Thus, after the first and the second steps, the total weight of the tasks finished on Pi after t, is at least W(S,, Pi, tl ). Hence, the mean weighted flow time is decreased by at least b W(S,, Pi, tl) after the third step, by Corollary 4.1. Therefore, we have MWFT($,) < MWFT(So) -b( W(S,, Pi, t,) -W(S,, P,, tz)). Since W(So, Pi, t,) B W(So, P,, tz) by Lemma 4.1, we have MWFT(,!?,) 6 MWFT(S,). 1
From Theorems 4.1 and 3.1, we immediately have THEOREM 4.2. The problem of finding a preemptive schedule with minimum mean flow time for a set of chains is strongly NP-hard for each m P 1.
CONCLUSIONS
In this paper we have considered the problem of scheduling chain-structured tasks on m processors so as to minimize the makespan and the mean (weighted) flow time. Our results suggest that the complexity of the scheduling problems can change drastically if we add even the simplest type of precedence constraints to a set of independent tasks. For example, the problem of finding a minimum makespan schedule for a set of independent tasks is solvable in pseudo-polynomial time for each fixed m > 1, yet we
show that no such algorithm can exist for chains unless P = NP. Similarly, there is a polynomial-time algorithm to find a minimum mean flow time schedule for a set of independent tasks, yet the same problem for chains becomes strongly NP-hard for each fixed m > 1. The result showing that preemption cannot reduce the mean weighted flow time for chains also gives a sharp boundary, since the result no longer holds even for in-trees with in-degree at most two or out-trees with out-degree at most two.
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