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Abstract
The reconstruction method presented here is based on the diffusion approx-
imation for the light propagation in turbid media and on a minimization
strategy for the output-least-squares problem. A perturbation approach is
introduced for the optical properties. Here, the number of free variables of
the inverse problem can be strongly reduced by exploiting a priori information
such as the search for single inhomogeneities within a relatively homogeneous
object, a typical situation for breast cancer detection. Higher accuracy and
a considerable reduction of the computational effort are achieved by solving
a parabolic differential equation for a perturbation density, i.e. the difference
between the photon density in an inhomogeneous object and the density in
the homogeneous case being given by an analytic expression. The calculations
are performed by a 2D FEM algorithm, however, as a time-dependent cor-
rection factor is applied, the 3D situation is well approximated. The method
was successfully tested by the University of Pennsylvania standard data set.
Data noise was generated and taken into account in a modified data set. The
influence of different noise on the reconstruction results is discussed.
I. INTRODUCTION
The development of optical tomographic methods has been of strongly increasing interest
in the last few years because of its potential for applications in medical diagnostics, for ex-
ample, cancer detection in the female breast [1]. Malignant tumors may cause changes in the
optical properties as compared with the surrounding normal tissue. The shapes of time-of-
flight curves in time-resolved measurements are affected by the spatially dependent optical
properties of the transilluminated tissue object. They carry information about changes in
absorption and changes in the scattering properties and hence about possible pathological
alterations. Near infrared light (NIR) transilluminations are attractive because the risk of
radiation damage due to ionizing radiations is avoided. As biological tissue is a strongly
scattering medium, after propagation through tissue, light is diffuse so that image recon-
structions are more difficult. Consequently, there is a strong demand for the development
of effective reconstruction methods. Recently, imaging algorithms for different measure-
ment types were published [2–7]. Sufficiently accurate simulation of light transport (forward
problem) is a prerequisite for solving the inverse problem in optical tomography. On weak
assumptions, the light propagation in scatter-dominated media can be modeled as a diffu-
sion process [8]. In the case of time-resolved measurements, a parabolic differential equation
for the photon density has to be solved. The application of a numerical method such as the
finite-element method (FEM) allows different geometries and parameter distributions to be
taken into account.
The aim of this paper may divided in five parts, all serve the intention to develop an
effective imaging reconstruction algorithm. (i) In general, because of the computational
effort of FEM-calculations a three-dimensional treatment is very expensive. The problem
is to find an algorithm for 3D-data using 2D-FEM. (ii) Nevertheless, the 2D-simulations
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must be fast and accurate. (iii) An improvement of the usually bad condition of the inverse
problem and a reduction of the effort could be reached by exploiting a priori information.
(iv) The algorithm is tested by general available data series [13] as a step toward comparisons
between different imaging algorithms. (v) In further tests data noise has to be considered
for more realistic situations.
A higher accuracy for the forward simulation and a considerable reduction of the com-
putational effort are reached by solving a partial differential equation for the difference
between the time-dependent photon density in an inhomogeneous object and the density in
the homogeneous case given by an analytic expression. The equation for the perturbation is
derived in Section II A, first for an infinite medium. Perturbation approaches are in general
an appropriate tool in case of small changes of parameters and they are used in the field
of optical tomography for both continous wave and frequency modulation conditions [9–12].
The calculations are performed by a 2D FEM algorithm, but as a time-dependent correction
factor is applied, the 3D situation is well approximated. In Section II B, comparisons are
made between the University of Pennsylvania standard data set [13] and forward simulated
data as described in Section II A. The numerical treatment of the problem in two spatial
dimensions with subsequent correction by a time-dependent factor leads to substantial re-
ductions of the computational effort compared with three-dimensional calculations. The
simulation of noise [14] is used to obtain more realistic data.
On the basis of the diffusion model the imaging problem then becomes an identification
problem of partial differential equations with distributed parameters. A reconstruction
method will be introduced in Section III A, which allows all the information contained
in the time-resolved measurement data to be exploited. It combines the forward simulation
procedure with a weighted least squares technique. The number of free variables of the
inverse problem can be reduced by exploiting a priori information such as the search for
single inhomogeneities within a relatively homogeneous object, a typical situation for breast
cancer detection. The influence of the data noise and of the source-detector configuration
on the reconstruction results will be discussed in Section III B.
II. THE FORWARD MODEL
A. Mathematical model
Light propagation in highly scattering media may be described by the widely used dif-
fusion approximation of the Boltzmann transport equation, which leads to the parabolic
differential equation for the photon density Φ
∂
∂t
Φ(x, t) = div (D(x) gradΦ(x, t)) − c µa(x) Φ(x, t) + s(x, t), x ∈ Ω, 0 < t ≤ T. (1)
Here c is the speed of light in the medium, µa(x) the absorption coefficient and s(x, t) a
source term. The optical diffusion coefficient is
D(x) =
c
3 (µa(x) + µ′s(x))
2
where µ′s(x) is the reduced scattering coefficient. The boundary conditions for a finite
medium are derived from the Boltzmann equation in the same way as the diffusion equation
[8]. The result is a condition of the third kind
− D(x)
∂Φ(x, t)
∂n
= c h(x) Φ(x, t), x ∈ ∂Ω, 0 < t ≤ T.
The boundary parameter h may be determined by an identification procedure [15]. In an
infinite medium in which we are interested here, the condition
∂Φ(x, t)
∂n
→ 0 if |x| → ∞, 0 < t ≤ T (2)
is to be used. For completeness, an initial condition Φ(x, 0) = Φ0(x) must be given. The
light source may be described in two ways, firstly by the photon source term s(x, t) in
equation (1) and, secondly, by the initial function Φ0(x) corresponding to a δ–pulse in time.
For short light pulses, as they are considered here, the results are approximately the same.
We prefer to consider the light source as the initial condition, especially in the form of a
δ–distribution in space,
Φ(x, 0) = Φ0(x) = Qδ(x− xs), x ∈ Ω (3)
where xs and Q denote the source position and the total number of photons in Ω for t = 0,
respectively.
In general Ω has to be considered as a three dimensional domain. In the following we use
a two dimensional formulation of the initial boundary value problem (1) – (3). This problem
is solved by a 2D FEM code which is an effective tool even for complicated geometries and
arbitrary distributions of the optical properties. The calculation time required to solve a
single forward problem substantially influences the computational effort needed for solving
an imaging problem because the calculation must be repeated several times. The light source
as a δ-pulse in time and space leads to steep gradients in an initial time interval. Conse-
quently, the time steps within this interval have to be small and the grid around the source
position has to be very fine to decrease the numerical error. A new perturbation approach
will improve this situation. Let us assume that the absorption and the scattering coefficients
are constant except for spatially small perturbations. Then the diffusion coefficient D and
the absorption coefficient µa may be written as
D = D0 +D1, µa = µa0 + µa1 (4)
where D0 and µa0 are constant optical properties and D1 and µa1 local perturbations. If (4)
is taken into account in the diffusion equation (1) and the source term is omitted, we have
∂
∂t
Φ − div ((D0 +D1) gradΦ) + c (µa0 + µa1) Φ = 0. (5)
The diffusion equation with constant coefficients D0 and µa0 reads as
∂
∂t
Φc − div (D0 gradΦc) + c µa0Φc = 0. (6)
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Both densities, Φ and Φc, must satisfy the same boundary and initial conditions (2), (3).
The 2D solution to (6), (2), (3) is known in analytic form,
Φc(x, t) = Φ
2D
an (x, t) =
Q
4πD0t
exp
(
−
|x− xs|2
4D0t
− c µa0t
)
. (7)
We now introduce a new function, Ψ, as the difference between the photon density in an
inhomogeneous object and the density in the homogeneous medium, both in two spatial
dimensions
Ψ = Φ2D − Φ2Dan (8)
which satisfies the following equation, i.e. the difference between equations (5) and (6),
∂
∂t
Ψ − div ((D0 +D1) gradΨ) + c (µa0 + µa1)Ψ = div (D1 gradΦ
2D
an ) − c µa1Φ
2D
an . (9)
A general analytic solution to equation (9) is not known, and a numerical solution is re-
stricted to bounded domains and requires that boundary conditions be given. On the as-
sumption that the perturbation of the optical parameters is small, at a sufficient distance
from the perturbations, Φ and Φc have approximately the same values. Therefore, homoge-
neous Dirichlet conditions
Ψ(x, t) = 0, x ∈ ∂Ω, 0 < t ≤ T
can be assumed for a sufficiently large domain Ω. Since Φ2D and Φ2Dan satisfy the same initial
conditions,
Ψ(x, 0) = 0, x ∈ Ω
is valid. Ψ is a slowly varying function with clearly non-zero values close to the perturbation
region only. In order to get Φ2D at the detector positions, Φ2Dan is calculated and added to
Ψ. The absence of steep gradients considerably reduces the computational effort.
The analytic solutions in a homogeneous infinite medium in two and in three spatial
dimensions (Φ2Dan and Φ
3D
an ) differ by a time-dependent factor
Φ3Dan =
1
2
√
πD0t
Φ2Dan . (10)
If the perturbations of the optical properties are small, the factor (2
√
πD0t)
−1 may be used
to approximate the solution of the perturbed 3D problem
Φ3D ≈
1
2
√
πD0t
Φ2D = Φ3Dan +
1
2
√
πD0t
Ψ. (11)
Approach (11) involves two inaccuracies. The first one is the inaccurate correction factor for
the perturbed medium, and the second is due to the fact that a bounded 3D inhomogeneity
is replaced by a cylinder unbounded in the third coordinate. The resulting error can be
reduced in the following way. For the 2D calculations the absorption coefficient or the
scattering coefficient of the inhomogeneity is not set to a constant value, but to the changed
value valid only in the centre of the inhomogeneity, and to the background value on its
boundary. In between, the coefficient is linearly interpolated. This procedure leads to
substantially better agreement with real 3D data. It can possibly be further improved.
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Fig. 1: 3D measurement geometry. 12 sources and 12 detectors are positioned in a plane
on a circular curve 8 cm in diameter. Background absorption µa = 0.05 cm
−1 and scattering
µ′s = 10.0 cm
−1.
B. Simulations
First, comparisons are made between data generated by our forward simulator and the
University of Pennsylvania standard data set. The standard data were simulated in the
frequency domain by an analytic solution [16] assuming an infinite medium with a single
absorbing sphere with a different absorption coefficient per series. Time-resolved data have
been obtained by subsequent Fourier transformation. The source and the detector arrange-
ment are illustrated in Figure 1. The source is positioned in 12 different locations in a
plane on a circle 8 cm in diameter (every 30 degrees) with its centre at the origin. For
each source there are 10 detectors which are displaced in intervals of 30 degrees plus an
initial 45 degrees from the source. This results in a total of 120 independent time domain
measurements of the photon density. The sphere is positioned at x = 0 cm, y = 1 cm
and z = 0 cm and has a radius of 0.5 cm. The absorption coefficient of the sphere varies
from 1.5 times to 40 times the background absorption µa = 0.05 cm
−1 while its scatter-
ing remains unchanged and has the same value [13] as the background transport scattering
µ′s = 10.0 cm
−1 . A comparison between the University of Pennsylvania standard data and
the analytic 3D solution in case of a neglectable influence of the absorber (source and de-
tector 1 as in Figure 2, µabsa = 0.075 cm
−1) showed that the time scale of the data set must
be multiplied by the factor 2 what we did.
The numerical FEM parameters are adapted by a series of test simulations. The final
FEM grid for handling the data series contains 2749 nodes and 5398 triangles as shown in
slightly cut form in Figure 2. The domain is chosen to be about 184mm × 180mm in size,
5
source
1
2
3
4
5 detectors
absorber
artificial boundary conditions
- 40
0
40
80
mm
y
- 40 0 40 80mmx
0.0 2.0 4.0 6.0
 time (ns)
10−8
10−7
10−6
10−5
10−4
10−3
ph
ot
on
 d
en
sit
y 
(ph
oto
ns
/cm
3 )
detector 1
detector 2
detector 3
detector 4
detector 5
Fig. 2: FEM-grid with the measurement ge-
ometry for the source in position xs = 0mm,
ys = −40mm.
Fig. 3: Approximate 3D simulation results
for the ten-fold absorber. Comparison be-
tween the simulated photon density and the
University of Pennsylvania standard data
set in five detector positions.
large enough for the influence of the absorber on the boundary to be neglected. The lengths
in the x– and the y–direction are unequal because equilateral triangles are used. A circular
section just enclosing the detector and the source positions is refined twice and the area with
increased absorption is refined once again (omitted in Figure 2). Time steps are made from
an initial 0.02 ns to a final 0.06 ns. In each step of the iterative reconstruction algorithm,
a new triangulation is executed which takes the current position of the detected absorber
into consideration. In this way, we get a highly accurate solution which takes about 8 s on
a DEC computer with a 275MHz processor.
A comparison between the approximate 3D solution and the data from the University
of Pennsylvania in the five detector positions corresponding to Figure 2 is illustrated in
Figure 3. The absorber at xabs = 0mm, yabs = 10mm with a radius of rabs = 5mm has
an absorption coefficient of µabsa = 0.5 cm
−1, i.e. ten times the background absorption. The
photon densities are relatively given as response of a normalized light source with strength
equal to 1. For detectors 1 till 3 a good agreement is found, but for detectors 4 and 5 small
differences appear as the curves are more strongly influenced by the absorber. The reason
is that 3D approximation is rougher here.
For the simulation of an error of measurement we assume that a TCSPC technique is applied.
It provides Poisson distributed numbers of counted photons with a mean value λl for each
time channel (tl −
1
2
Tc, tl +
1
2
Tc), where Tc is the channel width [17]. For large numbers of
counts, this distribution can be approximated by a normal distribution with a mean value
λl and the variance λl. For the test data we assume that the relative uncertainty in the
maximum of the curves for each set has the same value which serves as the parameter of
noise intensity.
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III. THE INVERSE PROBLEM
A. Algorithm
The formulation of our inverse reconstruction procedure allows for the a priori informa-
tion that a single absorber has to be detected in a homogeneous surrounding medium. A
generalization to cover several absorbers or scatterers, even if the number is unknown, can
be made. An absorber in a plane is described by four parameters: the coordinates xabs and
yabs, the radius rabs and the absorption coefficient in the centre point µabsa . Together with
the background absorption µa0, five parameters are to be identified which for the following
description we denote by the vector of unknown parameters p.
The basic strategy of the fit consists in an iterative correction of the parameters and can
be demonstrated by a formal procedure:
1. Choose an initial guess for p.
2. Solve the forward problem, i.e. compute Φsim(p).
3. Compare Φsim(p) with Φmes;
if ‖Φsim(p)−Φmes‖w small then go to 5.
4. Correct p and go to 2.
5. End
(12)
Here the full information contained in time-resolved measurements for the image reconstruc-
tion is used as in previous versions [2–4,15,18].
With the choice of a weighted l2-norm to compare the vectors of simulated and measured
data, the optimization problem (12) becomes a weighted least squares problem
||Φsim(p)−Φmes||2w =
m∑
k=1
nk∑
j=1
qjk∑
i=1
wijk|Φ
sim
k (xjk, tijk,p) − Φ
mes
k (xjk, tijk)|
2 (13)
=
∑
l
|Fl(p)|
2 = min !
where Φsim is the simulated and Φmes the measured photon density, m is the number of
sources, nk the number of detectors of the k−th source, and qjk the number of times cor-
responding to the j−th detector of the source k. Considering the chi-square fitting, the
weights are
wijk =
1
|Φmesk (xjk, tijk)| max
1≤l≤qjk
|Φmesk (xjk, tljk)|
.
As expected, this inverse problem is rather ill-conditioned. The weighted least squares
problem (13) is solved by the Levenberg-Marquardt method [19] of the IMSL program library.
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B. Reconstruction results
First, the algorithm was tested for the two-dimensional case using data generated by our
forward simulator. The measurement configuration and the test object were chosen to be
the same as for the standard data. In test series, the number of sources and the absorption of
the inhomogeneity were varied. 10 detectors were used in all reconstructions. The smallest
number of sources was two and the weakest absorber had a 1.5-fold absorption compared to
background absorption. In all cases the absorber was found to be accurate as regards size,
position and absorption coefficient. In a second test, the attempt of reconstruction from the
3D data using the 2D forward model failed. The differences between 2D and 3D simulation
results dominated over the absorber information.
Next, the algorithm was tested using the approximate three-dimensional forward model
described in Section II A. The time-of-flight curves of a varying number of sources (12,
6, 4, 3 or 2) at 10 detector positions for each source were used. We define a detection
to be successful if the centre of the recognized absorber lies in the area of the expected
absorber. For our test examples, an absorber is considered to be successfully recognized, if
the distance d between the centre of the detected absorber and that of the expected absorber
is smaller than 5mm. The radii and the absorption coefficients may differ from the expected
values, because in the 3D approximation the absorbing sphere is replaced by a long cylinder
(cf. Section II A). These parameters were, therefore, not used for the evaluation of the
reconstruction result. In all cases, the background absorption was very well reproduced.
First we consider the original standard data series without additional noise. Surprisingly,
the results essentially do not depend on the number of sources. The values of the identified
parameters for the 2-fold absorber in dependence on the number of sources used are given
in Table 1. The identified radii and absorption coefficients of the sphere are inaccurate, as
had been expected before. This drawback will be compensated by the fact that substantial
to be 12 sources 6 sources 4 sources 3 sources 2 sources
xabs mm 0.00 -0.20 -0.08 -0.12 -0.10 -0.07
yabs mm 10.00 12.88 13.12 13.26 12.58 13.51
rabs mm 5.00 1.05 1.47 1.95 1.93 1.66
µabsa cm
−1 0.1 0.48 0.26 0.17 0.17 0.24
d mm 0.00 2.89 3.12 3.26 2.58 3.51
Table 1: Reconstruction results for a 2-fold absorber and different number of sources and
10 detectors being used in each case by means of the original standard data series without
additional noise. The four parameters of the absorber and the distance d between the centre
of the detected absorber and that of the expected absorber are listed.
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computational effort will be saved, because the aim of this tomographic method is in the
first place the detection of a tumor at the correct position. The results obtained by fewer
measurement series are comparable to those obtained from all curves available. The reason is
the redundancy in the measurement information. The reduction of the number of detectors
instead of the number of sources also leads to good detection results, but the computational
effort is approximately proportional to the number of sources and does not depend on the
number of detectors. When simultaneous measurements at several detectors are possible, the
same is valid for the measuring time. Therefore, the reduction of the number of sources seems
to be more advantageous. The detection of the 1.5-fold absorber failed for all configurations.
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noise % 0 5 10
xabs mm -0.01 0.39 0.96
yabs mm 10.89 10.64 10.27
rabs mm 3.30 3.43 4.21
µabsa cm
−1 0.53 0.51 0.39
d mm 0.89 0.75 0.99
Fig. 4: Reconstruction results. Comparison between the University of Pennsylvania stan-
dard data set for µabsa = 0.5 cm
−1 with additional noise (dotted line), simulated photon
densities after identification using 12 sources, 10 detectors (solid line) and the densities for
a homogeneous medium (dashed line). Source and detectors are chosen as in Figure 2. Top
on the left 5% noise and on the right 10% noise; bottom on the left 0% noise. The values of
the identified parameters are given in the table.
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Fig. 5: Selected iteration solutions starting from a
strongly unfavourable initial guess using 12 sources and
10 detectors (fac = µabsa /µa0).
Fig. 6: Reconstruction results for different absorption
coefficients µabsa of the sphere and 10% data noise (the
expected value of fac in brackets). Top: 3 sources, 10
detectors. Bottom: 12 sources, 10 detectors.
When noisy data are used, the situation is different. Figure 4 shows a comparison between
the University of Pennsylvania standard data set for 10-fold absorption with additional 5%
and 10% noise (dotted line), the simulated photon densities using the identified parameters
(solid line) and the densities for a homogeneous medium without any absorber (dashed line).
Time-of-flight curves of three detectors corresponding to detectors 1, 3 and 5 in Figure 2
are chosen. Here the forward simulated curves with identified parameter lie in between the
noisy curves, nearly in the middle. In the absence of noise, differences between correspond-
ing curves are hardly visible, in contrast to Figure 3. The inaccuracy of the approximate
3D model is compensated by changes of the optical parameters. The influence of the ab-
sorbing sphere on the time-of-flight curves is small. At detector positions 1 and 3 the curves
graphically coincide with the homogeneous case (see Figure 4). A difference is remarkable
for detector 5, where the absorber lies within the banana shape of the source-detector pair.
For weaker absorbers, of course, it is even smaller. The numerical identification algorithm
has to be very sensitive to these small differences to detect an inhomogeneity.
Tests with different start values for the absorber were made. The results coincide for the
position of the sphere but the radius rabs and absorption µabsa somewhat differ. The reason
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is the bad condition of the inverse problem. Figure 5 shows the results of the iteration steps
2, 4, 6 and the final step 15 for a ten-fold absorber starting from a strongly unfavourable
initial guess (0. iteration) using 12 sources and 10 detectors. For the general test series an
absorber in position (0,0) was chosen as initial guess. The reconstruction results considering
10% data noise are illustrated in Figure 6 for different absorption of the sphere (2-, 3.5-
and 10-fold). As expected, the 10-fold absorber is best detected and the 2-fold worst. The
deviation from the original position for the 2-fold absorber is unacceptable to a successful
reconstruction when 3 sources are used only (top). In case of weak absorbers the number of
sources has a clear influence. On the other hand, the reduction of the data noise improves
the image reconstruction, too.
Figure 7 gives a summary of selected reconstruction results. For greater clarity, only
the distance d for several absorbers (2-fold to 10-fold) is represented as it is characteristic
for the success of the reconstruction procedure. The results for the undisturbed data are
included for comparison. For 12 sources with 10 detectors each (Figure 7, on top), the
absorber is found in almost all cases, with the exception of the 2-fold absorber and 15%
noise. Signal processing by an appropriate filter for the noisy data improves the situation,
and all absorbers can be successfully detected. Surprisingly, a filter deteriorates the result
in some tests. The reason is that the filter error may decrease the information of the data
depending on the random selection of the deviation. The good detection results, despite
data noise, were achieved because of the strong redundancy of data. The reduction of the
number of sources to three sources noticeably worsens recognition (Figure 7 bottom). The
noise is limited to 10% here. Data filtering improves the results in all cases but does not
successfully help in three examples (2.5-fold absorber and 10% noise, 2-fold absorber and
5% or 10% noise, respectively). Corresponding results for 4 or 6 sources lie in between.
Finally let us note, that all reconstruction results given here are related to the test object
and the measurement configuration used. Differences may be expected if scatterers or more
than one absorber have to be identified.
IV. CONCLUSIONS
We have presented a new imaging method in the time domain for the detection of per-
turbations of the optical properties in nearly homogeneous media. This is the situation
typical in optical mammography. A time-dependent diffusion model for the light propaga-
tion in tissue is solved by a finite-element method. The consideration of difference densities
leads to a higher accuracy and a substantial reduction of the computational effort. A new
approximation of the three-dimensional photon migration is introduced consisting in nu-
merical calculations in two spatial dimensions and in multiplying with a time-dependent
correction factor. Quantitative agreement is found between the approximate 3D solution
and 3D standard data series. The reconstruction method is successfully applied to the 3D
standard data series while the detection of test absorbers using uncorrected 2D calculations
fails. The influence of the error of measurement on the reconstruction is investigated using
simulated random error functions. With increasing data noise, good recognition of the ab-
sorber is more difficult. The results show that in this case a sufficient number of sources
(and detectors) is important. The algorithm is adapted to the configuration in the infinite
medium corresponding to the given data, but it can be generalized to cover finite objects.
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Summarizing, it can be said that the proposed method offers new possibilities of treating
3D reconstruction problems with an acceptable computational effort.
Fig. 7: Reconstruction results using noisy data. The dependence of d (distance between the
centre of the detected absorber and that of the expected absorber) on the absorption of the
sphere and on the noise level is illustrated. Top: 12 sources, 0%, 5%, 10%, and 15% noise.
Bottom: 3 sources, 0%, 3%, 5%, and 10% noise.
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