The solution of the linear system of equations for a large scale reservoir simulation has several challenges. Preconditioners are used to speed up the convergence rate of the solution of such systems. In theory, a preconditioner defines a matrix M that can be inexpensively inverted and represents a good approximation of a given matrix A. In this work, two-stage preconditioners consisting of the approximated inverses M 1 and M 2 are investigated for multiphase flow in porous media. The first-stage preconditioner, M 1 , is approximated from A using four different solution methods: (1) constrained pressure residuals (CPR), (2) lower block Gauss-Seidel, (3) upper block Gauss-Seidel, and (4) one iteration of block Gauss-Seidel. The pressure block solution in each of these different schemes is calculated using the Algebraic Multi Grid (AMG) method. The inverse of the saturation (or more generally, the nonpressure) blocks are approximated using Line Successive Over Relaxation (LSOR). The second stage preconditioner, M 2 , is a global preconditioner based on LSOR iterations for the matrix A, that captures part of the original interaction of different coefficient blocks. Several techniques are also employed to weaken the coupling between the pressure block and the nonpressure blocks. Effective decoupling is achieved by: (1) an Implicit Pressure Explicit Saturation (IMPES) like approach designed to preserve the integrity of pressure coefficients, (2) Householder transformations, (3) the alternate block factorization (ABF), and (4) the BDS based on least squares. The fourth method is a new technique developed in this work. The aforementioned preconditioning techniques were implemented in a parallel reservoir simulation environment, and tested for large-scale two-phase and three-phase black oil simulation models. This study demonstrates that a two-stage preconditioner based on BDS or ABF combined with Gauss-Seidel sweeps, that also incorporate nonpressure solutions for M, delivers both the fastest convergence rate and the most robust option overall without compromising parallel scalability.
INTRODUCTION
Discretization of the governing partial differential equations for reservoir simulation in a fully implicit fashion generates a system of linear equations, Eqn. 1, which is highly sparse, nonsymmetric and indefinite. The solution of Eqn. 1 can be reached by either a direct solution, such as Gaussian elimination, or an iterative solution 1 .
(1)
For a large sparse matrix A, an iterative solution is employed 1 . There are many iterative methods discussed in detail in the literature 1 . Gauss-Seidel, Generalized Conjugate Residual (GCR) and Generalized Minimal Residual (GMRES) are examples of those methods. Depending on the iterative method, the convergence rate 1 of the iterative method is, in general, a function of the matrix condition number that is defined in Eqn. 2. Where ⎥⎥ •⎥⎥ is a matrix norm, the larger the condition number, the slower the convergence of a given iterative method. The reader may refer to the vast amount of literature [1] [2] [3] [4] [5] for more details. One way to reduce the condition number of the matrix A is to employ a preconditioner. The objective of a preconditioner is to define a matrix M, that can be inexpensively inverted and represents a good approximation for a given matrix A. For example, Aksoylu et al. 3 , illustrates that the preconditioner helps to cluster the Eigen values of a given matrix, and therefore it improves the convergence rate of a given iterative method. There are two ways to apply a preconditioner, namely, from the left and/or from the right side of Eqn. 1 1 . Therefore, the left preconditioner M L is defined by Eqn. 3, and the right preconditioner M R is defined by Eqn. 4. The right preconditioner M R is preferred, because it does not change the right-hand side or the nonlinear residuals b 1, 7 generated in a nonlinear iteration (e.g., Newton's method). To minimize the impact of the left preconditioner on the residual b, the norm of M L is kept as close as possible to 1.
Studies of Robust Two-Stage Preconditioners for the Solution of Fully Implicit Multiphase Flow Problems
Depending on the solution method, both preconditioners may also be used together as in Eqn. 7. Both the left and the right preconditioners are discussed in detail in the literature 1, 2, [8] [9] [10] [11] and are not repeated here. (7) In this article, the mathematical modeling used to generate the linear system, Eqn. 1, will be briefly discussed. The left preconditioner M L -1 = G will be utilized as a decoupling process. The different decoupling matrix G and right preconditioners M R -1 will be investigated in the area of reservoir simulation. Finally, numerical examples will be discussed.
MATHEMATICAL MODEL
The mathematical formulation for multiphase flow in porous media is discussed in detail by Wheeler 12 , and is briefly stated here. The material balance equations for porous medium flow can be described as follows:
The mass balance for oil and gas:
The mass balance for water:
(number of phases)
The nomenclature used in Eqn. 8 and Eqn. 9 is presented at the end of the article. Here it is assumed that water is immiscible with oil and gas. The number of components, N c , can be either water, oil, and gas for black oil simulation or chemical components for compositional modeling. The formulation presented in Eqn. 8 and Eqn. 9 is similar to the compositional formulation described in Coats et al. 13 Per each of these formulations, the input of the pressure, volume and temperature (PVT) data such as the formation volume factors and solution gas-oil ratios (GOR) are converted to oil and gas phase molar density (ρ) and compositions as single-valued functions (x i and y i ) of pressure. The PVT data can be either input as tabulated values, or calculated from equation of state (EOS) in compositional modeling.
Additional constraint equations in each grid block consist of phase saturation balances, phase equilibrium equations and capillary function relationships. These equations are available in the literature 12, 14 and are not repeated here.
Finite volume is used for space discretization, and the fully implicit Euler scheme with Newton's method is used for solving the equations at each time step. Discretizations of Eqn. 8 and Eqn. 9 lead to a sequence of nonsymmetric and indefinite algebaic systems of linear equations 12 to be solved in each Newton iteration, Eqn. 10.
(10)
Where A pp ∈ℜ npxng is a pressure block matrix for pressure, and A ss ∈ℜ nsxns is a block matrix for saturation/concentration or other primary unknowns, A ps ∈ℜ npxns and A sp ∈ℜ nsxnp are the block matrixes coupling pressure with the other primary unknowns. The dimension np is the number of active grid blocks, and ns = nv x np, where nv is the number of nonpressure variables.
The solution of block matrix, Eqn. 10, has also been investigated in detail in the literature 2, 3, 7-11, 15, 16 . The generated linear system of equations is highly sparse, nonsymmetric and indefinite. As a result, an efficient and robust iterative method is needed to seek for the solution of the system. In this study, preconditioned GMRES 1, 2, 11 is employed. GMRES is discussed in detail 1 , and the preconditioners as presented in Eqn. 7 will be discussed in the following sections.
LEFT PRECONDITIONER (DECOUPLING OPERATOR)
The left preconditioner M L -1 = G is used as a preprocessing step to weaken the coupling between the pressure block matrix A pp and A ps , and between A ss and A sp . This is needed to achieve the overall effectiveness of the preconditioning procedure. The preprocessed matrix Ā, Eqn. 11, should satisfy the conditions given in Eqn. 12. The second norm (L 2 ), for example, can be used in Eqn. 12. To minimize the impact of G on the original residual b, the norm of G is kept close to 1, although some of the decoupling operators that will be discussed later may fail to satisfy such conditions.
As Klie 2 discusses, the decoupling operation is effective in clustering the Eigen values of the preprocessed matrix Ā. This step may improve the overall convergence rate of Krylov-based iterative schemes such as GMRES. A successful decoupling is critical to make the right two-stage preconditioner (given by Eqns. 21-23) work effectively since the strength of the off-diagonal is reduced.
There are many options that can be used to reach the bounds stated in Eqn. 12. The first method is using Householder transformations 7, 12 , where saturations/concentrations are projected into the pressure space 2, 7, 12 . This method satisfies 7 ⎥⎥ G⎥⎥ ≈ 1 and will decrease the ratio (18) (19)
The constant matrixes C 3 and C 4 are also calculated using the least squares method to minimize
. The values of C 1 , C 2 , C 3 and C 4 are given in Appendix A. The fourth method will work well if upstream weighting leads to significant loss of diagonal dominance.
RIGHT PRECONDITIONER
One way to improve the condition number of the matrix Ā, Eqn. 11, is to use the right preconditioner, Eqn. 4 15 , shows that ILU(0) deteriorates as the mesh size increases in a heterogeneous environment. The algorithm for performing Eqn. 20 is discussed in details in other literature 2, 11, 17 .
To achieve the first-stage preconditioner M R,1 , the matrix Ā is written in the form of two block equations, Eqn. 10 2, 7, 9 . Many approaches were studied to approximate M R,1 from Ā . These approaches are: Approach 1. Use only the pressure block matrix, Eqn. 21. This leads to the popular constrained pressure residual method (CPR) discussed in detail in the literature 2, 11 . (21) Approach 2. Lower block Gauss-Seidel, Eqn. 22, for solving the pressure followed by the solution of the other unknowns.
(22)
⎥⎥Ā ps ⎥⎥ /⎥⎥Ā pp ⎥⎥ but not ⎥⎥Ā sp ⎥⎥ /⎥⎥Ā ss ⎥⎥ . The second method is to use the Implicit Pressure Explicit Saturation (IMPES)-like or Quasi-IMPES 7 method, where the total mass balance equation is used for solving the pressure equations (first block equation in Eqn. 10). Scheichl et al. 7 , compares Householder and Quasi-IMPES and they found that the Quasi-IMPES approach works well for most of their cases. Additionally, Masson et al. 15 asserts that the Quasi-IMPES works well for dealing with reservoir cases with high heterogeneity and relative fast flow velocities.
The third method is to use the alternate block factorization (ABF) strategy, where Eqn. 10 is multiplied by the inverse of a block matrix given by the diagonal blocks of matrix A, Eqn. 13. This decoupling is also studied by Cao et al. 11 -1 A ), because the latter may spoil the diagonal dominance of A. (13) In this study, Gaussian elimination is used to define the lower matrix (L DA ), the diagonal matrix (D DA ) and the upper matrix (U DA ) in Eqn. 13. To get a decoupled matrix with a unit diagonal as will be discussed later, the block matrix in Eqn. 10 is multiplied by G:
On the other hand, to get a decoupled matrix with non-unit entries in A pp and A ss , Eqn. 15 is used.
(15)
The third method will work well if the diagonal matrix BLOCK_D A is relatively dominant with respect to the offdiagonal blocks. In reservoir simulation, the upstream weighting method is used for computing the right mobility 12 . Heterogeneity and upstream weighting may result in the offdiagonal blocks being more dominant than BLOCK_D A .
The fourth method is the BDS based on least squares. This method is a new technique developed in this work. The idea behind it is to multiply Eqn. 10 by matrix C , Eqn. 16, to produce a new matrix Ā, Eqn. 17.
The constant matrixes C 1 and C 2 are calculated using a least squares method to minimize . Then the matrix Ā in Eqn. 17 is multiplied by another matrix C, Eqn. 18, to generate the matrix Ā, Eqn. 19, that satisfies the criteria given in Eqn. 12.
capillary pressure is discontinuous at water saturation S w = 0.35. This can cause convergence problems for Newton's method. SPE 9 has 25 producers and one injector.
The third model SPE 10 is a two-phase oil and water system. In this work, only the top 60 layers are utilized, so the total number of cells is 660,000. There are four producers at the corners and one injector in the middle of the reservoir. SPE 10 is widely studied in the literature. It is a challenging problem for traditional linear solvers due to the high heterogeneity in permeability, and due to the nearly incompressible fluid. Aksoylu et al. 3 , illustrates how heterogeneous permeability with a small correlation length causes a wide spectrum of Eigen values.
For the models BLACK-OIL and SPE 9, the relative residual tolerance for the linear solver is set to 10 -8 . For SPE 10, it is set to 10 -3 . For the right preconditioner, one V-cycle is employed for AMG; and one iteration is set for LSOR.
RESULTS AND DISCUSSIONS
Different combinations for using the decoupling matrices and the different approaches for M R,1 are investigated for the three aforementioned reservoir models. For the decoupling matrix G, a comparison of Householder, Quasi-IMPES and least squares (Eqn. 17 and Eqn. 19) will be analyzed first. Also, the impact of forcing a unit diagonal in these combinations will be studied. The average number of iterations for the studied examples are provided in Tables 1, 2 and 3 . The average number of iterations is defined as the accumulated number of the GMRES linear iteration divided by the accumulated number of Newton during the simulation. In these Tables, two iterations of block Gauss-Seidel, Approach 5, are employed as the default first-stage right preconditioner M R,1 . As will be discussed later, Approach 5 yields the best result among all approaches for M R,1 . Approach 3. Upper block Gauss-Seidel, Eqn. 23, for solving the nonpressure, e.g., saturation, block first followed by the pressure solution:
(23) Approach 4. Lower block Gauss-Seidel, Eqn. 22, followed by a pressure solution, Eqn. 21.
Approach 5. Two iterations of block Gauss-Seidel. First iteration uses lower block Gauss-Seidel, Eqn. 22, and the second iteration uses upper block Gauss-Seidel, Eqn. 23.
Block preconditioners proposed 8, 9 were also investigated, but they yielded similar results to Approaches 2 and 3.
The nonpressure block Ā ss (Eqn. 21 to Eqn. 23) presents a hyperbolic character 2, 7, 15 . Therefore, the approximate inverse for Ā ss is calculated using one iteration of LSOR. On the other hand, the pressure matrix Ā pp (Eqn. 21 to Eqn. 23) in general is closer to elliptic 2, 7, 15 . Therefore, an algebraic multigrid method (AMG) 16 is used to approximate the inversion of Ā pp . It has been proven in literature that the AMG is robust and fast for equations of an elliptic type 7, 15, 16 . In this study, it has been found that one V-cycle of AMG is enough to approximate the inversion of Ā pp . Scheichl et al. 7 , also performed comparisons between one V-cycle of AMG and the exact inversion of Ā pp that corroborates results of the present work.
The preconditioner M R,1 better approximates the matrix Ā by increasing the number of iterations of the block GaussSeidel. One notices from the five approaches that the approximation of M R,1 is improved by going from Approach 1 (CPR) to Approach 5 (Two iterations of block GaussSeidel). The lower block Gauss-Seidel, Eqn. 22, and upper block Gauss-Seidel, Eqn. 23, approaches can have the same accuracy as shown in the numerical examples.
NUMERICAL EXPERIMENTS
The different methods for the decoupling matrix G and the different approaches for the right preconditioners are implemented in the Integrated Parallel Accurate Reservoir Simulator (IPARS) 12 . The GMRES option is used as an iterative linear solver.
Some of the models in the database of IPARS are employed to study the robustness of the preconditioners. These models are BLACK-OIL, SPE 9 6 and SPE 10 18 . The BLACK-OIL model consists of 4,000 active cells and is a three-phase flow. The permeability and the porosity are homogenous, and it has a fault in the middle of x-direction. The permeability is set to K z = 20 md and K x = K y = 200 md. There is one injector and one producer located at opposite corners.
The model SPE 9 is another three-phase model. It consists of 9,000 active cells and dips in the x-direction at 9,000 ft. The porosity and the layer's thickness is constant within a given layer but they vary from one layer to another. The permeability is heterogeneous in each direction. The oil-water 13 . In fact, the normalized Householder combined with Eqn. 17 takes less iteration than when combined with Eqn. 19. In addition, it delivers either the minimum number of iterations (e.g., BLACK-OIL) or close to the minimum number of iterations (e.g., SPE 9 and SPE 10). The non-normalized option to Householder transformation does not show differences when combined with either Eqn. 17 or Eqn. 19.
Unlike Householder transformation, Quasi-IMPES takes less iteration combined with Eqn. 17 than when combined with Eqn. 19. It does not converge for SPE 9 and SPE 10 when combined with Eqn. 17 and normalized using Eqn. 13. On the other hand, when the Quasi-IMPES method is combined with Eqn. 19 and normalized with Eqn. 13, it converges for all models, and it also yields the minimum number of iterations for the SPE 10 case. For SPE 9, the normalization of the Quasi-IMPES combined with Eqn. 19 requires more iteration. A more in-depth investigation is required to understand the performance of the Quasi-IMPES method in this case. Nevertheless, as a concluding remark, the combination of Quasi-IMPES with Eqn. 17 should not be normalized to guarantee convergence of GMRES.
The different decoupling matrices (i.e., G) given in Table 4 are compared against the different approaches for the firststage right preconditioner, M R,1 . The average number of iterations of GMRES for BLACK-OIL, SPE 9 and SPE 10, are plotted in Fig. 1, Fig. 2 and Fig. 3 , respectively.
As discussed earlier, the approximation of M R,1 is improved by moving from Approach 1 (CPR) to Approach 5 (Two iterations of block Gauss-Seidel). It is expected that the GMRES number of iterations decreases by improving the approximation of M R,1 . For BLACK-OIL and SPE 10, the GMRES number of iterations using Householder (Case 1) as the decoupling operator does not decrease by improving M R,1 . It arbitrarily depends on the approaches for M R,1 . For SPE 10, Approach 1 takes less iteration than both Approach 2 (Lower block Gauss-Seidel) and Approach 3 (Upper block GaussSeidel). The SPE 10 model causes difficulties to Approach 3 since GMRES takes the highest number of iterations to converge. Similarly for BLACK-OIL, using Approach 1 for M R,1 , GMRES takes less iteration than Approach 3 and Approach 5. SPE 9 is the only studied model where the GMRES number of iterations using Case 1 decreases by improving the approximation of M R, 1 .
When the decoupling operator (G) is calculated using Case 2, the GMRES takes less iteration than without normalization (Case 1) for SPE 10 and BLACK-OIL. Same as Case 1, the improvement in the approximation of M R,1 has no impact in decreasing the number of iterations. For BLACK-OIL, the normalization of the diagonal (Case 2) reduces the number of iterations of GMRES in a significant way with respect to Approach 5. For SPE 9, on the other hand, Case 2 increases the number of iterations for some of the approaches (e.g., Approaches 3 and 5). Unlike Case 1 for SPE 9, Case 2 causes the GMRES iterations to not necessarily decrease by improving the approximation of M R,1 . Householder transformations combined with Eqn. 17 and normalized with Eqn. 13 (Case 3) reduces the number of iterations for all the models considered. With no exceptions, the number of iterations decreases with improving the approximation of M R,1 . Approach 5 gives the minimum number of iterations among all approaches. For SPE 10, Case 3 with Approach 4 reduces the number of iterations by a considerable factor when compared to Case 1 and Case 2.
Using Quasi-IMPES (Case 4), the GMRES converges for BLACK-OIL, and it gives roughly the same number of iterations as Householder (Case 1). For SPE 9 and SPE 10, the GMRES either takes many iterations or does not converge for any of the Approaches considered for M R,1 . Matters get worse when the main diagonal is normalized with Eqn. 13.
On the other hand, when the Quasi-IMPES method is coupled with Eqn. 17 (Case 5), the convergent rate of the GMRES is improved relative to the simulation Case 4. In addition, the GMRES takes less iteration when the approximation of M R,1 is improved. The decoupling, Case 5, takes more iteration than Case 3 for BLACK-OIL, and it takes roughly the same number of iterations as Case 3 for SPE 9. For the model SPE 10, the decoupling method in Case 5 takes more iteration than Case 3 for Approach 4 and Approach 5, but it takes nearly the same number of iterations for the other approaches defining M R,1 .
The decoupling achieved by the block diagonal inverse (Case 6) takes more iteration than the decoupling achieved by Case 3 and Case 5 for all studied models. When the block diagonal inverse is combined with the normalization (Case 7), it takes roughly the same number of iterations as Case 5 for both SPE 9 and SPE 10. For BLACK-OIL, Case 7 marginally takes less iteration than Case 5. As in the case of decoupling via Case 3 and Case 5, the GMRES with the decoupling Case 6 and Case 7 takes less iteration by improving the approximation of M R, 1 .
For a given decoupling method, Approach 1 is supposed to be faster in CPU time than the other Approaches, per one linear iteration of the solver, because it involves only pressure to solve using the AMG. Approach 2 and Approach 3 are slower, because they need LSOR to solve for Ā ss in addition to the pressure solve. Approach 4 needs extra pressure to solve in addition to Approach 3. Approach 5 needs extra pressure and LSOR to solve in addition to Approach 3. Table  5 gives the maximum ratio of the number of iterations at which Approach 2 to Approach 5 is faster than Approach 1. In the Table, n is the number of iterations for a given approach, and n Approach1 is the number of iterations for Approach 1. The ratios in Table 5 are averaged among all, using the decoupled method. It can be seen in Table 5 that Approach 2 and Approach 3 require roughly less than 77% of n Approach1 to be faster than Approach 1. Approach 4 and 5 require less than 58% and 53%, respectively, of n Approach1 to be faster than Approach 1. The algorithm of the LSOR in the Integrated Parallel Accurate Reservoir Simulator (IPARS) requires optimization for multiple calls per Newton. If the LSOR algorithm is optimized, it is expected that these ratios will be higher, especially for Approach 5 in Table 5 .
CONCLUSION
Different decoupling operators and different right preconditioners have been investigated for solving the linear system of equations arising from the fully implicit formulation. From the analysis of the numerical examples, it was found that Householder transformations integrated with Eqn. 17 and normalized using Eqn. 13 produces a matrix that will take a fewer number of GMRES iterations than the original matrix. On the other hand, integration of Quasi-IMPES with Eqn. 17 seems to negatively affect convergence upon normalization of the diagonal. Decoupling the system of equations with the block diagonal inverse, Eqn. 13, leads to a better conditioned matrix than the original matrix. For the mentioned decoupling cases, using Approach 5 (two iterations of block Gauss-Seidel) for M R,1 provides the lowest number of iterations relative to all other approaches considered in this work. be calculated for two unknowns, such as pressure and saturation. The same procedures can be used for more than two unknowns. To find those constants, the discretized governing equations will be numbered in such a way that the unknowns go first. As a result, the discretized equations for a given grid block are The constants C 1 and C 2 will be calculated using the least square method to minimize pressure coefficients The value of the constants C 2 in Eqn. (A-9) and C 1 in Eqn. (A-10) has no impact on the final solutions. Therefore, they are chosen to be 1. For a given grid block, two pairs of C 1 and C 2 are calculated from both Eqn. (A-9) and Eqn. (A-10) . Then, we chose the solution of either equation that will give the minimum pressure coefficient in the saturation equation, Eqn. (A-3) .
NOMENCLATURE
The same procedure can be used to find C 3 and C 4 that will minimize saturation coefficient in pressure equations. 
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