This paper presents a particular construction of neighborhood matrices to be used in the computation of the interpolation weights in AMG (algebraic multigrid). The method utilizes the existence of simple interpolation matrices (piecewise constant for example) on a hierarchy of coarse spaces (grids). Then one constructs by algebraic means graded away coarse spaces for any given fine-grid neighborhood. Next, the corresponding stiffness matrix is computed on this graded away mesh, and the actual neighborhood matrix is obtained by computing the multilevel Schur complement of this matrix where degrees of freedom outside the neighborhood have to be eliminated. The paper presents algorithmic details, provides model complexity analysis as well as some comparative tests of the quality of the resulting interpolation based on the multilevel Schur complements versus element interpolation based on the true element matrices.
Introduction
Algebraic Multigrid (AMG) was first introduced in the early 80-ies [1] - [5] and immediately attracted substantial interest [13] - [15] . Recently, there has been a major resurgence of interest in the field of classical AMG [9] , element-based AMG [6] , [10] , [11] spectral AMG [8] , as well as AMG based on energy-minimizing interpolation and smoothed aggregation [12] , [16] - [19] .
AMG based on element interpolation (AMGe) [6] , [11] has been a significant progress in extending algebraic multigrid, which was originally designed having M-matrices in mind, to non-M matrices, arising from elasticity problems, for instance. This is due to the fact that the knowledge of the individual element matrices (used to create assembled neighborhood matrices) allows a localization of the interpolation quality measure, which then results in a simple rule for computing an efficient prolongation mapping. Thus, these small matrices carry with them implicitly the correct assignment and treatment of ''weak'' and ''strong'' connection.
Element-free AMGe [10] tries to accomplish the superior prolongation without the knowledge of the element matrices. The method uses an extension mapping to provide boundary values outside a neighborhood. In essence, this captures information that could be obtained from individual finite element matrices if they were available. However, the most efficient extension mappings assume information on the null-space of the global operator, e.g., the constant vector being in the null-space (for scalar second-order elliptic problems).
Spectral AMGe [8] was designed to apply the AMGe concept to even broader classes of problems. It uses the spectral decomposition of neighborhood matrices (small collections of element matrices) in order to determine local representations of algebraically smooth error components. Contrary to classical AMG, spectral AMGe avoids any assumptions on the nature of ''smooth'' error.
In this paper we focus on an alternative approach for constructing neighborhood matrices that can be used in the process of building the interpolation in elementbased AMG. However, we neither assume access to individual element matrices nor do we make any assumptions on the nullspace of the global stiffness matrix.
The remainder of the paper is organized as follows: In Sect. 2, we briefly describe the characteristic of AMGe, i.e., its specific element-based interpolation, thereby explaining the role of the neighborhood matrices. A method for the construction of two-level neighborhood matrices, based on Schur complements, is proposed in Sect. 3. Next, in Sect. 4 , we develop a multilevel algorithm that recursively applies the two-level procedure. Section 5 provides algorithmic details for an efficient computation of the considered multilevel Schur complements and comments on the complexity of the algorithm. A spectral equivalence result is proved in Sect. 6. Finally, in Sect. 7, we present some numerical results.
Interpolation in AMGe
The specific construction of neighborhood matrices, we propose in the next two sections, has to be viewed in context of the interpolation component of the element-based AMG (AMGe) method [6] , [11] . Therefore, let us first regard the framework.
We seek the solution u 2 R n to the linear system Au ¼ f ð2:1Þ for a given f 2 R n . Our focus is on large-scale problems that arise from finite element discretization of partial differential equations (PDEs). In particular, we want to assume that the matrix A in (2.1) is sparse and symmetric positive definite (SPD).
The typical two-grid method for solving (2.1) is defined as follows:
Relax m 1 times on Au ¼ f;
ð2:2Þ
Relax m 2 times on Au ¼ f: ð2:4Þ
Here P is an nÂn c interpolation (or prolongation) matrix that transfers coarsegrid corrections onto the fine grid whereas P T gives the corresponding restriction of fine-grid vectors to the coarse grid. This involves the selection of a proper coarse grid inducing n c < n coarse degrees of freedom (dofs), which is another critical point in the setup of two-grid (and multigrid) methods.
An Algebraic MultiGrid (AMG) method recursively applies the two-grid method (2.2)-(2.4) to solve the linear system involving the so-called Galerkin coarse-grid operator P T AP in the correction step (2.3). Under the assumption that A is an SPD matrix the coarse-grid correction (2.3) minimizes the energy norm of the finegrid error over all possible corrections from the range of P [7] . An efficient multigrid method requires relaxation and coarse-grid correction to complement each other, i.e., error not reduced by one must be reduced by the other [6] . Common relaxation schemes, like Richardson, (damped) Jacobi, or Gauß-Seidel slowly reduce low energy error, i.e., error in the direction of eigenvectors corresponding to small eigenvalues. This leads to the following heuristic: H: Interpolation must be able to approximate eigenvectors with error bound proportional to the size of the associated eigenvalues.
In order to examine how well the above heuristic is satisfied for a given interpolation P let us consider a convenient linear projection Q onto RangeðP Þ Moreover, the solution vector q i provides the optimal interpolation coefficients that are given by the i-th row of the matrix ÀA À1 f ;f A f ;c . This explains the role of the neighborhood matrices that can directly be used in order to derive the interpolation rule. There are several classes of problems, especially in the field of non-M matrices, where AMGe yields superior convergence results compared to classical AMG in which interpolation essentially is based on the magnitude of off-diagonal matrix entries. There is also a generalization of AMGe called element-free AMGe that avoids the necessity of the individual element matrices by constructing neighborhood matrices via special extension mappings [10] . However, we offer an alternative approach in the following.
Two-level Neighborhood Matrices
Let D be the set of fine-grid degrees of freedom and let P be an interpolation matrix that maps the set of coarse dofs D c onto D. Let G be a fine-grid neighborhood, i.e., a small subset of D. Given a sparse matrix A one can use the following partitioning:
Accordingly, P admits similar block structure; one first orders the rows of P that correspond to G and then the rows that correspond to the exterior of G,
We first build a new interpolation matrix p ¼ p G , which coarsens only the exterior of G, that is, we keep the old coarse degrees of freedom and use them to interpolate the dofs outside G based on P ext whereas the dofs in G are treated as new (richer) coarse dofs and the interpolation is the identity on G. That is, one has
Note that the number of columns of p is equal to the total number of coarse dofs plus the number of fine dofs in G. Based on p we compute the new coarse matrix
Since G will run over a set of fine-grid neighborhoods that provide an overlapping partitioning of D, the direct computation of all b A G , especially the blocks P T ext A ext;ext P ext , may appear too costly. That is why we propose the following more computationally feasible algorithm.
One first computes the global coarse matrix A c ¼ P T AP once. Then for each neighborhood G one computes the small sized matrices
ð3:3Þ
Then based on the identity
This implementation avoids the use of the typically large blocks A ext;ext in the computation.
The actual neighborhood matrix that we associate with the neighborhood G is the Schur complement
The motivation to consider the Schur complement A G is as follows:
Lemma 3.1: Consider the vector space
Then for a given local fine-grid vector v int defined on G the vector
provides the minimum energy extension of v int in the space V c G . Here we assume that A is symmetric positive (semi-)definite (and P T ext A ext;ext P ext is invertible). Proof: This is seen from the identity
In fact, the minimum is attained for
The last equality holds since for any coarse vector w c one has
The Multilevel Algorithm
In this section, we will describe the procedure for the computation of the multilevel Schur complements. Assume that we have started with a G, a set of fine-grid dofs, and have computed a corresponding neighborhood matrix A ¼ A G . Let F be a smaller set, F & G, and assume that an interpolation mapping P ¼ P G which interpolates the dofs in G is given. Applying the two-level procedure from the previous section now to the matrices A :¼ A G , P :¼ P G one computes the two-level Schur complement A F . Thus we have now a smaller neighborhood matrix and the process can be repeated recursively.
To be precise, consider a sequence of nested neighborhood sets
Moreover, every neighborhood set T k should provide an overlapping partition of the fine grid D 0 . For instance, such nested neighborhood sets can be obtained via the element agglomeration algorithm proposed in [11] . This algorithm, which is based on the face-face graph of (agglomerated) elements, works purely algebraically. It starts from a set of fine-grid elements. In a first step of agglomeration it determines a set of fine-level neighborhoods (agglomerates) T 0 : Then the coarse-level neighborhood sets T 1 ; T 2 ; . . . T ' are computed successively from the neighborhood set of the previous level. An example is illustrated in Fig. 1 : here the fine grid comprises . Finally, the coarsest-level neighborhood set T ' , in this example T 6 (without picture), is defined by one single neighborhood that covers the whole fine grid.
Assume that we have interpolation matrices P 1 ; . . . ; P ' . Those can be global interpolation matrices that interpolate from a k-th level grid D k directly to the finest grid D ¼ D 0 . It makes sense to assume that D k is a coarser set than D kÀ1 . To build a neighborhood matrix for any F 2 T kÀ1 , F & G, G 2 T k , we will only need the rows of P k which correspond to the dofs in G. That is, we set Q G :¼ P k j G , the matrix obtained from P k by deleting all its rows corresponding to the dofs outside G. Then we apply the two-level procedure to the matrices A G and Q G in order to construct the neighborhood matrix A F .
To start, we set A G for G 2 T ' to be the fine-grid matrix, that is, G ¼ D (and in practice we assume that no essential boundary conditions have been imposed yet). Generally, we assume that the neighborhoods on coarser levels k contain a small, i.e., Oð1Þ, number of neighborhoods of the previous level k À 1. Therefore, once having computed a neighborhood matrix A G for a k-th level neighborhood G, one can use the two-level procedure to compute all fine-grid (ðk À 1Þth level) neighborhood matrices A F for neighborhoods F that are contained in G.
Denoting the set of k-th level neighborhood matrices by A k ¼ fA G k : G k 2 T k g the multilevel algorithm below ends up with a set of fine-grid neighborhood matrices A 0 .
Algorithm 4.1: (Multilevel Schur complements)
Recursively apply the two-level procedure on all levels k ¼ '; ' À 1; . . . ; 1: Figure 2 illustrates a multilevel neighborhood that is involved in the computation of a particular neighborhood matrix A G 0 A X 0 2 A 0 . The set of dofs of the corresponding graded away mesh " D G 0 is the union of the k-th level degrees of freedom in G k over all levels k ¼ 0; 1; 2; . . . ; ', where
The left-hand side picture shows the nested coarse-level neighborhoods. The coloring indicates the non-overlapping partitioning fX 0 ; X 1 n X 0 ; . . . ; X ' n X 'À1 g, with X k being the (dual) representations of G k as element sets, 0 k ' (cf., (2.6)-(2.7)). The righthand side picture indicates the ðk À 1Þth level sub-neighborhoods that are contained in X k n X kÀ1 :
Aspects of Implementation and Computational Complexity
The only complexity issue that may arise is that the matrices A G get dense since they are Schur complements of coarser-level neighborhood matrices. However, their size gets smaller; it equals the number of the degrees of freedom in G. The potential fill-in problem can be controlled by limiting the number of agglomeration levels ' and the size of the coarsest grid D ' . The best one could achieve is a cost of order Oð'N 0 Þ, where N 0 is the size of the fine grid. This is seen from the fact that at every level the best we could do is to perform a bounded number of operations for every dof in a given neighborhood G and since the neighborhoods at a given level cover the whole fine grid D ¼ D 0 the minimal cost per level would be OðN 0 Þ. Let us consider an arbitrary but fixed neighborhood G 2 T k . For any set M by NðMÞ we will denote a quantity proportional to the size of M. Then the computational costs that arise for the new two-level Schur complements A F , F & G and F 2 T kÀ1 , split up as follows:
An efficient computation requires a proper storage of the Schur complements
(1) In a first step we compute the local coarse matrix Here ''ext'' stands for the dofs in G n F and ''int'' stands for the dofs in F, respectively. They can be computed in a number of operations of order
The same holds for the products A c;F;kÀ1 :
Also, if the numbers of sub-neighborhoods F contained in a coarse neighborhood G stays bounded at all levels k, 1 k ', the total cost of this step is readily estimated by
ext Q ext ; which we compute as described previously (cf., (3.4)):
The cost of
is readily estimated by
Oð1Þ:
Moreover, using the already computed quantities A F;c;kÀ1 and A c;F;kÀ1 (cf., step (2)) the calculation of Q T int A F;c;kÀ1 and A c;F;kÀ1 Q int can be performed in NðFÞ Â Oð1Þ operations. That is, summing over all Fs contained in G, the actual cost in this step is proportional to 
A F;c;j ðA c;j Þ À1 A c;F;j :
We summarize the above estimates in a lemma.
Lemma 5.1: Under the assumptions that for any k-th level neighborhood G and all its ðk À 1Þth level sub-neighborhoods F, the k-th level interpolation matrices P ¼ P k restricted to G (denoted by Q ¼ P j G ) are such that the products Q T B F Q can be computed in a number of operations proportional to NðFÞ and that all dofs from G and in particular from G ext ¼ G n F are interpolated from Oð1Þ coarse dofs, one readily sees that all Schur complements at level k, k ¼ ' À 1; . . . ; 0, can be computed in a cost of order it is reasonable to assume that Nð@GÞ ð Þ 2 ' NðGÞ. Then the cost at every level
NðGÞ ¼ OðN 0 Þ and therefore the total cost reduces to Oð'N 0 Þ. The storage is readily seen to be OðN 0 Þ.
A Spectral Equivalence Result
In this section we prove a spectral equivalence result for the model case where the matrix A corresponds to the Laplace operator discretized by linear finite elements on a quasi-uniform triangular mesh T.
To be more precise, we will show that the multilevel Schur complements A G 0 computed via Algorithm 4.1 and the neighborhood matrices A N G 0 assembled from the corresponding true element matrices A N e , i.e.,
are spectrally equivalent.
For that reason, let us consider a sequence of nested neighborhood sets
be an arbitrary but fixed sequence of nested neighborhoods. In terms of element sets we denote this sequence by 7) ). Moreover, it makes sense to consider the multilevel version of the space defined by (3.6) , that is, we define the vector space
. . . where
and v G j ;c is an arbitrary coarse vector defined on the j-th level coarse dofs of G j . Then, analogous to the proof of Lemma 3.1 one can show that the multilevel Schur complements A G k give rise to the minimal energy extension in the space (6.2), i.e.,
We will prove the following theorem now:
Theorem 6.1: Consider the two-dimensional model problem where A corresponds to the Laplace operator discretized by linear finite elements on a quasi-uniform triangular mesh. Then, choosing the multilevel interpolation operators P k (k ! 1) as (piecewise) constant interpolation (simple averaging), the multilevel Schur complements A G ¼ A G 0 computed via Algorithm 4.1 are spectrally equivalent to the corresponding neighborhood matrices
The constant c does not depend on the number of levels ' in this case. Here we assume that the size of the fine-grid neighborhoods is uniformly bounded, i.e., NðGÞ ¼ Oð1Þ.
Proof: Let us first establish the left-hand side inequality in (6.4) . Assume that the relation
holds for some neighborhood G j 2 T j at level j, and obviously this is true for j ¼ '. Then, for any sub-neighborhood
where the last inequality holds since the individual element matrices are symmetric positive semi-definite. Applying this estimate recursively, we conclude with some constant vectors c G 1 ;ext ; . . . ; c G ' ;ext . Now for any vector v G 0 we consider the extension that is constant outside G 0 where the constant " v is chosen to be the average value of v G 0 over G 0 , i.e., " v ¼ ð P 
Together with (6.3) this shows that
For a quasi-uniform triangulation the constants c 1 and c 2 are uniformly bounded in the number of levels '. h
Numerical Experiments
In the numerical experiments presented in this section we used the agglomeration algorithm from [11] in order to provide the nested neighborhood sets. The simple initial prolongation operators P k : D k ! D 0 were chosen according to piecewise constant interpolation based on averaging. As already mentioned in Sect. 5, the crucial point for the complexity issue of our algorithm is that all dofs from any coarse-level neighborhood G interpolate from Oð1Þ coarse dofs. This assumption obviously can be met if the number NðG \ D k Þ of coarse dofs contained in the coarse-level neighborhoods G is bounded by some constant. The following Table 1 lists NðT k Þ, the number of coarse-level neighborhoods at level k, as well as
the maximal and average number of fine-level neighborhoods F 2 T kÀ1 that are contained in a coarse-level neighborhood G 2 T k , as well as
the maximal and average number of coarse dofs that are contained in a coarselevel neighborhood G. The results refer to an unstructured triangular mesh with 25600 elements and 6291 fine-level neighborhoods F at level zero.
Then the important experiment in the present context is to test the quality of interpolation based on the multilevel Schur complements (artificial neighborhood matrices). We studied the AMGe method, as proposed in [11] , and replaced the neighborhood matrices assembled from true element matrices (natural neighborhood matrices) with the artificial ones, in which case we refer to the resulting method as AMGe ? . Note that assembling the artificial neighborhood matrices yields an auxiliary problem that is spectrally equivalent to the original problem under reasonable assumptions (cf., Theorem 6.1).
We considered the boundary-value problem
where X ¼ ð0; 1Þ Â ð0; 1Þ, b ¼ cos h; sin h ð Þ T , and 0 < 1. For discretization we used linear finite elements on unstructured triangular meshes. The results presented below are for h ¼ 30 , i.e., anisotropy is not aligned with the grid points. The problem was solved using conjugate gradients preconditioned by a single V(1,1) cycle of algebraic multigrid with a Gauß-Seidel smoother. We took a random right-hand side and the iteration was initialized with the zero start vector. The stopping criterion was a reduction of the residual norm by a factor 10 À6 .
In a first experiment we compared the performance of AMGe ? to that of AMGe for increasing dimension of the finite element space. Table 2 summarizes the number of preconditioned CG iterations to achieve the desired residual size, and q, the average convergence factor over the iterations. The convergence rates are even better for the artificial neighborhood matrices, although interpolation is based on the auxiliary problem in this case.
In a second experiment, regarding the same model problem, we determined the two-level convergence factor, and discovered the effect of a more sophisticated smoother. Again, the comparison is between AMGe ? and (standard) AMGe. As can be seen from Table 3 (compared to Table 2 ), the convergence rates for the two-level method with interpolation based on the artificial neighborhood matrices are very close to the corresponding multilevel results. This indicates that there is not much room to improve this kind of element-free interpolation. The fact that the (average) two-level convergence factors are sometimes even slightly worse than in the multilevel case can be explained by a non-monotonic convergence of the preconditioned conjugate gradient method. Nevertheless, one way to speed up convergence (for small values of ) is to adapt the coarse-grid selection to anisotropy. Another possibility is the choice of a more powerful smoother, e.g., the multiplicative Schwarz method. As the results in the two right-most columns of Table 3 indicate, the use of a Schwarz smoother improves AMGe convergence for this type of problem significantly, the use of the artificial neighborhood matrices, however, even gives an additional benefit. 
