For a large-scale data-intensive environment, such as the World-Wide Web or data warehousing, we often make local copies of remote data sources. Due to limited network and computational resources, however, it is often difficult to monitor the sources constantly to check for changes and to download changed data items to the copies. In this scenario, our goal is to detect as many changes as we can using the fixed download resources that we have. In this paper we propose three sampling-based download policies that can identify more changed data items effectively. In our sampling-based approach, we first sample a small number of data items from each data source and download more data items from the sources with more changed samples. We analyze the effectiveness of the sampling-based policies and compare our proposed policies to existing ones, including the state-of-the-art frequency-based policy in [8, 11] . Our experiments on synthetic and real-world data will show the relative merits of various policies and the great potential of our sampling-based policy. In certain cases, our sampling-based policy could download twice as many changed items as the best existing policy.
Introduction
Many applications often make local copies of remote data sources. For instance, a data warehouse may copy remote sales and transaction records for local analysis. Similarly, a Web search engine copies a subset of the Web and indexes them to help users access Web pages.
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In many cases, the remote sources are updated independently of the local copies, so we must periodically poll and download data from the sources to detect changes and incorporate them to the copies.
Change detection and download is often performed in batch at a regular interval, typically during off-peak hours, to avoide interference with the main tasks that the sources and/or clients perform. As the size of the data grows, however, detecting changes and incorporating them to the copies become increasingly difficult. Due to limited network and computational resources, we may not be able to check every data item in the data sources within the limited time window, so we may miss certain changes at the sources.
In this paper, we address some of the challenges that arise in this context: How can we detect and download as many changed data items as we can, when the source data is updated independently and when we have limited resources? In this scenario, it is important exactly what item we decide to download and check, because we may waste a significant portion of our resources, if we repeatedly download unchanged items.
As we will discuss in more detail later, our main idea is to use sampling. That is, we first download a small number of data items from each data source as samples, and use the samples to decide which sources we download more data items from. While the idea is simple, our later analysis and experiments will show that samplingbased policies have great potential and lead to significant improvement.
Although the problem of change detection and download arises in various contexts, our work is mainly motivated by our need to manage Web data. In our WebArchive project [20] , we try to store multiple versions of Web pages over time, so that users can access the Web of, say, 10 years ago. Due to our limited network resources, however, we cannot constantly download every page to check for changes, so we need to carefully select what pages to download and check. A similar service is currently provided by the WayBack Machine [19] . Web search engines also have to address the same problem, because they have to periodically revisit Web pages in order to maintain their indexes up-to-date. This task is typically performed by a program, called a Web crawler.
Recently, Cho et al. [8] and Coffman et al. [11] studied how a crawler can detect more changes by predicting page change frequencies. That is, the crawler constantly estimates how often a page changes based on the past change history of the page, and uses this estimate to decide how often it will revisit the page in the future. Differently from the existing work, this paper studies how we can detect more changes using sampling. As our later experiments will show, our sampling-based policy leads to significant improvement from the frequencybased policy in many cases. In an experiment on real Web data, our sampling-based policy detected twice as many changes as the frequency-based policy in certain cases! In order to design and implement a good samplingbased policy, there are many questions to address. For example, how many samples should a crawler take from each data source? Can a crawler dynamically adjust the sample size to improve effectiveness? How should a crawler use the results from sampling? Can we combine a sampling-based policy with the change-frequencybased policy? To address these questions, we organize the rest of the paper as follows:
In Section 2, we present a framework to study the change detection and download problem. We discuss various change-detection policies and present evaluation metrics to compare different policies.
In the first half of Section 3, we propose two sampling-based policies, proportional and greedy, and analyze their effectiveness. We derive the optimal sample size that maximizes the effectiveness of a sampling-based policy.
In the second half of Section 3, we propose an adaptive-sampling policy that can dynamically adjust the sample size, based on the changes detected so far. We also study the scenario where we cannot sample enough pages from each data source due to our very limited download resources.
Finally in Section 4, we experimentally compare our sampling-based policy to others, including the state-of-the-art frequency-based policy. Our experiments will show that our sampling policy is often significantly better than existing ones. The experiments will also reveal the respective merits of our sampling-based policy and the frequency-based policy. To the best of our knowledge, our work is the first one to study the effectiveness of the frequencybased policy experimentally on real data. The results will shed light on how we may use various policies in an actual system.
Framework
In this paper, we assume that the sources are updated autonomously and independently of the local copy. That is, we assume a pull model where the local copy needs to periodically check the data sources to detect and download changes. This model is in contrast to a push model where the data sources are cooperative and willing to push their updates to the local copies. Recently, Olston et al. [18] started investigating the push model, but we believe the pull model may be more suitable for some existing applications, including the World-Wide Web. We also assume that the local copy downloads data items periodically in batch, say, every weekend. That is, every weekend, we download a fixed number of data items from the sources and update the local copy using the downloaded items. We call this interval -in this case one week -as a download cycle. Our goal is to download as many changed items as possible in each download cycle, using the same fixed download resources. This assumption is valid for an environment like the WorldWide Web, where we maintain a large number of data items residing in many different sources, and we do not have enough resources to update them all in a short period of time. The following example illustrates a typical scenario that we assume.
Example 1
We maintain local copies of 10 million Web pages downloaded from 10,000 sites. The 10,000 sites do not inform us of any changes, so we need to periodically download pages to detect and save changes in our copies. Since many users heavily access these pages during weekdays, we can download the pages only on weekends. Given our network bandwidth we can download up to one million pages every weekend. We want to use our limited download resources effectively so that we can download as many changed pages as possible in each week.
¾

Download policies
When we can download only a subset of data items in each download cycle, we need to carefully decide what data item to download. There exist a multitude of ways for this decision, including the following:
1. Round-robin: We download data items in a roundrobin fashion in each download cycle. In case of Example 1, for instance, we download the first 1 million pages in the first week, the second 1 million pages in the second week, etc. Because we maintain 10 million pages locally, every page will be updated exactly once every 10 weeks in this policy.
Change-frequency-based:
Based on the past change history of a data item, we estimate how often the item changes and decide how often to revisit the item. For instance, if we have downloaded an item once every month for one year, and if we detected 4 changes, we may estimate that the item changes once every 4 months and revisit the item accordingly. For more detailed description of this policy, see references [8, 11] .
Sampling-based:
We first sample a small number of data items from each data source (e.g., a Web site) and estimate how many items in that source have changed. We then allocate download resources to each data source accordingly, based on the estimates. For instance, in case of Example 1, we may download 10 pages from each of the 10,000
Web sites as samples (a total of 100,000 page samples) and count how many pages in the samples have changed.
(For now, we assume that we need to actually download a page to see whether the page has changed or not.) Then based on the counts, we allocate the remaining 900,000 download resources to each Web site accordingly. Later in Section 3, we will discuss this policy in more detail.
The above three policies have their own merits and advantages. The round-robin policy is currently being used by many systems [5, 15] due to its simplicity. It also guarantees that every data item is downloaded at a regular interval. The frequency-based policy has the following advantages and disadvantages:
Advantage: The frequency-based policy is proven to be optimal when we can estimate the change frequencies of data items accurately [8] .
Disadvantage: 1) It is very difficult to estimate the change frequency of a data item accurately. Unless we have a long change history of a data item, existing estimation methods often lead to unreliable predictions [9] , which in turn lead to an undesirable download policy. In addition, the change frequency itself may change over time, but we may not realize that it has changed.
2) In order to estimate the change frequencies, we need to keep track of the change history of every data item. When we maintain a large number of items, this tracking may incur significant storage and maintenance overhead A sampling-based policy does not have the drawbacks mentioned above, because it makes a download decision purely based on the samples taken in the current download cycle. It does not need to keep track of the previous change history of data items. Later in Section 4, we will compare the effectiveness of the frequency-based policy and the sampling-based policy using real Web data.
At this point, some of the readers may expect that a sampling-based policy would work only when the changes of the data items in the same source are correlated. However, we emphasize that this is not the case. If we can take random samples from each data source, we are guaranteed that the fraction of changed items in the samples is proportional -in a probabilistic senseto the fraction of changed items in the data source. So a sampling-based policy does not assume any correlation between changes of data items. We should only be able to take random samples from each data source.
We also note that it is possible to combine two or more policies to achieve desirable properties. For example, we may use half of our download resources in a round-robin fashion and use the remaining half for a sampling-based policy. This way, we can detect more changes than a simple round-robin policy, while downloading every item at least at a certain interval. Our study will help us employ a combined policy better, through better understanding of the sampling-based policy.
Evaluation metrics
In order to compare various download policies, we need an evaluation metric. We list three potential evaluation metrics in this subsection:
1. 
´Ó Øµ
The age represents "how old" the local copy is. For example, if the source data item changed one day ago, and if we have not downloaded the item since then, the age of our local item is one day. Our goal is to minimize the time-averaged age using limited resources. Similarly to the ChangeRatio metric, we can incorporate different "importance" of objects,
by assigning weight Û 's to items and taking an weighted average.
The freshness and age metrics are suitable when we need to keep the local items as up-to-date as possible. However, note that the metrics are hard to measure exactly in practice. That is, in order to estimate exact freshness (or age), we need to instantaneously compare all source items to the local ones, which is often very difficult when we maintain a large number of data items. In addition, we want to optimize the time-averaged freshness and age values, but the time average can be obtained only when we know the entire change history of every data item. Therefore, most of the studies on freshness and age are conducted through theoretical analysis, assuming some stochastic models for data changes. Intuitively, a divergence value represents how different a local data item is from the source item. For example, in a stock-market-monitoring application -where we locally copy stock prices -we may define the divergence of a stock quote as the difference between its current price and the locallystored value. In general, a divergence metric can be defined as any monotonically-increasing function [18] .
In this paper, we mainly use the ChangeRatio as our evaluation metric. We made this choice because 1) it is easy to measure in practice on real data and 2) high ChangeRatio indirectly implies high freshness, low age, and less divergence. Also in the remainder of this paper we mainly assume that pages have equivalent weights.
Sampling-based policies
In this section, we discuss sampling-based download policies in more detail. We start our discussion by clarifying our cost model for sampling.
Sampling cost model
A sampling-based policy needs to sample a few data items from each data source in order to estimate how many items in the source have changed. During sampling, we assume that we need to download an entire data item to check whether the item has changed or not. That is, we assume that the cost for sampling an item is the same as the cost for actually downloading the item. For example, if we can download 100,000 data items in each download cycle and if we sample a total of 10,000 data items, we can download 90,000 more data items in that cycle. We also assume that we do not need to download a sampled item again in the same download cycle, because the item was already downloaded during sampling. This assumption makes our discussion simple, and it is straightforward to extend our current model to the case where sampling cost is lower than downloading cost. For instance, if sampling cost is only ½¼± of actual downloading cost, we may assume that we can download ¼¼¼ ( ½¼¼ ¼¼¼ ¼ ½ ¡ ½¼ ¼¼¼) more data items for the above scenario.
Greedy and proportional policies
We now discuss two sampling-based policies, greedy and proportional. To make our discussion concrete, we use the following as our running example.
Example 2
We locally mirror two Web sites and . Each Web site has 100 pages. We can download 100 pages every weekend. To estimate how many pages have changed, we sample 10 pages from each site. Out of the 10 samples, pages changed in and ¾ pages changed in . We need to decide how to allocate the remaining 80´ ½¼¼ ¾ ¡ ½¼µ page download resources to and . We assume that every page is equally important. ¾ Given the sampling results, we may allocate the download resources to and either proportionally or greedily.
1. In general, it is straightforward to prove that the expected ChangeRatio of the greedy policy is the highest among all sampling-based policies even in the case where the sites differ in sizes. 
¾
Proof For the proof of this and the remaining theorems of the paper please refer to the extended version [10] . ¤ The above theorem shows that the greedy policy yields better ChangeRatio on average than the proportional policy. However, the greedy policy may have larger variation in its performance, because the greedy policy aggressively allocates all of its resources to the site with more estimated changes. When the estimation is correct, this choice yields very high ChangeRatio, but when the estimation is incorrect, it also yields very low ChangeRatio. In contrast, the proportional policy downloads pages from every site, so even when the estimation is inaccurate, it still shows relatively high performance. Later in Section 4, we will investigate this issue experimentally.
Optimal sample size
In a sampling-based policy, the size of samples affects performance significantly. In this section, we study the optimal sample size that yields the highest ChangeRatio. In order to understand the impact of sample size, let us consider a scenario similar to Example 2, but now assume that we sample 50 pages from each site (instead of 10). In this case, we use all of our 100 download resources just for sampling, so we cannot download any more pages from the site with more changed pages. Therefore, the performance of a sampling-based policy would be similar to that of the round-robin policy, because we download random pages during sampling. At the other extreme, if we sample only one or two pages from each site, there is a high chance that the estimated number of changes from samples is inaccurate and we make a wrong download decision. Figure 1 illustrates this issue more precisely. We obtained the graph assuming that there are two sites, and , with 100 pages each, and we download 100 pages in one download cycle. We also assumed that 70 pages changed in site and 20 pages changed in site . The horizontal axis shows the sample size that a policy uses and the vertical axis shows the expected ChangeRatio of the round-robin, greedy and proportional policies at the given sample size. The graph was obtained analytically.
Note that the greedy and the proportional policies show the same expected ChangeRatio, ¼ , as the round-robin policy when the sample size is either ¼ or ¼.
This is because when the sample size is 0, both policies select a random site for download, and when the sample size is ¼, both policies use all its resources just for sampling. Also note that the proportional and the greedy policies show similar performance when sample size is small ( ¾µ. This little difference is because the greedy policy is more likely to make an inaccurate download decision with small samples. It needs to sample "enough" pages to make a good decision. From the graph, we can see that the greedy policy shows the optimal performance when it samples about 5 pages from each site. In general, we can derive the optimal sample size for the greedy policy analytically. To help derivation, we first introduce some notation.
We assume that all Web sites have the same number of Figure 2 and approximate it by a continuous density function ´ µ. Table 1 : Notation used throughout the paper.
to represent the average values of the sites in the gray region (the sites whose values are above Ø ). In Table 1 , we summarize our notation. Some of the notation in the table will be introduced later. Under this notation, we can expect that the optimal sample size will depend on the distribution ´ µ, our resource constraints, and the number of pages in the Web sites. The following theorem shows how these parameters affect the optimal sample size. Using the formula in Theorem 2, we can estimate the optimal sample size when we know the distribution of values. In certain cases, however, the distribution may be unknown, and we may not compute the optimal sample size accurately. Even in this scenario, we believe the result of Theorem 2 is still useful, because it shows that the optimal sample size × is proportional to the square root of AE Ö . As a rule of thumb, therefore, when we do not know the exact distribution of values, we may use Ô AE Ö as a rough approximation for the optimal sample size. Clearly, other factors are important to determine the exact optimal size, but this approximation will be roughly in the same range as the optimal size, different only by a constant factor. Later in the experiment section, we will verify the result of this section using real Web data.
Adaptive sampling
The policies that we have discussed so far are two-stage policies. That is, we first take a fixed number of samples from each site at a sampling stage, and then we download more pages from high sites at a download stage. Instead of a two-stage policy, we now discuss an adaptive sampling policy that tries to adjust the sample size dynamically and adaptively.
Our new adaptive policy is essentially based on the greedy policy: After sampling some pages from each site, if we are certain that the value of a site is very high, we download all pages from the site. The difference is that the sample size is not determined in advance under the adaptive policy.
To illustrate, let us assume that we maintain local copies of 4 Web sites, Ë ½ through Ë . Their values are ½ ¼ ¾ ¼ ¿ ¼ ½ , and each site has 100 pages. We can download a total of ¾¼¼ pages in each download cycle. Roughly, our goal is to identify the two Web sites with high values that we will download pages from.
Given the high value of the site Ë , we can expect that the samples from Ë will have much more changes than the other samples. Therefore, it is relatively safe to pick Ë for page download early in our sampling. Similarly, it is safe to discard Ë ½ early on, because of its low value. Compared to Ë ½ and Ë , Ë ¾ and Ë ¿ require larger samples, because their values are similar and it is difficult to tell which one has a higher value. Based on this intuition, we propose the policy described in Figure 3 .
The algorithm takes two input parameters, « and , whose intuition is given later. Roughly, the algorithm proceeds as follows: It samples pages from each Web site, and based on the samples it estimates the Sample pages from Ë [5] = Estimate of value for Ë base on the samples so far [6] ´Ð µ = ½¼¼ ¡ «± confidence interval for [7] Compute threshold Ø from the distribution of estimated 's [8] For each Web site Ë in S [9] If ( Ø ) S = S -Ë // too low. We do not download from Ë [10] If ( Ø Ð ) download all pages in Ë and S = S -Ë // very high. We download pages from Ë Figure 3 : Algorithm of the adaptive-sampling policy value and its ½¼¼ ¡ «± confidence interval for each site (Steps [3] through [6] ). Given the distribution of the estimated values, it can predict the threshold Ø value (Step [7] ). For example, if we can download about half of the sites in each download cycle, and if half of the estimated 's are above ¼ , Ø ¼ .
After estimating Ø , it compares the confidence intervals of to the threshold. If the confidence interval for
Ë is strictly lower than the threshold ( Ø ), it stops sampling from the site (Step [9] ); It has enough evidence that the of Ë is below the threshold. Similarly, if the confidence interval of Ë is strictly above the threshold ( Ø Ð ), it downloads all pages from the site (Step [10] ).
The « and values are configuration parameters set by the user. When the « value is low, the algorithm makes a download/discard decision "aggressively" and picks a site for download (or discard) even with low confidence. Thus, it allocates less resources to sampling and more resources to page downloads. The value determines the granularity of sampling adjustment. When is small, the algorithm re-estimates values more frequently and makes a download (or discard) decision more often. Thus, the algorithm may show better performance but it may require more processing power. Later in Section 4, we will study the impact of « and values on the effectiveness of the policy. We will try to identify good « and values that yield high performance.
Subset sampling under low download resources
So far, we have implicitly assumed that we have a sufficiently large amount of download resources, so that we can sample a reasonable number of pages from each site and still download more pages from high sites. In certain cases, however, this assumption may not be valid. We may not be able to sample enough pages from each site, due to limited available resources. In this section, we study how we should handle low-resource scenarios.
Generally, there is an interesting relationship between the download resource size and the performance of a sampling-based policy. At one extreme, when we have few download resources and cannot sample enough pages from each site, a sampling-based policy would per- form similarly to the round-robin policy: after sampling a couple of pages from each site, we cannot download any more pages from high sites, and we end up visiting a small but different portion of the pages in each cycle, just like the round-robin policy. (Because we take random samples, we will visit different pages in different cycles with high probability.) At the other extreme, if we have enough resources to download every page in each download cycle, a sampling-based policy will perform similarly to the round-robin policy again, because both policies will download all pages in every cycle. Figure 4 shows a hypothetical graph that illustrates this relationship. The horizontal axis shows the resource ratio Ö (the number of download resources to the number of total pages we maintain). When Ö is 1, we can download all pages in each download cycle, and when Ö is 0, we can download no page. The vertical axis shows the performance ratio of a sampling-based policy to the round-robin policy (ChangeRatio of a samplingbased policy over ChangeRatio of the round-robin policy). When the sampling-based policy performs better than the round-robin policy, this ratio is higher than ½.
In the graph, a sampling-based and the round-robin policies show similar performance (the performance ratio is ½) when resource ratio Ö is close to either 0 or 1, because of the reasons discussed above. In between these two extremes, a sampling-based policy shows better performance than the round-robin policy.
To improve performance for the scenario of very limited resources (Ö ¼), we propose that a sampling-based policy should select a small subset of its data in each download cycle, and sample and download pages only from the subset: Subset sampling under low download resources: When the download resources are too limited to sample enough pages from each site, we group the sites into Ñ subsets. In each download cycle, we pick one subset and sample and download pages only from the sites in the subset. We revisit the subsets in a round-robin manner over multiple download cycles. For instance, consider the following example:
Example 3
We maintain local caches of Web pages from 1000 sites. Each Web site has 100 pages. Every weekend, we can download 500 pages in total. In this scenario, our simple greedy (or adaptive) policy cannot work effectively, because we can sample less than one page from each site.
To handle this scenario, we may use the subsetsampling policy. First, we divide the sites into groups of, say, 10 sites. Every week, we select a group of 10 sites and sample, say 10 pages from each of the 10 sites. Assuming we use the greedy-policy, we can use the remaining ¼¼ ( ¼¼ ½¼ ¡ ½¼) download resources to download pages from high sites.
¾
When we need to use the subset-sampling policy, one important question is how many sites we should put in each subset. Should we sample 10 sites in one download cycle, sampling all 1000 sites over 100 cycles? Or should we sample 20 sites in each cycle? The answer depends on the amount of available resources and the distribution of values among the sites. Although we cannot derive a closed formula for the optimal number of sites to sample, we believe that the number should be determined such that we can download all pages from high sites after sampling.
For example, if the values follow the distribution of Figure 2 , and if roughly ¿¼± of the sites belong to the grey region (high region), we should be able to download all pages from these top ¿¼± sites in each download cycle. If our subset is too small and if we have to download pages from lower sites (given our download resources), performance would degrade. If our subset is too large and if we "waste" most of our resources for sampling, performance would also suffer. Later in Section 4, we experimentally study the effectiveness of the subset-sampling policy.
Is Greedy too greedy?
While the greedy (and adaptive) policy can improve the overall ChangeRatio, it may be possible that some pages are never downloaded, because the policy downloads pages only from the high sites. The following theorem proves that this is not the case.
Theorem 3 When every page changes at some points of time, every page is eventually downloaded.
¾
Although the theorem proves that every page will eventually be downloaded, it does not guarantee that pages are downloaded within a "reasonable" period of time. It also does not address the case when some of the pages does not change at all. In the extended version of this paper [10] , we examine how often each page is downloaded on real Web data under the greedy policy. The results show that most of the changed pages are downloaded within a reasonable period. We also note that if it is important to download every page within a certain interval, we may decide to combine the round-robin policy with the greedy (or other sampling-based) policy.
For example, we may want to use, say, ¿¼± of download resources in a round-robin fashion and use the remaining ¼± for the greedy policy. 
Experiments
Following on from our theoretical analysis, we conducted a number of experiments in order to study the behavior and performance of the aforementioned policies. Most of our experiments were conducted on real data collected from the Web. The dataset contained 6-month change history of approximately ¿ ¿ ¼¼¼ Web pages distributed among ¾ ¾ Web sites and is described in more detail in [7] . The data was collected by our WebArchive crawler, which visited the Web sites once every month for a period of 6 months. Since changes could be detected only from the second visit (in the first visit, we do not know whether a page has changed or not), we had a total of change history data for each page. Thus, our experiments could run up to 5 download cycles. Compared to the real Web the size of our dataset and the number of download cycles are relatively small, but as we will see in the following sections it is enough to bring up the potential of the sampling policies. Also, when it is necessary to run experiments on a longer change history, we assumed that our 5 cycle data would repeat over time. That is, if we detected changes from a page in the 2nd and 5th cycles, we assumed that we detect changes in 7th, 10th, 12th, 15th cycles, etc. Our dataset is publicly available from our Web site [20] .
We should emphasize that our later experiments did not actually crawl and download pages. All experiments were conducted on the same data collected by our WebArchive crawler. This setup enables a fair comparison among policies. Also, throughout experiments, we assume that the cost for sampling a page is the same as the cost for actually downloading it.
Distribution of values
We start our discussion by investigating the properties of our dataset. In particular, we show the distribution of values of the sites (Section 3.3) in Figure 5 . The horizontal axis represents ranges of values, and the vertical axis shows the number of Web sites with the given value. Label ¼ ½ on the horizontal axis means the range of ¼ to ¼ ½. Note that the value of a site may vary between download cycles. However, we could not detect any meaningful fluctuation in values between cycles from our dataset. We plotted the histogram using the average value of a site over all download cycles. This figure shows that in our data, there exist quite a few Web sites whose pages change very frequently.
About ½ ± of the sites has values between ¼ and ½. Also, a lot of sites are static and remain (almost) unaltered throughout our experiment. More than ¿ ± of the sites has values between 0 and 0.1 This fact intuitively suggests that 1) it can be relatively easy to detect the high and low sites using sampling and 2) if we can identify the Web sites with very high and low values and allocate our download resources appropriately, we may observe a significant improvement in the number of detected changes.
While our data indicates that the values of Web sites follow a V-shaped distribution, it will be also interesting how various download policies perform for different distributions. For this reason, in the extended version of this paper [10] , we report some of our results on synthetic data whose values follow a normal distribution. The results from the synthetic data strongly indicate that while the exact numbers are different, the general trend that we observed from the real data is still valid even for a normal distribution.
Rough comparison of download policies
In this section, we conduct a rough comparison of various policies using our real data. For the experiments, we assumed that each policy can download Ê ½¼¼ ¼¼¼ pages in each download cycle. The greedy and proportional policies used sample size × ½ ¼ and the adaptive policy used ½ ¼ (discussed in Section 3.4) and a confidence level « ¼ . Note that we did not try to optimize these parameters. We selected the numbers rather arbitrarily for this experiment. However, we believe that the results would show the relative potential of various algorithms. In later sections we will examine the impact of the various parameters more thoroughly. Figure 6 shows the results. The horizontal axis corresponds to various policies and the vertical axis shows the ChangeRatios of the policies (averaged over 5 download cycles). From a first glimpse at this figure, the reader can observe that our greedy (Grd) and adaptive (Adp) policies perform surprisingly well compared to the round-robin (RR) and even the frequency-based (Frq) policy. Their ChangeRatios are almost twice as high as the frequency-based policy! Since their ChangeRatios are around ¼ , even if we could design a hypothetical oracle policy, which could magically download only changed pages, the improvement would be less than ¾ ±. The performance of the proportional (Prp) policy is similar to that of the frequency policy, and the performance difference between the greedy and the adaptive policy is marginal.
While the results strongly indicate that the greedy and the adaptive policies are very effective, we note that the frequency-based policy could not show its full potential in this experiment, due to our small number of download cycles. Since the frequency-based policy did not know how often pages change, it visited every page once in a round-robin manner in the beginning, until the first half of the 4th cycle. 1 Only after that, the policy started to adjust revisit frequencies based on estimated change frequencies. Therefore, in the first three visits, the frequency-based policy showed the same performance as the round-robin policy and only from the second half of the 4th download cycle, it started to show some improvement.
Because of this fact, the comparison of the frequencybased policy and our sampling-based policies may not be fair, but we note that this is the situation in any practical system. Any system has to estimate page change frequencies in order to use the frequency-based policy, so it will suffer from poor performance in the beginning. In contrast, our sampling-based policies perform well without any change history data. Later on, we will compare the long term performance of the frequency-based policy and our greedy policy.
Optimal sample size
In this subsection, we examine the impact of the sample size on the performance of sampling-based policies. For this purpose, we ran the greedy and the proportional policies on our data set, keeping the resource size constant to 100,000 pages and varying the sample size from ½ to ¼¼. The outcome of this experiment is drawn in Figure 7 . The horizontal axis represents the sample size and the vertical axis shows the ChangeRatio at the given sample size. From the graph, we can confirm the trend that we discussed before:
When the sample size is too small, a samplingbased policy shows poor performance. It often makes a poor download decision. This degradation is particularly noticeable for the greedy policy.
When the sample size becomes too large, performance also degrades, because sampling-based policies waste more resources for sampling than they ought to. We can see that the optimal sample size for the greedy policy is around 10-50. This range matches well with the prediction of Theorem 2. In Section 3.3 we argued that Ô AE Ö is a good rule of thumb for the optimal sample size when we do not know the exact distribution of values. 1 We had ¿ ¿ ¼¼¼ pages and we visited ½¼¼ ¼¼¼ pages in each download cycle. Therefore, we need ¿ ½ ¾ cycles to visit every page once. Given our parameters (AE ¿ ¿ ¼¼¼ ¾ ¾ ½ ¼¼ and Ö ½¼¼ ¼¼¼ ¿ ¿ ¼¼¼ ¼ ¾ ), this formula predicts that the optimal sample size is Ô AE Ö ¾¼, which is in the range that we observe from our experiment.
From the graph we can see that for all sample sizes, the greedy policy shows better average ChangeRatio than the proportional policy. We expected this result from our discussion in Section 3.2, but we also discussed that the greedy policy may have a larger variation in ChangeRatio than the proportional policy. To compare their variations, we measured the standard deviation (s.t.d.) of ChangeRatio between download cycles for both policies. From this estimation, we could see that the s.t.d. of the greedy policy is larger than that of the proportional policy (e.g., 0.027 vs. 0.023 for sample size 1). However, because the variation is very small ( ¼ ¼¾) compared to average ChangeRatio ( ¼ ), we believe that the variation issue is of negligible importance.
Resource size and subset sampling
We now study the effect of varying resource size on the performance of the greedy policy. For the experiments, we ran the greedy and the round-robin policies on our data set. The greedy policy used the sample size ½¼ and the resource size Ê varied from 3,000 to 300,000 pages. Figure 8 shows the results from this experiment. The horizontal axis corresponds to the resource size and the vertical axis shows the ChangeRatio at the given resource size. The oracle policy is the one that can magically download only the changed pages. We show its ½¼¼ ¼¼¼. This is because in each download cycle, only about ½¼¼ ¼¼¼ pages changed and if our resource size is larger than ½¼¼ ¼¼¼, the oracle policy starts to download unchanged pages. For most of resource sizes, the greedy policy shows much better performance than the round-robin policy. The graph confirms our earlier discussion (Section 3.5): When the resource size is large, the performance of all policies become similar, because all policies download every page. When the resource size is too small, the performance of the greedy policy degrades.
This degradation starts at Ê ¾¼ ¼¼¼.
To study the impact of the subset sampling policy, we divided sites into small subsets and sampled pages only from one subset in each download cycle when Ê ¾¼ ¼¼¼. The size of each subset was selected so that we can download about ½ ± of the pages in the subset in each download cycle. For example, when we have ½¼ ¼¼¼ download resources, each subset had about ¼ ¼¼¼ pages. We selected ½ ± because about ½ ± of the sites in our dataset belonged to the right peak of the V-shaped distribution ( Figure 5 ). The result from this experiment is shown in Figure 8 . From the graph, we can see that the subset sampling policy improves the effectiveness of the greedy policy when the resource size is small. For instance, when Ê ¼¼¼ the ChangeRatio improves from ¼ ¿ to ¼ when we used the subset sampling policy.
Long-term performance of the frequency policy
The results in Section 4.2 showed that the performance of the greedy policy is significantly better than the frequency-based policy in a short term. In this section, we study the long-term performance of the frequencybased policy and compare it to the greedy policy.
Towards this goal, we ran the frequency and the greedy policies for longer download cycles, by assuming that the observed change history of the pages repeats forever. For example, if we detected changes from a page in the 2nd and 5th cycles, we assumed that we detect changes in 7th, 10th, 12th, 15th cycles, etc. Figure 10 shows the results. The horizontal axis corresponds to a download cycle, and the vertical axis shows the Change- The wide fluctuation in the frequency-based policy is mainly because it periodically downloads pages that rarely change. Even if a page has never changed, we cannot be sure that its change frequency is zero, so we have to periodically go and check the page for change. The dips in the graph correspond to the points when the policy downloaded infrequently changing pages. Note that the interval between these dips increases steadily over time. This is because as we accumulate more change history data, we can be more confident that the page does not change, and thus need to check the page less often.
From the graph, we can clearly see that the performance of the frequency-based policy improves steadily over time. Its performance is significantly lower than the greedy policy in the beginning, but from around 100th download cycle, it starts to show better performance. Therefore, in the long run, the frequency policy can be better than the greedy policy. However, keep in mind that 100 download cycles is a long period of time. Because we downloaded pages once every month, 100 cycles roughly correspond to 10 years!
Adaptive policy
We now study the impact of the and « values (introduced in Figure 3 ) on the performance of the adaptive policy. To study their impact, we ran the adaptivesampling policy for various and « values. Figures 11   and 12 show the result. Figure 11 shows the ChangeRatio of the adaptive policy for various values (the horizontal axis) when « ¼ . From the graph, we can see that the performance decreases as increases. (There are small fluctuations, but we believe they are experimental variations.) This result is expected because when is small, we try to re-estimate values after small number of samples, and thus make a download decision more frequently with more accurate values. From the figure, we can see that the performance decrease is relatively small until ½ ¼ . Figure 12 shows the ChangeRatio for various « values (the horizontal axis). From the graph, we can see that the confidence interval does not affect the performance of the policy significantly. We could not detect any meaningful difference in ChangeRatio for most of « values. One thing to note is that the performance for ½ is worse than others ( ½¼) when « is small (« ¼ ). This is because when « is small and ½ , the policy started to pick (or discard) a site for download after it took only 1 sample: Because it selected a site for download (or discard) too aggressively and too early, it often made wrong decisions. In other cases ( or ½¼, or « is large), these early decisions did not happen, because the policy had to sample 5 or more pages when or ½¼, or because it made a download (or discard) decision conservatively when « is large.
Based on the results, we believe ½ ¼ and « ¼ are good parameters to use for a scenario similar to our Web data.
gorithm shows promising results, but because algorithm becomes more complex over time, the authors report that the algorithm has to periodically "reset" and "start from scratch;" The algorithm takes (practically) infinite amount of time to finish after a certain number of download cycles. In contrast, the complexity of our samplingbased algorithms stay the same over time.
A lot of work has been done to maintain the consistency of replicated data [3, 1, 12, 16, 17] . This work studies the tradeoff between data consistency and read/write performance. In most of the existing work, however, researchers have assumed a push model, where the sources notify the replicated data of the updates. For example, Olston et al. [18] proposed a new architecture in which data sources can notify caches of important changes. In many contexts, particularly for the Web, this push model is not applicable, because data sources often do not inform others of their changes.
Sampling is a popular technique that has been used in multiple disciplines for various optimizations [14, 22, 21, 6] . The contribution of this paper is to apply sampling techniques to the context of change detection, and study a variety of issues arising in this context.
The multi-armed bandit problem is well known in the statistics and AI community. The problem is to identify the slot machine with the highest chance of winning through exploration and exploitation. The problem is proven to be NP-hard [4] , and people have proposed a range of approximation algorithms [2] . The setting of the multi-armed bandit problem is slightly different from ours, because bandit-problem assumes that the user can play the best slot machine infinitely. In contrast, we can download only a limited number of pages from each data source, so we need to find the top Ö± sources, not just the top source. This difference makes the policies take quite different forms.
Conclusion and future work
In this paper, we studied how we can detect changed data items effectively using sampling. We proposed three sampling-based policies, greedy, proportional and adaptive, and evaluated their performance analytically and experimentally. We also compared the samplingbased policies to other existing policies. Our experiments showed that the greedy policy is easy and simple to implement and shows one of the best performance in many scenarios. Given its simplicity and performance, we believe that the greedy policy is good for practical systems. Its complexity is similar to the widely-popular round-robin policy, while its performance is close to (or even better than) the frequency-based policy. Also, we learned that the frequency-based policy is not very effective in certain cases, because it takes a long time to estimate the change frequencies of pages. We now briefly discuss a few avenues of future work.
If we want to maximize performance, we may want to combine a sampling-based policy with the change-frequency-based policy. That is, we start with a sampling-based policy in the beginning, and once we collect enough change history data, we start using the frequency-based policy. 
