Abstract. In the classical approach to elasticity problems, the components of the displacement field are the primary unknowns. In an "intrinsic" approach, new unknowns with more physical or geometrical meanings, such as a strain tensor field or a rotation field for instance, are instead taken as the primary unknowns. We survey here recent progress about the mathematical analysis of such methods applied to linear and nonlinear three-dimensional elasticity and shell problems.
1.
Introduction. This survey is intended to provide an up-to-date report on the advances made in the mathematical understanding of the intrinsic approach to elasticity theory.
The main objective of elasticity theory is to predict the deformation field arising in an elastic body in response to given forces. Such a prediction is made either by solving a system of partial differential equations or by minimizing a functional, which may be defined either over a three-dimensional domain (three-dimensional elasticity), or over a two-dimensional domain (plate and shell theories).
In the classical approach to three-dimensional elasticity, the deformation field Φ is the primary unknown in the equations or in the functional. By contrast, in an "intrinsic" approach to nonlinear three-dimensional elasticity, the Cauchy-Green tensor field C = ∇Φ T ∇Φ, or the rotation field R found in the polar factorization ∇Φ = RU of the deformation gradient, are typically considered as new primary unknowns, which thus convey a more physical or geometrical meaning than the deformation field Φ itself.
Likewise, in an intrinsic approach to nonlinear shell theory, primary unknowns may be the change of metric and change of curvature tensor fields, etc.
In this paper, we review recent advances achieved in the mathematical analysis of such intrinsic methods, showing that, while substantial progress has been made in the linear case, there remain considerable challenges in the nonlinear case.
2. Notation. In this section, we list some notation and conventions that will be used throughout the article. Greek indices, resp. Latin indices, range over the set {1, 2}, resp. {1, 2, 3}, save when they are used for indexing sequences or when otherwise indicated. The summation convention with respect to repeated indices is used in conjunction with these rules.
The notation R 3 designates a three-dimensional Euclidean space, with vectorsê i forming an orthonormal basis. The Euclidean norm of a ∈ R 3 is denoted |a| and the Euclidean and exterior products of a, b ∈ R 3 are denoted a · b and a ∧ b. A generic point in R 2 and the corresponding partial derivatives will be denoted y = (y α ) and ∂ α := ∂/∂y α and ∂ αβ := ∂ 2 /∂y α ∂y β . A generic point in R 3 and the corresponding partial derivatives will be denoted x = (x i ) and ∂ i := ∂/∂x i and ∂ ij := ∂ 2 /∂x i ∂x j . Given a sufficiently smooth vector field v = (v i ) defined on a subset of R 3 , the 3 × 3 matrix with ∂ j v i as its element at the i-th row and j-th column is denoted ∇v.
The notations M n , M n + , A n , S n , S n > , O n , and O n + respectively designate the space of all square matrices of order n, the set of all matrices F ∈ M n with det F > 0, the space of all antisymmetric matrices of order n, the space of all symmetric matrices of order n, the set of all positive-definite matrices of order n, the set of all orthogonal matrices of order n, and the set of all proper orthogonal matrices of order n, i.e., those matrices R ∈ O n that satisfy det R = 1. The matrix inner product of two n × n matrices e andẽ is denoted and defined by e :ẽ = tr e Tẽ . The identity mapping of a set X is denoted id X . The restriction of a mapping f to a set X is denoted f | X .
If V is a vector space and R a subspace of V , the quotient space of V modulo R is denotedV := V /R and the equivalence class of v ∈ V modulo R is denotedv. The space of all continuous linear mappings from a normed vector space X into a normed vector space Y is denoted L(X; Y ).
A domain Ω in R n , n ≥ 2, is an open, bounded connected subset with a Lipschitz continuous boundary, the set Ω being locally on the same side of its boundary (for details, see Nečas [62] or Adams [1] ). Spaces of vector-valued, or matrixvalued, functions over Ω are denoted by self-explanatory symbols, such as L 2 (Ω; R 3 ), W 1,p (Ω; M 3 ), C 1 (Ω; S 3 ), etc. Given a domain Ω ⊂ R 3 , a mapping Θ ∈ C 1 (Ω; R 3 ) is an immersion if the vectors ∂ i Θ(x) are linearly independent at all points x ∈ Ω (equivalently, the matrix ∇Θ(x) is invertible at all points x ∈ Ω). Given a domain ω ⊂ R 2 , a mapping θ ∈ C 1 (ω; R 3 ) is an immersion if the vectors ∂ α θ(y) are linearly independent at all points y ∈ ω.
3. Three-dimensional linearized elasticity.
The classical approach.
Let Ω be a domain in R 3 and let Γ := ∂Ω. Assume that the set Ω is the reference configuration occupied by a linearly elastic body in the absence of applied forces. The elastic material constituting the body, which may be nonhomogeneous or anisotropic, is characterized by its elasticity tensor A = (A ijkl ), whose elements A ijkl ∈ L ∞ (Ω) possess the symmetries A ijkl = A jikl = A klij , and which is uniformly positive-definite a.e. in Ω, in the sense that there exists a constant α > 0 such that A(x)t : t ≥ αt : t for almost all x ∈ Ω and all 3 × 3 symmetric matrices t = (t ij ), where (A(x)t) ij := A ijkl (x)t kl . If the body is homogeneous and isotropic, the components of the elasticity tensor are given by A ijkl = λδ ij δ kl + µ(δ ik δ jl + δ il δ jk ), where λ ≥ 0 and µ > 0 are the Lamé constants of the constituting material.
The body is assumed to be subjected to applied body forces in its interior with density f ∈ L 6/5 (Ω; R 3 ) and to applied surface forces on its boundary with density g ∈ L 4/3 (Γ; R 3 ). The assumed regularity on the vector fields f and g thus ensure that the linear form L :
is continuous. It is then well known that the unknown displacement field u ∈ H 1 (Ω; R 3 ) satisfies the following variational equations, which constitute the weak formulation of the pure traction problem of linearized elasticity:
where
denotes the linearized strain tensor field associated with an arbitrary vector field v ∈ H 1 (Ω; R 3 ). Clearly, the pure traction problem of linearized elasticity can have solutions only if the applied body forces satisfy the compatibility condition L(r) = 0 for all r ∈ R(Ω; R 3 ), where R(Ω; R 3 ) := {r ∈ H 1 (Ω; R 3 ); ∇ s r = 0 in Ω} = {r = a + b ∧ id Ω ; a ∈ R 3 , b ∈ R 3 } denotes the space of infinitesimal rigid displacements of the set Ω. If the applied forces satisfy this condition, the pure traction problem of linearized elasticity amounts to findingu ∈Ḣ 1 (Ω; The following theorem provides the existence of solutions to this variational problem:
Theorem 3.1. Assume that L(r) = 0 for all r ∈ R(Ω; R 3 ). Then there exists a unique equivalence classu ∈Ḣ 1 (Ω; R 3 ) such that
Moreover, the solutionu to these variational equations satisfies
A proof of this theorem can be found in, e.g., Duvaut & Lions [34, Chapter 3] . The idea is of course to apply the Lax-Milgram lemma to the above variational equations. To satisfy the assumptions of this lemma, it is enough to show that the mappingv → ∇ sv L 2 (Ω;S 3 ) is a norm over the quotient spaceḢ 1 (Ω; R 3 ) equivalent to the quotient norm, which is defined by
The converse inequality, according to which there exists a constantĊ such that
is proved in two stages, as follows. The first stage consists in establishing the classical Korn inequality in the space
There exists a constant C such that
As shown in Theorem 3.2, Chapter 3 of Duvaut & Lions [34] , the essence of this remarkable inequality is that the two Hilbert spaces H 1 (Ω; R 3 ) and
coincide. The Korn inequality in H 1 (Ω; R 3 ) then becomes an immediate consequence of the closed graph theorem applied to the identity mapping from H 1 (Ω; R 3 ) into K(Ω; R 3 ), which is thus surjective and otherwise clearly continuous. To show that K(Ω;
(Ω) (this implication was first proved -though remained unpublished until its appearance in Theorem 3.2, Chapter 3 of Duvaut & Lions [34] -by J. L. Lions ca. 1958 for domains with smooth boundaries; it was later extended and generalized to Lipschitz-continuous boundaries by various authors, the "last word" in this respect being seemingly due to Amrouche & Girault [2] ). Note that, as shown by Kesavan [47] , the lemma of J. L. Lions is equivalent to a weak, "H −1 -version", of Poincaré's lemma if the domain Ω is simply-connected.
The second stage consists in showing that the desired converse inequality is a consequence of Korn inequality in the space H 1 (Ω; R 3 ). This is done by a standard contradiction argument.
Once the displacement field u ∈ H 1 (Ω; R 3 ) is determined, the stress tensor field σ ∈ L 2 (Ω; S 3 ) is given in terms of the displacement field u ∈ H 1 (Ω; R 3 ) by means of the constitutive equation σ = A∇ s u.
Theorem 3.1 shows how to find a displacement field u that satisfies the pure traction problem in linearized elasticity. The next two sections will show how to directly find the corresponding linearized strain tensor field ∇ s u. These new approaches are called "intrinsic" in the Engineering and Computational Mechanics circles (see, e.g., Opoka & Pietraszkiewicz [63] ). Note that they present the advantage of directly providing the stress tensor field σ, simply by using the constitutive equation σ = A∇ s u.
3.2.
The intrinsic approach by way of Saint Venant compatibility conditions. The objective of this section is to describe another approach to the above pure traction problem that consists in considering the linearized strain tensor as the primary unknown, instead of the displacement itself as in the classical approach.
To this end, we first need to characterize those symmetric matrix fields e ∈ L 2 (Ω; S 3 ) that can be written as e = ∇ s v for some vector fields v ∈ H 1 (Ω; R 3 ), uniquely defined up to infinitesimal rigid displacements. One such characterisation uses the Saint Venant compatibility conditions, described and analysed in this section; another one uses the Donati compatibility conditions, described and analysed in the next section.
In 1864, Saint Venant proved that, if Ω is a simply-connected open subset of R
3
and functions e ij = e ji ∈ C 2 (Ω) satisfy
As shown in [15, Theorem 3.2] , this result remains valid under much weaker regularity assumptions. More specifically, the following result holds:
Let Ω be a simply-connected domain in R 3 . Let e = (e ij ) ∈ L 2 (Ω; S 3 ) be a symmetric matrix field that satisfies the following "weak" Saint Venant compatibility conditions:
Then there exists a vector field v = (v i ) ∈ H 1 (Ω; R 3 ) such that
Besides, all other solutionsṽ = (ṽ i ) ∈ H 1 (Ω; R 3 ) of the equations e ij = 1 2 (∂ jṽi + ∂ iṽj ) are of the formṽ = v + r, with r ∈ R(Ω; R 3 ).
The proof of this theorem crucially hinges on the following weak, "H −2 -version", of a classical lemma of Poincaré (see [15, Theorem 3 
Then there exists a function p ∈ L 2 (Ω), unique up to an additive constant, such that h k = ∂ k p in H −1 (Ω). The above "weak" Poincaré lemma shows that there exists an antisymmetric
In turn, taking into account the symmetry of e, it shows that there exists a vector
Since the matrix field p is antisymmetric, the vector field v satisfies the conclusions of Theorem 3.2.
Thanks to Theorem 3.2, the linearized strain tensor can be considered as the primary unknown of the pure traction problem of the linearized elasticity, instead of the customary displacement field (see Section 3.1), as we now show.
As a closed subspace of the Hilbert space L 2 (Ω; S 3 ), the space E SV (Ω; S 3 ) is also a Hilbert space. Then Theorem 3.2 shows that the linear operator ∇ s :
3 ) is surjective. Since on the other hand this operator is clearly injective and continuous, the closed graph theorem shows that the inverse operator F SV := ∇ s −1 is an isomorphism between the Hilbert spaces E SV (Ω; S 3 ) andḢ 1 (Ω; R 3 ). Thanks to the isomorphism F SV , the pure traction problem of linearized elasticity may be equivalently posed in terms of the new unknown e ∈ L 2 (Ω; S 3 ) as a constrained minimization problem. More specifically, the following existence result holds (see [15, Theorem 5 .1]):
Let Ω be a simply-connected domain in R 3 . Then the minimization problem : Find e ∈ E SV (Ω; S 3 ) such that
has one and only one solution e . Besides, e = ∇ su whereu ∈Ḣ 1 (Ω; S 3 ) is the unique solution to the classical variational formulation of the pure traction problem of linearized elasticity (Theorem 3.1).
Proof. By assumption, there exists α > 0 such that Ω Ae :
. Consequently, there exists one, and only one, minimizer of the functional J over E SV (Ω; S 3 ). Now, letu be the minimizer overḢ 1 (Ω; R 3 ) of the functional J defined by (Theorem 3.1):
Then ∇ su minimizes J SV over E SV (Ω; S 3 ). Hence e = ∇ su since the minimizer is unique. Theorem 3.3 thus provides a way to directly determine the linearized strain tensor field, without first determining the displacement field as in Theorem 3.2.
Note also that the minimization problem of Theorem 3.3 can be immediately recast as another constrained minimization problem, this time with the linearized stress tensor field σ = Ae as the primary unknown, since the elasticity tensor field A is invertible almost everywhere in Ω.
Finally, note that weak Saint Venant compatibility conditions in curvilinear coordinates can be likewise defined when the equations of three-dimensional elasticity are expressed in curvilinear (rather than Cartesian, as here) coordinates; see [29] .
3.3. The intrinsic approach by way of Donati compatibility conditions. In 1890, L. Donati proved that, if Ω is an open subset of R 3 and the components e ij of a symmetric matrix field e = (e ij ) are in the space C 2 (Ω) and satisfy:
where div σ := (∂ j s ij ) and D(Ω; S 3 ) denotes the space of all symmetric tensor fields whose components are infinitely differentiable in Ω and have compact supports in Ω, then e satisfies the weak Saint Venant equations (Section 3.2): 
. Note that the above extension of Donati's theorem does not require that Ω be simply-connected.
A second extension of Donati's theorem is due to Moreau [60] , who showed in 1979 that Donati's theorem holds even in the sense of distributions, according to the following theorem, where Ω is now an arbitrary open subset of R 3 : If the components e ij of a symmetric tensor field e are in D (Ω) and satisfy
Further extensions of Donati's theorem have been recently established, in [3] and [40] . Having in mind the pure traction problem in linearized elasticity, we only recall those extensions that are relevant to this problem. In [3, Theorem 4.1], it was proved that the following extension to Donati's theorem holds for symmetric matrix fields e = (e ij ) whose components e ij are only in H −1 (Ω), where Ω is now a domain in R 3 : Let e ∈ H −1 (Ω; S 3 ). Then there exists a vector field v ∈ L 2 (Ω; R 3 ) such that e = ∇ s v in H −1 (Ω; S 3 ) if and only if
As a consequence, the following result (see Theorem 4.3 in ibid.) holds for tensor fields e with components in L 2 (Ω), with resulting vector fields v in the space
Theorem 3.4. Let Ω be a domain in R 3 and let there be given a matrix field e ∈ L 2 (Ω; S 3 ). Then there exists a vector field v ∈ H 1 (Ω;
All vector fields v ∈ H 1 (Ω; R 3 ) satisfying e = ∇ s v are of the formṽ = v + r for some vector field r ∈ R(Ω; R 3 ).
This extension of Donati's theorem allows to reformulate in a novel way the pure traction problem of linearized three-dimensional elasticity, as yet another constrained quadratic minimization problem, but again with the linearized strain tensor as the primary unknown.
More specifically, let Ω be a domain in R 3 and let Γ := ∂Ω. Consider a linearly elastic body whose reference configuration is Ω and assume that the elasticity tensor
, of the body and the densities f ∈ L 6/5 (Ω; R 3 ) and g ∈ L 4/3 (Γ; R 3 ) of the applied forces satisfies the assumptions set forth in Section 3.1. In particular, it is assumed that the continuous linear form L :
vanishes for all v ∈ R(Ω; R 3 ), where R(Ω; R 3 ) is the space of all infinitesimal rigid displacement fields (Section 3.2).
Thanks to Theorem 3.4, the corresponding pure traction problem (as described in Section 3.1) can be again recast as another quadratic minimization problem with e := ∇ su ∈ L 2 (Ω; S 3 ) as the primary unknown. To this end, define the Hilbert space
Then the operator ∇ s :
is clearly linear and injective. By Theorem 3.4, it is also surjective. Furthermore, the operator ∇ s is continuous since there evidently exists a constant c such that
for any v ∈ H 1 (Ω; R 3 ) and any r ∈ R(Ω; R 3 ), so that
Hence the inverse operator
is an isomorphism between Hilbert spaces by the closed graph theorem.
Based on this isomorphism, the pure traction problem in linear elasticity can then be recast as follows (cf. Theorem 5.1 in [3] ):
has one and only one solution e . Besides, this solution satisfies e = ∇ su , wherė u ∈Ḣ 1 (Ω; R 3 ) is the unique solution to the classical variational formulation of the pure traction problem of linearized elasticity (Theorem 3.1).
3 ) → R satisfy all the assumptions of the Lax-Milgram lemma (Λ D is continuous since F D is an isomorphism). Consequently, there exists one, and only one, minimizer e of the functional
. Hence e = ∇ su since the minimizer is unique.
4. Three-dimensional nonlinear elasticity.
The classical approach.
Let Ω be a domain in R 3 , let Γ = ∂Ω, and let B be an elastic body with Ω as its reference configuration. Let p ≥ 2. Thanks to the landmark existence theory of Ball [5] , it is now customary in nonlinear three-dimensional elasticity to view any mapping Φ ∈ W 1,p (Ω; R 3 ) that is almost-everywhere injective and satisfies det ∇Φ > 0 a.e. in Ω as a possible deformation of B when B is subjected to ad hoc applied forces and boundary conditions. The almost-everywhere injectivity of Φ (understood in the sense of Ciarlet & Nečas [30] ) and the restriction on the sign of det ∇Φ mathematically express (in an arguably weak way) the noninterpenetrability and orientation-preserving conditions that any physically realistic deformation should satisfy.
The main objective of three-dimensional elasticity theory is to determine the deformation of the elastic body in the presence of applied forces, given as in the previous sections by their densities f : Ω → R 3 and g : Γ → R 3 per unit volume and per unit area, respectively. We are thus again considering a pure traction problem, and we assume that the applied forces are dead loads, i.e., they are deformationindependent.
Thanks to the stress principle of Euler and Cauchy and Cauchy's theorem, there exists a tensor field Σ : Ω → S 3 , called the second Piola-Kirchhoff stress tensor field, that satisfies the following equations of equilibrium in the reference configuration:
where n denotes the exterior unit normal vector field to the surface Γ. The above equations of equilibrium must be supplemented by the constitutive equation of the elastic material, relating the stress tensor field Σ and the deformation Φ by means of a functionΣ : Ω × M 3 + → S 3 , called the response function of the material, as Σ(x) =Σ(x, ∇Φ(x)) for all x ∈ Ω. The system formed by the equations of equilibrium and the constitutive equation constitutes the equations of nonlinear three-dimensional elasticity for the pure traction problem.
We now briefly review all the known results for the existence of solutions to these equations, where the deformation Φ is thus the primary unknown. In this setting, the question of whether the equations of nonlinear three-dimensional elasticity have solutions has been answered in the affirmative when the data satisfy either the assumptions of the implicit function theorem (see Theorem 4.1 below), or the assumptions of a celebrated theorem due to John Ball, which establishes the existence of a minimizer to the associated energy functional (see Theorem 4.2).
The existence result based on the implicit function theorem asserts the following (for complements, see in particular [10, Chapter 6] , [50] , [72] ): Theorem 4.1. Assume that the boundary of the domain Ω is of class C 2 and let there be given any number p > 3. Then the equations of nonlinear three-dimensional elasticity for the pure traction problem have a solution
and the matrix
∂Γ does not have its trace among its eigenvalues.
The second existence result, based on the minimisation of functionals, applies to an elastic material that is hyperelastic, in the sense that there exists a function W : Ω × M 3 + → R, called the stored energy function of the material such that
+ . For such a material, the above equations of nonlinear three-dimensional elasticity for the pure traction problem formally constitute the Euler equations associated with the critical points of the functional I defined by
for all vector fields Φ : Ω → R 3 belonging to an appropriate set of admissible deformations. The functional I is called the total energy.
The functionŴ will be assumed to satisfy in particular the following fundamental definition due to Ball [5] : A functionŴ :
+ . The notation Cof F designates the cofactor matrix of the matrix F .
Then the following existence theorem holds ( [5] ; see also [10, Theorem 7.7-2]):
Let Ω be a domain in R 3 and letŴ be a polyconvex function that satisfies the following properties:
The associated function
for almost all x ∈ Ω and for all F ∈ M 3 + , and, for almost all x ∈ Ω,
Assume that the applied forces f ∈ L 6/5 (Ω;
Finally, let the set of admissible deformations be defined by
and assume that inf Ψ∈D(Ω;
The two theorems above, together with various generalizations to other boundary conditions, to incompressible materials, or to unilateral problems, are the only existence results known to this day for stationary problems in nonlinear elasticity, at least to the authors' best knowledge. For time-dependent problems, see Li Tatsien [52] .
The next two sections present two "intrinsic" approaches to nonlinear elasticity, which may open new ways to obtain existence results.
The intrinsic approach by way of Cauchy-Green tensors.
Let Ω be an open subset of R 3 and let there be given an elastic body with Ω as its reference configuration. Given a deformation Φ ∈ C 3 (Ω; R 3 ) of the body, let C := (g ij ) = ∇Φ T ∇Φ ∈ C 2 (Ω; S 3 > ) denote the associated Cauchy-Green tensor field. Note that, from the differential geometry viewpoint, C is simply the familiar metric tensor associated with the immersion Φ.
It is well known that the matrix field C = (g ij ) defined in this fashion cannot be arbitrary. More specifically, let
where (g pq ) := (g ij ) −1 . Then the functions g ij necessarily satisfy the compatibility relations
in Ω, which in effect simply constitute a re-writing of the relations ∂ ikj Φ = ∂ kij Φ. The functions Γ ijq and Γ p ij are the Christoffel symbols of the first and second kinds, and the functions R qijk are the covariant components of the Riemann curvature tensor field, associated with the immersion Φ.
It is also well known that, conversely, if a matrix field C = (g ij ) ∈ C 2 (Ω; S 3 > ) satisfies the relations R qijk = 0 in a simply-connected open subset Ω of R 3 , the functions Γ ijq , Γ p ij , and R qijk being then defined as above from the functions g ij , then there exists an immersion Φ ∈ C 3 (Ω; R 3 ) such that
If the set Ω is in addition connected, such an immersion is uniquely defined up to isometries of R 3 . This means that any immersionΦ ∈ C 3 (Ω; R 3 ) satisfying
in Ω is necessarily of the formΦ = a+QΦ, with a ∈ R 3 and Q ∈ O 3 . This uniqueness result is also called rigidity theorem. Among all such immersions Φ, some are therefore orientation-preserving, i.e., they satisfy det ∇Φ > 0 in Ω.
For self-contained, and essentially elementary, proofs of these classical existence and uniqueness results, see, e.g., [23] or [12, Chapter 1] .
The above regularity assumption on the symmetric and positive-definite matrix field C can be substantially weakened. As shown by Sorin Mardare [56, 58] , the above existence theorem still holds if C ∈ W 1,p loc (Ω; S 3 > ) for some p > 3, the resulting mapping Φ being then in the space W 2,p loc (Ω; R 3 ). Naturally, the sufficient (and clearly necessary) relations R qijk = 0 are then assumed to hold only in the sense of distributions, viz., as
for all ϕ ∈ D(Ω). If the simply-connected open set Ω is in addition connected, the mappings Φ found in [56] , with the weakened regularity assumptions given by [58] , are again uniquely defined up to isometries of R 3 . The above results can be used to reformulate in a novel way the pure traction problem of three-dimensional elasticity, as a constrained minimization problem with the Cauchy-Green tensor field as the primary unknown.
Let Ω be a connected and simply-connected open subset of R 3 and letẆ
, where Φ is any element ofΦ, is injective and surjective onto the set
Therefore its inverse F is a well-defined mapping, by means of which a deformation Φ of an elastic body can be reconstructed from its Cauchy-Green tensor field C.
The principle of material frame-indifference shows that there exists a functioñ Σ such that the second Piola-Kirchhoff stress tensor is given by
Hence the stress tensor field Σ can be also reconstructed from the sole knowledge of the Cauchy-Green tensor field C.
Conceivably, an alternative approach to the existence theory in three-dimensional elasticity could thus regard the Cauchy-Green tensor field C = (g ij ) as the primary unknown, instead of the deformation itself as is usually the case (Section 4.1). This observation, which was first made by Antman [4] , allows to recast the pure traction problem of three-dimensional elasticity as follows:
the components g ij of the tensor field C satisfying the compatibility conditions:
If the material constituting the body is hyperelastic, then there exists a functioñ W : Ω × S 3 > → R such that the total energy of the body is given by
Thus the pure traction problem of three-dimensional elasticity with the CauchyGreen tensor as the primary unknown consists in minimizing the functional I under the constraint that the unknown matrix field C = (g ij ) ∈ W 1,p (Ω; S 3 > ) satisfies the compatibility conditions R qijk = 0 in Ω.
Since this functional depends on the "abstract" mapping F , the first step towards an existence result is to study the regularity of the mapping F , and especially its continuity as a function of the matrix field C. In this respect, Theorem 1 of [26] shows that, under appropriate smoothness and orientation-preserving assumptions, the deformations depend continuously on their Cauchy-Green tensors, the topologies being those of the spaces W 1,p (Ω; R 3 ) and L p/2 (Ω; S 3 ), for any p ≥ 2. This continuity result is itself a simple consequence of the following nonlinear Korn inequality:
.
This result was established in [26, Theorem 1] for p = 2, as a consequence of a key "geometric rigidity lemma" due to Friesecke, James & Müller [37] . A subsequent generalization of the geometric rigidity lemma due to Conti [32, p. 82 ] implies that the above nonlinear Korn inequality holds in fact for all p ≥ 2.
That a rotation R and a vector b should appear in the left-hand side of this inequality is the least one could expect, in light of the following rigidity theorem (see [24] ): If two mappings Φ ∈ C 1 (Ω; R 3 ) andΦ ∈ H 1 (Ω; R 3 ) satisfying det ∇Φ > 0 and det ∇Φ > 0 a.e. in an open connected subset Ω of R 3 have the same CauchyGreen tensor field, then there exist a vector b ∈ R 3 and a matrix R ∈ O 3 + such thatΦ(x) = b + RΦ(x) for almost all x ∈ Ω (the converse clearly holds). In other words,Φ = J • Φ, where the mapping J is an isometry of R 3 ; for this reason, the mappingsΦ and Φ are said to be isometrically equivalent.
More generally, we shall say that two orientation-preserving mappingsΦ ∈ W 1,p (Ω; R 3 ) and Φ ∈ W 1,p (Ω; R 3 ) are isometrically equivalent if there exist a vector b ∈ R 3 and a matrix
One application of the nonlinear Korn inequality of Theorem 4.3 is the following sequential continuity property: Let Φ k ∈ W 1,p (Ω; R 3 ), k ≥ 1, and Φ ∈ C 1 (Ω; R 3 ) be orientation-preserving mappings. Then there exist a constant C(p, Φ) and
Should the Cauchy-Green strain tensor be viewed as the primary unknown (as suggested above), such a sequential continuity could thus prove to be useful when considering infimizing sequences of the total energy I, in particular for handling the part of the energy that takes into account the applied forces (which are naturally expressed in terms of the deformation itself).
Such results are to be compared with the earlier, pioneering estimates of John [45, 46] and Kohn [48] , which implied continuity at rigid body deformations, i.e., at a mapping Φ that is isometrically equivalent to the identity mapping of Ω. The more recent and noteworthy result of Reshetnyak [67] for quasi-isometric mappings is in a sense complementary to those presented above (it also deals with Sobolev type norms) and is thus particularly relevant to the study of the functional I.
Note also that several continuity properties of the mapping F have been established in other function spaces. For instance, the mapping F is continuous when defined on an appropriate subset of the space C 2 (Ω; S 3 ) (see [22] ), locally Lipschitzcontinuous when defined on an appropriate subset of the space C 2 (Ω; S 3 ) (see [27] ), and of class C ∞ when defined on appropriate subsets of Hölder or Sobolev spaces such as C 1,α (Ω; S 3 ) and W 1,p (Ω; S 3 ) (see [54] ).
4.3.
The intrinsic approach by way of rotation fields. Let Φ ∈ C 3 (Ω; R 3 ) be an immersion defined on an open subset Ω of R 3 . In 1992, Claude Vallée [73] has shown that a different (i.e., different from the relations R qijk = 0 in Ω; cf. Section 4.2) set of necessary compatibility relations is also satisfied by the tensor field C = ∇Φ T ∇Φ associated with the immersion Φ. Claude Vallée's key idea was to make use of the polar factorization ∇Φ = RU of the deformation gradient matrix field ∇Φ ∈ C 2 (Ω; M 3 ). This means that R is the orthogonal matrix field and U is the symmetric and positive-definite symmetric matrix field, both of class C 2 in Ω, defined respectively by
Note that, if det ∇Φ > 0 in Ω and the mapping Φ : Ω → R 3 is thought of as a deformation of a continuum, this polar factorization is nothing but the classical decomposition at each point x ∈ Ω of the deformation gradient ∇Φ(x) into a rotation represented by the proper orthogonal matrix R(x) ∈ O 3 + , and a pure stretch represented by the matrix U (x) ∈ S 3 > . In this sense, Claude Vallée's approach is more "geometrical" than the classical one, as it makes an essential use of the "local geometry of a deformation" by means of the fields R and U .
First, Claude Vallée shows that the orthogonality of the matrix field R ∈ C 2 (Ω; O 3 ) implies that there exists a matrix field Λ ∈ C 1 (Ω; M 3 ) such that, at each point x ∈ Ω,
where DR(x) ∈ L(R 3 ; M 3 ) denotes the Fréchet derivative at x ∈ Ω of the mapping R : Ω → M 3 . Claude Vallée also shows that the relations ∂ ij R = ∂ ji R in Ω imply furthermore that the matrix field Λ = (λ ij ) necessarily satisfies the compatibility relation CURL Λ + COF Λ = 0 in Ω, where
It is to be emphasized that the existence of such a matrix field Λ and the above compatibility relation satisfied by Λ both hold for any orthogonal field R ∈ C 2 (Ω; O 3 ), i.e., regardless of the particular form, viz. R = ∇ΦC −1/2 , that it assumes here.
Second, taking now into account that the field R is of the specific form R = ∇ΦU −1 with U = C 1/2 , and using the relations ∂ kl Φ = ∂ lk Φ, Claude Vallée shows that the matrix field Λ is given by
The relation CURL Λ + COF Λ = 0, with Λ replaced by this expression in terms of U = C 1/2 , thus constitutes another compatibility relation that a matrix field C ∈ C 2 (Ω; S 3 > ) necessarily satisfies if it is of the form C = ∇Φ T ∇Φ for some immersion Φ ∈ C 3 (Ω; R 3 ). Note that this compatibility relation is solely expressed in terms of the matrix field C, by way of its square root U = C 1/2 , hence without any recourse to the Christoffel symbols as in the classical relations R qijk = 0. Note also that it is the same Schwarz lemma that is the keystone for both kinds of compatibility relations, either in the form of the relations ∂ ij R = ∂ ji R and ∂ kl Φ = ∂ lk Φ as here, or in the form of the relations ∂ ikj Φ = ∂ kij Φ used for deriving the relations R qijk = 0. In the same spirit, the cancellation of both the curvature and the torsion, expressed in the classical approach by means of the relations R qijk = 0 and Γ p ij = Γ p ji in Ω, likewise manifest themselves in Claude Vallée's approach, albeit in a more subtle way; in this respect, see Hamdouni [42] .
A simple inspection of the proof of the above compatibility conditions shows that they still hold if the immersion Φ is only in the space W 2,p loc (Ω; R 3 ) for some p > 3, the resulting tensor field C being then in the space W 
This result is itself a consequence of the following general existence theorem (in fact this general result holds verbatim in R d for an arbitrary dimension d ≥ 2 but, for coherence, it is enunciated here only for d = 3): 
where the matrix fields A i ∈ L p loc (Ω; A 3 ) are defined in terms of the matrix field U by
the notation c j designating the j-th column vector field of the matrix field U 2 . Then there exists an immersion Φ ∈ W 2,p loc (Ω; R 3 ) such that
and Φ is uniquely defined up to isometries of R 3 (the above relations are also necessarily satisfied by any given immersion Φ ∈ W 2,p loc (Ω; R 3 ), even if Ω is not simply-connected).
These theorems were proved in [18] for p = ∞ only, but a recent result of Sorin Mardare [58] about the existence of solutions to Pfaff systems with little regularity shows that the proof also applies for all p > 3.
The proof of Theorem 4.5 consists first in determining an orthogonal matrix field R ∈ W The above compatibility relations satisfied by the matrix fields A j were first noticed by Shield [68] , who was also the first to recognize the importance of the polar factorization ∇Φ = RU for deriving necessary compatibility relations that the matrix field C = ∇Φ T ∇Φ satisfies. In this direction, see also Pietraszkiewicz & Badur [66] , who further elaborated on this idea in the context of continuum mechanics.
In addition, Shield [68] pointed out that these relations are also sufficient for the existence of an immersion in spaces of continuously differentiable functions. Using the techniques of exterior differential calculus, Edelen [35] likewise noticed that the recovery of the immersion Φ could be also achieved through the recovery of an orthogonal matrix field.
The core of the proof of Theorem 4.4 consists in showing that the compatibility relations satisfied by the above matrix fields A i are in fact equivalent to those proposed by Claude Vallée (the key link consists in defining the matrix field Λ by defining its j-th column vector field a j be such that A j b = a j ∧ b for all b ∈ R 3 ), thus demonstrating the sufficiency of Claude Vallée's compatibility relations.
We emphasize that Theorem 4.4 is global and that it holds in function spaces "with little regularity", viz., W 2,p loc (Ω; R 3 ), thanks essentially to a deep global existence theorem for Pfaff systems, also with little regularity, recently established by Sorin Mardare [58] .
As advocated notably by Fraeijs de Veubeke [36] , Pietraszkiewicz & Badur [66] , or Simo & Marsden [70] , rotation fields can be introduced as bona fide unknowns in nonlinear three-dimensional elasticity. This introduction typically involves the replacement of the deformation gradient ∇Φ in the stored energy function by a rotation field and a pure stretch field U , "the constraint" ∇Φ = RU being enforced by means of an appropriate Lagrange multiplier, thus producing a multi-field variational principle.
The existence theory for models based on such principles appears to be an essentially virgin territory (with the noticeable exception of Grandmont, Maday & Métier [41] , who considered a time-dependent elasticity problem in dimension two where a "global rotation" is one of the unknowns). It is thus hoped that Theorem 4.4 constitutes a first, yet admittedly small, step towards the mathematical analysis of such models.
5. Linearly elastic shells.
The classical approach.
To begin with, we briefly recapitulate various basic notions of differential geometry of surfaces, which are all particularly relevant to shell theory (for a detailed exposition, see, e.g., [12] ).
Let ω be a domain in R 2 . Let y = (y α ) denote a generic point in the set ω and let ∂ α := ∂/∂y α . Let there be given an immersion θ ∈ C 3 (ω; R 3 ), i.e., a mapping such that the two vectors a α (y) := ∂ α θ(y)
are linearly independent at all points y ∈ ω. These two vectors thus span the tangent plane to the surface S := θ(ω)
at the point θ(y), and the unit vector
is normal to S at the point θ(y). The three vectors a i (y) constitute the covariant basis at the point θ(y), while the three vectors a i (y) defined by the relations a i (y) · a j (y) = δ i j , where δ i j is the Kronecker symbol, constitute the contravariant basis at the point θ(y) ∈ S. Note that a 3 (y) = a 3 (y) and that the vectors a α (y) are also in the tangent plane to S at θ(y). As a consequence, any vector field η : ω → R 3 can be decomposed over these bases as
where the coefficients η i and η i are respectively the covariant and contravariant components of the vector field η.
The covariant and contravariant components a αβ and a αβ of the first fundamental form of S, the Christoffel symbols Γ σ αβ , and the covariant and mixed components b αβ and b β α of the second fundamental form of S are then defined by letting:
In Section 6.2, we shall also use the covariant components of the third fundamental form of S, which are defined by
The area element along S is √ a dy, where
The covariant derivatives η α|β ∈ L 2 (ω) of a 1-covariant tensor field (η α ) ∈ H 1 (ω; R 2 ) are defined by η α|β := ∂ β η α − Γ ν βα η ν , or, equivalently, by the relations
The covariant derivatives T αβ|σ of a 2-covariant tensor field (T αβ ) ∈ L 2 (ω; M 2 ) are defined by
Finally, the covariant derivatives T αβσ|τ of a 3-covariant tensor field (T αβσ ) with components T αβσ ∈ H −1 (ω) are defined by
. Naturally, these definitions and relations are to be understood in the distributional sense.
Two fundamental tensors play a key role in the two-dimensional theory of linearly elastic shells: the linearized change of metric tensor and the linearized change of curvature tensor, each one being associated with a displacement vector field
of the surface S, where
The covariant components of these tensors are then given by 
is an immersion (for a proof that this is indeed the case if ε > 0 is small enough, see [ is the reference configuration occupied in the absence of applied forces by a linearly elastic shell with middle surface S and thickness 2ε, with a constituting material that is homogeneous and isotropic, hence characterized by its two Lamé constants λ ≥ 0 and µ > 0. The functions
then denote the contravariant components of the two-dimensional elasticity tensor of the shell. This tensor is uniformly positive-definite, in the sense that there exists for all y ∈ ω and all symmetric matrices (t αβ ) of order two. Assume that the shell is subjected to applied forces acting only in its interior and on its upper and lower faces (there are thus no applied forces acting on its lateral face), whose resultant after integration across the thickness of the shell has contravariant components p i ∈ L 2 (ω) (this means that each area element of the shell is subjected to the elementary force p i a i √ ady). Assume, finally, that the lateral face of the shell is free, i.e., the displacement is not subjected to any boundary condition there. In other words, we are considering a pure traction problem for a linearly elastic shell.
As a mathematical model, we select here the well-known two-dimensional Koiter equations (so named after Koiter [49] ), in the form of the following quadratic minimization problem: The unknown is the displacement field η * = η * i a i : ω → R 3 of the middle surface S of the shell and it satisfies η * ∈ V (ω; R 3 ) and j(η * ) = inf
and
A detailed mathematical analysis of Koiter's equations, together with their justification from three-dimensional linearized elasticity and numerous references, are found in Section 2.6 and Chapter 7 of Ciarlet [11] . In what follows, we very briefly review the existence theory.
Define the Hilbert space
Then one can show that (see, e.g., Theorem 2.6-3 of [11] ):
The elements of the space R(ω; R 3 ) are the infinitesimal rigid displacements of the surface S.
We assume that the linear form l associated with the applied forces satisfies the compatibility conditions l(η) = 0 for all η ∈ R(ω; R 3 ), since these are clearly necessary for the existence of a minimizer of the functional j over the space V (ω; R 3 ). This being the case, the above minimization problem thus amounts to finding an equivalence classη * that satisfieṡ
In order to establish the existence and uniqueness of a minimizer of the functional j over the spaceV (ω; R 3 ), it suffices, thanks to the positive-definiteness of the twodimensional elasticity tensor of the shell, to show that the mappingη ∈V (ω;
is a norm over the quotient spaceV (ω; R 3 ), equivalent to the quotient norm · V (ω;R 3 ) . To prove that this is indeed the case is achieved in two stages.
The first stage, which is due to Bernadou and Ciarlet [7] (see also Blouza and Le Dret [8] who showed how to handle surfaces with "little regularity", e.g., when the mapping θ is only in the space W 2,∞ (ω; R 3 ), instead of C 3 (ω; R 3 ) as here), consists in establishing a first basic Korn inequality on a surface, "over the space V (ω; R 3 )", according to which there exists a constant c = c(ω, θ) such that
This inequality itself relies on the same fundamental lemma of J. L. Lions that was recalled in Section 3.1. The second stage consists in establishing another basic Korn inequality on a surface, this time "over the quotient spaceV (ω; R 3 )" (the proof, by contradiction, uses the finite dimensionality of the space R(ω; R 3 ), Rellich theorem, and Korn's inequality over the space V (ω; R 3 )), according to which there exists a constanṫ c =ċ(ω, θ) such that
5.2.
The intrinsic approach by way of Saint Venant compatibility conditions on a surface. The objective of this section is to describe another approach to the above pure traction problem that consists in considering the linearized change of metric tensor and the linearized change of curvature tensor as the "primary" unknowns instead of the displacement itself. Given a domain ω in R 2 and an immersion θ ∈ C 3 (ω; R 3 ), let γ αβ (η) and ρ αβ (η) denote as before the covariant components of the linearized change of metric and linearized change of curvature tensors associated with a displacement field η : ω → R 3 . Consider the symmetric matrix fields (γ αβ ) := (γ αβ (η)) ∈ L 2 (ω; S 2 ) and (ρ αβ ) := (ρ αβ (η)) ∈ H −1 (ω; S 2 ) associated with some vector field η ∈ H 1 (ω; R 3 ). One can then show that such matrix fields necessarily satisfy the following compatibility conditions (cf. [21, Theorem 4.1]):
An inspection of the proof shows that these compatibility conditions exactly constitute the "two-dimensional surface analog" of the Saint Venant equations satisfied by the linearized strain tensor in three-dimensional elasticity (Section 3.2). For this reason, they are called Saint Venant compatibility conditions on a surface. Note that equivalent compatibility conditions have been obtained, albeit implicitly, in [17] by means of a canonical extension of the displacement field θ of the surface S to a displacement field defined on the three-dimensional shell.
As shown in [21, Theorem 5.1], these conditions are also sufficient if the set ω is simply-connected:
Theorem 5.1. Let ω be a simply-connected domain in R 2 and let θ ∈ C 3 (ω; R 3 ) be an immersion. Let there be given two symmetric matrix fields (γ αβ ) ∈ L 2 (ω; S 2 ) and (ρ αβ ) ∈ H −1 (ω; S 2 ) that satisfy the Saint Venant compatibility conditions on a surface in the distributional sense.
Then there exists a vector field η ∈ H 1 (ω; R 3 ) such that
Besides, any vector fieldη ∈ H 1 (ω; R 3 ) that satisfies
is necessarily of the form
where a and b are vectors in R 3 .
The proof consists first in finding an antisymmetric matrix field (λ αβ ) ∈ L 2 (ω; A 2 ) and a vector field (λ α ) ∈ L 2 (ω; R 2 ) that together satisfy the equations
in the distributional sense; then in finding a vector field η ∈ H 1 (ω; R 3 ) that satisfies
and finally, in showing that the field η satisfies the announced properties. Thanks to Theorem 5.1, we can define in a natural way a basic isomorphism (denoted by H in the next theorem) between displacements fields and linearized change of metric and change of curvature tensor fields. Theorem 5.2. Let ω be a simply-connected domain ω in R 2 and let θ ∈ C 3 (ω; R 3 ) be an immersion. Define the space
Given any element (c, r) ∈ T (ω; S 2 × S 2 ), there exists by Theorem 5.1 a unique equivalence classη in the quotient spaceV (ω; R 3 ) that satisfies
Then the mapping
defined by H(c, r) :=η is an isomorphism between the Hilbert spaces T (ω;
The mapping H is clearly injective since γ(0) = 0 and ρ(0) = 0. It is also surjective since, given anyη ∈V (ω; Finally, the inverse mappinġ
is clearly continuous, since there evidently exists a constant C such that, for any η ∈ V (ω; R 3 ) and any ξ ∈ R(ω; R 3 ),
The conclusion then follows from the open mapping theorem.
Thanks to the isomorphism H introduced in Theorem 5.2, the quadratic minimization problem that models the pure traction problem of a linearly elastic shell can be reformulated as another quadratic minimization problem, this time over the space T (ω; S 2 × S 2 ). This is the object of the next theorem, due to Ciarlet & Gratie [17] : Theorem 5.3. Let ω be a simply-connected domain in R 2 , let θ ∈ C 3 (ω; R 3 ) be an immersion, and let the Hilbert space T (ω; S 2 × S 2 ) be defined as in Theorem 5.2. Furthermore, define the quadratic functional κ :
has one and only one solution (c * , r * ). Besides,
is the unique solution to the "classical" minimization problem, i.e.,η * satisfies j(η * ) = inḟ η∈V (ω;R 3 ) j(η) (Section 5.1).
Proof. Thanks to the uniform positive definiteness of the two-dimensional elasticity tensor of the shell, there exists a constant b 1 > 0 such that
. Besides, the linear form l • H is continuous over the space T (ω; S 2 × S 2 ) since the mapping H :
3 ) and the linear form l :V (ω; R 3 ) → R are both continuous. Finally,
is a Hilbert space. Hence there exists one, and only one, minimizer (c * , r * ) of the functional κ over the space T (ω; S 2 × S 2 ). Thatη * minimizes the functional j over the quotient spaceV (ω; R 3 ) implies that (γ(η * ), ρ(η * )) minimizes the functional κ over the space T (ω;
) since the minimizer of κ is unique.
Theorem 5.3 provides a mathematical justification of the so-called intrinsic theory for linearly elastic shells, an approach that has been notably advocated in a key paper of Opoka and Pietraszkiewicz [63] .
In linear shell theory, the contravariant components of the stress resultant tensor field (n αβ ) ∈ L 2 (ω; S 2 ) and the bending moment tensor field (m αβ ) ∈ L 2 (ω; S 2 ) are given in terms of the displacement vector field by
where the functions a αβστ are the contravariant components of the two-dimensional elasticity tensor of the shell. Since this tensor is uniformly positive definite, the above formulas are invertible and thus the minimization problem of Theorem 5.3 can be immediately recast as a minimization problem with the stress resultants and bending moments as the primary unknowns. This is clearly a major advantage of an intrinsic shell theory.
6. Nonlinearly elastic shells. If the two vectors a α (ϕ) are linearly independent at all points of ω, let
denote the covariant components of the second fundamental form of the deformed surface ϕ(ω). Then the functions
are the covariant components of the change of curvature tensor field associated with the deformation field ϕ = ϕ i a i of S. We now describe the nonlinear Koiter shell equations, so named after Koiter [49] , and since then a two-dimensional nonlinear model of choice in computational mechanics.
As a point of departure, consider an elastic shell made of a Saint Venant-Kichhoff material (for details, see, e.g., [10, Chapter 3] ) modeled as a three-dimensional problem (Section 4.1). The nonlinear two-dimensional equations proposed by Koiter [49] for modeling such an elastic shell are then derived from those of nonlinear threedimensional elasticity on the basis of two a priori assumptions: one assumption, of a geometrical nature, is the Kirchhoff-Love assumption. It asserts that any point situated on a normal to the middle surface remains on the normal to the deformed middle surface after the deformation has taken place and that, in addition, the distance between such a point and the middle surface remains constant. The other assumption, of a mechanical nature, asserts that the state of stress inside the shell is planar and parallel to the middle surface (this second assumption is itself based on delicate a priori estimates due to John [45, 46] ).
Taking these a priori assumptions into account, W.T. Koiter then reached the conclusion that the unknown deformation field ϕ * = ϕ * i a i of the middle surface S := θ(ω) of the shell should be a stationary point, thus in particular a minimizer, over a set of smooth enough vector fields ϕ = ϕ i a i : ω → R 3 of the functional j defined by (cf. Koiter [49, eqs. (4.2) , (8.1), and (8.3)]):
where the functions a αβστ and p i ∈ L 2 (ω) are the same as those defined in Section 5.1.
The above functional j is called Koiter's energy for a nonlinear elastic shell. The stored energy function w K found in Koiter's energy j is thus defined by
where 2ε is the (constant) thickness of the shell. This expression is the sum of the "membrane" part
and of the "flexural" part
The long-standing question of how to rigorously identify and justify the nonlinear two-dimensional equations of elastic shells from three-dimensional elasticity was finally settled in two key contributions, one by Le Dret & Raoult [51] and one by Friesecke, James, Mora & Müller [38] , who respectively justified the equations of a nonlinearly elastic membrane shell and those of a nonlinearly elastic flexural shell by means of Γ-convergence theory (a nonlinearly elastic shell is a membrane shell if there are no nonzero admissible deformations of its middle surface S that preserve the metric of S; it is a flexural shell otherwise).
The stored energy function w M of a nonlinearly elastic membrane shell is an ad hoc quasiconvex envelope, which turns out to be only a function of the covariant components a αβ (ϕ) of the first fundamental form of the unknown deformed middle surface (the notion of quasiconvexity, which plays a central role in the calculus of variations, is due to Morrey [61] ; an excellent introduction to this notion is provided in Dacorogna [33, Chapter 5] ). The function w M reduces to the above "membrane" part w M in Koiter's stored energy function w K only for a restricted class of deformation fields ϕ of the middle surface. By contrast, the stored energy function of a nonlinearly elastic flexural shell is always equal to the above "flexural" part w F in Koiter's stored energy function w K .
Note that the Γ-convergence theory provides as by-products existence theorems for the equations of nonlinearly elastic membrane shells and flexural shells. Otherwise, Ciarlet & Coutand [16] have directly shown that the energy of a nonlinearly elastic flexural shell possesses at least a minimiser by direct methods in calculus of variations.
Interestingly, a formal asymptotic analysis of the three-dimensional equations is only capable of delivering the above "restricted" expression w M (ϕ), but otherwise fails to provide the general expression, i.e., valid for all types of deformations, found by Le Dret & Raoult [51] . By contrast, the same formal approach yields the correct expression w F (ϕ). For details, see Miara [59] , Lods & Miara [53] , and Ciarlet [11, Part B] .
Another closely related set of nonlinear shell equations "of Koiter's type" has been proposed by Ciarlet [13] . In these equations, the denominator a(ϕ) that appears in the functions R αβ (ϕ) = b αβ (ϕ) − b αβ is simply replaced by √ a, thereby avoiding the possibility of a vanishing denominator in the expression w K (ϕ). Then Ciarlet & Roquefort [31] have shown that the leading term of a formal asymptotic expansion of a solution to this two-dimensional model, with the thickness 2ε as the "small" parameter, coincides with that found by a formal asymptotic analysis of the three-dimensional equations.
6.2. The intrinsic approach by way of the fundamental forms of the unknown deformed middle surface. Let ω be an open subset of R 2 and let θ ∈ C 3 (ω; R 3 ) be an immersion. Let
denote the components of the first and second fundamental forms of the surface θ(ω), and let
Then it is well known that the functions a αβ and b αβ necessarily satisfy compatibility conditions, which take the form of the Gauss and Codazzi-Mainardi equations, viz.,
which in effect simply constitute a re-writing of the relations ∂ ασβ θ = ∂ αβσ θ. The functions Γ αβτ and Γ σ αβ are the Christoffel symbols of the first and second kinds associated with the immersion θ.
In fact, the Gauss and Codazzi-Mainardi equations reduce to only three independent equations, since the Gauss equations reduce to only one equation (corresponding, e.g., to α = 1, β = 2, σ = 1, τ = 2) and the Codazzi-Mainardi equations reduce to only two equations (corresponding, e.g., to α = 1, β = 2, σ = 1 and
It is also well known that, if a field of positive-definite symmetric matrices (a αβ ) ∈ C 2 (ω; S 2 > ) and a field of symmetric matrices (b αβ ) ∈ C 1 (ω; S 2 ) satisfy the Gauss and Codazzi-Mainardi equations and if the set ω is simply-connected, then conversely, there exists an immersion θ ∈ C 3 (ω; R 3 ) such that (a αβ ) and (b αβ ) are first and second fundamental forms of the surface θ(ω).
If the set ω is in addition connected, then such an immersion is uniquely defined up to proper isometries of R 3 . This means that any other immersionθ ∈ C 3 (ω; R 3 ) such that (a αβ ) and (b αβ ) are the first and second fundamental forms of the surfacẽ θ(ω) must be of the formθ(y) = b + Qθ(y) for all y ∈ ω, where b ∈ R 3 and Q ∈ O 3 + . This uniqueness result is also called rigidity theorem. These existence and uniqueness results constitute together the fundamental theorem of surface theory, which goes back to Janet [44] and Cartan [9] (for a selfcontained, and essentially elementary, proof, see [22] or [12, Chapter 2] ). Its regularity assumptions have since then been significantly weakened: First, Hartman & Wintner [43] have shown that this theorem still holds if the fields (a αβ ) and (b αβ ) are only of class C 1 and C 0 , with a resulting immersion θ in the space C 2 (ω; R 3 ). Then Sorin Mardare further relaxed these assumptions, first in [55] 3 ), respectively. Naturally, the Gauss and Codazzi-Mainardi equations are only satisfied in the sense of distributions in such cases.
The fundamental theorem of surface theory can be used to recast the nonlinear Koiter shell equations of Section 6.1 as a constrained minimization problem with the fundamental forms of the middle surface of the unknown deformed shell as the primary unknowns. Since any immersion of class W 2,p loc (ω; R 3 ) can be reconstructed from its fundamental forms, an alternative approach to existence theory in nonlinear shell theory could thus regard the change of metric and change of curvature tensors, or equivalently, the first and second fundamental forms of the unknown deformed middle surface, as the primary unknowns, instead as the deformation itself as is customary.
Let us henceforth restrict ourselves to deformations ϕ ∈ W 1,p (ω; R 3 ) whose
, where a α (ϕ) = ∂ α ϕ, is well defined a.e. in ω and satisfies a 3 (ϕ) ∈ W 1,p (ω; R 3 ). The covariant components of the three fundamental forms of the deformed surface ϕ(ω), viz.,
are then well defined as functions in L p/2 (ω) and clearly, the mapping
restricted to such deformations ϕ, is continuous. An important result towards an existence theory based on the new approach described above was established in [19, Theorem 3.1] . It asserts that under appropriate assumptions, the surfaces ϕ(ω), together with their normal vector fields a 3 (ϕ), depend continuously on their three fundamental forms, the topologies being those of the spaces W 1,p (ω; R 3 ) and L p/2 (ω; S 2 ). This continuity result is itself a consequence of the following "nonlinear Korn inequality on a surface" Theorem 6.1. Assume that θ ∈ C 1 (ω; R 3 ) is an immersion with a normal vector field a 3 ∈ C 1 (ω; R 3 ), and let a αβ , b αβ , and c αβ denote the covariant components of the three fundamental forms of the surface θ(ω). Then, for each p ≥ 2 and ε > 0, there exists a constant c(p, θ, ε) with the following property: Given any mapping ϕ ∈ W 1,p (ω; R 3 ) such that the normal vector field a 3 (ϕ) to the surface ϕ(ω) is well defined and satisfies a 3 (ϕ) ∈ W 1,p (ω; R 3 ), and such that the principal radii of curvature R α (ϕ) of the surface ϕ(ω) satisfy |R α (ϕ)| ≥ ε a.e. in ω, there exists a vector b := b(θ, ϕ, ε) ∈ R 3 and a matrix R = R(θ, ϕ, ε) ∈ O 3 + such that
The proof of the above inequality relies in an essential way on the nonlinear Korn inequality in an open set of R 3 established by Ciarlet & Mardare [26, Theorem 1] , and stated here in Theorem 4.3. Recall that this inequality makes an essential use of the fundamental "geometric rigidity lemma" of Friesecke, James, & Müller [37] (for p = 2) and of a subsequent generalization due to Conti [32, p. 82 
That a vector b ∈ R 3 and a matrix R ∈ O 3 + should appear in the left-hand-side of this inequality is no surprise in light of the following extension, due to Ciarlet & Mardare [25] , of the classical rigidity theorem recalled earlier: Let θ ∈ C 1 (ω; R 3 ) be an immersion that satisfies a 3 ∈ C 1 (ω; R 3 ) and let ϕ ∈ W 1,p (ω; R 3 ) be a mapping that satisfies
(as shown in ibid., the assumption a αβ (ϕ) = a αβ a.e. in ω insures that the normal vector field a 3 (ϕ) is well defined a.e. in ω). Then the two surfaces θ(ω) and ϕ(ω) are properly isometrically equivalent, i.e., there exist a vector b ∈ R 3 and a matrix R ∈ O 3 + such that ϕ(y) = b + Rθ(y) for almost all y ∈ ω.
One application of the nonlinear Korn inequality on a surface (Theorem 6.1) is the following sequential continuity property: Let ϕ k : ω → R 3 , k ≥ 1, be mappings with the following properties: They belong to the space W 1,p (ω; R 3 ), p ≥ 2; the vector fields normal to the surfaces ϕ k (ω), k ≥ 1, are well defined a.e. in ω and they also belong to the space W 1,p (ω; R 3 ); the principal radii of curvature of the surfaces ϕ k (ω), k ≥ 1, stay uniformly away from zero; and finally, the three fundamental forms of the surfaces ϕ k (ω) converge in L p/2 (ω; S 2 ) toward the three fundamental forms of the surface θ(ω) as k → ∞. Then, for each k ≥ 1, there exists a surfacẽ ϕ k (ω) that is properly isometrically equivalent to the surface ϕ k (ω) such that the surfacesφ k (ω) and their normal vector fields converge in W 1,p (ω; R 3 ) to the surface θ(ω) and its normal vector field.
Should the fundamental forms of the unknown deformed surface be viewed as the primary unknowns in a shell problem (as suggested earlier), this kind of sequential continuity result could thus prove to be useful when considering infimizing sequences of the energy of a nonlinearly elastic shell (in particular for handling the part of the energy that takes into account the applied forces, which are naturally expressed in terms of the deformation itself).
Note that similar continuity properties have been established in [14, 28] , but for "smooth" topologies, viz., those of the spaces C m (ω) and C m (ω).
6.3. The intrinsic approach by way of rotation fields. Let θ ∈ W 2,p loc (ω; R 3 ), with p > 2, be an immersion defined on an open subset ω of R 2 . In [20] , new compatibility conditions have been shown to be satisfied by the first and second fundamental forms of a surface θ(ω). These new conditions share the same properties as those of Gauss and Codazzi-Mainardi: They are necessary, they are sufficient for the existence of the immersion θ : ω → R 3 if ω is simply-connected, and they hold as well in function spaces with little regularity, corresponding to immersions θ ∈ W 2,p loc (ω; R 3 ) with p > 2. Note that, as expected, these new compatibility conditions are equivalent to the Gauss and Codazzi-Mainardi equations.
These new compatibility equations, which are first identified as necessary conditions satisfied by any immersion θ ∈ W Then the matrix fields A α are antisymmetric and their components necessarily satisfy three compatibility conditions that take the form of the following matrix equation:
These compatibility conditions are also sufficient: 
The proof consists first in determining a proper orthogonal matrix field R of class W 1,p loc in ω by solving the Pfaff system ∂ α R = RA α , second in determining an immersion θ ∈ W 2,p loc (ω; R 3 ) by solving the equations ∂ α θ = Ru α , where u α denotes the α-th column vector field of the matrix field U = C 1/2 , and third, in showing that (a αβ ) and (b αβ ) are indeed the first and second fundamental forms of the surface θ(ω).
By contrast, the proof in the "classical" approach (once properly extended to spaces with little regularity; cf. Sorin Mardare [57] ) first seeks a matrix field F ∈ W 1,p loc (ω; M 3 ) as a solution of the Pfaff system ∂ α F = F Γ α , then the sought immersion θ ∈ W 2,p loc (ω; R 3 ) as a solution to the system ∂ α θ = f α , where f α denotes the α-th column vector field of the matrix field F .
We emphasize that this existence result is global and that it holds in function spaces with little regularity, viz., W 2,p loc (ω; R 3 ), thanks to deep existence results for Pfaff systems and Poincaré's lemma recently obtained by Sorin Mardare, first in R 2 (cf. [57] ), then in R N for an arbitrary dimension N ≥ 2 (cf. [58] ). Note also that, as observed in [58] , such regularities are optimal.
Furthermore, an inspection of the proof reveals the geometric nature of this approach: Let the canonical three-dimensional extension Θ : ω × R → R 3 of an immersion θ ∈ W 2,p loc (ω; R 3 ) be defined by Θ(y, x 3 ) = θ(y) + x 3 a 3 (y) for all y ∈ ω and x 3 ∈ R,
where a 3 = a 1 × a 2 |a 1 × a 2 | and a α = ∂ α θ, and let the matrix field F ∈ W In other words, the proper orthogonal matrix field R is nothing but the rotation field that appears in the polar factorization of the gradient of the canonical threedimensional extension Θ of the immersion θ at x 3 = 0. The above compatibility conditions are in a sense the "surface analogs" of those obtained in Section 4.3, which were satisfied in an open subset Ω of R 3 by the square root of the metric tensor field associated with a given immersion Θ : Ω → R 3 . As advocated notably by Simmonds & Danielson [69] , Valid [72] , Pietraszkiewicz [64, 65] , Pietraszkiewicz & Badur [66] , Basar [6] , or Galka & Telega [39] among others, rotation fields can be advantageously introduced as bona fide unknowns in the mathematical modeling and numerical simulation of nonlinearly elastic shells. Theorem 6.2 may thus be viewed as a first step towards the mathematical justification of such an approach.
