In the presence of crystalline symmetries, certain topological insulators present a filling anomaly: a mismatch between the number of electrons in an energy band and the number of electrons required for charge neutrality. In this paper, we show that a filling anomaly can arise when corners are introduced in Cn-symmetric crystalline insulators with vanishing polarization, having as consequence the existence of corner-localized charges quantized in multiples of e n . We characterize the existence of this charge systematically and build topological indices that relate the symmetry representations of the occupied energy bands of a crystal to the quanta of fractional charge robustly localized at its corners. When an additional chiral symmetry is present, e 2 corner charges are accompanied by zero-energy corner-localized states. We show the application of our indices in a number of atomic and fragile topological insulators, and discuss the role of fractional charges bound to disclinations as bulk probes for these crystalline phases.
In the presence of crystalline symmetries, certain topological insulators present a filling anomaly: a mismatch between the number of electrons in an energy band and the number of electrons required for charge neutrality. In this paper, we show that a filling anomaly can arise when corners are introduced in Cn-symmetric crystalline insulators with vanishing polarization, having as consequence the existence of corner-localized charges quantized in multiples of e n . We characterize the existence of this charge systematically and build topological indices that relate the symmetry representations of the occupied energy bands of a crystal to the quanta of fractional charge robustly localized at its corners. When an additional chiral symmetry is present, e 2 corner charges are accompanied by zero-energy corner-localized states. We show the application of our indices in a number of atomic and fragile topological insulators, and discuss the role of fractional charges bound to disclinations as bulk probes for these crystalline phases.
Topological crystalline insulators (TCIs) [1] [2] [3] [4] [5] are known to exhibit a variety of quantized electromagnetic phenomena. They host bulk dipole moments that lead to surface charge densities quantized in fractions of the electronic charge e [6] [7] [8] [9] [10] [11] . Recently, it was found that TCIs can also host higher bulk multipole moments that manifest lower-order moments bound to their boundaries [12, 13] . For example, a quadrupole insulator in two dimensions has edge-bound dipole moments and cornerbound charges, while an octupole insulator in three dimensions has surface-bound quadrupole moments, hingebound dipole moments, and corner-bound charges. Just as in the case of surface charge densities, crystalline symmetries quantize these boundary signatures. Indeed, TCIs with quantized multipole moments are symmetry protected topological phases of matter; their quantization is robust and can change only in discrete jumps at phase transitions [12, 13] (unless the protecting symmetries are broken).
A salient property of TCIs with quantized higher multipole moments is that their protected features at the boundary have at least two dimensions less than the protecting bulk. This property has now been extended to a broader family of TCIs . In this paper, we focus on two-dimensional (2D) TCIs having zero-dimensional topological signatures. A number of recent papers have recently shown examples of 2D TCIs which exhibit ingap corner-localized states [13, [19] [20] [21] [22] [23] [24] , some of which have been related to quantized corner charges [13, 20, 21] . However, such TCIs have vanishing quadrupole moments and therefore we expect a different mechanism to be responsible for their quantized charge features.
In this paper, we show that the quantization of corner charge generically arises from a filling anomaly: a mismatch between the number of electrons required for charge neutrality and the number of electrons required to strictly satisfy the crystal symmetry. Although these mismatches exist even for TCIs with a quantized dipole moment, giving rise to quantized fractional charge at edges [8, 10, [37] [38] [39] , we identify a new filling anomaly that originates when corners are created in a lattice. Furthermore, we build topological indices that allow us to identify the cases in which the filling anomaly arising from edges is avoided, but the filling anomaly due to corners is not. In obstructed atomic insulators, the filling anomaly is intimately related to the Wannier centers of the electrons in the bulk of the crystal. We will show, however, that the index theorems derived here for the fractional quanta of corner charge apply even for TCIs that are not Wannier-representable, as in the recently found fragile TCIs [40] .
In our study, we consider 2D TCIs in class AI (spinless time-reversal symmetric insulators) [41] [42] [43] having additional C n symmetry. We first classify these TCIs in terms of rotation topological invariants which we define (see Refs. 21, 44-47 for other related invariants and classifications). We then present model Hamiltonians that constitute primitive generators of these classifications. All of our generators are Wannier-representable [48] [49] [50] [51] [52] and have the property that they can be combined to span the entire set of phases in these classifications. The property that our generators are Wannier representable is advantageous, as it makes transparent the relation between the Wannier centers of the electrons in the bulk and those at the boundaries of a lattice, from which the filling anomaly, and consequently the edge and corner charge, can be identified. Additionally, because of their simple structure, all of our generator models can be straightforwardly constructed in metamaterial contexts through the evanescent coupling of wave-guide/resonator modes. After introducing the generators, we describe the mechanism that gives rise to the filling anomaly and how it relates to edge and corner fractional charges. We then individually identify the edge and corner charges in each of our generators and apply an algebraic method on them to build index theorems for the corner fractional . In all cases, the bulk and edges are neutral.
charge. Our indices -valid under the requirement that the bulk dipole moment vanishes -relate the sets of rotation topological invariants to the quanta of the cornerbound charge.
We find that TCIs in a lattice with a global C nsymmetry host corner-localized charges that, when added within a spatial sector subtended by an angle of 2π n from the center of the lattice, are quantized in multiples of e n . In particular, if each 2π n sector has only one corner, the charge is fractionally quantized at each corner of the lattice, as shown in Fig. 1 .
After the construction of our indices, we provide concrete examples of their robustness for both Wannierrepresentable and fragile phases. We also conclude that, in general, the emergence of fractional charge is a collective effect of the bulk states, and cannot always be associated with spectrally isolated corner-bound states. For TCIs with additional chiral symmetry, however, e 2 corner charges are associated with gapless corner-bound states [15, 19, 21] , which allows for a straightforward spectroscopic identification. Finally, we apply our theory to show that systems that exhibit fractional corner charge also bind fractional charge to disclination defects.
I. Classification
Two-dimensional TCIs in class AI [41] [42] [43] preserve time-reversal symmetry (TRS), having Bloch Hamiltonians satisfying h(k) = h * (−k). These systems have a vanishing Hall conductance, indicated by a zero Chern number. The presence of additional C n symmetry, however, allows for a finer classification of topological phases in these insulators [2, 21, [44] [45] [46] [47] (see Appendix A for the detailed construction of the classification). These classes can be most directly distinguished by the value of their polarization [6] [7] [8] [9] [53] [54] [55] 
where a 1 and a 2 are primitive unit lattice vectors and the components p 1 and p 2 are topological indices that correspond to quantized Berry phases along the noncontractible loops of the Brillouin zone (BZ) [6, 10, 11, 44] . We take a 1 and a 2 to be a 1 =x, a 2 =ŷ in C 4 and C 2 -symmetric lattices, and a 1 =x, a 2 = 1 2x + √ 3 2ŷ in C 6 and C 3 -symmetric lattices (note that we have set all lattice constants to unity). As reviewed in Appendix B, the values of the polarization P form a Z 2 index in C 4 -symmetric TCIs, a Z 2 × Z 2 index in C 2 -symmetric TCIs, and a Z 3 index in C 3 -symmetric TCIs; while in C 6 -symmetric TCIs the polarization always vanishes.
More generically, we can distinguish nontrivial topological classes arising from the C n symmetry through the symmetry representations that the occupied energy bands take at the high symmetry points of the BZ (HSPs) [2, 44, 46, 47, 51, 56, 57] . Consider C n -symmetric Bloch Hamiltonians, which obeyr n h(k)r † n = h(R n k), wherer n is the n-fold rotation operator obeyingr n n = 1, and R n is the n-fold rotation matrix acting on the crystal momentum k. We denote the HSPs as Π (n) . These are defined as the special points in the BZ which obey R n Π (n) = Π (n) modulo a reciprocal lattice vector. Rotation symmetry then implies that [r n , h(Π (n) )] = 0. Thus, the energy eigenstates of the Bloch Hamiltonian at HSPs are also eigenstates of the rotation operator. Let us denote the eigenvalues ofr n at HSP Π (n) as Π (n) p = e 2πi(p−1)/n , for p = 1, 2, . . . n,
(see a complete list of HSPs in Appendix A). Given a subspace of energy bands, we can compare these rotation eigenvalues at the various HSPs. If the eigenvalues change at different HSPs, the energy bands have nontrivial topology. Accordingly, we use the rotation eigenvalues at Π (n) compared to a reference point Γ = (0, 0) to define the integer topological invariants
where #Π
(n) p is the number of energy bands below the (in-gap) Fermi level with eigenvalue Π (n) p . Not all these invariants are independent, however. First, rotation symmetry can force representations at certain HSPs to be the same. C 4 symmetry forces the representations at X and X in the BZ to be equal, while C 6 symmetry forces equal representations at M, M , and M , as well as at K and K . Furthermore, there are redundancies in the invariants due to: (i) the fact that the number of bands in consideration is constant across the BZ, from which it follows that p #Π
and (ii) the existence of TRS, which implies that rotation eigenvalues at Π (n) and −Π (n) are related by complex conjugation, from which it follows that [M
. Dropping the redundant invariants due to these constraints, the resulting topological classes of TCIs with TRS and C n symmetry are given by the indices χ (n) , as follows,
The C 2 invariants of a C 4 -symmetric insulator obey
2 ], and the C 3 invariants of a C 6 -symmetric insulator obey [
. C nsymmetric TCIs with different χ (n) belong to different topological classes, as they cannot be deformed into one another without closing the bulk energy gap or breaking the symmetry [46, 47, 58, 59] .
Having identified the rotation invariants that distinguish the C n protected topological phases, we can apply the algebraic method developed in Refs. 46 and 47 to connect these invariants to physical properties. The topological classification χ (n) forms a free Abelian additive structure. Two C n -symmetric TCIs with Hamiltonians h
and χ (n) 2 , and having rotation operatorsr n andr n , respectively, can be stacked leading to a third C n -symmetric insulator with Hamiltonian h
, and with rotation operatorr n =r n ⊕r n . The resulting insulator is in class χ
2 . Thus, given a C n symmetry which classifies TCIs using N topological invariants, all topological classes -and their topological observables -can be accessed by a set of N primitive generators: a set of C n -symmetric TCIs having invariants represented by vectors χ (n) which are linearly independent to one another. From the classifications in Eq. 4, it follows that all of our topological classes can be accessed by combinations of 3 primitive generators for each of C 4 and C 2 -symmetric TCIs, and by 2 primitive generators for each of C 6 and C 3 -symmetric TCIs.
II. Primitive generators
The primitive generators we consider are illustrated in Figs. 2 and 3. For all of them, we assume that the positively charged ions are located at the maximal Wyckoff position a [black dots in Figs. 2(a,b) and 3(a,b)] which corresponds to the centers of the unit cells (squares and hexagons). All the generators are TCIs that admit a Wannier representation [60, 61] of their occupied bands.
The χ (n) invariants of these generators are indicated in Table I . In the bulk, they are Wannier-representable [60, 61] , with Wannier centers pinned, by symmetry, to max- imal Wyckoff positions other than at the center of the unit cell. In contrast, trivial bands, in class χ (n) = 0, will necessarily have Wannier centers at the center of the unit cell; coinciding with the position of the ionic centers. Our primitive generators are in obstructed atomic limits [51, 52] , because a connection to the trivial atomic limit χ (n) = 0 is not allowed unless a gap-closing phase transition occurs or the symmetry is broken.
We present the generators in Figs. 2 and 3 in a simple limit without hopping terms within unit cells to allow a pictorial identification of the Wannier centers. Their topological classes are stable to the addition of intra-cell hopping terms or any other symmetry-preserving terms that do not close the bulk gap. In Appendix C, we detail how adding intra-cell hopping terms can transition our models into a variety of classes in their χ (n) classifications. Since our generators are spinless and only require real-valued hoppings (i.e., without any phase factors), they are easy to fabricate in a variety of metamaterials. Indeed, the lattices presented in Refs. 22, 19 and 24 coincide with the generators shown in Fig. 2(c), Fig. 3(d) and Fig. 3(f) , respectively. A first instance of a possible solid state material realization of one of these primitive generators is detailed in Ref. 20 for the generator shown in Fig. 3(f) .
We use the notation that a generator h (n) mW is C nsymmetric, has m filled bands, and has Wannier centers at the maximal Wyckoff positions W shown in Figs. 2 (a,b) and 3 (a,b) . The classification of C 4 -symmetric TCIs has three generators: h (4) 1b , h (4) 2b , and h (4) 2c
[ Fig. 2(c,d,e) ]. All of them have four energy bands. The lattice model in Fig. 2 (c) has a gap that separates the first and the second bands, and another gap that separates the (c) h4b (6) (d) h3c (6) third and fourth bands. We take the first generator h 2b and h (4) 2c are gapped at half filling; hence, we take both of these generators to occupy the lowest two bands. As indicated by their labels, the first two generators have one and two Wannier centers at position b, respectively [red dot in Fig. 2(a) ], while the third generator has Wannier centers at the two inequivalent positions c and c [blue dots in Fig. 2(a) ].
The classification of C 2 -symmetric TCIs also requires three generators. We choose the first two of them to be h (4) 1b and h (4) 2c [ Fig. 2(c,e) ]. The generator h (4) 2b is not independent because its C 2 invariants are given by the vector χ (2) = (2, 2, 0), which is linearly proportional to the invariant vector of h (4) 1b , χ (2) = (−1, −1, 0). The third generator is a two-dimensional version of the Su-SchriefferHeeger (SSH) model [62] , labeled as h (2) 1d and shown in Fig. 2 (f) in its extremely dimerized limit. As the label indicates, it is an obstructed atomic limit with one Wannier center at position d.
The classification of C 6 -symmetric TCIs requires two generators. We take them to be h (6) 4b and h (6) 3c [ Fig. 3(c,d) ]. Both of them have six energy bands. h (6) 4b is taken to occupy the lowest four bands, and has a pair of Wannier centers at each of the Wyckoff positions b and b [orange dots in Fig. 3(a) ], while h (6) 3c is taken to occupy the lowest three bands, and has its three Wannier centers at positions c, c , and c [blue dots in Fig. 3(a) ].
The classification of C 3 -symmetric TCIs requires two generators. We take them to be h (3) 2b and h (3) 2c [ Fig. 3(e,f) ], which are related to each other by a π-rotation. Each of these generators has three energy bands with a degeneracy in the lowest two bands protected by C 3 symmetry and TRS at the Γ point. We therefore take these two models to occupy the lowest two energy bands. h (3) 2b has its two Wannier centers at the Wyckoff position b [orange dot in Fig. 3(b) ], while h (3) 2c has them at position c [cyan dot in Fig. 3(b) ].
In Appendix D we induce the representations for Wannier orbitals at all maximal Wyckoff positions for all the C n -symmetric configurations, and by comparing these representations with those of our primitive generators, show that they have the Wannier centers described in this Section.
III. Filling Anomaly and Charge Fractionalization: Polarization
When a crystalline symmetry is strictly enforced in a TCI, it may be impossible to maintain the number of electrons required for charge neutrality in certain geometries. To illustrate the simplest case in which this happens, consider the SSH model [62] , which has the Bloch Hamiltonian
This model has a reflection symmetry,
that protects two gapped phases separated by a gapless point at t 0 = t 1 . We consider this insulator with electrons occupying only the lowest energy band. At this filling, and with periodic boundary conditions, each unit cell has only one electron. To have a neutral insulator, each unit cell in the crystal has one positive ion with charge |e|. When we open the boundaries (with edge terminations that do not cut inside unit cells), on the other hand, the number of electrons is different at each phase. When t 0 > t 1 , h SSH (k) is in the trivial atomic limit and its Wannier centers are as shown in Fig. 4(a) . In the other phase, t 0 < t 1 , h SSH (k) is in an obstructed atomic limit with Wannier centers as shown in Fig. 4(b) . Notice that in the trivial phase there is charge neutrality: for N ions in the crystal (one per unit cell), there are N electrons and the configuration is reflection symmetric. On the other hand, in the obstructed atomic limit, charge neutrality is lost: for N ions, there are either N − 1 or N +1 electrons. Reflection symmetry in h SSH (k) guarantees pairwise degeneracies in the energies of the electronic states at the boundaries. Thus, raising the Fermi level can transition from N − 1 to N + 1 electrons, but not from N − 1 to N which would be needed for neutrality.
More generically, for a preserved crystalline symmetry that divides a lattice into n symmetry-related sectors, we can define a filling anomaly to be η = #ions − #electrons mod n.
Thus, in the case of reflection symmetry, which divides the lattice into left and right halves, the filling anomaly (defined modulo 2) captures the parity of charge imbalance. Reflection symmetry guarantees that any extra charge due to charge imbalance in the obstructed atomic limit is distributed equally among the two halves of the lattice. Thus, when the charge imbalance is odd we will have fractional charge e 2 modulo |e| in each sector. This happens for the obstructed atomic limit, which has a dipole moment of p = e 2 ; hence, the filling anomaly due to edges is a manifestation of the bulk-boundary correspondence for polarization.
We now extend the formulation of the filling anomaly to TCIs with dipole moments in two dimensions. Let us consider vertically aligned SSH chains having N y unit cells along y. We stack N x such chains along the xdirection as in h (2) 1d [ Fig. 2(f) ] to form a two-dimensional lattice with open boundaries along y. To avoid introducing corners, we impose periodic boundary conditions along x. The charge imbalance in the obstructed atomic limit will be N x . Following the analysis for the onedimensional case, we can define the charge density at each of the (upper or lower) halves of the lattice per unit cell along x by
where the denominator has a factor of 2 due to the two symmetry-related halves, and a factor of N x to determine the charge per unit length. The charge density in Eq. 7 captures the usual fractionalization of edge charge density due to a bulk polarization that is quantized under symmetries [6, 8, 10, 11] . It is useful to note that the filling mismatch associated with polarization scales with the system size along x, N x . The definition of charge density in Eq. 7 also provides us with a microscopic picture of charge fractionalization; in the extremely dimerized limits we are considering, the fractional boundary charge can be pictorially determined by counting the fraction of bulk Wannier orbitals that fall into the boundary unit cells modulo |e| (e.g., only half of a bulk Wannier orbital falls into the boundary unit cell in Fig. 4(b) , right). In previous work, the polarization components p i=1,2 (Eq. 1) of reflection or inversion symmetric TCIs were related to the inversion or reflection symmetry eigenvalues that the occupied states take at the HSPs [10, 11] . Extending this approach to C n symmetries [44] , the values of polarization in terms of the invariants of Eq. 4 (detailed in Appendix B) are
all of which are defined modulo e. These indices can be directly applied to our primitive generators to determine their polarizations. Furthermore, the surface charge theorem immediately relates the bulk polarization to a surface charge density and, for our C n protected TCIs, yields a quantized fractional charge per edge unit cell. The values of polarization for our primitive generators are indicated in Table I .
IV. Filling Anomaly and Charge Fractionalization: Corner Charge
When a TCI has two open edges that intersect to form a corner, a filling anomaly arising from the corner itself may occur. Let us first illustrate this property with an example. Consider Fig. 5 , which shows the Wannier centers of the C 4 -symmetric crystalline insulator with the Bloch Hamiltonian
This is an 8 band TCI formed by stacking the primitive generators h
1b and h
2c . γ c represents any C 4 symmetrypreserving couplings between the generators that do not close the energy band gap. We will enforce a global C 4 symmetry in the lattice of Fig. 5 , and consider the 4 quadrants -each having one corner -as our 4 symmetryrelated sectors. At to preserve C 4 symmetry: the configuration in Fig. 5 (b) preserves C 4 symmetry in the bulk, but not at the edges. This configuration, of course, is incompatible. Hence, we deform the edge electrons to procure the preservation of the overall C 4 -symmetry, as in Fig. 5(c) . We find, however, that C 4 -symmetry at the edges can be achieved only at the expense of breaking C 4 symmetry at the corners. To restore the overall C 4 symmetry, we need to cause a charge imbalance by either removing 3 electrons This argument holds for any other choice of deformation of the edges. We conclude that it is not possible to have any choice of Wannier center assignment that preserves charge neutrality and C 4 symmetry simultaneously. The filling anomaly in this case is η = 3 or η = −1, and only η mod 4 = 3 is well-defined (c.f. Eq. 6). Since by symmetry the charge has to be equally distributed over each of the 4 sectors, there has to be a total charge per sector modulo |e| of Q corner = 3|e| 4 . A plot of the charge density for this insulator (with added intra-cell hopping terms as detailed in Appendix E) is shown in Fig. 1(a) . There, we verify that each quadrant has a charge of 3|e| 4 , and that the charges in each quadrant exponentially localize at the corners of the lattice. A more rigorous demonstration of the exponential localization of the corner charge can be found in Appendix G.
TCIs with P = (0, 0) will have more edge states than the number of edge electrons needed for charge neutrality, with the number of extra edge states scaling with N . As a consequence, a neutral TCI with P = (0, 0) has electrons that delocalize along the boundary in a metallic state and, being gapless, the notion of a corner filling anomaly is lost. Only if P = (0, 0), will both the bulk and the edges be generically insulating (Appendix E shows this characteristic in the simulation of the Hamiltonian in Eq. 9) allowing for a well-defined corner filling anomaly, and consequently well-defined corner charges. Neutrality is then achieved only up to the corner filling anomaly (that does not scale with N ). Although each of the generators h (4) 1b and h (4) 2c has P = ( e 2 , e 2 ), the combined TCI in Eq. 9 has P = (0, 0), and therefore its edges are also insulating, leading to the well-defined corner charge of Fig 1(a) .
To generalize the properties illustrated in this example, consider a C n -symmetric TCI with vanishing polarization forming a lattice in the shape of a regular polygon having m corners, where m is a multiple of n. The vanishing polarization will ensure that all the bulk and edge energy bands below the Fermi level are completely filled. When the filling anomaly is zero, the TCI is neutral, but if it is not, there will be a charge imbalance that localizes at corners. In this second case, the C n symmetry of the lattice enforces the existence of at least one set of n-fold degenerate states localized at corners. Since the degenerate corner states can be above or below the Fermi level, the total charge imbalance is not unique. We can say at most that the amount number of charge robustly protected by the bulk phase is η modulo n (Eq. 6). This charge is distributed in equal parts in each of the symmetry-related sectors. Sectors subtended by an angle of 2π n rad in our lattices will then have a total (electronic and ionic) charge of
which is well-defined only modulo |e|. We more generically refer to sectors instead of corners because, depending on the chosen global geometry of the lattice, the charge on a single corner may not be quantized. For example, if a C 2 -(C 3 -) symmetric bulk Hamiltonian is put on a rectangular (hexagonal) lattice, only the sum of the charges in two adjacent corners will be fractionally quantized. Also, see Ref. 63 for a concrete example of an insulator that has zero filling anomaly and consequently zero total charge at each symmetry-related sector but nevertheless has small residual charges at each corner of opposite sign. Just as in the case of polarization, the corner filling anomaly comes from the bulk of the crystal. This allows us to also develop a microscopic picture that relates the corner fractional charge in a 2π n sector to the local distribution of Wannier centers around corner unit cells. In the extremely dimerized limits (as in the case of our generators, Figs. 2 and 3), the Wannier orbitals are cut in equal parts by the unit cell's boundaries. The fractional number of electrons in a 2π n sector (modulo 1) can then be obtained by counting the portion of bulk Wannier orbitals falling into the corner unit cells at that sector. Adding symmetry-preserving hopping terms to the Hamiltonian that take it away from the extremely dimerized limit can modify the distribution of Wannier centers in the lattice, with the most dramatic change happening at the corners, and the least change happening near the center of the lattice. This results in the spreading of the corner charge into the bulk with exponentially decreasing amplitude away from the corners (see Appendix G). The integrated charge over the 2π n sector, however, remains quantized.
This microscopic picture explains the lack of quantization at individual corners, -but the strict quantization over symmetry-related sectors -by taking into account the shape of the Wannier orbital. This is discussed in detail in Appendix F. Remarkably, this microscopic picture also stipulates the existence of particular cases of C 2 -symmetric TCIs that, when put in lattices with 4 corners, exhibit strict quantization of fractional charge at each individual corner. This is the case of generator h (6) 3c when put in a parallelogram lattice, as shown in Appendix F. Finally, the microscopic method allows us to assign fractional corner charge even in TCIs with non-vanishing polarization. These corner charges are not physically meaningful on their own, but their value is useful because they can result in well-defined corner charge in combination with other TCIs that make the total polarization vanish. We denote these ill-defined corner charges as nominal corner charge; i.e., they are corner charges in systems that also have a bulk polarization. These corner charge values will be useful for the construction of the index theorems for corner charge in Section V, but cannot be observed unless the polarization is ultimately removed.
V. Construction of the Topological Indices for Electronic Corner Charge
In Sections III and IV we saw that the fractionalization of edge and corner charges proceeds from a filling anomaly that is intimately related to the positions of the Wannier centers in C n -symmetric TCIs. Furthermore, we also saw that the fractional boundary electronic charges can be captured by inspection if we consider electronic configurations in the zero-correlation length limit because then the bulk Wannier centers are located at maximal Wyckoff positions of the lattice even with open boundary conditions.
In order to construct topological indices for the electronic corner charge (akin to those in Eq. 8 for edge charge), we first consider all possible Wannier configurations that respect C n -symmetry in the zero-correlation length limit. This is shown in Fig. 6 . The electronic edge and corner charge can then be derived from tors defined in Section II, allows us to then extract both the electronic edge and corner charges of each generator, which we will need to construct the topological indices for the quanta of charge at corners.
In what follows, we consider all minimal and inequivalent Wannier configurations given a C n crystalline symmetry (by minimal we mean that we will put only one Wannier orbital at each Wyckoff position). In edge charge along one pair of edges due to P = (0, e 2 ), but no corner charge. For C 6 -symmetric TCIs, there are two configurations, both having P = (0, 0), and consequently leading to a vanishing edge charge. At corners, however, the charge is fractionalized. The first configuration has two Wannier orbitals, one at Wyckoff positions b and another one at b [ Fig. 6(c) ]. This configuration
3 ) 0 TABLE I. Topological invariants, polarization P, and nominal electronic corner charge of the primitive generators that span the classifications of Cn-symmetric TCIs. The values of P = p1a1 + p2a2 are given in pairs (p1, p2). The unit lattice vectors are a1 =x, a2 =ŷ for C4 and C2-symmetric lattices, and a1 =x, a2 = 1 2x
for C3 and C6-symmetric lattices.
leads to corner charge in multiples of 3 ), respectively. Both configurations then give rise to the edge charge. At corners, however, the configuration with one Wannier orbital at Wyckoff position b does not have fractional charges, while the one having the Wannier orbital at c does. By these considerations, the nominal electronic corner charge for the primitive generators are found to be those in Table I. This information characterizes the corner properties of TCIs in class AI having additional C n symmetry, and hence allows us to build index theorems that determine the fractional electronic corner charge. This relies on the fact that for a Hamiltonian h
2 , (i) its boundary electronic charge is Q 3 = Q 1 + Q 2 (mod e), and (ii) its invariants are χ
2 . The index for the electronic corner charge of a C n -symmetric insulator is then given by a linear combination of the invariants that form the vector χ (n) . For example, C 4 -symmetric TCIs have three invariants. The electronic corner charge is given by
2 ]. To find the coefficients α i=1,2,3 , we solve for Q i = χ (4) ij α j , where Q i is ith element in the vector of corner charges formed by the last column in Table I , and χ Table I . This approach gives
2 ]) } C 4 symm.
1 ]) } C 2 symm.
all of which are defined modulo e. In the C n -symmetric classification, Q corner is a Z n topological index. We could refer to the indices in Eq. 11 as secondary topological indices because they require the primary topological index -the polarization P -to vanish in order to give a protected, corner-localized quantized feature.
As an example of the application of the indices in Eq. 11, let us return to the eight-band model considered above in Eq. 9, which has electronic corner charge of e 4 , and a total (electronic and ionic) charge density shown in Fig. 1(a) . By itself, the model h (4) 1b at 1 4 filling that forms one block of the eight band system has edge states owing to its P = ( e 2 , e 2 ) polarization. Not all the edge states can be occupied at this filling while preserving the symmetry, however, and the edge is generically metallic (see Appendix E for details). We can remove the polarization by the addition of h (4) 2c , the second block of the eight band model, which at 1 2 filling also has P = ( e 2 , e 2 ). Under any C 4 symmetry-preserving coupling terms γ c that keep the energy gap open, the primary index of the combined insulator (Eq. 9) at 3 8 filling is P = (0, 0), but its secondary index is Q corner = e 4 (first equation in Eq. 11). To confirm that this charge is generically stable, we add general random hopping terms to the Hamiltonian up to nearest-neighbor unit cells that preserve only TRS and C 4 symmetry and numerically verify that the e 4 electronic charge remains strictly quantized (see Appendix E). In contrast, if we add perturbations that break C 4 symmetry down to C 2 symmetry (C 2 symmetry keeps bulk polarization quantized to zero), the quantization of charge at each corner in the lattice is lost. However, the sum of electronic corner charge of two adjacent corners (i.e., in a region covering half the lattice) is e 2 , in agreement with the value predicted by the secondary index in the second equation of Eq. 11.
The indices in Eq. 11 can be used to generate other corner charges. The total (ionic and electronic) fractional charge of |e| 2 in Fig. 1(b) was obtained with a Hamiltonian deformable to h (4) 1b ⊕ h Fig. 1(c,d) were obtained by Hamiltonians deformable to h (6) 4b ⊕h (6) 3c at 7 12 filling and
TABLE II. Charge imbalance (upon removal of all boundary Wannier centers), filling anomaly η (Eq. 6) , and total sector charge Q (Eq. 10) for some models having vanishing bulk polarization. Calculations are assuming that Cn-symmetric Bloch Hamiltonians are put in Cn-symmetric lattices, respectively.
to h
2b ⊕h
2c at 2 3 filling, respectively. In all cases, the polarization of the Hamiltonians is P = (0, 0), and the electronic corner charge indices in Eq. 11 give
6 , and 2e 3 , respectively. The total charge density, which takes into account the ionic contributions, results in the fractional charges shown in Fig 1. Since the electronic charge fractionalization is a property of the bulk, a fast way to determine the filling anomaly is to remove all boundary Wannier centers in the lattice (e.g., removing all dimmed circles in Fig. 5 ). The resulting charge imbalance mod n then gives the filling anomaly. Table II shows the charge imbalance by removal of all boundary Wannier centers, filling anomalies, and total (electronic and ionic) corner charge values over 2π n spatial sectors for C n -symmetric TCIs used in the simulations in Fig. 1 .
VI. Fragile phases
The secondary indices in Eq. 11 were derived using a basis of primitive generators that admit Wannier representations. We chose that basis to make transparent the derivation of the indices. However, the indices themselves transcend the basis and indicate the fractionalization of electronic corner charge even in TCIs that are not Wannier-representable, for example, in fragile TCIs [40] . Unlike atomic insulators, fragile TCIs do not admit the construction of Wannier centers. However, they have the property that upon the addition of atomic TCIs, the combined system becomes Wannierrepresentable. We can write this relation as H AI2 ∼ H F T ⊕ H AI1 , where AI i=1,2 are atomic TCIs and F T is the fragile TCI. The electronic corner charges of these TCIs must then obey Q AI2 = Q F T + Q AI1 , which implies that, since both Q AI1 and Q AI2 are quantized, Q F T will also be quantized. Moreover, due to the algebraic structure of our classification [46, 47] , it follows that the classes of these TCIs in their C n classification obey χ
AI1 . The same algebraic structure stipulates that the secondary indices must obey
for the atomic TCIs we know that Q corner (χ
Thus, our indices in Eq. 11 correctly determine the quantization of electronic fractional charge in fragile phases. A concrete example of the corner charge in a fragile phase is shown in Appendix H for one of the phases described in the recent preprint of Ref. 64 . There, we (i) calculate the indices from a decomposition into atomic TCIs, (ii) directly evaluate the secondary index from the topological invariants of the fragile phase, and (iii) compare these results with numerical simulations.
VII. Disclinations
It is known that topological disclination defects that induce a curvature singularity in the lattice of C nsymmetric topological superconductors can trap Majorana bound states [46, 47] . Here, we find that these defects also trap fractional charges in TCIs. In Fig. 7 we show a disclination with a Frank angle of − 2π 6 rad in the primitive model h (6) 3c . Inducing such a disclination converts the hexagon of Fig. 3(d) into the pentagon of Fig. 7(a) . The five corners in the pentagon result in an overall corner charge of 5e 2 . Thus, the core of the disclination must trap a fractional charge of e 2 . Fig. 7(b) shows a plot of the charge density for the lattice in Fig. 7 (a) which indeed presents the expected charge distribution.
Generalizing this principle of charge conservation (mod |e|), our corner charge indices can be immediately used to generate indices for the fractional charge at the core of disclinations in a C n -symmetric insulator:
We also note that inducing this disclination disrupts the chiral symmetry in the primitive model h (6) 3c . Thus, although the pristine insulator has zero energy states localized at corners [19] , there are no such states at the core of the disclination. Despite this, the fractional charge trapped at the core of the defect is robustly quantized to 
VIII. Discussion and Conclusion
In this paper, we have studied charge fractionalization in C n -symmetric TCIs in class AI. In particular, we focused on the properties of a particular basis of primitive generators that allow a Wannier representation, and find an intimate relation between the existence of fractional corner charge and the positions of the Wannier centers in the bulk of the crystal. In certain geometries, some TCIs must violate charge neutrality to strictly preserve a global C n symmetry, a signature of a filling anomaly. The C n symmetry then ensures that the excess or deficit of integer electronic charge is equally distributed at each symmetry-related sector, possibly resulting in charge fractionalization. Furthermore, a microscopic picture was described that explains the localization of this charge at corners of the lattice. A complete characterization of the fractional corner properties in our generators then allowed us to build index theorems for the amount of fractional corner charge in terms of rotation topological invariants we constructed. Since the fractionalization of corner charge is ultimately related to the Wannier positions of the electrons within the crystal, we anticipate that the same principles derived in this study will lead to the characterization of corner charge in other classes of the ten-fold classification. However, deriving index theorems in these classes will not be as straightforward, as symmetry representations do not suffice to determine the Wannier positions in some of these classes [40] .
In practice, solid state TCIs with non-zero Q corner indices may prefer to be neutral. Despite the overall neutrality, we still expect the corner charges to be observable. The excess or deficit charge could be compensated for in several ways. In any realistic crystal, there will be impurities and, since the filling anomaly due to corners only indicates O(1) uncompensated charges, impurities could absorb the charges needed to realize neutrality. This will affect the corner charge at most by an integer when the impurity is localized very near the corner and thus the fractional part of the charge will be preserved. Another scenario for localized charges is in TCIs with mid-gap topological modes associated with the fractional charge. In these systems, the symmetry could be mildly broken explicitly or spontaneously, allowing for a ground state filling of the mid-gap modes that is globally neutral. Then, the corner charges will also be shifted by an integer and the fractional portion of the charge is undisturbed. If instead there are no mid-gap topological or impurity states, we could imagine that the overall excess charge at the corners can be compensated by an occupation/deoccupation of eigenstates in the conduction or valence bulk bands. The resulting effect is a near-to-quantized corner charge, with a bulk interior containing the opposite charge, as shown in Appendix I. The corrections to both the corner charge and the background bulk charge scale as O(1/N 2 ) for a lattice with N unit cells per side and thus closely approximate exact quantization in the thermodynamic limit.
While we expect there to be electronic material realizations of systems with fractional corner charges, we believe that the most straightforward realization of our models is in metamaterial systems. Since our classifications are for spinless systems that preserve time-reversal symmetry, the hopping terms in the Hamiltonian do not require any additional phase factors and can be engineered using only evanescently coupled modes. Thus, our generators can be easily implemented in a wide range of metamaterial platforms, as in the works in Refs. 19, 23, 24, 74-76. In these experiments, the expected corner properties were observed spectroscopically through the appearance of mid-gap corner modes. We find here that the true signature of fractionalization of corner charge is a bulk topological property of the subspace of occupied bands, and does not need to manifest as corner-localized mid-gap states. However, when a Bloch Hamiltonian h(k) has an additional chiral symmetry, Πh(k) = −h(k)Π, for some chiral operator Π, corner-localized zero energy states are concomitant to the electronic fractional charge e 2 , as in Ref. 19 . In the absence of mid-gap states, more sophisticated experiments, for example, exploring the spatial distribution of all the states in an energy band, can reveal the fractional signatures at corners even in metamaterials. Such experiments could easily explore the properties of disclinations as well by introducing such defects in resonator arrays or photonic crystals.
Acknowledgements. In this Section, we classify TCIs in class AI of the 10-fold classification [1] . Insulators in this class have timereversal symmetry (TRS) with a Bloch Hamiltonian satisfying
where Θ = K is the antiunitary time reversal operator, and K is complex conjugation. The operator obeys Θ 2 = 1. Preserving TRS leads to a vanishing Hall conductance, indicated by a vanishing Chern number, Ch = 0. In addition, crystalline symmetries expand the classification of topological phases. In particular, we focus on crystals preserving rotation symmetrŷ
wherer n is the n-fold rotation operator which obeyŝ r n n = 1 and R n is the n-fold rotation matrix acting on the momentum vector k. The rotation operator also obeys
At the high symmetry points (HSPs) of the BZ, Π (n) , i.e., at the points in the BZ that map back to themselves upon a rotation, R n Π (n) = Π (n) modulo a reciprocal lattice vector (Fig. S1 ), we have, from (S2),
Thus, the energy eigenstates at the HSPs can be chosen to be eigenstates of the rotation operator. Let us denote the eigenvalues ofr n at the HSP Π (n) as
as illustrated in Fig. S2 . The rotation eigenvalues at two HSPs of a given subspace of energy bands allows us to compare their representation. If different representations of a rotation symmetry exist between two HSPs of the BZ, the energy bands have non-trivial topology (we include non-trivial obstructed atomic limits in this definition of non-trivial topology). Accordingly, we use the rotation eigenvalues at two momenta, Π (n) and Γ = (0, 0), to define the inte- ger topological invariants
is the number of energy bands below the energy gap with eigenvalue Π (n) p . Not all these invariants are independent, however. First, rotation symmetry can force representations at certain HSPs to be the same. This is shown in Section A C. We will see that in C 4 -symmetric crystals, rotation symmetry forces the representations at X and X to be equal, while in C 6 -symmetric crystals, this symmetry forces equal representations at X, X , and X , as well as at K and K . Furthermore, there are redundancies in the invariants due to (i) the fact that the number of bands in consideration is constant across the BZ, from which it follows that
p ] = 0, and (ii) the existence of TRS in the TCIs, which implies that rotation eigenvalues are either real or they come in complex arXiv:1809.02142v2 [cond-mat.str-el] 12 Nov 2018 conjugate pairs, as shown in Section A D. To go over these constraints systematically, in what follows we first look at time-reversal symmetry, then rotation symmetry, and finally the interplay of the two of them. Using these constraints, we will then construct the complete set of invariants for each classification.
A Time-reversal symmetry
A time-reversal symmetric TCIs obeys
Here, Θ = K is the time reversal operator, which consists only on complex conjugation K. The operator obeys Θ 2 = 1. Acting on an energy eigenstate, we have
Thus, Θ |u n k is an eigenstate of h(−k) with energy n (k). This means that we can write the expansion
where
is the (unitary) sewing matrix. Using Eq. (S8), let us operate as follows
On the other hand, using the expansion in (S9), we have that
Comparing (S11) and (S12), it follows that
for every n. Furthermore, since the eigenstates form an orthonormal basis, the expression above implies that
for every m and n. This means that the sewing matrix V mn k only connects states at k and −k having the same energy. At the time-reversal invariant points (TRIP) of the Brillouin zone k = Γ, X, Y and M, the sewing matrix V mn k is block-diagonal in energy-degenerate states, and has values
(S15)
B Rotation symmetry
We proceed in a similar way as for time reversal symmetry. Rotation symmetry is expressed aŝ
Here,r is the n-fold rotation operator, which obeysr n = 1. Acting on an energy eigenstate, we have
Thus,r |u n k is an eigenstate of h(Rk) with energy n (k). We can then write the expansion
is the rotation sewing matrix. An analysis analogous as that in section A A leads to the following expression
for every m and n. This means that the sewing matrix B mn k only connects states at k and Rk having the same energy.
C Invariant points under rotation
Now we consider points k = Π such that
in the BZ. In C 4 -symmetric TCIs there are two 2-fold HSPs: X and X , and two 4-fold HSPs: M and Γ. In 
Thus, it is possible to choose a basis in which the energy eigenstates are also eigenstates of the rotation operator,
These eigenvalues take the form specified in Eq. (S5) and allow for the construction of the invariants in Eq. (S6). Now, we show that the rotation eigenvalues of HSPs that are related by symmetry are equal. Consider the rotation by an angle φ in a crystal with C 2π/φ symmetry. This rotation symmetry relates HSPs that are invariant under rotations by a larger angle θ = nφ, for n integer. Call these HSPs Π θ . Here, we are interested in knowing how the rotation eigenvalues of Π θ and R φ Π θ are related. In particular, this applies to two cases: (1) In C 6 symmetric crystals, φ = 2π/6. For θ 1 = 2π/3 = 2φ we have K = R φ K , while for θ 2 = π = 3φ we have
start by asking what we get from operatingr θ u n R φ Π θ . Since R φ Π θ is invariant underr θ , we havê
in an obvious notation. Now, since R φ Π θ and Π θ are related by C 2π/φ symmetry, we can expand
is the sewing matrix for r φ . Following an analysis similar to that of the previous two sections, we arrive at the expression
for all m and n. Now, the sewing matrix will have non-zero elements for equal energies at the two different points in the BZ R φ Π θ and Π θ . Thus, for m (R φ Π θ ) = n (Π θ ), we need r
, i.e., the rotation spectra at R φ Π θ and Π θ are equal. In particular we have the relations
This implies that the rotation invariants defined in Eq. (S6) obey
for all allowed values of p.
D Constraints on the rotation eigenvalues due to time-reversal symmetry
Finally, we look at the interplay between TRS and rotation symmetry. The two operators commute
Thus, on one hand we have
On the other we havê
In the last expression we have used the fact that R(−k) = −Rk. From these two expresions we conclude that
for all m, l. As noted earlier, of particular interest are the HSPs. At these points, B , that is, in energydegenerate states, the rotation eigenvalues can be complex, but have to come in complex conjugate pairs. As said before, these constraints follow for HSPs that are also TRIP. This is the case for all the HSPs except K and K , which map into each other under time-reversal.
(S35)
E Complete set of topological invariants
Due to rotation and time-reversal symmetries, the rotation invariants in Eq. (S6) must obey the relations in Eqs. S28 and S35. Additionally, due to the fact that the number of occupied bands is constant across the BZ, we have the constraint
Applying these three sets of constraints, the resulting topological classes of crystals with rotation symmetry C n are given by the indices χ (n) , as follows,
Appendix B Polarization and rotation symmetry
In this section, we review the quantization of polarization due to C n symmetry. We will then derive expressions of polarization in terms of the rotation invariants defined in Eq. (S37). A general discussion of the relation between point group symmetry and polarization can be found in Refs. 2 and 3. We follow closely the discussion in Ref. 2 and 3. 
).
A Quantization of polarization
We denote the lattice vectors in real space as a 1 , a 2 and the corresponding reciprocal lattice vectors in the k space as b 1 , b 2 . The reciprocal lattice vectors satisfy
Without loss of generality, we choose our lattice vectors and reciprocal lattice vectors for each symmetry to be those shown in Fig. S3 . The conventional modern definition of polarization per unit cell in 2D crystals is [4] 
where S is the area of the BZ, and A is the Berry connection, which has components 
where the determinant of the Jacobian matrix that transforms the variables of integration from dk x dk y to ds 1 ds 2 cancels the area of the BZ. We define the quantity
so that the projection of polarization along the reciprocal lattice vector b i is
In real space, we can express the polarization in terms of lattice vectors, P = (p 1 a 1 + p 2 a 2 ) modulo integer linear combinations of lattice vectors. Following Eq. (S38), the projection of P along the reciprocal lattice vector is
therefore,
Now we analyze the role of rotation symmetries. Under a rotation operationr n , the lattice vectors transform as a i = T ij n a j (in the following, we will assume the summation over repeated indices). The polarization becomes
If the model is C n -symmetric, the change in polarization after a C n rotation can only be multiples of lattice vectors
where n i ∈ Ze, i = 1, 2. Comparing Eq. (S44) and Eq. (S45), we find the constraints on the polarization due to rotation symmetry:
Without loss of generality, we choose the lattice vectors for C 2 and C 4 -symmetric TCIs to be a 1 = (1, 0), a 2 = (0, 1) [see Fig. S3(a) ], and for C 3 and C 6 symmetric TCIs to be a 1 = (1, 0), a 2 = ( . We summarize the transformation matrix T n for our choice of lattice vectors a 1 , a 2 under the C n rotations in Table. S1. Plugging the matrices T ji n in Eq. (S46), we can solve the polarization components p 1 , p 2 ,
Since p 1 , p 2 are defined modulo e, the constraints from above the equations imply that, with C 2 or C 4 symmetries, the polarization components p 1 , p 2 are quantized to be 0 or e 2 , while with C 3 symmetry, p 1 , p 2 are quantized to be 0, 3 . With C 6 symmetry, the polarization components are always 0 (mod e). Furthermore, with C 4 , C 3 symmetry, the difference of the two polarization components p 1 − p 2 is a multiple of the integer charge n 2 . Therefore, the two polarization components are the symm. same,
The quantization of the polarization means that with nontrivial polarization, the center of negative charges coincides with maximal Wyckoff positions in each unit cell, as shown in Fig. S4 . In C 4 -symmetric TCIs, the only allowed non-trivial polarization is ( e 2 , e 2 ), which corresponds to either one center of negative charge located at the maximal Wyckoff position b, or two centers located at the maximal Wyckoff positions c and c respectively. In C 2 -symmetric TCIs, due to the absence of the constraint p 1 = p 2 , the possible nontrivial polarizations can be ( 
B Polarization as a topological index
In this section, we will illustrate that the polarization behaves as a topological index. Stacking two models with polarization P 1 , P 2 results in an TCI with polarization P = P 1 + P 2 . In Fig. S5 (a) , we stack two C 4 -symmetric TCIs with polarization ( e 2 , e 2 ) (represented by the light and dimmed red circles) together. The green arrows with different opacity indicate the polarizations coming from different models. It is clear to see that the overall polarization has p 1 = p 2 = e and hence is trivial. Thus, the polarization P forms a Z 2 index for C 4 -symmetric TCIs. In Fig. S5 (b)[(c) ], we stack two C 2 -symmetric TCIs with polarization (
2 )] together, each of which has only one non-trivial polarization component. By stacking two such models, the overall polarization is also trivial. In Fig. S5 (d) , we show the stacking of two C 2 -symmetric TCIs with polarizations ( (d) , we see that each of the two polarization components p 1 , p 2 forms a Z 2 index independently. Therefore, the polarization P forms a Z 2 × Z 2 index for C 2 -symmetric TCIs. In Fig. S5 (e), we show stacking of a C 3 symmetric TCIs with polarization ( 3 ). The overall polarization becomes trivial. In Fig. S5 (f) , we stack three C 3 symmetric TCIs with polarization ( e 3 , e 3 ) together and the overall polarization also becomes trivial. Therefore, the polarization P for C 3 symmetric TCIs forms a Z 3 index.
C Relation between polarization and rotational topological invariants
We now show that the quantized polarizations can be written in terms of topological rotation invariants defined at the HSPs Π (n) . Consider a Bloch Hamiltonian h(k) satisfying the n−fold rotation symmetrŷ
wherer n and R n are the n−fold rotation operations that act on a Hamiltonian and a vector in k space, respectively. This rotation symmetry allows us to relate a rotated eigenstate of h(k),r n |u n k to an eigenstate at R n k with the same energy,
Therefore, we can expand the stater n |u n k in terms of the eigenstates u m Rnk at R n k,
where the summation over the repeated indices m is over the occupied subspace (we will assume the same summation rule for repeated band indices unless otherwise specified). In Eq. (S51), we defined the sewing matrix,
which connects the eigenstates at k with those at R n k.
Notice that the sewing matrix is periodic in k space
where G is a reciprocal lattice vector. Recalling Eq. (S41), by the chain rule we have
Therefore, the polarization component p i can be computed as,
For simplicity in notation, we used S = (s 1 , s 2 ) to indicate a point k = s 1 b 1 + s 2 b 2 in the BZ. Under a C n rotation, the reciprocal lattice vectors transform as
ij is a matrix element in the transformation matrix of the reciprocal lattice basis. Note that, in general, the transformation matrix T n for reciprocal lattice vectors is different from the transformation matrix T n for the lattice vectors and depends on the choice of lattice vectors. We summarize T n under each C n rota-tion for our choice of lattice vectors in Table S1 . Therefore, a k point transforms as 
Using the chain rule, the first term can be further calculated,
Compared with Eq. (S41), after the integral, the contribution from the first term in Eq. (S56) can be summarized as p j [T n ] ij . Using the identity
the integral of the second term over s i in Eq. (S56) is the phase difference of det[Br n ,S ] on the BZ boundaries, which is forced to be quantized in units of 2πi due to the periodicity of the sewing matrix [see Eq. (S53)]. Since the Chern number is vanishing in time-reversal symmetric TCIs, we can choose a smooth gauge for eigenstates across the entire BZ. Therefore, the phase of det[Br n ,S ] is continuous across the BZ. For a quantized value, continuity means the quantity must remain constant, otherwise, the discreteness breaks the continuity. As a result, the phase difference of det[Br n ,S ] between the BZ boundaries s i = 0, s i = 1 is a constant along s j . Therefore,
where 2iπq
is the phase difference of det[Br n ,S ] between k = s j b j and k = s j b j + b i . Combining the two terms together we have
Generally, one can solve Eq. (S60) for p 1 , p 2 if one knows the phase difference of det[Br n ,k ] at the BZ boundary:
where the boldface T , p, q represent the transformation matrix, and the column vectors (p 1 , p 2 ) T and (q 1 , q 2 ) T , respectively. Now we can solve for the polarization components for each symmetry. For C 2 symmetry, the transformation matrix of the lattice vectors under a counterclockwise rotation of 180
• is,
According to Eq. (S61), the polarization components are,
We can divide the integral in Eq. (S59) into two parts:
As argued before, q
does not depend on s j . We take s j = 1/2 in Eq (S59). The sewing matrix forr 2 rotation satisfies
Using this relation, the second term in Eq (S64) can be transformed into
From the second line to the last line, we used the periodicity of the sewing matrix: Br 2,(s1,s2) = Br 2,(s1+1,s2 +1) . Now the integral becomes
2 =2
Using Eq. (S68), the expressions for q (2) 1 and q
where we used the identity [Π
2 ] = 0. Using Eq. (S63), we can finally express the polarization components p 1 , p 2 of C 2 -symmetric TCIs in terms of the rotation invariants
For TCIs with C 4 symmetry, the polarization components satisfy the same expression since C 2 symmetry is naturally obeyed in such TCIs. However, we can further write the expression in terms of C 4 rotation invariants by using the relation, #Π
3 ,
For TCIs with C 3 symmetry, the transformation matrix is:
Solving for p 1 , p 2 we have
1 + q
2 ) 3
1 − q
2 ) 3 .
Let us denote the phase of det Br 3,k as
then upon a translation by a reciprocal lattice vector, we have
A particular choice of these phases at each HSP is shown in Fig. S6 . The sewing matrix for C 3 symmetry satisfies
where Fig. S6 into two parts,
Further simplifying Eq. (S77), we have
Plugging into Eq. (S68), we have
Using the relation between eigenvalues at K and K , #K 2 = #K 3 , #K 3 = #K 2 , #Γ 2 = #Γ 3 , we find that
Using the constraint from the conservation of number of bands across the BZ, [
, we rewrite the above equation in terms of the rotation invariants defined in Eq (S37),
Therefore, using Eq (S73), the polarization component p 2 is
Since the two components are the same up to multiple of e as shown in Eq. (S48), the polarization for C 3 symmetric TCIs can be expressed as
When an TCI has C 6 symmetry, we have the additional constraints #K i = #K i , i = 1, 2, 3. With the conservation of the number of bands [
i.e., the polarization is always vanishing in C 6 -symmetric TCIs. This result is also consistent with our earlier analysis (see Eq. (S47), where we have shown that the polarization components are always trivial integer values in C 6 symmetric TCIs).
Appendix C Tight-binding models for the primitive generators
In this section we provide detailed discussion of the tight-binding models that give rise to the primitive generators that span the classifications of TCIs with C n symmetry.
A Twofold and fourfold symmetry
The classification of time-reversal invariant TCIs with C 4 , C 2 symmetries is given by the topological indices
The lattice configuration from which the generator h
can be obtained is shown in Fig. S7(a) . It has four sites per unit cell, each of which has hoppings between neighboring sites along horizontal and vertical directions. We set the inter-cell hopping amplitude to 1 (from now on, we will set the inter-cell hopping amplitude to 1 unless otherwise noted) and the intra-cell hopping amplitude along the x(y) direction to t x (t y ). Using the basis for each site as labeled in Fig. S7 (a) , the Bloch Hamiltonian for this lattice is 
For generic values of t x , t y , this model is C 2 -symmetric. However, when t x = t y , the model is C 4 -symmetric. We call the C 4 -symmetric Hamiltonian
It obeysr 4 H
1 (R 4 k, t), wherê
and R 4 is the rotation operation rotates the crystal momenta by
The rotation operator obeysr 1 (k, t = 0.5) in Fig. S7 (c) . The second and third bands are degenerate at the Γ and M points. The degeneracy is protected by TRS and C 4 symmetry. When t x = t y , we lose the protection of the degeneracy at the Γ and M points, and the degeneracy moves to other points in the BZ. When either one of t x , t y approaches 1, the gaps at 1/4−filling and 3/4−filling close at the M point and a phase transition occurs. In Fig. S7(b) , we show the phase diagram for H (4) 1 (k, t x , t y ). Additionally, Fig. S7(b) shows the C 2 rotation invariants, the Wannier centers and the polarizations in each phase when the first band is occupied. When t x , t x > 1, the model has trivial rotation invariants, χ (2) = (0, 0, 0) and the polarization is zero. When t x , t y < 1, χ (2) = (−1, −1, 0) and the polarization is P = e 2 a 1 + e 2 a 2 and the Wannier center is located at the maximal Wyckoff position b. When either one of the intra-cell hopping amplitudes is larger than 1, the polarization component along that direction becomes trivial. For example, if t y > 1, t x < 1, the polarization is P = e 2 a 1 . In this case, the Wannier center is located at the Wyckoff position c. Similarly, the polarization for when t x > 1, t y < 1 is P = the diagonal line (the gray dotted line) in Fig. S7 (b) , t x = t y and the model is C 4 -symmetric. We show the phase diagram for H 4 (k, t) with the lowest band filled in Fig. S7 (d) . The phase with t x = t y < 1 belongs to class χ (4) = (−1, −1, 0). It has the polarization P = between the lower two bands at the Γ and M point is protected by C 4 symmetry and TRS. When t 0 = 1 the gap closes at the M point. When t 0 > 1, two gaps appear at A general model from which generator h
2c can be obtained is constructed by stacking two perpendicular SSH chains in horizontal and vertical directions as shown in Fig. S9(a) . It has four sites per unit cell, hoppings between neighboring unit cells in both vertical and horizontal directions and next nearest neighboring hoppings inside each unit cell. The corresponding Bloch Hamiltonian is 
With generic values of t x , t y this model is C 2 -symmetric. When t x = t y , this model is C 4 -symmetric. We call the C 4 -symmetric Hamiltonian H tor defined in Eq. (S87). The bulk spectrum is gapped at half filling as long as t x , t y = 1. We show the bulk spectrum for H (4) 3 (k, t = 0.5) in Fig. S9(c) . The degeneracy between the lower two bands at M, and the degeneracy between the upper two bands at Γ, are protected by C 4 symmetry and TRS. Once t x = t y , the degeneracy moves to other points in BZ. When t x = 1 (t y = 1) the gap closes along the BZ boundary XM (YM) and a phase transition occurs. In Fig. S9(b) , we show the phase diagram of H (4) 3 (k) with the lower two bands filled. When t x , t y > 1, the gap reopens at half-filling. Occupying the lower two bands, the rotation invariants are trivial, χ (4) 3 = (0, 0, 0). The phase with t x , t y < 1 has nontrivial polarization components in both directions, P = e 2 (a 1 + a 2 ), and two Wannier centers located at the Wyckoff positions c and d. As we increase the intra-cell hopping amplitude in one direction to be larger than 1, the polarization component in that direction becomes trivial. For example, a topological phase having t y > 1, t x < 1 has only one nontrivial polarization component, p 1 = e 2 , and one Wannier center located at the maximal Wyckoff position c, the other located at the unit cell center a. Along the diagonal gray dotted line in Fig. S9(b) , t x = t y and the model is C 4 -symmetric. The C 4 -symmetric phase with t x = t y < 1 belongs to class χ Fig. S10(a) , we show a lattice configuration from which the generator h (2) 1d can be obtained. Each unit cell contains two sites and only vertical hoppings between nearest neighboring sites exist. The Bloch Hamiltonian is
It is C 2 -symmetric, so that the Bloch Hamiltonian obeys
4 (−k), where the twofold rotation operator isr 2 = σ x . In Fig. S10(b) , we show the bulk energy spectrum for H (2) 2 (k, t 0 = 0.5). The bands are gapped as long as t 0 = 1. We show the phase diagram of H (2) 2 (k) with the lowest band filled in Fig. S10(c) . In the phase with t 0 < 1, the model has polarization P = e 2 a 2 and one Wannier center located at Wyckoff position d. We take the phase with P = e 2 a 2 to serve as the generator h 
B Threefold and sixfold symmetry
The classification of time reversal symmetric TCIs with C 6 and C 3 symmetry is given by the topological indices
respectively. For all models that we discuss in this section, we choose the lattice vectors to be
We show the spectrum of H
2 (k, t 0 = 0.5) in Fig. S12(b) . When t 0 < 1, the model is gapped at half filling, and belongs to class χ (6) = (2, 0). In this phase, it has three Wannier centers located at Wyckoff positions c, c , and c in each unit cell. We take this phase to serve as the gen- erator h (6) 3c for the C 6 symmetric classification [ Fig. 3(d) in the Main Text]. This phase has a degeneracy between the first and the second bands at the K and K , points as well as a degeneracy between the second and the third bands at Γ point. These degeneracies are protected by C 6 symmetry and TRS. At t 0 = 1, the gap closes at the Γ point. When t 0 > 1, the model is in the trivial phase, χ (6) = (0, 0).
The general models from which we can obtain the C 3 symmetric generators are built from the kagomè lattice. The configurations for two models are shown in Fig. S13(a),(b) . Both of them have three sites per unit cell and hoppings between nearest neighboring sites. The Bloch Hamiltonian for the configuration in Fig. S13(a) is
where a 3 = a 1 − a 2 . With the labeling of sites in Fig.S13(a), (b) , the counter clockwise C 3 rotation operator isr
It satisfiesr Fig. S13 (b) , we show the bulk energy spectrum for H (3) 1 (k, t 0 = 0.5). It is gapped at 2 3 -filling as long as t 0 = 1. The lowest two bands are degenerate at the Γ point and the degeneracy is protected by TRS since the eigenvalues ofr 3 come in a complex conjugate pair, and hence the two bands are forced to have the same energy by TRS. At t 0 = 1 the bulk gap closes at the K point and a phase transition occurs. In Fig. S13(d) , we show the phase diagram of H (3) 1 (k, t 0 = 0.5) with lowest two bands filled. When t 0 < 1, the model has nontrivial rotation invariants χ (3) = (1, −1). In this phase, the polarization is P = e 3 (a 1 + a 2 ) and two Wannier centers located at the Wyckoff position b. We take the χ The Bloch Hamiltonian for lattice configuration in Fig. S13(c) is
The rotation operator is the same as defined in Eq. (S96). The band structure and phase transitions for this model are the same as H
1 (k). However, its topological phase is characterized by different topological indices. In Fig. S13 (e), we show the phase diagram of H 
Appendix D Band representation for Wyckoff positions
Following the procedure in Ref. [5] , we induce the band representations for Wannier orbitals located at all maximal Wyckoff positions for each C n symmetry. By comparing these representations with those of our primitive generators, we verify that all of our generators are Wannier-representable.
A Fourfold and twofold symmetry
As shown in Fig. 2 of the Main Text, there are three maximal Wyckoff positions in the C 4 symmetric lattices, a (with multiplicity 1), b (with multiplicity 1) and c (with multiplicity 2). When breaking the C 4 symmetry down to C 2 symmetry, there are four maximal Wyckoff positions per unit cell, a (with multiplicity 1), b (with multiplicity 1), c (with multiplicity 1) and d (with multiplicity 1). We denote the orbital at a Wyckoff position x by x l , where l represents the angular momentum for that orbital. For a position x with its stabilizer group C n , the angular momentum is l = 0, . . . , n − 1. We summarize the results in Table. S2 and S3. From these tables we find that all generators can be decomposed into Wannier orbitals located at the maximal Wyckoff positions with positive Table 1 of the Main Text. However, this TCI has gapless edges at this filling. This can be seen in the density of states plot of Fig. S14(a) . Due to the existence of these metallic edges, the corner charge is ill-defined at this filling. To have well defined corner charges, the total polarization has to vanish. For that purpose, we stack the TCI H 
we require
Additionally, to preserve C 2 symmetry,
Finally, to impose C 4 symmetry,
we require Eq. (S105) in addition to
When the perturbation in Eq. (S103) preserves TRS and C 4 symmetry, the electronic corner charge remains quantized. However, when the perturbation breaks C 4 symmetry down to only C 2 symmetry, the quantization at each corner is lost. Fig. S15 shows an example of non-quantized corner charge when the coupling terms γ c break C 4 symmetry down to only C 2 symmetry, as shown in the inset of Fig. S15(a) . The charge density for this configuration is show in Fig. S15(b) for a fill- 1 (k) with the modified intra-cell hopping terms as shown in the inset. t1 and t2 are set to be 0.1 and 0.3 respectively, which breaks the C6 symmetry down to C3 symmetry. (b) Charge density for the same system at the filling of 4Nuc + 2. Each dot represents the charge density per one unit cell and the size of the dot is proportional to the absolute value of the net charge (total electronic charge subtracted by the background bulk electrons of 4e per unit cell).
ing of 3N uc − 3 states (here N uc is the number of unit cells in the lattice). The corner charge, arranged in a C 2 -symmetric pattern are not quantized at each corner. However, the charge over a half of the lattice [shaded area in Fig. S15(b) ], which contains two corners, is quantized to be 3e 2 . Another case in which corner charge is not quantized occurs if a hexagonal lattice (a lattice with six equal sectors subtended by 2π 6 rad) hosts a C 3 -symmetric Hamiltonian. An example of this is shown in Fig. S16 for H (6) 1 (k, t)[Eq. (S92)] with the intra-cell hopping terms being modified as illustrated in the inset of Fig. S16(a) : when t 1 = t 2 , the intra-cell hopping terms break C 6 symmetry down to C 3 symmetry. Fig. S16(a) shows the density of states for a filling of 4N uc + 2 states. The corresponding charge density is shown in Fig. S16(b) . The total extra charge of 2e localizes at the corners of the hexagonal lattice forming a C 3 -symmetric pattern. However, the sum of charge over a 2π 3 sector [shaded area in Fig. S16(b) ] is quantized to 2e 3 .
Appendix F Microscopic theory of the corner charge
In the Main Text, we saw that the existence of a filling anomaly can be extracted from the positions of the electrons within the unit cell in obstructed atomic limits. That lead to the conclusion that in a lattice with global C n symmetry that hosts a C m symmetric Hamiltonian, for n = 4, m = 4, 2 or n = 6, m = 6, 3, 2, the charge over sectors subtended by an angle of number of electrons that fall into it. Here, we elaborate on this idea to include the shape of the Wannier orbitals into this prescription. With this addition, it is possible to have a microscopic understanding of the situations in which C 2 and C 3 symmetries do not quantize charges at individual corners when embedded in lattices with global C 4 or C 6 symmetries (i.e. having 4 and 6 corners), respectively.
We start by studying the case of C 2 -symmetry. Fig. S17 shows two cases: one in which C 2 symmetry does not quantize the charge at individual corners and one in which it does. Notice that in both cases, the lattice has C 2 symmetry, and thus each half of the lattice will have charge quantization in multiples of e 2 . In Fig. S17(a) we have one electron at Wyckoff posi-tion b. We have drawn Wannier orbitals that reflect its C 2 symmetry. To count charge at a unit cell, we count the fraction of the electronic charge that falls inside that unit cell. Since the unit cells cut the Wannier orbitals in 4 quadrants, two opposite quadrants will have a charge of In Fig S17(b) we show the case of H The two examples in Fig. S17 lead to the conclusion that, in lattices with 4 corners, C 2 symmetry can quantize the charge at individual corners, but the quantization is not guaranteed by its mere presence. Microscopically, the lack of quantization can occur when unit cells in the lattice cut the Wannier orbitals in more parts than the number of symmetry-related sectors of the orbital.
We now apply the same criteria to C 3 symmetric TCIs. Consider stacking generators h (3) 2b and h (3) 2c (either of these generators separately do not have non-vanishing polarization). The bulk Hamiltonian is originally C 6 symmetric, but terms are added to break this symmetry down to only C 3 symmetry [For example, adding the intracell hopping terms as shown in the inset of Fig. S16(a) ]. Fig. S19(a) shows the Wannier orbitals for such a model on a hexagonal lattice. It has two electrons located at Wyckoff position b and two electrons located at Wyckoff position c. In the bulk, they are located at both Wyckoff positions b and c, while at the edge they prefer to occupy either Wyckoff position b or c. Without loss of generality, we choose the Wyckoff position b to illustrate how the breakdown of quantization at individual corners comes about. The contribution to corner charge comes from both bulk and edge Wannier orbitals. While bulk orbitals are cut in three parts, edge orbitals are cut only in two parts. Since only one edge Wannier orbital contributes to corner charge, these edge orbitals un-quantize the corner charge. The charge over two adjacent corners is quantized to 
Appendix G Localization of the fractional corner charge
In this section, we will take the model H
1 (k, t 0 ) [Eq. (S92)] as an example to show that the fractional charge is exponentially localized at the corner. We put the model on a finite hexagon with 7 unit cells on each edge. The decay of the fractional corner charge Q(r) should follow an exponential law Q(r) ∝ e −α|r| , where α is a constant that depends on the ratio between intracell hopping amplitude and inter-cell hopping amplitude t 0 (we have set the inter-cell hopping strength to be 1).
In the extremely dimerized limit, t 0 = 0, the fractional charge will be fully localized at the corner unit cell, hence α → ∞. When turning on the intra-cell hoppings, the electrons penetrate into the bulk from the corner unit cell due to the tunneling and α is a finite constant, i.e. as one increases t 0 , α decreases. In Fig. S20 (a) we show the contour plot of the charge density at Q = t 0 increases, the charge density spreads more and more into the bulk. In Fig. S20 (b) , we show the charge density along the dashed red line in Fig. S20 (a) in a log scale, log Q(r) ∝ −α |r|. The charge density of different hopping strength ratios linearly depends on the distance from the corner unit cell. Therefore, the fractional charge is indeed exponentially localized at the corner unit cell. 
For these values of rotation invariants, the secondary indices (Eq. 11 in the Main Text) indeed predict a corner charge of e 6 . We then numerically simulate this model on a finite hexagonal lattice. The resulting energy spectrum for the system with N uc unit cells is gapped at a filling of 6N uc + 1. In Fig. S21 , we show the total (ionic and electronic) charge density at that filling. Since the filling anomaly is −1, the integral of total charge density over each of the symmetry-related sectors is equal to − e 6 , matching the prediction of the secondary index.
Appendix I Charge density in neutral insulators
In this section, we discuss how charge distributes in a TCI with nontrivial corner charges if we enforce charge neutrality. We take the model in Eq. S102 as an example to show that the correction in charge density caused by enforcing neutrality is in the order of 1 L 2 , where L is the length of the lattice (in units of unit cells). As mentioned in Sec. E, the filling of the TCI in Eq. S102 in a square lattice is 3N uc − 3. This results in a charge imbalance due to a corner-induced filling anomaly. A neutral crystal, however, will fill the next 3 states in the valence band [see Fig. S22(a) ]. Comparing the charge density for the two different fillings [ Fig. S22(c,d) ], we verify that the corner charge persists, and is compensated by an overall charge of the opposite sign distributed across the bulk. As a result, the integral of charge density over a distance r -that is smaller than half of the length of one edge but larger than the correlation length-away from the corner or from the center of the bulk deviates from the same integral of charge at filling of 3N uc − 3 by a small amount, ∆Q. We then define the change in charge density at the corner dQ corner (or in the bulk, dQ corner ), by dividing the integrated charge deviation with the number of unit cells included. In Fig. S22(b) , we show the plot of dQ corner and dQ bulk as a function of 1 L 2 . Indeed, the deviation in charge density, both at the corner and in the bulk scales linearly with 1 L 2 , which is negligible in the thermodynamic limit. 
