Abstract-An innovative synthesis procedure to design sub-arrayed antennas affording multiple patterns is presented in this paper. The approach is based on an excitation matching procedure aimed at generating one optimal pattern and multiple compromises close as much as possible to user-defined reference beams. A suitable modification of the -means clustering algorithm integrated into a customized version of the contiguous partition method is used to efficiently sample the solution space looking for the best compromise excitations. A set of representative numerical results is reported to give some indications on the reliability, potentialities, and limitations of the proposed approach.
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I. INTRODUCTION
T HE synthesis of switchable multi-beam antennas has always received a great attention from the scientific community because of the wide range of applications. Multi-beam antennas constitute the radiating part of monopulse radar trackers [1] to determine the positions of moving targets from the information collected by two different patterns (i.e., a sum pattern and a difference one). Furthermore, cellular base stations and communication satellites are also equipped with antennas generating multiple radiation patterns [2] , [3] .
Typical configurations are based on reflector antennas equipped with a cluster of feeds generating multiple independent beams at different directions. The main limitations are the difficulty of generating low sidelobe patterns and the limited scanning capability. Other solutions based on lenses of Butler matrices have been considered, as well [4] . Nowadays, the use of arrays of (direct) radiating elements is preferred since they enable the direct control of the illumination on the aperture for beam forming, the electronic steering of the patterns, and a more compact antenna realization.
Several analytical methods have been developed to determine element excitations able to generate optimal sum patterns [5] - [7] , difference patterns [8] , [9] , and patterns with arbitrary shapes [10] , [11] . Unfortunately, the synthesis of a switchable antenna affording multiple optimal patterns implies the use of different and independent feeding networks. The total beamforming network (BFN) is usually characterized by a complex layout with a large number of active elements and high implementation costs. It is often more convenient to define compromise solutions with suitable trade-offs between costs and radiation performances. In this framework, a-priori fixed excitation amplitudes and optimized phase distributions [12] - [14] as well as partially-shared apertures [15] have been considered. Another alternative is the use of sub-arrayed antennas [4] . The elements of the array are grouped into clusters which are properly weighted to generate "best" compromise patterns. The price to pay for the simplification of BFN is an unavoidable reduction of the pattern performances [16] to be limited thanks to a careful design of the sub-arrayed network and an optimization of the sub-array weights. Different synthesis approaches have been proposed to generate a single compromise beam pattern [17] - [19] and the design of sum and difference patterns has been dealt with [20] - [26] , as well. In this latter, one pattern (typically the sum pattern) is generated by means of optimal excitations analytically-computed, while the difference beam is obtained throughout the sub-arrayed BFN.
As regards sum-difference compromises, excitation matching strategies [20] , [25] , approaches based on evolutionary algorithms [21] - [23] , [26] , and hybrid techniques [24] , [27] have been used. Of course, the sub-arraying strategy can be also extended to the synthesis of multi-beam antennas [29] , but such a potential has not been yet deeply investigated. By supposing the generation of patterns and exploiting the guidelines of [25] , once the excitations of the main pattern have been set through the primary feeding network, sub-arrayed transmission lines can be designed in a serial way [serial approach, - Fig. 1(a) ] to generate the sub-optimal beam patterns. Even if the number of active elements is reduced with respect to the complete BFN having independent transmission lines, the antenna manufacturing could still be impracticable or very complex due to the number of circuit crossing. The use of a common sub-array feed network can further simplify the complexity of the antenna design [parallel approach, - Fig. 1(b) ]. In such a case, the feed networks can be more easily implemented using microstrip technology by considering either single-layer or multi-layer design [28] as well as coaxial cables.
This paper deals with a synthesis method based on the parallel approach for the design of multi-beam antennas. More specifically, patterns are generated throughout a compromise BFN composed by a common sub-array architecture, whereas the sub-array weights are independently computed for each beam. Likewise [25] , the solution of the problem at hand is formulated as the definition of compromise patterns close as much as possible to reference beams by means of an excitation matching strategy.
The paper is organized as follows. In Section II, the problem is mathematically formulated and the adopted metric as well as the solution searching procedure are presented. The results of a set of representative experiments are reported in Section III to describe the synthesis process and to assess the effectiveness of the proposed method. Finally, some conclusions are drawn (Section IV).
II. MATHEMATICAL FORMULATION
Let us consider a uniform linear array of elements with inter-element distance . In order to generate different beams on the same antenna aperture, the sub-arraying technique [20] is considered. One pattern, called main pattern, is generated by means of a set of optimal real excitations . The other compromise patterns are obtained by aggregating the array elements into sub-arrays and assigning weights to each of them [ Fig. 1(b) ]. The sets of compromise real excitations , , are given by (1) where is an integer index that identifies the subarray membership of the th array element to the th sub-array. The whole sub-array configuration is mathematically described through the integer vector [23] . Moreover, is the weight coefficient of the th sub-array related to the th beam and is the Kronecker delta function ( if , otherwise) [25] . Following the guidelines of the optimal matching approach presented in [25] and here properly customized to the generation of multiple patterns, the problem is recast as the definition of the sub-array aggregation,
, and of sets of real subarray weights, , ,
such that the compromise excitations, , , are close (in the least square sense) as much as possible to sets of optimal and independent real excitations , , affording reference patterns [5] - [11] . The cost function that quantifies such a mismatch is given by (2) where and (3) By substituting (1) into (3) and after simple mathematical manipulations, it turns out that (4) As shown in [25] , once the sub-array configuration is set, the weights , , are defined as follows: (5) where , , are the reference weights [25] , namely those coefficients generating optimal patterns when using independent BFNs.
In order to optimize (2), let us first define reference vectors, , ,
Unlike [25] , where the Contiguous Partition Method (CPM) has been proposed to synthesize one compromise pattern ( ), we are now aimed at extending the CPM to deal with sub-optimal patterns ( -CPM). Unfortunately, the guidelines of [30] suitably exploited in [25] cannot be applied here since a sorting property for the reference vectors , does not exist. However, it is still expected that is obtained aggregating in the same sub-array those elements whose reference vectors , are closer in such that the values of the sub-array weights (5) are "good" approximations of the corresponding reference weights. Towards this aim, since is defined as the weighted (with weights , ) arithmetic mean of those , belonging to the th sub-array, the problem at hand is reformulated as "the search of the best grouping aggregating the reference vectors into disjoint sub-sets , ( ) such that their internal variances, computed as (4), are minima". State-of-the-art literature refers this problem as the unsupervised clustering problem [31] . Several techniques have been proposed to deal with it and the guidelines of the -means (here referred as -means) Clustering Algorithm [32] , [33] are considered hereinafter because of its convergence rate and the implementation simplicity. Starting from an initial grouping , the memberships of the vectors , to the different clusters are changed until their maximum internal variance (2) is minimized. More specifically, the proposed algorithm works as follows:
• (7) to obtain the set of translated reference vectors , , where [ Fig. 2(b) ]. Successively, the norms of the vectors , , are computed (8) and their values are sorted on a line [ Fig. 2(c) ] to determine the list (9) The initial sub-array configuration is obtained by randomly choosing cut points among the inter-element spaces of the list [ Fig. 2(d) 
where is the reference vector given by (12) and belonging to the subset , . If (11) holds true then the algorithm goes to Step 6. Otherwise, the Step 3 is repeated; • Step 6 -Aggregation Updating -The border element is aggregated to the subset (and to the corresponding sub-array) to obtain a new trial configuration . If , then (i.e., , ) and the Step 1 is iterated. Otherwise, the algorithm goes to Step 3.
III. NUMERICAL RESULTS
In this section, the results of representative simulations are reported to show the behavior of the -CPM synthesis process as well as the performances of the proposed approach. In order to provide quantitative information, the mainlobe beamwidth, , the position of the first pattern null, , and the peak sidelobe level, SLL, have been evaluated for the compromise patterns and compared to those of the reference ones. Furthermore, the matching indexes [25] (13) have been used to quantify the degree of matching with references. In (13) , and are the normalized th reference array pattern and that synthesized with the proposed approach, respectively. For comparative purposes, the solution synthesized with the serial implementation of the -CPM is given, as well.
A. Test 1 -Double-Sum and Difference Patterns Synthesis
Let us consider a linear array of with and the generation of three beams ( ). The main pattern excitations have been set to those of a Dolph-Chebyshev pattern [5] with , while the reference coefficients for the first compromise pattern, , and the second one, , have been chosen to afford a Zolotarev difference pattern [9] with and a Taylor sum pattern [7] with and , respectively. The number of sub-arrays has been set to . By virtue of the symmetries among the excitation coefficients, only half array has been involved in the synthesis process ( ). At the first step of the parallel -CPM, the reference vectors (6) are computed. Since all the terms are positive, it follows that
. The values of the reference vectors and their norms (8) are reported in Table I . Starting from the initial randomly-chosen configuration equal to , the clustering is iteratively updated. The evolution of the sub-array aggregations is shown in Fig. 3 [ - Fig. 3(a) ; - Fig. 3(b) ; - Fig. 3 (c) and - Fig. 3(d) ]. The corresponding patterns are reported in Fig. 4 ( -first row; -second row). It is worth noting that the initial aggregation leads to a compromise difference beam far from the target [ Fig. 4(a) ], whereas the second beam is close to the corresponding reference one [ Fig. 4(b) ]. Such a situation is confirmed by the values of the cost function and in Fig. 5 . At the convergence ( ), the trade-off solution shown in Fig. 4(g)-(h) is obtained. The synthesized patterns identified by the label " " are shown in Fig. 6 (a) ( ) and Fig. 6(c) ( ) along with the solution from the serial implementation of the CPM (line " "). The corresponding HW layouts are also given in Fig. 6(b) and (d) , as well. For completeness, the sub-array configurations and weights are listed in Table II , whereas the values of the pattern indexes are reported in Table III . As it can be observed, both implementations do not exactly match the reference difference pattern [ Fig. 6 (a) - Table III (Pattern 1)] , while a good fitting is achieved in correspondence with the pattern . Moreover, the same compromise difference beam ( ) is generated by the two -CPM architectures, while the pattern matching for the sum beam [ Fig. 6(c) ] slightly worsens with the parallel solution against a significant reduction of the circuit complexity vs. , being the crossing count in the BFN).
In order to assess the reliability of the proposed strategy, Fig. 7 gives some indications on the asymptotic behavior of the method performances. More specifically, the values of and [ Fig. 7(a) ] and of the indexes and [ Fig. 7(b) ] versus are reported for both implementations. As expected, the plots present a monotonic decreasing behavior and when . As regards the multiple beams in Fig. 6 ( ), it is worth noting that the compromise pattern synthesized through the matching of the Taylor excitations is quite similar to the main pattern [ Fig. 6(c) ]. To better test the potentialities of proposed approach, a Dolph-Chebyshev pattern [5] with has been then selected as main beam, while the reference excitations for the compromise patterns are equal to those of the previous case. Fig. 8 shows the solutions synthesized with the proposed method. The features of the compromise beams are close to those of the previous case (Table III) confirming the effectiveness of the proposed excitation matching strategy.
B. Test 2 -Flat Top, Sum and Difference Patterns Synthesis
The second example deals with the synthesis of a linear array with elements ( ) generating a flat-topped main beam and two compromise patterns. The flat-topped pattern is characterized by ripples within the main lobe region of amplitude and . It is afforded by a set of symmetrical real excitations available in [10] . The reference excitations for the first and the second sub-arrayed beams have been chosen to generate a Zolotarev pattern [9] with and a Dolph-Chebyshev pattern [5] with . The reference excitations are given in Table IV (rows 2-4). The number of sub-arrays has been set to . The final aggregations and the corresponding weights synthesized with the proposed parallel -CPM approach are , , and , respectively. In this case, the same result is obtained by the serial approach as confirmed by the value of the cost function as well as from the matching indexes (Table V) . The convergence patterns are shown in Fig. 9 along with the layouts of both architectures ( vs. ). As far as the pattern performance is concerned (Table V) [deg] vs.
[deg]. As for arrays of direct radiating elements able to generate both narrow-beam and shaped-beam patterns, solutions based on Butler matrices have been also considered [28] . Likewise the proposed method, Butler matrices are suitable for narrow bandwidth systems, but they generate symmetrical orthogonal beams of the same shape as many as the number of array elements to be properly combined to synthesize shaped beams [2] . When using Butler matrices, the number of active elements (i.e., phase shifters, attenuators/amplifiers) of the BFN grows proportionally with the number of radiating elements. On the contrary, the proposed method allows one to generate an arbitrary number Main beam set to a Dolph-Chebyshev pattern with SLL = 040 dB [5] .
of patterns of different shapes with a BFN complexity growing as the number of sub-arrays, usually much lower than the total number of elements especially in large arrays. To better and further point out the effectiveness of the proposed method in reducing the BFN complexity, the synthesis of large sub-arrayed arrays providing multiple beams is then addressed.
C. Test 3 -Large Array Synthesis
The last test case is concerned with the synthesis of a large linear array having elements ( ) with a compromise feed network of sub-arrays. The main pattern has been set to a Taylor pattern with and [7] . Two reference difference patterns have been chosen, namely a modified Zolotarev pattern with and
[34] and a difference pattern providing maximum directivity whose excitations have been computed as proposed in [35] .
The sub-array configuration and the corresponding weights synthesized with the -CPM approaches are reported in Table VI . A pictorial representation of the element aggregation in the reference vector space is shown in Fig. 10 where the membership to the sub-arrays is indicated by means of different point styles . As expected, the searching procedure is able to aggregate in the same sub-array the array elements whose reference vectors are closer by minimizing the internal variance of the clusters. In Fig. 11 , the patterns radiated by the parallel -CPM solution are shown. For the sake of clarity, only the envelopes are plotted. 1 Fig . 12 compares the -CPM patterns with the reference ones in correspondence with [ Fig. 12(a) ] and [ Fig. 12(b) ], respectively. As it can be observed, the parallel solution gets worse than the serial implementation dealing with the difference pattern ( - Table VII ) when the matching with the reference one is also not very accurate [ Fig. 12(a) ] especially outside the angular region close to the mainlobe (i.e., ). On the other hand, it is worthwhile to notice the strong reduction of the layout complexity obtained with the parallel architecture since vs. . As regards [ Fig. 12(b) ], both -CPM patterns have the same pattern features of the reference beam (i.e., and
[deg]) even though the maximum directivity slightly reduces ( vs. ). As far as the computational burden is concerned, Table VIII summarizes the main issues:
(dimension of the solution space), (number of iterations), (number of cost function evaluations), and (CPU time). Despite the wide dimension of the solution space with admissible alternatives, the process for defining the layout takes just and it requires cost function evaluations performed in only [sec] . In such a case, the extra computation time with respect to the serial implementation ( ) is mainly related to the sorting process of the reference vectors.
IV. CONCLUSIONS In this paper, an innovative approach for the synthesis of multiple-beam sub-arrayed antennas has been presented. The solution procedure is based on an excitation matching algorithm aimed at defining an optimal pattern through a set of independent excitations and synthesizing multiple compromise beams by using a common sub-array feed network and independent sub-array weights for each pattern. A fast searching procedure exploiting a suitable integration of the CPM with a customized 
