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Introduccio´n
El objetivo principal de este trabajo es la aplicacio´n del formalismo geome´trico de la Meca´nica
Cua´ntica al estudio de la dina´mica de un tipo particular de sistemas, que reciben el nombre de
sistemas abiertos. A la exposicio´n de las caracter´ısticas fundamentales de los mismos dedicamos
el primer cap´ıtulo de esta memoria. El estudio de este tipo de sistemas esta´ a la orden del
d´ıa debido a que es en este marco donde podemos entender procesos como la decoherencia,
cuya comprensio´n es necesaria para avanzar en a´mbitos como la informacio´n o la computacio´n
cua´nticas.
Para llevar a cabo esta labor, proponemos un acercamiento distinto al habitualmente empleado,
por medio de un formalismo matema´tico alternativo basado en la geometr´ıa diferencial. En el
cap´ıtulo segundo se expone el proceso de cambio de formalismo, y se muestra la aplicacio´n directa
al problema de los sistemas abiertos, llevando la evolucio´n dina´mica del espacio de matrices
densidad al espacio de tensores. Estos tensores codifican estructuras como el conmutador de
matrices, lo que nos permite observar la transicio´n de cua´ntico a cla´sico de un sistema sometido
a decoherencia al perderse la no conmutatividad de algunos de sus observables.
El tercer cap´ıtulo esta´ dedicado a la presentacio´n de algunos ejemplos de aplicacio´n del nuevo
me´todo propuesto, y a la obtencio´n de un resultado que establece el a´mbito de aplicacio´n del
mismo para un sistema y una dina´mica particulares.
En esta memoria se han incluido dos ape´ndices. El primero de ellos presenta, por completitud,
el formalismo geome´trico de la Meca´nica Cua´ntica en la imagen de Schro¨dinger, y co´mo se
integra con el que hemos presentado en la memoria. Ninguno de los contenidos del mismo es
necesario para la comprensio´n del presente trabajo. El segundo ape´ndice pretende ser una ayuda
sobre alguno de los conceptos matema´ticos que empleamos en la memoria para el lector poco
familiarizado con ellos, a quien animamos a referirse al mismo en caso de necesidad durante su
lectura.
Sistemas abiertos
Cap´ıtulo 1
Formalismo geome´trico
Cap´ıtulo 2
Dina´mica de tensores Ejemplos
Cap´ıtulo 2 Cap´ıtulo 3
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Cap´ıtulo 1
Sistemas abiertos
En este cap´ıtulo explicamos los conceptos ba´sicos de los sistemas abiertos en Meca´nica Cua´ntica
tal y como se conocen hoy en d´ıa. Nuestro objetivo es llegar a la forma general de la dina´mica
en un sistema abierto bajo la hipo´tesis simplificadora de que es markoviano, con el fin de aplicar
dicho resultado en la parte central de este trabajo.
1.1. Evolucio´n temporal en sistemas cua´nticos
Consideremos un sistema cua´ntico formado por dos subsistemas S y R, con espacios de estados
asociados HS y HR. El espacio de estados del sistema global viene dado por el producto tensorial
de los espacios de los subsistemas:
H = HS ⊗HR
En lo que sigue asumiremos que dimH < ∞. Supongamos que dicho sistema esta´ cerrado, es
decir, no intercambia informacio´n con ningu´n otro sistema. En este caso, los postulados de la
Meca´nica Cua´ntica nos dicen que la evolucio´n de un estado |ψ〉 ∈ H viene dada por la ecuacio´n
de Schro¨dinger (tomando ~ = 1)
∂|ψ(t)〉
∂t
= −iH(t)|ψ(t)〉
donde H(t) es el operador hamiltoniano. Gracias a la linealidad de esta ecuacio´n, podemos
definir un operador evolucio´n temporal U(t, t0) que aplicado al estado inicial |ψ(t0)〉 de´
como resultado el estado a tiempo t, |ψ(t)〉 = U(t, t0)|ψ(t0)〉. De la ecuacio´n de Schro¨dinger se
sigue adema´s que U(t, t0) es un operador unitario. En el caso en que H sea independiente del
tiempo1, podemos dar la siguiente expresio´n del operador evolucio´n temporal:
U(t− t0) ≡ U(t, t0) = e−i(t−t0)H
En muchas ocasiones nos interesa trabajar con estados mezcla, codificados por una matriz
densidad ρ, que cumple las siguientes tres condiciones:
1Si por el contrario H dependiera de t, la expresio´n se vuelve un poco ma´s complicada puesto que hay que
introducir la exponencial ordenada temporalmente:
U(t, t0) = T e−i
∫ t
t0
dsH(s)
4
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Es hermı´tica: ρ† = ρ
Es definida positiva: 〈ψ|ρ|ψ〉 ≥ 0 ∀|ψ〉 ∈ H
Su traza es igual a la unidad: tr ρ = 1.
Denotamos por D(H) el espacio de matrices densidad sobre H. Por ejemplo, en un sistema de
dos niveles (qubit), toda matriz densidad es de la forma ρ = 12
(
1 +
∑3
i=1 xiσi
)
con {σi}3i=1 las
matrices de Pauli y x21 +x
2
2 +x
2
3 ≤ 1, pues la pureza del estado P = tr (ρ2) = 12(1 +x21 +x22 +x23)
ha de cumplir P ≤ 1. D(H) se puede representar por tanto como una esfera de radio unidad en
R3 llamada esfera de Bloch, dada por la inecuacio´n x21 + x22 + x23 ≤ 1. Para P = 1 obtenemos los
estados puros (ρ de rango 1, superficie de la esfera), y para P < 1 los estados mezcla (ρ de rango
mayor que 1, interior de la esfera), hasta el estado ma´ximamente mezclado P = 12 (ρ =
1
21,
centro de la esfera).
Se puede comprobar que el valor esperado de un observable sobre un estado representado por la
matriz densidad ρ viene dado por
〈A〉 = tr (ρA)
Dada una base ortonormal {|ψk〉} de H, toda matriz densidad asume la forma:
ρ =
∑
k
wk|ψk〉〈ψk|
con wk ≥ 0,
∑
k wk = 1. A partir de esta expresio´n se prueba fa´cilmente que la evolucio´n
temporal de ρ viene dada por la ecuacio´n de von Neumann:
∂ρ(t)
∂t
= −i[H(t), ρ(t)] =⇒ ρ(t) = U(t, t0)ρ(t0)U †(t, t0) (1.1)
E´ste es el marco habitual en el que se formula la Meca´nica Cua´ntica de los sistemas cerrados
o aislados. No obstante, en muchas ocasiones nos interesa centrarnos en la dina´mica de uno
so´lo de los subsistemas S,R. Podemos encontrarnos con que la dina´mica del sistema global sea
excesivamente complicada, como ocurre si tomamos S como un sistema f´ısico que interactu´a
con un entorno R muy complejo o con muchos grados de libertad. En este tipo de situaciones
podemos considerar la matriz densidad reducida ρS ∈ D(HS) inducida por un estado global
ρ ∈ D(H), y que viene dada por la operacio´n de traza parcial:
ρS = trR ρ =
∑
k
〈ψRk |ρ|ψRk 〉
con {ψRk } una base de Hilbert del espacioHR. De esta manera, somos capaces de realizar medidas,
y en general de trabajar sobre S directamente, sin considerar el estado global del sistema. Por
ejemplo, si A es un observable de HS , su valor esperado en el estado ρ sera´
〈A〉 = tr(AρS) = tr{(A⊗ I)ρ}
La dina´mica de este ρS tomara´ ahora el aspecto
ρS(t) = trR{U(t, t0)ρ(t0)U †(t, t0)} (1.2)
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y si los subsistemas S y R esta´n en interaccio´n, en general no podremos obtener de (1.2) una
evolucio´n unitaria2 como (1.1) para ρS . Nos enfrentamos pues a la evolucio´n temporal de un
sistema abierto, que no obedece las reglas habituales, y permite, por ejemplo que el rango
de la matriz densidad aumente y en general la pureza P de nuestro sistema disminuya con el
tiempo (decoherencia), cuando ambos eran invariantes bajo una dina´mica unitaria.
1.2. Aplicaciones dina´micas universales
La ecuacio´n (1.2) nos da la evolucio´n temporal de la matriz densidad reducida. Nos gustar´ıa
por tanto escribirla como una aplicacio´n dina´mica que nos permita hacer evolucionar un cierto
estado ρ ∈ D(HS) de un tiempo t0 a un tiempo t, de la siguiente manera:
E(t,t0) (ρ(t0)) = ρ(t)
Por supuesto, no todas las posibles aplicaciones dina´micas E son admisibles como verdaderas
evoluciones f´ısicas. Las que lo son reciben el nombre de aplicaciones dina´micas universa-
les3, o UDM por sus siglas en ingle´s [20]. El calificativo universal hace referencia a que estas
aplicaciones se pueden definir con independencia de la matriz densidad a la que se apliquen,
algo muy deseable si han de representar una evolucio´n f´ısica. En lo que sigue veremos que´ tipo
de aplicaciones son las UDM.
Una primera caracterizacio´n que podemos dar de una UDM es la siguiente: fijemos un estado
ρR ∈ D(HR). E´ste puede ser un estado de referencia del sistema, por ejemplo un estado de
equilibrio te´rmico. Una vez escogido ρR, construimos el estado separable
4 ρS(t0) ⊗ ρR para
cualquier matriz densidad inicial ρS(t0) y definimos
E(t,t0)[ρS(t0)] = trR {U(t, t0)[ρS(t0)⊗ ρR]U †(t, t0)} (1.3)
Una evolucio´n de este tipo puede escribirse u´nicamente en te´rminos de operadores que actu´an
sobre matrices densidad de D(HS)[2]. Basta emplear la descomposicio´n espectral de nuestro
estado de referencia:
ρR =
∑
n
λn|φn〉〈φn| (1.4)
y combinando (1.3) y (1.4) obtenemos:
E(t,t0)[ρS(t0)] =
∑
nm
Knm(t, t0)ρS(t0)Knm(t, t0)
† (1.5)
donde
Knm(t, t0) =
√
λm trR {|φm〉〈φn|U(t, t0)}
Aunando los dos ı´ndices en uno solo, n,m → α, (no´tese que a lo sumo dicho ı´ndice habra´ de
tomar N2 valores, donde N es la dimensio´n del espacio R) concluimos que toda UDM se puede
2Esto s´ı ser´ıa posible si el operador de evolucio´n factorizase como U(t, t0) = US(t, t0) ⊗ UR(t, t0), pero en
general no sera´ el caso.
3Segu´n la referencia consultada, el lector puede encontrar otras nomenclaturas como aplicacio´n dina´mica
cua´ntica u operacio´n cua´ntica, esto u´ltimo sobre todo en el a´mbito de la computacio´n.
4Es razonable asumir que, cuando el sistema ha sido preparado, e´ste comienza su evolucio´n en un estado
separable.
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escribir de la siguiente forma general, ma´s co´moda en te´rminos operativos (representacio´n de
Kraus):
ρS(t) =
∑
α
Kα(t, t0)ρS(t0)Kα(t, t0)
† con
∑
α
K†α(t, t0)Kα(t, t0) = 1 (1.6)
Podemos comprobar sobre esta forma general que en efecto el resultado de hacer evolucionar una
matriz densidad mediante una UDM es asimismo una matriz densidad, requisito indispensable
si queremos que todo tenga un sentido f´ısico. Efectivamente tenemos:
ρ(t) es hermı´tica:
ρ(t)† =
∑
α
(Kα(t, t0)ρ(t0)Kα(t, t0)
†)† =
∑
α
Kα(t, t0)ρ(t0)Kα(t, t0)
† = ρ(t)
ρ(t) es definida positiva pues lo es cada uno de los sumandos Kα(t, t0)ρ(t0)Kα(t, t0)
†
〈ψ|Kα(t, t0)ρ(t0)Kα(t, t0)†|ψ〉 = (Kα(t, t0)†|ψ〉)†ρ(t0)(Kα(t, t0)†|ψ〉 ≥ 0 ∀|ψ〉 ∈ H
Y su traza es igual a la unidad gracias a la condicio´n sobre los operadores Kα(t, t0):
tr ρ(t) = tr
(∑
α
Kα(t, t0)ρ(t0)Kα(t, t0)
†
)
=
∑
α
tr (Kα(t, t0)ρ(t0)Kα(t, t0)
†) =
= tr
{(∑
α
Kα(t, t0)
†Kα(t, t0)
)
ρ(t0)
}
= tr ρ(t0) = 1
1.2.1. Aplicaciones completamente positivas
Definicio´n 1.1. Una aplicacio´n lineal F : V 7−→ V es completamente positiva si
F ⊗ 1 : V ⊗W 7−→ V ⊗W
es positiva independientemente del espacio W , y en particular de su dimensio´n5.
Una caracterizacio´n de gran relevancia de las UDM es la siguiente [20]:
Una UDM es una aplicacio´n lineal completamente positiva que preserva la traza.
Veamos que´ significa la propiedad de ser completamente positiva y por que´ es importante (de
hecho imprescindible) desde un punto de vista f´ısico. Supongamos que contamos en nuestro
sistema con un tercer subsistema W , adema´s de los dos con los que venimos tratando. Asumamos
tambie´n que dicho subsistema no interactu´a con ninguno de los otros dos, de modo que sigue
su evolucio´n unitaria UW (t, t0) de forma totalmente independiente de los otros subsistemas. Nos
centramos en el subsistema SW , que suponemos parte de un estado inicial ρSW (t0). Su dina´mica
vendra´ dada, por ser S y W independientes, por el producto tensorial de las dina´micas de los
dos subsistemas: la evolucio´n unitaria de W , UW(t,t0) y la ma´s general UDM de S:
ρSW (t) = E(t,t0) ⊗ UW(t,t0)[ρSW (t0)]
5Precisando la dimensio´n de W se define el concepto de n-positividad: F sera´ n-positiva cuando F ⊗ 1n sea
positiva. En dimensio´n finita F es completamente positiva si es n-positiva para todo n.
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Como al fin y al cabo lo que acabamos de dar no es sino la dina´mica reducida de un subsistema
SW que interactu´a con otra parte del sistema global R, aunque so´lo sea a trave´s de S, la
evolucio´n ha de venir dada forzosamente por una UDM, con lo que concluimos
E(t,t0) es una UDM =⇒ E(t,t0) ⊗ UW(t,t0) es una UDM
donde UW(t,t0) es una dina´mica unitaria. En particular, pues, E(t,t0) ⊗UW(t,t0) habra´ de preservar la
positividad de las matrices densidad. Puesto que podemos factorizar
E(t,t0) ⊗ UW(t,t0) = (E(t,t0) ⊗ 1)(1⊗ UW(t,t0))
y el factor (1 ⊗ UW(t,t0)) es unitario (y por lo tanto positivo), la exigencia recae sobre el otro
factor, y nos queda que E(t,t0) es completamente positiva. Se puede demostrar que la condicio´n
de ser completamente positiva es ma´s fuerte que la de ser u´nicamente positiva, es decir, no
toda aplicacio´n lineal positiva es completamente positiva6. El teorema de representacio´n de
aplicaciones completamente positivas, que conecta esta caracterizacio´n con la que hemos dado
previamente fue demostrado por Karl Kraus [15].
1.3. Markovianidad y semigrupos
La dina´mica de los sistemas abiertos no resultar´ıa tan interesante de no poseer ciertas carac-
ter´ısticas que la diferencian dra´sticamente de la evolucio´n en sistemas cerrados. De ellas una
de las ma´s relevantes es que, en general, una UDM no sera´ reversible. Recordemos que en un
sistema cerrado, la familia de operadores de evolucio´n adquiere estructura de grupo, donde to-
dos los elementos son invertibles. En el caso ma´s sencillo, en el que H no depende del tiempo,
U(t) = e−iHt tiene por inversa U(−t) = eiHt. La situacio´n, sin embargo, es bien distinta para
sistemas abiertos. Dada una UDM E(t0,t), cabr´ıa preguntarse si existe otra UDM que actu´e de
inversa de la primera, como acabamos de ver que ocurre para la evolucio´n unitaria:
E(t0,t) = E−1(t,t0)
La respuesta a esta pregunta es en general negativa y la da el siguiente teorema cuya demostra-
cio´n podemos ver en [20]:
Teorema. Una UDM posee una UDM inversa si y so´lo si se trata de una UDM unitaria.
As´ı pues, los sistemas abiertos pierden la propiedad de reversibilidad temporal en tanto en cuanto
su evolucio´n deja de ser unitaria. Esto implica que la familia de operadores E(t,s) ya no podra´
dar lugar a un grupo, sino como mucho a un semigrupo o familia de evolucio´n, como veremos
enseguida.
1.3.1. Evolucio´n markoviana
En te´rminos poco te´cnicos se suele describir una evolucio´n markoviana como aque´lla que “carece
de memoria”, es decir, aque´lla que so´lo se ve afectada por el estado actual del sistema, y no por
6El lector curioso puede encontrar un ejemplo (trasposicio´n de un qubit) en [19].
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toda la historia de evolucio´n del mismo. En el caso de una UDM, diremos que e´sta es markoviana
si admite la ley de composicio´n
E(t,t0) = E(t,t1)E(t1,t0) (1.7)
para todo tiempo t1 intermedio. La falta de memoria se traduce una ecuacio´n diferencial de
primer orden para la matriz densidad:
dρ(t)
dt
= l´ım
h→0
ρ(t+ h)− ρ(t)
h
= l´ım
h→0
(E(t+h,t) − I)ρ(t)
h
= L(t)ρ(t) (1.8)
donde hemos empleado la ley de composicio´n (1.7). L(t) es el generador de la evolucio´n, tambie´n
llamado superoperador de Lindblad. Esto es, por supuesto, una aproximacio´n. En general, las
UDM no tienen por que´ cumplir (1.7), porque E(t,t1) podr´ıa no ser una UDM. Podr´ıamos pensar,
por ejemplo, en definirlo como E(t,t1) = E(t,t0)E−1(t1,t0) pero ya hemos visto que en general, aunque
una UDM sea biyectiva y por ende tenga inversa, e´sta no tiene por que´ ser una UDM, de modo
que no podemos seguir por ese camino. La suposicio´n de markovianidad es as´ı una hipo´tesis
simplificadora, puesto que esta´ condicionada a que el tiempo de decaimiento de las correlaciones
con el entorno sea mucho ma´s pequen˜o que el tiempo de relajacio´n t´ıpico del sistema, para poder
despreciar los efectos de memoria.
De ahora en adelante asumiremos que la evolucio´n de nuestro sistema es markoviana. Los ope-
radores de evolucio´n forman entonces una familia de evolucio´n, caracterizada por
E(s,s) = 1 E(t,s) = E(t,r)E(r,s) si t ≥ r ≥ s
O en el caso de que E(t,s) ≡ Et−s un semigrupo dina´mico7:
E0 = 1 EtEs = Et+s t, s ≥ 0
Este tipo de estructuras presentan algunas propiedades interesantes. Comencemos por los semi-
grupos. Ya que siempre supondremos que la evolucio´n de nuestro sistema es lo suficientemente
suave, merece la pena que nos restrinjamos a los semigrupos uniformemente continuos, es decir,
aquellos que cumplen8
‖Et − Es‖ → 0 cuando t→ s
La ventaja de estos semigrupos es que automa´ticamente se da que la aplicacio´n t → Et es
diferenciable y podemos caracterizar el semigrupo por un generador L, que cumple
dEt
dt
= LEt
L es un operador lineal sobre el espacio donde se encuentran los operadores de evolucio´n. Este
generador es el mismo L que vimos en (1.8), en el caso particular en que no depende del tiempo.
Si el semigrupo es contractivo, es decir, se cumple
‖Et‖ ≤ 1 ∀t ≥ 0
7Un semigrupo, al contrario que un grupo, no exige la existencia de elementos inversos.
8La norma que aparece en esta ecuacio´n es la norma inducida sobre el espacio de operadores lineales sobre un
espacio de Banach por la norma de dicho espacio de Banach, ‖T‖ = sup‖x‖=1 ‖T (x)‖.
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la exponencial del operador L genera efectivamente todo el semigrupo:
Et = etLE0 = etL1
Todos los semigrupos con los que trabajemos habra´n de ser contractivos adema´s para que la
imagen de una matriz densidad sea una matriz densidad. Esto se debe a la siguiente propiedad,
cuya demostracio´n se encuentra en [20]:
Una aplicacio´n lineal E sobre el conjunto de operadores de clase traza sobre un espacio
de Hilbert deja invariante el conjunto de matrices densidad si y so´lo si preserva la
traza y es contractiva.
El requerimiento de que un semigrupo sea contractivo se puede traducir en una serie de condi-
ciones sobre su generador (teoremas de Hille-Yosida y Lumer-Phillips). Omitimos la discusio´n
de estas condiciones puesto que ma´s adelante presentaremos exigencias ma´s fuertes para L.
Las familias de evolucio´n presentan un desarrollo paralelo aunque ma´s complicado que los se-
migrupos. En caso de que sean diferenciables poseen tambie´n un generador L(t), dependiente
esta vez del para´metro, pues en caso contrario se reduce la familia a un semigrupo como los
anteriores. De ahora en adelante nos ocuparemos del caso en el que la evolucio´n esta´ dada por
un semigrupo, y nos preocuparemos por el generador L que caracteriza al mismo.
1.3.2. Forma general del generador de un semigrupo dina´mico completamen-
te positivo
Culminamos este primer cap´ıtulo en el que hemos hecho una introduccio´n a las peculiaridades
de la evolucio´n temporal en sistemas abiertos con un resultado importante: la caracterizacio´n
del generador de un semigrupo dina´mico completamente positivo. Por todo lo que hemos ex-
puesto anteriormente, sera´n este tipo de semigrupos los que nos proporcionara´n la evolucio´n de
sistemas cua´nticos abiertos en la aproximacio´n markoviana. En 1976, Lindblad publica cua´l es la
forma general del generador de un semigrupo dina´mico completamente positivo [16] basa´ndose
en trabajos previos de Kossakowski [14]. Poco despue´s Gorini, Kossakowski y Sudarshan [10],
trabajando de manera independiente a Lindblad, muestran que en el caso particular de sistemas
con un nu´mero finito N de niveles, la forma ma´s general del generador de un semigrupo dina´mico
completamente positivo es
Lρ = −i[H, ρ] + 1
2
N2−1∑
i,j=1
cij([Fi, ρF
†
j ] + [Fiρ, F
†
j ]) (1.9)
donde H es un operador hermı´tico, {Fi} es un conjunto de N2 − 1 operadores tales que junto
con la identidad forma una base del espacio de matrices complejas N × N ortogonal respecto
del producto escalar (Fi, Fj) = tr(F
∗
i Fj), y (cij) es una matriz compleja definida positiva. El
primer sumando se conoce como la parte hamiltoniana, mientras que el resto recibe el nombre
de parte disipativa. Podemos escoger H de traza nula, entonces es u´nico para L fijo, al igual que
los coeficientes cij una vez fijamos los Fi de la base. Ha de tenerse la precaucio´n de observar
que, en general, H no sera´ igual al hamiltoniano del sistema considerado como sistema cerrado.
Cap´ıtulo 2
Formalismo geome´trico
En este cap´ıtulo describimos un formalismo matema´tico distinto al habitualmente empleado
para tratar con sistemas cua´nticos, y que vamos a aplicar al problema de estudiar la dina´mica
en sistemas abiertos. Comenzaremos caracterizando las estructuras algebraicas existentes sobre
el conjunto de operadores hermı´ticos definidos sobre H para despue´s convertirlas en estructuras
geome´tricas sobre su dual. Finalmente mostraremos co´mo podemos interpretar la dina´mica como
una evolucio´n sobre dichas estructuras.
2.1. Estructura matema´tica de HermH
Partimos del espacio de Hilbert, H que alberga los posibles estados de nuestro sistema, y asu-
mimos dimH = N <∞. El conjunto de operadores lineales que actu´an sobre H consta de una
estructura especial:
Definicio´n 2.1. Una C*-a´lgebra (A, ·, ‖ · ‖,∗ ) es un espacio vectorial complejo que consta de
un producto interno ·, que le da estructura de a´lgebra lineal asociativa
una norma ‖ ·‖, que le da estructura de espacio de Banach (espacio normado completo) y
tal que el producto es continuo (i.e. se da la propiedad submultiplicativa ‖AB‖ ≤ ‖A‖‖B‖)
una involucio´n, es decir, una aplicacio´n ∗ : A → A tal que
(A+ λB)∗ = A∗ + λ¯B∗ (AB)∗ = B∗A∗ (A∗)∗ = A
y se cumple la llamada identidad C∗: ‖AA∗‖ = ‖A‖2
En efecto, para un nu´mero finito N de niveles, H ∼= CN y el conjunto de operadores lineales
que actu´a sobre e´l es M(N) (matrices N × N con entradas complejas). Se puede ver que con
el producto interno habitual entre matrices (dado por la composio´n de aplicaciones lineales), la
norma
‖A‖ = sup
06=x∈H
‖Ax‖
‖x‖
y la involucio´n dada por la conjugacio´n hermı´tica A∗ = A†, M(N,C) adquiere una estructura
de C*-a´lgebra. En su formulacio´n ma´s general, un sistema cua´ntico viene descrito por su C*-
a´lgebra de operadores. El teorema GNS (Gelfand-Naimark-Segal) permite obtener de e´sta los
estados como funcionales lineales positivos y normalizados sobre los elementos de la C*-a´lgebra
11
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y demuestra que dichos estados conforman, precisamente, un espacio de Hilbert [21][22][23].
Los operadores hermı´ticos sobre H, que representan los observables del sistema, juegan un
papel destacado dentro de la C*-a´lgebra pues componen su parte real, es decir, el conjunto de
operadores que no var´ıan bajo la involucio´n, HermH = {A ∈ M(N,C)|A† = A}. En general la
parte real de una C*-a´lgebra posee una estructura conocida como a´lgebra de Lie-Jordan-Banach,
o a´lgebra LJB. Mostrar de forma expl´ıcita co´mo es esa estructura es el objetivo de esta seccio´n.
Para ello vamos a ir por partes, de modo que rogamos paciencia al lector.
Dentro de nuestra C*-a´lgebra M(N) podemos definir, a partir del producto habitual de matrices1
una nueva operacio´n ◦ que se conoce como producto de Jordan, o ma´s comu´nmente, anticon-
mutador, que no es sino la parte sime´trica del producto asociativo, A ◦B := 12(AB +BA). Con
esta operacio´n M(N) se convierte en un a´lgebra de Jordan:
Definicio´n 2.2. Un a´lgebra de Jordan (A, ◦) es un espacio vectorial A dotado de un producto
bilineal conmutativo ◦ : A×A → A tal que
(a2 ◦ b) ◦ a = a2 ◦ (b ◦ a) ∀a, b ∈ A
Asimismo, podemos definir otra operacio´n nueva a partir de la parte antisime´trica del producto
asociativo, que es la que se conoce como pare´ntesis de Lie, o ma´s comu´nmente, conmutador,
[A,B] := AB − BA. Con esta nueva operacio´n, M(N) adquiere una estructura de a´lgebra de
Lie:
Definicio´n 2.3. Un a´lgebra de Lie (A, [, ]) es un espacio vectorial A dotado de un producto
bilineal [·, ·] : A×A → A que:
Es antisime´trico: [a, b] + [b, a] = 0 ∀a, b ∈ A
Cumple la identidad de Jacobi [a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0 ∀a, b, c ∈ A
Detenga´monos por un momento en las a´lgebras de Lie. Este tipo de estructuras juegan un papel
muy importante en las Matema´ticas y sobre todo en la F´ısica, debido a que siempre existe una
de ellas asociada a cada grupo de Lie:
Definicio´n 2.4. Un grupo de Lie es un grupo dotado de una estructura de variedad diferencia-
ble de tal forma que el producto y la toma de inverso en el grupo sean aplicaciones diferenciables.
La F´ısica esta´ plagada de grupos de Lie que albergan las simetr´ıas de un sistema, como el grupo
de las traslaciones espaciotemporales, o el grupo de las rotaciones.
M(N,C) es una variedad diferenciable real de dimensio´n 2N2, que alberga una subvariedad
abierta de gran importancia, el grupo general linealGL(N,C), o grupo de las matrices invertibles.
El grupo general lineal es por tanto un grupo de Lie. Su a´lgebra de Lie asociada se denota gl(N,C)
y resulta ser isomorfa a M(N,C). Adema´s, el pare´ntesis de Lie correspondiente es precisamente
el conmutador de matrices, de modo que recuperamos lo que ya sab´ıamos: M(N,C) es un a´lgebra
de Lie.
1De ahora en adelante nos referiremos a este producto como producto asociativo, pues vamos a definir nuevas
operaciones que no cumplira´n la propiedad de asociatividad.
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Los elementos de un a´lgebra de Lie de dimensio´n finita g son los generadores del grupo de Lie G
asociado a trave´s de la aplicacio´n exponencial exp : g → G algo de lo que haremos uso ma´s
adelante2.
Visto esto, ya estamos en condiciones de definir lo que es un a´lgebra de Lie-Jordan-Banach:
Definicio´n 2.5. Un a´lgebra de Lie-Jordan-Banach (A, ◦, [, ], ‖ · ‖) es un a´lgebra dotada de
un producto de Jordan ◦ y un pare´ntesis de Lie [, ] que cumplen las siguientes condiciones de
compatibilidad:
El pare´ntesis de Lie define una derivacio´n del producto de Jordan, es decir, se cumple la
regla de Leibniz:
[a, b ◦ c] = [a, b] ◦ c+ b ◦ [a, c] ∀a, b, c ∈ A
Los asociadores de ambos productos son proporcionales, es decir, para algu´n ~ ∈ R:
(a ◦ b) ◦ c− a ◦ (b ◦ c) = ~2[[a, b], c]− [a, [b, c]] ∀a, b, c ∈ A
y de una norma ‖ · ‖ que le da estructura de espacio de Banach y que cumple:
‖a ◦ b‖ ≤ ‖a‖‖b‖ ‖[a, b]‖ ≤ 1|~|‖a‖‖b‖ ‖a
2‖ = ‖a‖2 ‖a2‖ ≤ ‖a2 + b2‖
para todo a, b ∈ A.
As´ı pues, para dotar a HermH de estructura LJB hemos de comenzar viendo que es un a´lgebra
de Lie y un a´lgebra de Jordan. Pero esto u´ltimo es muy fa´cil, pues podemos restringir el producto
de Jordan de M(N,C) a HermH y nos damos cuenta de que la operacio´n es cerrada en dicho
conjunto:
A,B ∈ HermH =⇒ 1
2
(AB +BA) ∈ HermH
Sin embargo, el pare´ntesis de Lie de que disponemos en M(N,C) no nos sirve como pare´ntesis
de Lie para los hermı´ticos, pues restringido a este conjunto nos encontramos con que no es una
operacio´n cerrada:
A,B ∈ HermH 6=⇒ (AB −BA) ∈ HermH
De modo que tenemos que hallar un nuevo pare´ntesis de Lie [, ]− cerrado en los operadores
hermı´ticos. No es dif´ıcil encontrar uno ad hoc que cumpla esta propiedad, pero vamos a obtenerlo
de una manera ma´s razonada que nos provea adema´s de nueva informacio´n sobre los conjuntos
tratados.
Dentro de GL(N,C) encontramos el grupo unitario U(N), que es el conjunto de operadores U
que preservan la estructura hermı´tica del espacio de Hilbert, 〈Uψ|Uχ〉 = 〈ψ|χ〉 y es un subgrupo
de Lie de GL(N,C). El a´lgebra de Lie asociada al grupo unitario U(N) sera´ pues una suba´lgebra
de gl(n,C) que denotamos u(N) o u para abreviar. Empleando la aplicacio´n exponencial podemos
2La aplicacio´n exponencial existe siempre entre cualquier a´lgebra de Lie y su grupo de Lie asociado. En el caso
particular de GL(n,C), la aplicacio´n exponencial coincide con la exponencial de matrices habitual, definida por
la serie convergente
eA =
∞∑
n=0
An
n!
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(M(C, N), ·, [, ], ◦,† ,Tr)
(u, [, ]+, [, ],Tr)
(iu, ◦, [, ]−,Tr)
((iu)∗,Λ, R,Tr) φ
ϕ
(C∞(iu∗), {, })
Figura 2.1: Estructuras matema´ticas descritas en este cap´ıtulo (en rojo las transportadas por el
isomorfismo φ.
caracterizar los elementos de u como los operadores antihermı´ticos:
etT ∈ U =⇒ (etT )† = (etT )−1 =⇒ T † = −T
Los operadores hermı´ticos se pueden entonces representar por HermH ∼= iu, definiendo la apli-
cacio´n φ : u 7−→ iu, φ(A) = iA que relaciona ambos conjuntos. φ nos permite transportar la
estructura de a´lgebra de Lie de u a iu, resultando el pare´ntesis de Lie:
[A,B]− = φ([φ−1(A), φ−1(B)]) = −i[A,B] A,B ∈ iu
Es ma´s, si fuera menester podr´ıamos emplearlo tambie´n para dotar a u de un producto de
Jordan, pues de nuevo la restriccio´n del definido en M(N,C) no nos vale por no ser cerrado en
u. Transportando pues el de iu por medio de φ obtenemos un producto de Jordan [, ]+
[A,B]+ = φ
−1(φ(A) ◦ φ(B)) = i
2
(AB +BA) A,B ∈ u
En general, el isomorfismo φ existente entre ambos espacios permite usar uno u otro a la hora
de describir la f´ısica de un sistema. La ventaja de quedarnos con iu es que sus elementos tienen
autovalores reales, lo que hace ma´s intuitiva su interpretacio´n como posibles resultados de un
experimento f´ısico.
Para finalizar, tanto M(N,C) como sus subespacios u e iu esta´n dotados de una me´trica o
producto escalar por medio de la traza (A,B) = trA†B, lo que los hace automa´ticamente
espacios normados con la norma de Frobenius ‖A‖ =
√
trA†A. A partir de aqu´ı no es dif´ıcil
comprobar que (iu, ◦, [, ]−, ‖ · ‖) es un a´lgebra LJB. Es esta estructura la que encierra toda la
f´ısica del sistema. La relacio´n entre C*-a´lgebras y a´lgebras LJB va ma´s alla´ de hecho, pues se
puede probar que la complexificacio´n de la LJB es la u´nica C*-a´lgebra que tiene a dicha LJB
como parte real, i.e., los observables determinan el conjunto de los operadores [9]. El lector puede
encontrar un resumen gra´fico de esta seccio´n y la siguiente en la figura 2.1.
2.2. Geometr´ıa sobre (iu)∗
En este apartado vamos a convertir la estructura algebraica de que esta´ dotado iu es una es-
tructura geome´trica sobre su dual (iu)∗. Esto sera´ posible gracias a que, en dimensio´n finita,
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por el teorema de Riesz los dos espacios esta´n identificados por un isomorfismo dado por el
producto escalar, ϕ : iu 7−→ (iu)∗, A 7−→ (A, ·). Esta identificacio´n nos permite trasladar todas
las estructuras que sean necesarias entre ambos espacios3, igual que suced´ıa con iu y u. Por ser
iu a´lgebra de Lie, su dual consta de lo que se conoce como una estructura cano´nica de Poisson.
Veamos co´mo es e´sta.
En primer lugar, (iu)∗ es un espacio vectorial real, de modo que fijando una base {ei} podemos
dotarlo de una estructura de variedad diferenciable con una carta global u´nica. Sobre esta
variedad disponemos del conjunto de las funciones reales infinitamente diferenciables C∞(iu∗),
a las cuales pertenecen, entre otros, los elementos del bidual iu∗∗, es decir, las funciones lineales
sobre (iu)∗. Por encontrarnos en dimensio´n finita, podemos identificar el bidual con el espacio
original, A ∈ iu ←→ Aˆ ∈ (iu)∗∗ de manera que4 Aˆ(ξ) = (ξ, A) ∀ξ ∈ (iu)∗. Tiene entonces
perfecto sentido definir los siguientes tensores (bivectores) sobre (iu)∗:
Λξ(dAˆ, dBˆ) = (ξ, [A,B]−) Rξ(dAˆ, dBˆ) = (ξ, A ◦B)
Podemos escribir estos tensores en te´rminos de la base de bivectores ∂∂xi ⊗ ∂∂xj asociada a la base
{ei} si definimos previamente las constantes de estructura
[ei, ej ]− =
∑
k
ckijek ei ◦ ej =
∑
k
dkijek
La componente del tensor Λ en ∂∂xi ⊗ ∂∂xj vendra´ entonces dada por
Λξ(deˆi, deˆj) = (ξ, [ei, ej ]−) = (ξ,
∑
k
ckijek) =
∑
k
ckijxk(ξ)
donde denotamos por xk es la funcio´n coordenada (·, ek) = eˆk. Del mismo modo actuamos con
el tensor R, de modo que ambos quedan expresados como
Λ =
∑
ckijxk
∂
∂xi
∧ ∂
∂xj
R =
∑
dkijxk
∂
∂xi
⊗S ∂
∂xj
donde ∧ y ⊗S denotan los productos tensoriales antisimetrizado y simetrizado respectivamente:
∂
∂x
∧ ∂
∂y
=
∂
∂x
⊗ ∂
∂y
− ∂
∂y
⊗ ∂
∂x
∂
∂x
⊗S ∂
∂y
=
∂
∂x
⊗ ∂
∂y
+
∂
∂y
⊗ ∂
∂x
El tensor Λ es antisime´trico, se obtiene de forma cano´nica a partir de la estructura de Lie en
iu y recibe el nombre de tensor de Poisson. Matema´ticamente, los tensores de Poisson son un
caso particular de bivectores antisime´tricos caracterizados por [Λ,Λ]S = 0 donde [, ]S denota el
pare´ntesis de Schouten, una generalizacio´n del conmutador de campos vectoriales para multi-
vectores de grado arbitrario. En F´ısica son importantes puesto que inducen, en el espacio de
funciones C∞ sobre la variedad en la que esta´n definidos, una operacio´n bilineal conocida como
pare´ntesis de Poisson, {f, g} = Λ(df, dg) que se emplea en Meca´nica Cla´sica para definir la
dina´mica. Por su parte, el tensor R es un tensor sime´trico inducido por la estructura de a´lgebra
3Hemos de advertir que esto ha dado lugar al empleo de formalismos como el que vamos a describir en varios
espacios distintos, todos ellos isomorfos y por tanto equivalentes, de ah´ı que en las referencias se puedan encontrar
estas mismas construcciones realizadas, por ejemplo, sobre u∗, el dual de u.
4No se pierda el lector con la notacio´n: es habitual denotar de manera similar el producto escalar de dos
matrices A,B de iu, (A,B), y el resultado de aplicar la forma lineal ξ ∈ (iu)∗ sobre A ∈ iu, (ξ, A).
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de Jordan de iu.
Veamos que´ papel juegan estos tensores en la dina´mica. Si disponemos de una evolucio´n dada
por una ecuacio´n diferencial lineal de primer orden, podemos traducirla en te´rminos geome´tricos
como se ve a continuacio´n. Supongamos que tenemos la ecuacio´n diferencial para una curva en
(iu)∗, γ˙(t) = Kγ(t) con K un cierto operador lineal sobre (iu)∗, esto es, K ∈ gl((iu)∗). Queremos
reescribirla como
γ˙(t) = XKγ(t)
con XK ∈ X((iu)∗) un campo vectorial sobre (iu)∗. Si descomponemos ambas ecuaciones en
componentes respecto a una base de (iu)∗, que puede ser la base dual de la que tenemos en iu,
e˜i = ϕ(ei), tenemos γ(t) =
∑
γj(t)e˜j y
γ˙j = (Kγ(t), ej) = (γ(t),K
†ej) γ˙j = XKγ(t)(deˆj)
donde K† es el operador adjunto de K. Por comparacio´n podemos deducir co´mo actu´a el campo
buscado sobre una funcio´n Aˆ:
XKξ (Aˆ) = (Kξ,A) = (ξ,K
†A)
El tensor de Poisson nos permite definir una dina´mica hamiltoniana en (iu)∗. Supongamos
por ejemplo que a nosotros nos interesa traducir a este formalismo la ecuacio´n que rige la
evolucio´n temporal de las matrices densidad, que es la ecuacio´n de von Neumann ρ˙ = adH(ρ)
con adH = [H, ·]− en el papel del operador gene´rico5 K. As´ı, calculamos pues el operador ad†H :
(adH(A), B) = tr
(
(−i(HA−AH))†B
)
= i (tr(AHB)− tr(HAB)) = i (tr(AHB)− tr(ABH)) =
= tr (Ai(HB −BH)) = (A,− adH(B)) =⇒ ad†H = − adH
y concluimos que el campo que nos da la dina´mica hamiltoniana para las matrices densidad es:
XHξ (Bˆ) = (ξ,− adH(B)) = −Λξ(dHˆ, dBˆ) =⇒ XH = −Λ(dHˆ, ·)
2.3. Evolucio´n sobre el espacio de tensores
Hemos visto en el cap´ıtulo 1 que en general, en sistemas abiertos la evolucio´n de la matriz
densidad del sistema no tiene por que´ venir dada por la ecuacio´n de von Neumann sino que
obedece a un esquema ma´s general dado por el operador de Lindblad (1.9). Este campo tiene
una interpretacio´n un poco ma´s completa en te´rminos geome´tricos. Para verlo, procedamos a
diagonalizar la matriz cij haciendo un cambio de base en los Fi. Como es definida positiva los
5No´tese que por no sobrecargar la notacio´n estamos haciendo uso de manera impl´ıcita del isomorfismo ϕ entre
iu y (iu)∗, de modo que identificamos la matriz densidad con su elemento correspondiente de ρ ∈ (iu)∗. Siendo
expl´ıcitos tendr´ıamos entonces K = φ ◦ adH ◦φ−1.
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autovalores de la matriz son positivos, y una pequen˜a cuenta nos lleva a expresar (1.9) como
Lρ = −i[H, ρ] + 1
2
N2−1∑
i=1
([Ki, ρK
†
i ] + [Kiρ,K
†
i ]) = −i[H, ρ] +
1
2
N2−1∑
i=1
(2KiρK
†
i −K†iKiρ− ρK†iKi) =
= −i[H, ρ] + J ◦ ρ+
N2−1∑
i=1
KiρK
†
i
donde J =
∑
iK
†
iKi. Los operadores Ki reciben el nombre de operadores de Kraus. As´ı pues,
el campo queda en la forma:
dρ
dt
= Lρ = [H, ρ]− + J ◦ ρ+
∑
α
KiρK
†
i (2.1)
o expresa´ndolo en forma de campo vectorial, como hemos visto en el apartado anterior:
dρ
dt
= XL = −Λ(dHˆ, ·) +R(dJˆ, ·) +XK
As´ı pues, el campo cuyas curvas integrales dan la evolucio´n de la matriz densidad se compone
de un campo hamiltoniano XH = −Λ(dHˆ, ·), un campo gradiente XJ = R(dJˆ, ·) y un campo
XK asociado a los operadores de Kraus, que en general no se puede escribir en te´rminos de los
dos bivectores Λ, R. Sujeta a esta evolucio´n, la matriz densidad describira´ una curva ρ(t) en
la variedad D(H) de matrices densidad. E´sta es un ejemplo de variedad estratificada: se puede
dividir en estratos segu´n el rango de las matrices densidad, desde las de rango 1 (estados puros
|ψ〉〈ψ|) hasta las de rango N (recordemos el ejemplo de la esfera de Bloch en el cap´ıtulo 1). Las
caracter´ısticas de la evolucio´n asociada a cada campo son distintas:
Un campo hamiltoniano preserva tanto la traza de la matriz densidad como la pureza de
la misma (que en la esfera de Bloch hemos visto que se corresponde con el radio), de modo
que dicho campo lleva direccio´n tangencial a las superficies de radio constante.
Un campo gradiente no preserva la traza de la matriz, aunque s´ı el rango (es tangente a
los estratos). No podemos representarlo en la esfera de Bloch, pues al no conservar la traza
nos salimos fuera del hiperplano tridimensional donde e´sta yace.
El campo asociado a los operadores de Kraus no preserva el rango ni la traza de la matriz.
El campo total (suma de los tres) s´ı conserva la traza, pues los efectos del campo gradiente
y el de Kraus se compensan (no´tese que J depende de Ki de la manera justa para que
se de´ esta propiedad). Sin embargo, por la presencia del campo de Kraus en general no
se conserva el rango de la matriz y los estados pierden pureza (decoherencia): el campo
apunta ahora hacia el interior de la esfera de Bloch.
Visto esto, lo siguiente que hacemos es preguntarnos: ¿podemos transportar la evolucio´n tem-
poral que afecta a las matrices densidad al espacio de tensores? Nuestra idea es ahora dejar
la matriz densidad fija, y construir una familia de tensores {Λ(t)}t≥0, {R(t)}t≥0 que represente
la evolucio´n temporal del sistema. Recordemos que los tensores codifican la informacio´n de la
estructura del a´lgebra LJB. Nuestra idea es pues dejar que sea dicha estructura la que evolucione:
[, ]→ [, ]t tal que [A(t), B(t)] = [A(0), B(0)]t
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Chrus´cin´ski et al. aplican estas ideas al producto asociativo en [6]. Esto permite estudiar en otros
te´rminos, por ejemplo, la evolucio´n de la pureza de un estado como tr ρ2(t) = tr (ρ(t) · ρ(t)) =
tr (ρ(0) ·t ρ(0)) con ·t un producto asociativo dependiente del tiempo.
Esta evolucio´n de estructuras tiene una interpretacio´n muy natural en te´rminos geome´tricos.
Consideremos una curva ρ(t) en (iu)∗. Si esta curva corresponde a la dina´mica regida por un
campo XL, esto es lo mismo que decir que ρ(t) es curva integral de dicho campo:
∂ρ(t)
∂t
= XLρ(t)
y que si φt es el flujo asociado al mismo (ρ(t) = φt(ρ0)), podemos emplearlo para transportar el
tensor a lo largo de las curvas integrales del campo XL, y obtener as´ı una evolucio´n temporal:
Λ(t)p (α, β) = Λ
(0)
φ−1t (p)
(φ∗t (α), φ
∗
t (β)) (2.2)
para α, β dos formas arbitrarias y p un punto cualquiera de la variedad. Otra manera de ver
co´mo se relacionan la evolucio´n temporal de estructuras y tensores es:
Λ
(0)
ρ(t)(dAˆ, dBˆ) = (ρ(t), [A,B]) = (ρ(0), [A,B]t) = Λ
(t)
ρ(0)(dAˆ, dBˆ)
De (2.2) se sigue la ecuacio´n diferencial que gobierna la evolucio´n de los tensores:
d
dt
Λ(t) = −LXLΛ(t)
d
dt
R(t) = −LXLR(t)
donde LXL es el operador derivada de Lie con respecto al campo XL. La solucio´n sera´
Λ(t) = e−tLXLΛ(0) R(t) = e−tLXLR(0)
Puesto que el flujo φt es un difeomorfismo para todo tiempo t finito, el resultado de la evolucio´n
parece no ser demasiado interesante: los tensores de las familias Λ(t) y R(t) son todos difeomorfos
y las a´lgebras asociadas a cada uno de ellos son tambie´n isomorfas entre s´ı. Por eso nos va a
interesar mucho ma´s el comportamiento a tiempos muy largos que traducimos de manera efectiva
como el l´ımite t→∞. Si e´ste existe, podremos definir unas estructuras l´ımite:
Λ∞ = l´ım
t→∞Λ
(t) R∞ = l´ım
t→∞R
(t)
que nos informan sobre el sistema a tiempos largos. En particular, si el tensor antisime´trico pierde
componentes, el a´lgebra de Lie asociada es ma´s abeliana, hay ma´s operadores que conmutan, y
se atenu´a el cara´cter cua´ntico, emergiendo un comportamiento ma´s cla´sico.
Merece la pena destacar lo que ocurre en iu cuando hacemos evolucionar los tensores en (iu)∗.
Esto es equivalente a disponer de unas estructuras algebraicas dependientes de t. Cuando toma-
mos el l´ımite t→∞, en algunos casos el a´lgebra resultante (asociada a Λ∞, R∞) es distinta de
la de partida. Esto se conoce como contraccio´n de a´lgebras. En 1953 Ino¨nu¨ y Wigner se valieron
de una tal contraccio´n para obtener el a´lgebra del grupo de transformaciones de Galileo a partir
de la del grupo de Poincare´ tomando el l´ımite de velocidad de la luz c infinita, c→∞ [12].
Para la discusio´n de algunos ejemplos de lo expuesto hasta ahora emplazamos al lector al si-
guiente cap´ıtulo.
Cap´ıtulo 3
Ejemplos
En este cap´ıtulo pondremos en pra´ctica lo que hemos visto en los dos anteriores, y trataremos
de averiguar cua´ndo verdaderamente funciona la construccio´n propuesta en el l´ımite t→∞.
3.1. Decoherencia en tres niveles
Elegimos para trabajar un sistema de 3 niveles H = span{|1〉, |2〉, |3〉}. El espacio de operadores
hermı´ticos tiene entonces dimensio´n 9. Para trabajar en e´l utilizaremos la base de las matrices
de Gell-Mann:
{λi} =


0 1 0
1 0 0
0 0 0
 ,

0 −i 0
i 0 0
0 0 0
 ,

1 0 0
0 −1 0
0 0 0
 ,

0 0 1
0 0 0
1 0 0
 ,

0 0 −i
0 0 0
i 0 0


0 0 0
0 0 1
0 1 0
 ,

0 0 0
0 0 −i
0 i 0
 ,
√
1
3

1 0 0
0 1 0
0 0 −2
 ,
√
2
3

1 0 0
0 1 0
0 0 1


Mediante esta eleccio´n conseguimos que la preservacio´n de la traza de ρ =
∑
xiλi se reduzca
a la conservacio´n de su componente x9, pues todas las matrices de la base tienen traza nula
salvo λ9, que es proporcional a la identidad. Esto, veremos ma´s adelante, reducira´ un poco la
complejidad del problema a tratar.
Centre´monos primero en el tensor antisime´trico. Recordemos que Λ tiene la forma:
Λ =
∑
ckijxk
∂
∂xi
∧ ∂
∂xj
donde ckij son las constantes de estructura que definen el a´lgebra de Lie, y a su vez son las
coordenadas de Λ en la base de bivectores lineales antisime´tricos {xk∂i ∧ ∂j} (donde utilizamos
∂i =
∂
∂xi
para abreviar). La evolucio´n de Λ tendra´ lugar en este espacio lineal, de modo que
conviene preguntarnos cua´l es su dimensio´n. La respuesta es un nu´mero nada despreciable:
puesto que podemos asumir i < j (∂i ∧ ∂j = −∂j ∧ ∂i), tenemos 9(9− 1)
2
= 36 valores para
el par (i, j) y 9 valores para k: el espacio de bivectores lineales antisime´tricos sobre (iu)∗ tiene
dimensio´n 36 · 9 = 324. Esto nos fuerza a recurrir a un motor de ca´lculo simbo´lico para estudiar
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el sistema. Empleamos Mathematica 9 para realizar los ca´lculos en lo que sigue. Pese a ello,
toda simplificacio´n del problema es bienvenida, de modo que notamos que siempre se habra´ de
dar cki9 = 0 pues en nuestro caso λ9 es (casi) la identidad, una matriz que conmuta con todas
las dema´s. Al no considerar los correspondientes elementos de la base, quedamos restringidos a
un subespacio S = span{xk∂i ∧ ∂j}1≤i<j≤8, 1≤k≤9 de dimensio´n “tan so´lo” 252.
Por medio del software de ca´lculo simbo´lico podemos hallar la matriz del operador LXL actuando
sobre este subespacio. Recordemos que la informacio´n f´ısica de nuestro sistema va en XL, el
campo de Lindblad, que es lineal y que al darle la forma adecuada (vista en el apartado 2.3, a
partir de los resultados de Gorini, Kossakowski y Sudarshan) conseguimos que el operador se
pueda restringir al espacio en el estamos trabajando
LXL : S 7−→ S
El l´ımite Λ∞ de la evolucio´n del tensor existira´ si existe l´ımt→∞ e−tLXL , para lo que es condicio´n
suficiente que los autovalores de la matriz que representa a LXL en S tengan todos parte real
positiva. Para una matriz de dimensio´n 252 esto parece mucho pedir, y en efecto, comprobamos
que para muchos campos XL sencillos el operador LXL tiene autovalores con parte real tanto
positiva como negativa.
La solucio´n a este problema viene de repetir la estrategia anterior: hemos de reducir la dimensio´n
del espacio sobre el que actu´a el operador lineal. As´ı la condicio´n necesaria y suficiente para que
exista el l´ımite en cuestio´n es que exista un subespacio S+ ⊂ S tal que contenga la condicio´n
inicial de nuestra dina´mica (Λ ∈ S+), sea invariante por el operador LXL (LXL(S+) ⊂ S+) y tal
que los autovalores de la restriccio´n de LXL a S+ tengan parte real positiva.
Comenzamos pues con un ejemplo tomado de [6], en el que una part´ıcula con un espectro discreto
y finito de niveles sufre decoherencia. Tomamos:
Lρ = −γ[X, [X, ρ]] con γ > 0, X =
3∑
m=1
m|m〉〈m|
El lector puede comprobar que este campo es efectivamente de la forma (2.1) con un u´nico
operador de Kraus K =
√
2γX. Si lo hacemos actuar sobre |m〉〈n| tenemos
L|m〉〈n| = −γ(m− n)2|m〉〈n|
con lo que queda claro que la part´ıcula se ve sometida a decoherencia pues todos los te´rminos
fuera de la diagonal de la matriz densidad tendera´n a cero exponencialmente. Igualmente patente
queda si tomamos el campo XL correspondiente, que se escribe:
XL = −γ∂1 − γ∂2 − 4γ∂4 − 4γ∂5 − γ∂6 − γ∂7
En efecto, las componentes en las matrices no diagonales de la base (todas menos λ3, λ8 y λ9) se
van a cero, y ρ queda asinto´ticamente diagonal. Entendida la dina´mica de ρ, veamos si podemos
pasarla a los tensores. Si calculamos las constantes de estructura dependientes del tiempo ckij(t)
con este ejemplo, nos encontramos con un problema. Mejor dicho, con cuatro problemas:
c51,6(t)→∞ c41,7(t)→ −∞ c42,6(t)→ −∞ c52,7(t)→ −∞
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Diagonalizando la matriz del operador encontramos el motivo. En S existe un subespacio inva-
riante S− de dimensio´n 34 asociado a los autovalores con parte real negativa. El tensor inicial
Λ resulta tener proyeccio´n no nula en dicho subespacio igual a
x5
2
∂1 ∧ ∂6 − x4
2
∂1 ∧ ∂7 − x4
2
∂2 ∧ ∂6 − x5
2
∂2 ∧ ∂7
En consecuencia no existe ningu´n subespacio invariante S+ con autovalores con parte real po-
sitiva que contenga a Λ. No´tese que esto no quiere decir que la evolucio´n por este campo de la
matriz densidad no converja, so´lo que si optamos por pasar la dina´mica a los tensores, el l´ımite
de los mismos, por lo menos del antisime´trico, no esta´ definido.
El tratamiento de este ejemplo que se hace en [4] es algo distinto, pues el operador que se toma
es:
L|m〉〈n| = −4γ sin2
(
(m− n)pi
3
)
|m〉〈n|
(El cambio radica en pasar de considerar nuestra base {|m〉} como los estados discretizados de
posicio´n de una part´ıcula en una l´ınea a los de una part´ıcula en un c´ırculo, lo que introduce una
simetr´ıa extra en el sistema). De esta forma, el campo es
XL = −3γ∂1 − 3γ∂2 − 3γ∂4 − 3γ∂5 − 3γ∂6 − 3γ∂7
y ahora s´ı, Λ converge. Con un tratamiento ana´logo se puede ver que R tambie´n converge.
Adema´s, el a´lgebra de Lie asociada a Λ∞ y el a´lgebra de Jordan asociada a R∞ son compatibles
de manera que definen un a´lgebra LJB en la variedad l´ımite.
3.2. Caso general de operadores de Kraus diagonales reales
Motivados por los ejemplos anteriores, y siendo que es un caso sencillo dentro de la vasta cantidad
de dina´micas susceptibles de corresponder a un sistema f´ısico, vamos a tratar de entender en
su totalidad la convergencia de los tensores bajo un campo dado por un nu´mero arbitrario de
operadores de Kraus diagonales reales en tres dimensiones. Sean pues
Ki =
√
2

ai 0 0
0 bi 0
0 0 ci
 ai, bi, ci ∈ R, i = 1, . . . , n
donde hemos incluido el factor
√
2 por conveniencia para las cuentas que siguen y consideremos
el operador de Lindblad:
Lρ =
∑
i
KiρK
†
i + J ◦ ρ
con J =
∑
iK
†
iKi el correspondiente a los operadores de Kraus. Comenzamos por el caso ma´s
sencillo: n = 1. El campo en este caso es
XL = −γa∂1 − γa∂2 − γb∂4 − γb∂5 − γc∂6 − γc∂7 (3.1)
donde
γa = (b1 − a1)2 γb = (a1 − c1)2 γc = (c1 − b1)2
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A partir de aqu´ı podemos deducir la forma del campo de Lindblad para cualquier n. En efecto, si
L =
∑
i Li con Liρ = KiρK
†
i +(K
†
iKi)◦ρ, no es dif´ıcil comprobar las siguientes dos propiedades
de aditividad:
XL =
∑
i
XLi LXL =
∑
i
LXLi
As´ı pues en general el campo tendra´ la forma de (3.1) con
γa =
∑
i
(bi − ai)2 γb =
∑
i
(ai − ci)2 γc =
∑
i
(ci − bi)2 (3.2)
Consideremos el caso del tensor antisime´trico. Con este campo resulta que los autovectores de
LXL son precisamente los bivectores de nuestra base, con lo que contamos con la gran ventaja
de que la matriz del operador es diagonal. En efecto, esto se cumple para cualquier campo de la
forma
X = −
∑
l
γlxl∂l
Podemos demostrarlo a la vez que calculamos el autovalor asociado:
LX(xk∂i ∧ ∂j) =
∑
l
L−γlxl∂l(xk∂i ∧ ∂j) =
∑
l
−γl ([xl∂l, xk∂i] ∧ ∂j + xi∂i ∧ [xl∂l, ∂j ]) =
= (−γk + γi + γj)xk∂i ∧ ∂j
La siguiente tabla muestra todas los elementos de la base sobre los que Λ tiene proyeccio´n no
nula, y el autovalor asociado, asumiendo ya γ1 = γ2 = γa,γ4 = γ5 = γb y γ6 = γ7 = γc:
i, j, k Autovalor i, j, k Autovalor i, j, k Autovalor
1,2,3 2γa 2,6,4 γa + γb − γc 4,7,1 −γa + γb + γc
1,3,2 0 2,7,5 γa − γb + γc 4,8,5 0
1,4,7 γa + γb − γc 3,4,5 0 5,6,1 −γa + γb + γc
1,5,6 γa + γb − γc 3,5,4 0 5,7,2 −γa + γb + γc
1,6,5 γa − γb + γc 3,6,7 0 5,8,4 0
1,7,4 γa − γb + γc 3,7,6 0 6,7,3 2γc
2,3,1 0 4,5,3 2γb 6,7,8 2γc
2,4,6 γa + γb − γc 4,5,8 2γb 6,8,7 0
2,5,7 γa + γb − γc 4,6,2 −γa + γb + γc 7,8,6 0
Si queremos que el tensor antisime´trico converja, todos los autovalores listados habra´n de ser
mayores o iguales que cero. Se ha de exigir pues el siguiente conjunto de desigualdades:
0 ≤ γa ≤ γb + γc 0 ≤ γb ≤ γc + γa 0 ≤ γc ≤ γa + γb (3.3)
Equivalentemente γa, γb, γc han de poder ser los lados de un tria´ngulo. Para ver en que´ se
traduce esta condicio´n en te´rminos de los operadores de Kraus, consideremos los puntos A ≡
~a = (a1, . . . , an), B ≡ ~b = (b1, . . . , bn), C ≡ ~c = (c1, . . . , cn) ∈ Rn. Los lados del tria´ngulo que
forman son, por (3.2):
‖~b− ~a‖ = √γa ‖~a− ~c‖ = √γb ‖~c−~b‖ = √γc
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De modo que las condiciones (3.3) se transforman en
‖~b−~a‖2 ≤ ‖~a−~c‖2 +‖~c−~b‖2 ‖~a−~c‖2 ≤ ‖~c−~b‖2 +‖~b−~a‖2 ‖~c−~b‖2 ≤ ‖~b−~a‖2 +‖~a−~c‖2
Pero por el teorema del coseno, esto significa
cos ÂCB ≥ 0 cos ĈBA ≥ 0 cos B̂AC ≥ 0
De modo que extraemos la siguiente conclusio´n, ma´s sinte´tica que intuitiva:
El tensor antisime´trico converge para la evolucio´n dada por los operadores de Kraus
Ki si y so´lo si los puntos A,B,C forman un tria´ngulo acuta´ngulo.
A
B
C
~a
~c
~b
√
γb
√
γc√γa
Figura 3.1: Representacio´n gra´fica empleada para enunciar las condiciones de convergencia.
Por un procedimiento similar comprobamos que la condicio´n de convergencia es la misma para
el tensor sime´trico R asociado a la estructura de Jordan.
Hay un par de consecuencias que podemos obtener de este resultado. La primera corresponde
al caso n = 1, un solo operador de Kraus. El citado tria´ngulo esta´ entonces forzosamente
degenerado, pues se encuentra en R, y la condicio´n de convergencia se reduce a que al menos
dos de los puntos A,B,C coincidan, es decir, al menos un γ es 0 (si los tres puntos coinciden
el operador de Kraus es mu´ltiplo de la identidad, y el operador L es nulo). Por otra parte,
la condicio´n de convergencia y las caracter´ısticas de la misma (dependientes u´nicamente de
γa, γb, γc) son invariantes por rotacio´n y traslacio´n del tria´ngulo, de modo que siempre podemos
considerar que e´ste tiene un ve´rtice en el origen, otro sobre el eje x, y el tercero en el plano xy,
de manera que u´nicamente un ma´ximo de dos operadores de Kraus son necesarios para conseguir
un campo dado (siempre que sea de la forma (3.1) y
√
γa,
√
γb,
√
γc puedan ser los lados de un
tria´ngulo):
K1 =
√
2

a1 0 0
0 0 0
0 0 0
 ,K2 = √2

a2 0 0
0 b2 0
0 0 0

a1 =
γc + γb − γa
2
√
γc
a2 =
√
γb − a21
b2 =
√
γc
As´ı para el ejemplo extra´ıdo de [4] valen:
K1 =
√
2

√
3γ
2
0 0
0 0 0
0 0 0
 ,K2 = √2

3
√
γ
2
0 0
0
√
3γ 0
0 0 0

y hay convergencia por ser el tria´ngulo equila´tero.
Conclusiones
¿Que´ hemos hecho?
En este trabajo hemos presentado una te´cnica de estudio de la evolucio´n temporal en sistemas
abiertos consistente traspasar la dina´mica de unos objetos matema´ticos (las matrices densidad) a
otros (las estructuras definidas sobre ellas). Nos hemos preocupado especialmente por la existen-
cia del l´ımite a tiempos largos de dichas dina´micas, con vistas a extraer conclusiones en los casos
en los que dicho l´ımite sea no trivial. A este respecto hemos comprobado que la convergencia de
los tensores no esta´ garantizada pese a que la evolucio´n en el espacio de matrices densidad este´
perfectamente definida y sea convergente. Hemos visto tambie´n que existen casos particulares
en los que podemos dar una caracterizacio´n de los sistemas con tensores convergentes.
¿Que´ queda por hacer?
El estudio de la dina´mica de tensores promete ser extenso y ofrecer casu´ısticas muy diversas
con alto grado de intere´s. El u´ltimo resultado de convergencia presentado en el cap´ıtulo 3 es
susceptible de generalizacio´n tanto en el nu´mero de niveles del sistema como en el tipo de
operadores de Kraus empleado. Por ejemplo, si admitimos operadores complejos, el campo deja
de ser tan sencillo y las base de bivectores empleada ya no coincide con la de autovectores, salvo
en casos muy particulares. Ser´ıa tambie´n muy interesante intentar comprender que´ significa
desde el punto de vista f´ısico la condicio´n necesaria y suficiente que hemos hallado para la
convergencia, y que ba´sicamente parece querer decir que no puede haber un ritmo de decaimiento
que sea mucho ma´s ra´pido que los otros; as´ı como la repercusio´n que tiene en el comportamiento
del sistema la existencia o no del l´ımite. Ma´s en general, ha de profundizarse en el ana´lisis de las
estructuras l´ımite Λ∞, R∞, y de la informacio´n que se puede extraer de ellas. Una posible l´ınea
de investigacio´n al respecto implica estudiar si, al disponer del a´lgebra de Lie l´ımite, podemos
obtener, a partir de sus operadores de Casimir (aquellos que conmutan con todos los elementos
del a´lgebra), magnitudes conservadas de la dina´mica sobre la subvariedad l´ımite.
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