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Value-at-Risk (VaR), de…ned as the maximum loss of a portfolio within a given time horizon and at a given level of con…dence.
VaR can be estimated either parametrically, or non-parametrically. While in the latter case the realizations of past returns are used to estimate their distribution and thus the VaR, parametric techniques rely on distributional assumptions to forecast the mean and the volatility of a portfolio and hence to calculate its VaR [for a survey of the VaR methodology see Jorion (2007) ].
The volatility of a portfolio, measured by its variance, is a function of the variance of the individual assets and their correlations. More generally, the distribution of the returns of a portfolio will be function of the marginal distributions of the individual assets in the portfolio and the dependence structure between those assets. It is therefore clear that ill parametric assumptions will lead to poor VaR forecasts. For instance, VaR models based on the Gaussian distribution, such as the J.P. Morgan's RiskMetrics TM approach, could lead to underestimation of risk in the case of returns with excess kurtosis.
More generally, there are at least two kinds of departures from normality that are especially important in the …eld of risk management: asymmetries and excess kurtosis.
A bunch of studies in the empirical …nance literature have shown that there is evidence of two types of asymmetries in the joint distribution of stock returns. First, stocks display excess skewness in their marginal distributions [see Siddique (1999, 2000) ].
Second, also the dependence between stocks seems to be asymmetric: stocks returns are motivates my attempt to use copula theory as a tool for improving VaR forecasts. The assumption of joint normality is very often violated and this leads to the problem of …nding more appropriate multivariate speci…cations; copula functions can be a solution to this problem. In fact, the basic idea of the copula approach is that a joint distribution can be factored into the marginals and a dependence function called copula. The de-pendence relationship is entirely determined by the copula, while the location, scale and shape parameters (i.e. mean, standard deviation, skewness and kurtosis) are completely determined by the marginals [see Sklar (1959) ].
Copula functions have been used because they allow us to take simultaneously into account two characteristics of …nancial data: nonnormalities at the univariate, as well as at the multivariate level. Nonnormalities in the marginals, such as excess skewness and/or excess kurtosis, can be taken into account with a variety of univariate models;
however, when considering multivariate modelling, the task of …nding an appropriate speci…cation for the data becomes more challenging, either because estimation can suffer from curse of dimensionality, or because models are not ‡exible enough. On the contrary, the strength of copula functions relies on their ‡exibility. In fact, these functions can be used to link marginal distributions and to generate a variety of multivariate speci…cations.
In this paper I have used copula functions to forecast the VaR of an equally weighted portfolio comprising a small cap stock index and a large cap stock index for the oil and gas industry. Such a portfolio represents a very general investment strategy, namely one based on a low-risk/low-return position, the large cap index, and a high-risk/high return position, the small cap index.
It is worth noting that VaR can be a very useful tool for …rms in the energy industry (e.g. airlines wishing to hedge the risks due to jet fuel price volatility, or energy traders), and more generally, when dealing with the problem of energy security. Energy security, de…ned as the availability of a regular supply of energy at an a¤ordable price, is high on the agenda of governments and policy makers around the world. A threat to a country's energy security can originate either from a physical disruption (e.g. when an energy source is exhausted, or its production is stopped), or from an economic disruption. Economic disruptions are due to erratic ‡uctuations in the price of energy products, which can be caused either by a threat of a physical disruption of supplies, or by speculative activities. In both cases, the result is a sharp price increase, which directly a¤ects business costs and the purchasing power of private consumers. Therefore VaR, measuring the prospect of an extreme price increase, can be used also as an economic measure of energy security.
This paper answers a set of empirical questions: (i) are there nonnormalities in the marginal distributions? (ii) are there nonnormalities in the dependence structure?
(iii) is it worth taking these nonnormalities into account for risk-management? (iv) do complicated models perform better than simple models?
As for questions (i) and (ii), I have shown that the data do deviate from the assump-tion of normality at the univariate, as well as at the multivariate level. The marginal of the small cap index and that of the large cap index display kurtosis and skewness di¤erent from what we would expect in the case of normally distributed time series. The most serious problem is represented by excess kurtosis, on the contrary excess skewness does not seem to be relevant, neither in the estimation stage, nor for risk management purposes.
When considering the dependence structure of the data, I have found that they are more correlated in market downturns than in market upturns. Asymmetries show up in their unconditional distribution, as well as in their unconditional copula, that is after having …ltered the returns with appropriate speci…cations.
As for the importance of nonnormalities for risk management purposes, the VaR forecasting exercise has shown that models based on Normal marginals and/or with symmetric dependence structures fail to deliver accurate VaR forecasts. Among the models that properly forecast the VaR, we have very simple models, such as MA models, copula models with Student's T marginals and asymmetric copula functions, as well as a model with T marginals and Normal, symmetric, copula. The analysis of a set of loss functions shows that the T-asymmetric copula models deliver the best VaR forecasts. These …ndings con…rm the importance of nonnormalities and asymmetries both in-sample and out-of-sample. A common …nding in the forecasting literature is that complicated models often perform worst than simple, even misspeci…ed, speci…ca-tions [see González-Rivera, Lee and Mishra (2004), White (1995, 1997) ]; interestingly, this does not apply to the data I have analyzed.
The rest of the paper is organized as follows: section 2 introduces the theory of copulas; section 3 illustrates how to use copulas to forecast VaR; section 4 is the empirical part of the paper; section 5 concludes.
Multivariate models and copulas
A copula function represents a statistical tool that allows to study the dependence between two, or more random variables. The word "copula" comes from the Latin for "link": a collection of marginal distributions can be "linked" together via a copula to form a multivariate distribution. The theory of copulas dates back to Sklar (1959) , who showed how to decompose a joint distribution into a set of univariate marginal distributions and a copula which describes the dependence between variables after taking out the e¤ects of the marginals.
Early applications of copulas in statistics focused on random vectors of independently 4 and identically distributed (i.i.d.) data; nowadays, it is common to use them in the context of time series analysis. Following Patton (2006b) we can consider two main areas of applications of copulas to time series modelling. The …rst is the application to multivariate time series, where the focus is the modelling of the joint distribution of some random vector X t = [X 1t ; X 2t ; :::; X nt ] 0 , conditional on a given information set t 1 (i.e. usually it contains past observations on the variates, say t 1 X t j , for j 1).
The second …eld of application of copulas is the modelling of the joint distribution of a sequence of observations of a univariate time series X i = [X it ; X it+1 ; :::; X iT ] 0 . In this paper I will focus on the use of copulas for multivariate time series modelling; more details about the application of copulas in time series modelling and in risk management can be found in Dias (2004) , Embrechts et al. (2001 Embrechts et al. ( , 2002 , and Patton (2006b).
The discussion of the theory of copulas and its application to multivariate time series modelling requires some technical concepts; these technicalities, the main de…nitions and the properties of copulas will be discussed in the next section. Next, I will go into the details concerning estimation and inference techniques for conditional copulas.
Although copulas are designed to deal with general multivariate distributions, in what follows I restrict my attention to the bivariate case. As for the notation, I will use the following conventions: X and Y denotes two random variables, W is a conditioning variable or vector of variables, F XY W is the joint distribution of (X; Y; W ), F XY jW is the conditional distribution of (X; Y ) given W and the conditional marginal distributions of XjW and Y jW are denoted F XjW and F Y jW , respectively (for unconditional distribution the notation is similar, in this case I simply ignore the conditioning variable). Furthermore, I will adopt the usual convention of denoting cumulative distribution functions (c.d.f.) and random variables using upper case letters, while lower case letters are used for probability density functions (p.d.f.) and realizations of random variables. Through the paper I will assume that F XY W is su¢ ciently smooth for all required derivatives to exist, and that F XY jW , F XjW and F Y jW , are continuos.
Introducing copulas
A copula function can be de…ned as a multivariate distribution function with uniform U (0; 1) univariate marginal distributions. Sklar (1959) showed that copulas are useful not only as a tool for isolating the dependence relationships from the marginal behavior in a multivariate distribution, but also because we can use them to write the mapping from the individual distribution functions to the joint distribution function. This result can be stated as follows:
Theorem 1 (Sklar' s theorem) Given a pair of distribution functions, F X , F Y , and a bivariate copula C, the function de…ned by:
is a bivariate distribution function with univariate margins F X and F Y . R denotes the extended real line, that is R R [ f 1g.
Equivalently, we can say that given any collection of marginals (F 1 ; F 2 ; : : : ; F n ) and any copula C, we can use Sklar's theorem, as stated in Equation (1), to recover the joint distribution from the marginal distributions. This gives a great advantage in terms of ‡exibility which is very useful in many branches of econometrics. For instance, in portfolio modelling we can use di¤erent marginals for each asset and a copula to link them together; given the widespread evidence of nonnormalities in …nancial data, this ‡exibility is of great importance also for risk management tools, such as Value-at-Risk [for an application of copulas to VaR see Fantazzini (2004)] . Moreover, what makes copulas really useful in applications involving the joint modelling of two or more variates, is that the linear correlation and the marginal distributions determine a joint distribution only if the variables of interest are elliptically distributed. When this is not the case, the copula will take the place of the correlation.
To fully understand copulas, we need to introduce the concept of "probability-integral transformation", (PIT). The PIT is a method for generating n values of a non-uniform random variable X which has continuos c.d.f. F X . The PIT can be introduced as
De…nition 1 (Probability integral transformation (a)) The PIT is the mapping
The PIT exploits the fact that a random variable X with c.d.f. F X can be transformed into a variable with uniform distribution over the interval
Conversely, if U is uniformly distributed over the interval
Hence, to generate a value, say x, of the random variable X having continuos c.d.f. F X , we can generate a value, say u, of the random variable U which is uniformly distributed over [0; 1]. The value x is then obtained as
Now that I have introduced the concept of PIT, we are ready to de…ne the density function equivalent of (1) . Provided that F X and F Y are di¤erentiable and that F XY and C are twice di¤erentiable we have:
where c ( ) Theorem 2 (Sklar' s theorem (continued)) Given a pair of density functions, f X , f Y , and a bivariate copula density c, the function de…ned by:
is a bivariate density function with univariate margins f X and f Y . R denotes the ex-
Sklar's theorem written as in (3) is very useful for maximum likelihood estimation, indeed we can state that the joint log-likelihood of (X; Y ) can be written as the sum of the univariate marginal likelihoods and the copula likelihoods; additional details will be given below.
Let us now move to the question of conditional copula modelling. Following Patton (2006c), I assume that the dimension of the conditioning variable, W , is one. Hence we can derive the conditional bivariate distribution of (X; Y ) jW from the unconditional joint distribution of (X; Y; W ) as follows:
where f w is the unconditional density of w and W is the support of W . However, notice that this type of derivation is not feasible for the conditional copula; in other words, we cannot derive it from the unconditional copula, as we did for the bivariate distribution, because we need the same information set for all the marginal distributions and the copula. For the moment, let us just introduce the notion of conditional copula, 7 without taking the common information problem into consideration. Accordingly, a conditional copula can be de…ned as follows:
De…nition 2 (Conditional copula) The conditional copula of (X; Y ) jW = w, where
Where U and V are the PIT of X and Y given W ; as we have seen, these variates will have Uniform (0; 1) distribution, regardless of the original distributions of X and Y . Hence, the conditional copula can be de…ned as the conditional joint distribution of two conditional Uniform (0; 1) variates.
Once again, notice that in the context of conditional copulas the de…nition of the conditioning set is essential for the validity of the properties listed above. The extension of Sklar's theorem to conditional distributions provided by Patton (2006c) is as follows: Then there exists a unique copula C ( jw) such that:
8 (x; y) 2 R R and each w 2 W Conversely, if we let F XjW ( jw) be the conditional distribution of Xj (W = w), F Y jW ( jw)
be the conditional distribution of Y j (W = w), and C ( jw) be a conditional copula, then the function F X;Y jW ( jw) is a conditional bivariate distribution with conditional marginal distributions F XjW ( jw) and F Y jW ( jw).
In the context of multivariate time series analysis the converse of Sklar's theorem is very useful, indeed it implies that we can link together any two univariate distributions with any copula and have a valid bivariate distribution. We can think of this ‡exibility as expanding the set of parametric multivariate distributions we can use in econometric modelling.
As anticipated above, in order to extend Sklar's theorem to conditional copulas the choice of the conditioning set is a delicate matter, indeed this must be the same for both the univariate marginals and the copula. To conclude this section, let us see how to use Sklar's theorem, as expressed in Equation (5), and the relation between the distribution and the density function to extract the bivariate conditional copula density c ( jw), associated to the conditional copula function C ( jw):
where U F XjW (xjw) and V F Y jW (yjw).
Copula modelling
The choice of the copula used to link together the marginals of two variates should be guided by the nature of the data the analyst is going to consider. Indeed, each copula implies a di¤erent type of dependence between the variables. Patton (2006c, 541) points out that many of the copulas available in the statistical literature are designed for variables that take on joint extreme values in only one direction. While this kind of functional forms are adequate for some economic variables, for others it is wise to be ‡exible in the choice of the copula. As for equity returns, we can choose the copula on the basis of the empirical evidence suggesting that "stocks tend to crash together, but not to boom together". In this case we should select a copula that implies greater dependence for joint negative events than for joint positive events. However, for many economic variables it is not easy to select the "right" copula; this is due either to the lack of empirical evidence, or to the fact that we do not have a theoretical model which suggests the sign of the joint dependence for the variable we want to study. In these situations the best thing to do is to consider various functional forms for the copula.
The …rst copula I consider is the Gaussian or Normal one. The Normal copula is the copula function associated to with the bivariate Normal distribution and represents the dependence structure associated to such a distribution. Let us assume that the random vector (X; Y ) jW is bivariate Normal, or equivalently that its margins F XjW and F Y jW are Normal and recall that U F XjW (xjw) and V F Y jW (yjw). The Gaussian copula can be written as:
where 1 ( ) is the inverse c.d.f. of a Normal (0; 1) variate. The Gaussian copula depends on a single parameter: the coe¢ cient of linear correlation .
Similarly, the Student's T copula is the dependence structure assumed whenever the bivariate T distribution is used. The T copula depends on the correlation coe¢ cient , and on , the shape parameter/degrees of freedom of the distribution. Both the Gaussian and the T copula depend on the correlation coe¢ cient, but the latter has a di¤erent behavior for what concerns tail dependence. In multivariate settings, fat taildness can be referred to both the marginal univariate distributions, or to the joint probability of large market movements. The concept we use to deal with the latter problem is called tail dependence and it can be formally de…ned as follows:
De…nition 3 (Tail dependence) Let U and V be two random variables uniformly distributed on (0; 1). If the limit
exists, then the copula C exhibits lower tail dependence if L 2 (0; 1] and no lower tail
exists, then the copula C exhibits upper tail dependence if U 2 (0; 1] and no upper tail
Notice that U and L are asymptotic measures of dependence focused on bivariate distributions; indeed, we say that two variates are asymptotically dependent in the lower
Similarly, whenever L = 0 ( U = 0) two variables are said to be asymptotically independent in the lower (upper) tail. More informally,
we can state that tail dependence captures the behavior of two variates during extreme events, thus it measures the probability that a stock, say ENI, has an extremely low/high return given that another stock, say BP, experiences an extremely low/high return.
It can be shown that the Normal copula has L = U = 0, meaning that the variables are independent in the tails of the distribution [see Embrechts et al. (2002)]. The tail dependence of two bivariate Student's T variates is determined by the correlation coe¢ cient and the shape parameter, . Being a symmetric copula, the dependence between extremely low returns and extremely high returns is the same.
The copulas we have discussed so far belong to the family of elliptical copulas; this de…nition stems from the fact that they have been derived from elliptical multivariate distributions. A drawback of elliptical copulas is that they cannot account for the fact that in many …nancial applications it is reasonable to assume that there is a stronger dependence across extremely low returns, than across extremely high returns. For these reasons in the empirical part of the paper I will carry out the analysis by using the Normal copula along with the following copula functions: Clayton copula, symmetrized
Joe-Clayton (SJC) copula, Plackett copula and rotated Gumbel copula. Contour plots of some of these copulas, are shown in …gure 1. As we can see from …gure 1, by linking bivariate Normal (0,1) densities with di¤erent copulas, we can generate isoprobability contours of very di¤erent shapes. These plots clearly illustrate that di¤erent copulas can account for basically any kind of dependence structure. The upper left panel displays the Normal copula with its familiar elliptical contours. In the upper right panel we can see the isoprobability contour of the Student's T copula: we can notice that, although symmetric and elliptically shaped, if compared with the Normal copula, the T copula has a quite di¤erent behavior in the …rst ("positive-positive") and in the third ("negative-negative") quadrant, where the isoprobability contours are more tightly clustered around the diagonal, suggesting that it allows for (symmetric) non-zero tail dependence. Other copulas that generate symmetric dependence are the SJC and Plackett copulas shown in the lowest panels. Interestingly, the SJC copula, which depends upon two parameters, U and L (that, as we have seen, are measures of tail dependence), is a modi…cation of the Joe-Clayton copula that can generate both symmetric and asymmetric dependence (e.g. it is symmetric for U = L and it becomes asymmetric whenever U 6 = L ).
The remaining four copulas can generate asymmetric dependence. In particular the rotated Gumbel copula and the Clayton copulas can account for returns more highly correlated in bear markets than in bull markets, which is the case for many …nancial time-series. This type of behavior has been reported for instance by Carvalho and
Amonlirdviman (2008) and Longin and Solnik (2001).
Multi-stage estimation of copula functions
The methodology to estimate copula functions, known as the Inference Functions for Let us assume that the conditional distribution of (X t ; Y t ) jW t 1 is known and that it is parametrized as
In terms of the notation used until now we have that,
and similarly for the densities. Notice that, when feasible, I suppress the dependence on the conditioning variable W and the subscript denoting time in order to avoid cumbersome notation. From Sklar's theorem we know that the conditional density of (X t ; Y t ) jW t 1 can be written as [see Equation (6)]: Plackett copula, κ = 6.50
and hence, this implies that the likelihood of (X t ; Y t ) jW t 1 is given by:
where
the interior set of =.
Let the multi-stage maximum likelihood estimator (MSMLE) of 0 be denoted as^ T .
It is obtained by dividing the estimation process into the following two steps:
1. The parameters ' 0 and 0 of the marginal distributions F t (xjw; ' 0 ) and G t (yjw; 0 )
are estimated as:'
2. Given the results in step 1, the copula parameters 0 are estimated as:
Asymptotic results for the MSMLE are obtained as an extension of the two-stage MLE framework discussed for instance in Newey and McFadden (1994) and in White (1982) . In particular, it can be shown that under standard regularity assumptions the MSMLE is consistent and that its limiting distribution is given by [Patton (2006a, 166- 170)]:
where I s is an s s identity matrix, and:
(when a quantity has a zero in the subscript, or in the superscript it means that this quantity is evaluated at the true vector of parameters 0 ). Equation (14) is the vector of …rst derivatives, or score vector, Equation (15) is the matrix of second derivatives, or Hessian matrix and Equation (16) is the Outer Product of Gradients (OPG). ; equivalently we can write 3 :
. Under standard regularity conditions, the asymptotic covariance matrix can be estimated using the Hessian and the OPG evaluated at the MSMLE,^ T [see White (1982) ].
In other words V T ^ T is estimated as,
which is the so-called "sandwich estimator" of the covariance matrix.
T is symmetric) and (i) it must generalize to the standard Normal distribution (e.g. the T distribution converges to the Normal, as its degrees of freedoms tend to in…nity);
Density functions for the marginals
(ii) it must be su¢ ciently ‡exible so as to generate a range of shapes which we think might be relevant in a particular application (e.g. in …nancial applications, it is desirable that the shape parameter explains the skewness and kurtosis that may be encountered in the data);
(iii) it must be su¢ ciently parsimonious that the shape parameters can be modeled with time series techniques whenever required;
(iv) it must be available in closed-form in order to facilitate (Quasi-ML) estimation.
The last point is very important, especially in applied work. Indeed in the statistical literature there exist many ‡exible and parsimonious parametric distribution, but only few of them have closed-form density functions. When the density is unavailable estimation can be carried-out via method of moments, but as Hansen (1994) points out this might involve severe inferential di¢ culties, especially for IGARCH models. In other words, we want ‡exible low-dimensional densities with closed-form in order to use QML estimation, which is preferred because of its simplicity and its very well-grounded inference theory.
Let us introduce the notation: the observed sample is (y t ; w t : t = 1; :::; T ) where w t includes all the past values of y t . The density of y t is written as: f (yj t (w t ; )),
where is a …nite-dimensional vector of parameters and t = (w t ; ) is a time-varying parameter. Now assume that is possible to parametrize f (yj ), so that we can partition the time-varying parameter as t = t ; 2 t ; t , where t = ( ; w t ) = E (y t jw t ) is the conditional mean, 2 t = 2 ( ; w t ) = E h (y t t ) 2 jw t i is the conditional variance and t = ( ; w t ) is the shape parameter of the distribution. Finally, let us de…ne the normalized variable z t [(y t ( ; w t )) = ( ; w t )] which has density g (zj t ). Notice that the densities of y and z are related by f y t j t ; 2 t ; t = g (z t j t ) = t . The …rst distribution I consider is the standardized Normal p.d.f.. As already high- A desirable extension with respect to both the Normal and the Student's T density, is to allow for skewness; this can be accomplished by considering the skewed Student's T distribution of , who underlines the importance of having a density function that can be easily parametrized so that the standardized residuals of a conditional location-scale model have zero mean and unit variance (i.e. otherwise, it might be di¢ cult to separate the ‡uctuations in the mean and variance from those in the shape of the conditional density). The functional form of the skewed Student's T density is given by:
where 2 < 1 and 1 < < 1. The constants a, b and c are de…ned as:
and
Notice that the skewed Student's T distribution encompasses both the (symmetric)
Student's T and the Normal distribution; indeed, we get the former when = 0, while the latter is obtained for = 0 and ! 1. Like the Student's T distribution, it is well de…ned only for > 2, the skewness exists for > 3 and the kurtosis exists only if > 4. The parameter controls the skewness of the density, which is continuos and has a single mode at a=b. If > 0, the mode of the density is to the left of zero and the variable is skewed to the right, vice-versa for < 0. as the Basel Accord. This agreement, which is now adopted by more than 100 countries, sets the minimum capital requirements that banks must meet to guard against credit and market risks. The market risk capital requirement is a function of the forecasted VaR thresholds. Assuming that returns can be written as r t = E (r t j t 1 ) + " t and that " t has variance h t , the VaR threshold is de…ned as:
in which q is the critical value from the distribution of the unpredictable component of returns, " t .
For an equally weighted portfolio of two assets, the VaR can be written as:
One of the most well known VaR methodologies is J.P. Morgan's RiskMetrics TM .
This method assumes that the continuously compounded daily returns of a portfolio follow a conditional Normal distribution, that is r t j t 1 N ( t ; h t ). In addition RiskMetrics TM assumes that the mean, t , and the variance, 2 t , evolve according to:
Therefore, the method assumes that the logarithm of the daily price, p t = ln (P t ), of the portfolio satis…es the di¤erence equation p t p t 1 = r t , where r t = p h t t , is an IGARCH(1,1) process without drift and is a decay factor with a typical value of 0.94
for daily data and of 0.97 for monthly data (these …gures are the result of J.P. Morgan's calibration exercises). When using the RiskMetrics TM methodology on a portfolio of assets, we also need to compute the coe¢ cient of correlation given by
in which the covariance is estimated using an exponential weighting scheme, that is:
Although RiskMetrics TM permits sizeable computational gains, Za¤aroni (2008) shows that it delivers non-consistent estimates and hence unreliable forecasts of the conditional variances and correlations.
Another simple way to calculate the VaR of a portfolio/asset, is to forecast its volatility as the historical Moving Average of the standard deviations, denoted as MA(m):
where m is the length of the estimation window and r t N (0; h). In the empirical section of the paper, where I deal with daily data, I use two MA models with m = 20, and m = 60.
Forecasting VaR from copula models is less straightforward. Let us introduce some notation: log-prices are given by p i t = log P i t where i = SC; LC; log returns are given by r i t = p i t p i t 1 , standardized residuals after ARMA-GARCH estimation (i.e. ARMA residuals e i t divided by the estimated standard deviation p h iestimated parameters of the marginals and F t (:j:) denotes the conditional c.d.f. of " i t . Having de…ned these variables, we can write the value of an equally weighted portfolio containing the small cap index and the large cap index as:
The Pro…t and Loss (P &L) function of this portfolio is given by L t = (V t V t 1 ).
Alternatively, the P &L function can be expressed as:
The algorithm I use to obtain the recursive one-step ahead forecasts of the 5 percent
VaR implied by copula models is the following:
1. Estimate the marginal distributions of returns using T observations; 2. Forecast returns and variances in T + 1 and denote these asr i T +1 andĥ i T +1 , for i = SC; LC; 3. Get u t and v t and estimate the copula parameters, denoted as^ ; 6. Get the simulated (forecasted) returns using the forecasted returns and variances from step 2 (i.e. simulated standardized residuals at time T + 1 are de…ned as
7. Repeat steps 4-6 N times and use Equation (28) It easy to understand that when using this algorithm a critical variable to be set is N , that is the number of simulations from the copula functions. Obviously, the larger N , the more accurate the VaR; however, copula simulation can be very time-consuming, especially when doing that within a recursive, or rolling forecasting scheme. For this reason, I have carried out a Monte Carlo exercise to determine N on the basis of the trade-o¤ between accuracy of the VaR and CPU time. This exercise demonstrates that setting N =5000 represents a good compromise between accuracy and speed 5 .
Backtesting VaR
I use two tools to evaluate the performance of di¤erent VaR models: statistical tests and loss functions. Let us de…ne the following indicator variable as the hit series:
where I t , which can be written more compactly as I t = 1 (L t < V aR t (q)), is a dummy variable that takes on value one when the P &L function exceeds the forecasted VaR threshold.
Recall that the VaR threshold represents the critical value that corresponds to the lower q percent tail of the distribution of returns. Alternatively, q can be de…ned as the true probability coverage whose sample analogue is given byq = P T t=1 I t =T in whichq is called nominal coverage.
With these de…nitions, I can introduce the trinity of tests due to Christo¤ersen (1998). These tests are based on the de…nition of (conditional) e¢ ciency of the sequence of VaR forecasts; more precisely, we say that a series of VaR forecasts is e¢ cient with respect to the information set t 1 , if E (I t j t 1 ) = q for all t. These tests can be done in a likelihood ratio (LR) testing framework. A very convenient feature of Christo¤ersen's tests is that they can be carried out as a joint test of two properties of the hit series, namely we test separately the correct unconditional coverage and serial independence hypotheses.
The idea behind the unconditional coverage test is straightforward: accurate VaR estimates should exhibit the property that their nominalnunconditional coverageq equals the true probability coverage, say q = 5 percent. Let x = P T t=1 I t be the number of exceptions in a sample of size T , then we can write the probability of x as 6 :
From (30) it follows that the maximum likelihood estimate of q can be written as 7 q = x=T . For a set of 5 percent VaR forecasts, the LR statistic for testing the null hypothesis thatq = q = 0:05 against the alternativeq 6 = q is:
As usual, we have LR U C asy 2 (s 1) = 2 (1), in which s = 2 is the number of possible outcomes of the hit series.
Christo¤ersen has shown that this test does not have any power against the alternative that the zeros and the ones in the hit series come clustered together in a time- 
As we can see the LR CC test is a joint test of unconditional coverage and independence.
The fourth and last statistical test I will use is due to Engle and Manganelli (2002).
Let us consider a modi…ed version of the hit series:
and let X t = h Hit t 1 Hit t 2 :::
, where is column of ones.
By regressing Hit t on X t we get: = (X 0 t X t ) 1 X 0 t Hit t . The Dynamic Quantile (DQ) test statistic is given by: 7 Notice that the log-likelihood function is given by: log T x + x log q + (T x) log (1 q) : Solving the FOC for q yieldsq = x=T = P T t=1 It=T:
The test exploits the fact that, under the null of a correctly speci…ed VaR model, the Hit series should have mean zero and should be independent of everything in the conditioning information set, including its lagged values and the VaR.
While the previous tests can be used to choose among models on the basis of the number of exceptions, they do not tell us anything about the magnitude of the exceptions.
The magnitude of the exceptions can be evaluated using a set of loss functions. The …rst loss function, proposed by Lopez (1998), can be written as:
Notice that the penalty increases with magnitude of the VaR violation. An alternative loss function has been proposed by Blanco and Ihle (1999) : 
where I t = 1 (L t < V aR t (q)), as de…ned in Equation (29) . Q penalizes more heavily, with weight (1 q), the observations for which L t V aR t (q) < 0. A smaller Q indicates a better goodness-of-…t.
Lastly I use a loss function based on the Basel Committee's capital charges. The
Basel Capital Accord sets the capital charge at the highest of the previous day's VaR, or the average VaR over the last 60 business days times a multiplicative factor k (i.e.
this is to be determined by local regulators, but it cannot be less than 3):
Notice that CC is the product of the negative of (3 + k) and the greatest between the previous day VaR and the mean VaR over the last sixty days. As we can see from 
Application
In 
Data description
The theory of copulas is used to forecast the VaR of an equally weighted portfolio Both the average return and the volatility of small cap stocks are higher than those of large cap stocks over the three periods. Let us de…ne the exceedence correlation between two random variables X and Y , as e (q):
where Q x (q) and Q y (q) are the q-th quantiles of X and Y .
The empirical exceedence correlations of standardized returns 8 Notice that the information provided by these two plots are substantially di¤erent: while the former displays evidence of asymmetries in the unconditional distribution of returns, the latter shows the degree of asymmetry in their unconditional copula, that is after having removed all the asymmetries in the marginal distributions.
Clearly, both …gures reveal that the assumption of multivariate normality, that im- 8 Alternatively, we can de…ne e (q) as:
where X and Y are standardized variables and the correlation at the exceedence level c is de…ned as the correlation between the two variables when both of them exceed c standard deviations away from their means. Notice that while …gure (2) uses e (q), the J-tests in table (3) are based upon e (c). 9 Notice that for these two copulas the parameters have been derived from relationship between Kendall's and their parameters. For the Normal copula = 2 arcsin ( ), while for the rotated Gumbel copula = 1 1 . 1 0 These are the Probability Integral Transforms of standardized residuals after normal GARCH(1,1) estimation. 
Marginal Distribution Models
The evidence presented above coupled with some pre-estimation statistical tests 11 suggest to model the marginal distribution for the two indices as follows:
" j;t = q h i t j;t for i = SC; LC and j = 1; 2 j;t~T skew ( j;t j ; )
The marginal distribution for the small cap index is assumed to be adequately characterized by an AR (1) T skew GARCH (1; 1), while the marginal distribution for the large cap index is assumed to be characterized by ARM A (1; 1) T skew GARCH (1; 1).
Recall that Hansen's skewed T distribution nests, at least asymptotically, both the Student's T distribution (e.g. when = 0) and the Normal distribution (e.g. when = 0 and ! 1), therefore I can test the adequacy of the parametric assumptions by means of Likelihood Ratio tests (LR). As we can see from table 4, the LR tests reject the normality of the data, but do not reject the null that = 0; in other words, these tests are telling us that the Student's T distribution should be adequate for the data.
Lastly, I evaluate the goodness-of-…t of the three GARCH models with the framework proposed by Diebold, Gunter and Tay (1998). These authors showed that for a times series of PITs to be i.i.d. U(0,1) the sequence of densities must be correct. 1 1 Results available from the author upon request. 
Copula Models
As we have seen above, the estimation of copula models can be broken down into two steps [see Equation (9) ]; in the …rst step, I use Equations (10) and (11) to get QML estimates of the marginal distributions, while in the second step I use Equation (12) to estimate the parameters of the copula and Equation (13) to draw inferences.
For each marginal distribution, I have …tted …ve copulas: the Normal copula, the Clayton copula, the Plackett copula, the Rotated Gumbel copula and the SJC copula.
These copula functions have been chosen because they have functional forms that allow to take into account the characteristics of the data. Recall from …gures 2-3 that the indices are more correlated in bear markets than in bull markets. This fact is con…rmed by the estimates of the SJC copula that, independently of the marginal distribution, always displays a coe¢ cient of lower tail dependence L slightly greater than the coe¢ cient of upper tail dependence ( U ), see table 5 . The same table also shows how the models rank according to the value of the maximized log-likelihood function. The …rst and the third-best copula models are those that link the univariate T distributions with asymmetric copulas, such as the SJC and the Rotated Gumbel. 1 2 Results available from the author upon request. The second best model is characterized by T marginals linked with the (symmetric)
Plackett copula. These speci…cations are followed by the Normal marginals-Plackett copula model and then by the Normal-Normal model. The speci…cations with T sk marginals are the next in this ranking; however, it should be pointed out that the estimates of the skewness parameter are never statistically di¤erent from zero. Interestingly, models based on the Clayton copula are the worst three speci…cations. This is quite surprising,
given that this copula has negative tail dependence as the Rotated Gumbel copula.
VaR results
The performance of di¤erent copula models is now evaluated in terms of their forecasting performances. Table 6 Three of these models, namely the RiskMetrics TM , the MA (20) , and the MA(60) model, are single index models and the remaining are portfolio models. In other words, the …rst three models do not take into account the correlation between the small cap index and the large cap index, while the remaining speci…cations take diversi…cation into account.
When looking at the number of exceptions, the best model seems to be the one based Notice that models using the Student's T distribution for the marginals are those with the best unconditional coverage, ranging from 4.21 percent to 5 percent. Once again, the models using the skewed Student's T distribution are among the worst, implying unconditional coverages slightly higher than 7 percent. From now on I analyze only those models that have correct conditional coverage, namely the single index RiskMetrics TM model, the two MA models, all the copula models using the Student's T distribution. As usual, I also consider the Normal-Normal model to have a benchmark.
Of this subset of models, those that fail the DQ test are the following: RiskMetrics TM , MA(60), "Normal-Normal" and "T-Plackett".
Summing up, among the models that pass both the LR CC test and the DQ test (at the 5 percent signi…cance level) we …nd three portfolio VaR models (i.e. the "T-Normal", the "T-Rotated Gumbel" and the "T-SJC" copula models) and one single index model The joint analysis of these tables reveals that, for three loss functions out of four, two of the T-SJC copula models rank either …rst, or second. However, when looking at the mean capital charge, asymmetric copula models (i.e. T-SJC and T-RG) rank last and second-last, with the MA models being in the …rst positions.
Notice however that the MA models are the worst models in the case of three loss functions out of four, as well as for the number of VaR violations.
Moreover, recall that copula models have unconditional coverage closer to 5 percent than MA models. Indeed, none of the MA models pass the unconditional coverage test.
Given that results in tables 7 and 8 are not robust to the choice of the loss function (i.e. MA models outperform copula models when using the mean capital charge), I
provide further evidence about the forecasting performance of di¤erent models by means T+PL  T+PL  T+N  T+N  4  T+PL  T+N  T+N  T+RG  T+PL  5 MA (20) MA (20) MA (20) MA ( of the forecast evaluation test developed by Diebold and Mariano (1995) . This test, referred to as the DM test, is a test for equal predictive ability of two competiting forecasts. The null of equal predictive accuracy is tested against composite alternatives that suggest which of the two models performs better. The test is based on a sample of
, with L (:) being some arbitrary loss function of f i t , that is, the time t forecast from model i = A; B. Equal predictive accuracy implies E (d t ) = 0 which can be tested using its sample counterpart d = T 1 P T t=1 d t . The DM test can be written as: . From now on, we have e
The parameter > 0 controls the smoothness 13 of e Q. Table 9 shows that we can reject the null of equal predictive accuracy of the two MA models when these are tested against copula models; on the other hand, the MDM test does not help to choose among copula models. Thus, for this sample, the MDM test has shown once again that copula models outperform simple models, such as the MA speci…cations.
Lastly, I implement a test introduced by White (2000) and known as "Reality Check"
(RC p-values use the adjustment due to Hansen (2005) that correct for the fact that the "White" p-value tends to become very large whenever a poor model is introduced.
From table 10 we can see that the MA models, as well as the RiskMetrics TM speci…-cations are the least preferred models. The copula models are associated with quite high p-values; notice that the Normal-Normal model represents the worst copula speci…cation.
Given these results I recalculate the RC test on copula models only 14 . In this case, the p-value associated to the Normal-Normal speci…cation is 10 percent, therefore the null hypothesis is rejected and there exist at least one model outperforming that based on the Gaussian distribution.
Lastly, I apply the RC test only to copula models using the Student's T distribution for the marginals. In this case, none of the benchmark models is outperformed by the alternative speci…cations; however, once again the SJC copula speci…cation appears to 1 3 I set = 25, however the test does not vary signi…cantly with . 1 4 Results available from the author upon request.
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be the most preferred. The table uses the following notation to denote models: T = Student's T marginal distribution; RG = Rotated Gumbel copula; N = Normal marginal/copula; PL = Plackett Copula.
Conclusions
Copula functions have been used because they allow us to take simultaneously into account two characteristics of …nancial data: nonnormalities at the univariate, as well at the multivariate level. Nonnormalities in the marginals, such as excess skewness and/or excess kurtosis, can be taken into account with a variety of univariate models. However, when considering multivariate modelling, curse of dimensionality comes into play. On the contrary, the strength of copula functions relies on their ‡exibility. In fact, these functions can be used to link marginal distributions and to generate ‡exible multivariate speci…cations.
With this paper I have answered a set of empirical questions: (i) are there nonnormalities in the marginals? (ii) are there nonnormalities in the dependence structure? (iii)
is it worth taking these nonnormalities into account for risk-management applications?
(iv) do complicated models perform better than simple models?
As for questions (i) and ( When considering the dependence structure of the data, I have found that they are more correlated in market downturns than in market upturns. Asymmetries show up in their unconditional distribution, as well as in their unconditional copula, that is after having removed the nonnormalities from their marginal distributions.
As for the importance of nonnormalities for risk management purposes, the VaR forecasting exercise has shown that models based on Normal marginals and/or with symmetric dependence structures fail to deliver accurate VaR forecasts. Among the models that deliver correct VaR forecasts, we have both very simple models, such as MA models, and copula models with Student's T marginals and asymmetric copula functions, as well as a model with T marginal and Normal, symmetric, copula. By means of a set of loss functions, I conclude that the T-asymmetric copula models deliver the best VaR forecasts. This fact is illustrated also with the Diebold and Mariano test and with White's Reality Check test. These …ndings con…rm the importance of nonnormalities and asymmetries both in-sample and out-of-sample. This last observation is not a trivial one, indeed a common …nding in the forecasting literature is that complicated models often provide poorer performance than simple, even misspeci…ed, models White (1995, 1997) ]. 
