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Gauss型積分公式の分点と重みを
多倍長精度で計算する
田中寛※
パソコン(PC)のハードウェアの進歩は、 CPUのクロックとメモリ容量の面において著し
く、それらの聞をつなげているデータパス幅の大きさの面では相対的に遅れている。コン
ビュータの重要な利用分野のひとつである高級言語を用いた数値計算は、データバス幅の
大きさに非常に強く制約を受けている。特に、ディジタルコンビュータの弱点である避け
られないさまざまな誤差の発生の多くの原因が、高級言語のコンパイラで扱う数値をデー
タパス幅に依存させている計算方法にある。本論文では、 Oauss型積分公式の分点と重み
を計算することを例題として、早くなったCPUと大きくなったメモリを最大限に利用し、
データバス幅にほとんど依存しない数値計算の新しい方法を述べる。
~ 1. はじめに
半導体メーカのインテルが、 64ビットCPUであるItaniumを発売して以来ほぼ一年以上が
過ぎ、新たに第二世代のltanium2も発売された。インテル以外にも、 64ビットCPUは、 IBM
のPOWERや|日DEC(今はコンパックを経てHP)のalphaチッフ、 SUNのSolarisなども発売さ
れている。これらのいずれのCPUも命令とデータを処理するハードウェアであるパス幅が、
従来使われてきている32ビットCPUの倍である64ビットあり、その結果、同じCPUクロッ
クでも、一度に処理する命令とデータの量が倍である。
198 0年代初期に発売され始めたパソコンに搭載されていたCPUのパス幅が8ビット
であったことを考えると、パス幅が8倍になっていることが分かる。一方、 CPUのクロッ
ク数は、この間に8MHzから約30Hzとなり、 350倍以上の速さになった。また、コンビュー
タとしてCPUについで重要な要素であるメモリは、この間に、 64Kバイト1)から40バイト
になり、約6万倍以上になっている。 64ビットCPUマシーンは40バイトよりもっと多くの
メモリを搭載できるのであるが、今のところ32ビットCPUの限界である40バイト以上を持っ
ている64ビットCPUパソコンは、発売されていないようである。
今上で見たように、パス幅の増加の割合に比べて、 CPUクロック数とメモリ容量の増加
の割合が、格段に大きい。すなわち、コンビュータとしてのスピードと、コンビュータが
直接に扱うことができるデータを記憶するメモリ容量が、パソコンにおいてかなりの程度
向上したのに対して、 CPUとメモリなどとのデータをやり取りするパス幅の進歩が、非常
に少ないことが分かる。その結果、パソコンの全体としてのバランスが以前に比べて悪く
なっており、ハードウェアの劇的な進展があったにもかかわらず、パソコンのパフォーマ
ンスの進歩が著しく小さいものとなっている。残念ながら、このことは社会的にほとんど
1) K. R. Irvine: Assembly Language for Intel・BasedComputers， Pearson Education， Inc. 
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気付かれていない。ハードウェアの個々の劇的な進歩の影でパソコンの全体としての進歩
が達成されていないことは、次に見るソフトウェアの社会的な位置づけ方にも非常に悪い
影響が出て来はじめている。
コンビュータの重要な利用分野のひとつである高級言語を用いた数値計算の大方のやり
方は、この間に超大型計算機ないしスーパコンビュータからパソコンないしワークステー
ションへのシフトがあった。ところが、数値計算で多用される浮動小数点で、表現される数
字をコンビュータ内部において表現するときのビット数は、超大型計算機を使っていたと
きと今のパソコンを使うのとほぼ同じである。進歩がこの面では全くないといってよい。
浮動小数点の数のビット数は、パス幅の大きさによって大きく制約されているやり方が従
来とられてきた。この面でパソコンが超大型計算機にやっと追いついたというのが現実で
ある。パソコンでは、 8ビットや16ビットのCPUが使われていたときには、何とかパス幅
の制約を逃れてもっと大きいビット数で浮動小数点の数を扱うようにできるようにする工
夫がなされた。その成果を引き継ぐことによって、たとえば、代表的な32ビットCPUであ
るインテルのPentiumで、は、浮動小数点の演算がデ、フォルトで64ビットで行うようにコン
パイラでソフトウェア的に実現している。この数値計算の精度にかかわる最も重要な面で
は、パソコンは10年以上前にすでに超大型計算機の域に達していたのである。クロック数
とメモリ量が超大型計算機よりも劣っていたのである。ところが、いまや過去において劣っ
ていた面でもパソコンが超大型計算機に追いついたにもかかわらず、数値計算の基本的な
考え方や手法で新たな可能性を追求すべきであるのに、社会的な投資どころかその前提と
なる研究面でも殆んどなされていない。そこで、いまや、進歩の遅い小さいパス幅に直接
影響されないで、非常に大きくなったクロック数と巨大なメモリ容量のみを活用する数値
計算が可能であることを示すのが本論文の目的である。
どのコンビュータでも実装されているC言語などの高級言語においては、倍精度浮動小
数点によって15桁の精度を得るのが一般的な限界である。 CPUの構成要素のひとつである
数値演算プロセッサ内部だけの計算では、 19桁の精度を得ることができるが、いったんデー
タが数値演算プロセッサ外に出ると、とたんに精度が15桁に落ちてしまう。このようにな
るのは、数値演算プロセッサ内ではデータが80ビットで物理的に処理されているが、その
外ではデータは64ビットとしてソフトウェア的に処理されているからである。この64ビッ
ト処理は32ビットのパス幅に完全に依存したソフトウェア設計となっている。しかし、今
やこの数値計算方式は、パソコンの進歩に即応していないことを先に述べた。では、具体
的に何が可能となっているのであろうか。可能性のひとつは、精度を自由に設定し、数値
計算におけるその精度を保障することである。この例題として、 Gauss型積分公式の分点
と重みの定数を数値計算することをこの論文では選んだ。 Gauss型積分公式を選んだ理由
は、それらの数値が従来の数値計算の限界である15桁のものが、既に計算されていて我々
の計算の結果と比較できるからである。 2)
まず、 ~2においては、 Gauss型積分公式の分点と重みの定数を計算する数学的方法につ
2)川上一郎:数値計算、岩波書西、 1992、p130.
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いて述べる。次いで、 ~3ではそれらを数値として具体的に計算するアルゴリズムについ
て述べる。従来のパス幅に依存した浮動小数点の演算とは異なるデータ構造をとることに
より、 C++言語で実装する方法について述べる。そして、 ~4においては、具体的な数値計
算を行いその結果について考察する。最後に、 ~5で結論を述べる。
~ 2. Gauss型積分公式の分点と重みの計算方法
2. 1 . Gauss型積分公式
重み関数をw(x)としたときの被積分関数f(x)の区間[a，b]での積分Iは、 3)
ρb 
1 = I f(x) w(x) dx (1) 
a 
で表される。積分公式とは一般的に、まずnを固定した後に、 n個の分点{aj}とn個の重み
{Aj}をある基準で選んだときに、式(1)で与えられる積分Iを
n 
1 = ~ Aj f(匂) (2) 
という式によって近似3)しようとするものである。ここで、{句}および{Aj}を未知数として、
式(2)によってなるべく正確な積分値が得られるようにしたい。
未知数の数が2n個であるから、未知数をすべて求めるためには2n個の条件を課す必要が
ある。そこで、
nρb 
~ AjψI Xk w(x) dx k=O， 1，.・2n・1 (3) 
j=l va 
という2n個の条件を課して、未知数{句}および{Aj}を求めた結果から式(2)によって積分値
を求めるやり方が、 Gauss型積分公式である。式(3)において、重み{Aj}に関して線形であ
るが、分点{向}に関しては非線形である。
式(2)で得られる積分値の近似値であるGauss型積分公式は、式(2)に登場する被積分関数
f(x)以外の数学量{向}および{Aj}をすべて未知数としているという意味で、式(1)で表される
一般的な積分に対するnを固定した上での最適公式といえる。このことは、同じnに対する
ほかの積分公式よりもGauss型積分公式が必ず精度の高い積分公式であることを意味して
いる。
2.2 代数的手段による解法4)
式(3)において、右辺の量はすべて既知であるので、これをMkとおく。すなわち、
ρb 
Mk = I Xk w(x) dx k=O， 1，.・2n-l (4) 
一a
とする。このMkを式(3)に代入した結果のうちのkがl番目からl+n-l番目のn個の式
3)森正武:数値解析法(朝倉現代物理学講座7)、朝倉書庖、 1984、p57.
4)森正武:数値解析法(朝倉現代物理学講座7)、朝倉書庖、 1984、p87.
n 
~ Aj句I=MI
j=l 
n 
~ Aj atn-I = MI+n-1 
のそれぞれに対して、後で確定する方法を述べるある数αn、αn・l、…、 αlを両辺に順に乗じ
て辺々を加えると、
n 
~ [Aj匂lαn+ Aj句Mαn-I+…+Aj句I+n-IαJ]= MI αn + MI+Iαn・1+ MI+n-¥α1 
j=l 
となる。上式の左辺をまとめることができて、上式は
n n 
~ Aj句1[αn+句 αn-¥+…+ザー lα1]=~ M片 Iα1
となる。いま、 al.a2…anを根とするxに関するn次方程式を一般的に
xn +α1 Xn-I +… +αn = 0 (5) 
と表すことができるので、 Mkの定義より
n n n 
~ Aj ajl [αn+句 αn・¥+…+ザー lα¥]=・~ Aj向1at =・~ Aj句I+n=ー Mn+1
となる。左辺と右辺とを入れ替えると、
n 
~ Ml+n-iα1-・Mn+1 (6) 
が得られる。ここで、 2n個の{Mi}は式(4)で与えられる既知の量であり、!としてOからn-lま
で、のn個の値をとれば、式(6)から得られるn偲の式の組は、 α1，α2，… αnに関するn次連立一
次方程式となる。
以上の結果、式(6)から得られるn次連立一次方程式を解くことにより {αi}が求めること
ができ、次いで、式(5)のn次方程式を解くことにより {ai}が得られ、さらに、 2n個の式(3)
の内の{Ai}に関するn個の連立一次方程式を解くことにより {Ai}が求まることが分かつた。
~ 3. アルゴリズム
3. 1 Gauss型積分公式で、の分点と重みの計算
前章で導き出したGauss型積分公式に現れる重み関数w(x)を
w(x) = 1 
としたものを、ルジャンドルーガウス公式という。この公式は、被積分関数f(x)の区間[a，b]
5 
での単純な定積分
I=jLdx(7) 
a 
を計算するものである。
ルジャンドル.ガウス積分公式における式(4)の量を計算できれば、前章の最後で述べた
のと全く同じ次のような具体的手順により、各積分係数である分点{ai}および重み{Ai}の
値が求まる。まず、 n次連立一次方程式
n 
L: Ml+n-iαi = -Mn+l 
を解いて{αi}を求める。次に、この{αi}を用いて、 n次方程式
xn +α1 xn・1+…+αn= 0 (9) 
1=0，1，…n-l (8) 
のn個の根として{ai}が決まる。そして最後に、既に求まっている{ai}を用いて、 n次連立ー
次方程式
n 
L: Aj ajk = Mk 
を解いて{Aj}を求める。
式(4)においてw(x)をlとすると、
k=O，l，.n・l
、
?
??? ??
? 、
??
?
??
? 、
， ，
?
、 ，
?
?????? ???? 、? ?
??
??? ，， ， ， ， ， ，?? ??? ?????
??
????
???? k=0，1，.2n・1 、 ， ?? ? ?????? 、
となる。通常のGauss型積分公式の係数は、 a=-l、b=lとして計算されているが、このよう
にしても積分変数の変換を考慮すれば、一般性は失われない。この場合、式(11)は、
I 2/(k+l) k:偶数
Mk = i 
l 0 k:奇数
という極めて簡単な形になる。
式(8)および、式(10)の連立一次方程式は、行列表現で考えると各行列要素の構成が非対称
である。そこで、連立一次方程式を解くガウス法をコンビュータを利用するのに有利に変
形したCrout法5)を用いる。また、式(9)のn次方程式の解法には、バイセクション法6)を用い
る。
5)戸川隼人:マトリックスの数値計算、オーム社、 1971、p62.
6) H. Tanaka and H. Kawano: "A Simple Fixed Point Algorithm for a Static General Equilibrium Model with Tax 
Policies"， Aomori Public College Journal of Management & Economics 2， p68. 
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3.2 多倍長精度計算の設計と実装方法
コンビュータプログラム作成の際の多倍長精度データの記憶様式としては、 0から9まで
の数字の文字を、文字型の配列としてその配列の添字がゼロから大きいほうに向かつて、
桁の大きい順に記憶する。すなわち、配列の添字の順と桁の大きさの順が逆になっている。
この文字型のーバイトに数字の0から9までを文字として記憶することは、 c++言語文法7)で
の文字型データがOから255までの整数として扱われることを利用して実現する。ーバイト
に256通りの異なる情報を記憶できるのに、 0から9までの数字の10種類の記憶にしか使わ
ないのは、非常に非効率的なことと思われるかもしれない。しかしながら、このようなデー
タ記憶方式をとることによって、記憶装置の物理的限界までの大きさの桁数の精度を得る
ことができるようになる。いまや、パソコンでさえギガバイト単位のメモリを搭載するよ
うになっていて、記憶システムの上限の存在そのものが、特殊な数値計算でのコンビュー
タ利用以外の分野では殆んど問題とさえならない。
多倍長精度データのC++言語文法でのクラスは、データ属性として、データそのものを
記憶する領域以外に、そのデータの長さを記憶する変数と、そのデータの小数点位置の情
報を記憶する領域をもっ。このようにすることによって、数値データの記憶形態を一種類
しか定義する必要がないため、通常の高級言語文法でなされている整数系のデータと浮動
小数点系のデータを区別して扱う必要がなくなる。
また、その多倍長精度のクラスは、データ操作関数として、コンストラクタやデストラ
クタは当然として、そのほかに各種の必要な関数をもっ。四則演算に関係する関数は、先
述したデータ記憶方式に基づいて、四則演算が通常の数学的な結果が得られるように実装
する。その際に、 C++言語文法で可能となっている関数の多重定義の機能を用いて、 f+-*/J 
の記号が通常の数学的な意味を表すようにする。また、 C言語文法で規定されているのと
同じ演算子(たとえば、 f=Jが代入を意味する様に)が、同じ記号で同じ意味になるようにす
る。比較演算子と入出力演算子も同様にそのクラスに含める。最後に今の場合にとるデー
タ記憶方式に起因する関数として、あるタイミングで精度の桁数を抑制する関数と、デー
タの一番高い桁(つまり配列の沿え字0にあるデータ)が常にゼロではないように調節する正
規化する関数が必要となる。
上述したクラスの実装の殆んどを堀江郁弥のホームページ8)にある著作権を主張しない
ファイルにあるC++言語で、書かれているプログラムを用いた。ただし、そのプログラムに
は四則演算の関数のある場所にあるべき正則化の関数がないために、場合によっては四則
演算の演算結果が正しくない結果となるので、プログラムを解析しなおして修正して用い
ている。他人の作成したプログラムを解析して正しく動作するように修正する作業は、生
易しいものではないことは周知の事実であるが、何とかうまく動くように修正することが
できた。
7)大城正典:詳解C++、ソフトパンク、 2001、p348.
8) http://hp.vector.co.jp/authorsIVA000672/ 
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~4. 計算結果と考察
以下に述べる数値計算に用いたコンビュータは2台のPCである。ひとつは、 DELL製のい
わゆるPCサー バで、 OSとしてTurboLinuxを搭載している。 CPUがPentiumm 600MHzのも
の2個で構成されるデュアルプロセッサであり、メモリが512メガバイトである。 C++コ
ンパイラはGCC2.95.2である。もうひとつは、 SOTEC製の標準的なPCで、 OSとしてMS
Windows XP Professionalを搭載している。 CPUはPentium42GHzで、あり、メモリが1ギガバ
イトである。このPC上でCygwin9)というWindows上におけるUNIXに似せている環境を導入
してあり、そのC++コンパイラはGCC2.95.3-5である。 2台のPCによる計算結果を比較す
ることは、ほぼ同じバージョンのコンパイラを用いたときのおのおののハードウェアおよ
びソフトウェアの差の影響を調べることができる。 2台のPCのハードウェアとソフトウエ
アの概要を表1に示す。
表1 使用したPCのハードウェアとソフトウェアの概要
DELL SOTEC 
CPU Intel Pentium m 600MHz >く2 Intel Pentium4 2GHz 
メモリ 512Mノミイト 1024Mバイト
HDD 20Gノミイト 200Gノミイト
OS Turbo Linux MS Windows XP Professional 
C++コンパイラ GCC2.95.2 GCC2.95.3-5(Cygwin環境)
まず最初に、 5点法のGauss型積分公式の分点{ai}と重み{Ai}を、上述のプログラムを用
いて50桁までを計算した結果を表2に示す。この結果は、現在入手できる最も多くの桁数
である15桁のものおと、 15桁まで完全に一致していることを示している。 50桁までが正し
く計算されたことは、分点{ai}の計算結果のプラスマイナスの同じになるべき値を比べた
ときに、有効桁数が50桁までが一致していることで確認している。この計算結果は、計算
に用いた2台のPCで異なることはない。
表2 Gauss型積分公式の5点法の分点!adと重み !Ad
{ai} {Ai} 
-0.906179845938663992797626878299392965125651910 76253 0.23692688505618908751426404071991736264326000221241 
-0.5384693101056830910363144207002088049672 8660690556 0.4786286704993664680412915 1483563819291229555334314 
0.00000 00000 00000 00000 00000 000 00000 00000 00000 00000 0.56888 88888 88888 88888 88888 88888 88 88888 88888 88889 
0.5384693101 056830910363144207002088049672 86606 90556 0.47862867049936646804 12915 1483563819291229555334314 
0.906179845938663992797626878299392965125651910 76253 0.23692688505618908751426404071991736264326000221241 
9) http://www.cygwin.com/ 
次に、 50点法のGauss型積分公式の{ai}と{Ai}を同じプログラムを用いて計算した。その
結果を表3(論文末)に示す。 5点法の場合と同じやり方で、式(9)のn次方程式を解いて{ai}を求
めたが、 50点法の場合には40桁の精度でしか{ai}を求めることができなかった。ここで、 40
桁の精度というのは、先に述べた意味でである。このかなり大きい誤差が発生した原因は、
式(9)のn次方程式の係数{αi}に含まれる誤差以外にありえない。そして、この誤差はn次連
立一次方程式(8)を解く際に発生したものである。すなわち、ディジタルコンビュータでは
避けて通れないものである有限の桁数でしかあらゆる計算を行うしかないことに起因する
「桁落ち」がおきているのである。
5点法および、50点法の両方のGauss型積分公式の{ai}と{Ai}を先に述べた2台のPCで数値計
算した際の計算時間を表4に示す。いずれのPCのコンパイラでも最適化レベル2でC++言語
で書いたソースプログラムをコンパイルした。 X-Windowシステムを起動しない生のター
ミナル画面においてフログラムを実行した。計算時間の計測は、 UNIXのtimeコマンド 10)を
用い、 CPUが稼動した実時間を示すIrealJで表示されているものを採用した。それぞれの
計算時間は、同じ計算を5回行ったときの平均をとった。 5点法の場合、 DELLでもSOTEC
でもほとんど計算時間に差がなく、高性能のCPUであるSOTECのほうがむしろ若干時間が
多くかかっている。 50点法の場合、 DELLのほうがSOTECの約1.5倍の計算時間がかかって
いる。この値は、 CPUの速度の比3.3(2GHZ/600MHz )よりもかなり小さい。 DELLはデュ
アルプロセッサ構成であり、 OSもデ、ュアルで動いているが、 C++言語コンパイラはデ、ュア
ルプロセッサに対応していないらしく、実行中のCPU稼働率を測ると最高でも50%前後で
ある。したがって、プログラムの実行には2個あるCPUのうちのどちらかl個のCPUしか使
われていないことが分かった。また、 SOTECのCygwin環境はMSWindows XP上でしか起
動できない。したがって、表4のSOTECの計算時間には、かなりのOSのオーバーヘッドの
時間が含まれている可能性が高い。さらに、 C++言語コンパイラが、 DELLのLinuxでは最
適化されているが、 SOTECのCygwin環境には最適化されていない可能性もある。なぜな
らば、 LinuxはC++言語コンパイラの開発もとのGNU直属のプロジェクトとして位置付け
られていてしかもかなり長い歴史があるのに対して、 Cygwin環境の方はLinuxのデ、イスト
リビューション業者のひとつに過ぎ、ないRedHatという会社のプロジェクトによって管理
されているからである。これらに事情が、 PentiumillのDELLよりもPentium4のSOTECが相
対的に「遅い」結果になっていると思われる。
表4プログラムの実行5回の実行時間の平均(単位は秒)
DELL SOTEC 
5点法 1.758 1.842 
50点法 89.459 54.729 
10)0. Gilly:UNIXクイックリファレンス(山田洋子訳)、オライリー・ジャパン、 1999、p134
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多倍長精度のC++言語で書かれたクラスを定義するプログラムが、 Gauss型積分公式の分
点と重みを計算するという実用のために有用であることが明らかになった。また、インテ
ルのPentium4プpロセッサが、必ずしも数値計算においてその宣伝されているような性能が
発揮されない場合があることが露呈した。
(2003年1月9日受付、 2003年1月16日受理)
表3 Gauss型積分公式の50点法の分点ladと重み lAd
{ai} {Ai} 
-0.998866404420071 0501922121 594584151922114 0.0029086225 53155 14094 10854938865835528462 
-0.99403 196943209071262056123209842087 50072 0.0067597991 9574540146275989033520951 73277 
-0.98535408404800588239557676266222981 05702 0.0105905483 8365096920 15098 181436017863800 
-0.9728643851 06692 07387 25460 22351 0400071323 0.01438 08227 61485 57433 6391264916 70059 65689 
-0.95661 09552428079432497678365748345275537 0.01811 55607 1348939024890639661662727 81268 
曲0.9366566189448779341441027403990756472576 0.0217802431 7012479286 19177 4758355511 73106 
-0.91307 85566 55791 89358 02496 25599 93572 27771 0.02536 06735 70012 39030 57720 01416 53788 38331 
-0.8859679795 23613 04926 85655 45627 36012 65016 0.0288429935 80535 19788 3883602223 32338 67488 
-0.8554297694299460853926641 40073 3735962086 0.03221 3728223578 01649431878838966291 70954 
-0.82158 20708 59335 94929 34905 527144685975867 0.03545 98356 15146 154003510946381 19843 56632 
-0.7845558329003992649993375987867084875560 0.0385687566 125876750893192 163006140429136 
-0.744494302226068 53950 67235 64513 81331 93291 0.04152 8463090147 697274585288241 29972 26055 
・0.7015524687 06822 25247 70619 23953 22822 83906 0.04432 75043 38803 27535 83263 94611 18262 56558 
-0.6558964656854393622928534 150653701559248 0.0469550513039484328531126173784812421060 
-0.6077029271 849502407904773 262262413475012 0.04940093844946631483 7270626759 81254 19<.J24 
・0.5571583045 14650055992234875778 7822424472 0.05165 5703069581 13844 18520460696482702169 
-0.5044581449074642033553491 8290025228 12854 0.05371 06218889962465182417 13209 1209629724 
-0.449806334974038790832309980981 4619084943 0.055557744806212517667066694147 1303362944 
-0.39341 4311897565 1290097223428829087852006 0.05718992564772838381 94165782563212047071 
-0.3355002454 19437358328796364471 3531525231 0.0586008498 13222445986164200616 1286790170 
-0.27628 8193779531 99164 14691 262365482504494 0.05978505870426545771 401546093291431 38413 
-0.21600 72368 76041 75793 17787 70274 2882740874 0.06073 79708 41770 21628 48903 34301 00573 45293 
-0.154890589998145 90288 19163 91484 18513 52708 0.06145 58995 903166640500254827883152797523 
・0.09317470156008614135552353505797015 10615 0.0619360674206832437067612074936239629686 
-0.03109 8 
0.093174701560086 14135552353505797015 10615 
0.l5489 05899 98145 90288 19163 91484 18513 52708 
0.21600 72368 76041 75793 17787 702742882740874 
0.27628 8193779531 99164 14691 26236 54825 04494 
0.3355002454 194373583287963 64471 3531525231 
0.39341 43118 97565 12900 97223 42882 90878 52006 
0.449806334974038 79083 23099 80981 46190 84943 
0.50445 814490746420335 53491 8290025228 12854 
0.55715 83045 146500559922348 75778 7822424472 
0.6077029271 849502407904773 2622624134 75012 
0.65589 64656 85439 36229 28534 15065 37015 59248 
0.70155 24687 06822 25247 70619 23953 22822 83906 
0.744494302226068 53950 67235 64513 81331 93291 
0.78455 5832900399 26499 93375 98786 70848 75560 
0.82158 20708 59335 94929 34905 5271446859 75867 
0.85542 97694299460853926641 40073 37359 62086 
0.88596 79795 23613 04926 85655 45627 36012 65016 
0.91307 85566 55791 89358 02496 25599 93572 27771 
0.93665 6618944877 93414 41027 40399 07564 72576 
0.95661 0955242807 94324 97678 36574 83452 75537 
0.9728643851 0669207387 25460 22351 0400071323 
0.98535 4084048005 88239 55767 62662 22981 05702 
0.99403 19694 32090 71262 05612 32098 42087 50072 
0.998866404420071 0501922121 594584151922114 
0.06193 6067420683 2437067612 07493 6239629686 
0.06145 58995 90316 66405 00254 82788 31527 97523 
0.06073 79708 41770 21628 48903 34301 00573 45293 
0.05978 505870426545771 401546093291431 38413 
0.0586008498 13222 44598 61642 00616 12867 90170 
0.05718 9925647728 38381 94165 78256 32120 47071 
0.0555577448062125176670666 94147 13033 62944 
0.05371 06218 88996 24651 82417 13209 1209629724 
0.05165 57030 69581 13844 18520 46069 64827 02169 
0.04940093844946631483 7270626759 81254 19924 
0.0469550513 039484328531126 173784812421060 
0.04432 75043 38803 27535 83263 94611 18262 56558 
0.04152 84630 90147 69727 45852 88241 29972 26055 
0.0385687566 125876750893192 163006140429136 
0.03545 98356 15146 154003510946381 19843 56632 
0.03221 372822357801649431878838966291 70954 
0.0288429935 80535 19788 3883602223 32338 67488 
0.0253606735 70012 39030 57720 01416 53788 3331 
0.0217802431 7012479286 1917747583 55511 73106 
0.01811 55607 1348939024 89063 9661662727 81268 
0.01438 08227 61485 57433 63912 64916 70059 65689 
0.01059 05483 83650 96920 15098 18143 60178 63800 
0.00675 97991 95745 4014627598 90335 20951 73277 
0.0029086225 53155 14094 10854938865835528462 
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