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Abstract
This thesis is concerned with the development and application of Smoothed Par-
ticle Hydrodynamics (SPH) models for studying multiphase flows such as those
relevant to the analysis of the hydrodynamics and thermal transport involved in
heap leaching.
The improvements made here to the modelling aspects of multiphase SPH
are seen to bring about measurable improvements to solution quality. A relative
density formulation and a “compressibility-matching” method for handling inter-
faces eliminate what would otherwise be significant obstacles to obtaining stable
and smooth pressure fields.
The convergence properties of the formulation are seen to approach the theo-
retically expected value in SPH. Convergence is also seen to strongly depend on
the smoothing length factor used. A factor found to influence error magnitudes
that nevertheless does not affect convergence rates is the extent of initial particle
disorder.
The simplified cases representative of heap leaching hydrodynamics studied
through 2D simulations allow an understanding of flow at the particle scale.
The significant dependence of mean flow rates in these systems on particle sizes,
saturation, and contact angle is shown.
In 3D, saturated flows through packed beds of spherical particles are pre-
sented. Steady-state superficial velocities obtained through simulations, com-
pared with analytical relationships given by Cozeny-Karman and Ergun relations[125],
ii
iii
are illustrative of the ability of SPH to reproduce packed bed flows satisfactorily.
Subsequently unsaturated regimes encountered at the channel scale are studied
qualitatively for saturation values typical of real heaps.
A heat transfer model based on a formulation for single-phase SPH devel-
oped by Szewc et al. [123] is implemented. The model’s performance (in terms
of Rayleigh numbers indicative of transition to unsteady convection in differen-
tially heated cavities (DHCs)) is satisfactory when compared with the established
single-phase results of Le Que´re´[63]. Its application to an idealised unsaturated
scenario demonstrates its useability for multiphase studies.
Finally, an extension is made to the model to account for turbulent regime
heat transport. This extension, deriving from one used for finite elements by
Chatelain et al. [22], is novel in the SPH context and lets the loss of stratification
seen in DHCs at high Rayleigh numbers be predicted with reasonable accuracy.
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Introduction
1.1 Heap leach modelling
Heap leaching presents a multi-faceted problem to the computational modeller,
and this is as much in evidence from the multitude of techniques and approaches
developed by researchers over the last 40 years ([6], [14],[75], [113]) as from the
many phenomena spawned by the application of leaching reagent in a heap:
• flow of the leaching fluid from drips or sprinklers through the heap body,
• chemical and bio-chemical reactions associated with mineral oxidation,
• diffusion of solute and reagent,
• mineral dissolution and ore shrinkage,
• solute transport,
• gas transport and
• heat release accompanying the reaction and its dissipation.
These phenomena and their interactions give rise to a rich, interdisciplinary
field of study. Numerous challenges are encountered in developing models as well
as in refining existing ones so that process design, operation, recovery estimation
and optimisation are better represented in them.
1
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1.2 Challenges
1.2.1 The problem of scale
Typical leaching heap dimensions in the lengthwise and breadthwise directions
run into several hundreds of metres. Indeed, the biggest heaps in operation are
kilometres long [15]. Depths are typically an order of magnitude or two smaller,
though increasingly more than 100 meters [126], so as to minimise the land area
affected by mining. This issue of size also extends to timescales, as heaps operate
for months and frequently for years [8].
Although estimates of computational requirements in terms of CPU hours
or memory for a full scale heap simulation for any realistic period of time are
not a topic of discussion in the existing literature, it is safe to say that the
aforementioned sizes preclude numerical simulation of all the recognised effects
at the scale of individual particles for the entire heap with a resolution that
captures all the detailed dynamic effects. This is on account of computational
constraints at the present time, or in the foreseeable future, Moore’s law-like [86]
improvements in computational resources notwithstanding. Neither is it always
desirable to carry out full-scale, full-detail simulations if the additional insight
gained by doing so doesn’t do justice to the overhead in terms of computational
expense.
Continuum modelling and micro-scale physics modelling (terms used as de-
scribed below) are two ways of tackling the challenges posed by scale:
Continuum modelling
Definition. If the primary aim is to model phenomena at sizes relevant to actual
heaps, a continuum approach is likely the most suitable one. The continuum
approach is used in a variety of other contexts, such as for hydrocyclones [96], for
modelling pedestrian flows [49], etc. A common feature among continuum models
seems to be that they are constrained in the amount of real featural detail they can
include. In the heap leaching context, compositional and structural variations of
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the particular stockpile being studied are parametrised rather than reproduced in
detail, in order to allow the heap to be considered in entirety (or a sizeable portion
of it, taking advantage of symmetry). A set of phenomenological, empirical or
semi-empirical rate equations [73],[76] representing averaged values of reaction,
transport, mineral dissolution and diffusion is employed.
Ore composition data obtained from mineralogical analysis serves as either
the initial or the boundary condition on the resulting equations, as appropriate.
This approach to modelling lets computational complexity and cost be reduced
significantly.
The level of detail incorporated into a continuum model is indeed not uniform
across the range of such models found in the literature. For empirical or semi-
empirical models, a single equation may be written, relating overall recovery to
particle-level kinetics, eliminating all other process details by means of direct
substitution and by introducing fitting parameters, ones that can be adjusted
to experimental or real heap data. In such models [74],[75],[76], the resulting
computing economy also allows new avenues of analysis to be exploited. For
instance the results may be used to investigate sensitivity of recovery to heap
operating variables. Such an investigation has indeed been carried out recently
with stochastic analysis by Mellado et al. [78].
In more detailed phenomenological models however, the rate equations men-
tioned above correspond to a particular physical process and may thus each be
applicable at different scales [105]. These rate equations then have to match up
with each other so that reaction rates and mineral dissolution rates, etc. at the
small scale add up to give mineral extraction and flow rates at the heap scale. An
overall consistent heap-level continuum model that conserves physical quantities
such as mass and energies of reaction globally is thus produced. In earlier at-
tempts at heap-scale continuum models [5],[17], pore-scale diffusion and chemical
kinetics were accounted for. In subsequent work, McBride et al. [73], combined
particle models accounting for mineral dissolution and ore shrinkage (through
the shrinking core approximation [122],[6],[64] with a large-scale model for solute
transport that receives as input ore shrinkage rates from the particle-scale model.
Rate equations are typically non-dimensional (or at the most single-dimensioned),
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in which case the model accounts for rate variations along the height of the heap
(as proposed in the 1-d columnar leaching model of de Andrade Lima [28]).
Continuum models are useful to obtain recovery estimates of a particular
heap on an ongoing basis. The accuracy and reliability of predictions made by
such a model are often limited by those of the modelling assumptions. Many
current efforts in the mineral industry and academia (as seen from the variety of
approaches in the literature cited above) are oriented towards building improved
continuum approximations.
Channel-scale physics modelling
The alternative to continuum approaches is detailed simulation of the underlying
microscopic/mesoscopic physics. This can be done by studying a small portion on
the heap to sufficient accuracy to lay bare the mechanisms at play. Typically the
modelling assumptions going into such a method are made at the molecular level;
phenomenological simplifications at larger scales are avoided. Detailed physics
models can be very computationally intensive depending on the choice of spatial
and temporal resolutions. It is nevertheless interesting to explore them to gain
insight into the driving mechanisms of heap behaviour in a way that approximate
models do not allow.
Many examples of researchers using Computational fluid Dynamics (CFD)
techniques for studying the problem are now available ,[59],[72],[93]. These are
outlined in Chapter 2.
1.2.2 Process complexities
While the chemistry and biochemistry of heap leaching have been part of many
models [5],[113], the interplay of solute transport, hydrodynamics and heat re-
lease/transport is less clearly understood. It is of limited value to study these
mechanisms by approximating the heap as an isotropic porous medium, as it is
well known that particle size and structure vary considerably within the heap [15],
with the bottom of the heap typically gathering fines and therefore made up of
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fewer void spaces, while the top is relatively loosely packed. Particle break-up
and accumulation of fines lead to further changes in heap behaviour over long
time-scales.
From this brief description, it may be appreciated that a number of variables in
heap operation have a potential impact on final recovery rates. It is therefore the
putative task of the modeller to make choices for the scale of simulation, and to
ensure that all features within a model’s scope are well-replicated.
1.2.3 Motivation 1: Heap leaching hydrodynamics
Heap flow is two-phase and gravity-driven on average, but also influenced significantly
by surface tension at scales at or below the particle size [15]. The typically low
flow rates employed in the sprinkler systems lead to droplets, rivulets and thin
films forming as the flow progresses. A plug flow velocity profile assumption
(used in a few continuum models [28],[113]) runs the risk of not capturing all
of those phenomena. At another end of phenomenological simplification, models
borrowed from soil hydrology studies make a capillarity assumption[70], which is
clearly not valid over the entire operating regime, as the Bond number
Bo =
ρ g d
σ
, (1.1)
where
ρ is the density,
d is the particle diameter and
σ is the surface tension coefficient,
lies on either side of unity, within a range that is broad enough [53] to necessi-
tate the consideration of a mixture of gravity-driven and capillarity-dominated
regimes.
Reagent movement is also influenced by the accompanying flow of air that
may be pumped from the bottom of the heap during operation to aid aeration
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and heat dissipation. Over the heap lifetime, paths for the reagent may increase,
decrease or change in shape due to channelling and preferential flow effects [132].
Dispersion of reagent and solute are both found to be influential on performance
and recovery [29].
The effects of hydrodynamic modelling on predictions of performance have
received detailed attention in the modelling community only recently. A grow-
ing body of experimental and field research highlights the importance of hy-
drodynamics [15]. In [53], various structurally distinct flow features have been
identified - plug, droplet, rivulet, film, static, residual. The localised nature of
these regimes and their strong dependence on flow rate are topics in need of
further understanding.
A part of the current research is thus driven by the need to address some
of these modelling uncertainties. Physical factors (such as particle sizes, size
distributions, interfacial tension and variations in contact angle, that are typically
seen by the flow at the smallest scale) and how they tell on overall flow rates are
studied in detailed simulations. Chapter 6 outlines the particulars of this study.
1.3 Smoothed Particle Hydrodynamics (SPH)
SPH [42],[43] is the simulation tool of choice for the channel-scale studies dis-
cussed in Sec. 1.2.3. It is fully Lagrangian and has been widely used for both
free-surface [82],[118] and wall-bounded [4],[89] flows and increasingly for multi-
phase flows. It is chosen for the current research because of the advantages it
offers over grid-based methods for looking at heap leaching, namely:
• The natural capturing of fluid interfaces is of immense convenience
as heap flow is a complex mixture of droplets and films that are continually
evolving in shape [53], with multiple coalescence and breakup phenomena
occurring at a given point in time.
• Modelling surface forces at the interface without requiring inter-
face tracking schemes. As mentioned in the previous point, interfaces
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do not need to be explicitly tracked in SPH. Furthermore, surface tension
models can operate on the naturally captured interface - no additional cal-
culation, other than the evaluation of a colour function gradient, is required
to locate the interface[51].
• Ease of incorporating additional physics. This is easier in SPH than
in grid-based Eulerian methods on account of the Lagrangian nature which
means that convective terms in Eulerian methods that can be numerically
cumbersome (in how efficient they are and how well they converge) are not
present.
1.3.1 Motivation 2: SPH modelling for multiphase flows
The current research is also concerned with making improvements to multiphase
SPH formulations extant in the literature. In the standard single-phase SPH
formulation first developed by Monaghan and co-workers [42], the fluid is repre-
sented as weakly compressible. The value of compressibility is not related to that
of the actual fluid being studied, but is instead introduced indirectly through
an artificial speed of sound that keeps density changes to less than 10%. When
transferring this approach to the simulation of multiphase flows, if fluids with
significant differences in density share an interface, an unphysical discontinuity
in pressure may result due to differences in the compressibility of each fluid. This
issue has been addressed here with “compressibility matching”, an adjustment of
fluid properties so that their bulk moduli are maintained at the same value. This
technique, which has been explained in detail in Sec. 5.1.1, eliminates spurious
pressure discontinuities and associated interface stability issues.
1.3.2 Motivation 3: Modelling laminar and turbulent ther-
mal transport using SPH
There are a few instances of thermal transport modelling in the SPH context.
A recent example in a single-phase scenario is that of Szewc et al. [123], which
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builds on earlier work by Cleary [23]. Incorporating thermal transport into mul-
tiphase modelling is therefore of interest. With this in mind, a Boussinesq heat
transfer model is developed and implemented. Comparisons with existing re-
sults [22],[123] are used to validate the model. The validation in the single-phase
situation is followed by a primarily qualitative study of two-phase flows using
configurations similar to those used in the hydrodynamic simulations. A detailed
study of the ability of SPH to reproduce turbulent flow features observed in
differentially heated cavity [127] is the final object of study of the thesis.
1.4 Thesis structure
In addition to the chapters already referenced by way of introduction above, this
section is a guide to the contents of the remainder of the thesis.
In Chapter 2, a classificatory survey of heap leaching, and of models in the
literature is undertaken. Through this discussion, areas of current modelling
approaches where more research is needed are identified.
In Chapter 3 a critical overview of the background theory of SPH is provided.
Relevant results from the literature are set out in a form that resembles what is
used in the program.
In Chapter 4 the program-specific details are described.
Chapter 5 is a compilation of the computational tests carried out to vali-
date the convergence properties, performance and parallel speedup of the SPH
formulation. Results of simulations to display the modelling improvements for
multiphase SPH, namely compressibility matching and relative density formula-
tion, are presented in comparison to other alternatives.
Chapter 6 is a discussion of results of simulations of flow through particle beds.
Through 2D simulations, the variation of flow rate with bed saturation, contact
angle, particle size and size distribution, particle separation are brought out. In
the 2D scenario, it is possible to see trends similar to those roughly expected in
a 3D packed bed flow. Results of 3-D packed bed simulations carried out in the
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fully saturated condition are presented in comparison with the Cozeny-Karman
and Ergun relations. 3-D unsaturated simulations are presented, illustrating the
flow regimes occurring at saturations typical of those found in real heaps.
Chapter 7 presents the development, validation and results of the Boussinesq
heat transfer model. The case analysed is that of a differentially heated cavity,
for which it is possible to compare the performance of the model with respect
to literature results. A sample simulation of heat transfer in an unsaturated 2D
system identical to the one used in Chapter 6 is presented. Following this, an
extension of the heat transfer model to handle turbulent regimes is discussed and
accompanied by a qualitative validation.
Chapter 8, the concluding chapter, is a collated discussion of the main re-
sults and implications of the thesis, together with a statement on future lines of
research.
1.5 Contributions
The results of the modelling and simulations carried out in this work can be
briefly listed as follows -
• Developments specific to multiphase modelling and validation led to meth-
ods for eliminating pressure discontinuities across phase interfaces and for
establishing stable pressure fields that show reduced sensitivity to spurious
oscillations from the initial conditions.
• Simulations were carried out using the improved multiphase formulation to
quantitatively analyse test scenarios in 2D and qualitatively in 3D. This led
to a broad understanding of flow behaviour in heap-like systems as well as
a base on which improved continuum level modelling can be done.
• Thermal transport models in both laminar and turbulent regimes were com-
pared with published data. The laminar model permitted a straightforward
extension from its single-phase formulation to the two-phase case, although
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the study of the two-phase model has been qualitative within the context
of the thesis. In the turbulent regime, a novel implementation in the SPH
context has been made to allow for high Rayleigh number flows [65] to be
reproduced in a way that would be impossible using a laminar model alone.
Chapter 2
A survey of heap leaching:
Process and modelling
The heap leaching process and challenges it presents to performance and recov-
ery optimisation are discussed. Hydrodynamic and thermal modelling, and the
current state-of-the-art in these areas is briefly reviewed, motivated by the dis-
cussions in Chapter 1.
2.1 Process description
Heap leaching can be categorised as a distinct process within the broader field
of hydrometallurgy. Ores that meet certain criteria such as low mineralogical
grade, favourable leachability and leaching rates are naturally good candidates.
Certain ores lying outside these criteria may also be considered, if other issues
(for instance difficulty of ore concentration using conventional processes) hinder
the employment of conventional extraction techniques such as flotation followed
by smelting or autoclaving [7].
While hydrometallurgical processes (including in situ or vat) invariably in-
volve a leaching operation to selectively dissolve metal salts in an acidic or alka-
line reagent, heap leaching is distinguished by the way in which the mined ore
pile is prepared. Ore may be initially crushed to reduce average particle sizes
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Figure 2.1: Heap leaching: Schematic depiction [57]
and naturally occurring size variations, as large sizes and size variations have
been found to be detrimental to operation and final recovery [132]. Smaller sizes
however lead to progressively higher proportions of fines [45]. This is especially
the case for copper piles - otherwise ”unprepared” ones stratify noticeably with
time - the topmost portions once spent, deteriorate and lead to accumulation of
fine rock mass near the bottom [7]. If a significant proportion of fines is present
in the ore, these may be agglomerated by means of a suitable agglomerating
agent. Typical in current practice is to have the agglomerating binder in a mix
with the leaching solution to kickstart the reactions within the agglomerated ore
even before stacking [31]. Fig. 2.1 depicts the typical constructional/operational
stages.
The next procedure is stacking, usually carried out by dump trucks moving
ore from mine to site. Conveyors may also be used, when tailings from flotation
plants or grinding rejects are feeds for leaching piles [32], as is common in current
practice in view of economic and environmental considerations.
A leach pad - an impermeable liner, typically fabricated out of natural materi-
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als [126], is the site for stacking and it holds the heap in stable position, while also
aiding solution drainage. Leach pads have to be capable of preventing seepage of
potentially toxic reagent into groundwater, hence they may sometimes be dou-
bly lined with a sandwiched leak-detection layer sandwiched between them [69].
This is common practice in scenarios where high hydraulic heads are expected.
Wheel loadings of dump trucks (typical values are 50-80 tonnes) have to also be
considered while designing liners. The pad and the ground on which it sits are
suitably sloped to facilitate liquor collection.
To irrigate the prepared heap, sprinklers at the top, or more commonly drips,
are used to ensure the reagent distributes itself uniformly [15]. Reagents used
most commonly for copper and gold are sulphuric acid and sodium cyanide [25],[107].
As the reagent percolates it becomes increasingly rich in dissolved metal species.
This is the stage of actual leaching, comprising of the interactions between mul-
tiphase flow, solute transport, chemical kinetics and mineral dissolution. Certain
species of micro-organisms present in the bed (either naturally occurring or in-
troduced in the reagent solution) serve, in favourable temperature environments,
to catalyse oxidation reactions [59], especially for sulphide minerals.
Post irrigation, the pregnant solution is carried off by geopipes [69] and subject
to a recovery process by any one of: electrowinning, solvent extraction, activated
carbon adsorption (commonly for gold leaching) or precipitation [7].
2.2 Predicting heap performance
2.2.1 Challenges
Typical extraction times for heap leaching (few months to more than a year [8])
are orders of magnitude higher than those for other energy-intensive operations
such as froth flotation which are hour long operations [100]. So it is desirable
to have estimates of recovery during operation, as this would allow for running
forecasts of mine profitability. However, as is well-acknowledged even in the
early literature ([6]), short-term recovery is difficult to predict with certainty.
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Recovery forecasts based on initial mineral content coupled with exponential
tailoff (or other polynomial) predictions can be rendered significantly inaccurate
by many phenomena - channelling and preferential flow [14], mineralogical and
permeability changes [32], and intervening factors have a potentially large and
dynamic impact on leaching efficiency.
Predicting heap performance is therefore problematic and an area of active
research in industry and academia. Experimental efforts face the significant
difficulty of replicating real conditions well enough to allow for reliable com-
parisons and extrapolations to be made. This affects model development and
validation too, as the presence of reliable experimental data is crucial, whether
the models use fitting parameters or are based on physical considerations.
Except for changing flow rate, leachate concentration and aeration rate, the
in-operation heap is not amenable to much localised or detailed control [33].
Hence reliable forecasting is an important step in the overall scheme of plant
development. This is further underlined by the need to evaluate feasibility of
leaching for medium-size to large mines - as it is often a low-cost alternative to
froth flotation in these cases, if one has confidence in recovery estimates.
2.2.2 Factors affecting performance
Many phenomena influence overall heap performance; the following are generally
acknowledged from previous studies.
• Ore mineralogy. Present-day projects increasingly involve complex ores -
nickel laterites [121], gold [115] and uranium ores [46] and secondary copper
sulphides [132]. The mineral composition of these ores strongly determines
leachability, leach rates and reagent consumption [32] and has wide-ranging
influence on ongoing changes in recovery rates. Hence characterising ores
is an important component of the wider activity of predicting performance.
• Heap construction. Recovery is strongly linked to structure. Poor build-
ing practice has been found to lead to poor percolation [31], and to poor
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reagent contact with ore, strongly undermining recovery. Segregation of
ore (often a consequence of transportation from mine to site) results if
ore piling is carried out without careful re-mixing after transportation, as
shown in Fig. 2.2. The resultant segregated ore will contain an abundance
localised pockets of smaller particles (and fines if unagglomerated). So-
lution channelling, or the creation of bypass and dead zones [132](areas
deprived of solution contact) reduces ore contact and/or time available for
reactions. Additionally, both segregation and preferential leaching can have
a destabilising effect on slopes. The mechanisms of destabilisation may be
different however, as preferential flow tends to favour the erosion of the
topmost portions of the heap and may lead to top portions sliding [132],
whereas operating a segregrated heap runs the risk of the internal structure
deteriorating, leading to more massive crumbling/slides [121].
• Ore particle sizes and size distributions. Across the heap leaching
spectrum a wide range of particle sizes is observed, ranging from 25 mm
for crushed and agglomerated ores, to 500 mm for run-of-mine ores which
may be used in dump leaching [45]. Particle sizes affect performance in a
few ways:
1. Large particles reduce the surface area presented to the reagent per
unit mass. Therefore, large sizes are correlated with lower recovery
rates and bigger recovery losses [6]. Wu et al. [132], in their study of
preferential flows, noted that higher ultimate recoveries were observed
for fines as compared to larger ore particles, further confirming this
inference.
2. Reduced variability in particle sizes is desirable at the start of op-
erations, as size variations increase over the operating lifespan. Size
variations lead to gradients in packing density along the depth, in a
manner similar to the effects of segregation. Smaller particles at the
bottom near the leach pad typically lead to increased solution resi-
dence times and lower permeabilities, because of capillary trapping at
the interstices of smaller particles near the bottom [14] and smaller
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interparticle channels. This is not necessarily problematic unless it
leads to partial or complete blocking, but in the long term it is one
explanation for changes in bed holdup over time.
3. Particle size is also related (although indirectly) to pore accessibility
within the rock. Crushing (carried out by conventional methods or
by more energy-efficient techniques such as High-Pressure Grinding
Rolls [45]) increases ore accessibility and is seen to enhance leaching
rates. The enhancement brought about by crushing needs to be offset
against the efficiency reduction resulting from blocking by fines.
• Distribution of reagent. Uniformity of reagent distribution ensures that
most of the ore is contacted by the reagent. Failure to do this often results
in dry (unleached) portions of ore left post-operation. The effect is readily
seen in laboratory scale experiments [53]. Drip or sprinkler arrangements
determine how well reagent is distributed, but secondary effects - preferen-
tial flow [105] and bed startup conditions [53] among them - also determine
ore wetting. The wetting of ore and the resulting ore moisture content are
generally observed to vary with depth [50]. The development of local re-
gions of high saturation, due to fines or clay, changes reagent distribution
and how well ore is contacted [31].
• Variations in reaction rate and reagent concentration. The quan-
tity of reagent in the solution decreases from the top to the bottom, as
it reacts with the ore in the course of its downward wash starting from
the drip/sprinkler [17]. If reagent quantities in solution are not controlled,
a deficit often results in the bottommost regions remaining unprocessed,
leading to drops in recovery.
• Paths available for air. The availability of channels for air (either
pumped from the bottom or moves upwards due to natural convection cur-
rents set up by exothermic reactions) amidst the downward motion of the
reagent influences recoveries in the medium to long term by affecting oxygen
supply for reaction. As an example, it is seen that in a chalcopyrite heap,
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80 times as much air as lixiviant is required on a rate basis for maintain-
ing stoichiometry in the oxidation reaction [20]. Based on later studies by
Dixon and Petersen [106] too, it is also found that sufficient aeration is crit-
ical to maintaining favourable temperature profiles for optimal bioleaching
to occur.
Figure 2.2: Segregation of ore during construction [32]
2.3 Factors and challenges in hydrodynamic mod-
elling
The influence of hydrodynamics is two-way. An initially uniform structure
eventually deteriorates due to differences in local reaction rates and mineral con-
tents. This is also determined by local variations in ore wetting and shrinkage.
These variations in turn influence reagent movement. As these effects accumulate
over months of operation, a hydrodynamic model that takes them into account
offers improved predictability over one that does not.
Flow complexity. Liquid addition rates in heaps are low. As mentioned earlier,
one of the reasons for this is to ensure sufficient availability of air (thus oxygen)
for the chemical reactions. Also, high rates are more likely to result in other
problems such as channelling and preferential flow [132]. These low rates render
the flow unsaturated and complex. Hence idealised hydrological situations such as
fully saturated or capillary dominated regimes are largely insufficient as models.
This is further evidenced by Bond number measurements [54] which indicate that
the Bond number (Eq. 1.1) can vary significantly either side of unity.
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Hydrodynamic dispersion. The solute dissolved in the reagent does not mimic
the latter’s path exactly, due to its dispersion within the fluid [15]. Hydrodynamic
dispersion has two components - one due to molecular diffusion and the other to
mechanical dispersion. Molecular diffusion is dominant in intra-particle pores,
and the latter in spaces between particles. The effects of dispersion are non-
negligible and an effective dispersion coefficient (as for instance developed in [99])
is needed to reproduce solute transport accurately. Also, dispersion in transverse
and longitudinal directions needs to be modelled separately, as the dominant
mechanisms in each case are different.
Laboratory scale-up. Besides having a direct impact on performance in the
ways described, heap hydrodynamics experimentation presents problems of its
own. Producing explanations for differences in recovery rates in laboratory scale
heaps and industrial ones is an area where more attention is needed. Pilot
columns give 10-20% higher recoveries per unit mass of ore [7], even when other
variables (i.e. rates of reaction and reagent rates) are reproduced closely. An ex-
planation offered is wall effects in column-scale apparatus, though the extent to
which walls can be systematically attributed as a cause has not been quantified
in any existing studies. Also, scale-dependence on recovery estimates needs to
be characterised in more detail so that experimental results can be extrapolated
with more confidence. Experimental studies are confounded by the fact that the
hydrodynamic behaviour of the ore becomes apparent only at larger sizes [14].
2.4 Continuum hydrodynamic models
In spite of its wide-ranging effect on performance, as was mentioned in Chap-
ter 1, the focus on improving hydrodynamic models in the leaching community
is relatively recent. In the overall modelling procedure, phenomena occurring at
different rates and scales, such as diffusion within mineral pores and macroscopic
movement through the interparticle gaps [6] need to be interlinked consistently.
Common among many current practitioners [73],[105], is to combine empirical
or phenomenological relations at different scales (i.e. particle, clusters of par-
ticles, heap) into an overall scheme to predict recovery. The hydrodynamics in
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these models are included with different simplifying approximations. The ones
described below provide a summary description of the available literature.
2.4.1 Richard’s equation type models
In hydrological applications (e.g. unsaturated flows through soils), particle and
channel sizes are often smaller than those found typically in heaps. At these
smaller scales capillarity is dominant, so that variations in velocity profiles at the
channel scale can be smoothed out and Darcy’s relation can be applied. Darcy’s
equation, which is given as
q = −k
µ
∇p, (2.1)
where
q = flux,
k = permeability of the medium,
µ = liquid dynamic viscosity,
p = fluid pressure.
is modified for the unsaturated porous media case to result in a form known as
Richard’s equation [109]. In the vertical direction Richard’s equation may be
written as:
ρs
∂θ
∂t
=
∂
∂z
[
kθ
(
∂p
∂z
+ ρlg
)]
, (2.2)
where (in addition to the terms described in Eq. 2.1)
ρs= ore density,
θ = liquid content (saturation),
ρl = fluid density and
g = gravitational acceleration.
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Eq. 2.2 does not resolve the velocity field and is only applicable for flux
estimation. Hence it is of utility in situations where a knowledge of the velocity
is not necessary.
Richard’s equation type models alone can also not account for liquid disper-
sion as the flux is related only to pressure gradients, but as has been shown by
the experimental studies of Bouffard and West-Sells [15], liquid dispersion plays
an important role in the hydrodynamics and effective solute transport. In heap-
scale models using Richard’s equation the liquid content variation is coupled with
solute transport through particle level models [26] or through experimental res-
idence time distribution (RTD) analysis [28]. Most attempts involve coupling
Richard’s equation with RTD curves fitted from experimental data of concentra-
tion profiles of a tracer introduced with the solvent ([71] and others).
2.4.2 One-dimensional models
In an early attempt, Cathles and Apps [20] formulated a heat and momentum
balance of aeration based on heat generated by reaction in chalcopyrite dumps.
The rate of lixiviant and its effect on leaching rates was not accounted for, and
the model needed calibration to existing dump data to be robust to variations in
lixiviant application rates. Roman and Olsen [113] also built heap-scale models
early on, dividing the heap into a bundle of column elements (Fig. 2.3), each
treated on its own. Vertical plug flow behaviour was assumed. A shortcoming of
this approach was that horizontal movement within the heap was not accounted
for. In addition to being an incomplete description of such complexities as radial
dispersion, discrepancies in total holdup as compared to experimental observa-
tions were signifciant in the case of cross-flow occurring across widths larger than
that of the columns. In a later improvement of this scheme by Dixon[34], the
same plug flow assumption was used again. The refinements made were to fea-
tures that allowed for a specified particle size distribution. These were borrowed
from previous improvements to the Levenspiel shrinking core model [64], such as
those carried out by Murhammer et al [94]. Such improvements notwithstanding,
one-dimensional schemes remain limited in how much scale-dependent detail they
can include.
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Figure 2.3: One-dimensional columnar modelling [53]
2.4.3 Two-dimensional models
In [28], de Andrade Lima made a full scale study of transient behaviour of chem-
ical species by dividing the heap into planar slices. Ore recovery, reagent con-
centration and other variables related to chemical species were calculated from
inflow-outflow type interactions between the slices. A few similarities were re-
tained in comparison to the earlier one-dimensional models in that his model
assumed plug flow behaviour, while neglecting horizontal movement and disper-
sion. From comparisons with industrial and pilot data, this was seen to be capable
of predicting flow evolution in a general sense.
In [21] Cariaga et al. looked at solute transport using finite volumes on
diffusion-convection-reaction equations and the Richard’s equation for hydrody-
namics and presented a convergence analysis of the scheme. They assumed that
the flow and the chemistry could be separated, neither affecting the other. This
allowed the liquid content obtained from Richard’s equation to be used directly
in the convection-diffusion-reaction equation at each time step. Prescribed pat-
terns as established by drip irrigation and collection of metal-bearing solution
were studied.
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In the majority of two-dimensional models, predictivity with respect to recov-
ery rates is reported (the above two examples and others such as [26], [29]). It
may be supposed that in full-scale averaged models, satisfactory recovery predic-
tions can be obtained by reducing the dimensionality, however a similar argument
for a reproduction of underlying mechanisms can not be made. The inherent 3-
dimensionality of heap flow paths is known through recent experimental and
modelling work [53] to have a measurable impact on holdup and flow rates. It
is thus necessary to acknowledge that two-dimensional models can not escape
this limitation and that the applicability of predicted recovery is limited to the
particular heap being approximated.
2.5 Detailed physics models
In contrast to continuum studies of hydrodynamics, a small-scale (or channel-
scale) approach is based on the mesocopically detailed resolution (as intermediate
to the microscopic resolutions of molecular dynamics and the macroscopic con-
tinuum resolution) of the void space within the packed bed structure. It is thus
possible to look at flow evolution at much smaller scales but with much greater
resolution. The following paragraphs present prominent instances of research in
this direction.
2.5.1 Mesh-based CFD models
The growth in techniques of CFD that can accurately simulate a wide range of
regimes in single and multiphase scenarios has led to them being used in the area
of packed-bed hydrodynamics. Employing commercial grid generation and simu-
lation software on small numbers of particles (idealised or real) is now computa-
tionally feasible and offers a detailed view of the flow/temperature/concentration
field. In [55], the authors employed commercial software to study the flow field
using a Navier-Stokes equation solver (SIMPLE [102]) and turbulence modelling
(Large Eddy Simulation [120] and Reynolds Stress Modelling [47]) to study the
different regimes of packed bed reactor type systems. Solute dispersion was also
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studied using a convection-diffusion type equation coupled with Fick’s-law type
diffusion. It was found that the simulations were able to predict the bed pressure
drop given by correlations derived from experiment.
Also, there are a few recent instances of use of the volume-of-fluid (VOF)
method [48] to study leaching/bioleaching processes [92],[93]. In these VOF mod-
els, flow around a single particle or small sets of particles is studied to predict
the two-phase velocity field and concentration profiles in the vicinity of particles
undergoing bio-oxidation at a preset rate.
2.5.2 SPH models
A few cases of SPH techniques being used to understand the overall hydrodynamic
behaviour of unsaturated porous media have been reported since the first attempt
in 1999 of Zhu et al. [133]. In that paper and later in [103], the authors report the
use of SPH methodology (in 2-dimensional and 3-dimensional cases respectively)
to predict the permeability of porous media using Darcy’s equation. It is seen
that SPH is able to predict the theoretically expected values of permeability.
However these studies do not look at the detailed evolution of average velocity
and flux. Jiang et al. [56] analyse the mean flow obtained via SPH simulations and
compare with the Kozeny-Carman value [10] (Eq. 6.6) for the case of isotropic
porous media. Apart from these, the literature is lacking in instances of SPH
being used to study the details of the flow field, as is the objective of the current
work.
2.6 Heat transport modelling in heaps
Modelling the conservation and transfer of thermal energy helps in selecting heap
aeration rates to facilitate a desired internal thermal profile [33]. Creating and
maintaining a favourable thermal environment has been found to encourage the
growth and sustenance of thermophilic bacteria which act as bio-cataylsts in min-
eral oxidation. Also, the Arrhenius-dependence of reaction rate on temperature
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may be exploited to speed up overall leaching rates by maintaining suitably high
temperatures while simultaneously allowing thermophilic bacteria to thrive [61].
2.6.1 1-D enthalpy balance models
A few 1-D modelling studies have looked at heat generation and its subsequent
migration. In [33], Dixon investigated the effect of operating parameters on
heat generation and conservation rates during copper sulphide leaching by doing
an enthalpy balance (similar to Eq. 2.3 below). Heat carried by the downward
moving solution, peripheral heat loss by evaporation, radiation and conduction
through rock were included in this enthalpy balance and optimal rates of aer-
ation and lixiviant application were recommended to maintain favourable bio-
oxidation reactions. In a follow-up work, Petersen and Dixon [106] investigated
whether experimental conditions for maintaining temperature profiles in chal-
copyrite columns could be reproduced in actual heaps and found that changing
aeration rates with time to match reducing heat generation rates was a way of
doing this.
2.6.2 2D heat balance models
Leahy et al [60] modelled heap bioleaching of chalcocite and pyrite in 2D using
a finite volume CFD model for fluid and heat transport. While reaction and
bacterial attachment were also modelled, the focus of this work was on the air
flow around the heap and the tracking of the leaching front which developed in
response to the air flow inside the heap. For the heat transport part they assumed
equilibrium in a manner similar to the 1D enthalpy balance used in [33]. The
equation
ΣiiρiCi
∂T
∂t
= kB∇2T −∇ · (aρaCp,aT v)− LρLCp,LνL ∂T
∂y
+Q, (2.3)
where
the subscripts a, L stand for air and liquid respectively,
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T is the temperature,
Cp,i is the specific heat,
kB is the thermal conductivity,
Q is the heat generation term and
 is the volume fraction
was solved, while writing the heat source term Q as a sum of heat of reactions
and latent heats. The equation and the method it engenders are not specific to
2D modelling and may be used in any dimensionality. Further in this study the
evolving temperature fields of a sample heap in response to specified aeration
rates and reaction parameters were looked at. It remains to be seen if 2D studies
of this kind suffice to capture thermal transport effects seen in real heaps and it
wasn’t possible to find any literature that addressed this question.
2.6.3 3-D heat transport modelling
Recognising that most previously developed models lacked the spatial depen-
dence of temperature on metal extraction and bacterial concentration, a few
multiphase CFD studies have investigated the influence of temperature profiles
on bacterial proliferation and recovery rates. Leahy and others in [59] and [61],
employed a convective heat transport model within commercial CFD software
to study temperature profiles in the presence of thermophilic bacteria. In both
works a one-dimensional approach was used. Also, instead of using a separate
heat equation for each of the three phases, an assumption of inter-phase thermal
equilibrium was made, taking advantage of the fact that the slow flow made this
a reasonable approximation. The validity of this approximation in making com-
parisons to column tests remains to be seen - the authors only verified results
against pilot data, where intermediate to high velocities are suppressed by wall
effects.
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2.7 Conclusion
From the existing research on hydrodynamic modelling, it can be inferred that
the typical continuum model is fit according to data from experimental studies
(residence time distribution/other statistical data) or is based on semi-empirical
relations. An understanding of small-scale mechanisms and their relation to
large-scale determinants of hydrodynamic behaviour such as flow rate and holdup
is a much needed requirement for building better and more widely applicable
continuum models.
In thermal transport, the approximations used (such as the use of a single
enthalpy balance equation such as Eq. 2.3 and the assumption of thermal equi-
librium between phases) can be refined in order to enhance the predictivity and
robustness ofboth detailed physics and continuum models. Carrying out 2D and
3D thermal transport modelling of the same heap also lets any differences in
predictivity be seen.
Chapter 3
Smoothed Particle
Hydrodynamics
In this chapter, a technical overview of the advantages and disadvantages of SPH
with respect to other computational methods is given. This is accompanied by the
conceptual and mathematical development of SPH drawn from various sources in
the literature, but in a form aimed at being reflective of the formulation adopted
for this work.
3.1 Introduction, advantages, disadvantages
From its introduction through Gingold and Monaghan’s[42] and independently,
through Lucy’s[68] investigations into astrophysical simulations, to the present
day of applications in areas of engineering, SPH has evolved into a robust method
capable of handling many classes of engineering and physics problems. In fluid
dynamics, developments (e.g. [66],[79],[117]) have contributed to the point where
complex large-scale simulations e.g. [27] can now be carried out.
The emergence of SPH as a successful method in computational physics leads
to comparisons with the older and more established grid-based ones. This com-
parison is at least partly motivated by the differences in computational resources
27
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(wall-clock and CPU time) required for solving similar resolution problems - re-
source requirements that can often be quite significantly greater for SPH than
for their grid-based counterparts. As Morris et al. [89] have noted, steady state
solutions for many fluid dynamical problems take longer with SPH than with
finite elements or finite differencing due to the time-step restrictions needed for
stable solutions of good quality. Often, though not always, the expense per-time
step is also higher.
3.1.1 Advantages
In view of the above arguments it is perhaps necessary to justify the usage of SPH
by pointing to its inherent advantages. A few noteworthy points of comparison
that bring out the relative advantages of SPH were mentioned in Chapter 1. The
following are in addition to those, and in academic and institutional reviews (such
as [81], [85]) are generally considered favourable points for SPH. In any case a
knowledge of these helps while making decisions about whether or not SPH is
suitable for a particular problem.
1. It is easier to vary spatial and temporal resolution in SPH than in grid
based methods. The latter almost always need sophisticated adaptivity
schemes [91] and comparatively more book-keeping in order to allow for
changes in grid size and indexing, regardless of whether the adaptivity is
dynamic [62] or static [101]. But in SPH the smoothing length can be
adjusted according to relatively simple criteria. For instance Gingold and
Monaghan in [43] suggest using the particle density as a criterion:
hi = 1.3
(
mi
ρi
) 1
d
, (3.1)
where for the particle i under consideration
hi= smoothing length,
mi = mass,
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ρi = density,
and d = spatial dimension.
2. SPH is well suited for problems where mass is distributed sparsely over
the problem domain such as sparse gas or astrophysical simulations [114],
as computations need only be carried out where mass actually exists. In
contrast, grid based methods update flow fields at each spatial grid point,
irrespective of the presence or absence of material, leading to significant
differences in CPU usage.
3. It is also easy to include additional physics and transport equations in
SPH, as the non-linearity in the Navier-Stokes and other transport equa-
tions is removed on account of their form being Lagrangian. This allows
numerical computations to be explicit and single-step (or two steps if a
predictor-corrector method is used), rather than the iterative ones that
Eulerian versions require. Another advantage lies in increased accuracy -
the Lagrangian form lets fluid displacement be treated in an exact fashion
instead of through an approximate iterative procedure (something that is
unavoidable while using an Eulerian method). In a sense this is an ”intrin-
sic” accuracy, rather than one associated with the order of accuracy of a
time-stepping method, as the latter can be made more or less accurate by
fixing the leading error term. This leads to reduced effects of numerical
diffusion on velocity and momentum.
3.1.2 Disadvantages
It is also necessary to keep in mind the following disadvantages of SPH (in addi-
tion, of course, to the computational cost which was mentioned above):
• Numerical issues such as tensile instability[84] (discussed in Sec. 3.4.2)
sometimes limit the range of problems that can be usefully studied. Tensile
instability is not an issue in fluid dynamics problems as a sufficiently large
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positive background pressure suffices to avoid the formation of negative
pressure regions. The literature mentions a few ways to deal with the issue:
– Adding artificial pressure[80].
– Using higher order kernels[43].
– Kernel gradient correction[98].
• Errors in SPH can sometimes be larger than in grid-based methods. This
appears to be the case especially when grid-based methods are tailored
to suit a particular problem, in terms of how the mesh geometry may
be defined and modified, more local adaptivity control [19],[90]. The La-
grangian nature of SPH makes it slightly more difficult to control particle
parameters so that they fit the requirements of local detail of a problem,
should there be any (for instance to allow for particles to change in size -
and number - as they move in and out of high-gradient zones, etc.).
3.2 The weighting function
The concept of the weighting function is quite central to SPH as it is used for
calculating variables (through the smoothing operation) and particle volumes
(when the volume is calculated from the local particle density (Sec. 3.2.4). It is
connected to the elementary mathematical notion of representing a function by
convolving it with the Dirac delta function - the δ component of the integral
f(r) =
∫ R
f(r′) δ(r − r′) dr′, (3.2)
where δ(r − r′) is zero everywhere except at r = r′.
An approximation to the above convolution operation can be obtained by
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substituting the Dirac delta with a function W of finite support1 h
f(r) ≈ fs(r) =
∫ R
f(r′)W (r − r′, h) dr′. (3.3)
This approximation lets the smoothing operator fs be introduced to replace
the actual value by a smoothed one that is evaluated by means of the function
at neighbouring points r′.
3.2.1 Requirements of the weighting function and order
of accuracy
W (r, h) as defined above is required to satisfy certain properties so that the
approximation involved in moving from Eq. 3.2 to Eq. 3.3 is valid, because this
is not a guarantee a priori - it is only when the conditions mentioned below are
met that the function W monotonically reduces to the Dirac delta function as
the smoothing length h goes to zero:
• Continuous,
• Differentiable,
• Even i.e. W (r − r′, h) = W (r′ − r, h),
• Of compact support. This means that the smoothing length h is finite, so
the simulation is not a full n-body problem.
• Normalisable i.e.∫ R
W (r − r′, h) dr′ = 1, (3.4)
1‘finite’ as opposed to the single-point, zero-width support of the Dirac delta. Needless to
say, one can’t do much SPH if the notion of finite support isn’t created, as there would be no
‘neighbours’ to a particle without it!
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• In 3D, spherically symmetric i.e. gives the same value at all points equidis-
tant from a given r. Not all kernels used in SPH are spherically symmetric,
however this requirement is essential to ensure second order accuracy (as
shown in the brief calculation in Equations 3.6- 3.7 below).
For computational use Eq. 3.3 is cast in discrete form, so that the integral is
replaced by a sum as follows:
f(ri) =
n∑
j=1
f(rj)W (ri − rj, h) mj
ρj
, (3.5)
where the particle notion is introduced through replacing the differential dr′
by particle volume (as a ratio of mass to density).
Order of accuracy
To determine the order of accuracy of the approximation inherent in Eq. 3.3, a
Taylor series expansion may be carried out for the function at r′ [36]. Using r as
the neighbour, this expansion results in the following expression:
f(r′) = f(r) + (r′ − r)df
dr
+ (r′ − r)2d
2 f
dr2
+ . . .
This expansion can be substituted into Eq. 3.3 to give
fs(r) = f(r)
∫ R
W (r−r′, h)dr′+df
dr
∫ R
(r′−r)W (r−r′, h)dr′+O((r′−r)2). (3.6)
The O((r′ − r)2) term is introduced to account for the second and all higher
derivative terms. If W is spherically symmetric (this is an additional requirement
in 3D, in 2D the supposition of evenness suffices), the integral in the second term
in Eq. 3.6 works out to be constant (as each point left of r has a corresponding
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one to the right with the same magnitude and opposite sign, so the integrand is
zero), leaving the following expression for the smoothed variable:
fs(r) = f(r)
∫ R
W (r − r′, h)dr′ +O((r′ − r)2).
The normalisation property of W lets this be simplified to
fs(r) = f(r) +O((r
′ − r)2). (3.7)
From Eq. 3.7 the leading error is seen to be proportional to the square of
the distance term r′ − r. This term is of the same order of magnitude as the
smoothing length h, so that
fs(r) = f(r) +O(h
2). (3.8)
The result of smoothing a randomly generated data point set using a cubic
spline function (described in Sec. 3.2.3) as a kernel is visualised in 1D in Fig. 3.1.
The smoothing operation i.e. Eq. 3.5 is applied at regular intervals within a
space in which selected points have a y-value associated with them. The result is
a curve that sticks close to the points while devoid of sharp changes in gradient -
typically smoother than a least-squares fit or linear interpolation (even though the
smoothing operation is not very different from a distance-weighted interpolation).
3.2.2 Gradients of the smoothed function
The gradient of the smoothed variable fs(r) above is directly calculable from
Eq. 3.3 as follows -
∇fs(r) =
∫ R
f(r′)∇W (r − r′, h) dr′. (3.9)
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Figure 3.1: The smoothing operation using a cubic spline kernel on a 1D (ran-
domly generated) data set
In discrete form this is recast as
∇f(ri) =
n∑
j=1
f(rj)∇W (ri − rj, h) mj
ρj
. (3.10)
The above definition of the gradient is strictly only accurate in the interior
of the domain, as near the boundary the particle deficiency leaves the kernel
support (and hence the gradient calculation) incomplete. The boundary methods
described in [13] address this boundary particle deficiency by various means.
The second derivative of fi, which is required in viscous stress calculations as
will be seen in Sec. 3.3.2, may be calculated in one of two ways
• Evaluating the gradient twice (i.e. by repeating the gradient operation in
Eq. 3.9)
• Estimating one of the derivatives (either the first or the second) by finite
differencing.
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The second of these options has the advantage of only having to deal with the
first derivative of the smoothing function and is thus less susceptible to errors,
as may be seen by assuming that the smoothing function is expressible as a
polynomial - the second derivative is more sensitive to particle disorder as the
degree of the function is reduced by 2 as compared to only 1 in the first derivative
case.
3.2.3 Forms of the weighting function
A few of the commonly used weighting functions [85],[30] are
1. The truncated Gaussian kernel
2. The cubic spline
3. The quintic kernel
These typically involve a polynomial (except for the Gaussian kernel which
has an exponential form), with more than one form, varying according to distance
from the particle’s geometric centre. For example, the form of the cubic spline
function used in this work is
W (r, h) =
10h
7pi
∗

1 − 3
2
r
h
2 + 3
4
r
h
3 if 0 ≤ r
h
≤ 1,
2− r
h
3
4
if 1 ≤ r
h
≤ 2,
0 if r
h
≥ 2.
The quintic function
W (r, h) =

(
1− r
2h
)4(
2r
h
+ 1
)
if 0 ≤ r
h
≤ 2
0 otherwise
is also implemented. The form of the kernel was studied here for how it
impacted mean velocities in a Plane Poiseuille flow - the effect was measurable.
More detailed analyses of how it correlates with accuracy for both smooth and
non-smooth data are studied (for 1D SPH) by Fulk and Quinn [39].
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3.2.4 Hu-Adams extension of the smoothing operation
Hu and Adams [51] have used a Shepard-like form of the smoothing operation
that has been found to be suitable for multiphase flows and is adopted for this
work too. It reads as
χi(r) =
W (r − ri, h)∑
kW (r − rk)
=
Wi(r)
σ(r)
, (3.11)
where σ(r) is the sum of weights of all particles k within the support of particle
i. The function W has all characteristics mentioned in Sec. 3.2.1. The smoothed
variable within this extension is given as
fi =
1
Vi
∫ R
χi(r) f(r) dr, (3.12)
where the particle volume is
Vi =
∫ R
χi(r) dr =
∫ R Wi(r)
σ(r)
≈ 1
σi
. (3.13)
This modified definition increases the computational expense (as compared
to the conventional Eq. 3.3) as a calculation of σ(r) is needed at each time-
step while using it. The advantage is that it is naturally capable of resolving
sharp density differences, as neighbouring particle densities do not contribute
to the calculation of density (further elaborated in Sec. 3.3.1) but are taken into
account via neighbouring kernel functions. As opposed to this, only small density
differences can be accommodated while using the standard form Eq. 3.3.
The gradient of the modified smoothing function is calculated by applying
rules of ordinary differentiation to Eq. 3.11:
∇χi(r) = 1
σ(r)
∑
j
(
χj(r)∇Wi(r)− χi(r)∇Wj(r)
)
. (3.14)
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The gradient of the smoothed variable itself may similarly be computed from
Eq. 3.12 using rules of differentiation and the definition of the particle volume
i.e. Eq. 3.13. Following discretisation it has a symmetric form given by [51]:
∇fi =
∑
j
(
fi
σ2i
+
fj
σ2j
)
σi
∂W
∂rij
eij. (3.15)
where eij is the unit normal vector from particle i to particle j.
3.3 Rewriting the governing equations
In Lagrangian form, the Navier-Stokes equations read as follows (identical to the
Eulerian form except that the convective term v · ∇ is excluded):
• Continuity
∂ρ
∂t
= −ρ∇ · v. (3.16)
• Momentum
∂v
∂t
= g − ∇p
ρ
+
∇ · Π
ρ
+ Fs. (3.17)
Using the definitions of gradients derived above (Sec. 3.2), the Navier-Stokes
equations 3.16 and 3.17 may now be written in SPH form.
3.3.1 Continuity - The treatment of density
Two ways for computing density are possible in SPH, as opposed to the only
one of solving the continuity equation within the Eulerian context. These are
described here as they would be implemented using the Hu-Adams extension
discussed above (Sec. 3.2.4).
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Direct integration
Recalling Eq. 3.13 within the Hu-Adams extension [51], one can write the density
as
ρi =
mi
Vi
= mi ∗ σi = mi
∑
j
Wij. (3.18)
As against the density by summation obtained using the classical smoothing
operation Eq. 3.5:
ρi =
∑
j
mjWij. (3.19)
Eq. 3.18 has the particle density depend only on neighbour weights instead of
on the weighted particle mass. This improves density calculations at interfaces
where for high density ratios particle mass can vary quite a lot (given that volumes
are usually fixed at the beginning of the simulation). Hence for multiphase flows
such as the ones addressed in this research, Eq. 3.18 is preferable.
Solving the continuity equation
The second way of computing particle density is to solve the continuity equation
3.16. This was first suggested in [82], to get around insufficient kernel support
for free surface problems. The SPH form of the continuity equation
∂ρi
∂t
=
ρi − ρ0
δt
=
∑
j
(
vi − vj
)
∇Wij (3.20)
is solved at each time step.
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Computational economy
Using Eq. 3.20 offers computational economy over the classical density summation
approach Eq. 3.19, as iterating once over all particles to update values once per
time step is sufficient. The density summation approach, on the other hand,
requires visiting each particle twice, once to evaluate density and another time
to determine all other variables using the computed density.
However this economy disappears while using the Hu-Adams extension, as
calculating σ for all particles needs a separate iteration to be executed anyway. So
the direct-density method does not incur any additional computational expense.
3.3.2 The momentum equation
The components of the particle momentum equation, written in an overall form
as given by Eq. 3.17, are described here (except for the gravity component g
which does not require further description).
Pressure gradients
The gradient definition Eq. 3.15 can be applied to the pressure gradient term in
Eq. 3.17 to give
∇p
ρ
=
1
ρi
∑
j
(
pi
σ2i
+
pj
σ2j
)
σi∇Wijeij, (3.21)
which can be written in terms of particle mass by replacing σ with the inverse of
particle volume (Eq. 3.13):
∇p
ρ
=
1
mi
∑
j
(
pi
σ2i
+
pj
σ2j
)
∇Wijeij. (3.22)
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Viscous forces
For multiphase flows Hu and Adams in [51] proposed using an effective dynamic
viscosity µab acting between any two given particles a and b (regardless of what
phase they belong to) whose individual viscosities are µa and µb respectively:
µeff =
2µaµb
µa + µb
. (3.23)
This effective viscosity is incorporated into the shear stress term, which for a
Newtonian incompressible (or quasi-incompressible - without the risk of too large
an error) fluid can be written conveniently in terms of the velocity gradient
Π = µeff∇v. (3.24)
The viscous force is the divergence of the shear stress, hence
∇ · Π
ρ
=
µeff
ρ
∇2 v. (3.25)
To get around the problem mentioned in Sec. 3.2.2 of directly evaluating the
second derivative (in vector terms the Laplacian in the above equation), finite
differences are used for the first derivative, followed by applying the gradient
definition, as follows:
µeff
ρ
∇2 v = 1
ρi
∑
j
2µaµb
µa + µb
σi
(∇vi
σi2
+
∇vj
σj2
)
∇Wijeij,
which upon replacing gradients by finite difference equivalents and using the
definition of σ (Eq. 3.13) is
µeff
ρ
∇2 v = 1
mi
∑
j
2µaµb
µa + µb
σi
(
vi − vj
rijσi2
eij +
vj − vi
rijσj2
eji
)
∇Wijeij.
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Noting that
vi − vj
rij
eij =
vj − vi
rij
eji,
this can be simplified to
µeff
ρ
∇2 v = 1
mi
∑
j
2µaµb
µa + µb
σi
vi − vj
rij
(
1
σi2
+
1
σj2
)
∇Wij. (3.26)
3.3.3 Surface force modelling
Intermolecular force approach
Attempts at incorporating surface tension into SPH have followed two broad
directions. The initial approach was to get interparticle interactions to directly
mimic the cohesive Van der Waals forces between molecules of the same phase.
Nugent and Posch [97] used this approach for modelling droplet condensation.
The smoothing length factor required for stable solutions in this attempt was
found to be much larger (about twice) than that used in standard SPH (which
is typically 1.3-1.5), so the CPU expense for the method was correspondingly
higher. However this approach makes it feasible to carry out what are essentially
free-surface simulations instead of having to account for both phases in a two-
phase flow, as the unbalanced force near the free-surface may be taken to be
the surface tension at that point. A significant disadvantage of the approach,
however is that this surface tension (or the equilibrium contact angle) can not be
directly specified as input. The forces need to be calibrated differently for each
fluid to result in the desired values of these properties.
Another instance of this approach, but slightly modified from the Van der
Waals specification used in [97] was that of Tartakovsky and Meakin [124] who
applied repulsive and attractive forces to the particles in combination to repro-
duce the desired surface tension and contact angles. Their method also suffered
from the same drawback of having to fit the strength of the interparticle interac-
tion separately for each fluid combination.
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The Continuum surface force model
Surface forces acting across the interface of two immiscible fluids are inherently a
function of interface curvature(κ). The magnitude of this force is directly related
to the pressure jumpp across phases and is given by the surface tension (γ) times
the gradient of the interface normal n, a relationship commonly known as the
Young-Laplace equation [9] :
∆p = −γ∇ · n. (3.27)
If a body force
F s = −γκn (3.28)
is applied on either side of the interface, the desired pressure jump given by
Eq. 3.27 is reproduced, provided the curvature of the interface is calculated cor-
rectly. Computing this curvature usually requires a separate routine for tracking
the interface, adding to computational expense.
However in SPH, specifying a colour function that varies from one phase to
another allows to circumvent the need for interface tracking (this has parallels
to the volume fraction function used in grid-based methods such as VoF [48]).
SPH models using a continuum description for interfacial forces in multiphase
flow SPH were initially proposed by Morris [88], who used the continuum surface
force (CSF) model [18]. The CSF model reformulates the surface force as a
volume force that depends on the gradient of the interface normal. The normal
in turn is given in terms of the gradient of the colour function, which means that
it is zero at all places except at fluid interfaces (where it suffers a jump). This
formulation allows the force acting across the interface to be naturally recovered,
without having to track the interface.
In the following, the approach introduced by Hu and Adams in [51] is followed,
which in contrast to earlier ones (e.g. that of Morris [88]) does not require
explicit calculation of the interface curvature gradient. It also allows the use of a
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sharp colour function in contrast to Morris’ approach where the smoothed colour
function results in erroneous interface normals. This sharp colour function is
given as
ci =
1, if particles belong to phase 10, if particles belong to phase 2
The surface force, expressed as Eq. 3.28 above, is rewritten in terms of the diver-
gence of the surface stress
F s = ∇ · Πs. (3.29)
The surface stress is given as
Πs = γ(I − nn)|∇c|, (3.30)
where use is made of the gradient of the colour function c. The interface
normal in terms of the colour function is
n =
∇c
|∇c| , (3.31)
which gives
Πs = γ
1
|∇c|
(
|∇c|2 −∇c∇c
)
. (3.32)
For a given particle the gradient of the colour function is given using the
definition Eq. 3.15 i.e.
∇ci =
∑
j
(
ci
σ2i
+
cj
σ2j
)
σi
∂W
∂rij
eij. (3.33)
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Using this relation the interface stress in Eq. 3.32 may be calculated. The
surface force is written in the symmetric form following Eq. 3.15
∇ · Πs = 1
mi
∑
j
(
Πsi
σi2
+
Πsj
σj2
)
∇Wijeij. (3.34)
This treatment requires nested calculations of interparticle interaction, first
for computing the colour function gradient followed by calculation of the actual
surface force.
3.4 The weakly compressible formulation
The weakly compressible formulation, introduced by Gingold and Monaghan [43]
is by far the most commonly used. It links fluid pressure explicitly to density
through an equation of state, irrespective of whether the fluid is actually a com-
pressible gas (in which case a thermodynamic state equation may be directly
used) or a quasi-incompressible fluid such as water. In the latter case the fluid
is modelled as slightly compressible and local variations in particle density (re-
sulting from natural motions and computed using either direct integration or the
continuity equation) build up local pressure variations against a constant back-
ground pressure. Through the use of an appropriately tuned (although artificial)
equation of state, the pressure may be reliably estimated in this way.
Certain aspects of the standard SPH formulation have to be modified in order
to simulate bounded low-velocity incompressible flows of the type encountered
in heaps. These modifications, first detailed by Morris, Fox and Zhu [89] and
more recently successfully adopted for multiphase flows by Hu and Adams [51],
are closely followed here.
3.4.1 Pressure and the equation of state
The equation of state as discussed in most of the literature (documented in re-
views such as [80] or [85]) is either identical to or a variant of the Tait equa-
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tion [95]):
P =
c0
2ρref
γs
((
ρ
ρref
)γs
− 1,
)
, (3.35)
where P is the pressure,
c0 is the speed of sound,
ρref is the reference density,
γs is the specific heat ratio.
The c0 in the above equation is not taken to represent its true physical value,
as doing so would result in a prohibitively small time step, as will be seen in
Sec. 4.5. Thus typically c0 is chosen to keep the resulting density variations to
within 1% so that the fluid may be assumed to be effectively incompressible.
3.4.2 Background pressure
The tensile instability [84] present in classical SPH has since been overcome in
various ways [108] for solid mechanics as well as for fluid dynamical problems
(where it is less severe). In the current research, it was found that maintaining
a positive background pressure is sufficient to avoid the unphysical clumping
of particles associated with the instability. Hence the equation of state 3.35 is
changed to include a background pressure that is specified as part of the initial
conditions. The modified equation of state reads as
P = Patmos +
ρ0c
2
0
γ
[(
ρ
ρ0
)γs
− 1.
]
. (3.36)
In practice the background pressure Patmos is chosen to be as small as possi-
ble, as the pressure gradient term Eq. 3.22 is known to produce fluctuations in
the solution [52]. In this work too for high background pressures the increased
fluctuations were observable, and it was also seen that beyond a certain back-
ground pressure flow could stop completely or be reversed.
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3.4.3 Artificial pressure
In addition to background pressure, artificial pressure is of help in eliminating
the tensile instability. First introduced by Monaghan for dealing with instability
in solid mechanics computations [84], it consists of a repulsive term Rfij that is
a function of the distance between two particles i and j added to their pressures
in Eq. 3.36.
R is computed for a few cases, firstly for each particle as
Ri =
Pi
ρi2
,
so that the total artificial pressure is Ri fij when when only one of the particles
has a positive pressure associated with it.
fij is a ratio of the influences that each particle has on the other, to that when
they are at their initial separation distance and is given as:
fij =
Wij
W∆x
, (3.37)
where ∆x is the initial particle spacing.
The value of  is typically chosen as 0.2 following recommendations in [84].
The subscript i above is taken to imply that only the i particle enters the
calculations since particle j has Pj < 0. But including this term even when both
pressures are positive is found to be useful in eliminating the formation of particle
clumps. In this case however R is calculated slightly differently:
R = 0.01
(
Pi
ρi2
+
Pj
ρj2
)
. (3.38)
The magnitude of the artificial pressure term is small in comparison to the
actual pressure but increases as interparticle distance decreases, so that a negative
pressure which would likely result in clumping when particles are close together
is avoided. The form of the artificial pressure used in this work resembles that
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prescribed in [84] but is not exactly similar, as the pressure gradient term is
calculated according to Eq. 3.15 instead of Eq. 3.10. In view of this, the above
calculations for R are changed to
Ri = Pi (3.39)
and
R = 0.01
(
Pi + Pj
)
(3.40)
respectively.
3.5 Conclusions
In this chapter the formalism of the numerical and physical aspects of the SPH
implementation were described. The elements of this formalism are derived from
existing literature and as was seen in some instances they are improved upon.
Together with a presentation of the advantages, disadvantages and error analysis,
this chapter concludes the review of SPH literature. The following chapter is
devoted to describing the methodology of implementation.
Chapter 4
Methodology of SPH simulations
In this chapter, a few significant elements of SPH (outside of the mathematics
covered in Chapter 3) are described. These are relevant to the implementation of
SPH in a program. Some of them may be regarded as optimisation algorithms,
while others are physics-related (specifically Sec. 4.3on boundaries is a relatively
new and active area of development in SPH). While most recent developments
in SPH literature are included in the program, a few aspects (Sec. 4.2 on a
modification of the Hu-Adams kernel) are specific to this research.
4.1 Efficient neighbour identification
Inter-particle force computations (described in Chapter 3) and other operations
make it necessary to organise the particles into a searchable index that facilitates
finding particle neighbours. In the general case, particles move in and out of
each others influence regions at each iteration - so such spatial sorting needs to
be carried out at each iteration. The brute force approach of calculating each
particles neighbour by comparing its location to that of all other particles in the
system is too prohibitive at the resolutions required for most simulations, as it
scales as O(nD) (for n particles moving in D dimensions). Therefore methods to
reduce the computational burden of locating particle neighbours are employed in
most codes (see for instance the Verlet list description in Viccione et al. [129]).
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In the code used for this work, neighbour determination proceeds by having
each particle belong to two ’linked’ lists, one of which holds all particles of one
type and another that is based on spatial location and updated at the end of
each timestep. This is further elaborated below -
• Particle type lists are a static index of all particles of a certain type,
e.g. fluid particles and wall particles. These lists are also taken to include
particles duplicated and placed into separate lists to allow for periodicity.
Particle reflections across boundaries can also be mentioned here as they
constitute a particle type, but the latter two are updated every iteration,
in order to account for particles entering and leaving the boundary regions.
• Location type lists are a set of spatially organised lists superimposed on
the particle type lists. In the program this set of lists is indexed sequentially
according to the number of columns and rows of lists created. The subdi-
vision into spatial lists conforms to the the box structure shown in Fig. 4.1
for a sample 2-dimensional domain (a similar cubic structuring is carried
out in the 3-D case). The boxes are of dimensions twice the smoothing
length, as neighbours to a particle lie anywhere upto a distance of 2h away
from it. Hence within the box framework, it suffices to search immediately
neighbouring location lists (boxes) in order to locate all neighbours of a
given particle, thus saving on computation time - the order of the search
reduces from O(n2) (what a brute force search for neighbours among all
particles would entail) to O(n).
4.2 Form of the weighting function used
The Shepard-like form of the Hu and Adams weighting function (Sec. 3.2.4) is
adopted here (with some modification as described below)
χi(r) =
W (r − ri, h)∑
k
W (r − rk)Vk/Vi . (4.1)
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Figure 4.1: Spatial organisation of location-type linked lists
This is identical to Eq. 3.11 except that a ratio of particle volumes Vk/Vi has
been introduced here to account for differences in particle size, for when curved
boundaries (described in Sec. 4.3) are present. A reduction in volume for particles
reflected across boundaries convex with respect to the fluid (and a corresponding
increase in volume in case of concave boundaries) is then necessary [3],[4]. It may
be seen that introducing this ratio does not impact the unit normalisation of the
smoothing function
∑
i
χi(r) =
∑
i
W (r − ri, h)Vi∑
k
W (r − rk)Vk = 1. (4.2)
4.3 Boundaries
Closed boundaries in SPH need special treatment to handle the inherent particle
deficiency in their vicinity (demonstrated in Fig. 4.2). In the program a couple
of options are implemented, these are described below:
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Figure 4.2: Particle deficiency at the wall
• Fixed boundary particles. Here the particle deficiency at the boundary
is met by placing static rows of particles that are used by the fluid particles
within a distance of 2h from the wall as interpolation neighbours (Fig. 4.3).
This option offers lower accuracy, owing to the fact that no-slip walls are
not modelled properly. As shown on the left side of Fig. 4.5 for a single
particle (and this holds on average), by interpolation the wall possesses a
non-zero velocity, hence shear forces at the non-slip wall are not accurate.
• Reflected boundary particles. Moving particle reflections across the
boundaries are an effective way of capturing near-wall behaviour while also
eliminating particle deficiency near the wall. Near-wall fluid particles are
reflected in a mirrored fashion, so they are equidistant from the wall as
their fluid counterparts and possess the same velocity magnitudes, but with
the components parallel and perpendicular to the wall flipped in direction
(Fig. 4.4). This allows for accurate modelling of no-slip walls, as the wall
velocity automatically falls to zero for any given fluid particle within the
influence region of the wall and a linear velocity profile in the near-wall
region is captured, as seen on the right side of Fig. 4.5.
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Figure 4.3: Fixed boundary particles
Figure 4.4: Reflected boundary particles
4.3.1 Dealing with curved boundaries
Regardless of whether fixed or reflected boundary particles are used, particles
across curved boundaries (see Fig 4.6 for an example) need to change in volume
in order to account for curvature. This is true if it is appropriate to maintain
the same number of particles on either side of the boundary vicinity (within a
distance twice the smoothing length), as opposed to maintaining particle size and
letting the number of particles increase. The details of this volume reduction and
the improvements it brings about are described in Chapter 5.
4.4 Flood-fill and particle jiggle
A flood-fill algorithm is implemented to cover the domain with particles of the
appropriate colour and properties. Flood-filling works by scanning the specified
fluid region and filling all those regions that are connected (in a topological
sense) to an initially specified point, i.e. the algorithm scans the geometry and
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Figure 4.5: Fixed (left) and reflected (right) particles - modelling no-slip walls
populates it with particles without locally crossing walls (walls that do not span
the dimensions in any direction may be crossed in the global sense).
For multiphase simulations floodfilling may be carried out with one kind of
(fluid) particle and subsequently particles may be be “converted” to different
phases, simply by changing their material properties, over the desired regions, as
opposed to floodfilling more than once over mutually disjoint regions, which is
prone to create discrepancies in interparticle spacing. A schematic of the process
of floodfilling is shown in Fig. 4.7. It has been noticed however that starting a
simulation from the end result of the floodfill operation without assigning parti-
cles a random displacement leads to crystal-like structures (further discussed in
Sec. 5.3.1) that may last for a considerable time into the simulation. As these are
artefacts of the regular placement of particles, a random displacement is given
to all particles. Moving particles in a randomly chosen direction by a fraction
of the interparticle distance serves to eliminate the formation of artificial struc-
tures later on. In the simulations a fifth of the particle spacing was found to be
sufficient in most cases in this regard.
4.5 Timestep restrictions
In general, timestep restrictions depend on the kind of problem. Using the ex-
plicit weakly compressible formulation, an acoustic timestep criterion applies,
CHAPTER 4. METHODOLOGY OF SPH SIMULATIONS 54
Figure 4.6: Handling particle reflection across curved boundaries
Figure 4.7: Flood-filling schematic
in addition to that due to the requirement of a limit on particle displacement.
Multiphase flows need an added criterion of capillary wave phase velocity. These
criteria, stated and analysed in [81], [52] and [131] are given below. As can be seen
a convergence factor α (usually in the range 0.2-0.5) is included in each criterion,
to fix a bound on the error propagation to ensure stability, as the restrictions
themselves are necessary but not sufficient to guarantee stability.
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• Force/acceleration timestep.
∆tforce = α ∗min
(√
h
|a|max
)
(4.3)
where a is acceleration (of which the maximum is chosen to determine
∆tforce).
• Acoustic timestep.
∆tacoustic = α ∗min
(
h
c0
√
( ρ
ρ0
)γ − 1
)
(4.4)
where c0 is the speed of sound of the fluid that is set in advance. In case of
two or more fluids, this restriction is determined (everything else remaining
the same) by the fluid that gives the minimal value of the denominator in
Eq. 4.4. It is also noteworthy here that as the timestep depends inversely on
the speed of sound used, using actual sound speeds (such as approximately
350 m/s for air at normal temperatures, 1000 m/s for water etc.) usually
make this the most restrictive criterion. Hence instead of actual sound
speeds, the sound speed used is chosen in anticipation of the expected
maximum speed in the simulation. Subsequently a factor of ten applied to
this expected maximum is sufficient to ensure effective incompressibility.
• Capillary wave timestep.
∆tcapillary = α ∗min
(√
min(ρg, ρl) ∗ h3
2piα
)
(4.5)
where the ρ ’s stand for gas and liquid density and α is the surface tension
coefficient (the maximum among the given fluids is chosen).
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4.5.1 Time-stepping methods
The weakly compressible formulation permits an explicit numerical algorithm,
and a variety of numerical schemes are available for use. The introductory work
of Gingold and Monaghan[42] and Lucy[68] both used a leap-frog scheme, while
Lattanzio et al. [58] found that a predictor-corrector method gave good results
while also respecting energy conservation. Morris et al. [89] have used a modified
Euler technique for low-Re flows.
In the context of this thesis a few methods with different convergence char-
acteristics and order of temporal accuracy are implemented. These are outlined
here for the sake of completeness. In all of the following scheme descriptions,
symbols (v, a, ρ, t, P, γ) have usual meanings. In each case the pressure is linked
to density through the equation of state. This is given here as P = f(ρ), the full
state equation is described in Chapter 3.
• The predictor-corrector method [85]
A two step updating is carried out for the i’th particle as follows. The final
particle position and density are then expressed as a linear combination of
that obtained from the two steps, as seen below. Here we use the continuity
equation to evaluate the density, however an alternative way as described
in Sec. 3.3.1 to evaluate density directly from particle position results in a
slightly modified algorithm.
Step 1:
x˜ni = x
n
i + 0.5∆tv
n
i
v˜ni = v
n
i + 0.5∆ta
n
i
ρ˜ni = ρ
n
i + 0.5∆t
dρni
dt
P˜ ni = f(ρ˜
n
i )
Step 2:
x1i = x
n
i + 0.5∆tv˜
n
i
v1i = v
n
i + 0.5∆ta˜
n
i
ρ1i = ρ
n
i + 0.5∆t
dρ˜ni
dt
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Values at the end of timestep:
xn+1i = 2x
1
i − xni
vn+1i = 2v
1
i − vni
ρn+1i = 2ρ
1
i − ρni
P n+1i = f(ρ
n+1
i )
Although this is not shown here, the acceleration used in the second step,
namely a˜ni is obtained by evaluating forces on particles using the intermedi-
ate values of velocity, pressure and position obtained in the first step. The
predictor-corrector method allows for flexibility in the weightings to values
of variables for determining the value at the end of the time step. Here
we choose to interpolate such that the intermediate value is the average of
those at the beginning and the end of the time-step.
• Velocity Verlet [128]
The velocity Verlet is a method borrowed from molecular dynamics[2],
where its usage is more common, on account of its greater stability and
symplectic form, the latter meaning that in the absence of an explicit en-
ergy loss term, the method is time-reversible and will not add any numerical
dissipation of its own. This gives it an advantage over the other meth-
ods discussed here, and also more sophisticated ones such as Runge-Kutta,
which though perhaps a higher order method, still suffers from numerical
dissipation (or more appropriately, does not have a built-in mechanism to
eliminate it)
Step 1:
v˜ni = v
n
i + 0.5∆ta
n
i
x˜ni = x
n
i + ∆tv˜
n
i
ρ˜ni = ρ
n
i + 0.5∆t
dρni
dt
P˜ ni = f(ρ˜
n
i )
CHAPTER 4. METHODOLOGY OF SPH SIMULATIONS 58
Step 2:
xn+1i = x˜
n
i
vn+1i = v˜
n
i + 0.5∆ta˜
n
i
ρn+1i = ρ˜
n
i + 0.5∆t
dρ˜ni
dt
P n+1i = f(ρ
n+1
i )
• Beeman’s method [11],[116]
This is a variant of Verlet integration and the explicit variety is implemented
here as described by the following skeleton procedure:
Step 1:
x˜ni = x
n
i + ∆tv
n
i +
2
3
∆t2ani −
1
6
∆t2an−1i
v˜ni = v
n
i +
3
2
∆tani −
1
2
∆tan−1i
ρ˜ni = ρ
n
i +
3
2
∆t
dρni
dt
− 1
2
∆t
dρn−1i
dt
P˜ ni = f(ρ˜
1
i )
Step 2:
xn+1i = x
n
i + ∆tv
n
i +
1
6
∆t2a˜ni −
1
3
∆t2ani
vn+1i = v
n
i +
5
12
∆ta˜ni +
2
3
∆tani −
1
12
∆tan−1i
ρn+1i = ρ
n
i +
5
12
∆t
dρ˜ni
dt
+
2
3
∆t
dρni
dt
− 1
12
∆t
dρn−1i
dt
P n+1i = f(ρ
n+1
i )
4.6 Parallelisation
4.6.1 Domain decomposition and data exchange between
processors
The program is parallelised using MPI to work on distributed memory systems,
hence domain decomposition is carried out to assign each sub-domain of the
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problem to a different processor with its own local memory. Values of particles at
the edges of each sub-domain are exchanged at each timestep among neighbouring
processors by pre-assigning send/receive buffers to each process at the start of an
iteration - as the type and maximum size of data expected to be sent or received
by each processor is known beforehand - only a strip 2h thick on each side of the
processor need be sent or received, as shown in Fig. 4.8.
Figure 4.8: Schematic of data exchange for a typical processor
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4.6.2 Load balancing
Domain decomposition affects the performance of the system by impacting load
balancing. The latter hence needs to be optimised so that the computational
load on all processors is approximately the same.
A sample 2-D situation is presented for the purpose of demonstration in
Fig. 4.9. The problem can be broken into sub-domains along two independent di-
rections by vertical separation and subsequently horizontally inside each vertical
block. In a typical heap leaching simulation, only part of the domain is occupied
by fluid (the rest being composed of solid ore particles) and hence the number
of SPH particles for all sub-domains (the number of particles assigned to each
processor is here labelled as P1, P2, etc.) is the criterion used for load-balancing.
New regions are added to processors that have fewer than the average number of
particles per processor. This operation needs to be such that it preserves orthog-
onality of the domain decomposition, as it is not possible at the current stage of
development to handle anything other than rectangular sub-regions in 2D and
cuboidal sub-regions in 3D.
Figure 4.9: Load balancing in 2D - Step 1
CHAPTER 4. METHODOLOGY OF SPH SIMULATIONS 61
Figure 4.10: Load balancing in 2D - Step 2
The algorithm in the 2-D situation (for a domain resembling Fig. 4.9) is as
follows:
1. Regions associated with each processor are established by determining the
number of vertical partitions (NVP), based on the number of processors.
The number of vertical partitions is taken to be the square root of the
number of processors chosen, as this is a good approximation.
2. For each vertical partition the number of sub-regions is to be decided. This
is done by sweeping over the vertical partitions (NVP) created in the above
step to determine the number of regions per vertical partition.
3. The number of processors remaining to be allocated is determined (PR).
4. For each i in (0, NVP)
(a) The number of processors in the current vertical partition is given as
PCV P = PR/(NV P − i)
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(b) PR is now to be updated as
PR = PR− PCV P
(c) PCVP is then rounded down to its integer value.
5. Each processor counts the number of particles assigned to it. An average
number of particles per processor is calculated.
6. Depending on the value of the average between two consecutive processor
regions (which are scanned in each dimension) the boundary of the region is
moved. This is done first in the horizontal direction (as shown in the right
side of Fig. 4.9. After this operation the numbers of particles P-I, P-II and
P-III are now in an ”equilibrium” i.e. each processor handles approximately
the same number of particles.
7. The y-regions are balanced (as shown in Fig. 4.10) following a similar pro-
cedure as in 4.
4.7 Conclusion
In this chapter the relevant programming, numerical and geometrical aspects of
the SPH code were described. These may be briefly listed as follows:
• Efficient neighbour identification involved a Verlet list type description to
identify particle neighbours in O(n) time.
• The weighting function was modified from its standard form presented in
[51] to account for curving boundaries.
• The boundary treatment options available in the code were outlined.
• The timestep restrictions relevant to multiphase weakly compressible flow
were mentioned.
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• The time-stepping method used in the course of the project was the stan-
dard predictor-corrector. The optional methods implemented were the ve-
locity Verlet and Beeman’s method, which have different convergence char-
acteristics.
Most of these elements were implemented in the course of the research and
reflect or improve upon the state-of-the-art.
Chapter 5
Validation of weakly
compressible formulation
In this chapter, novel aspects of the (weakly compressible) SPH formulation are
elaborated upon, accompanied by results of tests that corroborate the improve-
ments resulting from them. For multiphase flow, the discussion is structured in
a comparative way and helps one evaluate the current formulation against alter-
natives. Following the multiphase flow discussion is a study of the convergence
properties of SPH and their behaviour subject to variations in SPH parameters,
so as to understand the accompanying variations in accuracy.
5.1 Multiphase flow
5.1.1 Fluid compressibility
The equation of state (Sec. 3.4.1) for each phase relates density to pressure
through the bulk modulus ”pre-factor” B, given by
B =
ρ0c
2
0
γs
. (5.1)
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For each phase, this pre-factor is determined by density ρ0, speed of sound c0 and
specific heat ratio γs and need not be related to those of the other. This is as it
would be with real bulk moduli, where physical properties are in general entirely
unrelated to each other. However, when such independent values are used, as for
instance, by relating them to real-world values e.g. for water and air, bulk moduli
of O(109) and O(105) (Pascals) respectively, unphysical effects are observed, as
will be described in relation to Fig. 5.1. This is because the pressure reponses of
both phases to changes in density are not identical anymore.
While such behaviour is also not unexpected in real fluids such as air and
water, in the simulations the effect is amplified by the stiff equation of state 3.35.
This stiffness renders the pressure very sensitive to changes in density. This is
despite the artificially low speeds of sound used (as was discussed in Sec. 4.5).
Low sound speeds make the ”simulated” fluids more compressible than their real-
world counterparts and hence one would expect a softer pressure response. This
can be seen in a straightforward manner through Eq. 5.1, a modification of Eq. 5.2
which is the well-known Newton-Laplace formula [87].):
c =
√
K
ρ
. (5.2)
where K is the bulk modulus and is related to B by K = Bγs. Lowering of
the bulk modulus by lowering sound speeds only contributes to an abasement of
the absolute value of pressure, not its response rate to changes in density. As
a result of the stiffness of Eq. 3.35, differences in pressure response when using
independent values of B lead to pressure differences at the interface amplifying
themselves, and a subsequent deterioration in solution quality.
Fig. 5.1 shows a snapshot of a test run of water and air placed in a closed box,
with water occupying the bottom half of the box and air occupying the rest. The
expected solution here is a static one. As for the pressure in the static solution,
it would vary linearly with height in the water and stay nearly constant in the
air given the comparatively negligible hydrostatic pressure of air. To check if
this expectation bears out for arbitrarily selected speeds of sound, here the latter
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Figure 5.1: Pressure profile in a box with water and air: Same artificial sound
speed
were set to the same value in both phases (as good a scenario as any other). But
having done this, the pressure in the simulated box, along the midline of the box
(right side of Fig. 5.1) is seen to fluctuate majorly from any stable value, so much
so that it is impossible to distinguish one phase from the other by looking at the
pressure alone. Clearly, the steady state solution desired is not obtained.
Alternatively, setting the sound speed in both phases such that the latter possess
identical bulk modulus values, does indeed give the desired steady state solution.
This is confirmed in Fig. 5.2.
The speeds of sound, as would follow from Eq. 5.1, are related to each other
by -
c1
c2
=
√
ρ2γ1
ρ1γ2
. (5.3)
The expected linear hydrostatic profile of the water phase is recovered and the
air phase shows deviations from the mean value of pressure that are small enough
to be ascribed to intermittent particle-level fluctuations that are always present
in SPH except when the kernel support of each particle is identical to that of all
others like it is in an initial solution. The fluctuation magnitudes be reduced by
artificially smoothing (or reaveraging, as described later in this section).
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Figure 5.2: Pressure profile in a box with water and air: Matching bulk com-
pressibility
5.1.2 Calculation of density - absolute v/s relative
In the formulation laid out in Sec. 3.3, two main choices were distinguished for
density - the Hu-Adams approach based on particle spacing (referred to as direct-
density here) and the continuity equation that is classically used (and extended
for multi-phase gaseous particulate flows by Monaghan et al. [83]).
In combination with compressibility matching, the two choices each mean
slightly different things. In either case, using an absolute density in the state
equation 3.35 and in the smoothing function calculations (Sec. 3.2.4) produces
particle densities in the interfacial region that are quite different from actual
fluid densities. This is an inevitable result of the smoothing operation and it
creates pressure discontinuities at the interface. For air and water, the effect
can be quite noticeable on account of the large density differences. In the test
simulation presented here (Fig. 5.3 of a water droplet suspended in air, both
sides of the interfacial region suffer a pressure jump (red line) on account of the
smoothing in absolute density (black line in Fig. 5.4). A downard spike is seen
on the water side as this smoothed density is reduced in comparison to the actual
density (shown by dots). On the air side (region right of the 2 cm marking) the
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effect is opposite and results in an upward spike.
Figure 5.3: Water droplet sus-
pended in air
Figure 5.4: Pressure profile across
a water droplet in air using absolute
density
A workaround for this problem lies in using the density ratio (relative to a ref-
erence) as a variable instead of the absolute density. Especially if used in con-
junction with the compressibility matching technique, the density ratio varies
smoothly across the interface - as division by a reference density makes the pres-
sure response in both phases identical. The spikes seen in Fig. 5.4 on either side
of the interface are thus eliminated. In fact this has already been seen in the
hydrostatic pressure profile in Fig. 5.2. Following this line of reasoning, relative
density is employed in this work. In the Navier-Stokes equations in their original
form (Eq. 3.16-3.17) written in terms of absolute density, it suffices to replace
the absolute by the relative values in deriving the modified formulation.
Direct-density v/s continuity equation
If the density is calculated on the basis of particle spacing (i.e. by ”direct-
density”), its values are consistent with other quantities that are derived based
on spacing, i.e. the pressure and viscous forces (Sec. 3.3.1). But this consistency
may not always be possible to have, as the continuity equation may sometimes be
CHAPTER 5. VALIDATION OF WCSPH 69
Figure 5.5: Comparison of pressure fields obtained using direct density and
continuity equations
indispensable. This latter case is significant when one is simulating free surface
multiphase flows, as using direct-density makes the density accumulate large
errors near the free surface due to kernel insufficiencies. As such insufficiencies in
kernel support are unavoidable, it is then necessary to use the continuity restraint
(i.e. relative differences in velocity with neighbouring particles) to determine the
density (Sec. 3.3.1). While adopting a continuity treatment, a particle distant
from its neighbours but possessing a large velocity has a greater impact on their
densities than may be the case while calculating density directly. The consistency
that was referred to in the previous paragraph is thus lost, as it is no more just
the particle spacing constraint that is in use.
The continuity equation results in such a mismatch being unavoidable - a noisy
pressure field as seen on the left side of Fig. 5.5 is created (for the same test case
as above of two fluids in a box). The magnitude of the noise is large enough for it
to change the solution significantly. In comparison, the direct-density simulation
presented alongside results in a much smoother field.
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Density re-averaging and renormalisation
In view of the mismatch noted above between pressure and density while using
the continuity equation, it is necessary to smooth out the density (and conse-
quently, pressure) inhomogeneities by some means so that an acceptable quality
of the solution can be maintained. To that end, a re-averaging filter is applied to
the density, which is nothing but the smoothing operation
ρreav =
ΣjVjWij
ΣjVjWij
ρ0,j
ρj
. (5.4)
While it does ameliorate the solution quality (a comparison of the relative
density and pressure obtained by the different methods described in this section
is shown in Fig. 5.6), the re-averaging operation causes a shift in the overall
density and hence in the total mass. This is only natural for any manipulation
of density that does not respect mass conservation. Fig. 5.7 shows a plot of
the temporal evolution of average relative density in a box simulation, without
any density correction. The overall density (and hence the mass) of the system
tends to reduce over time - something that can be attributed to fluctuating errors
that over time accumulate. The systematic reduction, rather than increase, is
owing to the fact that without the density correction, particles clump together
closer in the bottom regions of the box than at the top due to the increased
hydrostatic pressure. A free surface thus forms near the top regions - discernibly
so in the central box of Fig. 5.6 where only reaveraging has been applied without
renormalisation. Near the free surface, kernel deficiencies result in the density
being underestimated - regardless of whether the density is calculated on the
basis of particle spacing or continuity.
Further to re-averaging, a ”renormalising” correction is therefore applied to
the smoothed density to bring the overall mass of the system back to its original
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Figure 5.6: Pressures and relative densities obtained by different combinations
of density corrections
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Figure 5.7: Average relative den-
sity over time of a single standing
fluid with density-reaveraging filter
(no renormalisation)
Figure 5.8: Average relative den-
sity over time of a single standing
fluid with density-reaveraging filter
(renormalisation applied)
value. This involves applying a multiplicative factor to the density as follows
ρrenormalised = ρreaveraged
n∑
i=1
(∑
j VjWij
)
Vi
n∑
i=1
ρi Vi
, (5.5)
where the volume actually occupied by particles (Vact) is divided by that given by
a weighted average of particle volumes. Fig. 5.8 is a plot of the same simulation
as that used to arrive at the plot in Fig. 5.7, but this time with the renormalising
correction applied, so that the deteriorating mean seen there is avoided here.
5.2 Volume correction near curved boundaries
In Sec. 4.3.1, the need to change particle volumes when reflecting them across
curved boundaries was noted and is introduced here by modifying the smoothing
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operation Eq. 3.11so that it becomes
χ′i(r) =
W (r − ri, h)∑
kW (r − rk) VkV 0i
=
Wi(r)
σ′(r)
, (5.6)
where σ′(r) = σ(r) Vk
V 0i
.
The difference with respect to Eq. 3.11 is that the current modification lets
the volume ratio of neighbouring particles be taken into account.
It is necessary to check that this modification keeps the variable and its deriva-
tive consistent. It may be seen that the normalisation property of the smoothing
function remains intact i.e.
∑
i
χ′(r) =
∑
i
W (r − ri, h)Vi∑
kW (r − rk)Vk
= 1. (5.7)
This follows upon observing that at any given r the sum of all weights multi-
plied by particle volumes is constant. Hence summing over the numerator in the
above expression yields a value identical to the constant denominator.
The gradient of the smoothing function, which in the Hu-Adams formulation
was given by Eq. 3.14, is now changed from its original expression. Including
the exact form of this change was not found to change results significantly for
the resolutions tested. It might well be that in some scenarios, there indeed is a
difference, though this needs to be checked more thoroughly.
Including the volume correction, on the other hand, has an unambiguous
impact on results, and these are felt most strongly at low resolutions. It is
expected that at higher resolutions the reduced curvature of the boundary as seen
by individal particles diminishes the relative importance of the volume correction.
In Fig. 5.9, this is shown via a comparison of steady state particle positions around
a circular object in a plane flow. It can be seen that the particle positions are
much more chaotic and unphysical when the volume correction is not introduced.
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Figure 5.9: Comparison of steady state particle positions without(left) and
with(right) volume factor correction
5.3 Convergence tests
The theoretical accuracy of SPH comes down to the error in the summation
interpolant as shown in Eq. 3.7 and is O(h2) only when particles are ordered.
There is at present no rigorous theoretical measure for error in the literature for
the frequently occurring case of disordered particles. Presumably such an error
would be difficult to derive or quantify, given that it is difficult to characterise a
simulation by a single measure of particle disorder, although [1] is a recent effort
in this direction, where random Gaussian noise is imposed on the displacement
of an array of particles and global and local measures of disorder are introduced.
But in the absence of theory to quantify error as a measure of particle disorder,
the more empirical way of extracting error values from simulations and checking
them against analytical values is followed here. Steady state velocity profiles from
simulations of Poiseuille flow in 2-D are compared with the analytical solution
(for the velocity profile as a function of distance y from the axis of symmetry)
given by
v(r) =
1
2µ
∂p
∂x
(y2 − r2). (5.8)
The RMS error is evaluated for a series of simulations of increasing resolutions
and from these the order of error is computed. Results of these tests are presented
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Figure 5.10: Steady state Plane Poiseuille; no particle jiggle
below for cases that highlight how computational features such as particle jiggling
and methods of boundary treatment discussed in Chapter 4 affect the error. The
effect of varying the smoothing length factor (the ratio of smoothing length to
initial particle spacing) is also shown.
5.3.1 Plane Poiseuille flow without jiggled particles
With jiggle turned off, in plane Poiseuille flow, the particles are regularly placed
on a rectangular grid. A horizontal driving force, given either in terms of a
pressure gradient or a body force, applied to this configuration does not disturb
the order (as long as the flow remains laminar), and the particles move along
the lines of the initial grid arrangement. The only relative displacement between
particles occurs orthogonal to the flow direction, as the mean velocity adjusts to
a steady parabolic profile. This profile is seen in Fig. 5.10.
In such an “ordered” flow, the steady state error is expected to be lower in
magnitude than when particles are initially disordered (as a result of jiggling
to displace them in a random direction from the rectangular grid arrangement).
CHAPTER 5. VALIDATION OF WCSPH 76
That this expectation does bear out is seen by comparing errors shown in Fig. 5.16
with those corresponding to the jiggled particle simulations shown in Fig. 5.18.
The presence or absence of jiggle does not impact solution quality or features
much in plane Poiseuille flow, but this is not generally true. In a test of stationary
liquid in a 2D box, the presence of crystalline artefacts is discernible in the steady
state velocity field (Fig. 5.11). The random initial displacement brought about
by jiggling eliminates these structures (and does not also not bring in noticeable
artefacts of its own into the solution) and is therefore found to be necessary.
Fig. 5.12 shows the steady state velocity field for the same box, but initialised
with a jiggle factor of 0.2. The jiggle factor is the fraction of the initial separation
that particles are displaced by, in a random direction.
Figure 5.11: Crystalline artefacts
seen in velocity field for stationary
liquid in a box
Figure 5.12: Crystalline artefacts
absent when jiggle (jiggle factor
=0.2) is provided
Reflected v/s fixed particles
While using reflected boundary particles (Sec. 4.3) the order of accuracy of the
SPH inter-particle force is calculated in the same way near the boundaries as
particle motions near a no-slip boundary result in the desired zero velocity at
the boundary (and can be adjusted to give the desired amount of slip, were the
boundary to have a specified slip). On the other hand, using fixed ones leads to
erroneous calculations of particle velocities in the vicinity of the boundary, and
these errors propagate inwards, causing the solution to deteriorate with respect
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Figure 5.13: Velocity profiles for two boundary particle types: fixed (top) and
reflected (bottom)
to the analytical relation Eq. 5.8, which is given for no-slip boundaries. This is
seen strikingly in the velocity profiles at high resolution (h =0.000008125 m) in
Fig. 5.13 - the jagged velocity near the walls for the fixed particles (top) is absent
while using reflected ones (bottom). Also, as this is late into the simulation, the
mean velocity has also been impacted quite a lot by this difference in boundaries
- the fixed particle simulation shows a much lower peak velocity, approximately
0.0013 m/s as opposed to 0.0024 m/s in the reflected particle simulation - which
is much closer to the analytical value of 0.0025 m/s.
Using reflected or fixed particles tells on the mean velocity too, as Figures 5.14
and 5.15 show for different resolutions. It is obvious that given this significant de-
viation of the velocities while using fixed particles from the reflected case (though
variations with resolution using reflected particles are significant too), conver-
gence behaviour is quite different across these cases. The unphysical predictions
of velocity using fixed particles are reason enough to not consider their use for
the simulations of this research, or to study their convergence behaviour in much
further detail.
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Figure 5.14: Mean velocities using
reflected boundary particles
Figure 5.15: Mean velocities using
fixed boundary particles
Fig. 5.16 shows the error convergence for a few chosen values of the smoothing
length factor. The effect of increasing the smoothing length factor is to bring the
convergence closer to its theoretical second order value, though this is not reached
for the cases considered here - indeed the highest convergence order for the hfac =
1.8 case is approximately 1.5, based on the slope of the line. It is expected that
even greater accuracy may be reached by increasing it further. A look at the CPU
times (using 12 cores) to steady state for different resolutions and smoothing
length factors (Fig. 5.17) points to a trade-off between accuracy and expense.
CHAPTER 5. VALIDATION OF WCSPH 79
Figure 5.16: Convergence with re-
flected boundary particles (no jiggle)
Figure 5.17: Average time per it-
eration for reflected boundary parti-
cles (no jiggle)
5.3.2 Plane Poiseuille with particle jiggle
The disorder from particle jiggle increases the error magnitudes (see Sec. 5.3.1)
as deviations from the ordered particles assumption for second order accuracy
increase too. The order of convergence at the same smoothing length factors as
in Fig. 5.16 do not show much of a change, as Fig. 5.18 shows. The average time
per iteration curve is not presented as jiggling by itself does not add or take away
from this parameter.
5.4 Evaluating parallel performance
One way of evaluating the performance of the SPH code on parallel platforms is
by measuring the average time taken for an iteration as the number of processors
is varied. The trends extracted from such an evaluation represent the increase in
speed that can be achieved by increasing the computing resources.
It is desirable for a parallel code that the the average time per iteration (ATPI)
decreases with an increase in the number of processors. Since the code performs
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Figure 5.18: Convergence with reflected particles (jiggle ON)
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certain initial operations (geometry creation, domain allocation, list creation)
on a single “master” processor, the ATPI is here taken to include only those
operations that are carried out by all processors, more or less simultaneously.
Secondly, as the parallelisation procedure used here is a variant of orthogonal
domain decomposition (as seen in Sec. 4.6), the ideal (or best expected) behaviour
for the ATPI would be an inverse relationship to the processor count. There are
unavoidable deviations from this ideal, and these are not just technical difficulties
such as the configuration and efficiency of the computing cluster. Instead, they
arise because of transfer operations performed in each time step in the boundary
zone of each processor domain. These transfer operations involve sending (and
receiving) particles to (and from) the boundary region of each processor, from
(and to) its neighbours. Hence a truly inverse relationship is only approached in
an asymptotic sense as the resolution increases.
5.4.1 Resolution
Fig. 5.19 shows the ATPI curve for plane Poiseuille in 2D for two different resolu-
tions. The inverse relationship is also plotted for the higher of the two resolutions
using the ATPI for the processor count 4 as reference. 4 is chosen as it marks
a point of maximum parallel efficiency - the curve changes (at both resolutions)
from less than linear to super-linear.
It may be noticed that gains in performance fall off as the processors increase
beyond a certain number (in this case 128 for the higher resolution h=0.0000040625,
while it is 64 for h=0.000008125). It appears that such a limit would be deter-
mined by the number of particles used (for a given overall problem size) - for lower
resolutions, the limit of processor number may be expected to reached sooner,
as the transfer operations per processor start to quickly take up resources com-
parable to the interparticle computations within the interior of each domain. So
that any advantage obtained in reducing the particle calculations per processor
is offset by the number of transfer operations that have to be carried out. That
this does hold (in an approximate sense) is confirmed by noting that the ATPI
curve (plotted here on log-log axes) for (h = 0.000008125) falls off sooner than
the one for (h = 0.0000040625).
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Figure 5.19: ATPI as a function of resolution
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Figure 5.20: ATPI in a 3D saturated test simulation
5.4.2 Parallel performance in 3D
Fig. 5.20 shows performance at various processor counts (in this case running from
1 to 64) in a 3D simulation (saturated flow in a hexagonally close packed bed)
against the ideal inverse relationship curve. For the resolution used (relatively
coarse compared to those used for the comparison against analytical solutions in
Chapter 6) the performance peaks at 8 processors.
5.4.3 Physics computations: with and without surface
tension
A comparison of ATPIs with and without surface tension is presented in Fig. 5.21,
only to illustrate the effect of increased computations per time step. The simu-
lation for this test was of similar to that of a classical dambreak problem with a
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Figure 5.21: ATPI with and without surface tension computations
column of liquid left to fall under gravity in an otherwise empty (but air-filled)
rectangular container.
The curves with and without surface tension confim this, but the efficiency
remains relatively unaffected as the curves can be seen to remain nearly parallel
to each other over the range of processor counts. At higher resolutions and/or
processor counts, the added CPU effort scales in exactly the same way as any
of the other particle interactions - only two additional loops over particles are
necessary to include surface tension. So it is reasonable to expect that these
trends are scale independent. More rigorously, a slight divergence is expected,
in accordance with the slope of the curve at similar resolutions and/or processor
counts.
5.5 Conclusion
The accuracy and solution quality enhancements made to the multiphase SPH
formulation were seen through results of test simulations and the presentation in
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this chapter is a validation of these improvements. The method of compressibility
matching has not been documented elsewhere in the literature, as also density
renormalisation for the continuity equation, so these are novel contributions to
the formulation of weakly compresible SPH.
The convergence aspects of SPH were examined through test cases. The next
chapter is a presentation of the results of packed bed simulations in the saturated
and unsaturated regimes.
Chapter 6
SPH applied to idealised packed
beds
In this chapter 2D and 3D SPH simulations of particle beds are presented. In
fully saturated situations, a comparison of SPH results with analytical relations
for the superficial velocity as a function of particle size and driving gradient
(pressure or body force) is presented and discussed. In partially saturated flows,
fluxes are evaluated in 2D while in 3D flow structures and their dependence on
particle size and saturation is discussed qualitatively. Saturations and physical
conditions both typical of heaps and lying outside typical heap operating regimes
are studied, as needed for constructing a robust continuum solver constructed
based on this or similar data.
6.1 Heap leaching hydrodynamics: Terminol-
ogy
The following terms are used while discussing the results of this chapter:
6.1.1 Holdup
Holdup is the ratio of liquid volume within the heap to total heap volume. The
total liquid holdup within a bed at any time is composed of flowing and stagnant
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fractions, known as dynamic and static holdup respectively. Dynamic holdup
is the ratio of volume of free flowing liquid to the volume of the bed. Static
holdup refers to the ratio of volume of the stationary liquid in the bed to the
volume of the bed.
6.1.2 Saturation
Liquid saturation is given by the ratio of volume of liquid to the void volume of
the bed.
From the definitions above the relationship between total holdup (φ), saturation
(β) and bed porosity () may be given as
φ = β (6.1)
6.2 Approximations
6.2.1 Geometry
Ore particle geometry is idealised - Voronoi tessellations and circular (spherical in
3D) particles are used. This lets us study unsaturated flows in their elementary
form, pending more detailed investigations of complex geometries (including real
ore particles). The geometries used in the 2D simulations are shown in Fig. 6.1
and 6.2. The interparticle gaps are coloured according to fluid type in these
figures for illustrating what a starting condition looks like - the bottom red strip
corresponds to liquid water and the rest is filled with air for a typical simulation.
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Figure 6.1: Voronoi tessellations
Figure 6.2: Circular particles in
hexagonal arrangement
6.2.2 Boundary conditions
Periodic boundary conditions allow the extent of a real bed to be mimicked.
Also, with these, steady state flow can be looked at in a way that inlet/outlet
boundaries do not permit, as the length scales required to reach steady state in an
inflow/outflow system may be prohibitively large. Hence periodic boundaries are
used throughout in the packed bed simulations, with periodicity imposed in both
directions. A few restrictions naturally attached with using periodic boundaries
are:
• It is not possible to impose a flow rate in advance in order to observe the
resulting dynamic and static holdup at steady state. That approach is
viable with laboratory columns or indeed real heaps but does not carry
over to periodic simulations. Instead we specify a saturation as an initial
condition; the flow rate that would actually result in the specified saturation
is then calculated.
• Features with length scales larger than the period length can not be studied.
So a smaller bed size is artificial in a way as it does not mimic larger-scale
correlations that may develop in actual heaps.
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• It is necessary to ascertain that the periodic dimensions are such that the
resulting periodicity is faithful to the overall system being simulated. Hence
a minimum size of domain that ensures the periodicity can extend in all
directions with respect to both geometry and flow features is necessary.
6.3 Simulations of packed beds
6.3.1 Mean fluxes in SPH
The mean volumetric flux is a measure of volume flow rate per unit cross section
of the flow path. In these simulations it is useful to quantify the trends with
respect to mean flux instead of mean particle velocity1. The flux (F¯ ) is related
to particle velocities v¯ as follows:
F¯ =
∑
iAiv¯i∑
iAi
, (6.2)
where the Ai’s are cross sectional areas of the (SPH) particle. As the values of
Ai are in general different from the original particle volume i.e. the one given in
terms of the initial particle spacing, invoking mass conservation for each particle
gives
Ai = A
0
i
ρ0
ρ
(6.3)
Substituting 6.3 into 6.2 gives
F¯ =
∑
iA
0
i
ρi0
ρi
v¯i∑
iA
0
i
ρi0
ρi
(6.4)
1This is because, on account of changes to paticle density in the weakly compressible for-
mulation, a particle velocity average is not proportional to the observed flow rate.
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As the sizes of particles i.e. A0i are identical in this case
F¯ =
∑
i v¯i
ρi0
ρi∑
i
ρi0
ρi
(6.5)
Mean fluxes are calculated for each phase according to Eq. 6.5. The averaging
operation turns out to be convenient as it lets the already computed relative
densities be used here.
6.3.2 3D saturated packed beds
The Cozeny-Karman (C-K) and the Ergun relations[125] give the superficial ve-
locity of a packed bed in terms of applied pressure gradient, expressed as below-
• The C-K relation is valid for low (O(1)) Reynolds number flows and is
derived from a bundle-of-tubes analogy[125] as -
∆p
L
=
180vsµ(1− )2
d23
, (6.6)
where in addition to known terms (in nomenclature)
L - bed height.
vs - steady state superficial velocity.
d - particle diameter.
In the absence of a driving pressure gradient in vertical flow through the
packed bed the fluid is subject to gravitational potential alone, thus
ρg =
180vsµ(1− )2
d23
.
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Rearranging gives the superficial velocity
vs =
d23ρg
180µ(1− )2 . (6.7)
This superficial velocity is a measure of how fast the flow would be, if it
were to be passing through an empty bed of the same volume. It is thus
related to the average advection velocity vad (which in turn is identical to
the volumetric flux), through porosity:
vs = vad. (6.8)
• The Ergun relation [37] is applicable for higher Reynolds numbers, as
it takes into account frictional losses at higher velocities and is given as:
∆p
L
=
150vµ(1− )2
d23
+
1.755ρV 2(1− )
d3
. (6.9)
Eq. 6.9 is seen as Eq. 6.6 plus an additional term to add a pressure-loss
correction.
Simulations of saturated packed beds
Packed beds in hexagonal-close (HCP) and random (RP) configurations are used
to check for the validity of these simulations vis-a-vis the above relations Eq. 6.7
and 6.9. The geometries of these packings (which are all periodic) are shown in
Fig. 6.3 and 6.4 respectively. In the random pack, the void volume is kept at
40%, which is higher than the 27% in the hexagonal pack configuration. The
packing fraction is specified in software developed by Torquato et al. [119] which
has been suitably modified for use here.
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Figure 6.3: 3D geometries: Hexag-
onal close packed spheres in periodic
arrangement
Figure 6.4: 3D geometries: Peri-
odic random pack of spherical parti-
cles
HCP simulations In Fig. 6.5 the steady state superficial velocities obtained
for the HCP case (after employing Eq. 6.5 and 6.8) are compared for a few particle
diameters namely 2mm, 4mm, 8mm, 10mm, 16mm on a log-log axis and for two
different resolutions (h=0.00013m and h=0.000065m). The actual diameters used
in these simulations are 10% less than the given values. This is to maintain stable
simulations, as - when the spherical particles are physically in contact in SPH,
the reflection procedure at the boundaries invoke a potentially infinite loop in
the program. This modification changes the effective bed porosity and it is the
modified porosity that is taken for the calculations.
The linear trend of superficial velocity values expected according to the C-
K line is not captured by the SPH simulations. However, at lower diameters,
the proportionality V ≈ O(d2) is respected, despite neither of the two resolutions
matching up exactly with either analytical relationship. For the higher resolution,
steady state fluxes do change, hence bringing out that establishing resolution
convergence is necessary for these simulations. Nevertheless closer agreement to
the C-K relation is seen at smaller sizes than at higher ones. The set as a whole
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lies closer to the Ergun relationship, as the C-K relationship is strictly only valid
for Re ≈ O(1), whereas the Reynolds numbers (based on superficial velocities) for
all simulations are much higher (Table 6.7). The downward correction applied
by the Ergun relation to velocities at higher particle sizes (and hence higher
Reynolds numbers) is followed, indicating that kinetic energy losses at these sizes
are responsible for deviations from a C-K-like straight-line relationship.
Random pack simulations To further investigate whether the deviation from
C-K is significant, another set of simulations was carried out, this time with a
random pack. The analytical relations are still as applicable to a random pack
as to HCP. The comparison in this case ( = 0.4 for the packs used here) is
slightly different, as the graph in Fig. 6.6 shows. To avoid Reynolds numbers
that would lead the flow to transition to turbulence, a reduced gravity(a fifth
of the actual g) was used. The lower resulting superficial velocities move the
simulated values closer to the C-K line. This likely indicates that when Reynolds
numbers are within meaningfully laminar ranges, the simulated values are lie
somewhere between the predicted values, though still subject to a downward
trend at higher Reynolds numbers.
Note on simulation size In this comparison the random pack simulations
employed a larger number of spherical particles than the HCP ones (30 as opposed
to 8). However, the study is not conclusive on whether it is advantageous to
use more particles, as it seems that the improved agreement with the analytical
relations in the random packs case is largely down to reduction in Reynolds
numbers due to reduced gravity. It might therefore be sufficient to carry out
these simulations with a lower number of spheres. Whether or not the number
has an impact on superficial velocities is worth investigating when using the data
for continuum modelling.
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Figure 6.5: Comparison of HCP saturated simulations with Ergun and Cozeny-
Karman relations
Figure 6.6: Comparison of RCP saturated simulations with Ergun and Cozeny-
Karman relations
CHAPTER 6. SPH APPLIED TO IDEALISED PACKED BEDS 95
Figure 6.7: HCP saturated simulations and analytical relations
Figure 6.8: RCP saturated simulations and analytical relations
6.4 2D simulations of unsaturated packed beds
In unsaturated simulations, the absence of analytical relationships (except the
semi-empirical Richards-equation type ones seen in Chapter 2 that were seen
to be not applicable for the gravity-driven cases considered here) entails these
be studied independently to complement observations of heaps and laboratory
columns.
Proceeding from elementary situations to more complex ones is found to be
helpful to gain understanding. A comparative methodology is explored in 2D
and 3D. 2D simulations let the flow surrounding idealised particles be observed
in detail. Phenomena important in 3D such as cross-layer flow (i.e.traversing the
regular layering of particles on account of interconnectedness of flow paths in 3D)
are absent in these simplified situations. A set of simulations has been carried
out to observe sensitivity to the following physical conditions that need to be
quantified for unsaturated packed beds:
1. Saturation of the bed.
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2. Liquid-solid contact angles.
3. Particle sizes.
4. Effect of packing density (in 2D the packing density notion is replaced by
interparticle spacing).
6.4.1 Including a reverse pressure gradient
The openness of a heap to the atmosphere means that a pressure gradient can
not be created inside the heap body. Moreover, a default zero pressure gradient
can not counter the artificially induced hydrodynamic gradient of the air (which
is otherwise unavoidable), so as a way of reproducing heap-like conditions in the
idealised flows studied here, a pressure gradient acting from the bottom to the
top of the bed is prescribed. This is equivalent to prescribing openness to the
atmosphere as the naturally acting pressure gradient is countered. This is only
a numerical adjustment to the forces, nevertheless important to include in the
simulation as it changes fluxes (mainly of the liquid phase) - as a 2D Voronoi
lattice (shown in Fig. 6.1) simulation shows (the resulting differences in mean
velocity can be seen in Fig. 6.9).
6.4.2 Flux sensitivity
The observed flux in various combinations of physical parameters is presented in
Figures 6.10 to 6.15, and interpreted as follows.
• Saturation Being one of the initial conditions of the simulations, it is of
interest to see how saturation influences steady state fluxes. Trends of
saturation are important indicators of the amount of static holdup within
the bed, as the flux for a given saturation can vary depending on how much
fluid is held between the particles. Three simulations (at 10, 20 and 30 %
saturation respectively) were analysed for a bed (constructed as shown in
Fig. 6.2) made up of 2cm circular particles. The fluxes resulting from these
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Figure 6.9: The influence of a reverse pressure gradient
saturations are plotted in Fig. 6.10. It is found that the 10% saturation
bed shows much lower steady state flux than the other two. As also the
evolution of the flux curve is nearly identical for the 20 and 30% saturation
cases.
From these observations it may be inferred that increase in bed saturations
is associated with a decreased fraction of the liquid held static. This is
very likely to be accompanied by an expected increase in static holdup, as
the fraction of the bed occupied by the liquid increases with saturation.
The relatively low amount of liquid head building up at any point in low
saturation regimes favours the creation of static fluid pockets held by cap-
illary forces. A threshold beyond which static holdup reduces to very low
values may be supposed to exist also, once the liquid head is high enough
on average in the system to overcome capillary pressures. Further increases
in flux beyond this threshold tend to be slower. The plot in Fig. 6.11 shows
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Figure 6.10: Flux for three
different saturations in a 2cm circu-
lar particle bed
Figure 6.11: Steady state fluxes for
different saturations
data at five different saturations from two other simulations.
• Contact angles between the solid and liquid phase indicate the direction
of the net force acting at the fluid interface and are related to the different
surface tensions by (as shown in Fig. 6.14)
cos θ =
|σls − σsa|
σla
, (6.10)
where the subscripts l, s, a denote liquid, solid and air respectively. The
variation of contact angle from 0 to 90◦ corresponds to increasing difference
between the liquid-gas surface tension and the liquid-solid surface tension
(other things remaining constant). With an increase in this latter force the
hydrophobicity of the surface increases, so that less fluid remains attached
to the surface. This can only lead to an increase in flux with contact
angle - a supposition that is confirmed by the graph in Fig. 6.15. Even
though the the steady state values are not much different (indeed the plots
converge towards the end), in the integrated sense, flux is higher for the
higher contact angles. Two observations gleaned from other simulations
(not presented here) are:
– Sensitivity to contact angle decreases at higher saturations.
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– The steady state value of flux often does not depend on contact angle
(this can be seen from Fig. 6.15 too).
• Particle size varies as the radius of curvature, hence capillary forces are
lower at higher particle sizes. This effectively lowers resistance to flow and
we expect to see for the same saturation, a higher flow rate per void volume.
The advection velocity for different particle sizes is shown in Fig. 6.12.
• Interparticle spacing. This feature allows a combined study of the effect
of capillarity and flow path constriction. With an increase in interparticle
spacing the packed bed becomes permeable and capillary forces reduce in
magnitude and the combined effect of these leads to an increase in flow
rates, as seen in Fig. 6.13. The prescription of a spacing between particles
is necessary in this 2D study, but not in 3D as the naturally occurring gaps
between particles present a naturally permeable packed bed.
6.4.3 Initial conditions
Preparing the particle bed with a specific saturation value is carried out using
a floodfilling algorithm(described in Sec. 4.4) on a typically rectangular region
of the domain (more correctly, the void space inside a rectangular region). This
makes it quite necessary to look at the effects that the particular chosen initial
condition has on fluxes and flow features - as a strong potential effect is un-
desirable while one is trying to obtain robust steady state data. Experimental
observations of hysteresis in packed columns [53] show that the initial condition is
in fact expected to have an effect, in how the fluid is initially distributed through
the column as well as whether the column as a whole is in a dry or wet starting
state.
Snapshots of two different initial conditions applied to a 2D geometry are
shown in Fig. 6.16. The configuration used is that of identical circles arranged in
a uniform repeating pattern. The particles are coloured by velocity magnitudes.
In the case on the left side of the figure, the horizontal strip forms a static fluid
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Figure 6.12: Particle size and flux
Figure 6.13: Interparticle spacing
and flux
Figure 6.14: Diagram of surface
force balances in a two-phase fluid
system in contact with a solid
Figure 6.15: Flux dependence on
contact angle at 5% saturation
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band held by capillary forces. Whereas on the right, the higher gravity head
in the vertical column leads to relatively freer flow. This is further confirmed
by the snapshots at two different times for each case (A and B respectively) in
Figures 6.17 and 6.18.
A quantitative comparison is presented in Fig. 6.19 for a two-dimensional net-
work formed by Voronoi tessellations (the one shown in Fig. 6.1). In this case the
gap between particles is sufficient enough to allow continuous downward motion
in both configurations. A difference in the flux evolution can nevertheless be
observed, but both conditions lead to nearly the same steady flow rate. However,
depending on saturation, a higher difference can sometimes be observed. There-
fore it appears that questions of whether and why a particular starting condition
is different from others, is best answered by looking at physical mechanisms caus-
ing these differences.
Figure 6.16: Different initial conditions. Vertical strip(case A), Horizontal
strip(case B)
6.5 Unsaturated flow through spherical packed
beds
To provide data for continuum heap leach models, it is proposed to extend the
2D analysis demonstrated in Sec. 6.4 to 3D unsaturated flows. In this section,
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Figure 6.17: Case A: Dimensionless time t = 1, 4
Figure 6.18: Case B: Dimensionless time t = 1, 4
example simulations of 3D packed bed systems are presented. Spherical packed
beds in a periodic hexagonal close packed configuration have been used for this
purpose. Using the same saturation field in two beds of different sized particles
serves to illustrate the relative importance of capillarity and gravity in these
situations (figures 6.20 and 6.21).
In the 2mm bed, a water column is placed in the central region of the bed at
t=0 (non-dimensional time units have been used here for convenience). The col-
umn is constrained by capillary forces and attains a minimal surface configuration
at steady state (t=8). Liquid motion is constrained to the channel formed by the
interface between liquid and air.
In contrast to this, in the 20mm bed, though the shape of the liquid column is
identical to that in the 2mm bed at t=0, the flow evolves quite differently. Part of
the liquid climbs up initially into the gaps between the spherical particles at t=2
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Figure 6.19: Vertical/Horizontal strip: Starting conditions for Voronoi tessel-
lation
and a fraction of it separates out into static pockets starting at t=4 and onwards
to the steady state (t=8). Nevertheless the spreading is much more pronounced
and can only be ascribed to the increased role played by gravity in comparison
to capillarity.
This qualitative comparison lets us observe the changes occurring in flow
features as particle size changes. It also is an indicator, however rudimentary,
that heap leach models using only capillarity assumptions are limited in validity
as they fail to capture the effects of gravity on flow structure and evolution. In
the 2mm bed, though surface minimisation effects govern the flow structure, the
flow rate is still determined by gravity. So the combined effect is not negligible
in either case.
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Figure 6.20: Evolution in dimensionless time (t=0[TL],2[TR],4[BL],8[BR]) of
10% saturation flow in a bed of 2mm spherical particles
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Figure 6.21: Evolution in dimensionless time (t=0[TL],2[TR],4[BL],8[BR]) of
10% saturation flow in a bed of 20mm spherical paticles
6.6 Conclusions
From the saturated simulations presented in this chapter, SPH is seen to repro-
duce trends given by analytical relationships. This particular study also under-
lined the necessity to carry out convergence checks to establish that shortcomings
in resolution do not negate the inferences made from these studies.
Looking at sensitivity to physical parameters is a way to both gain under-
standing of flow features in unsaturated simulations typical of heaps, and to
outline a framework for building continuum models based upon the analysis.
The 3D simulations presented in this chapter allowed us to demonstrate that
SPH is indeed capable of being used as an analysis tool for looking at unsatu-
rated flows typical of heaps. Continuum models built from small-scale analysis
like the ones carried out in this chapter and proposed by means of methodology,
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are envisaged to improve on the state-of-the-art of models discussed in Chap-
ter 2. Carrying out a comprehensive set of simulations to build a data-set for
a continuum description is not within the scope of this thesis. This is far more
efficiently done by an automatic procedure. Such a procedure will be roughly
along the following lines:
• Determining the range within which physical and computational parameters
can vary in a continuum model and the steps in which it is meaningful to
have them vary for the sake of analysis.
• Choosing values from within these ranges for each parameter in an orderly
fashion to create a fully factorial data set whose dimensionality is deter-
mined by the number of parameters.
• Determining what parts of the parameter set thus created are redundant
or not interesting for the analysis, and constructing a partial one that is
optimal, in the sense that it can recreate the operating conditions of real
heaps of interest. Certain combinations of parameters may turn out to
be of little use for studying any real heap and can be discarded. Other
combinations may prove invalid from basic physical considerations - e.g.
a relatively high contact angle and a relatively high residual fraction are
not meaningful when present simultaneously in a simulation and so the
combination in which they occur may be eliminated.
• The reduced parameter set can be informed by characteristics of real heaps
so that it is further optimised to the particular heap being simulated.
• The parameter set can then be simulated, post-processed and relevant data
can be extracted that lets the heap operation be seen as a response to the
various conditions that it is subject to.
The methodology explored and discussed in this chapter contributes towards
the design and implementation of a procedure of this type.
Chapter 7
SPH transport models
In this chapter models for thermal transport (as adopted for use in the SPH
context) are presented and subsequently validated through academic cases ex-
tensively reported and studied in the heat transfer literature [22],[127]. While
these models are independently of interest as multiphase implementations of such
transport models have not been reported in the SPH literature so far, they are
also of relevance to further characterisation of heap leaching. The effect of heat
release on leaching hydrodynamics and importantly on overall heap performance,
may be gleaned via channel scale simulations. In order to be of predictive power,
such simulations may also need to include further details such as the effect of
chemical reaction on the material body of the ore particles and other effects
mentioned in Sec. 1.1, but the development in this chapter is relevant in this
regard.
7.1 Heat transfer model
As the effect of heat transfer is modelled by resolving the resulting variations
in internal energy, the energy conservation equation is invoked here, which in a
form written explicitly for the temperature is defined as [65]:
∂T
∂t
=
k
ρcp
∂2T
∂r2
. (7.1)
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7.1.1 Particle level
In a manner similar to that for casting the viscous force in terms of particle
interactions outlined in Sec. 3.3.2, Eq. 7.1 may be written as
∂Ti
∂t
=
1
ρicp,i
∑
j
keff
Ti − Tj
r2ij
∇iWijVj, (7.2)
where the effective thermal conductivity keff between particles is set as
keff =
4kikj
ki + kj
. (7.3)
For wall particles, the effective conductivity is set such that it may model
the boundary conditions. For isothermal walls, it is equal to its fluid particle
counterpart:
keff = ki||kj, depending on whether i or j represents the fluid particle. (7.4)
whereas for adiabatic walls it is set to zero.
7.1.2 Heat conduction
This test lets the correctness of the implementation be verified by comparing
against the exact profile for transient conduction across a rectangular solid slab.
The problem is set up as shown in Fig. 7.1. Two walls (the horizontal ones in
the figure) are maintained at different temperatures, while the vertical walls are
insulated. The following values for the parameters (which may not correspond
to any actual material, as the primary interest here is to verify that the model
works) are chosen:
1. conductivity k = 80W/mK
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Figure 7.1: Conduction test case
2. density ρ = 1000kg/m3
3. temperature Ts = 300K
4. Isothermal wall temperatures: Tbotttom = 250K,Ttop = 350K
The simulation temperature profiles at a few non-dimensionalised times in
Fig. 7.2 proceed towards the linear steady state profile.
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Figure 7.2: Transient conduction (t=1,2,3)
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7.1.3 The Boussinesq approximation for natural convec-
tion
In moving from the elementary problem of conduction towards heat transfer in
fluid dynamical situations of relevance to heap leaching, a correction needs to
be made to the momentum equation to account for the buoyancy force caused
by density differences brought about by heating. One is faced with two main
choices:
1. Account for the changes in density (due to temperature) on momentum
transport (via buoyancy), while neglecting the effects of those density changes
back on momentum transport and on mass conservation.
2. Account both for the effects of forward changes in density on momentum
as above, but also the effect of modified density on momentum and mass
conservation.
Within heat transfer by natural convection, the Boussinesq approximation[16]
is used to work with the first of the above choices. The Rayleigh number is
indicative of the relative importance of diffusion to convection heat transfer.
Below its critical value diffusion is the dominant mode compared to convection,
and vice versa. It is given by
Ra =
gβ
να
(
Ts − T∞
)
x3. (7.5)
where
β= coefficient of thermal expansion,
ν = kinematic viscosity,
α = thermal diffusivity,
Ts = surface/wall temperature,
T∞ = free stream temperature,
g = gravitational acceleration and
x = length scale under consideration.
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When the Rayleigh number is below O(106), it is reasonable to assume that
temperature differences and the related changes in density, are small enough for
most typical fluids, so that accurate solutions may be obtained without having
to account for the effect of modified density on the conservation equations.
The coefficient of thermal expansion (in a volumetric sense as is relevant here)
is defined as (see for example [65]):
β =
1
V0
δV
δT
, (7.6)
for a volume V0 of material subject to a differential change in temperature δT .
From this defintion the volume post-expansion (i.e. V) is given as
V = V0(1 + βδT ).
Recognising that ρ0V0 = ρV ,
1
ρ
− 1
ρ0
=
βδT
ρ0
,
which upon cancellation simplifies to
ρ0 − ρ = ρβδT.
For small density differences, it is reasonable to write the above as
δρ = −ρ0β δT, (7.7)
where T = T0 + δT is the temperature relationship, with T0 being the initial
temperature.
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The total pressure P may be seen as being composed of hydrostatic and
hydrodynamic components
P = Phs + δP. (7.8)
This leads to a splitting up of the pressure gradient into a few terms. One
begins by noting from the above expression that
∇P
ρ
=
∇Phs
ρ
+
∇ δP
ρ
. (7.9)
From the point of view of SPH the gradient term is much easier to deal with
if the variable density ρ is replaced by the initial constant density ρ0. This may
be achieved by rewriting Eq. 7.9 as:
∇P
ρ
=
∇Phs
ρ
ρ0
ρ
+
∇ δP
ρ
ρ0
ρ
. (7.10)
The factor ρ0
ρ
thus introduced is seen from Eq. 7.7 to be
ρ0
ρ
=
1
1− β δT ,
which by a binomial approximation becomes
ρ0
ρ
≈ 1 + β δT.
Introducing this approximation into Eq. 7.10 results in
∇P
ρ
=
∇Phs
ρ0
(1 + β δT ) +
∇ δP
ρ0
(1 + β δT ),
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i.e.
∇P
ρ
=
∇Phs
ρ0
+
∇ δP
ρ0
− ∇Phs
ρ0
δρ
ρ0
− ∇ δP
ρ0
δρ
ρ0
,
or, if the last term is ignored on account of its being small by virtue of being
the product of the dynamic pressure gradient and the density differential, in
contrast with the hydrostatic pressure gradient which is a constant ρ g), we get
∇P
ρ
=
∇Phs
ρ0
+
∇ δP
ρ0
− ∇Phs
ρ20
δρ. (7.11)
In order to obtain the momentum equation that includes the above changes,
we note further that
∇Phs
ρ0
= g. (7.12)
Equation 3.17 then becomes
∂v
∂t
= −∇δp
ρ
+
∇ · Π
ρ
+ Fs +
gδρ
ρ0
, (7.13)
i.e.
∂v
∂t
= −∇δp
ρ
+
∇ · Π
ρ
+ Fs − gβδT. (7.14)
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7.1.4 Differentially heated cavity tests
Using the above formulation in the SPH program for a benchmark problem of
natural convection, a differentially heated cavity, leads to a “high-level” verifica-
tion of the model. Observing the flow at different Rayleigh numbers (given by
Eq. 7.5), it was seen that the diffusion-dominated limit is crossed in the simula-
tions at Ra = 1 × 105. This is not too far from the limit of 1.2 × 105 claimed
by Le Que´re´ [63]. For this test, the parameters going into Ra are β = 0.001,
x = 0.05m, ν = 6.2×10−5, α = 5.5e−5, and the temperature difference between
the surface and the free stream is taken to be 400K.
In the diffusion regime (or near the diffusion-dominated limit) the cavity tends
towards a steady state resembling a conduction problem. At Rayleigh numbers
above 1× 105, circulation patterns are formed in the cavity and these may settle
into a steady convection loop or result in unsteady circulation. The onset of
unsteady circulation is a characteristic feature of any cavity and has a critical
Rayleigh number associated with it[65]. In comparison with Le Que´re´’s figure
of 1 × 108.5 for the critical value for unsteady flow onset, this is 1 × 108 in the
simulations. To check for unsteady flow onset, values of Rayleigh number were
varied in (multiplicative) steps of 5, onwards from 1× 105.
For the above-mentioned limit of 1 × 105, the progression towards steady
state, and for 1 × 108, the onset of unsteady flow are compared at a few salient
instants in Figures 7.3-7.5. It is apparent that the Boussinesq approximation is
able to reproduce these phenomena. The exact form of the patterns and how well
they compare with those of Le Que´re´ is not explored here, but are aspects worth
exploring to see if they can inform any modifications to the approximation.
7.1.5 Application to 2D unsaturated situations
The reasonable agreement of Rayleigh numbers for flow patterns in differentially
heated cavities in Sec. 7.1.4 above encourages testing the model in two-phase
cases. So a qualitative demonstration in a geometry similar to that used in the
sensitivity analysis of Chapter 6 is made here. The difference here is the particles
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Figure 7.3: Differentially heated cavity. Diffusion dominated limit v/s Unsteady
flow onset, comparison 1 (Initial condition).
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Figure 7.4: Differentially heated cavity. Diffusion dominated limit v/s Unsteady
flow onset, comparison 2.
CHAPTER 7. SPH TRANSPORT MODELS 118
Figure 7.5: Differentially heated cavity. Diffusion dominated limit v/s Unsteady
flow onset, comparison 3.
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(i.e. circles) are set at a higher temperature (400 K) and heat up the fluid (water
initially at 300 K) as they pass through. A few snapshots of the temperature (left)
alongside the velocity magnitude (right) for a 10% saturated bed are shown as
the simulation advances in Figures 7.6-7.8, and the liquid is seen to progressively
warm up. The impact of this heating on fluxes is seen in Fig. 7.9, and differences
are seen to be not significant enough to be attributed to heat ingress into water.
In order to be conclusive about the sensitivity to temperature, more investigation
of the following points is necessary:
• The fluxes probably diverge more over longer times, as the increased buoy-
ancy from the temperature differences affects velocities later on.
• As the effect of the temperature change on viscosity is not included in this
model, the significance of this needs to be established in these scenarios.
7.2 Turbulence in differentially heated cavities
7.2.1 Introduction
In the low (O(1)) Reynolds number flows studied in the hydrodynamic simu-
lations, turbulent features are not expected to play a role in determining flow
patterns or steady state flow rates. The flow is frequently brought to near-zero
velocities in the inter-particle gaps, thus avoiding any potential transition to tur-
bulence. At higher saturations, the picture is slightly less clear. In the 2-D
simulations at 50% saturation, it is noticed that high volumetric fluxes provide
enough hydrostatic heads to let the leaching fluid overcome capillary forces at
inter-particle gaps. It is therefore useful to delineate the limits up to which the
laminar flow assumption is valid.
At high Reynolds numbers, turbulent features begin to have a measurable
impact on a flow. In differentially heated cavities, large Rayleigh numbers pro-
voke an accompanying transtion of the flow from the laminar to the turbulent
regime. To include the ability to model these effects a classical Smagorinsky LES
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Figure 7.6: 2D heated circles (a)
Figure 7.7: 2D heated circles (b)
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Figure 7.8: 2D heated circles (c)
Figure 7.9: Comparing fluxes with and without heating
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(Large Eddy Simulation) model was combined with a turbulent thermal dissi-
pation model borrwed from the finite element context. The model is described
in the following (7.2.2 and 7.2.3) followed by its verification in a differentially
heated cavity.
7.2.2 The turbulent viscosity
Within the LES phenomenology (and this has been applied to SPH by Violeau
and Issa[130], Robinson [111]), a sub-particle scale viscosity is introduced to
account for the effects of turbulent dissipation. The conventional form of this
viscosity (also what is used here) is
µturbulent = ρ (cs h)
2
√
|2Sij||Sij|. (7.15)
The Sij in the above equation is given by
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (7.16)
Sij, the rate-of-strain tensor is a “filtered” quantity, calculated using velocities
of particles (obtained from the previous iteration) without accounting for sub-
particle scale velocities in any way. So the model is explicit in this sense, a
cheaper alternative to other more accurate dynamic models (for instance that of
Germano [40]) which use either the unfiltered velocity from the current timestep
or have an implicit way of accounting for sub-grid turbulence.
The turbulent viscosity calculated using Eq. 7.15 is added to the fluid dynamic
viscosity while calculating momentum. The resulting velocity field is a represen-
tation of the flow in a spatially filtered sense. In some ways this is similar to the
SPH smoothing operation. This has led some to suggest (see [24] for instance)
that SPH has an inbuilt LES-like filter. While there is a second order numerical
diffusion in the smoothing operation that acts much like viscosity, with LES there
is control over the specific form of viscosity and its systematic dependence on the
strain rate.
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7.2.3 Turbulent heat dissipation
Chatelain et al. [22], in studying turbulent heat transfer in a finite element con-
text, have used the following definition for sub-grid turbulent conductivity:
kturb =
µturb
Prturb
. (7.17)
This conductivity, which arises from the definition of the turbulent Prandtl
number, can be directly used in the Boussinesq model by adding it to the material
conductivity that is already specified, so that the contribution of thermal diffusion
occurring at scales below the SPH particle size is included into the simulation.
For this to be true it is necessary that the Prandtl number which is fixed a
priori, be able to capture the behaviour of both the fluid and the particular flow.
Its value is usually determined experimentally to be in the range 0.7-1.2. In the
simulations presented a few values were tried and no sensitivity to this parameter
was found.
The differentially heated cavity was tested using this model, this time in 3D as
turbulence is inherently 3D, so this set of simulations is carrried out in a shallow
box whose thickness is a tenth of the other two dimensions, at higher Rayleigh
numbers such that some turbulence may be expected (although there is no direct
correlation between the Rayleigh number and turbulence, the higher temperature
differences are expected to set up faster convection flows). Figures 7.10 and 7.11
shows the differences between flow patterns with and without this model. A study
of cavity stratification conducted by Trias et al. [127] for Ra upto 1011 showed
that this stratification was lost at high Ra, leading to free mixing between the
upper (hotter) and lower (colder) zones. In what is a positive confirmation of the
model, for the same Ra of 109, the LES is able to capture this loss of stratification,
while the no-LES version does not i.e. the flow remains stratified.
The following limitations of this study are noteworthy in that they need more
detailed attention than has been possible to give them here:
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Figure 7.10: The turbulent differentially heated cavity, Ra=1e+9, no turbulence
model
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Figure 7.11: The turbulent differentially heated cavity, Ra=1e+9, LES
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• The Boussinesq approximation may not be suitable for these high Rayleigh
numbers, as the temperature differences are big enough to impact density
significantly. The low values of expansion coefficient chosen for the fluid
make it reasonable to expect that the results are valid. However this needs
more scrutiny.
• The turbulent Prandtl number is a concept borrowed from statistical/ensemble
averaging approaches to turbulence modelling. It has been adopted for the
time- and space-varying LES methodology here, following what was done
by Chatelain et al. [22] in the finite element context.
7.3 Conclusions
The Boussinesq model for thermal transport is of immediate relevance to sim-
ulating heap leaching while accounting for chemistry and the associated heat
release. Thermal influx into the leaching fluid is likely to have an impact on
overall parameters such as flow rate and hydrodynamic dispersion, and ulti-
mately on recovery rates, as the distribution of hotter fluid changes the local
reaction rate in addition to fluid viscosities. While these issues are not addressed
in this chapter, it is of interest to see the detailed influence of these on the men-
tioned parameters, more so as small scale understanding of thermal properties
complements the understanding of hydrodynamics going into continuum models.
Interfacial properties and behaviour also change with temperature (in addition
to the temperature-dependence of surface tension itself, Benard-Marangoni con-
vection [41] - the creation of surface tension gradients by temperature changes,
will likely be non-negligible), so it is potentially important to include the effect
of temperature on these too.
The turbulent heat transport studies included in this chapter are of academic
interest in SPH modelling. The inclusion of a sub-particle scale thermal conduc-
tivity to account for thermal gradients is new in this respect, although borrowed
from a similar implementation in the finite element context. The performance
of the model in a test to check for loss of stratification in a differentially heated
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cavity is encouraging - the Rayleigh number at which such loss of stratification
occurs is predicted to within an order of magnitude.
Chapter 8
Conclusions and Future Work
In this chapter a resume´ of the significant conclusions from the main focus areas
of this thesis is given (to complement the discussions already presented in the
previous chapters) along with indications of potential lines of research based on
these areas.
8.1 SPH formulation
In Chapter 5, improvements made to multiphase SPH formulations existing in
the literature were described. The main findings are as follows -
• Using compressibility matching led to the formation of smooth and stable
interfaces between phases. In comparison, using other methods (such as
employing identical sound speeds for all fluids) led to poor interface reso-
lution as well as physically incorrect pressures. Though this has not been
explored in further detail, it seems worthwhile to complement this study
with more detailed analysis of the relationship of the pressure profile with
the specific heat ratio (γ in the equation of state). From a few test sim-
ulations it was seen that smoother pressure profiles (than the one seen in
Chapter 5) are obtained at lower values of γ (typically 3 or 4). A lower γ
however reduces the stiffness of the equation of state and is therefore not
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recommended. Instead, an adjustment for the value of γ can be incorpo-
rated into the matching procedure, so that the benefit of smoother profiles
is available at γ = 7 as well as it is at lower values.
• A relative density formulation used in conjunction with compressibility-
matching eliminates the problem of density smoothing at interfaces that is
otherwise seen to lead to a pressure spike on either side of the interface.
• The convergence properties of the formulation were shown to approach the
theoretical value dictated by the O(h2) error for high values of the smooth-
ing length factor, greater than or equal to 1.5 times the initial particle
spacing. For the more widely recommended value of 1.3, convergence (in
the practically usable case of reflected particles) was seen to flatten out at
an order of approximately 1.4.
• The speedup of the program was examined for different processor counts
for Poiseuille flow in 2D and 3D. The effect of resolution on the speedup
was seen to follow an approximate inverse relationship, tailing off, however,
beyond a certain number of processors (this limit in turn depending on
the resolution used). The effect of additional computations associated with
calculating surface tension on the speedup was largely as expected, with the
actual speedup (the slope of the curve) remaining unaffected by the added
computations, but leading to an increase in the average time per iteration.
8.2 Packed bed simulations
By comparing superficial velocities given by SPH with those given by the C-
K and Ergun relationships, it was seen that SPH gives physically meaningful
results. These were found to be impacted only marginally by resolution for the
two resolutions considered, which went on to show that resolution independence
was achieved (nevertheless it is important to check that this is indeed the case
before making inferences). Also, while the superficial velocity curve from the
simulations does not mimic either of the two (C-K and Ergun) relations, the
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results strongly indicated that the velocity obtained was reasonable as it lay,
nearly, within the limits imposed by both.
In unsaturated flow in 2D, a set of idealised-geometry simulations served as
raw material for analysing sensitivity of flow to physical parameters of common
interest in real heap leaching situations. The variation of mean flow rates (equiva-
lently superficial velocities when bed porosity is taken into account) with contact
angle, particle size, interparticle distance, saturation revealed identifiable trends.
While the geometry in these studies involves many simplifications and ideali-
sations, some extreme1, it is perhaps noteworthy that qualitatively (in a very
broadly similar way) the results are not completely unrelated to the trends one
would observe in real heaps. It is necessary to mention that it is, at the present
stage, not reasonable to consider extrapolating from these results to the heap
scale, and the importance of this study lies in its demonstrativeness.
The screen captures of a few 3D unsaturated flows were presented as an
illustration of the kind of packed bed flows relevant to heap leaching that one
can study using multiphase SPH. In this work unsaturated flows have not been
subject to the same quantitative analysis as in the 2D case, as the focus has
been on establishing that such a study is a feasible one and an important way of
gaining improved understanding of leaching hydrodynamics.
The scale-dependence of a few features could nevertheless be distinguished
qualitatively through the simulations, in that smaller (sphere) particle sizes led
to increased trapping of flow and the creation of steady states with minimal
surfaces of the kind expected in purely capillarity-driven flows. This feature was
reduced (almost non-existent in the case shown in Fig. 6.21) in importance in
geometrically similar patterns with larger particle sizes.
8.2.1 Further investigation
The findings from this work in packed bed flows stimulate further work in the
following areas -
1Replacing porous rock with impervious perfect circles is certainly one such idealisa-
tion/simplification.
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• Creating data sets for continuum models. As a potentially large
set of simulations go towards this, an automatic procedure along the lines
outlined in Sec. 6.6 may be envisaged, whereby simulations for a range of
physical and computational parameters can be carried out and the relevant
data from these can be extracted.
• Comparing simulation and experimental data. This goes towards
mutual validation of the two data sets. Liquid holdup data available from
experiments may be translated into saturation values that can then be
used as input for simulations. If the initial conditions (more precisely, the
shape and distribution of the liquid after the initial floodfilling/convert rou-
tine) are found to impact fluxes significantly, then these may be sufficiently
randomised in order to reduce or eliminate that particular sensitivity. Al-
ternatively, liquid distributions resembling the steady state holdup from
experiments may be used as a starting condition.
8.3 Thermal transport and turbulence modelling
The SPH Boussinesq heat transport model was verified in two steps, first by
looking at a transient conduction problem which fared well when compared to
exact temperature profiles obtained from the analytical solution. Second, it was
seen that Rayleigh numbers for the diffusion dominated limit and the onset of
unsteady flow in a differentially heated cavity matched reasonably well with the
benchmark results of Le Que´re´[63].
This two-step verification allowed for a test run of the model in a multiphase
situation similar to that used for 2D sensitivity analysis (Section 6.4). The tem-
perature difference between the solid particle and fluid was seen to have not much
of an impact on steady state fluxes. However the explanatory power of this single
observation is not clear, given that the effects of temperature on viscosity have
not been taken into account in the modelling so far. So it may well be that
the effects of buoyancy (something that is taken into account) are too small to
influence the flux in a significant way. Also the meaning of “steady state” in this
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case needs scrutiny, as it is not only the flux but also the fluid temperature that
needs to be unchanging for the state to be truly steady. These issues clearly need
more attention and testing.
The impact of fluid turbulence on heat transport was studied in a preliminary
way. The model for turbulent heat transport added to SPH was inspired by the
one used for finite elements in [22]. In SPH this involved setting a value for a
quantity referred to as the “sub-particle scale” conductivity. The assumption
underlying this is that turbulence influences thermal phenomena occurring below
the particle size, just as the flow itself is affected by sub-particle scale features.
This is an inevitable consequence of the turbulence cascade[110], as also in keeping
with the phenomenology of Large Eddy Simulation.
This model was tested in the differentially heated cavity (this time at higher
Rayleigh numbers than those in the laminar test case). It was found that the loss
of stratification at high Rayleigh number, pointed out by Trias et al. in [127],
was captured. The comparison with and without the model highlighted the fact
that this feature was indeed better represented in the case with the model “on”.
This is however an approximate validation of a “high-level” feature, one that is
apparent only at the scale of the cavity. A detailed characterisation of some kind
is a further line of investigation.
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