Some connectivity properties for excluded minors of the graph invariant ν(G)  by Holst, Hein van der
European Journal of Combinatorics 24 (2003) 929–946
www.elsevier.com/locate/ejc
Some connectivity properties for excluded minors
of the graph invariant ν(G)
Hein van der Holst
Univerzita Karlova v Praze, Matematicko-fyzika´lnı´ fakulta, Katedra Aplikovane´ Matematiky,
Malostranske´ na´m. 25, 118 00 Praha 1, Czech Republic
Received 20 December 2002; accepted 5 March 2003
Abstract
Let ν(G) be the graph invariant introduced by Colin de Verdie`re in J. Combin. Theory Ser. B. 74
(1998) 121. Let k ≥ 0, and let H be an excluded minor of the class of graphs G with ν(G) ≤ k. We
show that H has no vertex cuts of size at most two and that, if S is a vertex cut of size three of H ,
then G − S has two components, and S is the neighbourhood of a vertex v and the subgraph induced
by S ∪ {v} is isomorphic to one of the graphs in a certain collection of six graphs.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
Let G be a graph with vertex set V = {1, . . . , n}, in which we allow multiple edges but
no loops. Let MG be the set of all real-valued symmetric V × V matrices M = (mi, j )
with
(i) mi, j = 0 if i = j and i and j are not connected by an edge,
(ii) mi, j = 0 if i = j and i and j are connected by exactly one edge, and
(iii) mi,i ∈ R.
(So mi, j ∈ R if i and j are connected by at least two edges.) The graph invariant ν(G) is
defined as largest corank of any positive semi-definite matrix M ∈MG fulfilling the strong
Arnol’d property; we shall come back to the strong Arnol’d property in Section 4. In this
paper we give some connectivity properties of excluded minors of the class of graphs G
with ν(G) ≤ k, k ≥ 0.
The graph invariant ν(G) has been introduced by Colin de Verdie`re [2]. (The notation
νR1 (G) is used in that paper for what we denote by ν(G).) In the same paper it is shown
that ν(G′) ≤ ν(G) if G′ is a minor of G and that ν(G) ≤ 1 if and only if G is a forest, that
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Fig. 1. The subgraphs that occur on one side of a vertex cut of size three in an excluded minor.
is, if G has no circuit. Moreover, it is shown that ν(G) − 1 is bounded from above by the
tree-width of the graph G, and that ν(G) is unbounded on the collection of planar grids,
which implies that ν(G) behaves as the tree-width of the graph, that is, on a collection of
graphs the tree-width is unbounded if and only if ν(G) is unbounded. This is in contrast
to µ(G), another graph introduced by Colin de Verdie`re [1], which satisfies µ(G) ≤ 3 for
every planar graph.
The graphs G with ν(G) ≤ 2 are characterized in van der Holst [3] as those graphs
whose dual is outerplanar, having as consequence that the excluded minors of the class of
graphs G with ν(G) ≤ 2 are K4 and the graph C23 , the dual of K2,3 and which has three
vertices and six edges. Independently, Kotlov [5] gives a characterization of simple graphs
G with ν(G) ≤ 2.
The graphs G with ν(G) ≤ 3 are characterized in van der Holst [4] as those graphs with
no K5-minor and no minor isomorphic to a graph in the K 24 -family. Here the K
2
4 -family
consists of all graphs that can be obtained by a sequence of Y∆-transformations on the
3-cube Q3 := K2 × K2 × K2. A graph is obtained from a graph G by a Y∆-transformation
(at v) if it is obtained from G by deleting a vertex v of degree 3 (and its incident edges)
and by adding an edge between each pair of vertices of the set of neighbours of v.
Notice that none of the excluded minors of the class of graphs G with ν(G) ≤ k, with
k = 2, 3, has a vertex cut of size at most two, and that any vertex cut of size three is
the neighbourhood of a vertex and that deleting this vertex and its neighbours from the
excluded minor leaves a connected graph. In this paper we prove this for any excluded
minor of the class of graphs G with ν(G) ≤ k, with k ≥ 0. We show moreover that, if S
is a vertex cut of size three in an excluded minor and v is the vertex whose neighbourhood
is S, then the subgraph induced by S ∪ {v} is isomorphic to one of the graphs depicted
in Fig. 1. In the course of the proof of this, we shall use a general theorem which, in
general, allows one to replace certain large subgraphs in a graph by smaller graphs while
not decreasing ν(G).
The outline of the paper is as follows. In Section 2 we recall some notions of graph
theory. In Section 3 we recall some notions of matrix theory; one of our main tools in this
paper is the Schur complement of a principal submatrix in a matrix. In Section 4 we recall
the notion of strong Arnol’d property. In Section 5 we present a theorem which allows us
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to replace certain large induced subgraphs in a graph G by smaller graphs, obtaining a
smaller graph H , isomorphic to a minor of G, such that ν(H ) = ν(G). In Section 6 we
apply this theorem on vertex cuts of size at most two in graphs; we shall see that each graph
G having vertex cuts of size at most two has a minor H with ν(G) = ν(H ) in which no
vertex cuts of size at most two occur. In Section 7 we apply the theorem on vertex cuts of
size three.
2. Preliminaries on graph theory
Throughout this paper graphs are finite and may have multiple edges but no loops. We
assume knowledge of basic graph theory.
Let G = (V , E) be a graph and let S ⊂ V . The subgraph of G induced by the vertices
in S is denoted by G[S]. A graph is a minor of G if it can be obtained from a subgraph
by contracting a series of edges. A proper minor of a graph G is a minor unequal to G.
A class C of graphs is minor-closed if each graph isomorphic to a minor in C belongs
to C. A graph is an excluded minor of such a class C if the graph does not belong to C but
each proper minor of the graph does. The well-quasi-ordering theorem of Robertson and
Seymour [8] says that for each minor-closed class of graphs, there is a finite collection of
excluded minors. For any k ≥ 0, the class of graphs G with ν(G) ≤ k is an example of a
minor-closed class; in the introduction we had given the collection of excluded minors of
the classes ν(G) ≤ k, for k = 1, 2, 3.
The complete graph on n vertices is denoted by Kn .
A separation (G1, G2) of a graph G = (V , E) is a pair of subgraphs G1 and G2
of G such that G1 ∪ G2 = G and E(G1) ∩ E(G2) = ∅. The order of (G1, G2) is
|V (G1) ∩ V (G2)|.
A rooted graph is a tuple (G; s1, . . . , sk) where G = (V , E) is a graph and s1, . . . , sk
are distinct vertices of G. When we write (G; s1, . . . , sk), this will always mean that
si ∈ V (i = 1, . . . , k). The vertices s1, . . . , sk are called the roots of the rooted graph
(G; s1, . . . , sk); the vertices in V \{s1, . . . , sk} are called the non-roots.
A rooted graph (H ; r1, . . . , rk) is a minor of (G; s1, . . . , sk) if there is a function φ of
H in G that assigns to each edge e of H an edge φ(e) of G, and to each vertex of H a
non-empty connected subgraph of G such that
(1) the graphs φ(v)(v ∈ V (H )) are mutually vertex-disjoint, the edges φ(e) (e ∈ E(H ))
are all distinct, and for v ∈ V (H ) and e ∈ E(H ), φ(e) = E(φ(v));
(2) for e ∈ E(H ), if e has ends u, v, then φ(e) has one end in V (φ(u)) and the other in
V (φ(v));
(3) si ∈ V (φ(ri )) (1 ≤ i ≤ k).
If (G1, G2) is a separation of a graph G and (H1; s1, . . . , sk) is a minor of
(G1; s1, . . . , sk), where {s1, . . . , sk} = V (G1) ∩ V (G2), then (H1, G2) is a separation
of a minor H of G. Conversely, if (G1, G2) is a separation of G, (H1, G2) is a separation
of a minor H of G, and S = {s1, . . . , sk} := V (G1) ∩ V (G2) = V (H1) ∩ V (G2), then
(H1; s1, . . . , sk) is a minor of (G1; s1, . . . , sk).
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3. Preliminaries on matrix theory
For the basics of matrix theory we refer to [6, 9].
If M = (mi, j ) is a real-valued matrix, then M
 denotes the transpose of M , which is
the matrix N = (ni, j ) with ni, j = m j,i for all entries of N . A matrix M is symmetric if
M
 = M . If M is a symmetric matrix, then all its eigenvalues are real numbers. Hence
we can order the eigenvalues of M and thus we can speak about the smallest, second but
smallest, etc. A positive semi-definite matrix is a symmetric matrix for which the smallest
eigenvalue is at least zero. If the smallest eigenvalue is greater than zero, the matrix is
called a positive definite matrix.
If S is a finite set, we denote by IS the S × S identity matrix. If R, S are finite sets, we
denote the R × S all-zero matrix by 0; from the context it will be clear what sets R and S
we mean. Let M be a symmetric V × V matrix. If S, R ⊆ V , then by MS,R we denote the
submatrix with row indices in S and column indices in R. If S = R, then we will write MS
for MS,S . If x ∈ RV and S ⊆ V , then by xS we denote the subvector of x induced by S.
If V is a finite set, we denote by SV the set of all symmetric V × V matrices. If S ⊆ V ,
then the space of all V × S matrices is denoted byMV×S .
Let V be a finite set, let S be a proper non-empty subset of V , and let R = V \S. Let M
be a symmetric V ×V matrix for which MR is positive definite. We can write this matrix as
M :=
(
MR MR,S
MS,R MS
)
.
The Schur complement1 of MR in M is the matrix
MS − MS,R M−1R MR,S ,
which is again symmetric.
If S is a proper non-empty subset of V , we denote by SV ,S the set of all symmetric
V × V matrices M with MR positive definite, where R = V \S. We denote by SV ,V the
set of all symmetric V × V matrices M . For M ∈ SV ,S with S a proper non-empty subset
of V , we define ζV ,S(M) to be the Schur complement of MR in M , and for M ∈ SV ,V , we
define ζV ,V (M) := M . So ζV ,S : SV ,S → SS . If S is a proper non-empty subset of V , we
define the function γV ,S : SV ,S →MV×S by
γV ,S(M) :=
(−M−1R MR,S
IS
)
,
and define γV ,V : SV ,V →MV×V as γV ,V (M) := IV .
The function ζV ,S is differentiable. It can be shown that its differential at M maps a
symmetric V × V matrix T to the symmetric S × S matrix
γV ,S(M)
T γV ,S(M).
Proposition 3.1. Let V be a finite set and let S ⊆ V with S non-empty. If M ∈ SV ,S,
then M and ζV ,S(M) have the same number of negative eigenvalues and the same corank.
1 The Schur complement is a particular case of symplectic reduction (I am grateful to the referee for mentioning
this to me).
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If y ∈ ker(ζV ,S(M)), then x = γV ,S(M)y belongs to ker(M). Moreover, any x ∈ ker(M)
is of the form x = γV ,S(M)y with y ∈ ker(ζV ,S(M)).
Proof. The case where S = V is clear, and hence we will assume that S is a proper subset
of V . Since M ∈ SV ,S , we can write
M :=
(
MR MR,S
MS,R MS
)
,
with MR positive definite, where R = V \S. Let
P :=
(
IR −M−1R MR,S
0 IS
)
.
By Sylvester’s law of inertia, P
M P and M have the same number of negative, the same
number of zero, and the same number of positive eigenvalues as M . Since
P
M P =
(
MR 0
0 ζV ,S(M)
)
and MR is positive definite, we see that ζV ,S(M) and M have the same number of negative
eigenvalues and the same corank.
The assertion that x = γV ,S(M)y belongs to ker(M) if y ∈ ker(ζV ,S(M)) is easy to
verify. Conversely, let x ∈ ker(M). Then MR xR + MR,S xS = 0 and MS,R xR + MS xS = 0,
which implies xR = −M−1R MR,S xS and ζV ,S(M)xS = 0. Hence, taking y = xS , we see
that x = γV ,S(M)y with y ∈ ker(ζV ,S(M)). 
Let W be a non-empty subset of V and let S be a non-empty subset of W . Let
R2 := W\S and let R1 := V \W . If M ∈ SV ,S , then a calculation yields
ζV ,S(M) = ζW,S(ζV ,W (M)), (1)
and
γV ,S(M) = γV ,W (M)γW,S(ζV ,W (M)). (2)
Let M be a symmetric matrix with MR1,S = 0; so M has the form
M =

 MR1 MR1,R2 0MR2,R1 MR2 MR2,S
0 MS,R2 MS

 .
If M ∈ SV ,W , then it is easy to show that
ζV ,W (M) =
(
ζR1∪R2,R2(MR1∪R2) MR2,S
MS,R2 MS
)
,
and that for every x ∈ ker(M),
x = γV ,W (M)xW
=
(
γR1∪R2,R2(MR1∪R2)xR2
xS
)
. (3)
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4. The strong Arnol’d property and ν(G)
Let G = (V , E) be a graph. For any integer k ≥ 0, we denote by RV ,k the manifold
of all symmetric V × V matrices of corank k. A matrix M ∈ MG of corank k fulfills the
strong Arnol’d property with respect to G if the linear span of the tangent space ofMG at
M and the tangent space ofRV ,k at M is equal to the space of all symmetric matrices (see
[2]). We shall abbreviate strong Arnol’d property to SAP. Now recall that ν(G) is defined
as the largest corank of any positive semi-definite M ∈ MG fulfilling the SAP. The SAP
is necessary in the proof that ν(G′) ≤ ν(G) if G′ is a minor of G.
The tangent space of MG at M is equal to the linear space of all symmetric V × V
matrices A = (ai, j ) with ai, j = 0 if i j is a non-edge of G. We denote the tangent space of
MG at M by TMG . The tangent space ofRV ,k at M is equal to the space of all symmetric
V ×V matrices C with x
Cx = 0 for all x ∈ ker(M). So M fulfils the SAP with respect to
G if for each symmetric V ×V matrix B , there is an A ∈ TMG , such that x
Bx = x
 Ax
for every x ∈ ker(M). Let {x1, . . . , xk} be a basis of ker(M) and let
X = (x1, . . . , xk). (4)
Then M fulfills the SAP if and only if the space of all symmetric k × k matrices
X
 AX
with A ∈ TMG is equal to the space of all symmetric k × k matrices. Equivalently, if we
denote the i th column of X
 for i ∈ V by yi , then M fulfills the SAP if and only if the
linear span of the matrices yi y
j + y j y
i with i, j adjacent vertices of G and the matrices
yi y
i with i ∈ V is equal to the space of all symmetric k × k matrices. Taking the normal
space of the linear span of the matrices yi y
j + y j y
i with i, j adjacent vertices of G and
the matrices yi y
i with i ∈ V , we see that M fulfils the SAP if and only if there is no
non-zero symmetric k × k matrix N such that y
i Nyi = 0 for all i ∈ V and y
i Ny j = 0
for all adjacent vertices i, j ∈ V . (Notice that whether M fulfils the SAP or not depends
only on the kernel of M and the graph G, and not on the exact values of the entries of M .)
Proposition 4.1. Let G = (V , E) be a graph and let M ∈ MG be positive semi-definite
and fulfilling the SAP with respect to G. If S is a vertex cut of G, then MV (C) is singular
for at most one component C of G.
Proof. Let S be a vertex cut of G, and suppose to the contrary that G\S has two
components C1 and C2 such that MV (C1) and MV (C2) are singular. Choose a non-zero
z ∈ ker(MV (C1)), and define x(C1) ∈ RV by x(C1)i := zi if i ∈ V (C1) and
x(C1)i = 0 if i /∈ V (C1). Then x(C1)
Mx(C1) = 0, and since M is positive semi-
definite, x(C1) ∈ ker(M). In the same way, but with C2 instead of C1, we can find a non-
zero vector x(C2) ∈ ker(M) with x(C2)i = 0 for all i /∈ V (C2). Extend {x(C1), x(C2)} to
a basis {u1, . . . , uk} of ker(M), where u1 = x(C1) and u2 = x(C2). Let
U := (u1, . . . , uk).
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Define yi , for i ∈ V , to be the i th column of U
. Let A = (ai, j ) be the symmetric k × k
matrix with a1,2 = a2,1 = 1 and ai, j = 0 elsewhere. Then y
i Ay j = 0 for all i j ∈ E , and
y
i Ayi = 0 for all i ∈ V . Hence M does not fulfil the SAP—a contradiction. 
This proposition can be reformulated in a different way. For x ∈ RV , we define
supp(x) := {i ∈ V | xi = 0}.
Proposition 4.2. Let G = (V , E) be a graph and let M ∈ MG be a positive semi-
definite matrix fulfilling the SAP with respect to G. Then for each non-zero x ∈ ker(M),
G[supp(x)] is non-empty and connected.
The converse is not true in general; that is, there are graphs and positive semi-definite
matrices M ∈ MG that do not fulfil the SAP, whereas G[supp(x)] is non-empty and
connected for each non-zero x ∈ ker(M). See [4] for an example.
Matrices M ∈ MG that do not fulfil the SAP have a property that is quite similar
to the property stated in Proposition 4.2. We say that a non-zero vector x ∈ ker(M) has
minimal support if there is no non-zero vector y ∈ ker(M) with supp(y) ⊆ supp(x) and
supp(y) = supp(x).
Proposition 4.3 ([4]). Let G = (V , E) be a graph and let M ∈ MG be positive semi-
definite. Let x ∈ ker(M) be non-zero with minimal support. Then G[supp(x)] induces a
connected subgraph of G.
We use this proposition in the proof of Lemma 7.2.
5. A theorem
Let (G; s1, . . . , sk) be a rooted graph, let S := {s1, . . . , sk}, and let V = V (G). Define
M(G;s1,...,sk) :=MG ∩MV ,S,
and define the mapping ζ(G;s1,...,sk) :M(G;s1,...,sk) MS by
ζ(G;s1,...,sk)(M) := ζV ,S(M),
for M ∈M(G;s1,...,sk). Define
L(G;s1,...,sk)(M) := {γV ,S(M)
TγV ,S(M) | T ∈ TMG},
for M ∈ M(G;s1,...,sk). Equivalently, let yi ∈ RS , for i ∈ V , be the column vectors of
γV ,S(M)
. Then L(G;s1,...,sk)(M) is equal to the linear span of all symmetric S×S matrices
yi y
i , i ∈ V and yi y
j + y j y
i , i, j ∈ V and i and j adjacent in G.
Let (G1, G2) be a separation of a graph G = (V , E) in which G1 is an induced
subgraph, let S = {s1, . . . , sk} = V (G1 ∩ G2), and let C1 := V (G1)\S. Let M ∈ MG
be a positive semi-definite matrix fulfilling the SAP, with MV (G1) ∈ M(G1;s1,...,sk)
(so MC1 is positive definite). Let (G′1; r1, . . . , rk) be a rooted graph and let G′ = (V ′, E ′)
be the graph obtained from (G′1; r1, . . . , rk) and (G2; s1, . . . , sk) by identifying ri with si
for i = 1, . . . , n; so we may view (G′1, G2) as a separation of G′. Let N ∈ M(G ′1;r1,...,rk)
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such that
ζ(G1;s1,...,sk)(MV (G1)) = ζ(G ′1;r1,...,rk )(N) (5)
L(G1;s1,...,sk)(MV (G1)) ⊆ L(G ′1;r1,...,rk )(N). (6)
Let R := {r1, . . . , rk}, let C ′1 := V (G′1)\R, and let C2 := V (G2)\R. Let
M ′ :=

 NC ′1 NC ′1,R 0NR,C ′1 NR MR,C2
0 MC2,R MC2

 . (7)
Theorem 5.1. M ′ is positive semi-definite, has the same corank as M, and fulfils the SAP.
Every vector x ′ ∈ ker(M ′) is of the form(
γV (G ′1),R(N)xR
xC2
)
(8)
with x ∈ ker(M).
Proof. That M ′ is positive semi-definite and that it has the same corank as M follows from
ζV ,R∪C2(M) = ζV ′,R∪C2(M ′). That every vector x ′ ∈ ker(M ′) is of the form(
γV (G ′1),R(N)xR
xC2
)
with x ∈ ker(M) follows from (3).
We now show that M ′ fulfils the SAP with respect to G′. Let {x1, . . . , xk} be a basis of
ker(M) and let
X := (x1 · · · xk).
Since every vector z ∈ ker(M ′) is of the form (8), we can find a basis {z1, . . . , zk} of
ker(M ′) such that the V (G2) × k submatrix, ZV (G2), of
Z := (z1 · · · zk)
is equal to the V (G2)×k submatrix, XV (G2), of X . Let XC1 and X R be the C1×k and R×k
submatrices of X , respectively, and let ZC ′1 and Z R be the C
′
1 × k and R × k submatrices
of Z , respectively. To shorten notation, we write
U := γV (G1),R(MV (G1))
W := γV (G ′1),R(N).
Then (
XC1
X R
)
= U X R
(
ZC ′1
Z R
)
= W Z R .
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We need to show that for every symmetric k ×k matrix K , there is a matrix A′ ∈ TMG ′
such that
K = Z
 A′Z .
Now there exists a matrix A ∈ TMG such that
K = X
 AX,
which we can write as
X
 AX = X
R U
 AC1∪RU X R + X
R AR,C2 XC2 + X
C2 AC2,R X R + X
C2 AC2 XC2 .
Since
L(G1;s1,...,sk)(MV (G1)) ⊆ L(G ′1;r1,...,rk )(N),
there exists a matrix B ∈ TMG ′1 such that
W
 BW = U
 A(C1∪R)U.
If we define
A′ :=

 BC ′1 BC ′1,R 0BR,C ′1 BR AR,C2
0 AC2,R AC2

 ,
then A′ ∈ TMG ′ and
K = Z
 A′Z ,
and hence M ′ fulfils the SAP. 
If N does not satisfy L(G1;s1,...,sk)(MV (G1)) ⊆ L(G ′1;r1,...,rk )(N), then M ′ need not fulfil
the SAP, as the following example shows. Consider the graph G = (V , E) consisting of
two vertices s1, s2 with two parallel edges connecting them. Let G2 be the subgraph of G
consisting of just the vertices s1 and s2 and no edges. Then (G, G2) is a separation of G.
Let M = (mi, j ) ∈ MG be the all-zero matrix. M fulfils the SAP, which is easy to check.
Now, let G′ = (V , E) be the graph with three vertices v, r1, r2, in which v is connected to
each ri , for i = 1, 2, by two edges. Then G′ obtained from (G′; r1, r2) and (G2; s1, s2) by
identifying ri with si for i = 1, 2. Let M ′ = (m′i, j ) ∈ MG ′ be the matrix with m1,1 = 1
and mi, j = 0 elsewhere. Then M ′ ∈ M(G ′;r1,r2) and ζ(G;s1,s2)(M) = ζ(G ′;r1,r2)(M ′), but
M ′ does not fulfil the SAP; the space L(G ′;r1,r2)(M ′) is equal to the space of all symmetric
2 × 2 matrices K = (ki, j ) with kr1,r2 = 0, while on the other hand the space L(G;s1,s2)(M)
is equal to the space of all symmetric 2 × 2 matrices.
From Theorem 5.1 and the fact that ν(G′) ≤ ν(G) if G′ is a minor of G it follows:
Theorem 5.2. Let (G1, G2) be a separation of G in which G1 is an induced subgraph of
G, and let (H1, G2) be a separation of a minor H of G. Suppose that S = {s1, . . . , sk} :=
V (G1) ∩ V (G2) = V (H1) ∩ V (G2). Let M ∈ MG be a positive semi-definite matrix of
corank ν(G) fulfilling the SAP such that N := MV (G1) ∈M(G1;s1,...,sk). If there is a matrix
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K ∈M(H1;s1,...,sk) such that
ζ(G1;s1,...,sk)(N) = ζ(H1;s1,...,sk)(K )
L(G1;s1,...,sk)(N) ⊆ L(H1;s1,...,sk)(K ),
then ν(H ) = ν(G).
As an example how Theorem 5.2 can be used, consider a graph G = (V , E) containing
a vertex, v, that is connected to its neighbours by parallel edges. Let M = (mi, j ) ∈ MG
be a positive semi-definite matrix of corank ν(G) fulfilling the SAP, with mv,v > 0
and mv,i = 0 for each neighbour i of v. Let G1 be the induced subgraph of G whose
vertex set is the union of {v} with the set of neighbours S = {s1, . . . , sk} of v. Let
G2 := (G\v)\E(G1). Then (G1, G2) is a separation of G in which G1 is an induced
subgraph of G. Let N := MV (G1), let H1 := G1\v, and let K = NS . Let W = S∪{v}. Then
γW,S(N) =
(
0
IS
)
,
and hence L(G1;s1,...,sk)(N) = TMH1 = L(H1;s1,...,sk)(K ). Since ζ(G1;s1,...,sk)(N) = NS =
ζ(H1;s1,...,sk)(K ), we have ν(G2) = ν(G). We can conclude that, if G is an excluded minor
of the class of graphs G with ν(G) ≤ k, k ≥ 0, which contains a vertex, v, connected to
its neighbours by parallel edges, and M = (mi, j ) ∈MG is a positive semi-definite matrix
of corank ν(G) fulfilling the SAP, then mv,v = 0.
6. Vertex cuts of size at most two
A separation of a rooted graph (G; s1, . . . , sk) is a separation (G1, G2) of G such that
s1, . . . , sk ∈ V (G2). A separation (G1, G2) of a rooted graph (G; s1, . . . , sk) is called a
k-separation if |V (G1) ∩ V (G2)| ≤ k and V (G2) = V (G). We say that a rooted graph
(G; s1, . . . , sk) is k-connected if it has no l-separation for l < k.
Theorem 6.1. Let G = (V , E) be a graph. Then ν(G) = maxi ν(Ci ), where Ci are the
components of G.
In the next few lemmas we shall use certain rooted graphs which we now introduce. By
K1r we denote the rooted graph (K1; r), where r is the vertex of K1. By K2r we denote
the rooted graph (K2; r1, r2), where r1, r2 are the two vertices of K2. By C22 we denote the
graph containing two vertices with two parallel edges between them. By C22r we denote
the rooted graph (C22 ; r1, r2), where r1, r2 are the two vertices of C22 .
Lemma 6.2. Let (G; s) be a rooted graph and let M ∈ M(G;s). Then (G; s) has a minor
isomorphic to K1r and N := ζ(G;s)(M) belongs to MK1r and satisfies L(G;s)(M) =
L K1r (N).
Theorem 6.3. Let G = (V , E) be a graph. Then ν(G) = maxi ν(Ci ) where Ci are the
blocks of G.
Proof. We may assume, by Theorem 6.1, that G is connected. Let M ∈MG be a positive
semi-definite matrix of corank ν(G) fulfilling the SAP. Let (G1, G2) be a separation
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of order one. By Proposition 4.1, at most one of the principal submatrices MV (G1) and
MV (G2), say MV (G2), is singular, and hence MV (G1) is positive definite. Let {s} :=
V (G1) ∩ V (G2). By Theorem 5.2 and Lemma 6.2, we have ν(G2) = ν(G). Thus there
is a block C of G, such that ν(C) = ν(G). Hence ν(G) ≤ maxi ν(Ci ). Since each block
Ci is a minor of G, ν(G) ≥ maxi ν(Ci ). Hence ν(G) = maxi ν(Ci ). 
Hence, any excluded minor of the class of graphs G with ν(G) ≤ k, for k ≥ 0, has no
t-vertex cut, where t ≤ 1. From this it is easy to see that C22 , the graph consisting of two
vertices with two parallel edges, is the only excluded minor of the class of graphs G with
ν(G) ≤ 1. For, any graph without a C22 -minor is a forest, and hence any other excluded mi-
nors would be a single vertex or a single edge. Since, evidently, ν(G) ≤ 1 for these graphs,
we can conclude that C22 is the only exclude minor for the class of graphs G with ν(G) ≤ 1.
Lemma 6.4. Let (G; s1, s2) be a 2-connected rooted graph in which G contains no
circuit, and let M ∈ M(G;s1,s2). Then (G; s1, s2) has a minor isomorphic to K2r , and
N := ζ(G;s1,s2)(M) belongs toMK2r and satisfies L(G;s1,s2)(M) = L K2r (N).
Lemma 6.5. Let (G; s1, s2) be a 2-connected rooted graph in which G contains a circuit,
and let M ∈ M(G;s1,s2). Then (G; s1, s2) has a minor isomorphic to C22r , and N :=
ζ(G;s1,s2)(M) belongs toMC22 r and satisfies L(G;s1,s2)(M) ⊆ LC22r (N).
The proofs of Lemmas 6.4 and 6.5 are easy.
Theorem 6.6. Let G = (V , E) be a 2-connected graph and let (G1, G2) be a separation
of G of order two in which both G1 and G2 contain a circuit. Let Fi , i = 1, 2 be the
graph obtained from Gi by adding two edge between the vertices of V (G1 ∩ G2). Then
ν(G) = max{ν(F1), ν(F2)}.
Proof. Since F1 and F2 are minors of G, max{ν(F1), ν(F2)} ≤ ν(G). The opposite
inequality follows from Lemma 6.5. 
Theorem 6.7. Let G = (V , E) be a 2-connected graph and let (G1, G2) be a separation of
G of order two in which G1 is an induced subgraph of G. If G1 is a path in G connecting
the vertices in V (G1) ∩ V (G2), then the graph G′ obtained from G by suppressing all
vertices of degree two in G1, satisfies ν(G) = ν(G′).
Proof. Let M ∈MG be a positive semi-definite matrix of corank ν(G) fulfilling the SAP.
Let S := V (G1) ∩ V (G2). We show that MV (G1)\S is positive definite. The theorem then
follows from Lemma 6.4. Now, suppose MV (G1)\S is singular. Let z ∈ ker(MV (G1)\S),
and define x ∈ RV by xi = zi if i ∈ V (G1)\S and xi = 0 otherwise. Then
x
Mx = z
MV (G1)\Sz = 0, and hence x ∈ ker(M). Let v /∈ supp(x) be a vertex adjacent
to supp(x). Since v and supp(x) belong to G1, v is adjacent to supp(x) by exactly one
edge. This is a contradiction with Mx = 0, hence MV (G1)\S is positive definite. 
Note that the previous two theorems show that for any subdivision G′ of G, ν(G′) =
ν(G).
From Theorems 6.6 and 6.7, it follows that any excluded minor of the class of graphs G
with ν(G) ≤ k, for k ≥ 0, has no 2-vertex cut. Hence any such excluded minor with more
than three vertices is 3-connected. Since each 3-connected graph has a K4-minor and since
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Fig. 2. Some rooted graphs.
ν(K4) = 3 and each proper minor H of K4 has ν(H ) ≤ 2, we see that K4 is an excluded
minor of the class of graphs G with ν(G) ≤ 2; the graph C23 is another one.
As each graph G with at most three vertices has ν(G) ≤ 3, any excluded minor of the
class of graphs G with ν(G) ≤ k, for k ≥ 3, is 3-connected.
7. Vertex cuts of size three
Let s1, s2, s3 be distinct vertices of a graph G. Following [7], by a tripod with feet
s1, s2, s3 we mean a subgraph P1 ∪ P2 ∪ P3 ∪ Q1 ∪ Q2 ∪ Q3 of G consisting of
(i) two vertices a, b so that a, b, s1, s2, s3 are all distinct,
(ii) three paths P1, P2, P3 of G between a and b, mutually disjoint except for a and b,
and each with at least one internal vertex, and
(iii) three paths Q1, Q2, Q3 of G, mutually disjoint, such that for i = 1, 2, 3, Qi has
ends ui and si , where ui ∈ V (Pi )\{a, b}, and no vertex of Qi except ui belongs to
V (P1 ∪ P2 ∪ P3).
The proof of the following lemma follows directly from Kuratowski’s theorem.
Lemma 7.1. Let G R = (G; s1, s2, s3) be a 3-connected rooted graph. If there is no tripod
in G with feet s1, s2, s3, then G can be drawn in the plane with s1, s2, s3 on the boundary.
We now introduce some more rooted graphs. By K3r we denote the rooted graph
(K3; r1, r2, r3), where r1, r2, r3 are the vertices of K3. By K1,3r we denote the rooted
graph (K1,3; r1, r2, r3), where r1, r2, r3 are the vertices of degree one of K1,3. By K4r
we denote the rooted graph (K4; r1, r2, r3), where r1, r2, r3 are three vertices of K4. By
C23r we denote the rooted graph (C
2
3 ; r1, r2, r3), where r1, r2, s3 are the vertices of C23 . See
Fig. 2, the roots are indicated by black dots.
Lemma 7.2. Let G R := (G; s1, s2, s3) be a 3-connected rooted graph where G is a
2-connected graph. Let M ∈MG R. If ζG R(M) = 0, then G R has a C23r- or K4r-minor.
Proof. Let G R have no K4r -minor. We shall show that G R has a C23r -minor.
Suppose first that G contains a tripod P1 ∪ P2 ∪ P3 ∪ Q1 ∪ Q2 ∪ Q3 with feet s1, s2, s3,
where Pi , Qi , i = 1, 2, 3, are as in the definition of tripod. Let a, b be the ends of Pi ,
i = 1, 2, 3. Then {a, b} is a 2-vertex cut, and, moreover, G − {a, b} has three components
C1, C2, C3 each containing one root of G R, for otherwise G R has a K4r -minor. Since
ζG R(M) = 0, M has corank 3, and thus there exists a non-zero vector x ∈ ker(M) with
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xa = xb = 0; we take x with minimal support. By Proposition 4.3, supp(x) induces a
connected subgraph of G. This implies that there is exactly one component of G − {a, b},
say C1 without loss of generality, such that xv = 0 only if v ∈ V (C1). As M ∈ MG R ,
xs1 = 0. Since G is 2-connected, there exist two vertex-disjoint paths U1, U2 in C1 starting
in {a, b} and ending in supp(x); let, for i = 1, 2, ui be the one but last vertex on Ui
when going from {a, b} to supp(x). Then ui is connected to supp(x) by at least two edges.
Contracting the subgraph induced by supp(x) to one vertex, contracting the subpath of Ui
between {a, b} and ui to one vertex, and contracting C2 and C3 to edges connecting a and
b, shows that G R has a C23r -minor.
Next suppose G has no tripod with feet s1, s2, s3. By Lemma 7.1, G can be embedded
in the plane with s1, s2, s3 incident to the infinite face. As G is 2-connected, the infinite
face is bounded by a circuit C . If G −V (C) is non-empty, then, as G R is 3-connected, G R
has a K4r -minor. Hence G is outerplanar. Let x ∈ ker(M) be non-zero with xs1 = 0 and
xs2 = 0, and hence with xs3 = 0; we take x with minimal support. Let U1, U2 be openly
vertex-disjoint paths in G starting at s1, s2, respectively and ending in supp(x). Let, for
i = 1, 2, ui be the one but last vertex on Ui when going from {s1, s2} to supp(x). Then ui
is connected to supp(x) by at least two edges. Hence C has between s1 and s3, and between
s2 and s3 edges C that have in G a parallel edge to them. Similarly, taking a non-zero vector
y ∈ ker(M) with ys2 = 0 and ys3 = 0, shows that between s1 and s2 there is an edge of C
that has in G a parallel edge. Hence G R has a C23r -minor. 
Identify the set S = {s1, s2, s3} with the roots of K4r and with the roots of C23r . For any
symmetric S × S matrix N = (ni, j ), denote by D(N) the set of all rooted graphs obtained
from K4r and C23r by deleting for each entry ni, j = 0 with i = j one edge connecting
i and j .
Lemma 7.3. Let G R = (G; s1, s2, s3) be a 3-connected rooted graph, let M ∈ MG R,
and let N = (ni, j ) := ζG R(M). If G R has a minor isomorphic to a rooted graph H R :=
(H ; s1, s2, s3) ∈ D(N) unequal to K1,3r , then there is a matrix K = (ki, j ) ∈ MH R with
ζH R(K ) = N and L H R(K ) full-dimensional.
Proof. The theorem is clear if H is a subgraph of C23 , so we need to consider only the case
where H is a subgraph of K4. Let v be the non-root of H R and set kv,v = 1. The system
of equations
ks1,s2 − ks1,vkv,s2 = ns1,s2
ks1,s3 − ks1,vkv,s3 = ns1,s3
ks2,s3 − ks2,vkv,s3 = ns2,s3
(9)
has a solution if ks1,s2 = 0 or ks1,s3 = 0 or ks2,s3 = 0, which is the case because H R is
unequal to K1,3r . Hence we can find a matrix K such that ζH R(K ) = N . It is easy to check
that L H R(K ) is full-dimensional. 
Note that if in the previous lemma H R = K1,3r (that is, ks1,s2 = ks1,s3 = ks2,s3 = 0),
then the system of Eq. (9) has a solution if and only if ns1,s2ns1,s3ns2,s3 < 0.
Lemma 7.4. Let G R = (G; s1, s2, s3) be a 3-connected rooted graph where G is
connected and in which, for each pair of roots, there is a path disjoint from the other root.
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Let M = (mi, j ) ∈ MG R and let N = (ni, j ) := ζG R(M). Suppose that N satisfies the
following condition: for every root r1 with mr1,r2 = mr1,r3 = 0, where r2, r3 are the other
roots, there are two openly vertex-disjoint paths in G connecting {r1} to {r2, r3}. Then G R
has a minor isomorphic to a rooted graph H R ∈ D(N) and there is a K ∈ MH R such
that ζG R(M) = ζH R(K ) and LG R(M) ⊆ L H R(K ).
Proof. For each pair of roots {r, s} of G R for which nr,s = 0, add an edge to G R
connecting r and s, and denote the resulting rooted graph by G R′ = (G′; s1, s2, s3). Then
G′ is 2-connected. Let M ′ = (m′i, j ) be the matrix with m′i, j := mi, j − ni, j if ni, j = 0, and
with m′i, j := mi, j otherwise. Then M ′ ∈MG R′ and ζ(G ′;s1,s2,s3)(M ′) = 0. By Lemma 7.2,
(G′; s1, s2, s3) has a K4r - or C23r -minor. Hence G R has a minor isomorphic to a rooted
graph H R in D(N). If ns1,s2 = 0, ns1,s3 = 0, ns2,s3 = 0 and G R has a K3r -minor, then we
take H R = K3r .
If H R is unequal to K1,3r , then Lemma 7.3 shows that there is a K ∈ MH R such that
ζG R(M) = ζH R(K ) and LG R(M) ⊆ L H R(K ). If H R is equal to K1,3r , then G R has no
K3r -minor, by assumption, and hence G R is isomorphic to K1,3r as G R is 3-connected,
and in this case we can take K := M . 
We make two remarks here. First, if there is a pair of distinct roots of G R such that there
is no path connecting this pair, disjoint from the other root, then, as G R is 3-connected,
G R has exactly three vertices. Second, without the condition the lemma is not true in
general. An example is formed by the rooted graph (G; s1, s2, s3) where G has four vertices
{v, s1, s2, s3} and v is connected to si , for i = 1, 2, 3, by two parallel edges, and the matrix
M = (mi, j ) ∈ MG which is everywhere zero except for mv,v = 1. In what follows we
shall study rooted graphs G R = (G; s1, s2, s3) for which the condition is not fulfilled.
Lemma 7.5. Let G R = (G; s1, s2, s3) be a 3-connected rooted graph where G = (V , E)
is connected and in which s1 is adjacent to exactly one vertex v = s2, s3 of G. Let
M = (mi, j ) ∈ MG R with ms1,v = 0. Let H R = (G − s1; v, s2, s3) and let N =
(ni, j ) := ζH R(MV \{s1}). If L = (li, j ) ∈ LG R(M), then there is a real number β such
that ls1,s2 = βnv,s2 and ls1,s3 = βnv,s3 .
Proof. Let S = {s1, s2, s3}, R = V \S, and let W = S ∪ {v}. Let yi for i ∈ V be the
i th column vector of γV ,S(M)
. Then L(G;s1,s2,s3)(M) is equal to the linear span of all
symmetric matrices yi y
i , i ∈ V , and yi y
j + y j y
i , i, j ∈ V and i and j adjacent in G.
Since the s1th column of MR,S contains zeros only, only the vector ys1 has a non-zero entry
in its s1th coordinate, and hence every L = (li, j ) ∈ L(G;s1,s2,s3)(M) is of the form
L = α(ys1 y
v + yv y
s1) + B,
where α ∈ R and B = (bi, j ) is a symmetric S × S matrix with bs1,s2 = bs1,s3 = 0. Hence,
denoting yv by z, ls1,s2 = αzs2 and ls1,s3 = αzs3 . From Eq. (2) it follows that the z is equal
to the vth column of
γW,S(ζV ,W (M))
γV ,W (M)
,
and hence
z = γW,S(ζV ,W (M))
ev
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Fig. 3.
Fig. 4.
where ev is the vector with a 1 at the vth coordinate and zeros elsewhere. Now a calculation
shows that
γW,S(ζV ,W (M))
 =

 0 1 0 0−nv,s2/nv,v 0 1 0
−nv,s3/nv,v 0 0 1

 ,
and hence
z =

 0−nv,s2/nv,v
−nv,s3/nv,v

 ,
which concludes the proof.
Lemma 7.6. Let G R = (G; s1, s2, s3) be a 3-connected rooted graph where G is
connected and in which s1 is adjacent to exactly one vertex v = s2, s3 of G. Let
M = (mi, j ) ∈ MG R with ms1,v = 0. Then there is a rooted minor H R = (H ; s1, s2, s3)
of G R isomorphic to one of the rooted graphs depicted in Figs. 3 and 4, and there is an
N ∈MH R such that ζH R(N) = ζG R(M) and LG R(M) ⊆ L H R(N).
Proof. Let S = {s1, s2, s3}, let G′ = (V ′, E ′) := G − {s1}, and let G R′ = (G′; v, s2, s3).
Let K = (ki, j ) := ζG R(M), and let K ′ = (k ′i, j ) := ζG R′(MV ′). We consider several cases.
If there is no path in G connecting s2 and s3 disjoint from v, then the vertex set of G
is just {v, s1, s2, s3}. Suppose k ′v,s2 = 0; then v and s2 are connected by multiple edges,
and every A = (ai, j ) ∈ LG R(M) has as1,s2 = 0, by Lemma 7.5. Let H R = (H ; s1, s2, s3)
where H is the graph with vertex set {s1, s2, s3} which has two multiple edges connecting
s1 and s3, and two multiple edges connecting s2 and s3, and no edges connecting s1 and s2.
Then H R is a minor of G R. Let N := ζG R(M). Then N ∈ MH R , ζH R(N) = ζG R(M),
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and LG R(M) ⊆ L H R(N). The case where k ′v,s3 = 0 can be done similarly. If k ′v,s2 = 0
and k ′v,s3 = 0 then we can take H R := G R and N := M .
Hence we may assume that there is a path in G connecting s2 and s3 disjoint from v.
Let us first assume that k ′v,s2 = 0. Then every A = (ai, j ) ∈ LG R(M) has as1,s2 = 0. Since
G R is 3-connected, G R′ has a K3r -minor. Let H R = (H ; s1, s2, s3) be the rooted graph
where H is the graph with vertex set {s1, s2, s3} which has two multiple edges between
s1 and s3, a single edge between s2 and s3 if ks2,s3 = 0 and two multiple edges between
s2 and s3 if ks2,s3 = 0, and no edges between s1 and s2. Then H R is a minor of G R. Let
N := ζG R(M). Then N ∈ MH R , ζH R(N) = ζG R(M), and LG R(M) ⊆ L H R(N). The
case where k ′v,s3 = 0 can be done similarly.
We now assume that k ′v,s2 = 0 and k ′v,s3 = 0. In what follows, we also assume
that k ′s2,s3 = 0; the case where k ′s2,s3 = 0 can be done similarly. By Lemma 7.4, G R′
has a rooted minor H R′ isomorphic to K3r or to K1,3r , and there is an N ′ ∈ MH R′
such that ζH R′(N ′) = K ′ and LG R′(M ′) ⊆ L H R′(N ′). If H R′ is isomorphic to K3r , then
we take H R := (H ; s1, s2, s3) where H is the graph with vertex set W = {v, s1, s2, s3}
having a single edge between v and s2, between v and s3, and between s2 and s3, and
having two multiple edges between v and s1. If H R′ is isomorphic to K1,3r , then we take
H R := (H ; s1, s2, s3) where H is the graph with vertex set W = {v, s1, s2, s3} having
a single edge between v and s2, and between v and s3, and having two multiple edges
between v and s1. In each of these two cases, H R is a rooted minor of G R. We take
N := ζV ,W (M). Then N ∈MH R , and
ζH R(N) = ζW,S(ζV ,W (M))
= ζV ,S(M)
= ζG R(M),
and, since the linear space of all symmetric matrices γV ,W (M)
LγV ,W (M) with L ∈
TMG is a subspace of the linear space of TMH and since
γV ,S(M)
LγV ,S(M) = γW,S(ζV ,W (M))
γV ,W (M)
LγV ,W (M)γW,S(ζV ,W (M))
= γW,S(N)
γV ,W (M)
LγV ,W (M)γW,S(N)
for L ∈ TMG , we have LG R(M) ⊆ L H R(N). 
Lemma 7.7. Let G R = (G; s1, s2, s3) be a rooted graph in which s1 is adjacent to exactly
one vertex v = s2, s3 of G. Let G′ = (V ′, E ′) := G −s1 and let G R′ := (G′; v, s2, s3). Let
M = (mi, j ) ∈MG R with ms1,v = 0, let K = (ki, j ) := ζG R(M), and let K ′ = (k ′i, j ) :=
ζG R′(MV ′). Suppose ks1,s2 = ks1,s3 = 0. Then k ′v,s2 = k ′v,s3 = 0. Moreover, ks2,s3 = 0 if
and only if k ′s2,s3 = 0.
Proof. Let V = V (G), W = {s1, s2, s3, v} and S = {s1, s2, s3}. Then the theorem follows
from the identity ζV ,S(M) = ζW,S(ζV ,W (M)). 
Theorem 7.8. Let G R = (G; s1, s2, s3) be a 3-connected rooted graph where G is
connected, and let M = (mi, j ) ∈MG R. Then there is a rooted minor H R =
(H ; s1, s2, s3) of G R with H isomorphic to a subgraph of K4 or C23 , or there is one
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isomorphic to one of the rooted graphs depicted in Fig. 3, and there is a matrix N ∈MH R
such that ζG R(M) = ζH R(N) and LG R(M) ⊆ L H R(N).
Proof. If there is a pair of roots of G R such that there is no path in G connecting this pair,
disjoint from the other root of G R, then the vertex set of G is just {s1, s2, s3}, and we may
take H R := G R and N := ζG R(M). So we may assume that for every pair of roots of G R
there is such a path.
Let K = (ki, j ) := ζG R(M). If for every root i1 with ki1,i2 = ki1,i3 = 0, where i2, i3 are
the other roots, there are two openly vertex-disjoint paths in G connecting {i1} to {i2, i3},
then we use Lemma 7.4. So we may assume that at least one of the roots of G R is connected
to exactly one vertex, and that for each such root r , kr,r2 = kr,r3 = 0, where r2 and r3 are
the other roots. We will assume that s1 is a root adjacent to exactly one vertex.
If there is a root, r , adjacent to exactly one vertex, w = wr , with mr,w = 0, then we use
Lemma 7.6. So we may assume that for each root r that is adjacent to exactly one vertex,
w = wr , we have mr,w = 0.
Let R be the set of roots that are adjacent to exactly one vertex each. Let G′ =
(V ′, E ′) := G − R and let G R′ := (G′; r1, r2, r3), where ri = si if si = R and
where ri is the vertex adjacent to si if si ∈ R. Then r1, r2, r3 are mutually distinct, as
G R is 3-connected. Also, s1 = r1, as s1 is a root adjacent to exactly one vertex. Let
K ′ = (k ′i, j ) := ζG R′(MV ′). By Lemma 7.7, k ′r1,r2 = k ′r1,r3 = 0.
If k ′r2,r3 = 0, then, by Lemma 7.4, G R′ has a minor H R′ isomorphic to K4r or C23r ,
and hence G R has a minor H R isomorphic to K4r or C23r . From Lemma 7.7, it follows
that ks2,s3 = 0, as k ′r1,r2 = k ′r1,r3 = k ′r2,r3 = 0, and so H R is isomorphic to a rooted graph
in D(K ). Thus we can use Lemma 7.3. If k ′r2,r3 = 0, then r2 = s2 and r3 = s3, and G R′
has a minor H R′ isomorphic to K4r or C23r with one edge deleted between s2 and s3, and
hence G R has a minor H R isomorphic to K4r or C23r with one edge deleted between s2
and s3. From Lemma 7.7, it follows that ks2,s3 = 0, as k ′r2,r3 = 0 and k ′r1,r2 = k ′r1,r3 = 0,
and so H R is isomorphic to a rooted graph in D(K ). Thus also in this case we can use
Lemma 7.3. 
As consequence of this theorem, we have:
Theorem 7.9. Let k ≥ 0 and let G be an excluded minor of the class of graphs H with
ν(H ) ≤ k. If S is a vertex cut S of size three, then it is the neighbourhood of a vertex v and
G − S has two components. Furthermore, G[S ∪ {v}] is isomorphic to one of the graphs
depicted in Fig. 1.
Proof. We know that every excluded minor of the class of graphs H with ν(H ) ≤ k has
no ≤2-vertex cut. Let M = (mi, j ) ∈MH be a positive semi-definite matrix of corank > k
that fulfills the SAP. Let S = {s1, s2, s3} be any vertex cut of size three in G. Then MV (C)
is singular for at most one component C of G − S, and MV (D) is positive definite for every
other component D of G − S. Let G1 := G − V (C), let A := G − (V (C) ∪ S), and let
G R = (G1; s1, s2, s3); then G is connected and G R is 3-connected, and MV (G1) belongs
to MG R . The previous theorem tells us that G1 is isomorphic to either a rooted subgraph
of K4r or to one of the rooted graphs depicted in Fig. 3. 
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