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Re´sume´
Classiquement, des ine´galite´s de Hardy permettent d’estimer le trou spectral d’une diffusion
re´elle a` un facteur 4 pre`s. L’objectif de ce papier est d’essayer de mieux appre´hender cette constante
fluctuante, du moins dans un contexte syme´trique. Notamment on donnera un crite`re asymptotique
simple assurant qu’elle vaut exactement 4. L’argument sous-jacent consiste a` voir le trou spectral
comme une fonctionnelle semi-explicite et surtout monotone en un re´arrangement des donne´es du
proble`me. Pour l’exhiber, on aura recours a` des proprie´te´s de re´gularite´ de la constante de Poincare´
correspondante et on fera certains liens avec les me´thodes de chemins, les premie`res valeurs propres
de Dirichlet, les e´quations de Sturm-Liouville et les fonctionnelles browniennes, la plupart ayant
de´ja` e´te´ observe´s par divers auteurs. Enfin on e´tendra les re´sultats obtenus au cas des processus de
vie et de mort sur Z, mais toujours dans un cadre syme´trique. Notre espoir est que cette de´marche
pourra s’adapter pour permettre d’appliquer finement les constantes de Hardy a` des ine´galite´s
fonctionnelles plus ardues que celle de Poincare´.
Mots cle´s : diffusion re´elle, trou spectral, ine´galite´ de Poincare´, ine´galite´ de Hardy, me´thode
des chemins, premie`re valeur propre de Dirichlet, e´quation de Sturm-Liouville, the´ore`me de Ray-
Knight, transforme´es de Laplace de fonctionnelles browniennes quadratiques, processus de vie et
de mort.
MSC2000 : premie`rement : 60J60, secondairement : 49R50, 46E35, 34B24, 60J65, 60J27.
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1 Introduction
Dans ces notes nous allons nous inte´resser a` des e´valuations pre´cises de constantes de Poincare´
sur R (ou sur Z) en appliquant directement des ine´galite´s de Hardy a` des me´thodes de chemins et
en ayant recours a` certaines estimations asymptotiques.
Plus pre´cise´ment, soit µ une probabilite´ sur R (muni de sa tribu bore´lienne R) et ν une mesure
sur (R,R), non ne´cessairement de masse totale finie, mais dans un premier temps suppose´e re´gulie`re
et σ-finie (on indiquera dans la section suivante comment se de´barrasser de ces deux hypothe`ses).
La constante de Poincare´ A(µ, ν) ∈ R¯+ associe´e a` un tel couple est l’infimum de l’ensemble des
re´els A ∈ R+ tels que
∀ f ∈ C1(R), Var(f, µ) ≤ Aν[(f ′)2] (1)
ou` rappelons que le terme de gauche de´signe la variance de f par rapport a` µ qui est de´finie par
Var(f, µ) B
1
2
∫
(f(y)− f(x))2 µ(dx)µ(dy) ≤ +∞
expression qui vaut aussi µ[(f − µ[f ])2] = µ[f2] − (µ[f ])2 si f ∈ L2(µ). Cependant la formulation
pre´ce´dente a l’avantage d’eˆtre toujours bien de´finie (dans R¯+) et de pouvoir s’e´tendre telle quelle
a` des mesures µ ge´ne´rales.
Comme cela est de tradition, la convention inf(∅) = +∞ a e´te´ implicitement utilise´e ci-dessus
et A(µ, ν) = +∞ e´quivaut a` l’inexistence d’une constante A ∈ R+ telle que (1) soit satisfait.
Dans le cas contraire ou` A(µ, ν) < +∞, l’ine´galite´ (1) reste e´videmment satisfaite si l’on y prend
A = A(µ, ν) (si A(µ, ν) = 0, on aura remarque´ que la re´gularite´ et la σ-finitude de ν impliquent
que µ est une masse de Dirac, voir aussi la section suivante pour ce genre de discussion) et on parle
alors d’ine´galite´ de Poincare´.
Ces dernie`res anne´es, Bobkov et Go¨tze [3, 4] ont donne´ une e´valuation de A(µ, ν) valable a` un
facteur 8 pre`s et relativement explicite en termes des deux donne´es du proble`me µ et ν : soit m une
me´diane de µ (c’est-a`-dire un nombre re´el m satisfaisant µ(]−∞,m]) ≥ 1/2 et µ([m,+∞[) ≥ 1/2)
et abusons un peu des notations en de´signant aussi par ν la de´rive´e de Radon-Nikodym dν/dλ (a`
comprendre comme un e´le´ment de L0(λ)) de ν (i.e. de sa composante absolument continue) par
rapport a` la mesure de Lebesgue λ. On de´finit ensuite
B+(µ, ν,m) B sup
x>m
∫ x
m
1
ν(y)
λ(dy) µ([x,+∞[)
B−(µ, ν,m) B sup
x<m
∫ m
x
1
ν(y)
λ(dy) µ(]−∞, x])
B(µ, ν,m) B max(B+(µ, ν,m), B−(µ, ν,m))
puis soient B∗(µ, ν) et B
∗(µ, ν) respectivement l’infimum et le supremum des B(µ, ν,m) quand
m parcourt l’ensemble (convexe, borne´ et non-vide) des me´dianes de µ possibles. En utilisant des
ine´galite´s de Hardy, Bobkov et Go¨tze [3, 4] ont obtenu le re´sultat suivant.
The´ore`me 1 On a toujours
1
2
B∗(µ, ν) ≤ A(µ, ν) ≤ 4B∗(µ, ν)
ces ine´galite´s devant eˆtre comprises dans R¯+.
Profitons-en pour rappeler ce que l’on entendra ici par ine´galite´ de Hardy. Il s’agit d’ine´galite´s
similaires a` celles de Poincare´, sauf que l’on cherche a` trouver la meilleure constante C(µ, ν) ∈ R¯+
satisfaisant
µ[f2] ≤ C(µ, ν)ν[(f ′)2]
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pour toute fonction f ∈ C1(R+) ve´rifiant f(0) = 0. Pour cette question, µ et ν sont simplement
deux mesures sur R+, ν e´tant toujours re´gulie`re et σ-finie.
Notre principal objectif est de discuter des bornes donne´es dans le the´ore`me 1. Pour simplifier,
on se placera dans un contexte syme´trique ou` µ et ν ve´rifient de plus
∀ A ∈ R,
{
µ(−A) = µ(A)
ν(−A) = ν(A)
Il semble alors naturel de plutoˆt chercher a` comparer A(µ, ν) avec B(µ, ν) B B(µ, ν, 0). Notamment
on montrera par une preuve alternative faisant intervenir certaines fonctionnelles du mouvement
brownien standard que
B(µ, ν) ≤ A(µ, ν) ≤ 4B(µ, ν) (2)
(ceci resserre un peu l’e´tau du the´ore`me 1 si µ n’admet qu’une seule me´diane, par exemple si le
support de µ est un intervalle) et on ve´rifiera que l’on ne peut pas mieux faire d’une manie`re
ge´ne´rale.
Puis surtout nous nous inte´resserons au cas d’e´galite´ A(µ, ν) = 4B(µ, ν) en proposant le crite`re
asymptotique suivant :
Proposition 2 Soient bµ,ν la fonction
R+ 3 x 7→
∫ x
0
1
ν(y)
λ(dy) µ([x,+∞[) ∈ R¯+
et Mµ ∈ R¯+ le supremum du support de µ, c’est-a`-dire le plus petit M ∈ R¯+ tel que µ(]M,+∞[) = 0.
Supposons que µ({Mµ}) = 0 et que
lim
x→Mµ−
bµ,ν(x) = B(µ, ν) (3)
(rappelons que par de´finition, B(µ, ν) B sup0<x≤Mµ bµ,ν(x)), on est alors assure´ de l’e´galite´ A(µ, ν) =
4B(µ, ν).
D’une manie`re plus anodine, on conside`rera aussi le cas d’e´galite´ A(µ, ν) = B(µ, ν), qui se rencontre
beaucoup plus rarement si 0 < A(µ, ν) < +∞ et si lim supx→Mµ− bµ,ν(x) < B(µ, ν), puisqu’alors
il ne correspond qu’aux seules probabilite´s µ de la forme 1/2(δx + δ−x) avec x ∈ R∗+ (i.e. les
lois des multiples par x ∈ R∗+ de la variable de Bernoulli syme´trique usuelle, le cas trivial de la
masse de Dirac en 0 e´tant exclu, puisque A(δ0, ν) = 0), notons que dans cette situation, Mµ = x,
limy→Mµ− bµ,ν(y) = 0 et B(µ, ν) = bµ,ν(x).
D’autre part, on e´tendra la proposition pre´ce´dente a` un cadre discret, mais toujours en se restrei-
gnant a` une situation syme´trique. Ceci fournira donc une nouvelle me´thode de calcul exact de trous
spectraux associe´s a` certains processus de vie et de mort sur Z.
A la base de ces re´sultats se trouve une observation tre`s simple affirmant que A(µ, ν) est ne´ces-
sairement une fonctionnelle monotone de la fonction b˜µ,ν : ]0, 1[→ R¯+ de´finie comme suit : soient
Fµ : R 3 x 7→ µ(]−∞, x]) la fonction de re´partition de µ et F −1µ son inverse ge´ne´ralise´ :
∀ u ∈ ]0, 1[, F−1µ (u) B inf{x ∈ R : Fµ(x) > u} ∈ R (4)
On pose alors
∀ u ∈ ]0, 1[, b˜µ,ν(u) B
∣∣∣∣∣
∫ F−1µ (u)
0
1
ν(y)
λ(dy)
∣∣∣∣∣
(un lien avec la fonction bµ,ν de la proposition pre´ce´dente est que par exemple pour 1/2 ≤ u < 1,
on a (1 − u)˜bµ,ν(u) = bµ,ν ◦ F−1µ (u), sauf e´ventuellement si F−1µ (u) est l’un des atomes de µ (eux
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sont en nombre au plus de´nombrable, par contre en ge´ne´ral l’e´galite´ pre´ce´dente n’est pas satisfaite
p.p. en u ∈ ]0, 1[), d’ailleurs en y regardant de plus pre`s, on constate que pour tout 1/2 ≤ u < 1,
bµ,ν(F
−1
µ (u)+) ≤ (1 − u)b˜µ,ν(u) ≤ bµ,ν(F−1µ (u)), ce qui permet de voir que sous la condition
µ({Mµ}) = 0, l’hypothe`se (3) de la proposition 2 est e´quivalente a` limu→1−(1−u)˜bµ,ν(u) = B(µ, ν)
et c’est sous cette forme que nous l’utiliserons, voir la section 5 pour une justification de ces
affirmations).
La monotonicite´ mentionne´e ci-dessus aurait aussi pu s’obtenir en adaptant certains arguments
de [4], mais nous avons pre´fe´re´ en donner une approche plus probabiliste. Ceci plus par gouˆt que
par de´sir d’originalite´, car de profonds liens entre l’ine´galite´ de Hardy classique (correspondant a`
µ(dx) = x−2λ(dx) et ν(dx) = λ(dx) sur R+) et certaines fonctionnelles du mouvement brownien
ont de´ja` e´te´ mis en e´vidence par Yor et ses co-auteurs (voir par exemple Donati-Martin et Yor [13],
Yor [42], Pecatti et Yor [31]).
Par ailleurs, meˆme l’esprit de la proposition 2 n’est pas sans rappeler certains re´sultats analytiques
concernant les ine´galite´s de Hardy classiques : de´ja` dans l’ouvrage [18] de Hardy, Littlewood et
Po´lya la bonne constante est de´termine´e (dans un cadre continu et discret et pour des estime´es Lp,
avec p > 1, plutoˆt qu’uniquement L2) et le fait que l’on puisse obtenir de telles estimations pre´cises
est relie´ a` l’absence de minimiseur par Marcus, Mizel et Pinchover dans [24] (voir aussi Matskewich
et Sobolevskii [25]). Cependant meˆme s’ils se placent dans un contexte multidimensionnel, ces
auteurs s’inte´ressent a` des mesures particulie`res ge´ne´ralisant l’ine´galite´ line´aire classique : ν est
une mesure de Lebesgue et µ admet pour densite´ par rapport a` ν une puissance ne´gative (−p pour
des estime´es Lp, avec p > 1) de la distance euclidienne au bord du domaine. Toutefois dans notre
cadre il s’agit d’eˆtre plus prudent car on ne peut pas conclure a` l’e´galite´ A(µ, ν) = 4B(µ, ν) sous la
seule condition que µ({Mµ}) = 0 et que la fonction bµ,ν “atteint” son supremum en l’infini. Ainsi
on donnera un exemple ou` lim supx→+∞ bµ,ν(x) = B(µ, ν) avec µ({Mµ}) = 0 et ou` pourtant la
conclusion de la proposition 2 est fausse (pire, on aura meˆme A(µ, ν) = B(µ, ν) ∈ R∗+).
Heuristiquement l’hypothe`se de la proposition 2 exige que µ soit suffisamment lourde au voisinage
gauche de Mµ (repre´sentant “l’infini”) par rapport a` ν, ou inversement si µ est fixe´e, que ν y soit
relativement le´ge`re. Voici quelques exemples simples allant dans cette direction.
Corollaire 3 Soit U : R → R une fonction paire ve´rifiant U(0) = ln(2), divergente vers +∞ en
l’infini, absolument continue et dont la de´rive´e faible de Radon-Nikodym U ′ est p.p. strictement
positive sur R+. Notons µ la probabilite´ (respectivement ν la mesure) admettant |U ′| exp(−U) (resp.
exp(−U)/ |U ′|) pour densite´ par rapport a` λ.
On a alors A(µ, ν) = 4.
Preuve :
En effet, on calcule que pour tout x ∈ R+,
bµ,ν(x) =
∫ x
0
U ′(y) exp(U(y))λ(dy)
∫ +∞
x
U ′(y) exp(−U(y))λ(dy)
= [exp(U(y))]x0 [− exp(−U(y))]+∞x
= 1− 2 exp(−U(x))
fonction qui croˆıt vers 1 en +∞.

Ce re´sultat est susceptible de nombreuses variantes, par exemple :
Corollaire 4 Soit U : R→ R une fonction paire de classe C2, convexe, strictement croissante sur
R+ et ve´rifiant U
′′  (U ′)2 en +∞. Soit µ la probabilite´ admettant exp(−U)/Z pour densite´ par
rapport a` λ avec Z B
∫
exp(−U) dλ. Conside´rons aussi la mesure syme´trique sur (R,R) donne´e
par ν(dx) = exp(−U(x))/(U ′(x))2 λ(dx). On a alors A(µ, ν) = 4Z−1.
Preuve :
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Pour tout x > 0, on a∫ +∞
x
exp(−U(y))λ(dy) =
∫ +∞
x
1
U ′(y)
U ′(y) exp(−U(y))λ(dy)
=
[
−exp(−U(y))
U ′(y)
]+∞
x
−
∫ +∞
x
U ′′(y)
(U ′(y))2
exp(−U(y))λ(dy)
≤ exp(−U(x))
U ′(x)
(qui est bien fini, car la convexite´ et la stricte croissance de U entraˆınent que U ′ > 0 sur R∗+, on aura
aussi remarque´ que ces proprie´te´s impliquent la finitude de Z). De plus en utilisant l’hypothe`se
faite sur U ′′, on obtient l’e´quivalent suivant pour x grand∫ +∞
x
exp(−U(y))λ(dy) ∼
∫ +∞
x
(
1 +
U ′′(y)
(U ′(y))2
)
exp(−U(y))λ(dy)
=
exp(−U(x))
U ′(x)
De meˆme on calcule que pour tout x ≥ 0,∫ x
0
(U ′)2 exp(U) dλ =
[
U ′ exp(U)
]x
0
−
∫ x
0
U ′′ exp(U) dλ
≤ U ′(x) exp(U(x))
et que le membre de gauche et de droite sont e´quivalents pour x grand. Le re´sultat annonce´ de´coule
alors directement de la proposition 2.

Dans la proposition 2, le comportement de ν exactement en 0 est sans importance, ainsi le re´sultat
pre´ce´dent reste valable si ses hypothe`ses sont satisfaites uniquement sur R∗ (on pourrait aussi
supposer seulement que U ′ est absolument continu sur ]0,+∞[ et que l’une des versions de sa
de´rive´e est ne´gligeable devant (U ′)2 en +∞, cette dernie`re condition n’est pas satisfaite par exemple
si U ′′ admet de forts pics et il n’est pas clair que l’on puisse s’en passer). En particulier, on peut
conside´rer le potentiel
Uα : R 3 x 7→ |x|α ∈ R+
avec α ≥ 1, et notons par µα et να les mesures correspondantes construites dans le corollaire
pre´ce´dent. Dans le cas α = 1, on retrouve un re´sultat bien connu pour la distribution exponentielle
syme´trise´e. Pour α > 1, la mesure να admet une densite´ singulie`re en 0, mais ce n’est pas tre`s
grave. La the´orie des formes de Dirichlet (voir par exemple le livre [15] de Fukushima, O¯shima
et Takeda) permet d’associer un unique ge´ne´rateur markovien Lα auto-adjoint dans L
2(µα) a` la
fermeture de la forme quadratique Dα 3 f 7→ να[(f ′)2], avec Dα B {f ∈ C1c (R) : να[(f ′)2] < +∞}.
Cet ope´rateur Lα agit notamment sur les fonctions f de classe C2 constantes dans un voisinage de
0 et a` support compact par
∀ x ∈ R, Lα[f ](x) = να
µα
(x)f ′′(x) +
ν ′α
µα
(x)f ′(x)
= Zα[α
−2 |x|−2(α−1) f ′′(x)− sign(x)(α−1 |x|1−α + 2α−2(α− 1) |x|1−2α)f ′(x)]
La constante 1/A(µα, να) correspond alors au trou spectral de Lα dans L
2(µα).
Dans le genre de situation conside´re´e dans la proposition 2, A(µ, ν) mesure d’une certaine manie`re
la difficulte´ que rencontre le processus sous-jacent a` “revenir de l’infini” plus que les difficulte´s
locales d’atteinte de l’e´quilibre (dans L2(µ)). En effet, a` chaque fois que, outre les hypothe`ses de la
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proposition 2, la fonction bµ,ν n’atteint pas son supremum sur [0,Mµ[, on peut de manie`re locale
le´ge`rement y modifier la mesure ν sans alte´rer ni B(µ, ν) ni la condition de la proposition 2, et
par conse´quent sans changer A(µ, ν) (car on aura remarque´ qu’alors
∫ 1
0 1/ν dλ = +∞). On aurait
pu de la sorte gommer la vilaine singularite´ de να en 0 sans pour autant perturber la valeur de
A(µα, να).
Par contre, on aura note´ que pour α > 1, la fonction bµα,µα atteint son maximum en un unique
point xα de ]0,+∞[. Dans ce cas l’ope´rateur sous-jacent f 7→ (f ′′(x)−αxα−1f ′(x))x∈R fait revenir
tre`s rapidement de l’infini la diffusion qu’il ge´ne`re ; ce n’est pas cet effort qui contribue de manie`re
pre´ponde´rante dans le trou spectral 1/A(µα, µα), mais des difficulte´s locales de convergence a`
l’e´quilibre (toujours dans un sens L2(µ)). A cet e´gard, on peut se demander s’il n’existerait pas des
points“plus retardants”que les autres, en conjecturant que les pires sont justement xα et −xα. Mais
ceci n’est pas e´vident, car quand la condition de la proposition 2 n’est pas remplie, tous les points
(de ]−Mµ,Mµ[) contribuent un peu a` A(µ, ν), au sens ou` de petites diminutions de ν au voisinage de
ces points (c’est-a`-dire des dopages correspondants du ge´ne´rateur, a` probabilite´ re´versible µ fixe´e),
entraˆınent une augmentation stricte du trou spectral 1/A(µ, ν). Cela est possible puisque dans
cette situation les liens entre A(µ, ν) et B(µ, ν) sont distendus (i.e. valables a` un facteur pre`s), et
n’est pas non plus sans relation avec l’existence de vecteurs propres associe´s au trou spectral (ou de
manie`re e´quivalente, avec celle de minimiseurs pour A(µ, ν)). Ce sujet et notamment des proprie´te´s
quantitatives de monotonicite´ de A(µ, ν) en tant que fonction de b˜µ,ν , me´riteraient e´ventuellement
d’eˆtre approfondis.
Le plan du papier est le suivant. Dans la prochaine section on re´duira l’e´valuation de A(µ, ν) a` un
proble`me de Sturm-Liouville sur ]−1, 1[ avec conditions de Dirichlet au bord. On re´e´crira ce dernier
en terme de finitude d’une espe´rance d’exponentielle de fonctionnelle quadratique du mouvement
brownien standard dans la section 3, par le biais d’un the´ore`me de Ray-Knight. Ceci nous permettra
dans la section 4 d’obtenir le re´sultat de comparaison auquel nous faisions allusion ci-dessus (au
travers des fonctions b˜µ,ν). On s’en servira pour prouver la proposition 2 dans la section 5. Dans
la suivante on de´montrera deux petites assertions faites pre´ce´demment, l’une concernant les cas
d’e´galite´ A(µ, ν) = B(µ, ν) et l’autre l’insuffisance de la condition lim supx→+∞ bµ,ν(x) = B(µ, ν)
pour l’identite´ A(µ, ν) = 4B(µ, ν). Enfin dans une dernie`re section on traitera le cas discret.
Pour terminer cette introduction, signalons deux extensions que nous aimerions aborder dans
d’e´ventuelles futures e´tudes et qui ont servi de motivations pour ce papier pre´liminaire “dans le cas
facile de l’ine´galite´ de Poincare´” (c’est par ce de´sir de faire une mise au point que nous n’avons pas
he´site´ a` discuter de questions pourtant tre`s classiques, parfois de manie`re trop soigne´e au risque
d’ennuyer le lecteur).
• Tout d’abord il s’agirait de remplacer dans (1) la variance par une entropie. Des bornes de
type Hardy pour la constante correspondante de Sobolev logarithmique ont de´ja` e´te´ pre´sente´es
par Bobkov et Go¨tze [3] puis ame´liore´es par Barthe et Roberto [2]. Cependant il n’est peut-eˆtre
pas de´raisonnable de penser qu’une constante exacte pourrait eˆtre obtenue sous des conditions
asymptotiques approprie´es, similaires au crite`re de la proposition 2 (e´ventuellement on pourrait
essayer de comprendre quel est le type d’entropie ge´ne´ralise´e (voir celles conside´re´es dans les articles
de Chafa¨ı [5] ou de Barthe, Cathiaux et Roberto [1]) pour lesquelles cette possibilite´ existe). Une
application serait de retrouver facilement l’e´quivalent de la constante de Sobolev logarithmique
associe´e a` des ope´rateurs de Laguerre de petit parame`tre (obtenue laborieusement dans [28]), voire
de la calculer. Il s’agit la` d’une situation non-syme´trique, mais tout sugge`re que cette constante
est dicte´e par des comportements en “l’infini a` gauche”, qui en l’occurrence est 0+.
• Surtout, on voudrait modifier le terme d’e´nergie de (1) en le remplac¸ant par ∫ H((f ′/f)2)f2 dν,
ou` H : R+ → R+ est une fonction convexe ve´rifiant H(0) = 0 et H ′(0) > 0. Plus pre´cise´ment on
voudrait e´valuer la meilleure constante A > 0 telle que
∀ f ∈ C1(R), Ent(f 2, µ) ≤
∫
H
(
A
(
f ′
f
)2)
f2 dν
6
(ou meˆme seulement avec une variance dans le membre de gauche). Pour l’inte´reˆt de ces ine´galite´s
de Sobolev logarithmiques modifie´es, on renvoie par exemple a` [16].
2 Des e´quations de Sturm-Liouville avec condition de
Dirichlet
Cette section est fortement influence´e d’une part par les me´thodes de chemins et d’autre part par
les manipulations de re´ductions du proble`me effectue´es par Bobkov et Go¨tze dans [4]. Concernant
les me´thodes de chemins, l’auteur les a apprises dans [20] de Holley et Stroock (voir aussi Diaconis
et Stroock [12]) pour un cadre discret (fini) et dans [21] de Holley, Kusuoka, et Stroock pour un
cadre continu (mais compact). Pour une re´fe´rence ge´ne´rale relative a` leur application aux chaˆınes
de Markov, on peut renvoyer au cours de Saloff-Coste [40] et plus pre´cise´ment a` l’article de Kahale
[22] pour une discussion de leur caracte`re optimal, qui est ve´rifie´e dans le cas “line´aire” de Z au
plus proche voisin, et cette proprie´te´ (du moins son e´quivalent sur R) jouera un grand roˆle dans le
de´veloppement qui suit.
Dans toute la suite la probabilite´ µ et la mesure (tout d’abord re´gulie`re et σ-finie) ν sont fixe´es
et syme´triques comme dans l’introduction. Commenc¸ons par quelques remarques classiques (voir
par exemple Muckenhoupt [29] pour les ine´galite´s de Hardy).
Lemme 5 Conside´rons ν = ν˜ + ν̂ la de´composition de Lebesgue de ν avec ν˜  λ et ν̂ ⊥ λ. On a
alors A(µ, ν) = A(µ, ν˜).
Preuve :
En re´crivant tout en termes des de´rive´es, il apparaˆıt que (1) est e´quivalent a`
∀ f ∈ C(R), 1
2
∫ (∫ y
x
f(u) du
)2
µ(dx)µ(dy) ≤ Aν[f 2]
En remplac¸ant f par |f |, il suffit clairement de ne conside´rer de telles ine´galite´s que pour les
e´le´ments f de C+(R), l’ensemble des fonctions continues positives sur R. Ensuite une application
de re´sultats classiques d’approximation permet de remplacer C+(R) par B+(R), l’ensemble des
fonctions bore´liennes positives sur R. De´taillons un peu ce point. On cherche donc a` montrer que
la borne
∀ f ∈ C+(R), 1
2
∫ (∫ y
x
f(u) du
)2
µ(dx)µ(dy) ≤ Aν[f 2] (5)
pour un certain A ∈ R∗+ implique que
∀ f ∈ B+(R), 1
2
∫ (∫ y
x
f(u) du
)2
µ(dx)µ(dy) ≤ Aν[f 2] (6)
On remarque qu’il suffit d’avoir ces dernie`res ine´galite´s pour les fonctions f ∈ B+(R) telles que
ν[f2] < +∞ (sinon l’ine´galite´ correspondante ne dit rien), puis par le lemme de Fatou (pour le
membre de gauche) et des arguments de convergence domine´e (pour le membre de droite), on peut
se contenter de conside´rer de telles fonctions pour lesquelles il existe 0 <  < M tel que l’image de
f soit incluse dans {0} t [,M ]. Ceci assure notamment que ν({f > 0}) < +∞ et par re´gularite´
supe´rieure de ν on peut trouver un ouvert U tel que {f > 0} ⊂ U et ν(U) < +∞. Soit (gn)n∈N
une suite de fonctions positives, continues et borne´es par
 
U , convergeant simplement vers
 
U .
Par ailleurs, a` nouveau par re´gularite´ de ν + λ (voir par exemple le livre de Rudin [39]), on peut
trouver une suite (fn)n∈N de fonctions positives, continues et borne´es par M convergeant (ν + λ)-
p.p. vers f . Ceci reste vrai pour la suite (hn)n∈N B (fngn)n∈N, mais on peut appliquer a` celle-ci un
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the´ore`me de convergence domine´e, puisque pour tout n ∈ N, |hn| ≤ M   U et ν(M   U ) < +∞. En
ayant a` nouveau recours au lemme de Fatou pour les membres de gauche, on se rend compte qu’en
appliquant (5) aux hn, pour n ∈ N, et en passant a` la limite on obtient l’ine´galite´ de (6) pour f .
Soit maintenant D ∈ R tel que λ(Dc) = 0 et ν̂(D) = 0. En remplac¸ant f par f   D dans les ine´galite´s
pre´ce´dentes, on se rend compte que A(µ, ν) est aussi l’infimum de l’ensemble des constantes A ∈ R+
telles que
∀ f ∈ B+(R), 1
2
∫ (∫ y
x
f(u) du
)2
µ(dx)µ(dy) ≤ Aν[f 2   D]
= A ν˜[f 2]
d’ou` l’identite´ annonce´e A(µ, ν) = A(µ, ν˜).

Remarque 6 Il est bien connu que la re´gularite´ est la condition permettant de re´duire les mesures
a` leur simple action sur les fonctions continues et dans ce papier, cette hypothe`se sur ν ne sert
qu’a` justifier le passage de (5) a` (6). Ainsi si on de´finit A(µ, ν) comme l’infimum des constantes
A ∈ R+ telles que (1) soit plutoˆt satisfait pour toute fonction f absolument continue (f ′ de´signant
sa de´rive´e de Radon-Nikodym), alors ce qui suit reste valable sans hypothe`se de re´gularite´ sur ν
(rappelons que dans (6), il suffit de conside´rer des fonctions borne´es).
Par contre sans l’hypothe`se de re´gularite´, les deux de´finitions de A(µ, ν) a` partir de (5) et de (6)
ne sont pas e´quivalentes. Par exemple si l’on conside`re µ 6= δ0 et ν B
∑
q∈Q δq, la borne (5) est
satisfaite pour toute constante A > 0, puisque le membre de droite est infini sauf pour f ≡ 0,
d’ou` A(µ, ν) = 0. Cependant si dans (6) on prend f =
 
R\Q, on aboutit a` une contradiction, d’ou`
A(µ, ν) = +∞ et c’est cette de´finition qui est correcte au vu de ce qui va suivre. On supposera donc
de´sormais que A(µ, ν) est de´fini a` partir de (6). Dans le meˆme registre, notons que la σ-finitude de
ν implique l’existence d’une fonction f ∈ B+(R) strictement positive telle que ν[f 2] < +∞, ce qui
interdit que A(µ, ν) = 0 si µ 6= δ0 (ou plus ge´ne´ralement si µ n’est pas une masse de Dirac dans
les cas non syme´triques).

Remarque 7 On peut aussi questionner l’hypothe`se de σ-finitude de ν. Son inte´reˆt premier est
que la de´rive´e de Radon-Nikodym dν/dλ admet bien un sens. Cependant de manie`re ge´ne´rale, on
peut de´finir la de´rive´e de Radon-Nikodym d’une mesure ν quelconque (positive !) par rapport a`
une mesure σ-finie λ de la manie`re suivante. Conside´rons
F B {f ∈ L0+(λ) : f · λ ≤ ν}
ou` L0+(λ) est l’ensemble des classes d’e´quivalence pour la relation d’e´galite´ λ-p.p. des fonctions
a` valeurs dans R¯+ et ou` f · λ est la mesure admettant f pour densite´ par rapport a` λ (ainsi
par exemple (+∞) · λ est la mesure de´finie sur les e´le´ments A de la σ-alge`bre sous-jacente par
((+∞) · λ)(A) = 0 si λ(A) = 0 et ((+∞) · λ)(A) = +∞ sinon). Comme tout sous-ensemble de
L
0(λ), F admet un supremum dans L0(λ) (voir par exemple le livre de Neveu [30]). Il suffit alors
de poser dν/dλ comme e´tant ce supremum. Il s’agit en fait d’un maximum. En effet, F e´tant stable
par maximisation (si f, g ∈ F , alors f ∨ g ∈ F , on s’en rend compte en conside´rant se´pare´ment
les deux e´ve´nements {f ≥ g} et {f < g}), on sait (cf. [30]) qu’il existe une suite maximisante
(fn)n∈N d’e´le´ments de F convergeant en croissant λ-p.p. vers dν/dλ et il en de´coule facilement
que dν/dλ ∈ F . Par contre, on ne dispose pas en ge´ne´ral de de´composition correspondante de
Lebesgue : il n’existe pas de mesure ν̂ ⊥ λ telle que ν = (dν/dλ) · λ + ν̂, comme on peut s’en
persuader en prenant pour ν la mesure de comptage et λ la mesure de Lebesgue sur R (dans
cette situation on a (dν/dλ) = +∞ et si ν̂ est comme ci-dessus alors ne´cessairement ν̂ = ν qui
n’est pas e´trange`re a` λ ...). Revenons a` notre contexte et pour une mesure ν quelconque, posons
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ν˜ = (dν/dλ) · λ, puis ve´rifions que l’on a encore A(µ, ν) = A(µ, ν˜). L’ine´galite´ A(µ, ν) ≤ A(µ, ν˜)
de´coule imme´diatement de (dν/dλ) · λ ≤ ν. Re´ciproquement, dans (6) il n’est besoin de conside´rer
que des fonctions f ∈ B+(R) telles que
∫
f2 dν =
∫
f2
 
{f>0}dν < +∞, ce qui permet de re´aliser
que A(µ, ν) = infE∈E A(µ,
 
E · ν), ou` E est l’ensemble des bore´liens de R tels que   E · ν soit σ-fini
(cette proprie´te´ e´tant e´quivalente a` l’existence d’une fonction strictement positive et inte´grable).
Pour un tel E ∈ E , soit fE la de´rive´e de Radon-Nikodym usuelle de   E · ν par rapport a` λ, on a
ne´cessairement fE ≤ (dν/dλ), λ-p.p. et A(µ,   E · ν) = A(µ, fE ·λ). De ces deux faits, il ressort que
A(µ,
 
E · ν) ≥ A(µ, ν˜), d’ou` le re´sultat annonce´.
Par contre, on peut maintenant avoir A(µ, ν) = 0 sans que µ soit une masse de Dirac, plus
pre´cise´ment, les de´veloppements qui suivent permettent de voir que A(µ, ν) = 0 si et seulement si
dν/dλ = +∞ λ-p.p. sur l’enveloppe convexe du support de µ (et dans ce cas si µ n’est pas une
mesure de Dirac, alors l’ine´galite´ de Poincare´ n’est pas satisfaite avec A(µ, ν) = 0, i.e. l’infimum en
A ≥ 0 de´finissant cette constante n’est pas atteint, de par la convention traditionnelle 0(+∞) = 0).
Une petite application des remarques pre´ce´dentes est que le corollaire 3 sera valable sans restriction
sur l’ensemble ou` s’annule U ′.

Ces conside´rations nous permettent de supposer de´sormais que ν  λ.
Rappelons que Mµ ∈ R¯+ est le supremum du support de µ (de´fini dans la proposition 2).
Lemme 8 Notons ν˜ B
 
]−Mµ,Mµ[ν la restriction de ν a` ]−Mµ,Mµ[. Alors on a A(µ, ν) = A(µ, ν˜).
De plus si µ n’est pas la masse de Dirac δ0 et si ν˜ n’est pas e´quivalent a`
 
]−Mµ,Mµ[λ, on a A(µ, ν) =
+∞.
Preuve :
En effet, on ne perd rien dans l’ine´galite´ (6) a` n’y conside´rer que des fonctions f ∈ B+(R) qui
s’annulent sur R \ [−Mµ,Mµ], d’ou` le premier re´sultat annonce´ puisque ν  λ.
Pour le second, supposons ν˜ non e´quivalente a`
 
]−Mµ,Mµ[λ et soit D ∈ R avec D ⊂] −Mµ,Mµ[,
λ(D) > 0 et ν(D) = 0. Si Mµ 6= 0, c’est-a`-dire si µ 6= δ0, on peut trouver 0 < η < Mµ tel que
D′ B D ∩ [−η, η] satisfait les meˆmes conditions que D. On aboutit alors a` l’e´galite´ A(µ, ν) = +∞
en observant qu’avec f B
 
D′ , Var(f, µ) > 0 et ν[f
2] = 0.

Le cas ou` µ = δ0 e´tant de peu d’inte´reˆt, on supposera dore´navant, sauf mention contraire, que
µ 6= δ0, de sorte que Mµ ∈ R∗+ t {+∞}. Le lemme pre´ce´dent montre aussi que l’on peut se
restreindre a` ne conside´rer que des mesures ν e´quivalentes a`
 
]−Mµ,Mµ[λ, ce que l’on fera aussi
de´sormais. On peut meˆme encore re´duire un peu la classe des mesures ν pertinentes pour nos
proble`mes :
Lemme 9 Supposons qu’il existe 0 < x < Mµ avec∫ x
0
1
ν(y)
dy = +∞
(ou` l’on a e´tendu l’abus de notation ν ←↩ (dν)/(dλ) aux cas envisage´s dans la remarque 7). Alors
on a A(µ, ν) = +∞.
On aura remarque´ que dans cette situation on a aussi B(µ, ν) = +∞, par de´finition de Mµ.
Preuve :
Le point 0 < x < Mµ e´tant fixe´ comme ci-dessus, notons pour a > 0, Da B {0 ≤ y ≤ x : ν(y) ≥
1/a}. On calcule qu’avec fa B   Da1/ν,
Var(f, µ) ≥
∫ (∫ x
0
fa(u) du
)2
 
{y≤0, z≥x} µ(dy)µ(dz)
= F 2(a)µ(] −∞, 0])µ([x,+∞[)
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avec
∀ a > 0, F (a) B
∫
Da
1
ν(u)
du
Cependant on a aussi ν[f 2a ] = F (a). Ainsi si A ∈ R+ satisfait l’ine´galite´ (6), on a ne´cessairement
A ≥ F (a)µ(] −∞, 0])µ([x,+∞[)
du moins pour les a > 0 tels que 0 < F (a) < +∞, ce qui est vrai pour tout a > 0 assez grand (nos
restrictions pre´ce´dentes interdisant le cas trivial ou` ν est identiquement nul). Reste a` faire tendre
a vers +∞ pour se rendre compte qu’il ne peut pas exister de telle constante A ∈ R+, puisque
lima→+∞ F (a) = +∞ et µ(]−∞, 0])µ([x,+∞[) > 0.

Cependant, comme on pourra le retrouver a posteriori graˆce aux bornes (2), le lemme pre´ce´dent
n’est plus ne´cessairement juste si l’on y prend x = Mµ. On peut toutefois s’y ramener par le biais
des observations suivantes : pour 0 < η < Mµ, de´finissons une constante Aη(µ, ν) de la manie`re
suivante : si Mµ < +∞ (respectivement Mµ = +∞), posons
Aη(µ, ν) B sup
f∈D(µ,ν,η)
1
2ν[f2]
∫ (∫ y
x
f(u) du
)2
µ(dx)µ(dy)
ou` D(µ, ν, η) est l’ensemble des fonctions f de B+(R) telles que ν[f 2] < +∞ et dont le support est
inclus dans [−Mµ + η,Mµ − η] (resp. dans [−1/η, 1/η]). Avec cette de´finition, il est clair que
lim
η→0+
Aη(µ, ν) = A(µ, ν) (7)
Or pour 0 < η < Mµ < +∞, de´finissons
µη B
 
]−Mµ+η,Mµ−η[ · µ+ µ(]−∞,−Mµ + η])δ−Mµ+η + µ([Mµ − η,+∞[)δMµ−η
νη B
 
]−Mµ+η,Mµ−η[ · ν
et pour 0 < η < Mµ = +∞,
µη B
 
]−1/η,1/η[ · µ+ µ(]−∞,−1/η])δ−1/η + µ([1/η,+∞[)δ1/η
νη B
 
]−1/η,1/η[ · ν
de sorte que
Lemme 10 Pour tout 0 < η < Mµ, on a Aη(µ, ν) = A(µη, νη).
Preuve :
Ceci de´coule imme´diatement du fait que pour tout f ∈ D(µ, ν, η), on a∫ (∫ y
x
f(u) du
)2
µ(dx)µ(dy) =
∫ (∫ y
x
f(u) du
)2
µη(dx)µη(dy)
ν[f2] = νη[f
2]

Par cette approximation, on se rame`ne donc a` concentrer notre attention sur les couples (µ, ν) tels
que Mµ < +∞ et
∫Mµ
0 1/ν(s)λ(ds) < +∞, ce que nous ferons pour le reste de cette section.
Nous allons maintenant proce´der a` des re´gularisations de µ et ν. Continuons tout d’abord avec
ν en faisant la remarque suivante :
A(µ, ν) = sup
f∈L2
+
([−Mµ,Mµ],λ)
1
2λ[f2]
∫ (∫ y
x
f(u)
√
Vν(u) du
)2
µ(dx)µ(dy) (8)
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ou` Vν ∈ L1+(]−Mµ,Mµ[, λ) est l’application de´finie par
Vν : ]−Mµ,Mµ[3 x 7→ 1
ν(x)
∈ R¯+
(elle de´pend donc aussi le´ge`rement de µ par l’interme´diaire de Mµ, que l’on suppose fixe´ pour cette
discussion).
En effet, pour passer de
A(µ, ν) = sup
f∈L2+(ν)
1
2ν[f2]
∫ (∫ y
x
f(u) du
)2
µ(dx)µ(dy) (9)
a` (8), on note que si D B {(dν)/(dλ) = +∞} et si f ∈ B+([−Mµ,Mµ]) est telle que ν[f 2] < +∞,
alors f = 0 λ-p.p. sur D, ainsi f peut s’e´crire p.p. sous la forme g
√
Vν avec g ∈ B+([−Mµ,Mµ])
(rappelons que par nos restrictions pre´ce´dentes, {(dν)/(dλ) = 0} est λ-ne´gligeable) ve´rifiant λ[g 2] =
ν[f2] < +∞ . Re´ciproquement si l’on se donne g ∈ L2+([−Mµ,Mµ], λ), on a bien g
√
Vν ∈ L2+(ν) et
ν[g2Vν ] = λ[g
2], d’ou` en fin de compte (8). Profitons-en pour signaler que l’on peut aussi dans (8)
ne conside´rer que des f 6= 0 (dans L2+([−Mµ,Mµ], λ), puisque la contribution de la fonction nulle
est 0 = 0/0.
On dira qu’une suite de mesures (νn)n∈N toutes syme´triques et e´quivalentes a`
 
]−Mµ,Mµ[ ·λ converge
convenablement vers ν, si pour tout n ∈ N, Vνn peut se prolonger en une fonction strictement
positive et de classe C∞ sur un voisinage de [−Mµ,Mµ] et si les Vνn convergent pour n grand vers
Vν dans L
1(]−Mµ,Mµ[, λ). La re´gularite´ de   ]−Mµ,Mµ[ · λ nous assure sans difficulte´ de l’existence
de telles suites approximantes.
Lemme 11 Supposons que la suite (νn)n∈N converge convenablement vers ν, alors
lim
n→∞
A(µ, νn) = A(µ, ν)
Preuve :
Soient V,W ∈ L1+(]−Mµ,Mµ[, λ), on calcule que
1
2
∣∣∣∣∣∣
√∫ (∫ y
x
f(u)
√
V (u) du
)2
µ(dx)µ(dy) −
√∫ (∫ y
x
f(u)
√
W (u) du
)2
µ(dx)µ(dy)
∣∣∣∣∣∣
2
≤ 1
2
∫ (∫ y
x
f(u)(
√
V (u)−
√
W (u)) du
)2
µ(dx)µ(dy)
=
∫
x≤y
(∫ y
x
f(u)(
√
V (u)−
√
W (u)) du
)2
µ(dx)µ(dy)
≤
∫
x≤y
(∫ y
x
f2(u) du
∫ y
x
(
√
V (v)−
√
W (v))2 dv
)
µ(dx)µ(dy)
≤
∫ Mµ
−Mµ
(
√
V (v)−
√
W (v))2 dv
∫
x≤y
(∫ y
x
f2(u) du
)
µ(dx)µ(dy)
Cependant en utilisant l’ine´galite´
∀ t, s ≥ 0, (√t−√s)2 ≤ |t− s|
on se rend compte que le premier facteur du membre de droite est majore´ par ‖V −W‖L1(]−Mµ,Mµ[,λ).
Le second est clairement borne´ par
∫Mµ
−Mµ
f2 dλ et il apparaˆıt alors que pour tout n ∈ N (en
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appliquant ce qui pre´ce`de avec V = Vνn et W = Vν),∣∣∣√A(µ, νn)−√A(µ, ν)∣∣∣
≤ sup
f∈B+([−Mµ,Mµ]) : 0<λ[f2]<+∞
∣∣∣∣∣
√
1
2λ[f2]
∫ (∫ y
x
f(u)
√
Vνn(u) du
)2
µ(dx)µ(dy)
−
√
1
2λ[f2]
∫ (∫ y
x
f(u)
√
Vν(u) du
)2
µ(dx)µ(dy)
∣∣∣∣∣
= sup
f∈B+([−Mµ,Mµ]) : 0<λ[f2]<+∞
1√
2λ[f2]
∣∣∣∣∣
√∫ (∫ y
x
f(u)
√
Vνn(u) du
)2
µ(dx)µ(dy)
−
√∫ (∫ y
x
f(u)
√
Vν(u) du
)2
µ(dx)µ(dy)
∣∣∣∣∣
≤
√
‖Vνn − Vν‖L1(]−Mµ,Mµ[,λ)

On est donc ramene´ a` l’estimation de A(µ, ν) pour des mesures ν telles que Vν soit strictement
positif et de classe C∞ sur [−Mµ,Mµ]. Montrons que l’on peut aussi ne conside´rer que des pro-
babilite´s µ admettant une densite´ de classe C∞ et strictement positive sur [−Mµ,Mµ]. Pour cela
notons D(µ) l’ensemble de ces probabilite´s, de plus supporte´es par [−Mµ,Mµ] et syme´triques (pour
tout µ′ ∈ D(µ) on a donc Mµ′ = Mµ). On dira qu’une suite (µn)n∈N d’e´le´ments de D(µ) converge
ade´quatement vers µ si Fµn converge vers Fµ dans L
1(] −Mµ,Mµ[, λ), ou` rappelons que Fµ est
la fonction de re´partition de µ, que l’on peut restreindre a` [−Mµ,Mµ], car avant elle vaut 0 et 1
apre`s. Puisqu’une fonction de re´partition est a` valeurs dans [0, 1], la convergence L1 ci-dessus est
e´quivalente a` la convergence Lp, pour n’importe quel 1 ≤ p < +∞. On a meˆme beaucoup mieux :
Lemme 12 Soit −∞ ≤M <M ′ ≤ +∞ et (Fn)n∈N une suite de fonctions croissantes sur ]M,M ′[
convergeant dans L1(]M,M ′[, λ) vers une fonction F . Alors F admet une λ-modification croissante
et en tout point u ∈]M,M ′[ de continuite´ pour celle-ci, on a limn→∞ Fn(u) = F (u). De meˆme
pour les inverses ge´ne´ralise´s, si l’on fait l’hypothe`se que les enveloppes convexes des Fn(]M,M
′[),
pour n ∈ N, co¨ıncident toutes avec l’enveloppe convexe de F (]M,M ′[) (e´ventuellement aux points
extre´maux pre`s) ; si u ∈ F (]M,M ′[) est un point de continuite´ de F−1, alors limn→∞ F−1n (u) =
F−1(u).
Ce re´sultat de renforcement de la qualite´ de la convergence peut eˆtre vu comme un e´quivalent pour
la convergence p.p. du second the´ore`me de Dini.
Preuve :
Il est bien connu que d’une convergence L1 on peut extraire une sous-suite convergeant p.p. Soit N
l’ensemble λ-ne´gligeable sous-jacent. On a donc que F est croissante sur ]M,M ′[\N . Il suffit alors
de rede´finir pour tout x ∈ N , F (x) ←↩ inf{F (y) : y ∈]s,M [\N} pour obtenir une λ-modification
de F croissante.
Soit ensuite u ∈]M,M ′[ un point de continuite´ pour cette dernie`re et donnons-nous  > 0. On peut
donc trouver δ > 0 tel que ]u − δ, u + δ[⊂]M,M ′[ et F (]u − δ, u + δ[) ⊂]F (u) − /3, F (u) + /3[.
Supposons maintenant que lim supn→∞ Fn(u) ≥ F (u) + . Quitte a` extraire une sous-suite de
(Fn)n∈N, que l’on renote de la meˆme manie`re, on peut faire l’hypothe`se que pour tout n assez
grand, Fn(u) ≥ F (u) + 2/3. Mais alors on calcule que pour ces n,
‖Fn − F‖L1(]M,M ′[,λ) ≥
∫ u+δ
u
Fn(v)− F (v) dv
≥ δ/3
12
par croissance de Fn sur [u, u + δ[. On aboutit ainsi a` une contradiction avec la convergence de
la suite (Fn)n∈N vers F dans L
1(]M,M ′[, λ). On rencontre le meˆme proble`me si l’on suppose que
lim infn→∞ Fn(u) ≤ F (u)−, en inte´grant plutoˆt sur ]u−δ, u]. D’ou` la premie`re convergence simple
annonce´e.
Pour la convergence correspondante des inverses ge´ne´ralise´s, on pourrait aussi s’en convaincre a`
partir de manipulations similaires, mais le plus simple est de faire un dessin. Par syme´trie par
rapport a` la diagonale, on voit que pour tout n ∈ N,
‖Fn − F‖L1(]M,M ′[,λ) =
∥∥F−1n − F−1∥∥L1(]I,I′[,λ)
car il s’agit de l’aire “situe´e a` l’inte´rieur des deux graphes de Fn et de F (en reliant d’un trait
les sauts)”, ou` ]I, I ′[ est l’inte´rieur de l’enveloppe convexe de F (]M,M ′[). Le second re´sultat de
convergence simple de´coule alors du premier.

Revenant a` notre contexte, on en de´duit que si la suite (µn)n∈N de D(µ) converge ade´quatement
vers µ, alors pour n grand Fµn converge p.p. vers Fµ sur ] −Mµ,Mµ[ et F−1µn converge p.p. et
dans L1(]0, 1[, λ) vers F−1µ sur ]0, 1[. C’est surtout cette dernie`re convergence qui sera utile dans la
section 4, mais ici contentons-nous d’indiquer que toute probabilite´ µ 6= δ0 peut eˆtre ade´quatement
approche´e et prouvons la version correspondante du lemme 11 :
Lemme 13 Supposons que la suite (µn)n∈N de D(µ) converge ade´quatement vers µ, alors
lim
n→∞
A(µn, ν) = A(µ, ν)
(ou` ν est suffisamment re´gulier pour que Vν soit borne´ sur [−Mµ,Mµ]).
Preuve :
Soient f ∈ L2([−Mµ,Mµ], λ) et µ˜ une probabilite´ a` support dans [−Mµ,Mµ], par le the´ore`me de
Fubini, on peut e´crire∫
x≤y
(∫ y
x
f(u)
√
Vνn(u) du
)2
µ˜(dx)µ˜(dy)
=
∫
x≤y
(∫ y
x
f(u)
√
Vνn(u) du
)(∫ y
x
f(v)
√
Vνn(v) dv
)
µ˜(dx)µ˜(dy)
=
∫
]−Mµ,Mµ[2
du dvf(u)
√
Vνn(u)f(v)
√
Vνn(v)
∫
 
x≤u∧v, u∨v<y µ˜(dy) µ˜(dx)
=
∫
]−Mµ,Mµ[2
du dvf(u)
√
Vνn(u)f(v)
√
Vνn(v)µ˜([−Mµ, u ∧ v])µ˜(]u ∨ v,Mµ])
=
∫
]−Mµ,Mµ[2
f(u)
√
Vνn(u)f(v)
√
Vνn(v)Gµ˜(u, v)λ
⊗2(du, dv)
ou` l’on a e´te´ amene´ a` poser
∀ (u, v) ∈]−Mµ,Mµ[2, Gµ˜(u, v) B Fµ˜(u ∧ v)(1 − Fµ˜(u ∨ v))
(on aura remarque´ que si l’on avait remplace´ Fµ˜(u∨ v) par Fµ˜(u∨ v−) dans la de´finition ci-dessus,
cela n’aurait rien change´ aux inte´grales pre´ce´dentes).
On a donc∣∣∣∣∣
∫
x≤y
(∫ y
x
f(u)
√
Vνn(u) du
)2
µ˜(dx)µ˜(dy)−
∫
x≤y
(∫ y
x
f(u)
√
Vνn(u) du
)2
µ(dx)µ(dy)
∣∣∣∣∣
=
∣∣∣∣∣
∫
]−Mµ,Mµ[2
f(u)
√
Vνn(u)f(v)
√
Vνn(v)(Gµ˜(u, v)−Gµ(u, v))λ⊗2(du, dv)
∣∣∣∣∣
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≤ ‖Vν‖∞
∫
]−Mµ,Mµ[2
f(u)f(v)
∣∣Gµ˜(u, v) −Gµ(u, v)∣∣ λ⊗2(du, dv)
≤ ‖Vν‖∞
√∫
]−Mµ,Mµ[2
f2(u)f2(v)λ⊗2(du, dv)
√∫
]−Mµ,Mµ[2
(Gµ˜(u, v) −Gµ(u, v))2 λ⊗2(du, dv)
= ‖Vν‖∞ λ[f2
 
]−Mµ,Mµ[]
∥∥Gµ˜ −Gµ∥∥L2(]−Mµ,Mµ[2,λ⊗2)
On pourra alors conclure comme dans la preuve du lemme 11 s’il est possible de bien majorer∥∥Gµ˜ −Gµ∥∥L2(]−Mµ,Mµ[2,λ⊗2) en termes de ∥∥Fµ˜ − Fµ∥∥L1(]−Mµ,Mµ[,λ). Mais on note que pour tout
(u, v) ∈]−Mµ,Mµ[2,∣∣Gµ˜(u, v)−Gµ(u, v)∣∣
≤ ∣∣Fµ˜(u ∧ v)− Fµ(u ∧ v)∣∣ (1− Fµ˜(u ∨ v)) + Fµ(u ∧ v) ∣∣Fµ˜(u ∨ v)− Fµ(u ∨ v)∣∣
≤ ∣∣Fµ˜(u ∧ v)− Fµ(u ∧ v)∣∣+ ∣∣Fµ˜(u ∨ v)− Fµ(u ∨ v)∣∣
d’ou`∥∥Gµ˜ −Gµ∥∥2L2(]−Mµ,Mµ[2,λ⊗2)
≤ 2
(∫
]−Mµ,Mµ[2
(Fµ˜(u ∧ v)− Fµ(u ∧ v))2 du dv +
∫
]−Mµ,Mµ[2
(Fµ˜(u ∨ v)− Fµ(u ∨ v))2 du dv
)
=
∫
]−Mµ,Mµ[
(Fµ˜(u)− Fµ(u))2(1− u) du +
∫
]−Mµ,Mµ[
(Fµ˜(u)− Fµ(u))2u du
=
∫
]−Mµ,Mµ[
(Fµ˜(u)− Fµ(u))2 du
≤ ∥∥Fµ˜ − Fµ∥∥L1(]−Mµ,Mµ[,λ)
puis la convergence voulue.

On se rame`ne ainsi a` des couples (µ, ν) tre`s re´guliers : µ admet une densite´ strictement positive
et C∞ sur [−Mµ,Mµ] et Vν ve´rifie aussi cette proprie´te´. Ceci correspond a` la situation envisage´e
par Bobkov et Go¨tze dans [4]. Notre objectif est d’obtenir (a` la fin de la section suivante) pour
ces couples une nouvelle description de A(µ, ν) puis de montrer que celle-ci est stable par les deux
dernie`res approximations conside´re´es, ce qui permettra de l’e´tendre au moins a` tous les couples
(µ, ν) ve´rifiant Mµ < +∞ et
∫Mµ
0 1/ν dλ < +∞.
Pour effectuer une re´duction “a` la Bobkov et Go¨tze” a` des proble`mes de Sturm-Liouville, nous
allons tout d’abord utiliser, comme annonce´, une me´thode de chemin.
L’ide´e est tre`s simple : on se donne f ∈ L2+(]−Mµ,Mµ[, λ) et −Mµ < x < y < Mµ et on cherche
a` majorer
(∫ y
x f(u)
√
Vν(u) du
)2
line´airement en termes de (f 2(v))−Mµ<v<Mµ . Evidemment ceci va
eˆtre fait par le biais de l’ine´galite´ de Cauchy-Schwartz et pour nous donner un peu de latitude,
conside´rons de plus une fonction g mesurable et strictement positive sur [x, y]. On peut alors e´crire(∫ y
x
f(u)
√
Vν(u) du
)2
≤
∫ y
x
f2(u)
1
g(u)
du
∫ y
x
Vν(v)g(v) dv
Il est important de remarquer que nous n’avons rien perdu lors de cette ope´ration, puisque le cas
d’e´galite´ correspond au choix g = fV
−1/2
ν , inde´pendamment de −Mµ < x < y < Mµ. Il semble
donc inte´ressant de se donner une fonction g mesurable et strictement positive sur [−Mµ,Mµ] et
de proce´der a` la majoration suivante :∫
x≤y
(∫ y
x
f(u)
√
Vν(u) du
)2
µ(dx)µ(dy)
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≤
∫
x≤y
(∫ y
x
f2(u)
1
g(u)
du
∫ y
x
Vν(v)g(v) dv
)
µ(dx)µ(dy)
=
∫ Mµ
−Mµ
du f2(u)
1
g(u)
∫
x≤u≤y
(∫ y
x
Vν(v)g(v) dv
)
µ(dx)µ(dy) (10)
Puisque l’on cherche a` comparer ceci a`
∫Mµ
−Mµ
f2(u) du, d’une certaine manie`re la meilleure chose
qui puisse nous arriver est que l’expression
1
g(u)
∫
x≤u≤y
(∫ y
x
Vν(v)g(v) dv
)
µ(dx)µ(dy)
soit λ-p.p. constant en u ∈] −Mµ,Mµ[. En notant A > 0 cette e´ventuelle constante, on est ainsi
amene´ a` se demander s’il existe une solution g strictement positive sur ] −Mµ,Mµ[ a` l’e´quation
inte´grale
Ag(u) =
∫
x≤u≤y
(∫ y
x
Vν(v)g(v) dv
)
µ(dx)µ(dy)
Si une telle solution existe et est de classe C2 sur ] −Mµ,Mµ[, nos conditions de re´gularite´ nous
permettent de de´river deux fois l’identite´ pre´ce´dente pour trouver que g est en fait une solution de
l’e´quation de Sturm-Liouville
A
(
g′
µ
)′
= −Vνg (11)
Puisque l’on cherche une solution strictement positive sur ]−Mµ,Mµ[, on imagine que le cas cri-
tique (en A) correspond aux conditions de Dirichlet, c’est-a`-dire quand g se prolonge par continuite´
a` [−Mµ,Mµ] avec g(−Mµ) = g(Mµ) = 0.
Pour justifier ce de´veloppement heuristique, supposons donc que A > 0 est tel qu’il existe une solu-
tion g strictement positive de (11) sur ]−Mµ,Mµ[. L’ellipticite´ (i.e. le fait que 0 < min[−Mµ,Mµ] µ ≤
max[−Mµ,Mµ] µ < +∞) et la re´gularite´ des coefficients de cette e´quation font que meˆme si la so-
lution g est comprise au sens faible des distributions, elle est en fait de classe C∞ sur [−Mµ,Mµ]
(comme pre´ce´demment ceci signifie qu’elle peut se prolonger sur un voisinage de ce compact en une
fonction de classe C∞). Par contre elle peut e´ventuellement s’annuler en −Mµ et Mµ. En inte´grant
(11), il apparaˆıt que pour tous −Mµ ≤ x ≤ y ≤Mµ,
A
(
g′(y)
µ(y)
− g
′(x)
µ(x)
)
= −
∫ y
x
Vν(u)g(u) du
Soit −Mµ ≤ t ≤Mµ fixe´, en inte´grant ceci par rapport a`   {x≤t≤y}µ(x)µ(dy) on obtient
A(g(Mµ)− g(t))µ([−Mµ, t])−A(g(t) − g(−Mµ))µ(]t,Mµ])
= −
∫
x≤t≤y
(∫ y
x
Vν(u)g(u) du
)
µ(x)µ(dy)
c’est-a`-dire que pour tout −Mµ ≤ t ≤Mµ on a
Ag(t) = a(t) + b(t) +
∫
x≤t≤y
(∫ y
x
Vν(u)g(u) du
)
µ(x)µ(dy)
avec a(t) B Ag(−Mµ)µ(]t,Mµ]) et b(t) B Ag(Mµ)µ([−Mµ, t]). Puisque ces deux nombres sont
positifs, on a
Ag(t) ≥
∫
x≤t≤y
(∫ y
x
Vν(u)g(u) du
)
µ(x)µ(dy)
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En reportant cette ine´galite´ dans (10), on obtient que pour tout f ∈ L2(]−Mµ,Mµ[),∫
x≤y
(∫ y
x
f(u)
√
Vν(u) du
)2
µ(dx)µ(dy) ≤ A
∫ Mµ
−Mµ
f2(u) du
d’ou` A(µ, ν) ≤ A.
Si de plus g satisfait la condition de Dirichlet, on a pour tout t ∈ [−Mµ,Mµ], a(t) = 0 = b(t),
et si l’on prend f = g
√
Vν , toutes les ine´galite´s pre´ce´dentes sont des e´galite´s et on aboutit a`
la conclusion que A(µ, ν) = A. Il ne peut donc exister qu’un seul A > 0 tel que (11) admette
une solution strictement positive sur ] − Mµ,Mµ[ avec condition au bord de Dirichlet et c’est
ne´cessairement A(µ, ν). Reste a` se persuader de l’existence d’un tel A > 0. Pour cela, rappelons
que par le the´ore`me de Cauchy-Lipschitz une solution de (11) est uniquement de´termine´e par g(0) et
g′(0). Puisque l’on cherche des solutions strictement positives sur ]−Mµ,Mµ[, on peut supposer que
g(0) = 1 et par syme´trie du proble`me (condition de Dirichlet au bord incluse), on peut deviner que
si elle existe, notre solution ve´rifiera g ′(0) = 0. Conside´rons donc gA la solution de (11) satisfaisant
a` ces conditions en 0. Pour plus de commodite´, e´tendons µ et Vν a` tout R en des fonctions C∞,
syme´triques, uniforme´ment minore´es et majore´es par des constantes strictement positives et faisons
de sorte que leur deux premie`res de´rive´es soient e´galement uniforme´ment borne´es (on peut par
exemple les rendre pe´riodiques avec une pe´riode un peu plus grande que 2Mµ). L’e´quation (11)
admet alors une unique solution sur tout R prolongeant gA et on la note de la meˆme manie`re.
Graˆce aux the´ore`mes de comparaison de Sturm (voir par exemple le the´ore`me XI.3.1 du livre [19]
de Hartman), on peut comparer la position des ze´ros de gA avec ceux de solutions d’e´quations de
Sturm-Liouville a` coefficients constants. Ceci permet de voir que gA va admettre un premier ze´ro
0 < z(A) < +∞ a` droite de 0 et que limA→0+ z(A) = 0 et limA→+∞ z(A) = +∞. Notre proble`me
est de savoir s’il existe A > 0 tel que z(A) = Mµ (puisque tout se passe de manie`re syme´trique
sur R−). Une nouvelle application du the´ore`me de comparaison de Sturm montre que l’application
R
∗
+ 3 A 7→ z(A) est strictement croissante. Il suffit donc de voir que cette fonction z est continue,
mais ceci de´coule facilement d’un re´sultat classique de continuite´ de l’application R∗+ 3 A 7→ gA
si on la conside`re comme a` valeurs dans C(R) muni de la convergence uniforme sur les compacts
(le plus simple pour s’en convaincre est peut-eˆtre de transformer (11) en un syste`me line´aire de
deux e´quations diffe´rentielles du premier ordre et d’appliquer a` une norme de (gA, g
′
A) − (gA˜, g′A˜)
un lemme de Gronwall, pour A˜ > 0 proche de A > 0).
On a donc de´montre´ le re´sultat suivant.
Proposition 14 Il existe un unique A > 0 tel que (11) admette une solution strictement positive
sur ]−Mµ,Mµ[ et s’annulant sur la frontie`re. Il s’agit de la constante A(µ, ν).
Bobkov et Go¨tze [4] se rame`nent aussi a` conside´rer sur R+ l’e´quation de Sturm-Liouville (11) avec
condition initiale g(0) = 1 et g′(0) = 0 et a` en estimer le premier ze´ro. Il existe toutefois des petites
diffe´rences entre nos de´veloppements - ces auteurs sont partis des ine´galite´s de Hardy et non pas
directement de celles de Poincare´ (mais les calculs de [4] et les pre´ce´dents permettent de voir a`
quel point elles sont tre`s fortement lie´es, du moins dans un contexte syme´trique, ce qui e´tait un
peu pre´visible) - Bobkov et Go¨tze ont pre´fe´re´ avoir recours a` des conside´rations spectrales (du type
de celles e´voque´es un peu plus loin) plutoˆt qu’a` l’aspect optimal des me´thodes de chemins et aux
the´ore`mes de comparaison de Sturm.
Remarque 15 La proposition 14 reste valable sans aucune hypothe`se de syme´trie, il suffit d’adap-
ter un peu les arguments pre´ce´dents en ayant recours a` la pre´cision qu’offrent les the´ore`mes de
comparaison de Sturm en termes de la “de´rive´e initiale”. D’ailleurs ce re´sultat serait de´ja` inclus tel
quel dans la section XI.4 de [19], si au lieu de (11), on s’inte´ressait a` l’e´quation de Sturm-Liouville
(g
′
µ )
′ = −(Vν + 1/A)g.
Sur un intervalle non vide ]N,M [, on cherche donc a` trouver une solution g strictement positive
de (11) avec condition de Dirichlet au bord. Comme pre´ce´demment, on peut faire l’hypothe`se
que µ et Vν sont des fonctions de classe C∞ sur R, uniforme´ment minore´es et majore´es par des
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constantes strictement positives et leur deux premie`res de´rive´es sont aussi uniforme´ment borne´es.
Posons P B (N + M)/2 et pour A ∈ R∗+ et a ∈ R, conside´rons g l’unique solution de (11) sur
R satisfaisant g(P ) = 1 et g′(P ) = a. Notons z+(A, a) et z−(A, a) respectivement le premier ze´ro
de g a` droite et a` gauche de P , ils existent par les meˆmes arguments que ci-dessus. Les the´o-
re`mes de comparaison de Sturm permettent aussi d’avoir des renseignements sur le comportement
de ces points en fonction de a ∈ R. Ainsi a` A > 0 fixe´, les applications R 3 a 7→ z+(A, a) et
R 3 a 7→ z−(A, a) sont strictement croissantes (cf. [19], on a meˆme un peu mieux : pour les couples
(A, a), (A˜, a˜) ∈ R∗+ × R, tels que A ≤ A˜ et Aa < A˜a˜, on est assure´ de z+(A, a) < z+(A˜, a˜)). De
plus, elles sont continues, comme on s’en rend compte par une application du the´ore`me classique de
continuite´ des solutions (toujours dans C(R) muni de la convergence uniforme sur les compacts) en
fonction des conditions initiales. Ce re´sultat est aussi base´ sur un lemme de Gronwall, qui applique´
directement donne plus pre´cise´ment la continuite´ conjointe en leur deux arguments de z+ et de
z−. Par ailleurs la comparaison avec la solution d’une e´quation de Sturm-Liouville a` coefficients
constants permet de voir qu’uniforme´ment en A variant dans un compact de R∗+, on a
lim
a→−∞
z+(A, a) = P et lim
a→+∞
z−(A, a) = P (12)
On en de´duit que pour tout A > 0 fixe´, il existe un unique a(A) ∈ R tel que
P − z−(a(A), A) = z+(a(A), A) − P (13)
Notons que l’application a : R∗+ 3 A 7→ a(A) ∈ R est continue : soit (An)n∈N une suite d’e´le´ments
de R∗+ convergeant vers A ∈ R∗+, telle que la suite (a(An))n∈N converge dans R¯. Si sa limite devait
eˆtre +∞, en utilisant d’une part les convergences uniformes (12) et d’autre part (13), on aboutirait
a`
lim
n→+∞
z+(a(An), An) = P
Cependant une comparaison avec des e´quations de Sturm-Liouville a` coefficients constants indique
que pour A > 0,
lim inf
(a˜,A˜)→(+∞,A)
z+(a˜, A˜) > 0
d’ou` une contradiction. De meˆme on montre que limn→∞ a(An) > −∞. De´signons par a ∈ R cette
limite. Du fait que z+ et z− sont continues, on aura P − z−(a,A) = z+(a,A) − P , d’ou` en fin de
compte a(A) = a et la continuite´ annonce´e. Par composition, l’application R∗+ 3 A 7→ z+(a(A), A)−
P est donc aussi continue. Ceci permettra de trouver un A > 0 tel que z−(a(A), A) = N et
z+(a(A), A) = M , c’est-a`-dire tel que (11) admette une solution strictement positive sur ]N,M [
avec condition de Dirichlet au bord, si l’on arrive a` se convaincre que
lim
A→0+
z+(a(A), A) = P
lim
A→+∞
z+(a(A), A) = +∞
Mais soit g˜ la solution de (11) correspondant a` la condition initiale g˜(P ) = 1 et g˜ ′(P ) = 0 et
de´notons par z˜−(A) et z˜+(A) respectivement le premier ze´ro de g˜ a` droite et a` gauche de P . Graˆce
a` une nouvelle comparaison avec une e´quation de Sturm-Liouville a` coefficients constant, on obtient
lim
A→0+
z˜+(A) = P = lim
A→0+
z˜−(A)
lim
A→+∞
z˜+(A) = +∞ = − lim
A→+∞
z˜−(A)
On peut alors conclure aux convergence voulues, car par construction de a(A), il apparaˆıt facilement
que
|z˜−(A)− P | ∧ |z˜+(A)− P | ≤ z+(a(A), A) − P ≤ |z˜−(A)− P | ∨ |z˜+(A)− P |
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Dans le meˆme esprit, remarquons que R∗+ 3 A 7→ z+(a(A), A) est strictement croissante. En effet,
si A˜ > A, on a
z+(a(A), A˜) > z+(a(A), A) et z−(a(A), A˜) < z−(a(A), A)
d’ou` l’affirmation pre´ce´dente, puisque∣∣∣z−(a(A), A˜)− P ∣∣∣ ∧ ∣∣∣z+(a(A), A˜)− P ∣∣∣ ≤ z+(a(A˜), A˜)− P
≤
∣∣∣z−(a(A), A˜)− P ∣∣∣ ∨ ∣∣∣z+(a(A), A˜)− P ∣∣∣
Il en de´coule par des arguments similaires a` ceux pre´sente´s ci-dessus que A(µ, ν) est e´galement
l’infimum des valeurs de A > 0 pour lesquelles (11) admet une solution strictement positive sur
[N,M ].

Cette dernie`re assertion offre un comple´ment a` la proposition 14 qui sera tre`s important dans la
section suivante et qu’il convient de signaler :
Proposition 16 La constante A(µ, ν) peut e´galement se re´interpre´ter comme l’infimum des va-
leurs A > 0 pour lesquelles (11) admet une solution strictement positive sur [−Mµ,Mµ].
Dans le cas syme´trique, ceci peut se de´montrer (a` peine) plus facilement, en utilisant la stricte
croissance de application z de´finie avant la proposition 14 (et en jouant un peu avec la de´rive´e
g′(0) d’une solution de (11) pour voir que si 0 < A ≤ A(µ, ν), elle ne peut pas eˆtre strictement
positive sur [−Mµ,Mµ]).
Remarque 17 On n’a pas utilise´ toute la richesse du the´ore`me de comparaison de Sturm, qui
envisage e´galement les ze´ros suivants. Ceux-ci auraient certainement joue´ un roˆle si au lieu de
conside´rer la constante de Poincare´, qui correspond a` l’inverse de la seconde valeur propre d’un
ope´rateur de diffusion sous-jacent, on s’e´tait inte´resse´ aux valeurs propres suivantes (pour des
renseignements dans cette direction, notamment sur les ze´ros de vecteurs propres, on peut renvoyer
par exemple a` la section VI.6 du livre de Courant et Hilbert [11] ou au livre de Colin de Verdie`re
[10] dans un contexte discret de graphes). Mais nous n’aborderons pas ce sujet ici

La formulation de A(µ, ν) donne´e dans la proposition 14 admet elle-meˆme une interpre´tation
spectrale bien connue : 1/A(µ, ν) est la plus petite valeur propre de l’ope´rateur auto-adjoint L :
f 7→ − 1Vν (
f ′
µ )
′ avec condition de Dirichlet au bord sur [−Mµ,Mµ]. Rigoureusement ceci signifie que
L doit eˆtre compris comme la fermeture dans L2(]−Mµ,Mµ[, Vν ·λ) de l’ope´rateur du second ordre
de´fini comme ci-dessus sur C2c (] −Mµ,Mµ[). De manie`re e´quivalente, on peut passer par la forme
de Dirichlet correspondante : pour tout f ∈ L2(]−Mµ,Mµ[, Vν · λ), soit
E(f, f) B
{ ∫
]−Mµ,Mµ[
(f ′)2/µ dλ , si f est absolument continue de de´rive´e faible f ′
+∞ , sinon
On a alors avec les conventions habituelles,
1
A(µ, ν)
= inf
f∈L2(]−Mµ,Mµ[,Vν ·λ)\{0}
E(f, f)
λ[Vνf2]
(14)
On peut eˆtre interpelle´ par la ressemblance entre cette formulation et notre de´finition initiale de
la constante de Poincare´, qui peut se re´crire
1
A(µ, ν)
B inf
f∈H1(]−Mµ,Mµ[)\{0}
∫
(f ′)2 dν
Var(f, µ)
(15)
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(ou` H1(]−Mµ,Mµ[) est l’espace de Sobolev des fonctions f absolument continues sur ]−Mµ,Mµ[
admettant une de´rive´e faible f ′ dans L2(] −Mµ,Mµ[, λ)) et se demander s’il n’existerait pas un
passage direct entre ces e´galite´s. Pour le de´crire, notons que le dernier membre de droite vaut aussi
inf
f∈H1(]−Mµ,Mµ[)\{0} :µ[f ]=0
∫
(f ′)2 dν
µ[f2]
(16)
Ensuite la proce´dure la plus simple pour passer de la restriction µ[f ] = 0 a` une condition de
Dirichlet consiste a` associer a` une telle fonction f l’application
F : [−Mµ,Mµ] 3 x 7→
∫ x
−Mµ
f(t)µ(dt)
ve´rifiant bien F (−Mµ) = 0 = F (Mµ). Si f appartient de plus a` H1(] −Mµ,Mµ[), la fonction F
est de´rivable, F ′ = fµ, et admet une de´rive´e seconde faible F ′′ telle que (F
′
µ )
′ = f ′. On peut donc
re´crire les nume´rateurs et de´nominateurs apparaissant dans (16) en termes de F :
ν[(f ′)2] =
∫ ((
F ′
µ
)′)2
dν
=
∫
(L[F ])2 Vνdλ
µ[f2] =
∫ (
F ′
µ
)2
dµ
=
∫
FL[F ]Vνdλ
ou` l’on a effectue´ une inte´gration par parties en tenant compte de la condition de Dirichlet. Ainsi
en de´signant par H10 ([−Mµ,Mµ]) l’espace de Sobolev des fonctions (ne´cessairement continues) sur
[−Mµ,Mµ] admettant une de´rive´e seconde faible dans L2(]−Mµ,Mµ[, λ) et satisfaisant la condition
de Dirichlet au bord, on a
1
A(µ, ν)
B inf
f∈H1
0
([−Mµ,Mµ])\{0}
∫
(L[F ])2 Vνdλ∫
FL[F ]Vνdλ
Cependant l’ope´rateur L e´tant auto-adjoint dans l’espace de Hilbert L2(] −Mµ,Mµ[, Vν · λ), on
peut le de´composer spectralement (cf. par exemple le livre de Dunford et Schwartz [14]) ce qui fait
apparaˆıtre dans l’expression ci-dessus que 1/A(µ, ν) est l’infimum de son spectre, ce qui se traduit
aussi par (14).
Le fait que 1/A(µ, ν) est une ve´ritable valeur propre de L et qu’il existe un vecteur propre stric-
tement positif dans H10 ([−Mµ,Mµ]) (donc sur ]−Mµ,Mµ[ et avec condition de Dirichlet au bord)
de´coule d’une ge´ne´ralisation en dimension infinie du ce´le`bre the´ore`me de Perron-Frobenius sur les
matrices irre´ductibles a` entre´es positives (pour ce point de vue, on renvoie aux ouvrages [37] de
Reed et Simon ou [17] de Glimm et Jaffe). Mais l’e´noncer nous aurait amene´ a` introduire des
notions un peu sophistique´es (comme celle de semi-groupe hypercontractif ame´liorant la positivite´,
voir le the´ore`me XIII.49 de [37]) et nous avons donc pre´fe´re´ l’approche plus e´le´mentaire base´e sur
les the´ore`mes de Sturm, d’autant plus que c’est la proposition 16 qui sera cruciale pour nous.
Remarque 18 L’identite´
inf
f∈H1(]−Mµ,Mµ[)\{0}
∫
(f ′)2 νµ dµ
Var(f, µ)
= inf
f∈L2(]−Mµ,Mµ[,Vν ·λ)\{0}
E(f, f)
λ[Vνf2]
peut se traduire de manie`re probabiliste comme suit : e´valuer la vitesse de convergence a` l’e´quilibre
(au sens L2(µ)) pour la diffusion X re´fle´chie dans [−Mµ,Mµ] de pre´ge´ne´rateur f 7→ (νf ′′+ν ′f ′)/µ
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(avec donc condition de Neumann au bord, f ′(−Mµ) = 0 = f ′(Mµ), ce qui est relie´ a` la de´finition
(15)) revient aussi a` estimer la vitesse de disparition (dans L2(]−Mµ,Mµ[, Vν ·λ)) pour la diffusion
Y = (Yt)t≥0 absorbe´e sur la frontie`re de pre´ge´ne´rateur f 7→ ν(f ′′/µ−µ′f ′/(µ)2) (ce qui correspond
a` (14), avec condition de Dirichlet au bord f(−Mµ) = 0 = f(Mµ)). Ceci peut eˆtre inte´ressant d’un
point de vue pratique, car cette dernie`re vitesse (qui vaut aussi limt→+∞ t
−1 ln(P[Yt ∈]−Mµ,Mµ[])
si Y0 est porte´ par ]−Mµ,Mµ[) est plus facile a` estimer sur un grand e´chantillon de trajectoires de
Y (par exemple issues de 0) que la convergence a` l’e´quilibre pour le processus X. Malheureusement
ce simili principe de dualite´ semble restreint a` la dimension 1.

Enfin pour finir cette section, effectuons une dernie`re re´duction : “les analystes” savent tre`s bien
supprimer le µ de l’e´quation de Sturm-Liouville par un changement de temps, quitte a` y modifier
Vν (voir le paragraphe XI.1 de [19]). Dans notre cadre cela revient a` tout transfe´rer par le biais de
la fonction de re´partition Fµ (astuce permettant de voir toute loi sur R comme une image de la loi
uniforme sur [0, 1]). Cette ope´ration a e´te´ utilise´e par Bobkov et Go¨tze [4], mais dans notre contexte
de constante de Poincare´ syme´trique, il plus commode d’avoir plutoˆt recours a` la loi uniforme sur
[−1, 1].
Notons donc G l’application
[−Mµ,Mµ] 3 x 7→ −1 + 2µ([−Mµ, x]) ∈ [−1, 1] (17)
Sous nos hypothe`ses de re´gularite´, il s’agit d’un C∞-diffe´omorphisme et soit G−1 : [−1, 1] →
[−Mµ,Mµ] son inverse. En effectuant le changement de variable h = g ◦G−1, on calcule que
h′ = g′ ◦G−1(G−1)′ = g′ ◦G−1 1
G′ ◦G−1 =
g′
2µ
◦G−1
ainsi l’e´quation (11) se transforme en
A
h′′
2
= −V h (18)
avec la fonction de classe C∞
V : [−1, 1] 3 u 7→ 1
8
Vν
µ
(G−1(u)) ∈ R∗+ (19)
Re´ciproquement les solutions de (18) se transforment en celles de (11) par la composition g = h◦G.
On est ainsi ramene´ a` trouver les A > 0 pour lesquels il existe des solutions strictement positives
de (18) sur [−1, 1]. Evidemment, le pre´facteur 1/2 du laplacien laisse pre´sager du traitement “pro-
babiliste” qui va eˆtre donne´ a` ce proble`me dans la section suivante.
Remarque 19 On trouvera de nombreuses informations tre`s inte´ressantes sur ce type de question
et ses ge´ne´ralisations (en particulier multidimensionnelles) dans le livre de Pinsky [34], dont on
aurait aussi pu invoquer la me´thode plus abstraite pour e´viter la promenade par les the´ore`mes de
Sturm. En en reprenant la terminologie, A(µ, ν) apparaˆıt, a` partir de (18), comme l’infimum des
A > 0 tels que l’ope´rateur 12
d2
dx2
+ VA sur ] − 1, 1[ soit surcritique. Ainsi le the´ore`me 2.4 p. 227 de
[34] propose un encadrement d’une telle constante pour les perturbations du laplacien (en dimen-
sion supe´rieure a` 3) par des potentiels radiaux a` support compact. Ne´anmoins, cette situation se
rame`ne a` un proble`me diffusif sur ]0,+∞[ et il serait certainement tre`s instructif de comparer les
bornes pre´sente´es par Pinsky avec une version “de´syme´trise´e” des re´sultats qui vont suivre. Plus
ge´ne´ralement, on peut s’interroger sur l’extension e´ventuelle de ces derniers a` des cadres multi-
dimensionnels (pour le traitement des ine´galite´s de Hardy correspondantes graˆce a` une approche
base´e sur les capacite´s, on renvoie par exemple au livre de Maz’ja [26]).

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3 Des fonctionnelles browniennes
En poursuivant une approche analytique, notamment par le biais d’un changement de variable
logarithmique, Bobkov et Go¨tze [4] ont transforme´ (18) en une e´quation de Riccati. Puis en se
basant sur le temps d’explosion de la solution a` cette e´quation, ils ont abouti a` un crite`re relatif a`
la constante de Hardy. Nous allons plutoˆt chercher a` caracte´riser A(µ, ν) a` partir de la finitude de
certaines inte´grales de Feynman-Kac (puis de transforme´es de Laplace de fonctionnelles quadra-
tiques du mouvement brownien), mais les deux me´thodes ne sont pas sans relations. A nouveau,
il s’agit de manipulations tre`s classiques, pour diverses ge´ne´ralisations (multidimensionnelles, avec
V non-positif etc.), on renvoie par exemple aux articles [7] de Chung et Rao et [33] de Pinsky.
On s’inte´resse donc a` l’e´quation (18), ou` A > 0 et V : [−1, 1]→ R∗+ est une fonction classe C∞.
Comme dans la section pre´ce´dente, il est parfois commode d’e´tendre V sur R en une fonction C∞,
uniforme´ment minore´e et majore´e par des constantes strictement positives (et disons globalement
lipschitzienne, bien que cela ne soit pas ne´cessaire dans cette situation) de sorte que les solutions
de (18) sont aussi de´finies sur R. Notons A(V ) > 0 l’infimum des A > 0 pour lesquels il existe
une solution de (18) strictement positive sur [−1, 1]. D’apre`s les conside´rations de la remarque 15,
cette constante est aussi l’unique A pour lequel il existe une solution de (18) strictement positive
sur ]− 1, 1[ et avec condition de Dirichlet au bord {−1, 1}.
Soit (Bt)t≥0 un mouvement brownien standard et notons
τ B inf{t ≥ 0 : |Bt| = 1}
son temps d’atteinte de 1 ou -1.
Notre premier objectif est de retrouver rapidement la
Proposition 20 La constante A(V ) coı¨ncide avec l’infimum des A > 0 pour lesquels
E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)]
< +∞
(le 0 en indice de l’espe´rance rappelle que l’on conside`re un mouvement brownien issu de 0).
Comme le montrent les arguments ci-dessous, l’infimum pre´ce´dent, tout comme A(V ), n’est pas
atteint.
Preuve :
Bien que le re´sultat de cette proposition soit classique, donnons-en une de´monstration tre`s simple,
mais typique de la dimension 1 et base´e sur les discussions de la section pre´ce´dente.
Commenc¸ons par conside´rer A > A(V ) et soit h une solution de (18) strictement positive sur
[−1, 1]. Pour t ≥ 0, notons
Mt B exp
(
1
A
∫ t
0
V (Bs) ds
)
h(Bs)
Nos hypothe`ses de re´gularite´ permettent d’appliquer la formule d’Itoˆ, qui affirme qu’infinite´sima-
lement,
dMt = Mt
V (Bt)
A
dt+ exp
(
1
A
∫ t
0
V (Bs) ds
)(
h′(Bt) dBt +
h′′(Bt)
2
dt
)
= exp
(
1
A
∫ t
0
V (Bs) ds
)
h′(Bt) dBt
On en de´duit que le processus (Mt)t≥0 est une martingale. Par le the´ore`me d’arreˆt de Doob, il en
va de meˆme pour (Mt∧τ )t≥0, car manifestement τ est un temps d’arreˆt. Par ailleurs, puisque τ est
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P0-p.s. fini, on a que pour t ≥ 0 grand, Mt∧τ converge P0-p.s. vers Mτ . Par une application du
lemme de Fatou, il ressort alors que
E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)]
≤ 1
h(−1) ∧ h(1)E0
[
h(Bτ ) exp
(
1
A
∫ τ
0
V (Bs) ds
)]
≤ lim inf
t→+∞
1
h(−1) ∧ h(1)E0[Mt∧τ ]
=
1
h(−1) ∧ h(1)E0[M0]
=
h(0)
h(−1) ∧ h(1) < +∞
Re´ciproquement, prenons A ≤ A(V ). Les arguments de la section pre´ce´dente montrent alors qu’il
existe 0 ≤ η < 1 et une solution h de (18) strictement positive sur [−(1 − η), 1 − η] et telle que
h(−(1 − η)) = 0 = h(1 − η). Soit 0 <  < 1 − η, h est donc une solution strictement positive de
(18) sur [−(1− η − ), 1− η − ]. Notons
τ− B inf{t ≥ 0 : Bt = −(1− η − )}
τ+ B inf{t ≥ 0 : Bt = 1− η − }
τ B τ
−
 ∧ τ+ = inf{t ≥ 0 : |Bt| = 1− η − }
D’apre`s ce qui pre´ce`de, on est assure´ de
E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)]
< +∞
et on peut alors transformer l’argument de Fatou en une convergence domine´e, pour voir que
h(0) = E0
[
h(Bτ) exp
(
1
A
∫ τ
0
V (Bs) ds
)]
= h(−(1 − η − ))E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)
 
{τ− <τ
+
 }
]
+h(1− η − )E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)
 
{τ+ <τ
−
 }
]
Dans les cas ou` V est pair, les deux termes de la somme pre´ce´dente sont e´gaux. Mais de manie`re
ge´ne´rale, le fait que h(0) > 0 et les convergences
lim
→0+
h(−(1 − η − )) = 0 = lim
→0+
h(1− η − )
impliquent que
lim
→0+
E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)
 
{τ− <τ
+
 }
]
∨ E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)
 
{τ+ <τ
−
 }
]
= +∞
d’ou` notamment
lim
→0+
E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)]
= +∞
On en de´duit sans difficulte´ que
E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)]
= +∞
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puis le re´sultat annonce´

Remarque 21 Si A > A(V ), une solution strictement positive de (18) sur [−1, 1] est donne´e par
h˜ : [−1, 1] 3 x 7→ Ex
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)]
∈ [1,+∞[
(en appliquant la proprie´te´ de Markov forte au temps d’arreˆt τx B inf{t ≥ 0 : |Bt| = |x|}, on
montre facilement que le membre de droite est fini pour tout x ∈ [−1, 1] si et seulement s’il l’est
pour x = 0, point ou` h˜ atteint son maximum, on a notamment h˜′(0) = 0 si h˜(0) < +∞). On se base
souvent sur cette observation pour montrer que si E0
[
exp
(
1
A
∫ τ
0 V (Bs) ds
)]
< +∞, alors il existe
bien une solution strictement positive de (18) sur [−1, 1]. En effet, le processus (Mt)t≥0 de´fini par
∀ t ≥ 0, Mt B E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
) ∣∣∣∣∣σ(Bu, 0 ≤ u ≤ t)
]
= exp
(
1
A
∫ t∧τ
0
V (Bs) ds
)
h˜(Xt∧τ )
est manifestement dans cette situation une martingale (uniforme´ment inte´grable). Ainsi le calcul
d’Itoˆ permettra de se convaincre que h˜ est une solution (e´videmment strictement positive sur
[−1, 1]) de (18), de`s que l’on saura que h˜ est suffisamment re´gulier : par exemple continu sur [−1, 1]
et de classe C2 a` l’inte´rieur. Ceci n’est pas tre`s complique´ a` obtenir, en comparant directement
h˜(x) et h˜(x+ η) pour x ∈]− 1, 1[ et |η| assez petit (de manie`re probabiliste, en ayant recours a` des
temps d’arreˆt approprie´s), mais est de´ja` plus technique que les arguments pre´sente´s ci-dessus.
Pour plus d’informations et une amorce de bibliographie sur le sujet, on renvoie a` la section 6.4 du
livre [8] de Chung et Williams ou a` celui de Chung et Zhao [9] pour une e´tude plus avance´e.

A partir de maintenant, nous supposerons de plus explicitement que le potentiel V est pair. Ceci
va permettre d’appliquer sans de´lais un the´ore`me de Ray-Knight.
Plus pre´cise´ment, notons par (Lt(x))t∈R+, x∈R la famille bi-continue des temps locaux associe´s au
mouvement brownien standard (Bt)t≥0. Ceux-ci peuvent eˆtre de´finis a` partir de la formule des temps
d’occupations (cf. par exemple le livre de Revuz et Yor [38]) : pour toute fonction f bore´lienne et
positive sur R, on a P0-p.s., ∫ t
0
f(Bs) ds =
∫
R
f(x)Lt(x) dx
Cependant, du fait que V est suppose´e paire, on est plutoˆt amene´ a` conside´rer (lt(x))t∈R+ , x∈R+ ,
avec lt(0) = Lt(0) et lt(x) = Lt(x) + Lt(−x) pour tous t, x ≥ 0. Il s’agit des temps locaux pour le
processus de Bessel de dimension 1, (|Bt|)t≥0, et un the´ore`me de type Ray-Knight (voir le the´ore`me
4.1 du livre de Yor [42] et y prendre γ = 1) affirme que la loi du processus (lτ (1 − x))0≤x≤1 est
celle d’un carre´ de Bessel de dimension 2, (W 2x + W˜
2
x )0≤x≤1, ou` (Wx)x≥0 et (W˜x)x≥0 sont deux
mouvements browniens standards.
On en de´duit notamment que
∫ τ
0 V (Bs) ds a meˆme loi que
∫ 1
0 V (1− x)W 2x dx+
∫ 1
0 V (1− x)W˜ 2x dx.
Ainsi par inde´pendance et identique distribution de ces deux dernie`res inte´grales, on a pour tout
A > 0,
E0
[
exp
(
1
A
∫ τ
0
V (Bs) ds
)]
=
(
E0
[
exp
(
1
A
∫ 1
0
V (1− s)W 2s ds
)])2
d’ou` le
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Lemme 22 La constante A(V ) est aussi l’infimum des valeurs A > 0 pour lesquelles
E0
[
exp
(
1
A
∫ 1
0
V (1− s)B2s ds
)]
< +∞
ou` (Bs)s≥0 de´signe toujours un mouvement brownien standard.
Toutes les caracte´risations de la constante A(V ) que nous avons donne´es jusqu’a` pre´sent sont
clairement des fonctionnelles croissantes de la fonction (V (s))0≤s≤1, mais comme nous l’avons
sugge´re´ dans l’introduction, il est plus instructif de la voir plutoˆt comme une fonctionnelle croissante
de l’application F de´finie par
∀ 0 ≤ s ≤ 1, F (s) B
∫ s
0
V (u) du (20)
Pour aller dans cette direction, commenc¸ons par donner un crite`re sur A(V ) ne faisant intervenir
explicitement que des inte´grales de F . La monotonicite´ est un peu moins imme´diate et nous la
re´servons pour la section suivante.
Proposition 23 Pour A > 0, soit XA le processus gaussien de´fini sur l’intervalle de temps [0,1]
par
∀ s ∈ [0, 1], XA(s) B
∫ s
0
exp
(
2
A
∫ s
v
F (1− u) du
)
dBv
Alors A(V ) est l’infimum des A > 0 pour lesquels
E0
[
exp
(
2
A2
∫ 1
0
F 2(1− s)X2A(s) ds
)]
< +∞
Preuve :
Comme on l’aura devine´, la premie`re e´tape consiste a` appliquer une inte´gration par partie stochas-
tique (formule d’Itoˆ) :∫ 1
0
V
A
(1− s)B2s ds =
1
A
[−F (1− s)B2s]10 + 2A
∫ 1
0
F (1− s)Bs dBs + 1
A
∫ 1
0
F (1− s) ds
=
2
A
∫ 1
0
F (1− s)Bs dBs + 1
A
∫ 1
0
F (1− s) ds
La dernie`re inte´grale e´tant de´terministe et finie, A(V ) est aussi l’infimum des A > 0 pour lesquels
E0
[
exp
(
2
A
∫ 1
0
F (1− s)Bs dBs
)]
< +∞ (21)
Pour transformer cette expression, on a recours au the´ore`me de Girsanov (voir par exemple le
the´ore`me 9.10 du livre de Chung et Williams [8] pour se persuader que la non-bornitude de la
de´rive dans cette situation ne pose pas vraiment de proble`me) : rappelons que si X est la solution
de l’e´quation diffe´rentielle stochastique{
X(0) = 0
dX(s) = dBs +
2
AF (1− s)X(s) ds
(22)
alors pour toute fonctionnelle mesurable et positive K : C([0, 1]) → R+, on a
E0[K((X(s))0≤s≤1)]
= E0
[
K((Bs)0≤s≤1) exp
(
2
A
∫ 1
0
F (1− s)Bs dBs − 2
A2
∫ 1
0
F 2(1− s)B2s ds
)]
24
En particulier si K est de´fini par
∀ (fs)0≤s≤1 ∈ C([0, 1]), K((fs)0≤s≤1) B exp
(
2
A2
∫ 1
0
F 2(1− s)f 2s ds
)
on obtient
E0
[
exp
(
2
A
∫ 1
0
F (1− s)Bs dBs
)]
= E0
[
exp
(
2
A2
∫ 1
0
F 2(1− s)X(s)2 ds
)]
Cependant, l’e.d.s. (22) peut se re´soudre explicitement par la me´thode de variation des constantes
et il apparaˆıt que la solution est justement le processus gaussien XA.

Remarque 24 Mentionnons une relation entre le crite`re du lemme 22 et les e´quations de Riccati,
que nous n’approfondirons pas, bien que cela permettrait une nouvelle passerelle avec l’approche
de Bobkov et Go¨tze [4].
Conside´rons hA la solution de (18) sur R+ avec condition initiale hA(0) = 1 et h
′
A(0) = 0 et soit
zA > 0 son premier ze´ro. Sur [0, zA[, on peut effectuer le changement de variable vA B (ln(hA))
′ et
constater qu’il est solution de l’e´quation de Riccati :
v′A = −
(
v2A + 2
V
A
)
(23)
Re´ciproquement, on re´cupe`re par inte´gration hA sur l’intervalle ou` vA n’explose pas : pour s ≥ 0
dans ce domaine,
hA(s) = exp
(∫ s
0
vA(u) du
)
Ainsi zA est aussi le “premier” temps d’explosion de vA et on peut re´interpre´ter A(V ) comme
l’infimum des A > 0 pour lesquels celui-ci intervient apre`s l’instant 1.
Par ailleurs, inte´ressons-nous a` l’espe´rance conditionnelle
E0
[
exp
(∫ 1
1−x
V
A
(1− s)B2s ds
) ∣∣∣∣∣σ(Bu, 0 ≤ u ≤ 1− x)
]
Si celle-ci est finie (c’est-a`-dire pour x ≥ 0 assez proche de 0 ou pour A > 0 assez grand), en utilisant
la proprie´te´ de Markov et le caracte`re gaussien du mouvement brownien, on se convainc rapidement
qu’elle est ne´cessairement de la forme exp(ϕ(x)B21−x/2 + ψ(x)) ou` ϕ(x), ψ(x) sont deux nombres
positifs. On a clairement ϕ(0) = 0 = ψ(0). Pour e´valuer les deux fonctions ϕ et ψ, calculons leurs
de´rive´es. Soient x ≥ 0 et η > 0 petit, tels que x + η ≤ 1 et
E0
[
exp
(∫ 1
1−x−η
V
A
(1− s)B2s ds
)]
< +∞
on peut alors e´crire
E0
[
exp
(∫ 1
1−x−η
V
A
(1− s)B2s ds
) ∣∣∣∣∣σ(Bu, 0 ≤ u ≤ 1− x− η)
]
= E0
[
exp
(
ψ(x) + ϕ(x)B21−x/2 +
∫ 1−x
1−x−η
V
A
(1− s)B2s ds
) ∣∣∣∣∣B1−x−η
]
Puisque l’on va proce´der a` un calcul infinite´simal, on peut supposer V constant sur [1−x−η, 1−x]
(plus rigoureusement le lecteur est invite´ a` utiliser les comparaisons V (1 − x) − ‖V ′‖∞ η ≤ V ≤
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V (1−x) + ‖V ′‖∞ η sur [1−x− η, 1−x]) et notons b B
√
2V/A, constant sur ce petit intervalle. Il
se trouve (voir par exemple le livre de Yor [42]) que par le biais d’une transformation de Girsanov
(comme dans la preuve ci-dessus, qui fait alors apparaˆıtre un processus d’Ornstein-Uhlenbeck), on
peut calculer explicitement l’espe´rance conditionnelle pre´ce´dente : pour tout y ∈ R,
E0
[
exp
(
ϕ(x)
2
B21−x +
b2
2
∫ 1−x
1−x−η
B2s ds
) ∣∣∣∣∣B1−x−η = y
]
=
(
cos(bη)− ϕ(x)
b
sin(bη)
)−1/2
exp
(
y2
2
ϕ(x) cos(bη) + b sin(bη)
cos(bη)− ϕ(x)b sin(bη)
)
On en de´duit que
ϕ(x + η) =
ϕ(x) cos(bη) + b sin(bη)
cos(bη) − ϕ(x)b sin(bη)
ψ(x + η) = ψ(x)− 1
2
ln
(
cos(bη)− ϕ(x)
b
sin(bη)
)
En effectuant un de´veloppement limite´ pour η > 0 petit, on obtient les de´rive´es a` droite de ϕ et
de ψ, il s’agit en fait de vraies de´rive´es (pour le voir remplacer x par x − η dans les expressions
ci-dessus, ou plus simplement utiliser la continuite´ des de´rive´es a` droite mises en e´vidence) et on
obtient pour tout 0 ≤ x ≤ 1 tel que E0[exp(
∫ 1
1−x
V
A (1 − s)B2s ds)] < +∞ (pour 0 ≤ x < 1, ceci
e´quivaut aussi a` ϕ(x) < 1/(1 − x), puisque la loi de B1−x est une gaussienne centre´e de variance
1− x),
ϕ′(x) = ϕ2(x) + 2
V
A
(1− x) (24)
ψ′(x) =
ϕ(x)
2
Au signe pre`s, on retrouve donc l’e´quation de Riccati (23), i.e. ϕ = −vA. Or la caracte´risation du
lemme 22 revient bien a` demander que ψ n’explose pas avant l’instant 1, ce qui e´quivaut aussi a`
la non-explosion de ϕ avant 1 (concernant la condition ϕ(x) < 1/(1 − x) pour 0 ≤ x < 1, on aura
remarque´ que si elle n’est pas ve´rifie´e en un point, alors par comparaison entre ϕ et la solution
[0, 1[3 y 7→ 1/(1 − y) de (24) avec V ≡ 0, on aura ne´cessairement que ϕ explose avant 1).
De telles conside´rations permettent en fait de retrouver le the´ore`me de Ray-Knight que nous avons
utilise´. En effet, il s’agit de voir que pour toute fonction V : [0, 1]→ R+ constante par morceaux,
on a
E0
[
exp
(∫ t
0
V (|Bs|) ds
)]
=
(
E0
[
exp
(∫ 1
0
V (1− x)B2x dx
)])2
(25)
(e´galite´ a` comprendre dans R¯+).
Mais en utilisant la remarque 21, le membre de gauche peut s’interpre´ter comme h(0), ou` h est la
solution de (18) sur [0, 1] (avec A = 1) correspondant aux conditions h(1) = 1 et h ′(0) = 0 (ceci
s’obtient par exemple en syme´trisant ce proble`me sur [−1, 1]). Soit v la solution du proble`me de
Riccati associe´, avec v(0) = 0 = h′(0)/h(0), de sorte que
h(0) = h(1) exp
(
−
∫ 1
0
v(s) ds
)
= exp
(
−
∫ 1
0
v(s) ds
)
(avec la convention naturelle que v vaut −∞ apre`s son temps d’explosion).
Or le fait que V est constant par morceaux permet de calculer explicitement v (a` l’aide de la
fonction arctan) ainsi que son inte´grale
∫ 1
0 v(s) ds. Il “reste” alors a` identifier le re´sultat obtenu
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avec le membre de droite de (25), qui lui aussi peut se calculer explicitement dans cette situation !
Ainsi d’une certaine manie`re le the´ore`me de Ray-Knight pre´ce´dent “encapsule” le fait que l’on sait
re´soudre des e´quations de Riccati dont le potentiel est constant par morceaux. Mais rassurons le
lecteur, il existe des preuves probabilistes plus e´le´gantes (voir par exemple le livre de Yor [42]).
Enfin pre´cisons que le de´veloppement effectue´ par Bobkov et Go¨tze [4] autour de la re´solution
approche´e l’e´quation de Riccati (par la me´thode de Picard) permettrait aussi de voir que A(V ) est
une fonctionnelle croissante de (F (s))0≤s≤1.

4 Des re´sultats de comparaison et de stabilite´
Nous allons ici ve´rifier que A(V ) est bien une fonctionnelle croissante de l’application F de´finie
en (20) et qu’elle admet de bonnes proprie´te´s de continuite´ par rapport a` celle-ci. Revenant ensuite
a` A(µ, ν), ceci nous permettra d’en avoir une caracte´risation valable pour toutes probabilite´ µ et
mesure ν (syme´triques) ve´rifiant
∫Mµ
0 1/ν dλ < +∞.
Commenc¸ons par ge´ne´raliser certains objets de la section pre´ce´dente. Soit F l’ensemble des
fonctions F : ]0, 1[→ R+ mesurables et borne´es. Si A > 0 est donne´, on de´finit une fonctionnelle
HA de F × F vers R¯+, en posant pour tous F, F˜ ∈ F
HA(F, F˜ ) B E0
[
exp
(
2
A2
∫ 1
0
F 2(1− s)
(∫ s
0
exp
(
2
A
∫ s
v
F˜ (1− u) du
)
dBv
)2
ds
)]
Puis toujours pour F, F˜ ∈ F , on s’inte´resse a`A(F, F˜ ) l’infimum desA > 0 tels queHA(F, F˜ ) < +∞.
La monotonicite´ annonce´e est alors une conse´quence de l’e´galite´ A(V ) = A(F, F ) (avec F de´fini
en (20)) et du
Lemme 25 Pour tout A > 0 donne´, l’application HA est croissante : pour tous (F1, F˜1), (F2, F˜2) ∈
F2, les ine´galite´s (meˆme seulement p.p.) entre fonctions F1 ≤ F2 et F˜1 ≤ F˜2 impliquent HA(F1, F˜1) ≤
HA(F2, F˜2). Il en de´coule que A est aussi une fonctionnelle croissante sur F 2.
Preuve :
Concernant la premie`re assertion, on peut fixer A = 1. Pour F ∈ F et s ∈ [0, 1], notons alors
YF (s) B
∫ s
0
exp
(
2
∫ s
v
F (1− u) du
)
dBv
En revenant a` la de´finition de l’exponentielle en tant que se´rie, il suffit de ve´rifier que pour tout
n ∈ N∗,
F2 3 (F, F˜ ) 7→ 1
n!
E0
[(∫ 1
0
F 2(1− s)Y 2
F˜
(s) ds
)n]
est une fonctionnelle croissante. Mais l’expression ci-dessus vaut aussi
E0
[∫
0≤s1<···<sn≤1
ds1 · · · dsn F 2(1− sn) · · ·F 2(1− s1)Y 2F˜ (sn) · · · Y
2
F˜
(s1)
]
Par une application du the´ore`me de Fubini, on est donc ramene´ a` montrer que pour tous 0 < s1 <
· · · < sn < 1,
F 3 F 7→ E0
[
Y 2F (sn) · · · Y 2F (s1)
]
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est croissant. Cependant, pour F ∈ F , YF est la solution de l’e.d.s.{
YF (0) = 0
dYF (s) = dBs + 2F (1 − s)YF (s) ds , pour s ∈ [0, 1]
(le fait que F ne soit pas de´fini en 0 et en 1 n’importe pas) et il en resort que pour 0 < s˜ < s < 1,
YF (s) = exp
(∫ s
s˜
2F (1 − u) du
)
YF (s˜) +
∫ s
s˜
exp
(∫ s
u
2F (1 − v) dv
)
dBu
Ainsi pour tout p ∈ N∗ et p.p. en y ∈ R (car pour s˜ > 0, la loi de YF (s˜) sous P0 est une gaussienne
non de´ge´ne´re´e, donc e´quivalente a` la mesure de Lebesgue), on a
E0[Y
2p
F (s)|YF (s˜) = y]
=
∑
0≤q≤2p
Cq2py
2p−q exp
(
(2p− q)
∫ s
s˜
2F (1 − u) du
)
E0
[(∫ s
s˜
exp
(∫ s
u
2F (1 − v) dv
)
dBu
)q]
=
∑
0≤q≤p
C2q2py
2(p−q) exp
(
(2p− 2q)
∫ s
s˜
2F (1 − u) du
)(∫ s
s˜
exp
(∫ s
u
4F (1 − v) dv
)
du
)q
Cq2q
q!
2q
(26)
car la variable ale´atoire
∫ s
s˜ exp
(∫ s
u F (1− v) dv
)
dBu est gaussienne, centre´e et de variance∫ s
s˜ exp
(∫ s
u 4F (1 − v) dv
)
du. Les quantite´s ainsi mises en e´vidence sont bien croissantes en F .
Par re´currence sur n ∈ N∗, on en de´duit que pour tout p ∈ N, et tous 0 ≤ s1 < · · · < sn ≤ 1,
l’application
F 3 F 7→ E0
[
Y 2pF (sn)Y
2
F (sn−1) · · · Y 2F (s1)
]
est croissante. En effet, pour se ramener a` l’ordre n − 1, il suffit d’y conditionner Y 2pF (sn) par
σ(YF (sn−1), ..., YF (s1)), ou encore par YF (sn−1) d’apre`s la proprie´te´ de Markov ve´rifie´e par YF , et
d’utiliser la formule pre´ce´dente.
La seconde affirmation du lemme est une conse´quence imme´diate de la premie`re. On aura note´
que pour tous A > 0 et F, F˜ ∈ F , HA(F, F˜ ) = H1(F/A, F˜ /A), ce qui assure que l’ensemble des
A > 0 pour lesquels ceci est fini est un intervalle.

On aurait aussi pu essayer de montrer directement que le membre de gauche de (21) est croissant
en F ∈ F , mais cela ne s’est pas re´ve´le´ aussi simple que cela en avait l’air a priori. Une variante
de la preuve pre´ce´dente conduit a` des re´sultats de stabilite´ :
Lemme 26 Soient F1, F˜1, F2, F˜2 ∈ F , avec A(F1, F˜1) > 0, notons
 B
∫ 1
0
|F1 − F2| dλ et ˜ B
∫ 1
0
∣∣∣F˜1 − F˜2∣∣∣ dλ
puis conside´rons l’application K de´finie par
R+ 3 A 7→ (‖F1‖∞ ∨ ‖F2‖∞)
(
A exp(− 2˜A )
A(F1, F˜1)
− 1
)−2
+
A
4
∥∥∥F˜1∥∥∥
∞
exp
4
∥∥∥F˜1∥∥∥
∞
A
− 1
 ∈ R¯+
(si
∥∥∥F˜1∥∥∥
∞
= 0, on remplace naturellement, mais contrairement a` nos conventions habituelles, le
produit des deux derniers facteurs par 1). Clairement il existe une unique valeur κ > 0 (de´pendant
de toutes les quantite´s entrant dans la de´finition de K), telle que K(κ) = A2(F1, F˜1)/8. On a alors
A(F2, F˜2) ≤ κ
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Preuve :
En reprenant les notations de la de´monstration pre´ce´dente, pour A > 0 donne´, on va chercher a`
majorer
E0
[
exp
(
2
A2
∫ 1
0
F 22 (1− s)Y 2F˜2/A(s) ds
)]
a` l’aide de (F1, F˜1). Commenc¸ons par la partie ou` interviennent les tildes. En revenant a` (26), il
apparaˆıt que pour tous 0 < s˜ < s < 1, p ∈ N et p.p. en y ∈ R,
E0[Y
2p
F˜2/A
(s)|Y
F˜2/A
(s˜) = y] ≤ exp
(
4p
A
∫ s
s˜
∣∣∣F˜1 − F˜2∣∣∣ dλ)E0[Y 2p
F˜1/A
(s)|Y
F˜1/A
(s˜) = y]
et il en de´coule facilement par conditionnement et re´currence que pour tous n ∈ N∗ et 0 < s1 <
· · · < sn < 1,
E0
[
Y 2
F˜2
(sn) · · · Y 2F˜2(s1)
]
≤ exp
(
4n
A
∫ 1
0
∣∣∣F˜1 − F˜2∣∣∣ dλ)E0 [Y 2F˜1(sn) · · · Y 2F˜1(s1)]
En remontant a` la formulation exponentielle, on obtient
E0
[
exp
(
2
A2
∫ 1
0
F 22 (1− s)Y 2F˜2(s) ds
)]
≤ E0
[
exp
(
2
A2
exp(4˜/A)
∫ 1
0
F 22 (1− s)Y 2F˜1/A(s) ds
)]
et de la meˆme manie`re on ve´rifierait que le membre de gauche est minore´ par
E0
[
exp
(
2
A2
exp(−4˜/A)
∫ 1
0
F 22 (1− s)Y 2F˜1/A(s) ds
)]
Pour simplifier les notations, posons A˜ B A exp(−2˜/A) et traitons maintenant la partie sans tilde.
Soit a > 0, en utilisant la majoration
F 22 ≤ (1 + a)F 21 +
(
1 +
1
a
)
(F2 − F1)2
puis l’ine´galite´ de Ho¨lder d’exposants conjugue´s 1 + a et a/(1 + a), on obtient
E0
[
exp
(
2
A˜2
∫ 1
0
F 22 (1− s)Y 2F˜1/A(s) ds
)]
≤ E0
[
exp
(
2
A˜2
(1 + a)2
∫ 1
0
F 21 (1− s)Y 2F˜1/A(s) ds
)]1/(1+a)
E0
[
exp
(
2
A˜2
(1 +
1
a
)2
∫ 1
0
(F2 − F1)2(1− s)Y 2F˜1/A(s) ds
)]a/(1+a)
(27)
Puisque l’on s’inte´resse a` la finitude de telles expressions, e´valuons pour quels a > 0 on est suˆr que
la dernie`re espe´rance est finie. En utilisant le re´sultat de comparaison du lemme pre´ce´dent, on peut
y remplacer F˜1 par sa norme infinie l B
∥∥∥F˜1∥∥∥
∞
et conside´rons Z B max0≤s≤1 Y
2
l/A(s). Rappelons
que quitte e´ventuellement a` agrandir l’espace de probabilite´ sous-jacent, il existe un mouvement
brownien standard (Ws)s≥0 tel que l’on puisse e´crire
∀ 0 ≤ s ≤ 1,
∫ s
0
exp
(
− 2
A
∫ v
0
l du
)
dBv = W∫ s
0
exp(− 4A
∫ v
0
l du) dv
(voir par exemple le livre de Revuz et Yor [38]). En revenant a` l’e´criture
∀ 0 ≤ s ≤ 1, Yl/A(s) = exp
(
2
A
∫ s
0
l du
)∫ s
0
exp
(
− 2
A
∫ v
0
l du
)
dBv
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il apparaˆıt que l’on peut majorer Z par
exp
(
4
A
∫ 1
0
l du
)
max
0≤s≤
∫ 1
0
exp(− 4A
∫ v
0
l du) dv
W 2s
et par la proprie´te´ usuelle de changement d’e´chelle du mouvement brownien, ceci est e´gale en loi a`
exp (4l/A)
∫ 1
0
exp (−4lv/A) dv (B∗ ∨B∗)2 = A
4l
(
exp
(
4l
A
)
− 1
)
(B∗ ∨B∗)2
(si l = 0, on convient naturellement que le produit des deux premiers facteurs du membre de droite
vaut 1), avec
B∗ B − min
0≤s≤1
Bs et B
∗
B max
0≤s≤1
Bs
et il est bien connu (voir [38]) que ces deux variables ale´atoires ont meˆme distribution que la valeur
absolue d’une gaussienne centre´e re´duite. En re´capitulant, on a donc
E0
[
exp
(
2
A˜2
(
1 +
1
a
)2 ∫ 1
0
(F2 − F1)2(1− s)Y 2F˜1/A(s) ds
)]
≤ E0
[
exp
(
2
A˜2
(
1 +
1
a
)2 ∫ 1
0
(F2 − F1)2(1− s)Z ds
)]
≤ E0
[
exp
(
4
A˜2
(
1 +
1
a
)2
(‖F1‖∞ ∨ ‖F2‖∞)Z ds
)]
≤ E0
[
exp
(
4
A˜2
(
1 +
1
a
)2
(‖F1‖∞ ∨ ‖F2‖∞)
A
4l
(
exp
(
4l
A
)
− 1
)
(B∗ ∨B∗)2
)]
≤ E0
[
exp
(
4
A˜2
(
1 +
1
a
)2
(‖F1‖∞ ∨ ‖F2‖∞)
A
4l
(
exp
(
4l
A
)
− 1
)
(B∗)2
)]
+E0
[
exp
(
4
A˜2
(
1 +
1
a
)2
(‖F1‖∞ ∨ ‖F2‖∞)
A
4l
(
exp
(
4l
A
)
− 1
)
B2∗
)]
= 2E0
[
exp
(
4
A˜2
(
1 +
1
a
)2
(‖F1‖∞ ∨ ‖F2‖∞)
A
4l
(
exp
(
4l
A
)
− 1
)
B21
)]
et cette dernie`re expression est clairement finie si et seulement si
4
A˜2
(
1 +
1
a
)2 A
4l
(
exp
(
4l
A
)
− 1
)
(‖F1‖∞ ∨ ‖F2‖∞) < 1/2 (28)
Par ailleurs, si A˜/(1 + a) > A(F1, F˜1), on a, puisque A˜/(1 + a) ≤ A,
E0
[
exp
(
2
A˜2
(1 + a)2
∫ 1
0
F 21 (1− s)Y 2F˜1/A(s) ds
)]
≤ E0
[
exp
(
2
A˜2
(1 + a)2
∫ 1
0
F 21 (1− s)Y 2(1+a)F˜1/A˜(s) ds
)]
< +∞
Ainsi si les ine´galite´s (28) et A˜/(1 + a) > A(F1, F˜1) sont conjointement re´alise´es, on peut conclure
que A(F2, F˜2) ≤ A. Si A > 0 est tel que A˜ > A(F1, F˜1), on peut alors faire tendre a vers
sa valeur critique A˜/A(F1, F˜1) − 1 pour la deuxie`me ine´galite´ et se retrouver avec la condition
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K(A) < A2(F1, F˜1)/8. Le lemme de´coule ensuite aise´ment de la de´croissance et de la continuite´ de
l’application K sur le domaine ou` elle est finie.

Dans le lemme pre´ce´dent est apparue la condition A(F, F˜ ) > 0 et on peut se demander pour quels
F, F˜ ∈ F elle est satisfaite :
Lemme 27 Pour tous F, F˜ ∈ F , A(F, F˜ ) = 0 e´quivaut a` F = 0 p.p. Plus pre´cise´ment, pour tout
s ∈]0, 1[, on a
A(F, F˜ ) ≥ 4
√
s/pi
∫ 1−s
0
F 2(1− u) du
Si de plus F est croissant, on a A(F, F˜ ) ≥ (4/pi) sup0<s<1 F (1− s)s.
Si F˜ = F , cette dernie`re borne est moins bonne que la premie`re ine´galite´ de (2), qu’il sera possible
de re´crire sous la forme
A(F, F ) ≥ 2 sup
0<s<1
F (1 − s)s
pour toute fonction F ∈ F croissante, mais le lemme pre´ce´dent n’est qu’un re´sultat interme´diaire.
Preuve :
D’apre`s le lemme 25, on a pour A > 0 et F, F˜ ∈ F ,
HA(F, F˜ ) ≥ HA(F, 0)
= E0
[
exp
(
2
A2
∫ 1
0
F 2(1− s)B2s ds
)]
On est ainsi ramene´ a` la situation du lemme 22, avec 2/A2 a` la place de 1/A et F 2 a` la place de
V . En reprenant alors la preuve de la proposition 23, on obtient que A(F, 0) est aussi l’infimum
des A > 0 tels que
E0
[
exp
(
8
A4
∫ 1
0
G2(1− s)Y 24G/A2(s) ds
)]
< +∞
avec la notation introduite dans la de´monstration du lemme 25 et
∀ s ∈]0, 1[, G(s) B
∫ s
0
F 2(u) du
Ceci revient a` dire que
A(F, 0) = 2
√
A(G,G) ≥ 2
√
A(G, 0)
Ainsi si A(F, F˜ ) = 0, on a e´galement A(G, 0) = 0. L’avantage est que G est une fonction croissante,
d’ou` pour tout s ∈]0, 1[,
HA(G, 0) ≥ E0
[
exp
(
2
A2
G2(1− s)
∫ s
0
B2u du
)]
or comme on l’a de´ja` vu dans la remarque 24, le terme de droite se calcule explicitement et on
voit qu’il devient infini de`s que A ≤ 4G(1 − s)s/pi. On ne peut donc avoir A(F, F˜ ) = 0 que si
G(1−) = 0, c’est-a`-dire si F = 0 p.p. et la re´ciproque est triviale. La premie`re minoration donne´e
se de´duit imme´diatement des conside´rations pre´ce´dentes. La seconde de´coule du fait que si l’on
sait a priori que F est croissant, il est inutile de recourir a` G et on peut appliquer directement les
arguments ci-dessus.
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Les arguments de la fin de la preuve du lemme 26 permettent aussi de voir que pour tous F, F˜ ∈ F ,
A(F, F˜ ) < +∞ et un peu plus pre´cise´ment que
A(F, F˜ ) ≤ inf
A > 0 : 2 ‖F‖2∞A2 A4∥∥∥F˜∥∥∥
∞
exp
4
∥∥∥F˜∥∥∥
∞
A
− 1
 < 1
2
 (29)
(quand F˜ = F , le terme de droite est proportionnel a` ‖F‖∞ et ce re´sultat est tre`s grossier en
comparaison de la seconde ine´galite´ de (2)).
En particulier, si l’on dispose d’une famille (Fn)n∈N de fonctions de F uniforme´ment borne´es et
convergentes dans L1(]0, 1[, λ) vers F ∈ F diffe´rent de 0 dans cet espace, alors
lim
n→∞
A(Fn) = A(F )
ou` l’on de´signera de´sormais A(F ) B A(F, F ) pour tout F ∈ F . En effet, en se basant sur le lemme
27 et sur (29), il apparaˆıt qu’il existe 0 < η ≤ 1 tel que pour tout n assez grand,
η ≤ A(Fn) ≤ η−1 et η ≤ A(F ) ≤ η−1
En utilisant alors le lemme 26 (avec pour n assez grand les assignations F1 = F˜1 ←↩ Fn, F2 =
F˜2 ←↩ F puis F1 = F˜1 ←↩ F , F2 = F˜2 ←↩ Fn), on obtient facilement le re´sultat voulu. Ceci
de´coule de l’observation suivante : notons κ(, ′,A(F1, F˜1), ‖F1‖∞ ,
∥∥∥F˜1∥∥∥
∞
, ‖F2‖∞) la constante κ
apparaissant dans ce lemme 26, un calcul imme´diat permet de voir que
lim
,′→0+
κ(, ′, a1, l1, l˜1, l2) = a1
uniforme´ment en a1 dans un compact de R
∗
+ et quand l1, l˜1 et l2 appartiennent eux a` un compact
de R+.
Il est temps de revenir a` une probabilite´ µ et a` une mesure ν sympathiques, comme a` la fin de la
section 2, ou` il leur a e´te´ associe´ un potentiel V par la formule (19). L’application F correspondante
est directement lie´e, a` un changement affine pre`s, a` la restriction a` ]1/2, 1[ de la fonction b˜µ,ν/4
e´voque´e dans l’introduction. En effet, on a par un changement de variable e´vident, pour tout
s ∈]0, 1[,
F (s) =
∫ s
0
V dλ
=
1
8
∫ s
0
Vν(G
−1
µ (u))2(G
−1
µ )
′(u) du
=
1
4
∫ G−1µ (s)
0
1
ν
dλ
=
1
4
b˜µ,ν
(
s+ 1
2
)
ou` l’on convient de´sormais de noter Gµ l’application conside´re´e en (17). Cette dernie`re peut eˆtre
de´finie pour toute probabilite´ µ et soit G−1µ son inverse ge´ne´ralise´ :
∀ u ∈]− 1, 1[, G−1µ (u) B inf{x ∈ R : Gµ(x) > u} (30)
= inf{x ∈ R : µ(]−∞, x]) > (1 + u)/2}
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Par analogie avec la formule pre´ce´dente, on posera pour toutes probabilite´ µ et mesure ν (disons
syme´triques sur R),
∀ 0 < s < 1, Fµ,ν(s) B 1
4
b˜µ,ν
(
s+ 1
2
)
=
1
4
∫ G−1µ (s)
0
1
ν
dλ
Remarquons que cette fonction est effectivement positive, graˆce a` l’ine´galite´ stricte entrant dans la
de´finition (30) (on a en effet G−1(0) ≥ 0 et meˆme G−1(0) > 0 si 0 admet un voisinage de probabilite´
nulle pour µ). Cependant, elle n’appartient a` F que si ∫Mµ0 1/ν dλ < +∞. On pourrait bien suˆr
retirer l’exigence de bornitude dans la de´finition de F , mais certains des arguments pre´ce´dents
seraient mis en de´faut (du fait des normes infinies apparues dans le lemme 26) et d’ailleurs le
re´sultat suivant est faux dans cette ge´ne´ralite´ (voir le contre-exemple qui suit la proposition 29).
Proposition 28 Soient une probabilite´ µ et une mesure ν syme´triques sur R telles que Mµ < +∞
et
∫Mµ
0 1/ν dλ < +∞. On a alors
A(µ, ν) = A(Fµ,ν)
Preuve :
Commenc¸ons par conside´rer les situations ou` Fµ,ν = 0 p.p. Il y a deux possibilite´s pour cela : soit
G−1µ (1−) = 0, i.e. µ = δ0, soit la densite´ de Radon-Nikodym ν vaut +∞ p.p. sur ]0,Mµ[ (voir la
remarque 7), et alors on a bien A(µ, ν) = 0 = A(Fµ,ν). On e´carte ces deux cas pathologiques dans
la discussion suivante.
Si µ et ν sont respectivement “re´gulie`res” aux sens de la fin de la section 2, cette relation est vraie
d’apre`s la section pre´ce´dente.
Ensuite si µ ve´rifie seulement 0 < Mµ < +∞, mais ν reste re´gulie`re (i.e. Vν est C∞ et strictement
positif sur [0,Mµ]), soit (µn)n∈N une suite de probabilite´s convergent ade´quatement vers µ. D’apre`s
les lemmes 13 et 26, pour se convaincre de l’e´galite´ voulue il suffit de voir que pour n grand,
Fµn ,ν converge dans L
1(]0, 1[, λ) vers Fµ,ν tout en restant borne´ dans L
∞(]0, 1[, λ). Cette dernie`re
bornitude e´tant claire, e´valuons∫ 1
0
|Fµn,ν − Fµ,ν | dλ =
∫ 1
0
∣∣∣∣∣
∫ G−1µ (s)
G−1µn (s)
Vν dλ
∣∣∣∣∣ λ(ds)
≤ ‖Vν‖∞
∫ 1
0
∣∣G−1µn −G−1µ ∣∣ dλ
expression qui converge vers 0 d’apre`s le lemme 12.
Enfin prenons µ et ν comme dans la proposition ci-dessus (et avec Fµ,ν non p.p. nulle) et soit
(νn)n∈N une suite de mesures convergent convenablement vers ν. A nouveau il suffit de voir que
pour n grand, Fµ,νn converge dans L
1(]0, 1[, λ) vers Fµ,ν tout en restant borne´ dans L
∞(]0, 1[, λ).
Cette dernie`re proprie´te´ provient de l’hypothe`se
∫Mµ
0 1/ν dλ < +∞ et pour obtenir la convergence
L
1, on e´crit ∫ 1
0
|Fµ,νn − Fµ,ν | dλ ≤
∫ (∫ G−1µ (s)
0
|Vνn − Vν | dλ
)
λ(ds)
≤
∫ 1
0
|Vνn − Vν | dλ
d’ou` le re´sultat annonce´.

Conside´rons maintenant une probabilite´ µ et une mesure ν quelconques (syme´triques). On a vu
avant le lemme 10 comment les approcher par des couples (µη, νη), avec 0 < η < Mµ, ve´rifiant les
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conditions de la proposition 28. Reparame´trons cette famille par 0 < η < 1 en prenant pour µη la
probabilite´ syme´trique telle que G−1µη (·) B G−1µ ((1−η)∧ ·) sur ]0, 1[, et pour νη la restriction de ν a`
]−G−1µ (1− η), G−1µ (1− η)[. Pour tout 0 < η < 1, on a donc aussi Fµη ,νη(·) = Fµ,ν((1− η)∧ ·), ainsi
la famille (Fµη ,νη)0<η<1 est de´croissante et on a limη→0+ Fµη ,νη = Fµ,ν au sens de la convergence
simple. La convergence (7), le lemme 10 et la proposition 28 impliquent alors la
Proposition 29 Pour tous µ, ν comme ci-dessus,
A(µ, ν) = lim
η→0+
A(Fµη ,νη)
De plus si
∫Mµ
0 1/ν dλ < +∞, alors Fµ,ν ∈ F et A(µ, ν) = A(Fµ,ν).
Cette dernie`re assertion re´sulte du fait que dans ce cas la convergence limη→0+ Fµη ,νη = Fµ,ν a lieu
dans L1(]0, 1[, λ), mais elle aurait aussi pu se montrer directement dans la preuve de la proposition
28 (sans la restriction Mµ < +∞).
Par contre, en e´tendant naturellement pour A > 0, HA sur F¯2, avec F¯ l’ensemble des fonctions
positives et mesurables sur ]0, 1[, puis A sur F¯ , on n’a pas en ge´ne´ral A(µ, ν) = A(Fµ,ν). Pour
s’en convaincre, anticipons un peu sur la preuve de (2) et conside´rons µ la probabilite´ uniforme
sur ]− 1, 1[ et ν la mesure syme´trique telle que Fµ,ν(s) = F (s) B (1− s)−1 pour tout s ∈]0, 1[, de
sorte que
B(µ, ν) = sup
0<u<1
bµ,ν(u)
= sup
1/2<u<1
bµ,ν(F
−1
µ (u))
= sup
1/2<u<1
(1− u)˜bµ,ν(u)
= 4 sup
1/2<u<1
(1− u)Fµ,ν(2u− 1)
= 2
(pour le second membre de droite, rappelons que F −1µ est l’inverse de la fonction de re´partition de
µ), et donc A(µ, ν) ≤ 8. Cependant pour cette fonction F tre`s particulie`re, on a A(F ) = +∞, car
pour tout A > 0, HA(F, F ) vaut +∞. En effet, on a meˆme pour tout A > 0,
E0
[∫ 1
0
F 2(1− s)
(∫ s
0
exp
(
2
A
∫ s
v
F (1− u) du
)
dBv
)2
ds
]
= +∞
Pour le voir calculons le membre de gauche, qui vaut∫ 1
0
F 2(1− s)E0
[(∫ s
0
exp
(
2
A
∫ s
v
F (1− u) du
)
dBv
)2]
ds
=
∫ 1
0
F 2(1− s)
[∫ s
0
exp
(
4
A
∫ s
v
F (1− u) du
)
dv
]
ds
=
∫ 1
0
1
s2
∫ s
0
(s
v
) 4
A
dv ds
Pour se convaincre que ceci est infini, on distingue deux cas : si A ≤ 4, pour tout s > 0,∫ s
0 v
−A/4 dv = +∞ et c’est termine´, sinon pour A > 4,∫ 1
0
1
s2
s
4
A
∫ s
0
v−
4
A dv ds =
(
1− 4
A
)−1 ∫ 1
0
1
s2
s ds
= +∞
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La proposition 29 permet de´ja` de se convaincre de la validite´ de l’une des assertions importantes
de l’introduction, selon laquelle A(µ, ν) est une fonctionnelle croissante de b˜µ,ν . En effet, soient (µ, ν)
et (µ′, ν ′) deux couples forme´s d’une probabilite´ et d’une mesure syme´triques. Si b˜µ,ν ≥ b˜µ′,ν′ , on
de´duit que Fµ,ν ≥ Fµ′,ν′ puis que pour tout 0 < η < 1, Fµη ,νη ≥ Fµ′η ,ν′η . Or d’apre`s le lemme 25 et
la proposition 28, on a alors A(Fµη ,νη) ≥ A(Fµ′η ,ν′η) et il suffit ensuite de passer a` la limite η → 0+
pour obtenir A(µ, ν) ≥ A(µ′, ν ′). Cette observation tre`s simple est la base des de´veloppements des
deux sections suivantes.
Remarque 30 Le fait de pouvoir toujours se ramener sur [−1, 1] graˆce aux fonctions Gµ est tre`s
utile, notamment pour comparer des constantes de Poincare´ de diffusions (syme´triques par rapport
a` 0) a priori de´finies sur des segments diffe´rents de R.
Cependant, on peut se demander s’il ne serait pas possible de re´crire l’expression HA(Fµ,ν , Fµ,ν),
pour A > 0, directement en termes de la probabilite´ µ et de la mesure ν sur leur espace d’e´tat
“naturel”, i.e. [−Mµ,Mµ]. Ainsi si µ est diffuse, on a
HA(Fµ,ν , Fµ,ν) = E0
[
exp
{ 4
A2
∫ Mµ
0
R2(s) exp
(
8
A
∫ Mµ
s
R(u)µ(du)
)
W 2
2
∫Mµ
s
exp(− 8A
∫Mµ
v
R(u) µ(du)) µ(dv)
µ(ds)
}]
(31)
avec
∀ u ∈ [0,Mµ[, R(u) B 1
4
∫ u
0
1
ν
dλ
et ou` (Wt)t≥0 est un mouvement brownien standard. Pour s’en convaincre, il suffit de partir de
l’expression alternative de HA entrevue dans la preuve du lemme 26 (a` une inversion du temps
pre`s),
HA(Fµ,ν , Fµ,ν)
= E0
[
exp
{
2
A2
∫ 1
0
F 2µ,ν(1− s) exp
(
4
A
∫ s
0
Fµ,ν(1− u) du
)
W 2∫ s
1
exp(− 4A
∫ v
0
Fµ,ν(1−u) du) dv
ds
}]
et d’utiliser de manie`re re´pe´titive le changement de variable affirmant que pour tout 0 < s < 1 et
toute application mesurable et positive h : [0,Mµ]→ R+, on a∫ s
0
h(G−1µ (1− u)) du = 2
∫ Mµ
G−1µ (1−s)
h(u)µ(du) (32)
Par contre, cette dernie`re formule n’est plus ne´cessairement valable si µ contient des masses de
Dirac (par exemple pour h =
 
, de`s que 1 − s n’appartient pas a` l’image de Gµ), il n’est donc
pas clair en ge´ne´ral (meˆme quand Fµ,ν(Mµ) < +∞) que A(µ, ν) soit l’infimum de l’ensemble des
A > 0 tels que le membre de droite de (31) soit fini ; cette formulation n’est pas tre`s robuste,
contrairement a` celles de´crites pre´ce´demment.

5 Un calcul asymptotique
Nous allons ici montrer la proposition 2 a` l’aide des comparaisons permises par la section
pre´ce´dente.
Plus pre´cise´ment, pour 0 ≤ a < 1 fixe´, soit F (a) l’application donne´e par
F (a) : ]0, 1[3 s 7→   [a,1[(s)
1
1− s
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puis pour 0 < η < 1 − a, on conside`re la fonction aussi de´finie sur ]0, 1[ par F (a,η)(·) B F (a)((1 −
η) ∧ ·).
Notre principal objectif ici est de prouver la
Proposition 31 Pour tout 0 ≤ a < 1 fixe´, on a
lim
η→0+
A(F (a,η)) = 8
Cette estime´e implique essentiellement la proposition 2, mais pour le voir nous aurons besoin des
deux re´sultats techniques suivants, ou` l’on reprend les notations et hypothe`ses de l’introduction.
Lemme 32 On a pour toutes probabilite´ et mesure syme´triques µ et ν,
B(µ, ν) = sup
1/2≤u<1
(1− u)˜bµ,ν(u)
Ceci n’aurait pas e´te´ juste si dans la de´finition (4) de l’inverse ge´ne´ralise´e on avait remplace´
l’ine´galite´ stricte par une ine´galite´ large.
Preuve :
Notons B˜(µ, ν) le membre de droite apparaissant dans le lemme et commenc¸ons par la borne
B˜(µ, ν) ≤ B(µ, ν), qui est valable quelle que soit la convention adopte´e pour l’ine´galite´ dans (4).
On ve´rifie en effet que
∀ 0 < u < 1, µ(]−∞, F−1µ (u)[) ≤ u ≤ µ(]−∞, F−1µ (u)])
En tenant compte du fait que F−1µ ([1/2, 1[) ⊂ R+, il en de´coule que
∀ 1/2 ≤ u < 1, bµ,ν(F−1µ (u)+) ≤ (1− u)b˜µ,ν(u) ≤ bµ,ν(F−1µ (u)) (33)
Il reste ainsi a` e´crire que
sup
1/2≤u<1
(1− u)˜bµ,ν(u) ≤ sup
x∈F−1µ ([1/2,1[)
bµ,ν(x)
≤ sup
x≥0
bµ,ν(x)
C’est pour l’ine´galite´ inverse B˜(µ, ν) ≥ B(µ, ν) qu’il a fallu eˆtre prudent dans la de´finition (4).
Il s’agit donc de montrer que pour tout x ∈ [0,Mµ],
bµ,ν(x) ≤ B˜(µ, ν)
Inte´ressons-nous d’abord au cas ou` x = Mµ.
- Si µ({Mµ}) = 0, on a bµ,ν(Mµ) = 0 par les conventions habituelles et Mµ n’intervient pas vraiment
dans la de´finition de B(µ, ν) (i.e. B(µ, ν) = sup0≤x<Mµ bµ,ν(x)).
- Si µ({Mµ}) > 0, on peut encore e´crire bµ,ν(Mµ) = µ({Mµ})
∫Mµ
0 1/ν dλ. Soit 1−µ({Mµ}) < v < 1,
on a alors F−1µ (v) = Mµ, puis
B˜(µ, ν) ≥ (1− v)b˜µ,ν(v)
= (1− v)
∫ Mµ
0
1/ν dλ
et le membre de droite converge vers bµ,ν(Mµ) quand v s’approche de 1−µ({Mµ}), d’ou` bµ,ν(Mµ) ≤
B˜(µ, ν) dans tous les cas.
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Conside´rons maintenant la situation ou` 0 ≤ x < Mµ. On a Fµ(x) < 1 ainsi x′ B F−1µ (Fµ(x)) est
bien de´fini et ve´rifie x′ ≥ x. De plus µ([x, x′[) = 0, de sorte que
bµ,ν(x) ≤ bµ,ν(x′)
=
∫ x′
0
1
ν
dλµ([x′,+∞[)
= b˜µ,ν(Fµ(x))µ([x
′,+∞[)
A nouveau on distingue deux possibilite´s :
- Si µ({x′}) = 0, on a µ([x′,+∞[) = 1− Fµ(x′) = 1− Fµ(x) et ainsi
bµ,ν(x) ≤ (1− Fµ(x)) b˜µ,ν(Fµ(x))
≤ B˜(µ, ν)
- Si µ({x′}) > 0, comme dans le cas ou` x = Mµ, on conside`re plutoˆt Fµ(x′−) < v < Fµ(x′) et on
fait tendre v vers Fµ(x
′−) pour se convaincre de l’ine´galite´ voulue.

Lemme 33 Supposons que µ({Mµ}) = 0. On a e´quivalence entre (3) et
lim
u→1−
(1− u)˜bµ,ν(u) = B(µ, ν) (34)
Preuve :
L’hypothe`se µ({Mµ}) = 0 assure que pour tout 0 < u < 1, Mµ > F−1µ (u), or cette quantite´
converge bien vers Mµ− en 1−. En reprenant l’ine´galite´ de gauche de (33) obtenue dans la preuve
pre´ce´dente, il apparaˆıt alors que sous la condition (3),
lim inf
u→1−
(1− u)˜bµ,ν(u) ≥ B(µ, ν)
puis la ve´ritable convergence (34), en tenant compte du lemme 32.
Re´ciproquement, pour x ∈ [0,Mµ[, soit x′′ = F−1µ (Fµ(x)−), disons pour x assez proche de Mµ
de sorte que x′′ soit strictement positif. On a alors
b(x) ≥
∫ x′′
0
1/ν dλµ(]x′′,+∞[)
=
∫ x′′
0
1/ν dλ (1 − Fµ(x′′))
=
∫ x′′
0
1/ν dλ (1 − Fµ(x))
car µ(]x′′, x]) = 0. Or quand v > 0 tend vers F (x) par valeurs strictement infe´rieures, (1−v) b˜µ,ν(v)
converge justement vers le dernier membre de droite, ce qui permet de conclure a` l’implication (34)
⇒ (3) sous la condition µ({Mµ}) = 0, puisqu’elle entraˆıne que limx→Mµ− Fµ(x) = 1 avec Fµ(x) < 1
pour tout 0 ≤ x < Mµ.

Remarque 34 Si µ({Mµ}) > 0, on obtient directement que
lim
u→1−
(1− u)˜bµ,ν(u) =
{
+∞ , si ∫Mµ0 1/ν dλ = +∞
0 , si
∫Mµ
0 1/ν dλ < +∞
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Dans le premier cas, on a aussi B(µ, ν) = +∞ et la conclusion du lemme ci-dessus reste formelle-
ment satisfaite (ainsi que celle de la proposition 2, comme on peut le voir a posteriori a` partir de
(2)). Par contre dans la situation ou` µ({Mµ}) > 0 et
∫Mµ
0 1/ν dλ < +∞, le lemme pre´ce´dent n’est
juste que dans les cas pathologiques ou` ν ≡ +∞ p.p. sur [0,Mµ[. Et mis a` part pour ceux-ci, la
proposition 2 sera e´galement fausse, comme on peut s’en persuader a` l’aide de comparaisons : dans
cette situation on peut trouver 0 < η < 1 tel que Fµ,ν(·) ≤ B(µ, ν)F (0,η)(·)/2, or on verra dans la
preuve de la proposition 31 que A(F (0,η)) < 8 (cette valeur n’e´tant “atteinte” qu’asymptotiquement
quand η → 0+), d’ou`
A(µ, ν) = A(Fµ,ν)
≤ B(µ, ν)
2
A(F (0,η))
< 4B(µ, ν)
Ces arguments montrent plus ge´ne´ralement que si la fonction Fµ,ν est borne´e (i.e. si elle appartient
a` F), alors
A(µ, ν) < 4B(µ, ν) < +∞
et il est possible de pre´ciser la premie`re ine´galite´ a` partir des calculs qui vont suivre.

Admettons provisoirement la proposition 31 et de´duisons-en la proposition 2. Soient µ et ν comme
dans l’e´nonce´ de cette dernie`re, d’apre`s le lemme ci-dessus, on est assure´ de la convergence (34)
qui peut aussi se re´crire
lim
u→1−
4(1− u)Fµ,ν(2u − 1) = B(µ, ν)
ou encore
lim
u→1−
2(1− u)Fµ,ν(u) = B(µ, ν)
Ainsi pour tout  > 0, on peut trouver 0 ≤ a < 1 tel que sur ]0, 1[,
B(µ, ν)
2
(1− )F (a) ≤ Fµ,ν
Par ailleurs, d’apre`s le lemme 32, on a toujours
Fµ,ν ≤ B(µ, ν)
2
F (0)
Les propositions 29 et 31 permettent alors d’en de´duire par comparaison que
4B(µ, ν)(1− ) ≤ A(µ, ν) ≤ 4B(µ, ν)
d’ou` le re´sultat annonce´, puisque  > 0 peut eˆtre choisi arbitrairement petit. On aura remarque´
que ces arguments assurent aussi la validite´ ge´ne´rale de la seconde ine´galite´ de (2). On s’inte´ressera
a` la premie`re dans la section suivante.
Pour le moment, effectuons la
Preuve de la proposition 31 :
Tout d’abord on de´fait a` l’envers les manipulations de la preuve de la proposition 23 : la trans-
formation de Girsanov qui y est conside´re´e permet de se rendre compte que pour 0 < η < 1 − a,
A(F (a,η)) est aussi l’infimum des A > 0 tels que
E0
[
exp
(
2
A
∫ 1
0
F (a,η)(1− s)Bs dBs
)]
< +∞
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Remarquons que
2
∫ 1
0
F (a,η)(1− s)Bs dBs = 2
η
∫ η
0
Bs dBs +
∫ 1−a
η
2
s
Bs dBs
Cependant, le premier terme du membre de gauche est e´gal a` (B2η−η)/η et on calcule que le second
vaut [
B2s
s
]1−a
η
−
∫ 1−a
η
1
s
ds+
∫ 1−a
η
B2s
s2
ds
Ainsi
2
∫ 1
0
F (a,η)(1− s)Bs dBs = −1− ln
(
1− a
η
)
+
B21−a
1− a +
∫ 1−a
η
B2s
s2
ds
et puisque les deux premiers termes sont de´terministes, il apparaˆıt que A(F (a,η)) peut eˆtre vu
comme l’infimum des A > 0 tels que
E0
[
exp
(
1
A
∫ 1−a
η
B2s
s2
ds +
B21−a
A(1 − a)
)]
< +∞
(du moins formellement, il s’agit de la proposition 23 ou` l’on aurait pris pour tout 0 < s < 1,
V (s) B F ′(s) = (1 − a)−1δa(s) + s−2   ]a,1−η[(s)). Cependant il se trouve qu’il est possible de
calculer explicitement cette quantite´ (puis quasiment A(F (a,η))). Plus pre´cise´ment, on verra dans
le lemme qui suit cette preuve qu’en posant
∀ z ∈ R∗, Ha,η(z) B 1
z
[(
1
4
+ z
)3(1− a
η
)2z
−
(
1
4
− z
)3(1− a
η
)−2z]
(cette fonction se prolonge continuement en 0 par Ha,η(0) = (6+ln((1−a)/η))/16), on a pour tout
z ∈ R,
E0
[
exp
(
−2(z2 − 1/16)
(∫ 1−a
η
B2s
s2
ds+
B21−a
(1− a)
))]
=
(
1− a
η
)1/4√ 1
2Ha,η(z)
(35)
Or les deux termes de cette e´galite´ de´finissent localement ou` ils sont finis sur C des fonctions
holomorphes (on aura remarque´ d’une part, qu’en ze´ro le membre de droite se de´veloppe en une
se´rie entie`re admettant un rayon de convergence strictement positif et d’autre part, que 1/Ha,η ne
s’annule jamais, il n’y a donc pas de proble`me pour conside´rer localement une de´termination holo-
morphe de la racine carre´e). On en de´duit qu’elles coı¨ncident sur la composante connexe contenant
la droite re´elle de l’inte´rieur du domaine ou` elles sont finies. Notamment ce sera le cas pour z = iy
avec y ∈ R assez petit et si l’on pose
Y (a, η) B inf{y > 0 : Ha,η(iy) = 0}
on a
1
A(F (a,η)) =
1
8
+ 2Y (a, η)2
Il faut ensuite se convaincre que pour tout 0 < a < 1,
lim
η→0+
Y (a, η) = 0
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Mais pour y ∈ R, la condition Ha,η(iy) = 0 revient a` demander que(
1
4
+ iy
)3(1− a
η
)2iy
=
(
1
4
− iy
)3(1− a
η
)−2iy
et puisque ces deux membres sont conjugue´s l’un de l’autre, on se rame`ne a` trouver les y ∈ R+ tels
que (
1
4
+ iy
)3(1− a
η
)2iy
∈ R
Soit θ(y) B arctan(4y), de sorte que 1/4 + iy =
√
1 + 16y2/4 exp(iθ(y)), la condition pre´ce´dente
est e´quivalente a` θ(y) = −2y ln(a/η) modulo pi. En trac¸ant un dessin de ces fonctions, il apparaˆıt
que Y (a, η) est le plus petit y > 0 tel que arctan(4y) = −2y ln(a/η) + pi. De la meˆme manie`re on
se persuade sans difficulte´ que cette quantite´ Y (a, η) converge vers 0 quand η tend vers 0+, d’ou`
le re´sultat annonce´.

Ou presque, car il reste a` montrer le re´sultat technique suivant qui repose sur l’exploitation “sto-
chastique” de la proprie´te´ de la fonction F : ]0, 1[3 s 7→ 1/s d’eˆtre solution de F ′ = −F 2 :
Lemme 35 Pour tous 0 < η < 1− a ≤ 1 et z ∈ R, on est assure´ de l’e´galite´ (35).
Preuve :
Pour simplifier les notations, on remplacera a par 1 − a, qui est de´sormais fixe´ ainsi que η de
manie`re a` ce que 0 < η < a ≤ 1. On a pour tout y ∈ R,
y
∫ a
η
B2s
s2
ds = y
[
−B
2
s
s
]a
η
+ 2y
∫ a
η
Bs
s
dBs + y
∫ a
η
ds
s
ainsi
(y − 2y2)
∫ a
η
B2s
s2
ds = y
B2η
η
− yB
2
a
a
+ y ln(a/η) + 2y
∫ a
η
Bs
s
dBs − (2y)
2
2
∫ a
η
B2s
s2
ds
Il en de´coule par une nouvelle application de la transformation de Girsanov que pour tout y ∈ R,
Ψ(y) B E0
[
exp
(
(y − 2y2)
(∫ a
η
B2s
s2
ds+
B2a
a
))]
= E0
[
exp
(
y
B2η
η
− 2y2X
2
a
a
+ y ln(a/η)
)]
avec
Xa = exp
(∫ a
η
2y
u
du
)
Bη +
∫ a
η
exp
(∫ a
s
2y
u
du
)
dBs
=
(
a
η
)2y
Bη +
∫ a
η
(a
s
)2y
dBs
Le caracte`re gaussien du couple (Bη, Xa) nous invite a` calculer pour tout x ∈ R, une version
re´gulie`re de l’espe´rance conditionnelle
Φ(x) B E0
[
exp
(
−2y2X
2
a
a
) ∣∣∣Bη = x]
= E
exp
−2y2
a
((
a
η
)2y
x + σW
)2
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ou` W est une variable ale´atoire gaussienne centre´e standard et avec
σ B
√∫ a
η
(
a
η
)4y
ds
On obtient facilement que pour tout x ∈ R,
Φ(x) = σ˜ exp(Λx2)
avec
σ˜ B
1√
1 + 4y2σ2/a
Λ B
8y4
a2
(
a
η
)4y
σ2σ˜2 − 2y
2
a
(
a
η
)4y
= −2y
2
a
(
a
η
)4y 1
1 + 4y2σ2/a
On en de´duit que pour tout y ∈ R,
Ψ(y) =
(
a
η
)y
E0
[
exp
(
(y/η + Λ)B2η
)]
σ˜
=
(
a
η
)y
σ˜σ̂/
√
η
avec
σ̂ B
1√
(1/η − 2Λ− 2y/η)+
Evidemment il convient de se demander si cette expression est finie, c’est-a`-dire si 1/η − 2Λ −
2y/η > 0, et pour cela il faut expliciter un peu plus les quantite´s pre´ce´dentes. Puisque y − 2y2 =
−2((y− 1/4)2− 1/16), on s’attend a` ce que le re´sultat final soit syme´trique en z B y− 1/4 et il est
commode de forcer un peu l’apparition de ce changement de variable. On obtient conse´cutivement
(du moins si y 6= 1/4),
σ2 = a
(
a
η
)4z
− 1
4z
1
σ˜2
=
1
z
[(
z +
1
4
)2(a
η
)4z
−
(
z − 1
4
)2]
1
σ˜2σ̂2
=
2
ηz
[(
z +
1
4
)3(a
η
)4z
−
(
−z + 1
4
)3]
ou` il apparaˆıt notamment que cette quantite´ ne s’annule pas pour z ∈ R∗. La formule voulue en
de´coule imme´diatement.

Remarque 36 Marc Yor vient de m’apprendre que le calcul effectue´ dans le lemme 35 se trouve
aussi essentiellement dans un article re´cent de Mansuy [23] (on pourra e´galement consulter [35, 36]
ou [38] pour d’autres obtentions possibles, notamment par le biais d’e´quations de Sturm-Liouville,
ce qui est relie´ a` la remarque 24).
Par ailleurs, dans des travaux de Peccati et Yor (voir [31] ou [32]), des quantite´s similaires a`
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celles conside´re´es ci-dessus sont e´tudie´es. Ainsi ces auteurs montrent par exemple qu’au sens de la
convergence en loi,
lim
η→0+
(ln(1/η))−
1
2
∫ 1
η
B2s − s
s2
ds = 2W
ou` W est une variable gaussienne centre´e re´duite. Ce comportement n’est pas en contradiction avec
notre e´valuation de A(F (1,η)), et d’une certaine manie`re lui est meˆme “orthogonal”, puisqu’une
variable normale admet des moments exponentiels de tous ordres.

6 Deux petites remarques
Nous allons ve´rifier ici deux assertions pre´sente´es dans l’introduction, l’une concernant certains
cas d’e´galite´ dans la premie`re borne de (2) et l’autre relative au fait que l’on ne peut pas se contenter
de la convergence d’une sous-suite en (3).
Mais ve´rifions tout d’abord la premie`re ine´galite´ de (2) par des arguments de comparaison.
Soient donc µ une probabilite´ et ν une mesure, toutes deux syme´triques sur (R,R). De par notre
convention dans (4), l’inverse ge´ne´ralise´ F −1µ est continu a` droite sur ]0, 1[ et il en de´coule que la
seule possibilite´ pour que b˜ ne soit e´ventuellement pas continue a` droite en 1/2 est que b˜(u) = +∞
pour tout 1/2 < u < 1. Dans tous les cas, il apparaˆıt a` partir du lemme 32 que
B(µ, ν) = sup
1/2≤u<1
(1− u)˜bµ,ν(u)
= sup
1/2<u<1
(1− u)˜bµ,ν(u)
= 2 sup
0<s<1
(1− s)Fµ,ν(s) (36)
Il resort de cette observation que l’on peut trouver une suite (n)n∈N de re´els strictement positifs
convergent vers 0 et une suite (sn)n∈N d’e´le´ments de ]0, 1[ tels que pour tout n ∈ N,
Fµ,ν ≥ (1− n) B(µ, ν)
2(1 − sn)
 
[sn,1[
(sauf dans les cas pathologiques ou` B(µ, ν) = 0, mais l’e´galite´ A(µ, ν) = B(µ, ν) provient alors
trivialement de la seconde ine´galite´ de (2)).
Ainsi d’apre`s les re´sultats de comparaison de la section 4, il suffit de montrer que pour tout
s ∈]0, 1[ fixe´, A(   [s,1[) = 2(1− s) pour obtenir la borne B(µ, ν) ≤ A(µ, ν). Cependant en de´faisant
la transformation de Girsanov conside´re´e a` la fin de la preuve de la proposition 23, on a que A(   [s,1[)
est l’infimum des constantes A > 0 telles que
E0
[
exp
(
2
A
∫ 1
0
 
[s,1[(1− u)Bu dBu
)]
< +∞
ou encore, puisque 2
∫ 1−s
0 Bu dBu = B
2
1−s − 1 + s, l’infimum des constantes A > 0 telles que
E0
[
exp
(
1
A
B21−s
)]
< +∞
d’ou` l’e´galite´ annonce´e A(   [s,1[) = 2(1− s).
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Inte´ressons-nous ensuite comme annonce´ au cas d’e´galite´ B(µ, ν) = A(µ, ν) quand
lim supx→Mµ− bµ,ν(x) < B(µ, ν), et outre les situations ou` A(µ, ν) = 0 ou A(µ, ν) = +∞, montrons
que ceci n’est possible dans notre contexte syme´trique que s’il existe 0 < x ≤ Mµ et 0 < p ≤ 1/2
tels que la restriction de µ a` [−x, x] vaut p(δ−x + δx) et
∫Mµ
x 1/ν dλ = 0 (dans les cas plus re´guliers
conside´re´s dans l’introduction, cette dernie`re condition implique que x = Mµ puis que µ est une
distribution de Bernoulli, ainsi que cela e´tait e´nonce´). Pour nous convaincre de ceci, il suffit de
voir que l’e´galite´ B(µ, ν) = A(µ, ν) ∈ R∗+ sous les conditions pre´ce´dentes implique que Fµ,ν est une
fonction palier simple, c’est-a`-dire qu’il existe a > 0 et 0 < s < 1 tels que Fµ,ν = a
 
[s,1[. Nous allons
d’ailleurs proce´der par l’absurde : supposons que Fµ,ν ne soit pas de cette forme, on peut alors trou-
ver a1, a2 > 0 et 0 ≤ s1 < s2 < 1 tels que Fµ,ν ≥ a1   [s1,1[ + a2
 
[s2,1[, avec a1(1 − s1) = B(µ, ν)/2
et (a1 + a2)(1 − s2) ≤ B(µ, ν)/2 ou a1(1 − s1) ≤ B(µ, ν)/2 et (a1 + a2)(1 − s2) = B(µ, ν)/2.
En effet, on voit aise´ment a` partir de la preuve du lemme 32 que s’il existe x ∈]0,Mµ] tel que
B(µ, ν) = bµ,ν(x), alors B(µ, ν) = 2(1 − v)Fµ,ν(v) avec v = Fµ(x−) (on aura aussi note´ que si
B(µ, ν) correspond a` un supremum de bµ,ν (respectivement de la fonction s 7→ 2(1 − s)Fµ,ν(s))
sur un sous-ensemble compact de ]0,Mµ[ (resp. de ]0, 1[), alors il est atteint, car l’application bµ,ν
(resp. Fµ,ν) est continue a` gauche (resp. a` droite) et ne fait que des sauts vers le bas (resp. vers le
haut)). En conside´rant se´pare´ment les cas ou` B(µ, ν) = bµ,ν(Mµ) (qui implique en particulier que
µ({Mµ}) > 0) et ou` B(µ, ν) > bµ,ν(Mµ), notre hypothe`se implique alors que dans (36) le supremum
est atteint sur ]0, 1[ (de la meˆme manie`re on se persuaderait plus ge´ne´ralement que l’utilisation
ci-dessus des suites (n)n∈N et (sn)n∈N n’est vraiment justifie´e que si limn→∞ sn = 1). Un argument
de comparaison et le re´sultat suivant permettent ensuite de voir que
A(µ, ν) ≥ A(a1   [s1,1[ + a2
 
[s2,1[) > B(µ, ν)
Lemme 37 Soient a1, a2 > 0 et 0 < s1 < s2 < 1, on a
A(a1   [s1,1[ + a2
 
[s2,1[) = (a1 + a2)(1− s1) + a1(s2 − s1)
−
√
(a1 + a2)2(1− s1)2 + a21(s2 − s1)2 + 2a1(a1 − a2)(s2 − s1)(1− s1)
> 2 max(a1(1− s1), (a1 + a2)(1 − s2))
Preuve :
Comme au de´but de cette section, on commence par remarquer que A(a1   [s1,1[ + a2
 
[s2,1[) n’est
autre que l’infimum des constantes A > 0 telles que
E0
[
exp
(
2
A
{
(a1 + a2)
∫ 1−s2
0
Bu dBu + a1
∫ 1−s1
1−s2
Bu dBu
})]
< +∞
Or en calculant le terme entre accolades, il apparaˆıt que cette finitude est e´quivalente a`
E0
[
exp
(a1
A
B21−s1 +
a2
A
B21−s2
)]
< +∞
Cependant en conditionnant par B1−s2 , on voit que pour A > 2a1(s2 − s1), le membre de gauche
vaut aussi
(1− 2a1(s2 − s1)/A)−1/2 E0
[
exp
({
a2
A
+
a1
A− 2a1(s2 − s1)
}
B21−s1
)]
ainsi A(a1   [s1,1[ + a2
 
[s2,1[) est la plus petite solution A > 2a1(s2 − s1) de l’e´quation du second
degre´
a2
A
+
a1
A− 2a1(s2 − s1) =
1
2(1− s2)
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d’ou` les re´sultats annonce´s (la majoration stricte se lisant d’ailleurs plus facilement sur l’e´galite´
ci-dessus que sur l’expression de A(a1   [s1,1[ + a2
 
[s2,1[)).

Apre`s avoir utilise´ des fonctions a` un palier, puis deux, nous allons ci-dessous conside´rer une infinite´
de paliers pour exhiber une application H : ]0, 1[→ R telle que
lim sup
s→1−
(1− s)H(s) = 1 et lim
η→0+
A(Hη) = 2 (37)
ou` l’on a pose´ pour tout 0 < η < 1,
∀ s ∈]0, 1[, Hη(s) B H((1− η) ∧ s)
C’est ensuite une retranscription de´sormais usuelle que d’en de´duire un couple (µ, ν) forme´ d’une
probabilite´ et d’une mesure syme´triques tel que Mµ = +∞,
lim sup
x→+∞
bµ,ν(x) = B(µ, ν) et A(µ, ν) = B(µ, ν)
(on peut choisir par exemple ν = λ et µ sera alors une somme ponde´re´e de masse de Dirac diver-
gentes syme´triquement vers l’infini). Pour reprendre une terminologie heuristique de l’introduction,
il s’agit aussi d’une situation ou` A(µ, ν) mesure la difficulte´ de revenir de l’infini, car il est possible
de perturber localement ν sans modifier la valeur de A(µ, ν), mais cette difficulte´ provient d’une
suite de points retardants divergente vers l’infini plus que d’une “difficulte´ presque homoge`ne”
comme dans la proposition 2.
Un peu plus rigoureusement maintenant, nous cherchons donc une fonction H satisfaisant (37) de
la forme suivante
∀ s ∈ ]0, 1[, H(s) B
∑
n∈N
an
 
[sn,1[(s) (38)
avec (sn)n∈N une suite strictement croissante d’e´le´ments de ]0, 1[ convergente vers 1 et (an)n∈N une
suite de re´els strictement positifs.
Pour assurer la premie`re condition de (37), nous allons imposer que
lim
n→∞
(1− sn)H(sn) = 1 et ∀ n ∈ N, (1− sn)H(sn) < 1
Ceci implique que sup0<s<1(1− s)H(s) = 1 et donc d’apre`s le de´but de cette section,
lim
η→0+
A(Hη) ≥ 2
(rappelons que cette limite existe par monotonicite´ de A(Hη) en η ∈]0, 1[). Pour obtenir la deuxie`me
condition de (37), il suffit donc de montrer que
∀ N ∈ N, A(SN ) ≤ 2 (39)
avec SN B H1−sN =
∑
0≤n≤N an
 
[sn,1[. Pour disposer d’un crite`re allant dans ce sens, de´finissons
une nouvelle suite (a˜n)n∈N (a` valeurs dans R¯+) de la manie`re re´cursive suivante : a˜0 = a0 puis pour
tout n ∈ N,
a˜n+1 B an+1 +
a˜n
(1− (sn+1 − sn)a˜n)+
(ainsi s’il existe n ∈ N tel que (sn+1− sn)a˜n ≥ 1, on aura pour tout m > n, a˜m = +∞). On a alors
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Lemme 38 Pour tout N ∈ N, on a e´quivalence entre
E0
exp
1
2
∑
0≤n≤N
anB
2
1−sn
 < +∞
et
(1− sN )a˜N < 1
Preuve :
Pour e´valuer l’espe´rance ci-dessus, on commence par conditionner par la trajectoire du mouvement
brownien jusqu’au temps 1− s1, ce qui nous ame`ne par la proprie´te´ de Markov a` nous inte´resser a`
E0
[
exp
(
1
2
a0B
2
1−s0
) ∣∣∣B1−s1] = ((1− a0(s1 − s0))+)− 12 exp( a12(1− a0(s1 − s0))+B21−s1
)
expression qui vaut +∞ si a0(s1 − s0) ≥ 1. Sinon, on obtient de la sorte que
E0
exp
1
2
∑
0≤n≤N
anB
2
1−sn

= ((1− a0(s1 − s0))+)−
1
2 E0
exp
1
2
a˜1B
2
1−s1 +
1
2
∑
2≤n≤N
anB
2
1−sn

On poursuit par re´currence pour obtenir que si pour tout 0 ≤ n < N on a a˜n(sn+1− sn) ≥ 1, alors
E0
exp
1
2
∑
0≤n≤N
anB
2
1−sn
 =
 ∏
0≤n<N
(1− a˜n(sn+1 − sn))
− 12 E0 [exp( a˜N
2
B21−sN
)]
d’ou` en fin de compte le re´sultat annonce´.

Cependant, par des calculs similaires a` ceux de´ja` effectue´s dans cette section, on reconnaˆıt que
pour tout N ∈ N, A(SN ) est l’infimum des A > 0 tels que
E0
exp
1
2
∑
0≤n≤N
anB
2
1−sn
 < +∞
Ainsi pour assurer (39), il suffit d’avoir
∀ N ∈ N, (1− sN)a˜N < 1
et nous allons choisir des suites (an)n∈N et (sn)n∈N comme ci-dessus qui ve´rifient cette proprie´te´.
Pour cela, donnons-nous a priori une suite (n)n∈N de re´els strictement positifs de´croissante vers 0
et imposons que
∀ n ∈ N, (1− sn)an = 1− n
ainsi nous n’avons a` nous occuper que de la suite (sn)n∈N. On proce`de par re´currence : on commence
par prendre s0 = 1/2 ; on a bien (1− s0)a˜0 = (1− s0)a0 = 1− 0 < 1. Supposons ensuite s0, ..., sn
construits et montrons que l’on peut choisir sn < sn+1 < 1 tel que
1− n+1 < (1− sn+1)a˜n+1 < 1 (40)
1− n+1 < (1− sn+1)(a0 + · · ·+ an+1) < 1 (41)
45
ce qui terminera de nous convaincre des comportements voulus.
Pour le premier encadrement, on note que
(1− sn+1)a˜n+1 = 1− n+1 + (1− sn+1)a˜n
1− (sn+1 − sn)a˜n
d’ou` (40) si l’on choisit sn+1 assez proche de 1. De la meˆme manie`re, on peut prendre sn+1 e´ven-
tuellement encore plus proche de 1 pour satisfaire la seconde borne (41). D’ou` le contre-exemple
escompte´.
On peut s’amuser a` effectuer d’autres calculs explicites pour le type pre´ce´dent (38) de fonction
H a` infinite´ de paliers. Par exemple en choisissant 0 < ρ < 1 puis en posant pour tout n ∈ N,
sn B 1− ρ1+n et an B (ρ−1 − 1)ρ−n
on obtient que
sup
0<s<1
(1− s)H(s) = 1 et lim
η→0+
A(Hη) = 2(1 +√ρ)2
c’est-a`-dire que si (µρ, νρ) est un couple correspondant forme´ d’une probabilite´ et d’une mesure
syme´trique, alors le quotient B(µρ, νρ)/A(µρ, νρ) de´crit tout l’intervalle ]1, 4[ quand η parcourt
]0, 1[.
7 Un e´quivalent discret
L’apparition dans la constante B(µ, ν), pour une probabilite´ µ et une mesure ν syme´triques
donne´es, d’une densite´ de Radon-Nikodym de ν par rapport a` λ est directement lie´e au fait que
l’on conside`re une de´rive´e “usuelle” (a` re´interpre´ter comme une de´rivation par rapport a` la mesure
de Lebesgue) dans l’ine´galite´ de Poincare´ (1). Et si l’on de´sire restreindre le roˆle de la mesure de
Lebesgue dans ce type de proble`mes, on peut s’inte´resser plutoˆt a` la quantite´ A¯(µ, ν) de´finie comme
l’infimum des A > 0 tels que
1
4
∫
x<y
(∫
[x,y[
f(u) ν(du)
)2
µ(dx)µ(dy) ≤ Aν[f 2]
La ge´ne´ralite´ et la commodite´ d’une telle formulation ont e´te´ mis en e´vidence et exploite´es par
Sinnamon [41] pour les ine´galite´s de Hardy, qu’il a e´tudie´ dans ce contexte. Cependant notre but
dans cette dernie`re section n’est pas de tenter d’adapter les conside´rations pre´ce´dentes a` ce cadre,
nous nous contenterons de retrouver l’ine´galite´ (2) et la proposition 2 dans le cas ou` ν est une somme
ponde´re´e syme´triquement de masses de Dirac sur Z, car il s’agit d’une situation particulie`rement
inte´ressante lors de l’e´tude des chaˆınes de Markov, correspondant aux processus de vie et de mort
(voir par exemple le livre [6] de Chen ou [27] pour des estime´es de trou spectral a` partir d’ine´galite´s
de Hardy, qui d’ailleurs auraient pu s’obtenir a` partir de l’article de Sinnamon [41]).
Dans ce contexte, on pre´fe`re voir ν comme une mesure sur l’ensemble E B {{n, n+ 1}, n ∈ Z}
des areˆtes naturelles de Z. On dispose donc d’une probabilite´ µ sur Z et d’une mesure ν sur E,
toutes deux syme´triques, et on cherche a` e´valuer A˜(µ, ν) l’infimum des A > 0 tels que pour toute
fonction f : Z→ R appartenant a` L2(µ),
Var(f, µ) ≤ A
∑
e∈E
ν(e)(df(e))2
ou` pour toute areˆte e = {n, n+ 1} ∈ E, on a pose´ df(e) B f(n+ 1)− f(n).
Introduisons
B˜(µ, ν) B sup
N∈N
∑
E3e⊂[0,N ]
1
ν(e)
µ([N,+∞[)
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et on dira que la condition (C) est re´alise´e si
B˜(µ, ν) = lim
N→∞
∑
E3e⊂[0,N ]
1
ν(e)
µ([N + 1,+∞[)
(on aura note´ le petit de´calage par rapport a` la de´finition pre´ce´dente, ceci revient aussi a` demander
que B˜(µ, ν) = limN→∞
∑
E3e⊂[0,N ]
1
ν(e) µ([N,+∞[) et limN→∞
∑
E3e⊂[0,N ]
1
ν(e) µ({N}) = 0).
Notre objectif ici est simplement d’obtenir comme conse´quence des re´sultats pre´ce´dents la
Proposition 39 Sous les hypothe`ses ci-dessus, on a
B˜(µ, ν) ≤ A˜(µ, ν) ≤ 4B˜(µ, ν)
et sous la condition (C),
A˜(µ, ν) = 4B˜(µ, ν)
L’argument sous-jacent est tre`s e´le´mentaire et consiste a` re´interpre´ter A˜(µ, ν) comme la constante
de Poincare´ A(µ, ν˜) avec la mesure
ν˜ B
∑
e∈E
ν(e)λe
ou` λe de´signe la restriction de λ a` ]n, n+ 1[ si e = {n, n+ 1} ∈ E.
En effet, soit D+(R) le sous-ensemble de B+(R) des fonctions bore´liennes positives sur (R,R), qui
sont constantes sur chacun des intervalles [n, n+ 1[, pour n ∈ Z. On a clairement
A(µ, ν˜) = sup
f∈B+(R)
1
2
∫ (∫ y
x f(u) du
)2
µ(dx)µ(dy)
ν˜[f2]
≥ sup
f∈D+(R)
1
2
∫ (∫ y
x f(u) du
)2
µ(dx)µ(dy)
ν˜[f2]
(42)
= A˜(µ, ν)
Re´ciproquement, soit f ∈ B+(R) donne´ et associons lui la fonction f˜ ∈ D+(R) de´finie par
∀ x ∈ R, f˜(x) B
∫ bxc+1
bxc
f(u) du
Du fait que µ est porte´e par Z, on a e´videmment∫ (∫ y
x
f(u) du
)2
µ(dx)µ(dy) =
∫ (∫ y
x
f˜(u) du
)2
µ(dx)µ(dy)
D’autre part, l’ine´galite´ de Cauchy-Schwarz et la forme particulie`re de ν˜ assurent que
∀ n ∈ Z,
∫ n+1
n
f2 dν˜ ≥
(∫ n+1
n
f dλ
)2
ν˜(]n, n+ 1[)
=
∫ n+1
n
f˜2 dν˜
Ainsi on a
∫ (∫ y
x f(u) du
)2
µ(dx)µ(dy)
ν˜[f2]
≤
∫ (∫ y
x f˜(u) du
)2
µ(dx)µ(dy)
ν˜[f˜2]
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ce qui montre que l’ine´galite´ (42) est en fait une e´galite´, d’ou` en fin de compte A˜(µ, ν) = A(µ, ν˜).
Par ailleurs, on note que la fonction bµ,ν˜ est croissante sur chacun des intervalles ]n, n + 1], pour
n ∈ N, et fait (sauf si µ(n) = 0) un saut vers le bas en n+. Il en de´coule que
B(µ, ν˜) = sup
n∈N
bµ,ν˜(n)
= B˜(µ, ν)
Les premie`res bornes de la proposition 39 de´coulent alors imme´diatement de (2) et le cas d’e´galite´
sous (C) provient de la proposition 2, car on aura remarque´ (le cas trivial ou` ν est nulle e´tant e´carte´)
que cette condition est exactement celle qui assure d’une part que Mµ = +∞ (seule manie`re d’avoir
µ({Mµ}) = 0 dans ce cadre discret) et d’autre part que limx→+∞ bµ,ν˜(x) = B(µ, ν˜).
Remarque 40 Nous venons de ramener le cas discret au cas continu, mais signalons que l’ope´ration
inverse est e´galement possible. Aux re´ductions de la section 2 pre`s, soient µ et ν une probabilite´ et
une mesure syme´triques sur ]− 1, 1[ et e´quivalentes a` la restriction de λ sur cet ensemble (disons,
avec des densite´s re´gulie`res minore´es et majore´es par des re´els strictement positifs).
Introduisons une famille (xn,k)n∈N, k∈Z d’e´le´ments sur ]−1, 1[ par une re´currence sur l’indice n ∈ N.
On commence par de´finir pour tout k ∈ Z,
x0,k B sign(k)(1 − 2−|k|)
Puis si pour n ∈ N, la suite (xn,k)k∈Z a e´te´ construite, on lui rajoute tous les points milieux
(xn,k + xn,k+1)/2, pour k ∈ Z, pour obtenir une nouvelle suite croissante (xn+1,k)k∈Z telle que
xn+1,0 = 0.
Pour n ∈ N, soit µn,+ (respectivement µn,−) la probabilite´ syme´trique donne´e par
µn,+({xn,0}) B µ({0}) et ∀ k ∈ N∗, µn,+({xn,k}) B µ(]xn,k−1, xn,k])
(resp. µn,−({xn,0}) B µ(]xn,−1, xn,1[) et µn,−({xn,k}) B µ([xn,k, xn,k+1[) pour k ∈ N∗). On notera
aussi µ˜n,+ (resp. µ˜n,−) la probabilite´ syme´trique sur Z de´finie par
∀ k ∈ Z, µ˜n,+(k) B µn,+({xn,k})
(resp. µ˜n,−(k) B µn,−({xn,k})). Conside´rons ensuite la mesure ν˜n syme´trique sur les areˆtes de E
donne´e par
∀ {k, k + 1} ∈ E, νn({k, k + 1}) B 1∫ xn,k+1
xn,k
1
ν dλ
Ve´rifions que A(µn,+, ν) = A˜(µ˜n,+, ν˜n) pour tout n ∈ N (de manie`re similaire on aura A(µn,−, ν) =
A˜(µ˜n,−, ν˜n)). Soit f ∈ B+(R), la variance Var(f, µn,+) ne de´pend que des valeurs de f sur la suite
(xn,k)k∈Z. Or pour k ∈ Z, on sait minimiser la quantite´
∫ xn,k+1
xn,k
(g′)2 dν sur l’ensemble des fonctions
g absolument continues sur ] − 1, 1[ satisfaisant la contrainte g(xn,l) = f(xn,l) pour tout l ∈ Z
(ou seulement pour l = k, k + 1). Il s’agit en effet d’une application imme´diate de l’ine´galite´ de
Cauchy-Schwarz et on obtient (f(xn,k+1) − f(xn,k))2ν˜n({k, k + 1}) pour valeur minimale. Il en
de´coule que
A(µn,+, ν) = min
(fk)k∈Z∈R
Z
+
\Vect(   )
∑
k,l∈Z(fk − fl)2 µn,+(xn,k)µn,+(xn,l)
2
∑
m∈Z(fm+1 − fm)2ν˜n({m,m + 1})
= A˜(µ˜n,+, ν˜n)
Dans le meˆme registre, la forme particulie`re de ν˜n permet de voir que
B(µn,+, ν) = B˜(µ˜n,+, ν˜n)
B(µn,−, ν) = B˜(µ˜n,−, ν˜n)
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Ainsi si l’on disposait a priori de renseignements sur les ine´galite´s de Poincare´ discre`tes (comme la
proposition 39 et des re´sultats de comparaison), on pourrait ensuite les e´tendre au cas continu. On
obtiendrait notamment que la suite (A(µn,+, ν))n∈N (respectivement (A(µn,−, ν))n∈N) est de´crois-
sante (resp. croissante) et converge vers A(µ, ν) (on retrouverait en particulier pour tout n ∈ N,
les bornes A(µn,−, ν) ≤ A(µ, ν) ≤ A(µn,+, ν), qui pour nous s’obtiennent directement a` partir des
re´sultats de comparaison de la section 4).

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