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Abstract 
Johnson, CR. and W.W. Barrett, Determinantal inequalities for positive definite matrices, Discrete 
Mathematics 119 (1993) 977106. 
We consider the problem of identifying all determinantal inequalities valid on all positive definite 
matrices. This is fundamentally a combinatorial problem about relations between collections of 
index sets. We describe some general structure of this problem and give sufficient and necessary 
conditions that coincide for collections of no more than 3 index sets each. 
1. Introduction 
Let N=j1,2,..., rr} throughout, For an n-by-n matrix A and an index set a G N, we 
denote the principal submatrix of A lying in the rows and columns indicated by CL as 
A[a]. We denote the complementation of tl with respect to N as CY’, so that A [x’] is the 
principal submatrix of A complementary to A[@]. If A=(LQ) is a positive definite 
Hermitian matrix, there are a number of classical determinantal inequalities involving 
principal minors of A. For example, 
det A < fi aii, 
i=l 
det A < det A [a] det A[a’], 
(Hadamard) (1) 
(Fischer) (2) 
det A[Ia v p, < det 4~1 det 0’1 
’ detA[anP] ’ 
(Koteljanskii) 
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and 
n detA[P] (“I). (Szasz) 
IBI =k 
(4) 
Here, x, /IG N are arbitrary index sets, and det .4[~$] = 1, by definition (as usual). All of 
(1)44) may be found in [3]. (Interestingly, although (1) is directly implied by each of 
(2) (3) or (4) each of the latter may be deduced from (I), which, in turn, is a conse- 
quence of the arithmetic mean-geometric mean inequality.) In addition to these 
classical inequalities, there are more recent families of inequalities that generalize the 
classical ones. See [l, 2,4] for some, but not the only, examples. 
All of these inequalities, (l))(4), those in [l, 2,4] and others, are of the form 
fi det A[ri] < fi det A[Bj] 
i=l j= 1 
(5) 
for two collections of index sets 
Xl> ... , x&N and fil,,..,p,cN. 
We are interested in the fundamental question of characterizing the pairs of 
collections of index sets 
!x= [Xl, . . ..x.; and /I= ([jl, . . . ,/I,; 
for which the inequality (5) is valid for all n-by-n positive definite matrices. In this 
event, we write 
XGfl. (6) 
What, then, is the precise combinatorial description of the relation between two 
collections c( and fl so that ad /I? At this point, we do not have a complete answer, but 
we record here several observations we have made thus far in this direction, including 
sufficient and necessary conditions that coincide at least for p, y<3. 
2. Background ideas 
We mention here some useful elementary observations about the relationship x < p. 
For a collection c(= (r,,...,~,,i m which each ri E N, we refer to each C(i as an ‘SI set’. 
Note that repetition of a or /j sets is allowed and counted as in Szasz’s inequality (4). It 
can be shown that, barring copies of the empty set 4, it is necessary that p<q in order 
to have r</I. (Use Jacobi’s identity as in the proof of Theorem 2.2(u) to arrive at the 
same contradiction as in Theorem 4.1.) In the event that p < q, we may augment the 
x collection with q--p copies of C$ without consequence. Therefore, henceforth, as is 
convenient. we shall assume without loss of generality that (q=p) 
sI=(X,,...,C$; and /I=[/II,...,[jPi with c(~, . , a,, [jl, ,ppc N. (7) 
In order to make the observations of this section, we need some additional notation. 
If ‘x is the collection [LX~, r2, . . . , ct,}, by ~8 we mean the collection {x; , CCC,, . . . , cc’,}. If T is 
a permutation on N, by t(a) we mean the collection in which each index in each set 
xi is replaced by its image under r. If k is an index (i.e. positive integer, whether or not 
k < n), by tl- k we mean the collection resulting from deletion of k from each (x set in 
which it appears and by tl+ k we mean the addition of k to each cx set in which it does 
not appear. Finally, if rig N and s 5 N, we write cCi+s for the union of Iyi and s and 
ri - s for the set of elements in ri and not in s. 
We may then make two observations. 
Lemma 2.1. Under the standard assumption (7), and assuming (6), for any index k we 
huue 
(9 z-kdB--k 
und 
(ii) a+kdB+k. 
Proof. Part (i) may be observed by applying x <fi to all positive definite n x n matrices 
in which the (k, k) entry is a direct summand (all entries (i, k) and (k, i) i # k are 0). 
Since x + k = (3 -k) + k in general, to verify (ii), we may assume (because of (i)) that 
k does not appear among the c( and fl sets, e.g. that k = n + 1, without loss of generality. 
The proof then relies upon the Schur complement [3]. Let 
A= AINl 
[ 
UN,“+1 
44,,+ 1 a”+ 1,n+ 1 I 
be an arbitrary (n + I)-by-(n + 1) positive definite matrix, and define 
A^=A[N]- 
1 
h+l.n+l 
%n+1&,.+,, 
the Schur complement of the (n+ 1, n+ 1) entry ~,,+r,~+~ in A. Then A^ is an n x n 
positive definite matrix, and det A =a”+ l,n+ 1 det A’. For s E N, we also consider the 
submatrix 
A[su(n+l)]= A Csl as,.+1 
4nfl 4l+l,“+l 
and take the Schur complement (A[su{n+ l)])^ of u,,~,,,, in A [su{n + l)]. It is 
easy to see that (A[su{n + I)])^ =A^[.~]. Therefore, we have 
det A[su[n+ I )] =a”+ I,n+ 1 det A^[s]. 
Application of a<p to A^ then yields the desired result r+(n+ 1) <j+(n + 1). q 
Theorem 2.2. Under the standard assumption (7), the jtillowiny statements are 
equivalent: 
(i) ad/T 
(ii) xc</?; 
(iii) z(~)<r(fl),fbr any permutafion r; 
(iv) ru:,</3uyfbr any collection y={yI ,..., y4) with ?I’iCN, i=l,..., y; 
and 
(v) r+(n+ l)<fl + (n + 1). 
Proof. The equivalence of (ii) and (i) is a consequence of Jacobi’s determinantal 
identity for minors of the inverse [3]. The equivalence of (iii) and (i) simply follows 
from the fact that a permutation similarity of a positive definite matrix is positive 
definite. The equivalence of (iv) and (i) amounts to multiplying or dividing an 
inequality by a positive number (nY=, det A[~i]). And, the equivalence of(v) and (i) is 
implied by Lemma 2.1. 0 
According to Lemma 2.1 and Theorem 2.2, the validity of (6) is not altered by either 
‘cancelling’ an index common to all the x and fi sets or ‘cancelling’ a set common to 
both the M and /I collections. Thus, in considering for which pairs of collections (6) is 
valid, it suffices to consider the case in which no x set appears also as a /I set and no 
index appears in all the u and /II sets. 
3. Sufficient conditions for a <p 
We describe here a simple operation on a collection of index sets that leads to the 
broadest sufficient condition for 
that we know. In fact, all valid inequalities for positive definite matrices of the 
sort (5)/(6) that we have mentioned or that we know of can be deduced in this way. 
Let c( = (~(r, , cx,) be a collection of index sets, Cxi~ N, i = 1, . . . , p. If for some pair 
i, j,<p, we have 
Zic!Xj and SSX~ - Zi 
and if we replace ai with X~=Q+S and xj with z>=c(~-.s, we say that the resulting 
collection CX’(&=Q for r f i,j) is a pinch of z. It follows from inequality (3) that 
if CC’ is a pinch of 3. From this observation and Theorem 2.2(iv) the following simple, 
but very important, sufficient condition follows. 
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Theorem 3.1. Under the standard assumption (7) and for y = {yl, . . , y4}, a collection of 
subsets of N, (f flu y may be obtained from auy via a sequence of pinches, then 
Example 3.2. For example, if n = 5, p = 4 and c(~ = { 1,2,3,4,5 ), t12 = { 2,3,4}, a3 = { 1,2} 
and ~={4,5} and fli={1,2,3}, p2={l,2,4}, B3={2,4,5} and /j4={3,4,5}, then 
‘X < /I, as we can obtain fl= {/Jr, f12, p3, f14j from c( = (CQ, x2, a3, ~1~) via the following 
sequence of pinches: 
CI = {X1> a27 a3> %>, 
~‘={{1,2,3,4), {2,3,4,5}, (1,2}, {4,5>}> 
~“={{1,2,3}, {2,3,4,5}, {1,2,4}, {4,5}}, 
b=@1>82,83,84). 
In this case no augmentation by a collection y was used. We note that this inequality is 
contained in no previously known family of inequalities. 
It can happen, however, that a collection /I is not obtainable from a collection CI via 
a sequence of pinches, and, yet, there exists a collection y such that buy is obtainable 
from XV? via a sequence of pinches, so that a </I. 
Example 3.3. Let n= 8, p=4 and 
~1={1,2,3,4,5,6}, ~2 = { 3,4, 5,6,7,8), x3 = (3,4}, ~={5,6} 
and 
P1={1,3,4,5}, 82 = { 2,3, 5,6}, 83={3,4,6,7), P4= {4,5,6, 8). 
Let CC= {ai, u2, c(~, ~1~) and /I= {fil, p2, b3, p4}. It can be verified that /I may not be 
obtained from M via a sequence of pinches by considering the few possible pinch 
sequences or by checking that no pinch of c( leaves the necessary conditions of 
Section 4 valid in conjunction with p. However, if we let y consist of the single set 
y1 = { 3,4,5,6, 71, then the following sequences of pinches can be carried out: 
{{ 1, 2, 3,4, 5,63, {3,4, 5, 6, 7, 8}, 1394, 5>, (5, 6), {3,4, 6, 7)), 
111, 3, 4, 5}, {3,4, 5, 6, 7, 8 1, 12, 3,4, 5, 61, {5,6), (334, 6, 7}}, 
{{ 1,3,4, 5}, (334, 5,6,7, 8}, (2, 3,5,6}, {4,5,6), {3,4,6,7)}, 
PUY. 
Thus, a < p in this case. This is the simplest such example we know (provably there 
cannot be one for p = 3) and, again, this inequality lies in no previously known family. 
(Indeed, we feel it would be difficult to prove in any other way.) 
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4. Necessary conditions 
Here our purpose is to describe a broad necessary condition for the validity of (6). 
We will show later that this necessary condition coincides with the sufficient condition 
of the last section for p < 3. Unfortunately, we know (by the example that follows) that 
they do not coincide for all p and that this necessary condition is not, in general, 
sufficient. Thus, the most worthwhile avenue for further inquiry would be to attempt 
to discover further necessary conditions. 
It is not difficult to verify (using diagonal matrices and positive semidefinite 
matrices) that the following are necessary for (6) to hold. The total number of 
appearances of each index among the x sets must be the same as that among the /I sets, 
and every b set must contain, and be contained in, at least one x set. (However, some 
c( sets may contain or be contained in no /I set.) Also, as noted earlier, the number of 
nonempty p sets must be at least that of the c( sets. These are all special cases of the 
family of necessary conditions we now describe. 
For a given collection 7 = {;‘I1 , yq) of subsets where ?i’i c N, i = 1, . , q, we define 
two functions on the power set of N as follows. 
For SG N, let 
J(s)= the number of lj;s containing s, 
F>(s) = the number of yi’s contained in s. 
In each case multiplicities among the ;‘;s are counted. We note that the functions 
f, and FY are dual in the sense that 
F&‘) =f&) 
for all s E N. Also, fi, may be thought of as follows: J)(s) = k means that the maximum 
number of 71 sets whose intersection includes s is k. 
Our necessary conditions are then contained in the following theorem. 
Theorem 4.1. [f CX</~ holds under the standard assumption (7), then (i) .f,<,f, and 
(ii) F, d F,. 
Proof. Because of the duality mentioned above and because of the equivalence 
of (i) and (ii) of Theorem 2.2, it follows that (ii) is necessary if (i) is. Thus, it suEices 
to verify (i). 
Assume that cc<fl and let s be an arbitrary subset of N. Applying Lemma 2.1(i) to 
delete each index in sc, we have 
~detA[rin.~]$iidet~[BinS]. 
i=l i=l 
Since Yin.s=s exactly when .SG xi (and similarly for the /I sets) we have 
det A[.s]~~(“) fi det A[!$] <det A[s]~“(@ 5det A[/$], 
i=l i=l 
in which p’ =p -f#(s), p” =p -fP(s), and the NW; and /Ii are proper subsets of s. Since 
f,(@)=p =f,(@, we assume s #0. Then the inequality 
fi det A[aI]<(det ACs])[~~‘“‘-~~(s)l~detACP~] 
i=l i=l 
holds for all positive definite matrices ,4[s], and hence for positive-semidefinite A[s] 
also. Since s # 0, iffp(s) >fI( ) s we may choose A[s] to be a singular positive-semidefinite 
matrix, all of whose proper principal submatrices are nonsingular 
(e.g. A [s] = (s( I - J where J is the matrix of all ones), to reach a contradiction. This 
verifies (i). q 
Remarks 4.2. We note that the statement fs<fi means that any intersection of k of 
the /I sets must be contained in an intersection of k of the c( sets and the statement 
FP d F, means that any union of k of the /3 sets must contain a union of k of the CI sets. 
This is helpful in understanding some of the applications we make of Theorem 4.1 
later. 
Observe that, as the relation cc<<B is preserved under complementation 
(Theorem 2.2(ii)), so are (i) and (ii) of Theorem 4.1; i.e., f0 <fi and FB < F, if and only if 
j& <faC and FBC < F,=. This is also a feature shared by the sufficient condition of 
Theorem 3.1; namely, if b can be obtained from c( by a sequence of pinches, then p’ can 
be obtained from a’ by a sequence of pinches. (For Sric”j and scccj - c+, the pinch 
a:, ~f+$+ S, af-~ is dual to the pinch Cli, C(j~C(i+S, “j-s.) 
For possible inductive analysis it may be useful to know, given that inequality (6) 
holds, to which combinations of LY and fl sets a new index might be added to produce 
a valid inequality, or, at least, new collections that meet the necessary conditions of 
Theorem 4.1. We have already noted that an index may be added to every set, but this 
is not sufficiently informative. Let c( = {c(~, . . . , a,,} be a collection of subsets 
EiEN, i= 1, . . . . p, and let gcP={l, 2, . . . , p]. We denote by c( [g] the subcollection of 
CI of subsets indexed by g. The following observation may then be deduced from 
Theorem 4.1. 
Corollary 4.3. Let c( and /I satisfy the standard assumption (7) and suppose that (i) 
and (ii) qf Theorem 4.1 hold. For g, h (E P) of equal cardinality and for an index x#N, 
we have 
f /&I +xuLWl ’ <f @I +xuaWl and Fp[sl+ xus[gc, d FathI + xua[h=] 
(for all subsets s~Nu(xj) 
if and only if 
.fp[gl G fa[h] and FD[gcl G Fz[hcj . 
This means that, in order to preserve the necessary conditions, at least, a new index 
may be added to the a sets h and /I sets g only under the stated condition. 
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5. Remarks 
The necessary and sufficient conditions that we have described for (6) appear quite 
different. In fact, it is not clear in general how to recognize whether one collection of 
subsets of N may be obtained from another via a sequence of pinches and, much less, 
how to tell if there is any augmentation y that will help. On the other hand, it is clear 
how to check conditions (i) and (ii) of Theorem 4.1, but the minimum computational 
complexity of this is not clear; naively, it may be exponential. Both these questions 
and the structure of the partial orders on collections of subsets of N associated with 
each seem, by themselves, combinatorially interesting. Interestingly, at least for p < 3, 
the two coincide and each gives a desired complete characterization of inequalities of 
the form (5). 
Theorem 5.1. Under the standard assumption (7), and,/& p < 3, the,followiny statements 
are equivalent: 
(i) p may he ohtained,from c( by a sequence ofpinches, 
(ii) ~<fi, and 
(iii) ,fp <,f, and FP < F,. 
Proof. We know that (i)*(ii)=$iii) for any p; so it suffices to show (iii)-(i) for p<3. 
For p = 1 (iii) gives r 2 fl and CI E p so (i) is trivially true. For p = 2, (iii) means that either 
a = a or /I is a single pinch of CL For p = 3, we assume without loss of generality that no 
/I set is also an x set (otherwise, the proof is as for p = 2). The proof then proceeds in 
two steps to reduce to the case p = 2. First, assuming (iii), we conclude that one of the 
M sets is either contained in all the p sets or contains all the p sets. (Note that these two 
eventualities are equivalent up to complementation, an invariant of the problem.) 
Since, because of (iii), each /I set must contain an CY set and be contained in an cx set, we 
must have 
up to permutation of the c[ sets, in order to avoid an a set containing all the j? sets. 
Then, we must have c(~ c/Is, as B3 must contain some M set and ~1~ c fi, would imply 
az=fi3, while c(~ &B3 would imply that CC* contains all the p sets. But, pi, i= 1,2, 
cannot contain ri (else Bi=C(1), and if pi, i= 1,2, contains rz, then c(~ would conta:n 
all the /I sets. Thus, Bi~~3, i = 1,2, and CI~ is contained in all the p sets, as asserted. 
For the second step, assume, without loss of generality, that an r set, say c(~, is 
contained in all the /i’ sets. Since tx3 must then be a subset of every a set also (&(M~)= 3 
implies ,fz(xj)> 3 and hence ,fa(cr,)= 3) it suffices to assume that a3 = 4. There are then 
two possibilities to consider up to permutation of the x sets. Either 
or 
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In the former case, we may perform a pinch on the a collection by replacing a2, a3 by 
%;=a2 - p3, cr;=B3. This leaves ~~,a; vs. /11,/12. Since a,~~~,/?~ and hence 
cr1=~1u~2r it must be the case that a;=fi1nfi2. Thus, p1,p2 is a single pinch of 
cr,,c(;. In the latter case, tli must be pi ufi2u,!13 and u2 must be the set of all indices 
that occur exactly twice among the p sets. Then, let ?=/I3 na2 and S=p, --y, so that 
p3 =6 uy is a decomposition of f13 into the indices that occur only in /I3 and the 
indices in p3 that also appear in another J set. Now perform two pinches on the x sets: 
Ml> @2 + a;=c(,- 6, c&=a,+6 
and then 
x;, u3 -+ cc;=+p3, c!;=p3. 
Note that CX; is a superset of p3, and that these two pinches leave a;, cc: vs. /Ii, p2 
satisfying the p= 2 hypothesis, which completes the proof in this case and for the 
theorem. 0 
Unfortunately, the necessary conditions of Theorem 4.1 are not sufficient for 
arbitrary p, as indicated by the following example. 
Example 5.2. For n=4 and p=5, let CC,=(~), c12={3}, cc,={l,4}, a,={1,2,3j, 
cc,={2,3,4}, and Fi=(l,2}, P2={l,3r\, P3={2,3}, P.+={2, 4) and P5={3,4}. 
It is straightforward to verify that .fs d fE and F, d F,. However, iy $ fl; for example, 
for 
I 
4 2 2 0 
2 4 1 2 
A= 
2 1 142’ 0 2 2 4 
nf= 1 det A[ri] = 331 776, while nl=, det A[Pi] = 311040. We note that this example is 
minimal in the following sense. For n < 3, or p < 3, or n < 4 and p d 4, all pairs of 
collections of index sets CI and /I satisfying the necessary conditions of Theorem 4.1 
also satisfy the inequality x </I, as may be shown by pinching (without augmentation). 
These results were established and the above index sets found by means of an exhaustive 
search with the assistance of Allyson Tripp. Whether the necessary conditions are 
sufficient for the inequality u < b is open for the case of p = 4 index sets and general n. 
Given the evidence we have, it is reasonable to ask if the sufficient conditions of 
Theorem 3.1 are also necessary and to seek further necessary conditions in this 
direction. 
Finally, we should make two comments. First, all of what we have said in the 
context of pinching could be developed equally well in terms of the dual notion of 
a reverse pinch. 
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and one need not worry about containment to perform a reverse pinch. Pinching is 
suggestive of an interesting connection with majorization that we do not explore here. 
Secondly, we have used positive definite matrices as the background class, but the 
story would have been essentially the same had we chosen M-matrices, totally positive 
matrices, inverse M-matrices or inverse totally positive matrices. For example, 
Theorem 3.1 remains valid as a method of generating inequalities for all these 
classes. 
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