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COMPUTING THE TREE NUMBER OF A CUT-OUTERPLANAR GRAPH
NATALIA VANETIK
Abstrat. While the notion of arboriity of a graph is well-known in graph theory, very few results
are dediated to the minimal number of trees overing the edges of a graph, alled the tree number of
a graph. In this paper we propose a method for omputing in polynomial time the tree number of a
sublass of planar graphs. The sublass in question inludes but is not limited to outerplanar graphs;
the dierene between arboriity and tree number for graphs in this lass an be arbitrarily big.
1. Introdution
A over of an undireted graph is a partition of its edge set. A over of a graph is alled a tree over
if all graphs of the partition are trees. A tree over of a graph having minimum size is alled minimal
tree over. A tree number of a graph G, denoted τ(G), is the size of its minimal tree over. We all a
graph a pseudotree if it ontains exatly one yle. A over onsisting of ayli (but not neessarily
onneted) graphs is alled a forest over. The arboriity of G is the minimum number of forests in
a forest over of G. The well-known formula for arboriity of graph was given by Nash-Williams in
[Nash-Williams '64℄. The arboriity provides a lower bound for the tree number. Unfortunately, a
general formula for the tree number of a graph is not available although some results are known. The
tree number of maximal planar graphs was shown to be at most 3 by Kampen in [Kampen '76℄. Ringel
proved that maximal bipartite planar graphs have tree number 2 in [Ringel '93℄. The nontrivial upper
bound for the tree number was obtained by Chung in [Chung '78℄. Truszzynsky onsidered upper
bounds in relation to the girth of the graph in [Truszzynsky '88℄. Ringel et al. have studied the tree
number of regular graphs in [Ringel et al. '97℄. Lladó and Lopez have proved a non-trivial bound for
the tree number depending on the minimum degree in [Lladó and Lopez '04℄.
A planar graph is a graph that an be embedded in a plane; a graph is outerplanar if it has an
embedding in the plane where the verties lie on a xed yle and the edges lie inside the yle and do
not interset. Every outerplanar graph is planar, but the onverse is not true: K4 is planar but not
outerplanar. We introdue the lass of ut-outerplanar graphs, that ontains the lass of outerplanar
graphs: suh a graph is built from outerplanar graphs onneted by ut-nodes in a tree-like fashion.
This lass is nontrivial, beause the dierene between graph's arboriity and its tree number an be
arbitrarily big (an example in Figure 1(a) shows an outerplanar graph with tree number n ∈ N and
arboriity 2). Additionally, graphs in this lass an have arbitrarily many ut-nodes that usually make
the omputation of the tree number diult. We prove that the tree number of ut-outerplanar graph
an omputed in polynomial time. Setion 2 ontains denitions used throughout the paper, Setions 3
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(a) Graph with tree number n and arboricity 2 (b) Elements and sub−elements
Figure 1. Cut-outerplanar graph and its elements.
and 3.1 ontain theoretial results neessary for the orretness of the suggested algorithm, and Setion
4 ontains the algorithm itself and its omplexity analysis.
2. Definitions
Let G = (V,E) be a simple bridgeless graph and let T = (VT , ET ) be tree desribing the node ut
struture of G. Eah member of VT is a 2-onneted omponent of G, and two members Gi, Gj ∈ VT
are onneted by an edge (u, v) ∈ ET in T if Gi and Gj share a node, denoted cij (a ut-node of G).
We selet an arbitrary root of T and provide the edges of T with a diretion, thus eetively turning
T into an out-tree. We use notation Gi ≺ Gj to state that a direted path from Gj to Gi exists in T .
If every member of VT := {G1, ..., GN} is an outerplanar graph, G is a ut-outerplanar graph.
In this paper, we x embeddings of G1, ..., GN with outer yles C1, ..., Cn and provide eah Ci with a
diretion for a given ut-outerplanar graph G. Then a subpath of Ci between nodes u and v, denoted
uCiv, is unambiguously dened. We denote C :=
⋃N
i=1 Ci and all an edge in E a C-edge if it lies on
C and C-edge otherwise.
For two nodes x, y ∈ Ci, x̂, y denotes a subgraph of G that inludes all the edges with both ends in
xCiy and all subtrees of T rooted in Gj for whih Gi ≺ Gj and cij ∈ xCiy. If e = (x, y) is an edge,
we may write ê instead of x̂, y. When x = y, x̂ := x̂, y denotes a subtree T ′ of T attahed to Gi in x,
if exists, that is larger than Gi w.r.t. the ≺ order. A subgraph L of G is alled an element of G if
δ(L) ⊆ C. There exist nodes u, v ∈ V for whih L = û, v, alled the end nodes of L (it is possible that
u = v). G an be viewed as a set of elements onneted by Cr-paths, where Gr is the root of T .
An element L1 is a sub-element of an element L2, denoted L1 ⊂ L2, if the edges of L1 form a subset
of edges of L2, and L1 and L2 are onneted only by C-paths. An element L1 is diret sub-element of
an element L2 if there exists no element M with L1 ⊂ M ⊂ L2. An element without sub-elements is
2
alled simple, and an element with sub-elements is alled omposite. Figure 1(b) ontains examples of
elements and sub-elements for a ut-outerplanar graph with tree struture {G1 ≺ G2, G1 ≺ G3}.
Diretion of eah Ci denes a natural order on C-edges with both ends in Ci. For edges (x, y) and
(x′, y′) with x, y, x′, y′ ∈ Ci and x
′Ciy
′ ⊂ xCiy, we say that (x, y) is a super-edge of (x
′, y′) and (x′, y′)
is a sub-edge of (x, y). An C-edge e = (x, y) ∈ L with x, y ∈ Ci has level 0 in L if and only if it has
no sub-edge. If e does not have level 0, its level is the maximum level of its sub-edges plus 1.
A node x with d(x) = 2 is alled t in an element L if there exists a tree over of L where x is overed
by two distint trees and unt otherwise. A minimal tree over T of an element L with end nodes u
and v is alled proper if there exist two trees T1, T2 ∈ T where u ∈ T1 and v ∈ T2. Note that u and v
may be traversed by other trees from T as well.
Our goal is ompute the tree number for every element of the ut-outerplanar graph G separately and
then show how to ombine these numbers to get the tree number of G.
3. Tree number of a simple element
Let us rst note the following trivial general fat.
(3.1) τ(L) ≥ 2 for any element L of G,
beause, an element of G always ontains a yle beause it either ontains an C-edge or is a simple
yle Ci.
Let us observe a level 1 edge e = (s, t) in an element of G. Then the sub-edges of e have level 0. We
refer to these edges as indierent set. Edges e1, ..., en in indierent set form at most two paths, where
eah of the paths is inident to either s or t or both by the denition of an element.
Claim 3.1 Let L be a simple element with no indierent set. Then τ(L) = 2.
Proof. Sine L ontains no indierent set, all of its C-edges have level 0. Let L ontain the edges of
subgraphs Gi1 , ..., Gim , with Gi1 being the lowest w.r.t. the ≺ order. We prove by indution in m that
there exists a two-tree over of L where
(3.2) eah ut-node and node inident to an C-edge is traversed by two trees.
When m = 1, the C-edges of L form a path with ends in end nodes of L, denoted u and v. If u 6= v,
{L \C,L ∩C} is the required tree over (see Figure 2(a)). If u = v and L is a simple yle, we simply
separate it into two paths in any degree two node. If, however, C-edges of L form a yle, we denote
the C-edges of L by (a1, a2), (a2, a3), ..., (ab, a1). Let 1 ≤ j < b and x, y be degree two nodes lying
on aj−1Cimaj and ajCimaj+1 respetively. We set T1 := L ∩ C − (aj , aj+1) + xCimaj + yCimaj+1 and
T2 := L \ C + (aj , aj+1)− xCimaj − yCimaj+1 and get the desired tree over (see Figure 2(b)).
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ase m = 1.
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Figure 3. Claim 3.1, ase m > 1.
Otherwise, let Gim be the largest among Gi1 , ..., Gim w.r.t. the ≺ order. Then L \Gim is also a simple
element for whih a tree over {T1, T2} satisfying the above onditions exists. Let us denote the ut
node by whih Gim onnets to the rest of L by cim . As L is simple, Gim is either a simple yle (see
Figure 3(a)) or it ontains a path (a1, a2), (a2, a3), ..., (ab−1, ab) of C-edges where aj = cim for some
1 ≤ j ≤ b (see Figure 3 (b) and ()). In the former ase we break Cim in two in some degree two
node and add the resulting simple paths to T1 and T2. In the latter ase, we set T1 := T1 + Cim and
T2 := T2+Gim \Cim . Let 1 ≤ j ≤ b and x be a degree two node lying on aj−1Cimaj . If T2 ontains no
yle, i.e. a1 6= ab, we transfer the segment xCimaj from T1 to T2. This way, a yle in T1 is eliminated
and {T1, T2} is the required tree over for L. If T2 ontains a yle, i.e. a1 = ab, then b > 2 as G is not
a multigraph. We perform here the same operation on T1 and T2 as in ase m = 1 (see Figure 3()),
and obtain the required tree over. 
Claim 3.2 Let L be a simple element of G with end nodes u, v and with an indierent set e1, ..., en.
Let L′ be an element obtained from L by removing e1, ..., en. Then τ(L) = τ(L
′) = 2.
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Figure 4. Indierent set.
Proof. Let us observe a ounterexample to the laim with L ontaining minimal number of edges and
let e1 = (v1, u1), ..., en = (vn, un). Let e = (s, t) ∈ L be the super-edge of level 1 for e1, ..., en. Then
τ(L′) = 2 and a tree over T ′ = {T1, T2} of L
′
exists. Sine sCit, e is a yle, it is overed by two trees
in T ′ and w.l.o.g. (s, t) ∈ T1.
Sine L is simple, w.l.o.g. there exist three possibilities of e1, ..., en loation (see Figure 4(a), (b) and
()):
(1) s = v1, t = un and e1, ..., en is a path,
(2) s = v1, t 6= un and e1, ..., en is a path,
(3) s = v1, t = un and e1, ..., ek, ek+1, ..., en are two disjoint paths.
Let us rst assume that sCit ∈ T2. We then set T := {T1 ∪ e1 ∪ ... ∪ en, T2}. For ases 2-3 T is the
required tree over for L. In ase 1, there exists a degree 2 node w lying on vnCiun as G is not a
multigraph. Then T := {T1 + e1 + ...+ en−1 + vnCiw, T2 − vnCiw + en} is the required tree over.
Let us now assume that sCix ∈ T1 and xCit ∈ T2 for some degree two node x ∈ sCit. We set
T2 := T2 + sCix (note that T2 gains a yle) and repeat the operations desribed above. Now we
only need to destroy the yle in the new T2. Sine G is not a multigraph, a degree two node w lying
on v1Ciu1 exists, and by onstrution (v1, u1) ∈ T1 and v1Ciu1 ∈ T2. We set T2 := T2 − wCiu1 and
T1 := T1 + wCiu1 and eliminate the yle from T2; we then have a tree over of size 2 for L. From
(3.1) we dedue that τ(L) = 2. 
From Claims 3.1 and 3.2 we know that
(3.3) the tree number of a simple element is 2.
3.1. Fitness in a simple element. We now desribe a method for determining whether or not a
node is t in a simple element L, when other t or unt nodes may exist. For a degree two node x, let
us all the longest C-path ontaining x and not inident to C-edges the tness path of x, denoted by
Px. Note that removing Px from a simple element leaves the graph ut-outerplanar (see Figure 5.)
Claim 3.3 Let Px be a tness path of a node x. Let L
′ := L \ Px be a subgraph. Then τ(L
′) = τ(L)
if and only if x is t.
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Figure 5. Removing a tness path.
Proof. Let us assume that x is t. Then there exists a tree over T = {T1, T2} of L where Px = P1xP2
and w.l.o.g. P1 ∈ T1, P2 ∈ T2. Setting T1 := T1 − P1 and T2 := T2 − P2 gives us a tree over of size 2
for L′.
Let us assume now that τ(L′) = 2 for an unt x. We selet L to be minimal in the number of C-edges.
Equation (3.3) and τ(L′) > 2 imply that L′ onsists of two simple elements, possibly onneted by a
simple path. Then τ(L′) ≥ 3 beause the tree number of eah simple element is 2 and these elements
an share at most one tree in a minimal tree over of L′.
Let us assume rst that L onsists of two simple elements, denoted L1 and L2, onneted by a ut-node
y and w.l.o.g. Px ∈ L1. Removing Px from L1 disonnets L1 as an element if and only if removing
Px disonnets L as an element. Therefore, x is unt in L1. However, separating the two-tree over of
L′ at y gives us two-tree overs for both L1 and L2 - a ontradition.
The remaining ase is when L onsists of a simple element M with end nodes u, v and an edge
(u′, v) with u′, u, v appearing on C in that order. If x is unt in M , removing Px separates M and
thus separates L as the edge (u′, v) an be inident to only one of the simple elements obtained from
separatingM . Then τ(L′) > 2 as required. If x is t inM , there exists a proper tree over T = {T1, T2}
for M where x is traversed by two trees. If w.l.o.g. v is traversed by T1 and T2 and u is traversed by
T1, we set T2 := T2 + (u
′, v) and T1 := T1 + u
′Cu. If u is traversed by T1 and T2 and v is traversed by
T1, we set T1 := T1 + (u
′, v) and T2 := T2 + u
′Cu. In both ases we obtain a tree over of size 2 for L
where x is traversed by two trees - a ontradition. 
Corollary 3.4 Let x1 and x2 be a degree two nodes in a simple element L with tness paths
Px1 = Px2 . Then x1 and x2 are t in L simultaneously only if L ontains preisely one C-edge.
Proof. Let T = {T1, T2} be a tree over of L with T1, T2 both traversing x1 and x2. Then, assuming
x1 preedes x2 on C, T1 = x1Cx2. This is only possible if every yle of L ontains x1Cx2, whih is
exatly the ase when L ontains only one C-edge. 
Corollary 3.5 Let x1 and x2 be t nodes in a simple element L with tness paths Px1 and Px2 .
Then x1 and x2 are unt in L simultaneously only if Px1 = Px2 .
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Proof. Let us assume that Px1 6= Px2 while x1 and x2 are unt in L. Let us denote L
′ := L\{Px1∪Px2}.
Then τ(L′) > 2, beause removing tness path of simultaneously t nodes preserves the two-tree over
of L where every suh node is overed by two trees. However, if removing a tness path after others
turns L into a non-element, the tree over of resulting graph has to be bigger than 2. Then τ(L′) > 2
and L′ is not a single simple element.
Let L′ onsist of simple elements L′1, ..., L
′
m, possibly onneted by simple paths (some of L
′
i may be
trivial). Adding Px1 to L
′
turns it into a single simple element, meaning that m = 2 and both L′1, L
′
2
are nontrivial (attahing a simple path to L′i does not hange the tree number of L
′
j). The same is true
for Px2 . Then both Px1 and Px2 onnet L
′
1 and L
′
2 in L. Sine L is simple, L
′
1 annot be a sub-element
of L′2 and vie versa, thus exatly one C-path onnets L
′
1 and L
′
2 in L. But then Px1 and Px2 have a
ommon segment as they are subpaths of C, whih is impossible unless Px1 = Px2 (see Figure 6). 
3.2. Proper tree over. The goal of this setion is to determine when a simple element admits a
proper tree over subjet to additional onditions.
Claim 3.6 Let L be a simple with end nodes u, v and with degree two nodes x1, ..., xn that are t in
L simultaneously. Let L′ be an element obtained from L by adding a (u′, v)-edge and a degree two
node y where u′, y, u, v appear on C in that order (see Figure 7). Then there exists a proper tree
over T of L where all x1, ..., xn are traversed by two trees if and only if nodes x1, ..., xn, y are t in
L′ simultaneously.
Proof. If x1, ..., xn, y are t in L
′
simultaneously, there exists a minimal tree over T ′ = {T1, T2} of
L′ where x1, ..., xn are traversed by T1 and T2 and w.l.o.g. (u
′, v), (u′, y) ∈ T1 and (y, u) ∈ T2. Setting
T1 := T1 − (u
′, v)− (u′, y) and T2 := T2 − (y, u) gives us the desired proper over. Suppose that nodes
x1, ..., xn, y are not t in L
′
simultaneously but a proper tree over T of L where all x1, ..., xn are
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Figure 8. Cases of Claim 4.1.
traversed by two trees and u ∈ T1 ∈ T and v ∈ T2 ∈ T exists. Then setting T1 := T1 + (y, u) and
T2 := T2 − (u
′, v) − (u′, y) gives us a minimal tree over for L′ where all x1, ..., xn, y are traversed by
two trees eah - a ontradition. 
Claim 3.6 and Corollary 3.5 together imply:
Corollary 3.7 In a simple element L with end nodes u, v and with simultaneously t nodes
x1, ..., xn. Then there exists a proper tree over T of L where all x1, ..., xn are traversed by two trees
if and only if no two tness paths of x1, ..., xn are the same. 
The above orollary allows us to determine when a simple element admits a proper tree over while
some degree two nodes inside of that element may be required to be t. We use this result later to
determine the existene of a proper tree over for a omposite element.
4. Tree number of a omposite element
In this setion we desribe how the tree number of a omposite element an be omputed iteratively
from the tree numbers of its diret sub-elements.
Let L be an element of G and M its diret sub-element. We denote by L −M an element obtained
by ontrating M into a degree two node m. If M1, ...,Mn are all diret sub-elements of L, then
ontrating M1, ...,Mn into degree two nodes m1, ...,mn brings us to a simple element L −
⋃n
i=1Mi.
Node mi will be alled a ontration node of Mi. We an then make the following laims about the
tree number of G.
Claim 4.1 τ(L) ≥ τ(L−
⋃n
i=1Mi) +
∑n
i=1 τ(Mi)− 2n.
Proof. We prove the laim by indution in n. Let us observe a minimal tree over T of L. We denote
by e1 and e2 the two C-edges onneting M1 to the rest of L. If e1 ∈ T1 ∈ T and e1 ∈ T2 ∈ T \T2 (see
Figure 8(a)), we immediately get τ(L) ≥ τ(L−M1) + τ(M1)− 2. If e1, e2 ∈ T1 ∈ T (see Figure 8(b)),
L admits a over where one over member is a pseudotree and others are trees. The size of suh a over
is at least τ(L)−1 (otherwise, breaking the yle of a pseudotree by reating a new tree from one of its
yle's edges), and at least τ(M1)−1 trees over M1 in T . Then again τ(L) ≥ τ(L−M1)+ τ(M1)−2.
Indution assumption gives us τ(L −M1) ≥ τ(L −
⋃n
i=1Mi) +
∑n
i=2 τ(Mi) − 2(n − 1), thus τ(L) =
8
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τ(L−
⋃n
i=1Mi) +
∑n
i=1 τ(Mi)− 2n as required. 
Claim 4.2 τ(L) ≤ τ(L−
⋃n
i=1Mi) +
∑n
i=1 τ(Mi)− n.
Proof. We prove the laim by indution in n. Let us observe minimal tree overs TL−M1 of M1 and
TM1 ofM1. We denote by x and y the end nodes ofM1, and by ex and ey the C-edges of L−M1 inident
to the node m1 obtained by ompressing M1. The rst ase is when ex and ey are traversed by two
dierent trees of TL−M1 , denoted T1 and T2 (see Figure 9(a)). Then taking a tree S1 ∈ TM1 traversing
x, we set T1 := T1 + S1 and obtain a tree over of size τ(L−M1) + τ(M1)− 1 for L. The seond ase
is when ex and ey by the same tree T1 ∈ TL−M1 . If there exists a tree S1 ∈ TM1 traversing both x and
y (see Figure 9(b)), we set T1 := T1 + S1 and obtain a tree over of size τ(L−M1) + τ(M1)− 1 for L.
Otherwise, there exist trees S1, S2 ∈ TM1 traversing x and y respetively (see Figure 9()). We break
T1 into two trees T
′
1 and T
′′
1 , one overing ex and another ey, and set T
′
1 := T
′
1+S1 and T
′′
2 := T
′′
1 +S2.
The resulting tree over of L has the size τ(L−M1)+1+τ(M1)−2 = τ(L−M1)+τ(M1)−1. Then by
indution we have τ(L) ≤ τ(L−M1)+τ(M1)−1 ≤ τ(L−
⋃n
i=1Mi)+
∑n
i=1 τ(Mi)−n, as required. 
Claims 4.1 and 4.2 together imply that for all i ∈ {1, ..., n}
(4.4) τ(L−Mi) + τ(Mi)− 2 ≤ τ(L) ≤ τ(L−Mi) + τ(Mi)− 1.
We will also need the following property of L.
Claim 4.3 Let τ(L) = τ(L−Mi) + τ(Mi)− 2 for some i ∈ {1, ..., n}. Then mi is t in L−Mi and
Mi admits a proper tree over.
Proof. Let us assume that τ(L) = τ(L −Mi) + τ(Mi) − 2 for some i ∈ {1, ..., n} and let T be a
minimal tree over of L. If the C-edges of L \Mi inident to Mi are traversed by two dierent trees
T1, T2 ∈ T , then ontrating Mi into mi gives us a tree over for L −Mi, built from T , where mi is
traversed by two dierent trees and thus is t. Deleting L \Mi from L gives us a tree over of Mi with
end nodes traversed by T1 and T2 - a ontradition.
If the C-edges of L\Mi inident toMi are traversed by a single tree T1 ∈ T , Mi is overed by τ(M)−1
trees in T . Sine no tree over of Mi an ontain less than τ(Mi) trees, breaking T1 at the end nodes
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of Mi gives us a proper tree over of Mi. The over of L −Mi, obtained from T by ontrating Mi,
ontains preisely one pseudotree traversing mi and has size τ(L−Mi)− 1. We reate a new tree from
one of the C-edges inident to mi and obtain a tree over of L −Mi where mi is traversed by two
dierent trees. Then mi is t in L−Mi. 
Let T be any minimal tree over of L and TMi be the restrition of T onto Mi. Then
(4.5) |TMi | = τ(Mi).
Indeed, if τ(L) = τ(L−Mi)+ τ(Mi)− 2, L−Mi and Mi an share exatly two trees, thus Ti ontains
preisely τ(Mi) trees. If τ(L) = τ(L−Mi)+ τ(Mi)−1, either L−Mi and Mi share exatly one tree in
T , and thus |TMi | = τ(Mi), or L−Mi and Mi share two trees and L−Mi is overed by τ(L−Mi)+ 1
trees. In this ase, again, |TMi | = τ(Mi).
Claim 4.4 Let us selet the largest index set {i1, ..., ik} ⊆ {1, ..., n} so that all Mi1 , ...,Mik admit
proper overs and mi1 , ...,mik are t simultaneously in L−
⋃n
i=1Mi. Then
τ(L) = τ(L−
⋃n
i=1Mi) +
∑n
i=1 τ(Mi)− n− k.
Proof. We prove the laim by indution in k. If k = 0, Claims 4.3, 4.2 and 4.1 ensure that
τ(L) = τ(L −
⋃n
i=1Mi) +
∑n
i=1 τ(Mi) − 2n. If k > 0, we denote by L
′ := L −Mi1 . By indution
assumption τ(L′) = τ(L −
⋃n
i=2Mi) +
∑n
i=2 τ(Mi) − n − k + 2, as mi2 , ...,mik are t simultaneously
in L −
⋃n
i=1Mi. Sine all Mi1 admit a proper tree overs, and mi1 , ...,mik are t simultaneously
in L −
⋃n
i=1Mi, we simply onstrut the required tree over by joining eah two trees overing mj
in a tree over of L −
⋃n
i=1Mi with the two trees overing the end nodes of eah Mij . For eah
Mj , j /∈ {i1, ..., ik}, onstrut a tree over of size τ(L −
⋃n
i=1Mi) +
∑n
i=1 τ(Mi) − n − k as in Claim
4.2. By (4.4) τ(L) ∈ {τ(L′) + τ(Mi1) − 1, τ(L
′) + τ(Mi1) − 2}. Then by indution assumption
τ(L−
⋃n
i=1Mi) +
∑n
i=1 τ(Mi)− n− k is the minimal possible size of for the tree over of L. 
4.1. Proper tree over of a omposite element. In this setion we study the existene of a proper
tree for a omposite element, when properties of the element are known. Here, L denotes a omposite
element and M1, ...,Mn denote the diret sub-elements of L. We will all Mi and Mj parallel in L if
any maximal subset ofM1, ...,Mn with proper tree overs and simultaneously t ontration nodes in L
ontains both Mi and Mj . The intuition behind this denition is that only parallel diret sub-elements
may aet the existene of a proper tree over in omposite element, as the following laim states.
Claim 4.5 L admits a proper tree over unless there exist parallel diret sub-elements Mi and Mj so
that mi and mj have the same tness path.
Proof. If no suh pair of sub-elements exists, applying onstrution of Claim 4.4 to the proper tree
over of L −
⋃n
i=1Mi, whih exists by Corollary 3.7, gives us the required tree over. Otherwise, let
us observe a proper tree over T of L and parallel diret sub-elements Mi and Mj so that mi and mj
10
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Figure 10. Sub-elements in Claim 4.5.
Figure 11. Building element from graph.
have the same tness path Pmi = Pmj . Contrating Mi1 , ...,Mik brings us to a proper tree over of
L′ := L−
⋃k
j=1Mij , where the nodes mi1 , ...,mik are t simultaneously. In L−
⋃n
i=1Mi, by Corollary
3.4 no mp 6= mi,mj is t and L−
⋃n
i=1Mi ontains preisely one C-edge. We then have
(4.6) τ(L) = τ(L−
n⋃
i=1
Mi) +
n∑
i=1
τ(Mi)− n− 2 =
n∑
i=1
τ(Mi)− n,
from Claim 4.4 as τ(L−
⋃n
i=1Mi) = 2 by (3.3). By (4.5) allM1, ...,Mn are overed by τ(M1), ..., τ(Mn)
trees respetively in T . For the equality in (4.6) to hold, every path in L onneting a sub-element Mi
to another sub-element Mj has to be overed by a single tree (see Figure 10). This inludes the path
between the outermost diret sub-elements on C, onsisting of the edges inident to the end nodes of
L. Then T annot be proper - a ontradition. 
5. Computing the tree number
Here, we desribe an algorithm for omputing the tree number of a ut-outerplanar graph and show
that the algorithm's time omplexity is polynomial in the size of the input.
First, we notie that an algorithm that omputes the tree number of a omposite element of a ut-
outerplanar graph an ompute the tree number of a ut-outerplanar graph. Indeed, a ut-outerplanar
graph G an be treated as an element of another ut-outerplanar graph G′ onneted to G by a simple
path as in Figure 11.
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Let L be an element (simple or omposite) of a ut-outerplanar graph, and let M1, ...,Mn be its diret
sub-elements. We will now ompute τ(L) using following steps.
(1) If n = 0, τ(L) = 2 by (3.3) and L always admits a proper tree over by Corollary 3.7.
(2) If n > 0, we ompute τ(M1), ..., τ(Mn) by reursive appliation of the algorithm. We also nd
subset {Mi1 , ...,Mik} ⊆ {M1, ...,Mn} of elements with a proper tree over.
(3) We ontrat M1, ...,Mn into degree two nodes m1, ...,mn and obtain a simple element L −⋃n
i=1Mi.
(4) We nd the maximum subset I ⊆ {1, ..., n} so that eah i ∈ I lies in {i1, ..., ik} and all mi,
i ∈ I, are t simultaneously. This is done as follows.
(a) Observe degree two nodes mi1 , ...,mik in a simple element L−
⋃n
i=1Mi.
(b) Selet maximal subset M of mi1 , ...,mik so that no two nodes have the same tness path.
Do it by piking one node out of every group with the same tness path per group.
() If |M| = 1, and there exist two nodes m′,m′′ ∈ {mi1 , ...,mik} with the same tness
path and L−
⋃n
i=1Mi ontains preisely one C-edge, let I ontain the indies of m
′,m′′.
Otherwise, let I ontain the indies of the nodes in M.
Corretness of this step in ensured by Corollary 3.5.
(5) Claim 4.4 ensures that τ(L) = τ(L−
⋃n
i=1Mi) +
∑n
i=1 τ(Mi)− n− |I|.
Sine the element L−
⋃n
i=1Mi is simple, we onlude from (3.3) that τ(L) = 2+
∑n
i=1 τ(Mi)−
n− |I|.
It remains to show that omplexity of the above algorithm is polynomial. Finding ut-nodes in an
outerplanar graph at worst requires deleting eah node and heking the onnetivity of the remain-
ing graph, whih an be done by applying depth-rst searh and is polynomial in the size of the
graph. In general, nding an outerplanar embedding of an outerplanar graph is a polynomial task (see
[Bienstok, Monma '90℄). Suh an embedding has to be found for every 2-onneted omponent of a
ut-outerplanar graph.
First, the tree number of eah sub-element of L is omputed exatly one, thus the total number of
these omputations does not exeed the number of edges in L. In step 2, existene of a proper tree
over of an element M is determined by its tree number and its sub-elements. Sine omputation of
τ(M) in step 4 inludes this data by Claim 4.5, no extra omputation is required. Contration of
step 3 is straightforward and is linear in the size of L. Computation in step 4 requires tness path
omputation and a linear san afterward. Computing tness paths requires a walk along C between
the end nodes of L, whih is by itself linear in the number of nodes in L. The omplexity of nding
the end nodes of L is at worst quadrati in the number of nodes in L. Finally, the omplexity step 5
is linear in the number of diret sub-elements of L. Therefore, the total omplexity of omputing the
tree number of a ut-outerplanar graph is polynomial.
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