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Abstract
In this paper we introduce a block-structured adaptive mesh refinement (AMR) software framework
that incorporates tiling, a well-known loop transformation. Because the multiscale, multiphysics codes
built in BoxLib are designed to solve complex systems at high resolution, performance on current and next
generation architectures is essential. With the expectation of many more cores per node on next generation
architectures, the ability to effectively utilize threads within a node is essential, and the current model for
parallelization will not be sufficient. We describe a new version of BoxLib in which the tiling constructs are
embedded so that BoxLib-based applications can easily realize expected performance gains without extra
effort on the part of the application developer. We also discuss a path forward to enable future versions of
BoxLib to take advantage of NUMA-aware optimizations using the TiDA portable library.
1. Introduction. BoxLib is a mature, publicly available, software framework for building massively
parallel block-structured adaptive mesh refinement (AMR) applications [1]. It is one of a number of current
publicly available AMR frameworks; see [16] for an overview. Numerous application codes are based on
these frameworks and are too many to list here, but sample research codes in use today that are based on
BoxLib include MAESTRO [5, 6, 4, 36, 23] and CASTRO [3, 34, 35] for astrophysical simulations, Nyx [2, 21]
for cosmological simulations, LMC [13, 9, 8] for low Mach number combustion simulations, SMC [17] for
compressible combustion simulations, as well as codes for moist atmospheric physics [14, 15] and subsurface
flow [24].
BoxLib contains extensive software support for explicit and implicit grid-based operations as well as
particle-mesh operation on adaptive hierarchical meshes. Multilevel multigrid solvers are included for cell-
based and node-based data. Multiple time-subcyling modes are supported for adaptive mesh simulations.
Most current BoxLib application codes evolve multiscale, multiphysics systems in time by solving systems
of partial differential equations (PDEs) often accompanied by constraints. Because these codes are designed
to solve complex systems at high resolution, performance on current and next generation architectures is
always of paramount importance.
BoxLib uses a hybrid MPI/OpenMP approach for parallelization, and the OpenMP parallelism has
traditionally been expressed in the individual loops over cells. BoxLib application codes have demonstrated
good scaling behavior on up to 100,000 cores on current multi-core architectures (see e.g., [3, 22]). However,
with the current trends in system design, the next generation of high-performance computing systems will
have node architectures based on many-core processors and non-uniform memory access (NUMA) designs.
Due to the irregularity of AMR algorithms, a fine-grained loop-level threading approach is not expected to
provide efficient parallelism on a node with hundreds or thousands of threads. In addition, reducing the cost
of data movement is expected be crucial for performance [31]. In response to these architectural challenges,
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we are adopting a new programming model, tiling, in BoxLib to expose additional parallelism and optimize
data access behavior.
Tiling is a well known loop transformation that has been proven to be useful in enhancing data locality
and parallelism (e.g., [33, 25]). Tiling reduces the working set size so that the working set of a thread can fit
into cache, reducing the number of cache misses. This decreases the memory traffic, resulting in improved
performance. Tiling can also expose more parallelism by multi-dimensionally partitioning data or iteration
space. Previously we added tiling to the BoxLib based SMC code [17] manually. However, manual tiling of
an application code is both labor intensive and error prone because there is no standard language construct
for tiling in any of the general-purpose programming languages. In this paper, we introduce a new version
of BoxLib that embeds tiling in the shared framework rather than in each application code. By supporting
tiling in the Boxlib framework itself, application developers using BoxLib do not have to recode any of the
tiling constructs.
In Section 2, we present a brief introduction to tiling. In Section 3, we give a brief overview of BoxLib
and key abstractions in the pre-tiling version are presented. We then present the new version of BoxLib with
tiling and discuss the threading approach. Several performance results are shown in Section 4, demonstrating
the improved performance of the tiling approach. In Section 5, we discuss our plans for further optimization
of BoxLib using the TiDA portable library [29, 30]. We summarize the results of this paper in the final
section.
2. Tiling Overview and Related Work. Modern systems contain complex memory hierarchies with
multiple levels of caches and multiple NUMA nodes. It is essential that a software framework like BoxLib
adapt to the increasing number of cores and possibly increasing number of NUMA domains in order to be
able to take advantage of the current and future architectures. Tiling, also known as cache blocking, is a
well known program transformation that has proven to be useful in improving data locality and parallelism.
Tiling eliminates some of the memory traffic by reducing the size of the working set so that there are fewer
cache misses. In addition, it enables high degrees of parallelism through partitioning iteration space into
independent units of execution. At the language level, there is no standard programming support to express
tiling information in the program. The programmer has to manually tile individual loops, which can be very
labor-intensive and error-prone for large codes like the BoxLib-based AMR applications. The most common
way to implement tiling is to partition a nested loop by introducing tiling loops that iterate over tiles and
element loops that iterate over the data elements within a tile.
There is a long list of literature on iteration space tiling to move the burden from the programmer to
the compiler [33, 10, 26, 12, 18, 27]. Compiler methods rely on static loop transformations [28], usually in
the form of source-to-source translation. There is only limited support for tiling in commercial compilers
because of the code generation complexity. The complexity emerges primarily from the semantics of existing
programming languages (e.g. C, C++, or Fortran) and the inability in current programming environments
to express essential information required for effective performance analysis and safe code transformations
to auto-generate tiled code. It is particularly difficult for AMR codes, where crucial information needed
to optimize data locality is only available at runtime. Our approach here is to decouple tiling from the
individual loops and instead represent it at the data structure level within the BoxLib framework.
HTA (Hierarchically Tiled Arrays) [10] offers data structures for describing a hierarchy and topology of
tiles where computation and communication are represented by overloaded array operations. Extending array
notations hides many details from the programmer but eventually creates performance problems because of
the excessive use of temporary arrays or frequent data layout transformations. Adopting HTA in BoxLib
would have meant extensive rewriting of BoxLib and BoxLib-based application codes. TiDA [29, 30], on the
other hand, is a library that allows parameterised data layout and tiling but does not require restructuring
of the original software framework. We are motivated here by TiDA’s approach to tiling and have integrated
many features of TiDA into the BoxLib framework.
TiDA introduces two concepts: regional and logical tiling. Figure 1 shows an example of regional tiling.
We denote a rectangular domain in index space as a grid; each grid is tiled into multiple regions with each
region’s floating point data allocated contiguously in memory. Each region is further split into logical tiles
in iteration space; the logical tile size can be changed dynamically on a loop-by-loop basis. It should be
emphasized that logical tiles exist only in the iteration space and do not alter the floating point data layout
3Grid
Region
Tile
Fig. 1. Grid, Region and Tile. In this example of regional tiling, there are two grids. The grid on the left contains four
regions, and the grid on the right contains two regions. Each region is split into four logical tiles in iteration space. The
floating point data are allocated contiguously in each region, thus the data within a grid are not in one contiguous block. Note
that logical tiles do not affect the data layout in memory.
in memory. A tiling approach based on the hierarchy of grid, region and tile is called regional tiling. Logical
tiling is a special case of regional tiling in which each grid contains only one region. Thus the data on a grid
in logical tiling are contiguous in memory, whereas in regional tiling they are allocated in multiple contiguous
blocks. Regional tiling is intended to address the NUMA nodes and regional coherence domains, and is more
general than logical tiling; however it requires data structure changes because existing AMR frameworks
usually allocate one contiguous block of memory for the data on each grid. In contrast, logical tiling is easily
adoptable by the underlying framework, because it requires minimal bookkeeping and incurs little overhead
on existing codes.
3. BoxLib. The BoxLib software framework includes both a C++ framework that can call Fortran
subroutines, and an entirely Fortran framework. Both frameworks have been modified to use tiling, but we
will present the illustrative examples in C++ only for simplicity.
Fig. 2. Cartoon of AMR grids with two levels of factor 2 refinement. The coarsest grid covers the domain with 162 cells.
Bold lines represent grid boundaries. The two intermediate resolution grids are at level 1 and the cells are a factor of two
finer than those at level 0. The two finest grids are at level 2 and the cells are a factor of two finer than the level 1 cells.
Note that there is no direct parent-child connection. The data for each grid are contained in an object called FArrayBox (see
section 3.1). In this example, there are 1, 2 and 2 FArrayBox objects on level 0, 1, and 2, respectively. FArrayBox objects on
each level are organized into an object called MultiFab (Multiple FArrayBox).
The data in BoxLib is defined on a nested hierarchy of logically rectangular grids. Recall we use the
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term grid to refer to a rectangular domain in index space; in the context of block-structured AMR a level is
composed of a union of (in this case non-intersecting) grids that share the same mesh (or cell) spacing. The
ratio of mesh spacings between adjacent levels is typically 2 or 4. Figure 2 shows a cartoon of AMR grids in
two dimensions with two levels of refinement. One aspect that distinguishes BoxLib from frameworks such as
FLASH [19] is that a fine grid does not necessarily have a unique parent grid. This allows the organization of
data into relatively large aggregate grids and as a result amortizes the cost incurred by the irregular nature
of adaptive meshes.
The changes to BoxLib described in this paper focus on data locality and parallelism at each level of
refinement independently, thus for the rest of the paper we will confine ourselves to the geometry of a single
level. However, the fact that a tiling strategy must work in the context of complex multiphysics applications
on adaptive grid hierarchies dictates three necessary features. First, the strategy must work for a union of
grids that are not necessarily of equal size and shape, and that do not necessarily span the entire rectangular
domain. Second, the strategy must be such that the tile size can be modified depending on the nature of the
loop, as different parts of the algorithm may have very different computational and communication demands.
Finally, the tiling strategy must be sufficiently lightweight to adapt to the frequently changing grid structure
at all levels but the coarsest as the simulation evolves.
3.1. BoxLib Without Tiling. Before we discuss the tiling strategy, we describe the data structures
and methods for operating on the data on a level in BoxLib without tiling. In BoxLib, a Box is the data
structure for a rectangular domain in index space, and a three-dimensional Box can be represented by six
integers. Each grid is represented by the Box type. A FArrayBox is the data structure that holds the floating
point data on a single Box. The data can have multiple components (such as density and velocity), and
are stored internally as a one-dimensional (1D) array allocated with C++ ’s new operator, therefore are
contiguous in memory. The index space information in FArrayBox can be used to reshape the 1D array into
a multi-dimensional array to be used in a Fortran subroutine. We note that while the grids themselves are
non-intersecting boxes, the data in an FArrayBox may be defined on a Box larger than the grid if ghost (or
halo) cells are needed. AMultiFab is the parallel data structure containing multiple FArrayBoxes which holds
data on the multiple grids of an AMR level (see figure 2). The data in a MultiFab are distributed among
MPI processes. Thus, on each MPI process the MultiFab contains only the FArrayBox objects owned by this
process, and the process operates only on its local data. For operations that require data owned by other
MPI processes, ghost cells are filled via MPI communications. To reduce the latency and use the network
bandwidth more efficiently, the communication messages are aggregated. For the purpose of communication
within each level and between levels, each MPI process has a copy of all the grids.
Many common operations in BoxLib can be performed at the abstract level of MultiFab with the data
and implementation details hidden from the application developers. A few examples are given below.
// Return the maximum value contained in component 0 of the MultiFab mf
max_val = mf.max (0);
// Fill the ghost cells of each FArrayBox in the MultiFab mf
mf. FillBoundary ();
To operate on the data in more application-specific ways, BoxLib supplies iterators, called MFIters, over
the FArrayBoxes in a MultiFab. The application developer provides a Fortran subroutine that performs the
operations; each subroutine operates on one grid’s worth of data at a time. For example,
for (MFIter mfi(mf); mfi.isValid (); ++ mfi) // Loop over grids
{
// Define vbox to be the grid associated with this iteration .
// This "valid" region will be used to define the extent of the data
// that the subroutine will operate on.
const Box& vbox = mfi.validbox ();
// Get a reference to the FArrayBox so that we can access
// both the data and the size of the FArrayBox .
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FArrayBox & fab = mf[mfi];
// Define the double* pointer to the data of this FArrayBox .
double* a = fab.dataPtr ();
// Define abox as the Box on which the data in the FArrayBox is defined.
// Note that "abox " includes ghost cells (if there are any), and is thus
// larger than or equal to "vbox ".
const Box& abox = fab.box ();
// We can now pass the information to a Fortran routine ,
// which treats the double* as a multi -dimensional array
// with dimensions specified by the information in "abox ".
// We will also pass the index information in "vbox ",
// which specifies our "work " region.
// Functions loVect () and hiVect () return the lower and upper
// indices of a box , respectively .
f(vbox .loVect(), vbox .hiVect(), a, abox .loVect(), abox .hiVect ());
}
The Fortran subroutine might look as shown here:
subroutine f(lo , hi , a, alo , ahi)
integer , intent(in) :: lo(3), hi(3), alo(3), ahi (3)
double precision , intent(inout) :: a(alo (1): ahi (1), alo (2): ahi (2), alo (3): ahi (3))
integer :: i, j, k
!$OMP PARALLEL DO private (i,j,k)
do k = lo(3), hi (3)
do j = lo(2), hi (2)
do i = lo(1), hi (1)
! ...
end do
end do
end do
!$OMP END PARALLEL DO
end subroutine f
Here, for the sake of simplicity, we have omitted the code that facilitates calling Fortran subroutines from
C++ . In BoxLib, this is usually handled by C preprocessor macros; one can also use the ISO C BINDING
module in Fortran 2003. In this example, OpenMP is used on the loop level for work sharing among threads.
3.2. BoxLib With Logical Tiling. In the new version of BoxLib1, we introduce the capability for
logical tiling as defined earlier. For backward compatibility the default is to have tiles the same size as (or
larger than) the grids so that tiling is effectively turned off. In our logical tiling approach, each grid is
now logically split into tiles (both grids and tiles are of type Box), and the modified looping construct is
completely incorporated into the MFIter iterator which now loops over each tile in each grid rather than
just over the grids themselves. With logical tiling, the data layout is unchanged; just the access pattern to
the data is changed. An example of using tiling is shown below.
bool tiling = true ;
for (MFIter mfi(mf ,tiling ); mfi.isValid (); ++mfi) // Loop over tiles
{
// Define the tile of this iteration
// This tile , rather than the grid that the tile is a part of ,
// will be used to define the extent of the data
1BoxLib is under active development and all updates are publicly available through git as soon as they are tested and
committed. By “new version”, we do not refer to any particular version number.
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// that the subroutine will operate on.
const Box& tbox = mfi.tilebox ();
// Get a reference to the FArrayBox so that we can access
// both the data and the size of the FArrayBox ; the FArrayBox
// is unchanged by using tiling
FArrayBox & fab = mf[mfi];
// Define the double* pointer to the data of this FArrayBox .
// The dataPtr of the FArrayBox is unchanged by using tiling.
double* a = fab.dataPtr ();
// Define abox as the Box on which the data in the FArrayBox is defined.
// This is also unchanged by using tiling.
const Box& abox = fab.box ();
// We can now pass the information to a Fortran routine.
// We now pass the index information in "tbox " to specify the work region.
f(tbox .loVect(), tbox .hiVect(), a, abox .loVect(), abox .hiVect ());
}
In this example, the loop controlled by MFIter can be regarded as a nested loop collapsed into one iteration
space, where the nested loop is composed of an outer loop of grids and an inner loop of tiles in a grid. Note
that the code is almost identical to the one in § 3.1; the Fortran subroutine and the data pointer passed to
it are unchanged, but the index space on which the subroutine operates is now defined by the tile rather
than the grid. Loop tiling is achieved without any modification in the kernel function f. This is important to
application developers using BoxLib since typically the kernels are application-specific. Moreover, any local
arrays in the kernel function can now be the size of the tile rather than the potentially much larger grid,
thus the working set size is further reduced, resulting in better data access patterns.
The MFIter class has several constructors:
MFIter(const MultiFab & mf);
MFIter(const MultiFab & mf , bool do_tiling );
MFIter(const MultiFab & mf , const int tilesize []);
In the first version, each grid has one tile and the tiling is effectively turned off. If the second version is
used, the default tile size (that can be specified at runtime) is used. The third version provides more control
over the tile size by passing an integer array specifying the tile size in each spatial dimension. This allows
applications to use different tile sizes in different parts of the algorithm, which is essential for maximizing
performance in a complex multiphysics code. The new tileboxmember function of MFIter returns a box for
the current tile of the iteration. Additional MFIter member functions that are useful for building application
codes include
Box growntilebox (int nghost) const;
Box nodaltilebox (int direction ) const;
The function growntilebox returns a grown tile box that includes ghost cells at grid boundaries only;
therefore the returned boxes originating from the same grid are still non-overlapping. This is useful when
the work region includes ghost cells. The function nodaltilebox returns non-overlapping face-type boxes
for tiles, with the face specified by the integer argument. This function is particularly useful for finite-volume
methods where face-based fluxes are often used.
3.3. Threading in BoxLib. BoxLib uses OpenMP for threading. As seen in section 3.1, BoxLib
traditionally used OMP DO in a fine-grained loop-level threading approach. Tiling provides the opportunity
for a coarse-grained approach for threading, which enables the removal of OpenMP constructs from the
individual Fortran routines. For example, OpenMP parallelism at the tile level can now be achieved by
adding OpenMP pragmas around the MFIter loops:
7#pragma omp parallel
for (MFIter mfi(mf ,true ); mfi.isValid (); ++ mfi) // Loop over tiles
{
const Box& tbox = mfi.tilebox ();
FArrayBox & fab = mf[mfi];
double* a = fab.dataPtr ();
const Box& abox = fab.box ();
f(tbox .loVect(), tbox .hiVect(), a, abox .loVect(), abox .hiVect ());
}
Here mfi is a thread private MFIter object because it is created inside an OpenMP parallel region. Because
an OpenMP parallel region has already started when function f is called, we remove the OpenMP directives
in function f unless nested OpenMP parallelism is desired.
When MFIter detects that it is inside an OpenMP parallel region as in the code above, the iterations
over tiles are shared among OpenMP threads. In our current implementation, the work scheduling policy is
similar to OpenMP’s static scheduling. Let us consider an example. Suppose there are four grids of different
sizes at a level, and the tile size is such that the first and fourth grids are each divided into 4 logical tiles,
while the second and third are divided into 2 logical tiles each. In the tiling version, the loop body will be
run 12 times in total, as opposed to 4 times in the untiled version. Assuming four threads are used, thread
0 will work on 3 tiles from the first grid, thread 1 on 1 tile from the first grid and 2 tiles from the second
grid, and so forth.
In addition to the benefits of tiling itself, this coarse-grained tile-level threading approach has several
advantages over the fine-grained loop-level approach shown in Section 3.1. First, when individual grids are
small (such as often occurs after multiple coarsenings near the bottom of a multigrid V-cycle in a multigrid
solver), there can still be enough parallelism for the tile-level approach even though there might not have
been enough without tiling. Second, the tile-level approach has removed the need to use OpenMP directives
in the application-specific Fortran subroutines in most cases, which reduces the chance of application-specific
OpenMP coding errors. Finally, it reduces thread overhead and synchronization points because there is only
one OpenMP parallel region as opposed to many parallel regions in the fine-grained loop-level approach.
There could be an even coarser grained grid-level parallelism approach, in which the operations on
each grid are performed by only one thread and different threads operate on different grids. This grid-level
approach is less desirable than the tile-level approach, because in complex AMR applications the boxes
typically have different sizes,resulting in load imbalance among threads, and because there will typically
be more threads than grids on many-core architectures unless many small grids are used. Increasing the
amount of parallelism by using many small grids in an AMR framework such as BoxLib is not recommended.
It increases the size of the AMR metadata, increases the cost of performing box-box intersections needed
to fill ghost cells and copy data between AMR levels, and increases the actual computation because of the
increased volume of ghost cells. All of the benefits one would achieve with many small grids are achieved by
tiling the grids instead.
Besides providing a backward compatible tiling capability and a coarse-grained tile-level threading ap-
proach, the new version of BoxLib also includes many performance improvements that are made possible
by applying the tiling concept. One such example is the operation of filling ghost cells, which involves both
local and remote communications. For data available on its own MPI process, simple copy operations are
performed, whereas to get data from a remote MPI process, MPI calls must be made. In BoxLib, MPI
messages between processes are aggregated by using buffers for MPI send and receive calls to reduce com-
munication overhead and to increase the utility of network bandwidth. Thus the remote communication also
involves local data movement. These local data copy operations are usually considered cheap. However, on
a many-core architecture with hundreds of threads, they could become a bottleneck if they are not threaded
or have low parallel efficiency, as expected from Amdahl’s law [7]. In Section 4.1, we will present such an
example and demonstrate the improvement from using tiling.
The user function called inside the MFIter loop often dynamically allocates its own temporary arrays.
In a multi-threaded environment, this often results in lock contention and sometimes translation lookaside
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buffer (TLB) misses or even page faults. One way of avoiding these issues is using Fortran automatic arrays,
which are usually put on the stack instead of the heap by default (see [32]) for an example of this approach).
Another approach we have implemented in BoxLib is creating thread private memory arenas and allocating
dynamic arrays from the arenas. One advantage of the latter approach is that it provides the flexibility
of allocating the high-bandwidth on-package memory available on the next generation of chips (e.g., Intel
Knights Landing).
Finally we note that tiling is not always desired or better. The traditional fine-grained loop-level thread-
ing approach coupled with dynamic scheduling is more appropriate for work with unbalanced loads, such as
calculating chemical reactions in cells by an implicit solver such as VODE [11].
4. Performance. In this section, we present several results demonstrating the performance benefits of
tiling in BoxLib. In the first test we consider an explicit heat equation solver built with the BoxLib C++
framework, and in the second test we use a minimalist version of SMC [17] built with the BoxLib Fortran
framework. Unless stated otherwise, we define speedup as the ratio of the run time to the corresponding
time in the 1-thread untiled run. Note that MPI is not used in these tests so that we can accurately measure
the on-node performance impact of tiling.
4.1. Heat Equation Solver. In our tests of tiling in the heat equation solver, the code took 1000 time
steps on a single level using a forward Euler method with second-order centered differences for the spatial
derivatives 2. The domain contained a single grid with 1283 cells, and periodic boundaries were assumed in all
three dimensions. The computation of second derivatives in the heat equation kernel is performed in two steps
with three separate loops for the flux components and another loop for the divergence of the flux. Although
these loops in this memory-bound situation can be fused to improve cache locality, this implementation is a
typical pattern for application developers without specific computer architecture knowledge. This test was
intentionally simple so that the impact of tiling can be clearly identified.
The first test was a series of non-threaded runs carried out on a single core of Edison at the National
Energy Research Scientific Computing Center (NERSC), using either the default Gnu or Intel compiler. In
these runs we varied the tile size and found that even with no parallelism, tiling can significantly improve
the performance due to the smaller working set size (Table 1). In this serial test, a factor of 1.8 speedup
(Intel) and a factor of 3.4 speedup (Gnu), due entirely to logical tiling, were achieved.
Table 1
Impact of tiling on the performance of the heat equation kernel on the Edison machine at NERSC using the Gnu and
Intel compilers. We show the run time and speedup of the computational kernel for various tile sizes. The tile size refers to
the number of cells in a logical tile in the x, y and z-direction, respectively.
Tile Size Time - Gnu (s) Speedup - Gnu Time - Intel (s) Speedup - Intel
128 × 4× 4 8.5 3.4 8.7 1.8
128 × 8× 8 9.0 3.2 9.6 1.6
128 × 16× 16 9.6 3.0 10.5 1.5
128 × 32× 32 23.7 1.2 10.4 1.5
128 × 64× 64 24.4 1.2 10.9 1.4
no tiling 28.6 – 15.5 –
We next explored the parallel performance of the tiled heat equation solver. We performed a strong
scaling study on Edison, which has 12-core Intel Ivy Bridge processors, and used OpenMP for threading.
Figure 3 compares the tiled runs with untiled runs where a tile size of 128× 4× 4 cells was used for all of the
tiled runs. Two different threading approaches were used; the tiled runs used the coarse-grained tile-level
threading approach as described in Section 3.2, whereas the untiled runs used the fine-grained loop-level
threading approach described in Section 3.3. The speedup shown in Figure 3 is for the computational kernel
only. In this figure the tile-level threading clearly demonstrates much better scaling behavior than the loop-
level approach. The 12-thread tiled run was more than 5.3 times faster than the 12-thread untiled run, and
2The source code of the test is available at Tutorials/Tiling Heat C in BoxLib.
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Fig. 3. Heat equation kernel speedup on 12-core Intel Ivy Bridge. We compare the results of tiled and untiled runs. A
16.5x speedup was obtained in the 12-thread tiled run.
it had a 16.5x speedup over the single thread untiled run. For the tiled runs, a 9.6x speedup over the single
thread tiled run was obtained with 12 threads. We note that perfect strong scaling within a socket is difficult
to achieve because Edison has 30 MB L3 cache shared among 12 cores on a processor.
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Fig. 4. Heat equation kernel speedup on 60-core Intel KNC. We compare the results of tiled and untiled runs. A speedup
of 86x was obtained for the 120-thread tiled run.
A similar strong scaling study of the heat equation was carried out on a single 60-core Intel Knights
Corner processor on NERSC’s Babbage computer. We again observed the performance benefit of the tiling
approach with coarse-grained tile-level parallelism over the non-tiling approach with fine-grained loop-level
parallelism. Figure 4 shows the speedup of the computational kernel for untiled and tiled runs. The 120-
10
thread tiled run had a speedup of 69x and 86x with respect to the 1-thread tiled and non-tiled runs,
respectively. The 60-core Intel KNC processors on Babbage are capable of spawning 4 hardware threads
per core. The results using 180 and 240 threads are not shown in the figure because no speedup of the
computational kernel was obtained beyond 120 threads. In fact the 240-thread run was about 20% slower
than the 120-thread run. We note that no effort was spent on optimizing the kernel for KNC.
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Fig. 5. Speedup in filling ghost cells in the heat equation solver on 60-core Intel KNC. We compare the results of tiled
and untiled runs. A speedup of 126x was obtained for the 240-thread tiled run.
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Fig. 6. Heat equation: cost of filling ghost cells time on 60-core Intel KNC. We show the ratio of the time spent filling
ghost cells to the sum of filling ghost cells and kernel times. Note that a significant fraction of the time was spent filling ghost
cells for the untiled runs.
In the strong scaling study described above, we also measured the time to fill ghost cells at the periodic
boundaries. Note again that MPI was not used and the data movement was completely local. The scaling
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Fig. 7. SMC speedup on 60-core Intel KNC. We show the speedup of the whole run excluding the one-time initialization.
The 180-thread tiled run had a 92x speedup over the single thread untiled run.
results for just filling the ghost cells are shown in Figure 5. The 240-thread tiled run had a speedup of 96x
and 126x in filling ghost cells with respect to the 1-thread tiled and non-tiled runs, respectively. Figure 6
shows the fraction of time spent filling ghost cells defined as fill time / (fill time + kernel time). It is a
striking reminder of Amdahl’s law [7] that the 120-thread non-tiled run spent more than 40% of the time
filling ghost cells.
4.2. SMC. The SMC code solves the multicomponent, reacting, compressible Navier-Stokes equations
using a mixture model for species diffusion [17]. The spatial derivatives are computed with 8th-order stencils
that span 9 cells in each coordinate direction. Here we use a minimalist version of SMC for performance
testing 3. In this minimalist version, Sutherland’s viscosity law is adopted, a constant Schmidt number is
used for mass diffusivity, and a constant Prandtl number is used to compute thermal diffusivity. The runs
considered here used a 9-species H2/O2 reaction mechanism [20] and a 3rd-order Runge-Kutta method was
used for time integration. We have previously demonstrated excellent scaling behavior of manually tiled
SMC [17]. The version of SMC described here is based on the new version of BoxLib described in this paper.
A series of SMC runs were carried out on a single 60-core processor on Babbage. As with the heat
equation solver, the domain contained a single grid of 1283 cells and periodic boundaries were assumed in all
three dimensions. The tile size was again chosen to be 128×4×4 in the x, y and z-direction, respectively. For
comparison, we have performed both tiled and untiled runs. As above, the tiled runs used the coarse-grained
tile-level threading approach whereas the untiled runs used the fine-grained loop-level threading approach.
The scaling results are shown in Figure 7. A speedup of 86x was obtained for the 180-thread tiled run over
the single thread tiled run, similar to the result obtained with the manual tiling. Moreover, the best tiled
run was 2.4 times faster than the best untiled run, and a 92x speedup was obtained for the 180-thread tiled
run over the single thread untiled run. The results demonstrate clearly that excellent performance can be
obtained using BoxLib with tiling on many-core architectures with more than 100 threads.
5. Future Work. Future work for the BoxLib framework includes integrating the TiDA library cur-
rently under development into the BoxLib framework in order to enable regional tiling as well as logical
tiling. Regional tiling addresses potential NUMA issues that are likely to become even more prevalent on
next-generation architectures. Such architectures enable a thread placed on a NUMA domain to access
3The source code of this minimalist version of SMC is available at MiniApps/SMC in BoxLib.
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remote memory of another domain at a cost of higher latency and lower bandwidth, often referred to as
NUMA effects. One can address NUMA effects by either placing data in the memory local to where most
computations will be carried out, or by moving computations to the NUMA domain that holds the data.
However, neither memory management nor thread management is a trivial task for the application devel-
oper. The approach currently adopted in BoxLib is to place one MPI process per NUMA node and use a
threaded model such as OpenMP within a NUMA node. However, such a model results in higher overhead
for inter-process synchronization (e.g. barrier and reduction), due to more MPI processes, than a model
in which a single MPI process spans multiple NUMA nodes. In addition, MPI often requires additional
memory to buffer messages at both the application and system levels. In future architectures we expect to
see a significant reduction in memory capacity per core and a substantial increase in the number of NUMA
domains per compute node [31]. Regional tiling allows one to respect NUMA effects while operating with
one MPI process per compute node.
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Fig. 8. SMC with regional tiling on Trestles
The TiDA library [29, 30] will provide developers with NUMA-aware tiling and layout abstractions at
the application level and hides details of how regions and tiles are constructed, mapped and executed on
various hardware platforms. The layout abstraction manages the memory allocation for regions and keeps
track of their location on physical partitions of the memory. In Figure 8 we show a performance comparison
between prototype logical and regional tiling implementations of SMC. In this example, we conducted a strong
scaling study on up to 8 NUMA domains (i.e. 32 cores) of a compute node on Trestles, a system at San Diego
Supercomputer Center. It can be seen that when only one NUMA node (4 cores) is used, the performance of
both implementations matches. However, with more NUMA domains regional tiling overtakes logical tiling,
and the performance gap expands as the number of NUMA domains increases. The reason is that regional
tiling reduces NUMA effects by allocating each region on a different NUMA node. In particular, with logical
tiling a tile may access remote memory if a neighbor resides in a different NUMA domain. Latency costs will
become significant when there are many remote memory accesses on small amounts of data. With regional
tiling, tiles at the boundary exchange ghost cells, realizing higher bandwidth and amortizing the latency
overhead. In this protoype version of the SMC code, regional tiling achieves 32x the performance over one
thread on 32 cores.
6. Summary. In order to address the performance challenges that will accompany next generation
node architectures based on many-core processors with NUMA domains, we have implemented logical tiling
in BoxLib, a block-structured adaptive mesh refinement software framework. In this paper we have described
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how the tiling constructs are embedded in the iterator constructs in BoxLib so that BoxLib-based applications
can easily realize the expected serial and parallel performance gains without extra effort on the part of the
application developer. We also discussed a path forward to enable future versions of BoxLib to take advantage
of NUMA-aware optimizations using the TiDA portable library.
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