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Résumé
Dans cet article, nous présentons une stratégie de commande de systèmes robo-
tiques en utilisant comme entrées d’une boucle d’asservissement visuel des primitives
relatives à la projection de droites dans le plan image d’une caméra panoramique à
point central unique. Afin de réaliser la commande d’un système robotique par asser-
vissement visuel, il est nécessaire d’estimer la matrice d’interaction liant les mouve-
ments de la caméra aux mouvements des primitives visuelles dans l’image. Dans cet
article, nous dérivons la forme analytique de la matrice d’interaction générique rela-
tive à la projection de droites à partir d’un modèle de projection englobant la classe
entière des caméras à point central unique. Elle est ensuite utilisée dans un schéma
d’asservissement visuel. Des simulations ainsi que des résultats expérimentaux sur un
robot mobile valident l’approche proposée.
Mots Clef
Vision omnidirectionnelle, point central unique, asservissement visuel, droites
Abstract
In this paper we consider the problem of controlling a robotic system by using the
projection of 3D straight lines in the image plane of central catadioptric systems. Most
of the effort in visual servoing are devoted to points, only few works have investigated
the use of lines in visual servoing with traditional cameras and none has explored
the case of omnidirectional cameras. First a generic central catadioptric interaction
matrix for the projection of 3D straight lines is derived from the projection model of
an entire class of camera. Then an image-based control law is designed and validated
through simulation results and real experiments with a mobile robot.
Keywords
Omnidirectional camera, single view point, visual servoing, straight lines
∗Des résultats préliminaires ont été publiés dans les actes de IEEE/RSJ International Conference on
Intelligent Robots and Systems, IROS’2004, Sendai, Japon, Septembre 2004
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Introduction
La volonté des chercheurs de reproduire les capacités humaines de perception et
d’action dans les systèmes robotisés a conduit à l’intégration de données issues de cap-
teurs extéroceptifs, et plus particulièrement de celles issues d’une caméra [15]. L’ob-
jectif affiché est que les capteurs visuels fournissent une information suffisamment
riche pour permettre aux robots de réaliser, de manière autonome, des tâches dans des
environnements partiellement connus, ou complètement inconnus. D’un point de vue
méthodologique, l’asservissement visuel consiste à intégrer directement dans la boucle
de commande des robots, des informations extraites des images fournies par des ca-
méras afin de réaliser l’action souhaitée. En pratique, cela permet un élargissement
important du domaine d’application de la robotique, et une amélioration considérable
de la précision obtenue.
Les approches classiques sont basées sur la régulation à zéro de l’erreur entre les va-
leurs courante et désirée d’informations visuelles sélectionnées, soit dans l’image (2-D)
[8], soit dans l’espace 3-D [24]. Des informations de type 3-D et 2-D peuvent égale-
ment être combinées pour construire le signal d’erreur. Cette dernière approche, est
appelée asservissement visuel hybride ou asservissement visuel 2D1/2 [18]. Dans ces
trois schémas, on suppose qu’il existe un lien entre les images initiale, courante et
désirée. En effet, ils requièrent la mise en correspondance de primitives visuelles ex-
traites de l’image initiale avec celles extraites de l’image désirée. Ces primitives sont
ensuite suivies lors du mouvement de la caméra (et/ou de l’objet). Si une de ces étapes
échoue, la tâche robotique ne pourra pas être réalisée [9]. Par exemple, si il est impos-
sible d’extraire des primitives visuelles communes aux images initiale et désirée ou si
les primitives visuelles sortent du champ de vision durant le mouvement de la caméra
(et/ou de l’objet) alors la tâche ne pourra pas être réalisée. Quelques travaux se sont
intéressés à ces problèmes. Les méthodes proposées sont basées sur des techniques
de planification de trajectoires [21], de commande réactive [12], [10], d’ajustement du
zoom [23] ou de considérations géométriques et topologiques [11], [27]. Cependant,
de telles stratégies sont quelquefois difficiles à mettre en œuvre.
Une autre solution à ces problèmes consiste à accroître le champ de vision du cap-
teur [5]. En effet, les caméras conventionnelles souffrent de leur champ de vue restreint.
De nombreuses applications dans le domaine de la vision robotique, comme la loca-
lisation de robot mobile [6], [20], et la navigation [29], peuvent bénéficier d’une vue
panoramique de l’environnement fournie par une caméra omnidirectionnelle.
Plusieurs stratégies ont été proposées afin d’accroître le champ de vision des cap-
teurs de vision [5]. Une solution efficace consiste à combiner des miroirs à un système
de capture d’images classique (système catadioptrique). Afin de simplifier les traite-
ments (d’un point de vue théorique et pratique), il est souhaitable que ces systèmes
soient à point central unique, c’est- à-dire que les droites liant un point de l’espace et
sa projection sur le miroir passent toutes par un point unique appelé point central de
projection. Sous cette contrainte, chaque pixel sur le plan image mesure la luminance
du rayon qui passe par le point central dans une direction particulière et connue. De
tels capteurs sont appelés systèmes catadioptriques centraux. Baker et Nayar dans
[2] ont déterminé la classe de tous les systèmes catadioptriques centraux. Dans [2], il
est montré qu’il existe deux types de combinaison miroir-lentille permettant la mise
au point d’un système catadioptrique central tout en augmentant le champ de vision :
caméra orthographique-miroir parabolique et caméra perspective-miroir hyperbolique.
Nous étudierons, dans cet article, le cas où le capteur de vision est à centre unique.
Il est clair que les techniques d’asservissement visuel peuvent également bénéficier
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du champ de vue important fournie par de tels capteurs afin de lever la contrainte de
visibilité. La commande par retour visuel de robots manipulateurs, de robot mobile ou
de formation de robots mobiles a donc naturellement été étudiée (se référer par exemple
à [4], [7], [22], [28]).
La matrice d’interaction joue un rôle central pour la synthèse des lois de com-
mande. Elle lie les mouvements de la caméra aux variations des primitives visuelles
dans l’image catadioptrique. F. Chaumette dans [8] a proposé une méthode générale
pour le calcul de la matrice d’interaction pour toute information visuelle définissable
à partir de primitives géométriques paramétrables pour une caméra réalisant une pro-
jection perspective. La forme analytique de la matrice d’interaction a récemment été
obtenue pour des primitives de type point dans le cas où le capteur de vision est un
système catadioptrique central [4]. Cet article considère plus particulièrement l’utili-
sation de primitives visuelles extraites de la projection de droites dans une boucle de
commande. En effet, lorsque des environnements intérieurs, urbains ou industriels sont
considérés, le choix des droites comme primitive visuelle est naturel. Une grande ma-
jorité des travaux en asservissement visuel portent sur l’utilisation de coordonnées de
points pour générer le signal d’erreur à réguler [15]. Très peu de travaux traitent le cas
de la projection de droite (voir par exemple [1], [13], [16], [17]) et aucun ne décrit leur
utilisation dans une boucle de commande lorsque le capteur utilisé est une caméra om-
nidirectionnelle. Dans cet article, nous traitons ce dernier problème. Nous donnons la
forme générique de la matrice d’interaction pour la projection de droites dans l’image
de toute caméra à point central unique. Cette matrice d’interaction est ensuite exploitée
pour construire des lois de commande pour des tâches de positionnement d’un robot
manipulateur à six degrés de liberté ou pour des tâches de suivi de droite pour un robot
mobile.
Cet article est organisé de la manière suivante : dans la partie 1, après la descrip-
tion du modèle utilisé pour les capteurs de vision à centre unique, nous étudions la
projection de droites sur le plan image. Cela est réalisé en utilisant le modèle géné-
rique proposé dans [14]. Dans la partie 2, nous présentons la loi de commande qui sera
utilisée pour le contrôle des mouvements du robot. Nous dérivons ensuite la forme ana-
lytique de la matrice d’interaction pour la projection de droites du modèle de projection
générique, à savoir des coniques. L’exemple d’une caméra omnidirectionnelle combi-
nant un miroir parabolique et une caméra orthographique est présenté. Les résultats de
simulation et expérimentaux sont présentés dans les parties 3 et 4.
1 Modélisation
Nous présentons dans cette partie la modélisation d’une caméra à point central
unique. Nous étudions ensuite le cas de la projection d’une droite dans l’image.
1.1 Modèle de projection
Comme évoqué précédemment, un centre de projection unique est une propriété in-
téressante pour un capteur de vision. Cela implique que les droites liant un point 3D de
l’espace et sa projection sur le miroir passent par un point 3D unique appelé point cen-
tral de projection. Les caméras perspectives conventionnelles sont des capteurs à centre
unique. Baker et al montrent dans [2] qu’un système catadioptrique peut être obtenu
en combinant un miroir hyperbolique, elliptique ou plan avec une caméra perspective
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TAB. 1 – Description des caméras à point central unique :
ap, ah, bh, ae, be dépendent uniquement des paramètres intrinsèques du miroir d et p
X
4p
d
M
C
Fm
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plan image
FIG. 1 – Modèle générique de caméra
et un miroir parabolique avec une caméra orthographique. Afin de simplifier les nota-
tions, les caméras perspectives classiques seront incluses dans l’ensemble des caméras
catadioptriques à point central unique. Geyer et al dans [14] proposent un modèle uni-
fié de projection pour les caméras panoramiques à point central unique. D’après ce
modèle, toutes les caméras à point central unique peuvent être modélisées par une pre-
mière projection centrale sur une sphère suivi d’une seconde projection perspective sur
le plan image (voir Figure 1). Ce modèle générique peut être paramètrisé par un couple
de réels (ξ, ϕ) (voir Tab.1 et se référer à [3]). Soit Fc et Fm des repères attachés à la
caméra conventionnelle et au miroir respectivement. Dans la suite, on supposera que
Fc et Fm sont liés par une translation le long de l’axe Z.
Les centres C et M de Fc et Fm seront appelés centre optique et point principal
respectivement. Soit X un point 3D de coordonnées X = (X Y Z) dans Fm. D’après
le modèle générique de projection proposé dans [14], X est projeté dans le plan image
en un point point x = (x y 1) avec :
x = KMf(X) (1)
où K est une matrice triangulaire supérieure contenant les paramètres de calibrage
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interne de la caméra conventionnelle, et :
M =
2
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Dans la suite, nous supposerons sans perte de généralité, que les matrices K et M sont
les matrices identités (ce qui implique qu’une calibration du capteur, même grossière, a
été réalisée). La fonction de projection décrivant une projection par une caméra à point
centrale unique est alors donnée par x = f(X).
1.2 Projection des droites
Afin de modéliser leur projection dans l’image, nous utiliserons les coordonnées
de Plücker d’une droite (voir Figure 2). Soit P un point 3-D, u = (ux, uy, uz) un
vecteur exprimé dans le repère attaché au miroir et L la droite 3-D définie par ce point
et ce vecteur. Définissons n =
−−→
MP×u
‖
−−→
MP×u‖
= (nx, ny, nz) et notons que ce vecteur est
indépendant du point P choisi sur la droite. Alors les coordonnées de Plücker de la
droite sont définies par : L : ( n , u ) avec ‖n‖ = 1 et nT u = 0. Le vecteur n est
orthogonal au plan d’interprétation Π défini par la droite 3-D et le point principal de
projection :
X = (X, Y, Z) ∈ Π ⇐⇒ nxX + nyY + nzZ = 0 (2)
Soit S l’intersection du plan d’interprétation avec la surface du miroir. S représente la
projection de la droite sur la surface du miroir. La projection S de L dans le plan image
est ensuite obtenue par projection perspective ou projection orthographique. On peut
montrer (en utilisant (1) et (2) ou en se référant à [3]) que les points 3D appartenant à
L sont projetés en des points dans l’image x vérifiant :
x
T Ωx = 0 (3)
avec :
Ω =

 αn2x − nηzξ2 αnxny βnxnη−1zαnxny αn2y − nηzξ2 βnynη−1z
βnxn
η−1
z βnyn
η−1
z n
η
z


où α = 1 − ξ2, β = 2η − 3, η = 2 dans le cas général et η = 1 pour la combinai-
son d’un miroir parabolique et d’une caméra orthographique. Une droite de l’espace
est donc projetée sur le plan image en une conique. La relation (3) définit une forme
quadratique :
A0x
2 + A1y
2 + 2A2xy + 2A3x + 2A4y + A5 = 0 (4)
avec :
A0 = αn
2
x − nηzξ2 A1 = αn2y − nηzξ2 A2 = αnxny
A3 = βnxn
η−1
z A4 = βnyn
η−1
z A5 = n
η
z
(5)
On peut noter que l’équation (4) est définie à un facteur multiplicatif près. Afin d’ob-
tenir une représentation sans ambiguïté, l’équation (4) peut être normalisée par A5. La
forme quadratique (4) s’écrit alors :
B0x
2 + B1y
2 + 2B2xy + 2B3x + 2B4y + 1 = 0 (6)
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Plan d’interprétation
FIG. 2 – Projection d’une droite en une conique dans le plan image
avec Bi =
Ai
A5
. Les cas où A5 = nηz = 0 correspondent à des configurations dégénérées
pour cette représentation. Dans ces cas, l’axe optique de la caméra appartient au plan
d’interprétation.Une droite de l’espace est alors projetée en une droite dans l’image.
Dans la suite, nous considérons que nz 6= 0. Notons également que la normale n au
plan d’interprétation peut être calculée à partir de (5) en effet, comme ‖n‖ = 1, on a :

nz = (
B2
3
+B2
4
β2 + 1)
−1/2 = Bn
nx =
B3Bn
β
ny =
B4Bn
β
(7)
De plus, comme n>u = 0, uz peut être réécrit de la façon suivante :
uz = −B3ux + B4uy
β
= Bu (8)
2 Matrice d’interaction des caméras à point central unique
pour les coniques
2.1 Loi de commande
Considérons le vecteur s = (s1, s2, · · · sn) contenant les observations visuelles
si (vecteur de dimension m) utilisées comme entrées du schéma de commande par
asservissement visuel. Si les primitives 3-D correspondant aux informations visuelles
sont statiques, la dérivée temporelle de si est :
s˙i =
∂si
∂r
dr
dt
= JiT
où T est un vecteur de dimension 6 représentant le torseur cinématique de la caméra,
r représente la pose de la caméra dans un repère qui lui est associé. Le vecteur T
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contient la vitesse instantanée de rotation ω et la vitesse linéaire instantanée v d’un
point 3-D exprimé dans le repère de la caméra. La matrice Ji de dimension m× 6 est
la matrice d’interaction. Elle lie les variations temporelles des informations visuelles
au torseur cinématique de la caméra. Si on considère la dérivée temporelle de s, la
matrice d’interaction correspondante est
J = (Ji, · · · ,Jn)
et
s˙ = JT
Afin de construire une loi de commande référencée image, nous utilisons le formalisme
des fonctions de tâche introduit par Samson et al dans [26]. Considérons la fonction de
tâche
e = Ĵ+(s− s∗)
à réguler à zéro (s∗ représente la valeur désirée du vecteur d’observation s et Ĵ+ est la
pseudo-inverse d’un modèle choisi pour J). Une loi de commande très simple consiste
à assurer une décroissance exponentielle découplée de la fonction de tâche :
T = −λe = −λĴ+(s− s∗) (9)
Afin de calculer la commande (9), il est nécessaire de fournir une approximation de
la matrice d’interaction Ĵ. Dans la suite, la forme analytique de la matrice d’interac-
tion pour toutes les caméras à point central unique est obtenue à partir du modèle de
projection des droites.
2.2 Matrice d’interaction générique
Définissons en premier lieu le vecteur contenant les informations visuelles si pour
la projection d’une droite (conique) dans l’image d’une caméra à point central unique :
si =
(
B0, B1, B2, B3, B4
) (10)
et le vecteur contenant les observations visuelles pour n coniques par s = (s1, · · · , sn).
Comme nous le verrons dans la suite, s = (s1 · · · sn) peut être réduit pour certaines
caméras à centre de projection unique (par exemple dans le cas de la combinaison
miroir parabolique-caméra orthographique). Comme on a :
s˙ =
∂si
∂r
dr
dt
=
∂si
∂ni
∂ni
∂r
dr
dt
= JsniJniT (11)
on obtient Ji = JsniJni où Jsni = ∂si∂ni et où Jni est la matrice d’interaction associée
au vecteur normal au plan d’interprétation ni = (nxi, nyi, nzi) relatif à la droite Li
exprimé dans le repère attaché au miroir. Notons que si ne dépend pas explicitement du
vecteur ui, ce qui implique que ∂si∂ui . Jsni représente l’interaction entre le mouvement
des observations visuelles et les variations du vecteur normal, et Jni lie les variations
du vecteur normal aux déplacements de la caméra. D’autre part, on peut montrer que
[25, 1] :
n˙i = JniT =
v
>
ni
h
(ui × ni)− ω × ni
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où h = ‖−−→MP × u‖. D’après la relation précédente, l’interaction entre le vecteur nor-
mal et le déplacement de la caméra est donc :
Jni =
[
1
h (ui × ni)n>i [ni]×
]
=
[
1
h [ui]×nin
>
i [ni]×
] (12)
où [n]× représente la matrice antisymétrique associée au vecteur n. Le Jacobien Jsni
est obtenu en calculant la dérivée partielle de (10) par rapport à ni et en utilisant (7) :
Jsni =
1
βB
η
n


2αB3Bn 0 −ηαβ B23Bn
0 2αB4Bn −ηαβ B24Bn
αB4Bn αB3Bn −ηαβ B3B4Bn
β2Bη−1n 0 −βB3Bη−1n
0 β2Bη−1n −βB4Bη−1n

 (13)
La matrice d’interaction peut finalement être calculée en combinant les équations (12)
et (13) dans la relation (11). Notons que le rang de la matrice d’interaction donnée
par (11) est de 2. Au moins trois droites sont donc nécessaires pour contrôler les six
degrés de liberté d’un robot manipulateur. Comme on peut le voir dans les équations
(12) et (7), seuls les paramètres 3D ux et uy sont à introduire dans la matrice d’inter-
action (comme dans tous les cas lorsque des informations visuelles sont utilisées dans
un asservissement visuel référencé image). Ces paramètres agissent uniquement sur le
contrôle des mouvements de translation. Comme indiqué précédemment, une estima-
tion de la matrice d’interaction est utilisée pour la construction de la loi de commande.
Un choix typique est de prendre la valeur de J à la position désirée. Dans ce cas les
paramètres 3-D doivent être estimés uniquement pour la position désirée. Dans la par-
tie suivante, nous étudions le cas particulier des caméras paracatadioptriques (miroir
parabolique combiné à une caméra orthographique).
2.3 Le cas des caméras paracatadioptriques
Dans le cas des caméras paracatadioptriques, nous avons ξ = 1, β = −1, α = 0 et
η = 1. Une droite est projetée en un cercle. Il peut être noté que dans ce cas A2 = 0 et
A0 = A1 = −A5. Le vecteur contenant les observations visuelles peut donc être réduit
à si = (B3, B4). Notons également qu’une droite est projetée en un cercle de centre :
xc = B3; yc = B4 (14)
et de rayon :
r =
1
Bn
= (B23 + B
2
4 + 1)
1/2 (15)
Minimiser la fonction de tâche e peut donc être interprété comme minimiser la distance
entre les positions courante et désirée du centre des cercles en déplaçant la caméra.
D’après l’équation (13), le jacobien Jsni peut être réduit comme suit :
Jsni = − 1
Bn
[
1 0 B3
0 1 B4
]
= −r
[
1 0 xc
0 1 yc
]
(16)
D’autre part, on a (se référer aux relations (7)) :

nz = Bn =
1
r
nx = −B3r = −xcr
ny = −B4r = −ycr
(17)
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et donc (en utilisant la relation (12)) :
Jni =

 UihNi 0 −
1
r −ycr
1
r 0
xc
r
yc
r −xcr 0

 (18)
avec :
Uih =
1
h [u]× , Ni =


(
xc
r
)2 xcyc
r2 −xcr2
xcyc
r2
(
yc
r
)2 −ycr2
−xcr2 −ycr2
(
1
r
)2


En combinant les équation (8), (16) et (18), la matrice d’interaction pour une caméra
paracatadioptrique est donc :
Ji =

 rhxcuy rhycuy − rhuy −xcyc 1 + x2c yc
− rhxcux − rhycux rhux −(1 + y2c ) xcyc −xc

 (19)
Comme dans le cas général, le rang de la matrice d’interaction est 2. Les six degrés
de liberté d’un robot manipulateur peuvent être totalement contrôlées en utilisant trois
projections de droites tant que ces trois droites définissent trois plans d’interprétation
différents.
3 Résultats de simulation
Dans cette partie, nous présentons des résultats de simulation d’asservissement vi-
suel avec des caméras à point central unique en utilisant la projection de droites. Dans
les premières simulations, nous avons considéré deux tâches de positionnement d’un
robot manipulateur à six degrés de liberté. La dernière simulation concerne une tâche
de suivi de droite pour un robot mobile.
3.1 Tâches de positionnement
La valeur de J estimée à la position désirée a été utilisée. Deux tâches de posi-
tionnement ont été considérées. A partir d’une position initiale, le robot doit rejoindre
une position désirée connue sous la forme d’un vecteur d’informations visuelles. La
première simulation concerne un capteur de vision combinant un miroir hyperbolique
et une caméra perspective (Figures 5, 6 et 4). Dans ce cas, le vecteur d’informations
visuel complet est utilisé (se référer à la partie 2.2). La seconde simulation concerne
un capteur combinant un miroir parabolique et une caméra orthographique (Figures
7, 8 et 9). La pose initiale de la caméra par rapport au repère Fm est donnée par
ri = (0, 0, 1, 0, 0, 0) (les trois premières composantes représentent les trans-
lations et sont données en mètre et les trois dernières composantes représentent les
rotations et sont données en radian). L’image désirée correspond à l’attitude de la ca-
méra donnée par rd = (0.1, 0.1, 1.1, pi8 ,
pi
8 ,
pi
8 ) dans Fm. Les trois droites 3-D
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considérées sont définies par les coordonnées de Plücker dans le repère Fm suivantes :

L1 :
(
u1 = (0 , 1 , 0)
n1 = (0 , 0 ,−1)
)
L2 :
(
u2 = (0 , 0.9806 , 0.1961)
n2 = (0 ,−0.1961 , 0.9806)
)
L3 :
(
u3 = (0.9623 , 0.1925 , 0.1925)
n3 = (0.1961 , 0 ,−0.9806)
)
La Figure 3 donne la configuration spatiale initiale des droites et de la caméra. Un
bruit sur les mesures a été introduit (bruit additif avec une amplitude maximale de 1
pixel) sur le vecteur d’observation. Une erreur d’amplitude maximale de 5% sur les
coordonnées de Plücker dans le repère monde des trois droites considérées a égale-
ment été introduite (ces erreurs agissent sur l’estimation de la matrice d’interaction à
la position désirée). Les images correspondant aux positions initiale et désirée de la
caméra sont données par les Figures 5(a) et 5(b) pour la combinaison miroir hyperbo-
lique - caméra perspective et par les Figures 7(a) et 7(b) pour la combinaison miroir
parabolique - caméra orthographique. Les Figures 5(c) et 7(c) donnent les trajectoires
des coniques dans le plan image lors du déplacement de la caméra. Le torseur ciné-
matique de la caméra est donné par les Figures 6 et 8. On note sur ces figures que le
torseur cinématique s’annule (au bruit de mesure près) autour de l’itération 800 ce qui
correspond à la convergence de la fonction de tâche. Par ailleurs, on remarque un cou-
plage entre les différents degrés de liberté. Comme on peut le constater sur les Figures
4 et 9 montrant les erreurs entre les vecteurs d’observations courant et désiré, la tâche
de positionnement a été réalisée correctement aussi bien dans le cas de la combinai-
son miroir hyperbolique - caméra perspective que dans le cas de la combinaison miroir
parabolique-caméra orthographique.
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FIG. 3 – Configuration des droites dans l’espace [mètres]
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FIG. 4 – Miroir hyperbolique - caméra perspective : s− s∗ : (a) Erreurs sur la première
conique, (b) Erreurs sur la seconde conique, (c) Erreurs sur la troisième conique
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FIG. 5 – Miroir hyperbolique - caméra perspective : (a) image initiale, (b) image dési-
rée, (c) trajectoires de la projection des droites dans le plan image [pixels]
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FIG. 6 – Miroir hyperbolique - caméra perspective : (a) Vitesses de translation [m/s] et
(b) vitesses de rotation [rad/s]
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FIG. 7 – Miroir parabolique - caméra orthographique : (a) image initiale, (b) image
désirée, (c) trajectoires de la projection des droites dans le plan image [pixels]
12
0 100 200 300 400 500 600 700 800 900 1000
−3
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
x 10−3
Vx
Vy
Vz
0 100 200 300 400 500 600 700 800 900 1000
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
x 10−3
Wx
Wy
Wz
(a) (b)
FIG. 8 – Miroir parabolique - caméra orthographique : (a) Vitesses de translation [m/s]
et (b) vitesses de rotation [rad/s]
0 100 200 300 400 500 600 700 800 900 1000
−25
−20
−15
−10
−5
0
5
10
15
20
s1
s2
0 100 200 300 400 500 600 700 800 900 1000
−25
−20
−15
−10
−5
0
5
10
15
20
s1
s2
0 100 200 300 400 500 600 700 800 900 1000
−15
−10
−5
0
5
10
15
20
25
30
s1
s2
(a) (b) (c)
FIG. 9 – Miroir parabolique - caméra orthographique : s − s∗ : (a) Erreurs sur la pre-
mière conique, (b) Erreurs sur la seconde conique, (c) Erreurs sur la troisième conique
3.2 Suivi de ligne par un robot mobile
L’asservissement visuel avec des capteurs à point central unique et des primitives
visuelles relatives à la projection de droite 3-D peut également être utilisé pour le suivi
de trajectoire pour un robot mobile. Dans ce résultat de simulation, l’écart angulaire
θ d’un robot mobile par rapport à une droite parallèle au plan d’évolution du robot
est régulé à une valeur désirée (voir Figure 10). Dans ce cas, un seul degré de liberté
doit être contrôlé et donc une seule primitive visuelle extraite de l’image est suffisante.
Le repère attaché à la caméra est supposé confondu avec le repère de commande du
robot mobile. Dans ce cas, le repère caméra et le robot mobile sont contraints par la
même cinématique. Le torseur cinématique est composé d’une vitesse longitudinale
le long de l’axe x et d’une vitesse angulaire autour de l’axe optique. Pour amener le
robot parallèlement à la droite 3-D (voir Figure 11(d)), la vitesse longitudinale peut
être choisie constante et seule l’écart angulaire (la rotation autour de l’axe z) doit être
commandée. Comme indiqué précédemment, une droite est projetée dans le plan image
en un cercle de centre xc = B3, yc = B4 et de rayon r = (B23 + B24 + 1)1/2. On peut
noter que le rayon r ne varie pas si la caméra tourne autour de l’axe z du repère caméra
(en effet la composante relative à la rotation autour de l’axe z de la matrice d’interaction
13
θh
X
Z
Y
Ecart angulaire
Ecart latéral y
Dr
oit
e d
e r
éfé
ren
ce
Tr
aje
cto
ire 
sui
vie
FIG. 10 – Configurations initiale et désirée du robot mobile
associée à r est nulle). D’autre part, la direction de la droite 3D de référence, dans le
repère attaché au miroir peut s’écrire :
u =

 cos θ− sin θ
0


La relation précédente permet de définir le vecteur u comme une fonction de l’écart
angulaire θ. Ce vecteur est donc indépendant de l’écart latérale y par rapport à la droite
de référence. Le vecteur n = −−→MP × u = [nx ny nz]T est indépendant du point P ,
il peut donc être choisi de coordonnéesP = [y sin θ y cos θ h]T dans le repère associé
au miroir (h représente la hauteur de la droite par rapport au plan X − Y du repère
associé au miroir). Le vecteur normal au plan d’interprétation n est alors donné par :
n =

 −h sin θ−h cos θ
y

 (20)
L’écart angulaire peut facilement s’exprimer en fonction du vecteur d’observation en
combinant les équations (20) et (7) : tan θ = B3B4 , soit :
θ = tan−1
B3
B4
= tan−1
xc
yc
(21)
B4 est nul seulement si l’axe X du repère Fm est perpendiculaire à la droite 3D (i .e
θ = pi2 [pi]). Si, on choisit s = tan−1 xcyc comme primitive visuelle afin de réguler l’écart
latéral, la matrice d’interaction associée à s est naturellement donnée par J = 1 La loi
de commande (9) peut alors être utilisée.
Les images correspondant aux positions initiale et désirée de la caméra sont don-
nées par les Figures 11(a) et 11(b). La Figure 11(c) donne les trajectoires du cercle dans
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le plan image. La vitesse angulaire est donnée par la Figure 12(b). Comme on peut le
constater sur la Figure 12(a) indiquant les erreurs entre les observations courante et
désirée la tâche est correctement réalisée.
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FIG. 11 – (a) Image initiale [pixels], (b) Image désirée [pixels], (c) trajectoire du robot
[mètres], (d) trajectoires de la projection des droites dans le plan image [pixels]
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FIG. 12 – (a) Erreur dans l’image s− s∗ [pixels], (b) vitesse de rotation [rad/s]
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4 Résultats expérimentaux
Nous présentons dans cette partie les résultats expérimentaux pour le suivi de droite
par un robot mobile sur lequel est monté une caméra paracatadioptrique. Le système
robot-caméra est composé d’un robot mobile Pioneer 3 et d’une caméra paracatadiop-
trique. La caméra est montée sur le robot de manière à ce que l’axe de rotation du robot
et l’axe principale de la caméra soient approximativement confondus (voir Figure 13).
La tâche consiste à amener le robot parallèlement à une droite 3-D. La vitesse longitu-
dinale du robot est fixée constante, et seule la vitesse angulaire est contrôlée.
Comme indiqué dans la simulation précédente, le centre du cercle (xc, yc) issu de
la projection de la droite 3-D est utilisé comme primitive visuelle sous la forme donnée
par la relation (21) dans la boucle d’asservissement visuel. La loi de commande (9) est
utilisée. La droite 3D de référence par rapport à laquelle nous souhaitons positionner
le robot mobile est indiquée sur la figure 13. Le cercle dans l’image correspondant à la
projection de la droite de référence est suivie au cours du déplacement de la caméra en
utilisant un algorithme fourni par le projet LAGADIC de l’IRISA à Rennes [19].
Les images correspondant aux positions initiale et désirée sont respectivement don-
nées par les Figures 14(a) et 14(b). La vitesse angulaire est donnée par la Figure 15(b).
Comme on peut le constater sur la Figure 15(a), l’erreur entre les mesures dans les
images courante et désirée converge vers zéro et la tâche d’alignement par rapport à la
droite de référence est correctement réalisée. Notons également que l’alignement entre
les repères robot et caméra est réalisé de manière très approximative sans pour autant
que cela perturbe la convergence de la fonction de tâche.
FIG. 13 – Robot mobile Pioneer 3 avec caméra omnidirectionnelle embarquée
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FIG. 14 – (a) Image initiale (position initiale de la projection de la droite de référence
en vert), (b) image désirée (positions initiale et désirée de la projection de la droite de
référence en vert et rouge respectivement)
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FIG. 15 – (a) Erreur dans l’image s− s∗ [pixels], (b) vitesse de rotation [deg/s]
5 Conclusions
La contrainte de visibilité est extrêmement importante pour les applications dans le
domaine de l’asservissement visuel. Afin de lever cette contrainte, le champ de vision
panoramique des caméras catadioptriques à centre unique peut être exploité. Dans cet
article, nous avons considéré le problème de commande référencée image d’un sys-
tème robotique en incorporant des informations issues de la projection de droites 3-D
dans le plan image de toute caméra à point centrale unique. Une matrice d’interaction
générique qui peut être utilisée pour la construction de loi de commande, a été obte-
nue. Nous poursuivons ces travaux d’une part par l’étude de stratégies de planification
de trajectoire de primitives visuelles dans les images panoramiques. D’autre part nous
étudions l’intégration des contraintes cinématiques des robots mobiles à roue (non ho-
lonomie) dans la commande. Enfin, l’étude de la stabilité du système en présence de
bruit de mesure et d’erreur de modélisation est un point théorique important que nous
souhaitons analyser.
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