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Abstract: The retrieval of information on the coefficient in Electrical Impedance Tomography is a
severely ill-posed problem, and often leads to inaccurate solutions. It is well-known that numerical
methods provide only low-resolution reconstructions. The aim of this work is to analyze the
Factorization Method in the case of inhomogeneous background. We propose a numerical scheme
to solve the dipole-like Neumann boundary-value problem, when the background coefficient is
inhomogeneous. Several numerical tests show that the method is able to detect the presence and
location of the inclusions, in many cases where the diffusion coefficient depends nonlinearly on the
spatial coordinates. In addition, we test the numerical scheme after adding artificial noise.
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Re´sume´ : Nous nous inte´ressons dans ce travail a` l’application de la me´thode de Factorization
a` l’imagerie par impe´dance e´lectrique dans des milieux he´te´roge`nes. Nous proposons un sche´ma
nume´rique qui se base sur une e´valuation pre´cise de la fonction de Green du milieu. Plusieurs tests
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1 Introduction
The problem of Electrical Impedance Tomography (EIT) arises in many applied contexts. It leads
to well established operative procedures, e.g. in geophysics, nondestructive testing or imaging
applications, while in other fields its usage is still experimental e.g. medicine, [4] [13] [18]. The
rigorous framework of the EIT problem was set up for the first time by Caldero´n in his seminal
paper [8]. Briefly, it concerns the determination of the coefficient of a given (elliptic) PDE model
from the (complete or incomplete) knowledge of suitable maps, e.g. the Dirichlet-to-Neumann map
(DtNm). In the isotropic case, the uniqueness of the solution to the two-dimensional conductivity
inverse problem has been showed in the general L∞ case in [3]. In three dimensions the uniqueness
is proven if additional smoothness on the coefficient is assumed [5]. Concerning the stability, at
the moment there exist only logarithmic-type estimates in two dimensions (and higher) [1]. The
anisotropic case is much less complete. In general, even the complete knowledge of the DtNm does
not allow to uniquely recover the coefficient, but some partial answers are present in the literature
[16].
Many mathematical models for EIT were proposed, trying to take into account as many physical
phenomena as possible. In this work we address the Factorization Method (see [14]) applied to the
Continuous Model (CM) in the context of EIT featuring an inhomogeneous isotropic background.
The aim is to recover the support of unknown inclusions from the knowledge of indirect boundary
measurements. We propose a numerical scheme to solve the dipole-like Neumann boundary-
value problem, when the background coefficient is inhomogeneous. We treat different types of
nonlinearities in the coefficient, and show through several numerical tests that the method is able
to detect the presence and location of the inclusions. Moreover, we investigate the robustness of
the method applying a random perturbation to the measurement operator. We exhibit the better
accuracy of the Tikhonov regularization (TR) with the Morozov principle, compared to the simple
truncated Picard criterion (PC), which is commonly used in the literature.
1.1 Mathematical formulation
Consider a bounded domain B ⊂ R2 and its subset D ⊂ B, see Figure 1. We assume that B is a
C2–domain, but it could be Lipschitz as well. Moreover, we assume that D is a union of possibly
disjoint Lipschitz domains, each one with positive measure, and that B \ D is connected. The
domain B represents the background medium, modeled by the diffusion coefficient σB . The domain
D represents an inclusion, displaced somewhere inside B, but not too close to the boundary ∂B.
The inclusion is characterized by unknown shape and unknown value of its diffusion coefficient
σD.
In the last decades a lot of efforts have been dedicated to the research of the minimal regularity
assumptions for the coefficients σB , σD, in order for the EIT problem to be well-posed. The theory
behind EIT does not present any substantial differences between the cases of homogeneous and
inhomogeneous background. However, the inhomogeneous background case is numerically much
less investigated. We will consider only homogeneous inclusions, since our main target is the
inhomogeneity in the background. The next assumption recaps the case we will focus on, including
some technical requirements.








then σB and σD satisfy








B < σD <∞.
Remark 1. In our numerical scheme the requirement that σB is α-Holderian in B can be easily
extended to σB ∈ L




Now consider the coefficient σ(x) ∈ L∞(B) defined as
σ(x) =
{
σB(x), in B \D,
σD(x), in D,
(1.1)

































2 (∂B), H−1/2〈g, 1〉H1/2 = 0
}
.
Given g ∈ H˚−
1
2 (∂B), consider the elliptic Neumann boundary-value problem{
∇ · (σ(x)∇u) = 0, in B,
ν · ∇u = g, on ∂B.
(1.2)
The existence of a family of solutions is ensured from Theorem 10 when the function g satisfies
the usual compatibility condition and the coefficient σ defined in (1.1) satisfies Assumption 1. To
uniquely select a solution we pick the one with null mean on the boundary ∂B.
Proposition 1. Under Assumption 1, it holds σ ∈ L∞(B), and for every g ∈ H˚−
1
2 (∂B) there
exists a unique solution u ∈ H˚1(B) to problem (1.2).




on the boundary ∂B. The final aim is to retrieve some information about D, e.g. its
presence and location inside B. The operator Λ that maps currents g into potentials f is the
D
B
Fig. 1: An inclusion D which lies in a medium B.
Neumann-to-Dirichlet map (NtDm) associated with problem (1.2) with the coefficient (1.1). It is
a continuos operator from H˚−
1
2 (∂B) to H˚
1
2 (∂B). Its restriction Λ : L˚2(∂B)→ L˚2(∂B) is compact
also. Denote by Λ0 the NtDm associated with the problem (1.2) with the coefficient
σ(x) = σB(x), in B, (1.3)
and by u0 the solution to the same problem. In this way u0 represents the potential generated
by the incoming current g in the domain B, when the inclusion D is not present. Let f0 be the
corresponding measured potential f0 = u0
∣∣
∂B
= Λ0g. Moreover, we define the operator Λ˜ that
will play a central role in the sequel:
Λ˜ := Λ− Λ0 : L˚
2(∂B)→ L˚2(∂B). (1.4)
Remark 2. The case σD = 0 and σD = +∞ are allowed as well, and are known as perfectly
insulating and perfectly conducting inclusions, but they require a slightly different treatment.
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We will need also the Green function N(·, ξ) ∈ L˚2(B), which is a solution to the following
Neumann boundary-value problem with a singular source δξ centered in the point ξ ∈ B: ∇1 · (σB(x)∇1N(x, ξ)) = −δξ(x), x ∈ B,ν · ∇1N(x, ξ) = − 1
|B|
, x on ∂B.
(1.5)
Notice that (1.5) does not embed any information about the inclusion D. Denote by p a two-
dimensional versor (i.e. |p| = 1). In the sequel we will often need the scalar product
ψ(x, ξ,p) := p · ∇2N(x, ξ), x ∈ B, (1.6)
as well as its restriction on ∂B








ξ , k = 1, 2.
When the domain B is a circle with radius R, there is an explicit formula for the solution
N(x, ξ) to the Neumann problem (1.5) with σB ≡ 1 (see e.g. [2]):




log |x− ξ|+ log







One can check that N(x, ξ) ∈ H˚1(B \ Oξ), with Oξ being an arbitrarily small neighborhood of ξ.
See e.g. Theorem 2. Notice that only the first logarithm can yield a singularity, since the second










Moreover, one can check that N(·, ·) is a symmetric function.
In the case where (1.8) holds, we have an explicit formula for the evaluation of ψ defined in







p · (ξ − x)
|ξ − x|2
, for |x| = 1.
2 Sampling Methods for EIT
The most famous sampling methods are the Linear Sampling (LS) and the Factorization Method
(FM). The former was introduced in its modern form for scattering problems by D.Colton et. al
in the middle ’90, while the latter was introduced some years later by A.Kirsch. These methods
can be classified as shape identification methods, since they allow to recover the shape of unknown
contrast objects from indirect measurements.
Both the LS and FM have been extended also to the EIT framework, and are widely studied
in the literature nowadays. We will focus on the FM. The application of the FM applied to the
Complete Electrode Model has been investigated in [15].
2.1 The case of small inclusions
Denote by Cτ (ξ) ⊂ R
2 a circle centered in ξ ∈ R2 with radius equal to τ .
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Definition 1. Let d0 > 0 be constant. Given M points ξ1, . . . , ξM in B such that dist(ξi, ξj) ≥
d0, ∀i 6= j, and dist(ξi, ∂B) ≥ d0, ∀j, define for each j the inclusion Cτ (ξj) with its coefficient
σDj . Define D as D = ∪
M
j=1Cτ (ξj). The background coefficient σB can be inhomogeneous. If the
parameter τ is small then we refer to this situation as small inclusion case. Under this assumption





Fig. 2: Several inclusions which lie in a medium B. This figure displays M = 4 circular inclusions
which are centered in the points ξ1, ξ2, ξ3, ξ4 and have a radius equal to τ .
The next result was first given in [9] under the strong assumption σ(x) ∈ C∞(B), and then
extended in [7]. It relates the solutions N(x, ·) to problem (1.5) with the difference bewteen the
solution u of problem (1.2) with the coefficient (1.1) and the solution u0 of the same problem (1.2)
but with the coefficient (1.3).
Theorem 1. In the small inclusion case, when τ ↓ 0 the solution of problem (1.1) can be expanded
as




λj∇1N(ξj ,x) ·Mj ∇u0(ξj) +O(τ






Here Mj is the polarization tensor corresponding to the jth inhomogeneity. It is a symmetric
positive definite 2× 2 matrix.
Corollary 1 (Corollary of Theorem 1). Under the assumptions of Theorem 1, when σB ≡ 1 the





Moreover, if the inclusion Dj has a circular shape then













λj∇1N(ξj , ·) ·Mj ∇u0(ξj),
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where u0 ∈ H˚
1(B) is the solution to problem (1.2) with the coefficient (1.3). Then we can express
Λ˜ introduced in (1.4) as
Λ˜ = τ2E +O(τ5/2). (2.2)





, x on ∂B,
(2.3)
has a unique solution in H˚1loc(B \ {ξ}) ∩ L
2(B).
Proof of Theorem 2. Given ξ ∈ B, the function
φ(·, ξ) = −
1
2π
log | · −ξ|
is a solution of the problem
∆φ(·, ξ) = −δξ(·), in R
2.


























which has a unique solution ϕN ∈ H˚









addition ϕN ∈ H









So we have built a function
N(·, ξ) = φ(·, ξ) + ϕN (·, ξ)
which is a solution to problem (2.3). Moreover, we notice that N(·, ξ) /∈ H˚1(B) due to the
singularity in ξ of φ(·, ξ).
In the case of small inclusions it is possible to characterize directly the support of the inclusions
D through the range of the operator E. See [7] for the proof of the following theorem.
Theorem 3. Range(E) = span
{
lkξj , j = 1, . . . ,M, k = 1, 2
}
.
Notice that Range(E) has finite dimension, since it is the span of 2M functions.
Theorem 4 (Unique continuation). Let O ⊂ R2 be an open connected set. If the following
conditions hold
 u ∈ C2(O),
 |∆u(x)| ≤ C(|∇u(x)|+ u(x)), ∀x ∈ O,
 u = 0 in a neighborhood of some x0 ∈ O,
then u ≡ 0 in O.
Theorem 5. Let p ∈ R2, |p| = 1. Then lpξ ∈ Range(E)⇐⇒ ξ ∈ {ξj , j = 1, . . . ,M}.
RR n° 7801
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Proof of Theorem 5. Suppose that ξ /∈ {ξj , j = 1, . . . ,M}. If l
p
ξ ∈ Range(E), then there exist a
suitable g and a suitable u˜ such that




On the other hand, the values p and ξ in lpξ uniquely determine the solution of problem (2.3),






. From (2.1) we see that u˜ is a linear
















Therefore the function w = u˜− ψ satisfies
w = 0, on ∂B,
∂w
∂ν
= 0, on ∂B,
∆w = 0, in B \ {ξ, ξ1, . . . , ξM},
and w ∈ H2loc(B \ {ξ, ξ1, . . . , ξM}). Now take w˜ such that{
w˜ = 0, in R2 \B,
w˜ = w, in B \ {ξ, ξ1, . . . , ξM}.
Then, denoting with [·] the jump, w˜ also satisfies





= 0, on ∂B,
∆w˜ =
{
0, in B \ {ξ, ξ1, . . . , ξM},
0, in R2 \B.
So in the end,
∆w˜ = 0, in R2 \ {ξ, ξ1, . . . , ξM},
w˜ = 0, in R2 \B.
Thanks to Theoerm 4, ψ = u˜ in B \ {ξ, ξ1, . . . , ξM}. Being Oξ a neighborhood of ξ that does not
intersect {ξ1, . . . , ξM}, we have a contradiction since u˜ ∈ H
1(Oξ) (from (2.5)), but ψ /∈ H
1(Oξ).
The opposite implication is straightforward, from the characterization in Theorem 3.
See [7] for a detailed description of how to relate the range of the operators E and Λ˜, which
are related each other by (2.2). In the next section we derive the characterization through the
range of Λ˜1/2 of the support of inclusions with arbitrary shape.
2.2 The Factorization Method for EIT
In this section we outline the basis of the FM applied to EIT. The main result is the factorization
of the operator Λ˜ given in Theorem 6, (see [17, Chap.12,Thm.4] for a proof). In [14] a more general
INRIA
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three-term factorization is derived for Λ˜ : H˚−1/2(∂B) → H˚1/2(∂B). Also another simpler two-
term factorization can be chosen, see e.g. [17]. Although many factorizations are possible, each
one of them provides a necessary and sufficient criterion to determine the inclusions. Lemma 1
and Theorem 9 show how this criterion becomes operative.
Let us introduce the operator G : H˚−1/2(∂D) → L˚2(∂B). It acts as a NtDm of a suitable
virtual problem, 
∇ · (σB(x)∇w) = 0, in B \D,
∂w
∂ν




= ϕ, on ∂D,
(2.6)
where ϕ ∈ H˚−1/2(∂D) is the input, and w
∣∣
∂B
∈ L˚2(∂B) is the output. Moreover, define the space
W = {w ∈ H˚1(B \D) : w solves (2.6)}, and denote by G∗ : L˚2(∂B) → H˚1/2(∂D) the adjoint of
G. To define the operator T we introduce the problems
∇ · (σ(x)∇̟) = 0, in B \ ∂D,
∂̟
∂ν
= 0, on ∂B,
[̟]∂D = ϕ, on ∂D,




∇ · (σB(x)∇̟0) = 0, in B \ ∂D,
∂̟0
∂ν
= 0, on ∂B,
[̟0]∂D = ϕ, on ∂D,
[ν · σB(x)∇̟0]∂D = 0, on ∂D,∫
∂B
̟0 ds = 0.
The operator T is defined as






where ̟+ and ̟+0 are the restrictions of ̟ and ̟0 on B \D.
Theorem 6. The operator Λ˜ : L˚2(∂B)→ L˚2(∂B) introduced in (1.4) can be factorized as
Λ˜ = GTG∗.
Theorem 7. A point ξ ∈ B belongs to D if and only if lpξ coincides with the trace of any potential
w ∈W .
Proof. Let ξ ∈ D. From the definition (1.7) we know that lpξ is the trace of ψ(·, ξ,p) ∈ H˚
1(B \D).
For every ξ the function N(·, ξ) has the same Neumann data on the boundary. Thus its normal
derivative w.r.t. ξ is null on ∂B. Moreover, on each connected component of D, the Green’s
formula gives ∫
∂Dj
∇2ψ(x, ξ,p) · ν ds = 0, (2.7)
for every component Dj ⊂ D such that ξ /∈ Dj . But also the flux of ψ(·, ξ,p) across ∂(B \ D)
vanishes, so (2.7) holds also for the componentDj ofD such that ξ ∈ Dj . Therefore ψ(·, ξ,p) ∈W .
In the case ξ /∈ D, if ∃w ∈W such that lpξ is the trace of w then we obtain a contradiction. In
fact, w and ψ(·, ξ,p) (related to lpξ by (1.7)) satisfy the same Neumann problem in B \ (D ∪ {ξ})
with the same boundary conditions. The uniqueness of the solution implies that w and ψ(·, ξ,p)
coincide in B \ (D ∪ {ξ}). But now w extends harmonically into a neighborhood O(ξ) of ξ, so
that w is bounded in O(ξ) while ψ(·, ξ,p) is not.
If ξ ∈ ∂D with the same argument w and ψ(·, ξ,p) coincide in B \ (D). But this is a contra-
diction because w ∈ H˚1(O(ξ) ∩ (B \ (D)), but ψ(·, ξ,p) has the singularity in ξ.
RR n° 7801
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Lemma 1. A point ξ ∈ B belongs to D if and only if lpξ ∈ Range(G).
Proof. For any ϕ ∈ H˚−1/2(∂D) the problem (2.6) has a unique solution w ∈ W . Vice-versa,
every function w ∈ W is a solution to problem (2.6), with a well-defined normal derivative ϕ ∈
H˚−1/2(∂D). The thesis follows as a consequence of Theorem 7.
Remark 4. The space H˚1/2(∂D) is a Banach reflexive space, with dual containing H˚−1/2(∂D).
Theorem 8. The operator T : H˚1/2(∂D)→ H˚−1/2(∂D) is self adjoint and coercive over H˚1/2(∂D).
Theorem 9. Let Λ˜ : L˚2(∂B) → L˚2(∂B) and G : H˚−1/2(∂D) → L˚2(∂B) and T : H˚1/2(∂D) →
H˚−1/2(∂D). In addition, let G be injective with dense range and let T be self adjoint and coercive
on Range(G∗). Then Range(G) = Range(Λ˜1/2) and







where {λj , yj : j ∈ J} denotes a spectral system of the self adjoint and compact operator Λ˜ =
GTG∗.
See [17, Chap.12] for the proof of Theorems 6, 8, 9.
2.3 Inhomogeneous background
In this section we show our approach to numerically solve the singular problem (1.5) when the
coefficient σB is inhomogeneous. To overcome the singularity in the forcing term, we resort to the
fundamental solution










= δξ, in R
2. (2.9)
Since the singularity at ξ in problem (1.5) is of the same kind as in problem (2.9), we can restrict
problem (1.5) in a small neighborhood O(ξ) ⊂ R2 of ξ where
σB(x) ≈ σB(ξ), ∀x ∈ O(ξ),
and approximate the solution N(x, ξ) of problem (1.5) near the singularity in ξ as
N(x, ξ) ≈ φ(x, ξ), ∀x ∈ O(ξ).
Then we can write a nonsingular problem for the difference
ϕN (·, ξ) = N(·, ξ)− φ(·, ξ), (2.10)











, x in B,
σB(x)∇1ϕN (x, ξ) · ν = −σB(x)∇1φ(x, ξ) · ν −
1
|∂B|
, x on ∂B.
(2.11)
The forcing term in this problem still contains the term ∇1φ(·, ξ) which blows up approaching ξ,




















v ds, ∀ v ∈ H1(B).
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Lemma 2. If σB(·) is α-Holderian in B with α > 0, i.e. ∃ 0 < K <∞ such that
|σB(x1)− σB(x2)| ≤ K |x1 − x2|
α, ∀x1,x2 ∈ B, (2.12)







∇1φ(x, ξ) · ∇w dx,
is bounded on H1(B).




∇1φ(x, ξ) belongs to L






ζ(x) · ∇w dx
∣∣∣∣∣ ≤ ∥∥∥ζ∥∥∥L2(B,R2) ∥∥∥∇w∥∥∥L2(B,R2), ∀w ∈ H1(B).
In the quantity ψ defined in (1.6), the dependence of N(·, ·) on the second argument is smooth.
So we can exploit this regularity to derive a numerical scheme that given ξ ∈ B directly computes
∇2N(·, ξ). To this aim we differentiate (2.10) with respect to the second argument, and obtain
∇2ϕN (·, ξ) = ∇2N(·, ξ)−∇2φ(·, ξ).
Since ψ(·, ξ,p) is a solution of problem (1.5) for any p, then we can derive a numerical scheme to















, k = 1, 2,

























































Denoting by superscript the partial derivative, we have two problems for the unknowns ϕkN =













, x in B,
σB(x)∇1ϕN (x, ξ) · ν = −σB(x)Φ
k(x, ξ) · ν −
1
|∂B|











, ∀ (x, ξ) ∈ B ×B : x 6= ξ.
Remark 5. All the second derivatives of φ are singular in x = ξ, and behave like 1/|x − ξ|2.
Therefore, we can proceed as in Lemma 2 to show that the functional in (2.13) is bounded over




In section 2.2 we showed the basis of the FM. Now we present some operative criteria to implement
the range test. They are all based on the SVD decomposition of the operator Λ˜1/2. We focus
mainly on the TR, although also a straightforward application of the PC in (2.8) can give good
results.
Algorithm 1 The Factorization Method for EIT
Sample the probed region B with a set of points R = {yj}
P
j=1
for y in the set R do
solve problem (1.5) to find its solution N(·,y),
compute lky from N(·,y) using (1.7),
exploiting the information in lky , decide if y belongs or not to D.
end for
The SVD decomposition of a real matrix A ∈ Rm×n is
A = UΣV ∗,
where U ∈ Rm×m and V ∈ Rn×n are unitary matrices and Σ ∈ Rm×n is a diagonal matrix
containing the singular values σi, with 1 ≤ i ≤ min(m,n). The columns of U = (u1| . . . |um) and
V = (v1| . . . |vn) are the singular vectors ui, vi which solve
Avi = σi ui, and A
∗ui = σi vi.
3.1 Tikhonov regularization
In this section we need the adjoint of the operator Λ˜1/2, where Λ˜ is defined in (1.4). To simplify









which demands for regularization. The key point is










In our case we choose the Fourier basis to discretize the operator M . It corresponds to take input
currents in L˚2(∂B) instead of H˚−
1
2 (∂B). Accordingly the voltage will belong to H
3
2 (B), and thus
our measured voltage will be in H1(∂B) at least. Since we discretize lkξ and g
k
ξ in (3.1) over the
same orthogonal basis, then the discretization of M is a square matrix. This is a good choice in
the case of the Continuous Model, but not for other models (e.g. the Complete Electrode Model).
In the following we denote by σi the singular values of M and by ui and vi the corresponding




i=1 are an orthonormal basis of
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We choose the regularization parameter θ using the Morozov principle, i.e. imposing
‖Mgkξ − l
k
ξ‖L2(∂B) = δ, (3.3)
with the parameter δ > 0 to be related to the accuracy of the measurements. We pick
δ = γσ1, (3.4)
with σ1 being the largest singular value of M and γ a given threshold. The term l
k
ξ depends on ξ,
































(θ + σ2i )
2
(lˆkξ , ui)
2 − δ2 = 0. (3.5)
The function θ 7→ ‖Mgkξ − l
k
ξ‖L2(∂B) is monotonically increasing w.r.t. θ. If δ is sufficiently small
then the solutions of (3.5) lie in a non-empty closed interval, see [10] for the proof.
3.2 Picard criterion













ξ ∈ D ⇐⇒ Ik(ξ) <∞.












retaining only the m largest singular values above the expected measurement error. Notice that
the normalization of lkξ is already embedded in (3.6). We refer to this criterion as the PC. It does




In the following we explain the steps to derive the algebraic formulation of problem (3.1) regularized
with Tikhonov. Starting from (3.2) and using the SVD decomposition of M = UΣV ∗ we get
M∗Λ̂ = V ΣU∗UΣV ∗ = V Σ2V ∗, and M∗ lˆky = V ΣU
∗ lˆky , so that from (3.2) it follows(










V ∗gky = V ΣU
∗ lˆky .




we get V ∗gky = RαU
∗ lˆky , or equivalently g
k
y = V RαU
∗ lˆky .
4 Numerical results








where vk(ξ) = ‖g
k
ξ ‖L2(∂B) in the case of TR, or vk(ξ) = I˜k(ξ) in the case of PC. A crucial point
is the tuning of the scale and the choice of the isovalue that represents the inclusion. In practice,
this requires additional information on the value of the diffusion coefficient in the inclusion. We





f ·min{C(ξ) : ξ ∈ D}, max{C(ξ) : ξ ∈ D}
]
,
using the parameter 0 < f < 1. The step between the isolines is kept fixed, and this provides
information also on the gradient of the indicator function. In all the numerical tests, the domain
B is the unitary ball centered in (0, 0). The sampling points consist of a 50× 50 uniform grid over
the square [−1, 1] × [−1, 1]. In the FM we use only the points that fall at a distance larger than
0.05 from ∂B. In the test cases with small inclusions the resolution is increased to 100× 100. The
dashed purple line always marks the exact geometry of the inclusion(s).
As will be explained in the following, we need also to display the value of the indicator function
(4.1). Thus we report also the plots with a color scale associated with the value of C.
4.1 The homogeneous case
The tests featuring a homogeneous background σB = 1 and σD = 2 are named with uppercase
letters:
 test case A: a circular inclusion with radius 0.3 centered in (0.3, 0.1);
 test case B: ten small circular inclusions with radius 0.025;
 test case C: two circular inclusions with radius 0.2 centered in (−0.35,−0.35) and (0.35, 0.35);
 test case D: an ellipsoidal inclusion centered in (0.3, 0.1), with semiaxes 0.1 and 0.3.
Figure 3 displays the singular values of Λ˜1/2 in the aforementioned test cases. Then, Figures
4, 5, 6, 7 show the isolines of the indicator function (4.1) employing the TR or PC. The test case
A is classic and does not show any significative differences between the TR and PC. If the value
of the parameter γ is too low, then the isolines exhibit oscillations because the instability due to
INRIA
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the ill-posedness shows up. In the test case C the TR is less sensitive to the mutual disturbance
between the two inclusions. Also in the test case D, the TR allows to recover the elongated shape,
while the PC tends to reconstruct a circle. In the test case B both TR and PC can locate the
outer inclusions, although the TR is more accurate and provides some information for the internal
inclusions as well. See also a detailed zoom of the isolines near the inclusion in Figures 27, 28, 29,
30.
In the homogeneous case, it is possible to clearly detect the inclusion directly looking at the
values of the optimal regularization parameter θ = θ(ξ) which solves (3.5).






















































Fig. 3: Singular values σi of Λ˜
1/2. Test case A (top-left). Test case B (top-right). Test case C
(bottom-left). Test case D (bottom-right).
4.2 The inhomogeneous case
We proceed to test our numerical scheme (2.13) in some cases featuring an inhomogeneous back-
ground. Let us name with roman numbers the following tests:
 test case I: piecewise constant conductivity defined as in Fig. 9-Left. The radius of the
concentric circle is 0.7. The inclusion is a circle with radius 0.1 centered in (0.35, 0.35) and
σD = 10
−3.
 test case II: piecewise constant conductivity defined as in Fig. 9-Right. The inclusion falls
across the interface where the value of σB jumps by one order of magnitude. The radius of
the concentric circles are 0.35 and 0.75. The inclusion is a circle with radius 0.1 centered in
(0, 0.33) and σD = 10
−3.




, β = 0.15. The inclusion is a circle with



























Fig. 4: Test case A. Isolines of C(ξ) in [C0.5min, Cmax]. Top: Tikhonov regularization: γ = 5× 10
−1
(left), γ = 5×10−2 (center), γ = 5×10−3 (right). Bottom: Picard criterion, m = 5 (left), m = 25

























Fig. 5: Test case B. Isolines of C(ξ) in [C0.5min, Cmax]. Top: Tikhonov regularization, γ = 10
−2
(left), γ = 10−3 (center), γ = 10−4 (right). Bottom: Picard criterion, m = 10 (left), m = 25
(center), m = 50 (right).
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Fig. 6: Test case C. Isolines of C(ξ) in [C0.6min, Cmax]. Top: Tikhonov regularization with γ =
5× 10−3 (left), γ = 10−3 (center), γ = 5× 10−4 (right). Bottom: Picard criterion. m = 10 (left),

























Fig. 7: Test case D. Isolines of C(ξ) in [C0.5min, Cmax]. Top: Tikhonov regularization with γ =
5× 10−2 (left), γ = 10−2 (center), γ = 5× 10−3 (right). Bottom: Picard criterion. m = 10 (left),



















Fig. 8: Tikhonov regularization. Test case A, γ = 5 × 10−3 (top-left). Test case B, γ = 10−3
(top-right). Test case C, γ = 5× 10−4 (bottom-left). Test case D, γ = 5× 10−3 (bottom-right).
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 test case IIIb: same as the test case IIIa but with β = 0.25.





, β = 0.25 and σD = 2.
 test case IVb: same as the test case IVa but with β = 0.3.
 test case V: one small circular inclusion with radius 0.025 centered in (−0.3, 0.3), σB(x) =
5 · (x1 + x2) + 11 and σD = 10
−3.




2), σD = 10
−3. The inclusion is a circle with radius 0.15















Fig. 9: Values of σB in the test case I (left) and in the test case II (right).
Again, we display the singular values of Λ˜1/2 for all the test cases in Figures 10 and 15. Despite
the differences among the geometries and values of σB in the test cases, the singular values behave
likewise. The most important difference is the order of magnitude of the largest singular values,
since this affects the choice of the regularization parameters.
The numerical scheme (2.13) performs very well in the test cases I,II with a piecewise constant
conductivity. In both cases σB jumps by one order of magnitude. In Figures 11,12 we reconstruct
the inclusion using the TR and the PC. Figures 31,32,33-left show a zoom of the isolines near the
inclusion.
In the test case IIIa the coefficient σB has a ±30% variation, and Figure 13 shows that both
TR and PC are capable of accurately detecting the presence and location of the inclusion. See
also in Figure 33-center a zoom near the inclusion.
The test case IIIb features the same geometries as the test case IIIa, but now σB has a ±50%
variation. Still both TR and PC are able to detect the location of the inclusion (Figure 14),
but the recovered shape begins to suffer a distortion, because of the strong nonlinearity in the
coefficient. Analogously, in the test cases IVa and IVb the variations in σB are ±50% and ±60%,
respectively. As in the homogeneous case, the outer inclusions are well detected by both TR and
PC, but only TR provides also some information in the internal region (Figures 16,17).
The test case V treats a linear coefficient σB that ranges between 4 and 18 approximately,
while the test case VI treats a radial coefficient σB . As before (Figures 18,19), both TR and PC
can accurately detect the presence and location of the inclusion.
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Fig. 10: Singular values σi of Λ˜
1/2. Test case I (top-left). Test case II (top-right). Test case IIIa

























Fig. 11: Test case I. Isolines of C(ξ) in [C0.6min, Cmax]. Tikhonov regularization: γ = 5×10
−2 (left),
γ = 10−2 (center), γ = 5× 10−3 (right). Picard criterion, m = 10 (left), m = 25 (center), m = 50
(right).
INRIA

























Fig. 12: Test case II. Isolines of C(ξ) in [C0.6min, Cmax]. Tikhonov regularization, γ = 5×10
−2 (left),














Fig. 13: Test case IIIa. Isolines of C(ξ) in [C0.5min, Cmax]. Left: Tikhonov regularization, γ = 10
−1.









Fig. 14: Test case IIIb. Isolines of C(ξ) in [C0.5min, Cmax]. Left: Tikhonov regularization, γ =
5× 10−1. Right: Picard criterion, m = 10.
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Fig. 15: Singular values σi of Λ˜
1/2. Test case IVa (top-left). Test case IVb (top-right). Test case













Fig. 16: Test case IVa. Isolines of C(ξ). Left: Tikhonov regularization, γ = 5 × 10−3. Center:
Tikhonov regularization, γ = 10−3. Right: Picard criterion, m = 25.
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Fig. 17: Test case IVb. Isolines of C(ξ). Left: Tikhonov regularization, γ = 5 × 10−3. Center:









Fig. 18: Test case V. Isolines of C(ξ) in [C0.7min, Cmax]. Left: Tikhonov regularization, γ = 5. Right:









Fig. 19: Test case VI. Isolines of C(ξ) in [C0.7min, Cmax]. Left: Tikhonov regularization, γ = 10
−1.



















Fig. 20: Tikhonov regularization. Test case I, γ = 10−2 (top-left). Test case II, γ = 5 × 10−2
(top-right). Test case IIIa, γ = 10−1 (bottom-left). Test case VI, γ = 10−2 (bottom-right).
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Fig. 21: Tikhonov regularization. Test case IIIb, γ = 5× 10−1 (top-left). Test case IVa, γ = 10−3
(top-right). Test case V, γ = 5 (bottom-left). Test case IVb, γ = 10−3 (bottom-right).
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4.3 Measures with noise
Now we investigate the sensitivity of our results to noisy perturbations. To this aim we perturb
the operator M with the random matrix U , Uij
i.i.d.
∼ U([−1, 1]), scaled to the spectral norm of M :




The parameter µ represents the magnitude of the noisy perturbation, and accordingly we will tune
γ in (3.4) or m in (3.7). In presence of noise the isolines obtained with the TR are identical to
those obtained without noise, as long as a sufficient number of the largest singular values are not
obfuscated. The effect of noise is an attenuation of the values in the indicator function (4.1). This
holds also for a large amount of noise, up to 10%. Figures 22, 23, 24, 25, 26, show the results
obtained for the test cases A,C,II,IIIa,IVa after adding 0.1% or 1% of noise. This correspond to
pick µ = 10−3 or µ = 10−2, respectively, in (4.2). The indicator function (4.1) using the PC is
attenuated a lot faster, preventing the recovery of the inclusion also for small amounts of noise.









Fig. 22: Test case A. Tikhonov regularization, γ = 5× 10−3. Left: 0.1% noise. Right: 1% noise.
5 Conclusions
We proposed a numerical scheme to solve the dipole-like Neumann problem featuring an inhomo-
geneous background coefficient. Then we incorporated this scheme in the Factorization Method
applied to the Continuous Model for Electrical Impedance Tomography.
We have shown that the method accurately detects the presence and location of the inclusions,
in cases where the background coefficient is piecewise constant with variations up to one order of
magnitude, and in cases where the coefficient is nonlinearly dependent on the spatial coordinates.
Two types of range test are compared, one based on the Tikhonov regularization and one based
on the Picard criterion. The former performs more accurately, although in some cases also the
latter yields a precise reconstruction. The method also proved to be robust within a reasonable
range of noisy perturbations.
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Fig. 26: Test case IVa. Tikhonov regularization, γ = 10−3. Left: 0.1% noise. Right: 1% noise.
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Fig. 27: Test case A. Exact geometry (dashed purple line), isolines C0.9min (blue), C
1
min (green),
C1.1min (brown). Tikhonov regularization: γ = 5× 10














Fig. 28: Test case A. Exact geometry (dashed purple line), isolines C0.9min (blue), C
1
min (green),













Fig. 29: Test case D. Exact geometry (dashed purple line), isolines C0.9min (blue), C
1
min (green),
C1.1min (brown). Tikhonov regularization with γ = 5× 10
















Fig. 30: Test case D. Exact geometry (dashed purple line), isolines C0.9min (blue), C
1
min (green),































Fig. 32: Test case I. Exact geometry (dashed purple line), isolines C0.95min (blue), C
1
min (orange),


















Test case II, Tikhonov regularization, γ = 5 × 10−2. Test case IIIa, Tikhonov regularization,
γ = 10−1. Test case VI, Tikhonov regularization, γ = 10−1.
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B Well-posedness and regularity issue





= f(x), x in Ω,
σ(x)∇u(x) · ν = h(x), x on ∂Ω,
(B.1)
under the assumptions:
 Ω bounded subset of R2,
 σmin|ζ|
2 ≤ σ(x) ζ · ζ ≤ σmax|ζ|
2, ∀ ζ ∈ R2, almost everywhere in Ω,
 f ∈ L2(Ω).
Problem (1.2) is an example of (B.1), while problem (1.5) reduces to (B.1) if the singularity
in ξ is removed. The proofs of the following results can be found in [11].
Theorem 10. Given a bounded Lipschitz domain Ω, if f ∈ L2(Ω) and g ∈ L2(∂Ω) then one of
the following alternatives hold:
 problem (B.1) has a unique solution u ∈ H1(Ω) and





 the homogeneous problem (B.1) (with f ≡ 0 and h ≡ 0) and its adjoint homogeneous problem
have each the same finite number of linearly independent solutions.





hw dσ = 0, (B.2)
for every solution w of the adjoint homogeneous problem associated with (B.1).
One can show that the solutions of the adjoint homogeneous problem associated with (B.1)
are the constant functions. Thus from (B.2) we recover the usual compatibility condition.
Theorem 11 (H2 interior regularity of the solution of problem (B.1)). If the components of the
coefficient σ(x) are Lipschitz in Ω, then the solution u ∈ H2
loc
(Ω). Moreover, if Ω′ ⊂⊂ Ω then






where K is the Lipschitz constant of σ(·).
Theorem 11 shows that u is a strong solution. Increasing the regularity of the data the solution
also increases its regularity.
Theorem 12 (Global regularity of the solution of problem (B.1)). Let Ω be a bounded C2–
domain in R2. If the components of the coefficient σ(x) are Lipschitz in Ω and f(x) ∈ L2(Ω),
then u ∈ H2(Ω) and
‖u‖H2(Ω) ≤ C
(
‖f‖L2(Ω) + ‖u‖L2(Ω) + ‖h‖H1/2(∂Ω)
)
,
where K is the Lipschitz constant of σ(·).
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Theorem 13 (Higher global regularity of the solution to problem (B.1)). Given m ≥ 1, let Ω be
a bounded Cm+2–domain in R2. If
σ(x)ij ∈ C
m+1(Ω), f(x) ∈ Hm(Ω) and h ∈ Cm+1/2(∂Ω),
then u ∈ Hm+2(Ω) and
‖u‖Hm+2(Ω) ≤ C
(
‖f‖Hm(Ω) + ‖u‖L2(Ω) + ‖h‖Hm+1/2(∂Ω)
)
.
From Theorem 13 we see that if Ω is a C∞–domain, σ(x)ij ∈ C
∞(Ω), f(x) ∈ C∞(Ω) and
h ∈ C∞(∂Ω) then u ∈ C∞(Ω).
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