Abstract. A classical result of Wente, motivated by the study of sessile capillarity droplets, demonstrates the axial symmetry of every hypersurface which meets a hyperplane at a constant angle and has mean curvature dependent only on the distance from that hyperplane [Wen80] . An analogous result is proven here for the fractional mean curvature operator.
Introduction
Our motivation is the celebrated result by Wente [Wen80] , which shows that a constant mean curvature hypersurface with constant contact angle along an hyperplane is a spherical cap. The more general statement contained in Wente's paper is actually concerned with hypersurfaces whose mean curvature depends only on the distance from their bounding hyperplane. More precisely, in [Wen80] , it was proven that:
Let E ⊂ R n , n ≥ 2, be a bounded open connected subset of H = {x n > 0} such that M = H ∩ ∂E is a C 2 -hypersurface with boundary bd(M ) = M ∩ ∂H. If, for a suitable constant σ ∈ (−1, 1) and function g : (0, ∞) → R, H E (q) = g(q n ) ∀q ∈ M ∩ H , ν E (q) · e n = σ ∀q ∈ M ∩ ∂H , then {M ∩ {x n = t} : t > 0} is a family of (n − 2)-dimensional spheres centered on the same vertical axis. Here A and ∂A denote the topological closure and the topological boundary of any A ⊂ R n , bd (M ) is the manifold boundary, and H E is the mean curvature of M computed with respect to the outer unit normal ν E to E.
We want to prove a generalization of this theorem with the classical mean curvature replaced by the fractional mean curvature, which was introduced in [CRS10] as the first variation of fractional perimeter (see the discussion below Theorem 1.1 for additional context). Let us recall that, if E is an open subset of R n , then the fractional mean curvature of order s ∈ (0, 1) is defined for each q ∈ ∂E as H s E (q) := p.v.
|x − q| n+s dx = p.v.
R nχ E (x) |x − q| n+s dx , (1.1)
where χ E is the characteristic function of E and
The integral in (1) converges at q ∈ ∂E as soon as E is of class C 1,α around q for some α ∈ (s, 1). Indeed, in this case, given r > ε > 0, the factorχ E allows one to localize the integral of |x−q| −n−s over B r (q) \ B ε (q) to a smaller region of the form P \ B ε (q), where P ⊂ B r (q) is a set enclosed between two tangent C 1,α -paraboloids. For a set E as in Wente's theorem, the size of the region where this kind of cancellation is possible becomes increasingly small as q approaches ∂H, and as a consequence H s E (q) will blow-up as q n → 0 + , at a rate defined by the contact angle. More precisely, as we show in Proposition 2.3, if E satisfies the fractional variant of the assumptions of Wente's theorem, then This singular behavior is an unavoidable and challenging feature of extending Wente's result to the fractional setting; overcoming it will be the most interesting point in the proof of the main result.
To state our result we define the s-deficit of E δ s (E) = diam(E) s+1 sup pn=qn p,q∈M ∩H |H s E (p) − H s E (q)| |p − q| , to measure how far away H s E is from being constant on horizontal slices in H. Note that in this definition the diam(E) s+1 term is used to enforce that δ s (E) is scale invariant. The following theorem explains how, for small δ s , we have that E is almost axially symmetric with respect to δ s : Theorem 1.1. Let s ∈ (0, 1), α ∈ (s, 1), and let E ⊂ R n , n ≥ 2, be a bounded open connected subset of H = {x n > 0} such that M = ∂E ∩ H is a C 2,α -hypersurface with boundary bd(M ) = M ∩ ∂H. Let σ ∈ (−1, 1) such that
(a) For every direction e ∈ S n−1 ∩ ∂H there is a hyperplane π e orthogonal to e such that, if we let ρ denote reflection across π e , then there exists a constant C = C(n, s) dependent only on n and s, such that |E∆ρ(E)| ≤ Cdiam(E) n δ s (E) .
(b) For h > 0 such that E h = {x ∈ E : x n = h} = ∅, set r h = inf
x∈bd (E h ) |x − he n |, R h = sup
x∈bd (E h ) |x − he n | , and D h := B r h (he n ) ∩ {x : x n = h} . There exist δ 0 = δ 0 (n, s) and C 0 = C 0 (n) such that, if δ s (E) ≤ δ 0 , then
(1.5) Remark 1.2. The constants in the statement are computable and are included in the proof.
Remark 1.3. The second part of the theorem implies that for a small enough cross-sectional diameter, we do not expect that the cross section is centered around the x n -axis, but rather that it is contained in a small ball around the axis. However, if the cross section has large enough diameter in terms of the deficit, then it is pinched between two balls of close radii, both centered around the x n -axis.
Remark 1.4. The term diam(E) n /|E|, in ((b)) and ((b)), is scale invariant and might be unbounded for a sequence of E m satisfying the hypotheses of the theorem. Indeed we could consider a sequence of elongated ellipses of fixed volume, for which this ratio does explode. However, for classical perimeter, there are density estimates that, when combined with a perimeter restriction, imply that in the case of small mean curvature deficit the ratio diam(E) n /|E| can be bounded above by a constant. It could be interesting to see if, under assumptions on the contact angle between M and ∂H, there are density estimates along the lines of those in [CRS10, MSW16] that would provide an upper bound in terms of n and P s (E) for this term.
The statement of the theorem implies the following corollary:
Corollary 1.5. Let s, α, σ, E and M be as in Theorem 1.1. If δ s (E) = 0, i.e. if,
, for q ∈ M ∩ H and some function g dependent only on the vertical direction, then E is axially symmetric.
Remark 1.6. The behavior of g(t) as t → 0 + in Corollary 1.5 is determined by σ in (1.1) according to (1).
We now give additional context to Theorem 1.1. Our work joins the efforts of many authors in understanding geometric variational problems in the fractional setting. This line of research was initiated in [CRS10] with the study of Plateau problem with respect to the fractional perimeter:
where
dxdy |x − y| n+s is the the fractional interaction energy of a pair of disjoint sets E, F ⊂ R n . (For further studies of nonlocal minimal surfaces see for instance [ADPM11, BFV14, FV17, SV13, DdPDV06, DdPW15] .) The fractional mean curvature operator H s E defined in (1) arises because, if E is of class C 2 around a point x ∈ ∂E, then the first variation of P s (E) along the flow generated by a compactly supported and smooth vector-field X satisfies AV14] for further results). In this direction, the closest related result to Theorem 1.1 is the recent extension of the classical rigidity theorem of Aleksandrov [Ale58] (boundaries of compact sets with constant mean curvature are spheres) to fractional mean curvatures due to [CFMN16, CFSW16] . To be precise, in these papers it was shown that, if E is a bounded open set with boundary of class C 2,α for some α ∈ (s, 1) and such that H s E is constant along ∂E, then ∂E is a sphere. This was proven by adapting the original moving plane argument by Aleksandrov to the fractional setting.
Following this classical moving plane method will also be our approach to Theorem 1.1. A moving hyperplane perpendicular to ∂H is slid in a given direction until the reflected cap of M across this hyperplane achieves a first contact point with M . In the well-known case of Aleksandrov's argument one has to discuss two kinds of tangency points, which become four different kinds of tangency points in Wente's work [Wen80] , and also in our situation. Two of these four cases, where the tangency point is achieved away from ∂H, follow by repeating the arguments of [CFMN16, CFSW16] . However, the other two cases require new considerations because of the aforementioned degeneracy of the fractional mean curvature near the boundary hyperplane. Their proof is the main contribution of the paper.
As much as Wente's result is related to the study of classical capillarity theory, and in particular to the study of critical points for the Gauss free energy in the sessile droplet problem (see [Fin86] or [Mag12, Chapter 19] ), Theorem 1.1 can also be motivated by the study of a capillarity model using fractional perimeters to mimic surface tension. More precisely, in [MV16] the authors consider a fractional variant of the classical Gauss free energy for a droplet E confined inside a container Ω,
where s ∈ (0, 1), γ ∈ (−1, 1). In [MV16, Theorem 1.3, Theorem 1.4] it was proven that if E ⊂ Ω is a volume-constrained minimizer of E s (·, Ω) such that M = ∂E ∩ Ω is a C 1,α -hypersurface with boundary for some σ ∈ (s, 1) and with bd (M ) ⊂ ∂Ω, then, for c a constant, the Euler-Lagrange equation
Ω c 1 |x − q| n+s dx = c holds at each q ∈ Ω ∩ M , together with a contact angle condition (fractional Young's law):
where θ(s, 0) = π/2, θ(s, (−1) + ) = 0 and θ(s, 1 − ) = π. In the corresponding sessile droplet problem, where one takes Ω = H = {x n > 0}, we end up in the situation considered in Corollary 1.5, by setting
Because, in this case, H s E is a function of the q n variable alone, Theorem 1.1 implies the axial symmetry of every volume-constrained critical point of the fractional Gauss free energy on a half-space.
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Blowup of Fractional Mean Curvature
We summarize our basic notation and assumptions used in the paper.
We assume that s ∈ (0, 1), α ∈ (s, 1), n ≥ 2, and E ⊂ R n is a bounded open connected subset of H = {x n > 0} such that M := ∂E ∩ H is a C 2,α -hypersurface with boundary bd (M ) := M ∩ ∂H.
Remark 2.2. Under assumption (h1), there exist η > 0 and γ > 0 such that, for all q ∈ M , we have
1) where p q x is the projection of x onto A q M .
From [CFMN16, Lemma 2.1] we know that H s E (q) is C 1 for all q ∈ M ∩H. But the following proposition shows that, as mentioned in the first section, if q n → 0, then H s E (q) blows up like q −s n , notably without the assumption that ν E (q) · ν H (q) is constant. 
Remark 2.4. Note that in the proposition the proof of (a) only requires that M ∈ C 1,α , but the proof of (b) requires that M ∈ C 2,α .
Proof. Consider q m and p as in the statement. By assumption (h1) there exists {p m } m∈N ⊂ M ∩ ∂H such that |p m − q m | → 0 as m → ∞ and A qm M ∩ ∂H is parallel to A pm M ∩ ∂H for each m. Let J qm be the wedge in H bounded by A qm M and ∂H such that ν Jq m (q m ) = ν E (q m ). Similarly let J pm be the wedge in H bounded by A pm M and ∂H such that ν Jp m (p m ) = ν E (p m ). Let J * pm be the horizontal translation of J pm such that q m ∈ J * pm , see Figure 1 . Let θ m be defined so that
To prove (a), we will compare the mean curvature calculated at q m for J * pm and J qm to under-
for a constants K 0 (n, s) > 0 dependent only on n and s, K 1 (η, α, γ) > 0 dependent only on η, α and γ, and for η as in (2.2). In the following, the constant K 0 (n, s) may vary slightly from line to line, but for simplicity we will use the same letter. We use polar coordinates and find that
and similarly
So by (2), (2), and (2) we have (2) as claimed. We next show that
Indeed, we know by symmetry that 0 = p.v.
(2.10)
By (2) and (2) we have (2). Together (2) and (2) imply that
By scaling (see for example [MV16, Theorem 1.4]) we have
The proof of (b) closely parallels that of part (a), with extra attention to convergence of ∇H s E throughout. Fix m ∈ N large. We approximate the kernel |t| −(n+s) by ϕ ε (t) ∈ C ∞ c ([0, ∞)) such that ϕ ε ≥ 0, ϕ ε ≤ 0, and
By construction ϕ ε (t) ↑ |t| −(n+s) for all t > 0. For q ∈ M ∩ ∂H, we set
and let u ε,q (x) = ϕ ε (|x − q|). We have
Note that, by [CFMN16] ,
To prove (2.3) it suffices to show that lim sup
for large enough m. First we will show that lim sup
for some K(n) dependent only on n andK(η, α, γ) > 0 dependent only on η, α and γ. In the following, the constant K(n) may vary slightly from line to line, but for simplicity we will use the same letter. We split
(2.15)
By applying the monotone convergence theorem in ε and by using polar coordinates we see that there is a constant K(n) dependent only on n such that lim sup 
By definition of P η,γ in (2.2), we have
and by the monotone convergence theorem in ε, we can plug (2), (2) and (2) into (2) and get (2). Next we prove that lim sup
We know, by symmetry, that, for any ε,
Therefore, by monotone convergence theorem in ε, there is a constant K(n) such that lim sup
which implies (2). Together, (2) and (2) imply that
For m large we use (2), exploit symmetry as in (2), apply monotone convergence theorem in ε, and use polar coordinates as in (2), to find that there is a constant c(n, s,
as m → ∞, where c(n, s, ·) is continuous. Letting m → ∞ in (2) and (2), by |θ m | → 0 and 
Proof of Almost Axial Symmetry
In this section we prove part (a) of Theorem 1.1. Recall that in addition to assumption (h1) we assume the existence of σ ∈ (−1, 1) such that
Proof of Theorem 1.1 (a). We start by introducing notation used in the proof. Let e ∈ S n−1 ∩ ∂H. Without loss of generality we assume that e = e 1 . We define π µ = {x 1 = µ} a hyperplane perpendicular to e 1 , ρ µ (x) = (2λ − x 1 , ..., x n ) the reflection of x across π µ , and we set
to be the critical value for µ for the moving planes argument. By regularity of the boundary, we know λ is well defined. We call π λ the critical hyperplane and, as long as there is no confusion, we will denote
As in [Wen80] , at least one of the four following cases holds in the critical position (see Figure 2 ):
To prove almost symmetry our goal is to show that |E∆ρ(E)| is bounded above by a multiple of δ s (E) in each case. In particular we will prove that
Case one and case two follow [CFMN16] , but we include the proofs for the sake of completeness.
Therefore, by the convexity of f (t) = (1 + t) (n+s)/2 − 1, we know that
which implies
E∆ρ(E)
and therefore (3) in case one.
Case two: Suppose that there is p ∈ {x 1 = λ} ∩ H such that M is orthogonal to π λ . As in the proof of Proposition 2.3, we approximate the kernel |t| −(n+s) by ϕ ε (t) ∈ C ∞ c ([0, ∞)) such that ϕ ε ≥ 0, ϕ ε ≤ 0, and
Then, by construction, ϕ ε (t) ↑ |t| −(n+s) for all t > 0. Recall that for any set F ∈ R n we set
and let u ε (x) = ϕ ε (|x − p|). For all a > 0, we know, by [CFMN16] , that H
Because
So, by the negativity of (x−p)·e 1 |x−p| for x ∈ E \ ρ(E) ⊂ {x 1 < λ} and by the monotone convergence of |ϕ ε (t)| in ε, we have
we have that
E\ρ(E) |x 1 − λ|dx .
Case three: We now consider the case where p ∈ bd (M ) ∩ {x 1 < λ}. As in case one we would like to consider the difference H s ρ(E) (p) − H s E (p) , but both terms equal infinity for p ∈ bd (M ). So we use an approximation argument to improve our understanding of this difference as a limit. A key tool for this approximation, and also for a similar approximation in case four, will be the local graphicality of M and ρ(M ) over
There is a set U * ⊂ U such that v * : U * → ρ(M ) can be defined as the normal map along ν E (p) to ρ(M ). If U * = U then we can reset it so that the sets are equal, because U * contains a neighborhood of p in A p M on which v may be defined. We can expand v and v * as
forq ∈ A p M ∩ H with |q − p| small enough. Let
where ν M co (p) is the conormal vector for p with respect to M. Note that this conormal vector is also the same for ρ(M ) because p is a point of tangency between M and ρ(M ), M is C 2,α , and M has constant contact angle with ∂H. Let q m = v(q m ) and q * m = v * (q m ). We can now consider the correct analogue of H s ρ(E) (p) − H s E (p) to be the limit of
as m → ∞.
Step one: We show that lim sup 
For m large enough, and for each q * m ∈ ρ(M ) close enough to p, letq m ∈ M be defined to be the unique projection of q * m onto M along e p . Note that the definition ofq m enforces that q m , q * m ,q m , andq m are all contained in the plane T := span{ν E (p), ν M co (p)}, and by the continuity of the projection we have thatq m → p as m → ∞.
By the triangle inequality
By definition of δ s (E), we know
Therefore to prove (3) it suffices to show that lim sup
By Proposition 2.3(b), there is a constant c = c n, s, σ > 0 such that, if h m = min{q m · e n ,q m · e n }, then
We claim that To prove (3) and (3) we will exploit local graphicality of M and ρ(M ) over A p M , considered in T . In this plane, in a neighborhood of p, there is an ordering of M , ρ(M ), and A p M with respect to e p . In particular, if we letâ m be the projection of q * m along e p to A p M , thenq m · e p , q * m · e p , andâ m · e p have a fixed order for large enough m. Because the moving planes method forcesq m · e p ≥ q * m · e p , there are three possible orderings of these coordinates. Combined with the fact that we can consider σ > 0 or σ < 0, we have six total subcases to consider, see Figure  3 . Because each case takes place in T we set up the following notation. Define
and
. Because v and v * are C 2,α , with v(p) = v * (p) = 0, and with ∇v(p) · ν E (p) = ∇v * (p) · ν E (p) = 0, there exists a constant γ > 0 such that, f and f * are monotone, and
for d small enough. Moreover for m large enough, there is a constant c ≤ 1 such that
We first prove (3) and then (3). By (3), we have
so we only need to prove there is a constant C(σ) dependent only on σ such that
and we have (3). In each subcase the proof comes from considering one or two right triangles in T with one edge parallel to A p M , one edge perpendicular to A p M , and one edge parallel to ∂H, where the last edge is contained in or equal to the line segment connecting q * m andq m . Define θ so that cos(θ) = ν E (p) · ν H = σ . In the first three cases, where σ > 0, note that θ < π/2, and for the last three, where σ < 0, note that θ > π/2. Subcase one:
Subcase two: Suppose σ > 0 and q * m · e p ≤â m · e p ≤q m · e p . Then
Subcase three: Suppose σ > 0 and q * m · e p ≤q m · e p ≤â m · e p . Then Subcase four : Suppose σ < 0 andâ m · e p ≤ q * m · e p ≤q m · e p . Then
Subcase five: Suppose σ < 0 and q * m · e p ≤â m · e p ≤q m · e p . Then
Subcase six : Suppose σ < 0 and q * m · e p ≤q m · e p ≤â m · e p . Then
Thus, by (3), we have completed the proof of (3). We now proceed with the proof of (3). We will see that we can combine subcases one and two as well as subcases four and five, see 
Subcase three: Suppose σ > 0 andq m · e p ≤â m · e p . Then
Subcases four and five: Suppose σ < 0 andâ m · e p ≤q m · e p . Then
Subcase six : Suppose σ < 0 andq m · e p ≤â m · e p .Then, by (3), for m large enough
Thus in each case we conclude that h m ≥ b m sin(θ)/2. Because (3) implies
m , we therefore have (3), which completes the proof of step one.
Step two: In this step we will define an approximation Q ε m of Q m and show that there is ε(m) defined so that lim inf
and lim
First we define a new approximation of H s E (q). For any ε > 0, let
We have
We handle the convergence of the two integrals separately. First let
For any ε > 0, we claim that,
By symmetry across π λ we have
We consider each of the integrals in (3) seperately. For the first integral we factor the integrand to get 1
We take ε < (λ−p 1 )/4 so that ρ(x) ∈ B ε (q * m ) c for any x ∈ E \ρ(E). Then, following calculations in (3), (3), and (3) in case one, we know that if
.
Moreover if we let ε < (λ − p 1 )/4 be fixed then as m → ∞
for all x ∈ E \ ρ(E), and therefore the dominated convergence theorem implies that
as m → ∞. Hence for the first integral in (3) we have lim inf
For the second integral in (3), having
is bounded above by ε −(n+s) . So for fixed ε, the dominated convergence theorem implies that
So for fixed ε and m, and for
We conclude that, for large m, the second integrand in (3) is positive, therefore lim inf
and, by (3), we have (3). We now handle the convergence of R ε m from (3). We claim that there exists ε(m) such that lim m→∞ ε(m) = 0 and lim
However we can rewrite
Note that there is a universal constant C(n), dependent only on n, such that, for all r > 0, we know
Therefore, we have
(3.25)
Also, by applying [AFP00, Remark 3.25] with u = χ E ,
(3.26)
We choose β > 0, and set ε(m) = |q m − q * m | 1/(n+s+β) . Note that (3) holds because
Moreover, for this choice of ε(m), we also have that (3), (3), and (3) converge to 0 as m → ∞, and therefore with (3), we have (3). By (3), by (3), and because of our choice of ε(m), we have lim inf
Hence, by (3), together (3) and (3) imply (3).
Step three: We show that
(3.28) to get (3) in case three. To see this convergence we show that 29) and equivalently that
Here we use the properties of the graphs locally defining M and ρ(M ). By definition,
Because ε(m) → 0 as m → ∞, we know that ε(m) < η, for m large enough and for η as in the definition of P η,γ (q) in (2.2). So, for m large enough, we have
which goes to 0 as m → ∞. Therefore we have (3) and (3), and thus (3) as claimed. Hence, by (3) from step two we have
which combined with (3) from step one, implies
Therefore, since λ − p 1 > 0, we have (3) in case three.
Case four : In this case we assume that p ∈ π λ ∩ bd (M ). As in case three we use the local graphicality of M and ρ(M ) near p to find a sequence of points to approximate the work done in case two. We want a sequence of points approaching 
Let P m be the hyperplane through q m which is perpendicular to τ m . Set E * m to be the reflection of E across P m . Then, because ∇u ε,qm (x) is odd with respect to P m , and because τ m · e n = 0, we have
Therefore, by the monotone convergence of |ϕ ε | in ε
pointwise. By definition, τ m · e n = 0 and τ m ∈ T qm M . Therefore, by applying Fatou's lemma to (3), we have lim inf
Thus, because
(p−x)·e 1 |x−p| n+s+2 is positive by construction and
for all m large, we have (3) in case four. Conclusion to part (a): We have concluded in every case that
Thus, by Chebyshev's inequality, for any β > 0,
4. Improved Understanding of the Geometry
We will use the following lemma to prove Theorem 1.1(b). The proof closely follows the proof of [CFMN16, Lemma 4.1].
Lemma 4.1. Let E be as in assumption (h1) with
Suppose that the critical planes with respect to the coordinate directions, coincide with {x i = 0} for all i = 1, ..., n − 1. If e ∈ S n−1 ∩ ∂H, and λ e is the critical value associated with e in (3), then
holds for some constant C = C(n).
Proof. We begin by letting
with C 1 as defined in (3) from the proof of Theorem 1.1(a). Theorem 1.1(a) implies
because E 0 can be obtained from E by symmetrizing with respect to the n − 1 hyperplanes {x i = 0} for i = 1, .., n − 1. So by (4.1) we have |E∆E 0 | ≤ |E|. Without loss of generality we assume λ e > 0. Note that
If not, we would have x · e ≥ 0 for all x ∈ E, which would imply that |E∆E 0 | = 2|E|. Moreover, by Theorem 1.1(a) we also have
with ρ defined to be the function that reflects E across the critical hyperplane π e . So
Then, by (4) and (4), we have
so, by applying (4) again, we know |{x ∈ E : −λ e ≤ x · e = λ e }| ≤ |{x ∈ E : x · e < 0}| − |E ∩ {x · e > λ e } 0 |
We have shown that E has small volume in the strip {|x · e| < λ e }. We continue by quantifying the volume of E in parallel strips of the same width. The set {λ e ≤ x · e ≤ 3λ e } is mapped into {|x · e| < λ e } by reflection with respect to the critical hyperplane, so by (4) and (4) we have |{x ∈ E : λ e ≤ x · e ≤ 3λ e }| = |{x ∈ ρ(E) : |x · e| ≤ λ e }| ≤ |{x ∈ E : |x · e| ≤ λ e }| + |E∆ρ(E)| ≤ (n + 1)C * 1 δ s (E) .
Now let m k := |{x ∈ E : (2k − 1)λ e ≤ x · e ≤ (2k + 1)λ e }|, k ≥ 1 . By the moving planes procedure, if λ e ≤ µ ≤ µ, then E ∩ π µ ⊂ E ∩ π µ , where each set is seen as a subset in R n−1 . So because H n−1 (E ∩ π µ ) is decreasing in µ, for µ ∈ (λ e , Λ e ), it follows that m k is decreasing in k. Therefore
Let k 0 be the smallest natural number such that (2k 0 +1)λ e ≥ Λ e , which implies (2k 0 −1)λ e ≤ Λ e . Because E ⊂ {x · e ≤ Λ e }, by (4) we see that |E ∩ {x · e > λ e }| = |E ∩ {λ e ≤ x · e ≤ Λ e }| = k 0 k=1 m k ≤ 1 2 Λ e λ e + 1 (n + 1)C * 1 δ s (E) .
Then (4) implies |E ∩ {x · e > λ e }|λ e ≤ (n + 1)C * 1 diam(E) δ s (E) . (4.8) Lastly, by (4.1) and (4), we know |E ∩ {x · e > λ e }| ≥ |E|/4, which combined with (4) and the definition of C 1 implies λ e ≤ (n + 1)C * 1 diam(E) δ s (E) |E ∩ {x · e > λ e }| ≤ 4(n + 1)C 1 diam(E) n+1 |E| δ s (E) , (4.9)
as required.
Proof of Theorem 1.1 (b). Let
We assume that δ(E) ≤ δ 0 , so Lemma 4.1 applies. Up to translation, we may also assume that the critical planes with respect to the coordinate directions e i coincide with {x i = 0} for every i = 1, ..., n − 1. Let E h be the cross section of E parallel to ∂H at height h. For each height h let r h = inf Choose x h , y h such that |x h − he n | = r h and |y h − he n | = R h . Without loss of generality we may assume that x h = y h , otherwise R h − r h = 0. Let e h := y h − x h |y h − x h | , let λ h = λ e h be the critical value for e h , and let π h = π λe h denote the critical hyperplane. Note that y h is closer to π h than x h in {x n = h}, that is, dist(x h , π h ) ≥ dist(y h , π h ) . (4.10) Indeed, by the moving planes method, the critical position can be reached at most when ρ(y h ), the reflection of y h with respect to π h , is x h . In this case we have equality in (4), but otherwise we have strict inequality. So by (4), and because e h is parallel to y h − x h , we have R h − r h = |y h − he n | − |x h − he n | ≤ |(y h − he n ) − (x h − he n )| = (dist(y, π h ) + λ h ) − (dist(x, π h ) − λ h ) ≤ 2|λ h | .
(4.11)
Set C 2 = 4(n + 1)C 1 , with C 1 from (3). Combining (4) with (4), we get
which is ((b)). Note that ((b)) just implies that the boundary of E h is contained in an annulus with radii r h and R h . In fact, if diam(E h ) is small enough then E h could be contained in the annulus as well, and may not contain the inner ball D h := B r h (he n ) ∩ {x n = h}. However, we will show
then D h ⊂ E h . Suppose that D h is not contained in E h . By applying the moving planes argument in any direction e such that e · e n = 0 and {x ∈ E h : e · x/|x| = ±1} = ∅, we know that |λ e | ≥ r h .
Together with (4) this implies
which is equivalent to (4). In particular, combining this inequality with diam(E h ) ≥ R h − r h gives
which concludes the proof of the theorem.
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