Study in cointegration: U.S. stock prices foreign exchange rates and the efficient market hypothesis by McCormick, William Joseph
University of Montana 
ScholarWorks at University of Montana 
Graduate Student Theses, Dissertations, & 
Professional Papers Graduate School 
1994 
Study in cointegration: U.S. stock prices foreign exchange rates 
and the efficient market hypothesis 
William Joseph McCormick 
The University of Montana 
Follow this and additional works at: https://scholarworks.umt.edu/etd 
Let us know how access to this document benefits you. 
Recommended Citation 
McCormick, William Joseph, "Study in cointegration: U.S. stock prices foreign exchange rates and the 
efficient market hypothesis" (1994). Graduate Student Theses, Dissertations, & Professional Papers. 
4827. 
https://scholarworks.umt.edu/etd/4827 
This Thesis is brought to you for free and open access by the Graduate School at ScholarWorks at University of 
Montana. It has been accepted for inclusion in Graduate Student Theses, Dissertations, & Professional Papers by an 
authorized administrator of ScholarWorks at University of Montana. For more information, please contact 
scholarworks@mso.umt.edu. 
UU/6LMAA M c Co & U I C K
Maureen and Mike 
MANSFIELD LIBRARY
The University ofMontana
Permission is granted by the author to reproduce this material in its entirety, 
provided that this material is used for scholarly purposes and is properly cited 
in published works and reports.
** Please check “ Yes" or "No u and provide signature**
Yes, I grant permission _)C~
No, I do not grant permission___
Author’s Signature 
, Date; /^r S'- 3H
Any copying for commercial purposes or financial gain may be undertaken
only with fhe author's explicit consent s______________ :_________
A STUDY IN COINTEGRATION: U.S. STOCK PRICES, FOREIGN
EXCHANGE RATES, AND THE EFFICIENT MARKET HYPOTHESIS
Presented in partial fulfillment of the requirements
for the degree of 
Master of Arts 
University of Montana 
1994
By
William Joseph McCormick
B. A., University of Montana, 1991
Approved by
D^an, Graduate School
(XojLlLm^Lxjud (J{ 
Date
UMI Number: EP40291
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
Dissertation Publishing
UMI EP40291
Published by ProQuest LLC (2014). Copyright in the Dissertation held by the Author.
Microform Edition ©  ProQuest LLC.
All rights reserved. This work is protected against 
unauthorized copying under Title 17, United States Code
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346
McCormick, William J. , M.A., December 1994 Economics
A Study in Cointegration: U.S. Stock Prices, Foreign
Exchange Rates, and the Efficient Market Hypothesis (116 pp.)
Director: Douglas R. Dalenberg^"
This thesis tests the efficient market hypothesis (EMH) by 
investigating the long-run pairwise relationship between 
U.S. stock prices and foreign exchange rates using both 
daily and monthly data. In examining this relationship 
between U.S. stock prices and foreign exchange rates, 
cointegration methodology was utilized to account for 
problems associated with spurious regressions. Along with 
tests for spurious regressions, unit roots, and 
cointegrat'ion, an error correction model was constructed to 
demonstrate out-of-sample forecasting.
The results from the unit root tests indicate that the 
nominal exchange•rate series for Canada, Germany, Japan, and 
the United Kingdom follow a random walk process. Similar 
unit root tests indicate that, along with the Dow Jones 
equity market index series, the Dow Jones industry group 
sector stock price index-series for Basic Materials, 
Conglomerates, Consumer Cyclical, Consumer Noncyclical, 
Financial, Industrial, and Utilities follow a random walk 
process. Subsequent pairwise stock price-exchange rate 
cointegration tests on these nonstationary variables 
revealed evidence of market inefficiencies in several cases.
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CHAPTER 1
INTRODUCTION
On June 21, 1994, the U.S. dollar hit a post World War 
II record low against the Japanese yen and also set new lows 
for this year against the German mark and the Swiss franc.
In a following day newspaper article titled "Sagging Dollar 
Panics Markets", the Associated Press reported that, in 
response to the weak dollar, stock and bond prices plummeted 
on Wall Street with the Dow Jones industrial average falling 
33.93 points by the previous day's end. Likewise, in an 
account of the postweek activity following these new U.S. 
dollar lows, Rothchild (1994) reported that a joint dollar 
buy-up effort made by the United States and its major 
trading partners to increase the dollar's value was 
unsuccessful. Rothchild further reported that the Dow Jones 
industrial average responded to the continued weak dollar by 
dropping 13 9 points over this period.
Although the above reported response of U.S. stock 
prices to fluctuations in exchange rates can be explained 
using economic theory (see. Aggarwal 1981), economic theory 
does not answer the question of how quickly these exchange 
rates changes are reflected in stock prices. One hypothesis 
that does assert to answer this question is the efficient 
market hypothesis.
As discussed by Ross, Westerfield, and Jordan (1991),
1
the semistrong form of the efficient market hypothesis (EMH) 
states that well organized capital markets, such as the New 
York Stock Exchange, are efficient, and therefore, the price 
of stocks bought and sold in these efficient markets adjust 
instantaneously and correctly when new public information 
arrives.1 When new information affecting the value of a 
firm is made available to the public this news is 
immediately incorporated into that firm's stock price by 
market participants bidding the price of the stock up or 
down by the "correct" amount, i.e., there is no tendency for 
subsequent increases and decreases in the price of the 
stock.
Samuelson and Nordhaus (1989, p.252) state that, 
according to the EMH, the instantaneous adjustment of stock 
prices in response to new public information causes stock 
prices to move unpredictably over time, i.e., they follow a 
random walk. Stock prices follow a random walk because 
stock prices move in response to news, to surprises, and 
surprises are unpredictable events. Thaler (1992, p. 152) 
explains, "If stock prices were predictable, knowledgeable
1 There are three forms of market efficiency— weak, semistrong, and 
strong. The weak form of the EMH, which is sometimes referred to as the 
Random Walk Theory, asserts that prices fully reflect the information 
contained in the historical sequence of prices. In a weak form efficient 
market, attempts to identify a mispriced asset by studying its past price 
pattern is useless. The semistrong form of the EMH asserts that current 
stock prices reflect not only historical price information but all publicly 
available information relevant to a company's security. Lastly, the strong 
form of the EMH asserts that all information of every kind is reflected in 
the price of an asset. In a strong form efficient market there is no such 
thing as inside trader information. Unless otherwise stated, all 
references to the EMH in this thesis will mean semistrong form efficiency.
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investors would buy cheap and sell dear. Soon, the forces 
of competition and rational arbitrage would guarantee that 
prices adjust, only to move again, randomly, in response to 
unanticipated events". Consequently, Samuelson and Nordhaus 
state that because stock prices move unpredictably over 
time, it should not be possible for speculators to make 
profits by forecasting future stock prices by looking at old 
public information or at patterns of past stock price 
changes. Thus, if stock prices are found to be predictable 
this predictability implies market inefficiency.2
One past study which found evidence in favor of the EMH 
when investigating the relationship between stock prices and 
exchange rates is Aggarwal (1981). Ayarslan (1982), on the 
other hand, found evidence both in favor of and against the 
EMH. Several more recent stock price-exchange rate studies 
have been performed by Solnik (1984), Ma and Kao (1990), 
Amihud (1992), and Bilson (1992). The results from these 
more recent studies are mixed. While Solnik, Amihud, and 
Bilson found the stock prices and exchange rates used in 
their studies to be only weakly correlated, Ma and Kao found 
a very strong correlation between stock prices and exchange 
rates.
However, some of the conclusions drawn from these
2Not all authors agree that predictability implies market 
inefficiency. Dwyer and Wallace (1992) argue that predictability does not 
imply market inefficiency because this traditional definition of market 
efficiency is a definition "with little or no economic content and a 
tangential connection to the existence of arbitrage profits".
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studies may be in error. In agreement with the EMH, Malkiel 
(1981), Campbell and Shiller (1987) , Cerchi and Havenner 
(1988), Kim (1990), Barnhart and Szakmary (1991), Liu and 
Maddala (1992), and many other have found evidence 
indicating stock prices and exchange rates follow a random 
walk (nonstationary) process. As shown by Granger and 
Newbold (1974), these random walk findings cause problems 
because if one nonstationary time series is regressed on 
another nonstationary time series using the method of 
ordinary least squares (OLS), this regression may produce 
results indicating a statistically significant relationship 
when, in fact, no real relationship exists. This type of 
relationship is referred to as a spurious relationship and, 
as demonstrated by Charemza and Deadman (1992), can occur in 
regressions where the variables are either deterministically 
or stochastically trended.
In spite of these findings that stock prices and 
exchange rates follow a random walk process, the development 
of a fairly new econometric test called cointegration makes 
it possible to eliminate the spurious regression problem and 
test the EMH. The concept of cointegrated series was 
initially introduced by Granger (1981) to identify linear 
combinations of series which individually are nonstationary 
but taken together produce stationary results. As explained 
by Hendry (1991), cointegration is an econometric test which 
makes it possible to discriminate spurious from real
5
relationships when analyzing the systematic comovement of 
nonstationary economic variables. If stock prices and 
exchange rates are cointegrated then individually these 
series a follow nonstationary process, but together they 
never drift "too far" apart from one another and manifest a 
long-run equilibrium. Cointegrated time series move 
together because each individual series' nonstationary 
nature is caused by a common nonstationary process.
Visually, as shown in 
figure 1, a cointegration 
relation may exist 
between the logged Dow 
Jones Equity Market index 
(DOW) and the logged 
nominal exchange rate for 
Germany (GER).
Aggarwal (1981, p.
10) indirectly points out that a cointegration relationship 
may exist between stock prices and exchange rates by 
stating, "...any conclusions drawn about the influence of 
exchange rates on stock prices must be tempered by the 
possibility that both markets may be influenced by the same 
but unknown underlying independent stochastic process, such 
as the money supply . . .". Consequently, as proven by Engle 
and Granger (1987), if a cointegration relationship does 
exist between stock prices and exchange rates then this
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relationship implies the existence of an error correction 
model (ECM) from which stock prices can be forecast from 
exchange rates. Therefore, following the suggestion of 
Granger (1986), if stock prices and exchange rates are 
cointegrated this relationship implies predictability and 
indicates the EMH does not hold.3
Using cointegration testing methodology, the purpose of 
this Master's thesis is to investigate the Efficient Market 
Hypothesis (EMH) by examining both the daily and monthly 
long-run relationships between ten different Dow Jones 
industrial stock price indexes and the nominal exchange 
rates for Canada, Germany, Japan, and the United Kingdom. 
This study attempts to improve over past stock 
price-exchange rate studies by testing for spurious 
relationships and, if found, correct the problems associated 
with them. Along with tests for spurious regressions, unit 
roots, and cointegration, if cointegration is found to exist 
between one or more stock price-exchange rate pairs then an 
error correction model (ECM) of one of these pairs will be
3A s explained by Madalla (1992), if the prices or rates of the assets 
being tested are from different efficient markets, such as the spot prices 
of gold and silver, then these assets should not be cointegrated because it 
should not be possible to forecast the spot price of gold from the spot 
price of silver, or vice versa. If the spot prices of gold and silver were 
found to be cointegrated, this relationship implies market inefficiency and 
that the EMH does not hold. On the other hand, if the prices or rates of 
the assets being tested are from the same efficient market, such as gold's 
spot and futures prices, then these prices should be cointegrated because 
the futures price is supposedly an unbiased predictor of the spot price.
If the spot and futures price of gold were found to be cointegrated this, 
relationship implies market efficiency and that the EMH holds. Therefore, 
when testing the EMH using cointegration, it is important to take into 
account whether the assets being tested are from the same or different 
efficient markets.
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constructed. This ECM will then be used to perform 
out-of-sample forecasting to test the quality of this ECM as 
a forecasting device. Finally, a brief examination using 
only Oct. 19, 1987, premarket crash data will be performed 
to test if the exclusion of the postmarket crash data gives 
significantly different unit root and cointegration results 
than when the full daily and monthly data sets were used.
CHAPTER 2
LITERATURE
A. Noncointegration Stock Price-Exchange Rate Studies.
Aggarwal (1981) was among the first to study the effect 
of floating exchange rates on U.S. stock prices. Aggarwal, 
using monthly data from July 1974 to December 1978, tested 
the three different measures of U.S. stock prices, New York 
Exchange Index, the Standards and Poor's 500 Stock Index, 
and the Department of Commerce Index of 500 Stocks with an 
average value of the U.S. Dollar weighted by U.S. trade with 
its 46 largest trading partners as published in the U.S. 
Treasury Bulletin.
Using ordinary least squares (OLS), Aggarwal 
investigated the efficient market hypothesis (EMH) by 
regressing each of the three stock market indexes against 
both the concurrent trade weighted value of the U.S. dollar 
and the trade weighted value of the U.S. dollar lagged by 
one month for a total of six regressions. These models took 
the general forms of STKt=lSo+|01EXCHt+6t. and STKt=(S0+/31EXCHt.1+et 
respectively. After comparing the R2 values in each 
regression, Aggarwal found that the contemporaneous 
relationship between exchange rates and stock prices was 
stronger than a lagged relationship. Aggarwal went on to 
concluded that the EMH holds by stating, "...the 
relationship between stock prices and the exchange rate has
8
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been found to be coincidental rather than predictive, 
confirming that the U.S. stock markets are efficient 
processors of information incorporated in other economic 
variables".
Ayarslan (1982) used the risk premium form of the 
Capital Asset Pricing Model and Cumulative Average Residual 
method to investigate the EMH by testing how quickly 
exogenous shocks of exchange rate changes are reflected in 
the stock prices of U.S. multinational corporations. The 
August 15, 1971, and February 12, 1973, U.S. dollar 
devaluations were chosen as the exogenous shocks. The 
sample consisted of monthly data for 179 U.S. multinational 
corporations and spanned the period from August 1968 to 
February 1976. The securities data was obtained from the 
data file of the Center for Research on Stock Prices.
After pooling each multinational firm's data over time, 
Ayarslan used OLS to estimate and jGj in the regression 
Rjt.-Rft=cirj+/§j (Rmt-Rft) +Vjt where Rjt=Rate of return on jch stock 
at time (t) , Rft=Rate of return on risk free asset at time 
(t) , Rmt=Rate of return on U.S. market index at time (t) , 
Q!j=Constant term of jth stock, /3j=Systematic risk (Beta 
coefficient) of jth stock, and Vjt=Residual of jth stock at 
time (t). Ayarslan then calculated the cumulative average 
residuals (CARt) at time (t) by first summing the cumulative 
residuals of individual stocks at time (t) and then dividing 
by the number of stocks in the sample. Mathematically,
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CARt= (l/N) ETt=1EN;j=1 Vjt. Ayarslan explains that the CARts 
reveal whether the impact of the unanticipated change in 
exchange rates is recognized, and whether corresponding 
adjustments in prices and rates of return are made before, 
at the time of, or after the event. After examining these 
CARts, Ayarslan concluded the stock market prices of U.S. 
multinational corporations were efficient in instantaneously 
processing the August 15, 1971, U.S. dollar devaluation but 
were inefficient in instantaneously processing the February 
12, 1973, U.S. dollar devaluation.
Three past studies which found a weak correlation 
between stock prices and exchange rates have been presented 
by Solnik (1984), Amihud (1992), and Bilson (1992).4 Using 
monthly data and a sample period from July 1973 to December 
1982, Solnik first tested combinations of stock returns with 
real exchange rates of the national currency versus the 
foreign currency for the U.S., Japan, Germany, Belgium, 
France, Canada, Netherlands, Switzerland, and the United 
Kingdom. The regression model STKt=jS0+jS:LEXCHt+6t produced 
sample correlations which were all small and usually 
insignificant.
Next, utilizing a multivariate maximum likelihood 
method and annualized returns, Solnik used the regression 
model STK=jS0+jS1RCD+/S2ARIRD+/S3ADIR+e where RCD=Real currency
4A detailed description of the methodology used in the Amihud and 
Bilson studies was not discussed in the June 6, 1992, Economist and could 
not be located from other sources.
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Depreciation, RIRD=Real interest rate differential, and 
DIR=Domestic interest rate to estimate jointly over all 
countries. The results from this model showed a 
depreciation of the domestic currency to have a small but 
positive impact on U.S. stock returns. Overall, Solnik 
concluded that changes in real exchange rates and in real 
interest rate differentials are only weakly correlated with 
stock returns, and their influence is dwarfed by the effects 
of domestic interest rate changes.
Amihud (1992) investigated the relationship between 
exchange rate changes and the share prices of 32 of the 
U.S.'s biggest exporters between 1982-88 and found that 
exchange rate changes seemed to have no effect on the value 
of exporting firms. Bilson (1992) made a very narrow 
investigation of the relationship between stock prices and 
exchange rates by examining the stock price reaction of 
American Airlines to changes in the German mark covering the 
period from January 1985 to December 1991. Bilson found 
only a weak delayed deutsche mark effect on the stock price 
of American Airlines.
One study that found a strong relationship between 
stock prices and exchange rates was performed by Ma and Kao 
(1990). Ma and Kao examined stock price reactions to 
exchange rate changes using monthly data from January 1973 
to December 1983. The United Kingdom, Canada, France, West 
Germany, Italy, and Japan were the six major industrialized
12
countries used in' their study. After all the variables had 
been adjusted by weight of international trade with the 
U.S., Ma and Kao ran the regression model
In (Pt/Pt) =(30+f31et+l32st+et where In (Pt/Pt) =natural logarithm of 
the stock price index at time (t) , et=natural logarithm of 
the exchange rate change at time (t), and st=natural 
logarithm of the exchange rate level corrected for 
multicollinearity bias between the exchange rate level and 
the exchange rate change at time (t). Ma and Kao found the 
stock price index to be positively correlated with the 
exchange rate level at the one percent level and negatively 
correlated with the exchange rate change at the five percent 
level. The entire model was significant at the one percent 
level.
B. Historical Development of Cointegration5
While articles addressing different statistical aspects 
of cointegration are still being published (see e.g. fairly 
recent studies by Johansen 1992; Haug 1992; and Hansen 
1992), cointegration tests have become a popular means of 
testing many economic hypotheses. From early 1990 to late 
1993 more than seventy applied cointegration articles were 
published. Applied cointegration literature can be found in 
publications covering topics ranging from agricultural,
5In this section, the historical discussion dating from 1884 to 1986 
comes from Hendry (1991),.
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environmental, industrial, and political economics (see e.g. 
Goodwin and Schroeder 1991; Labson and Crompton 1993; 
Baghestani 1991; and Ogaki 1992) to policy modelling, 
banking, finance, futures markets, and consumer affairs (see 
e.g. Hendry 1992; Miller 1991; Hafer and Jansen 1991; Fung 
and Isberg 1992; Bessler and Covey 1991; and Mokhtari 1992).
Although there has only recently been a boom in the use 
of cointegration to perform economic research, past 
econometric issues which led to the development of 
cointegration can be found dating as far back as 1884. As 
discussed by Hendry (1991), the historical development of 
cointegration covers the following three inter-related areas 
of research, identifying and correcting spurious regression 
problems, testing for unit roots, and developing economic 
models where potential loss of long-run information is 
retained, such as error correction models.
On the problem of spurious regressions in economic time 
series analysis, Hendry states that although Jevons (1884) 
and Hooker (1901) discuss time series seasonality and trend 
problems, Yule (1926) was the first to use "...both 
analytical and experimental methods to examine the 
correlation between two unrelated series such that: (a) the
series were white noise [1(0)]; (b) their first differences
were white noise [1(1)]; and (c) their second differences 
were white noise [1(2)]".
Little more was discussed on the problem of spurious
14
regressions in economic time series until Granger and 
Newbold (1974) reproved authors frequently having literature 
published in which, on one hand, they reported getting good 
regression results because of high R2 values and, on the 
other hand, overlooked their reported low Durbin-Watson 
statistics which indicated a serious serial correlation 
problem. Hendry explains that by employing the Box and 
Jenkins (1970) differencing of data technique used to remove 
unit roots, Granger and Newbold demonstrated how the low 
values of the Durbin-Watson statistic associated with 
spurious regressions seriously biased the conventional tests 
towards rejecting the null hypothesis of no relationship 
even when it is true. Phillips (1986) presented a 
theoretical basis for this earlier Granger and Newbold study 
by developing an asymptotic theory for regressions between 
general integrated random processes.
On the topic of unit roots, Hendry points out that, 
beginning with Anderson (1942), a large volume of literature 
has been published on this subject over the years (see 
Abadir 1992; Choi 1992; and Schmidt and Phillips 1992 for 
more recent unit root studies). Unit root studies 
investigate whether an individual time series is 
nonstationary. These unit root studies are important 
because, as will be explained more fully in the methodology 
section, a cointegration relationship is valid only if each 
individual series has been generated by a difference
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stationary process of the same order and not a trend 
stationary process. Tests for unit roots include the 
popular parametric approach developed by Fuller (1976) and 
Dickey and Fuller (1981) , the Durbin-Watson based test 
developed by Sargan and Bhargava (1983), and the 
nonparametric Zt statistic tests developed by Phillips
(1987) and Phillips and Perron (1988). A widely used 
version of the Dickey-Fuller unit root approach is the 
Augmented Dickey-Fuller (ADF) approach. ADF unit root tests 
are standard Dickey-Fuller unit root tests which include 
lagged dependent variable terms to ensure the errors in the 
unit root regression are uncorrelated.
The final related area of research which has helped 
develop cointegration is error correction models (ECM). 
Introduced by Phillips (1957) and Sargan (1964), error 
correction models are essentially forecasting models which 
take into account the size and sign of the previous 
equilibrium error. Although forecasting can be done solely 
with short-run information, the hypothesis was that 
integrating long- and short-run information increased the 
forecasting power of econometric models. The inherent 
problem with these integrated models was that they gave rise 
to a spurious regression problem. As discussed by Hendry, 
the central concern of ECM studies was to clarify when 
levels information could legitimately be retained in these 
econometric models.
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The problem of integrating long- and short-run 
information in econometric models without producing spurious 
results was solved by Engle and Granger (1987) in a proof 
called the Granger Representation Theorem. Using the 
concept of cointegration introduced by Granger (1981) and 
Granger and Weiss (1983), Engle and Granger proved that if 
two or more variables are cointegrated there exist an ECM in 
which cointegrated long-run levels information can be 
combined with short-run information without causing a 
spurious regression problem.
Following the publication of the Granger Representation 
Theorem several tests for cointegration have been developed. 
These tests include the widely used two-step ordinary least 
squares (OLS) approach developed by Engle and Granger (1987) 
and the maximum likelihood approach developed by Johansen
(1988). Although today the Johansen approach is becoming 
increasingly popular,, the Engle-Granger (EG) two-step 
approach is the most commonly used cointegration test. The 
first step in both of these procedures is to test if each 
individual series is nonstationary and integrated of the 
same order by performing unit root tests. If each 
individual series is found to be nonstationary and 
integrated of the same order, then the second step in the EG 
procedure is to perform a unit root test on the residuals 
generated from a linear combination of these integrated time 
series.
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If each individual series is found to be nonstationary 
and integrated of the same order, the second step in the 
Johansen cointegration procedure is to compute maximum 
likelihood estimates and a likelihood ratio test statistic. 
In a multivariate setting, the Johansen maximum likelihood 
approach has an advantage over the EG two-stage approach in 
that the number of distinct cointegrating vectors in the 
model can be established using the likelihood ratio test 
statistic. Furthermore, where the likelihood ratio test 
statistic has an exact known distribution which is 
analytically derived, the EG test statistics have simulated 
distribution which were derived using Monte Carlo methods 
(see Perman 1991, p. 17; and Charemza and Deadman 1992, p. 
132) .
C. Cointegration Stock Price-Exchange Rate Studies
Even though I know of no applied cointegration study 
which directly examines the relationship between stock 
prices and exchange fates, many applied cointegration 
studies have been performed using either stock prices or 
exchange rates. In fact, many of these applied 
cointegration studies are Efficient Market Hypothesis (EMH) 
analysis which test for either asset or currency market 
efficiency. Several of these stock price and exchange rate 
cointegration studies are discussed below.
Campbell and Shiller (1987) investigated the simplest
18
present discounted value pricing model of stock prices by- 
testing if stock prices and dividends are cointegrated. The 
present value model of stock prices states that the stock 
price Yt is a linear function of the present discounted 
value of the expected future dividend yt, i.e., Yt=a?+0yt 
where the reciprocal of cointegration coefficient 6 is the 
real discount rate. The data consists of real annual stock 
prices and dividends from 1871 to 1986. The stock price 
series is the Standard and Poor's composite stock price 
index for January, divided by the January producer price 
index scaled so that the 1967 producer price index equals 
100. The dividend series is the Standard and Poor's nominal 
dividend composite index, divided by the annual average 
producer price index scaled so that the 1967 producer price 
index equals 100.
Campbell and Shiller used the Engle-Granger (EG) 
two-stage approach to test for cointegration. First, 
Campbell and Shiller tested each individual series for unit 
roots using the Phillips-Perron Z(ta.) and Z(ta) statistics 
with 4 truncated lags. These t-statistics indicated that 
both the stock price and dividend series follow random 
walks. Second, they tested for cointegration using the 
Dickey-Fuller (DF) £2 and Augmented Dickey-Fuller (ADF) £3 
tests found in Engle and Granger (1987). The ADF test 
included 4 lags. Campbell and Shiller found the £2 
statistic to be significant at the 5 percent level, evidence
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that stock prices and dividends are cointegrated, but found 
the £3 statistic to be insignificant even at the 10 percent 
level. The sample mean discount rate was 8.2 percent and 
the cointegrating regression estimate of 8 was 31.092, 
giving a corresponding real discount rate of 1/8 or 3.2 
percent.
Campbell and Shiller subsequently tested the present 
value model for stock prices by comparing the deviations 
from the means of actual spread and theoretical spread using 
unrestricted vector autoregression (VAR) forecasts. Lags 
included in the VAR models were chosen by the Akaike 
information criteria (AIC). The AIC selected four lags when 
the 8.2 percent sample mean discount rate was used and two 
lags when using the 3.2 percent cointegrating regression 
discount rate. After comparing their actual and theoretical 
results, Campbell and Shiller rejected the present value 
discount model for stocks because the spread between stock 
prices and dividends moved too much and the deviations from 
the present discount model were highly persistent.
Cerchi and Havenner (1988) investigated the dynamic 
behavior of the following five U.S. retail stock prices for 
multicointegration using the system theoretic time series 
(STTS) procedure developed by Aoki (1987) : Associated 
Drygoods Corporation, Carter Hawley Hale, Mercantile Stores 
Inc., J.C. Penney Co., and Sears Roebuck and Co. As 
explained Cerchi and Havenner, the essence of the STTS
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procedure is to partition the dynamics into slow and fast 
modes (trend and cycle models) by examining the eigenvalues 
of an estimate of the state dynamics matrix. The STTS 
procedure is similar in nature to the Johansen cointegration 
approach in that it is possible to identify the number of 
distinct common trends in the model. Although the complete 
data set consisted of monthly observations drawn from a 
Compustat tape spanning a period from January 1972 to 
December 1981, the last two years of data, 1980 and 1981, 
were reserved for model validation by out-of-sample 
forecasting.
Cerchi and Havenner first ran a two-tailed no trend DF 
unit-root test on each individual stock price series. The 
t-statistics from the DF tests showed evidence indicating 
each series follows a random walk. Next, they employed the 
STTS procedure and found the series to be multicointegrated 
with one dominant common trend. In addition, they found a 
lesser trend and two complex roots in the cycle model.
Their findings were validated by out-of-sample forecast 
using mean squared error criteria and two separate 
applications of a nonparametric test developed by Henriksson 
and Merton (1981) . Although Cerchi and Havenner did not 
elaborate on the implication their findings have toward the 
EMH, their cointegration results suggest evidence in favor 
of asset market inefficiency.
Chowdhury (1991) directly investigated the EMH by
21
testing for cointegration in metal stock market prices. 
Chowdhury performed cointegration tests on three differently 
specified regression models and conducted a joint null 
hypothesis test. These tests were performed using monthly 
average spot and futures (three months ahead) prices for 
four nonferrous metals— copper, lead, tin, and zinc— traded 
in the London Metal Exchange. Nonoverlapping data for the 
period July 1971 to June 1979 was taken from Goss (1981,
1983), while data for the subsequent period was collected 
from various issues of Metallgesellschaft.
Chowdhury used the EG two-stage cointegration approach 
on each of the regression models: (a) SPOTA t=a+^SPOTB t+et,
(b) FUTUREAjt=Q!+/6FUTUREBit+ et, and (c) SPOTAft=a+jSFUTUREAit.1+et 
where SPOT and FUTURE represent the spot and futures price 
of each respective metal. Note that while the existence of 
cointegration in (a) and (b) implies market inefficiency 
because the metal prices are from different markets, the 
existence of cointegration in (c) implies market efficiency 
because the metal prices are from within the same market.
Chowdhury used the two Augmented Dickey-Fuller (ADF) no 
trend and with trend t-statistics, and t t  , and their 
corresponding Phillips-Perron Z(ta*) and Z(ta) statistic to 
test for unit roots in each metal's spot and futures price 
series. Using a general-to-specific modeling method, the 
number of lags used in each ADF unit root tests varied 
depending on the significance of each individual lag term.
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Beginning with the longest lag (12), as determined by the 
Schwert (1989) formula, each individual lag was tested for 
significance. If found to' be insignificant that lag was 
dropped and the next longest lag was tested for 
significance. This procedure resumed until either 
significance was found or all lags were exhausted. The 
Phillips-Perron Zt tests were estimated using 10 truncated 
lags. The evidence from these tests indicated the presence 
of unit roots in all cases.
After examining the ADF cointegration t-statistics from 
regressions (a) and (b), Chowdhury found that, except for 
copper with lead and lead with zinc in (b), evidence of 
cointegration was found at the 5 percent level in all cases. 
According to Chowdhury, the overall evidence from 
cointegration regression (a) and (b) indicates evidence in 
favor of inefficiency across these metal markets. For 
cointegration regression (c), no evidence was found at the 5 
or 1 percent levels indicating any metal's spot and lag 
futures price are cointegrated. The tests results from 
regression model (c) indicate the futures price appears to 
be a biased predictor of the subsequent spot price and is 
evidence in favor of inefficiency within these metal 
markets.
The final test of market efficiency Chowdhury performed 
was to test the joint null hypothesis that o;=0 and (3=1 in 
the cointegration regression (c) SP0TAjt=a'+/3FUTUREAt_1+et
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where ot is the risk premium and /? is the bias in the forward 
price with respect to the spot price. Failure to reject the 
joint null hypothesis that oi=0 (zero risk premium) and (3=1 
(unbiased forward price) implies market efficiency. This 
test, combined with the cointegration test using regression 
model (c), is a test of the Unbiased Forward Rate Hypothesis 
(UFRH). Using a Box-Pierce Q-statistic with two degrees of 
freedom as his test statistic, Chowdhury found that this 
joint null hypothesis was rejected at least at the 5 percent 
level in all cases. As with the cointegration tests using 
this model, this joint null hypothesis test also indicates 
that the futures price is a biased predictor of the 
subsequent spot price and is evidence in favor of metal 
market inefficiency. Furthermore, the combined 
cointegration and joint null hypothesis test results 
indicates that the UFRH does not hold.
Kim (1990) used cointegration to test for long-run 
Purchasing Power Parity (PPP). PPP is commonly interpreted 
as the comovement of the exchange rate and the relative 
price level of two countries and implies the following 
linear relationship, st=|S0+/S1pt+ut where st denotes the 
nominal exchange rate (the U.S. dollar price of foreign 
currency) and pt denotes the ratio of the U.S price index to 
the foreign price index. The foreign countries included in 
this study were Canada, France, Italy, Japan, and the United 
Kingdom. Two different choices of price indexes were
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considered for pt— the wholesale price index (WPI) and the 
consumer price index (CPI).• The data consisted of annual 
observations spanning the period 1901 to 1987. All data up 
to 1972 was taken from Lee (1976). The 1973-1987 data was 
obtained from International Financial Statistical Yearbook 
(IMF, 1988). All variables were transform using natural 
logarithms.
Kim tested for unit root in each variable using six 
Phillips-Perron Zt statistics— Z(ts) , Z(ta*), Z (<i>x) , Z(ta),
Z (<l>2) , and Z(4>3). Consistent estimates of the error 
variances were obtained using the Newey and West (1987) 
method with 3 truncated lags. Kim found that except for 
Z (^J and Z(4>2) for the U.S.-France WPI and CPI ratios, all 
the other Zt test statistics for all other variables were 
insignificant at the 5 percent level. Gathering that the 
significance of Z (4>x) and Z($2) statistics for the 
U.S.—France WPI and CPI ratios is probably due to model 
misspecification, Kim concludes that all of the exchange 
rate and price series appear to follow a random walk.
Using the Phillips-Perron Z(ta) test, except for the 
Canadian dollar with respect to both the WPI and CPI, and 
the yen- and pound-exchange rates with respect to the CPI 
ratio, Kim found evidence of cointegration at least at the 5 
percent level in all cases. Kim also performed 
cointegration tests on the reverse model where the relative 
price level between the two countries was taken as the
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dependent variable and the exchange rate was taken as the 
independent variable. The Z(ta) statistic from these 
reverse cointegration regression were identical in 
significance to the previous model.6 Kim concludes from 
his findings that PPP holds in general.
Copeland (1991) used cointegration to test for currency 
market efficiency. Along with a full sample period test, 
Copeland performed three sub-period cointegration tests on 
each of the following regression models: (a)
SPOTA t=o;+j6SPOTBit+et and (b) SPOTAit=a+j8FUTUREAit_1+et where SPOT 
and FUTURE denote the daily spot (daily closing) and futures 
(one month ahead) exchange rates for Germany, France, 
Switzerland, Japan, and the United Kingdom. Note that these 
currency EMH regression models have the same specification 
as the asset EMH regression models used by Chowdhury. While 
cointegration regression (a) is a test of currency market 
efficiency across markets, cointegration regression (b) is a 
test of currency market efficiency within a market. The 
full daily data set was taken from the DATASTREAM databank 
and spanned the period 1976 to 1990. The three sub-periods 
tested were 1976-79, 1980-85, and 1982-90. All variables 
were transformed using natural logarithms.
Before testing for unit roots in each of the exchange
sKim explains that, "...noncointegration in the case of Canadian 
dollar might be due to the absence of large changes in the exchange rate 
and the price ratio over the sample period. This is probably the result of 
similarity in macroeconomic policies of Canada and the United States which 
have prevented the exchange rate and price ratio from deviating from 
unity".
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rates, Copeland performed a number of tests using dummy 
variables to pick up possible day-of-the-week and 
pre-bankholiday or post-holiday seasonality effects.
Copeland found no evidence from these tests suggesting the 
existence of seasonality in any variable in his data set.
Unit root tests were performed using a no trend ADF 
t-statistic test. Copeland included the maximum number of 
lags in each variable's ADF unit root regression to yield 
white noise residuals. In other words, Copeland did not put 
an upper limit on the number of lags that would be included 
in each variable's unit root regression based on some 
criteria, such as the Schwert (1989) formula used by 
Chowdhury. In some cases, as many as 5 0 lags were included 
in the unit root regression test. The evidence from these 
unit root tests indicated random walks in all cases.
Copeland first used the Johansen procedure to test for 
cointegration in regression model (a) SPOTA<t=o!+j6SPOTB>t+et.. 
Tests using the full and three partial data sets all produce 
similar results in model (a); no evidence at the 5 percent 
level was found indicating cointegration across any two 
currency markets. These findings suggest evidence in favor 
of efficiency across currency markets.
Second, like Chowdhury's metal market study, Copeland 
tested the Unbiased Forward Rate Hypothesis (UFRH) in the 
currency market. In order for the UFRH to hold for any 
particular currency in the equation SPOTA t=Q!+jSFUTUREAit_1+et,
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Copeland states that both a necessary and sufficient 
conditions must be met. The necessary condition is that the 
spot and lag futures rates must be cointegrated. The 
sufficient condition is that the residual term et must be 
free of any serial correlation. The cointegration tests 
indicated that the necessary condition was met in all cases, 
i.e., the spot and lag futures rates for each currency are 
cointegrated. However, serial correlation tests using 
Box-Pierce Q-statistics (not reported in his study) 
indicated strong evidence of serial correlation in the et 
term for each exchange rate. Therefore, although the 
necessary cointegration condition indicating evidence in 
favor of market efficiency was met, the sufficient condition 
indicates the UFRH does not hold and suggests evidence in 
favor of inefficiency within these currency markets.
Liu and Maddala (1992) also tested the UFRH of an 
efficient exchange market and no risk premium using the 
regression model St+1=Q!+j8Ft+et. This study considered four 
currencies— the British Pound, Deutsche Mark, Swiss Franc, 
and Japanese Yen (all in U.S. dollars per unit of respective 
currency). Both weekly and monthly spot and futures (one 
period ahead) rate data sets were analyzed. The data 
spanned the period October 24, 1984 to May 19, 1989, and was 
transformed using natural logarithms.
Liu and Maddala first tested for unit roots in each 
variable's weekly and monthly spot and futures rate series
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using a with trend ADF t-statistic and Phillips-Perron's Za 
and Zt statistics. Using the Schwert (1989) formulas, unit 
root tests were performed using lags of 4 and 14. The 
evidence from these unit root tests indicated evidence of 
random walk in all.cases.
In testing the UFRH, Liu and Maddala used a slightly 
different technique than either Chowdhury or Copeland.
Before any cointegration tests were performed, Liu and 
Maddala first set a, the risk premium, and yS, the forward 
rate bias, in St+1=0!+jSFt+et equal zero and one. Cointegration 
tests were then performed on the regression model St+1=Ft+et. 
As with Chowdhury and Copeland, in order for the UFRH to 
hold for any particular currency, Liu and Maddala required 
that both St+1 and Ft rates be cointegrated and et be free of 
serial correlation. In testing for cointegration, Liu and 
Maddala considered five cointegration tests— the ADF, Za, 
and Zt tests, as well as the Variance Ratio (VR) and 
Multivariate Trace (MT) tests. Lags of 4 and 14 were used 
in these tests. Tests for serial correlation were performed 
using the three Box-Pierce Q-statistics: Q(4), Q(8), and 
Q(12) . These Q(k) statistics have a x2 distribution with k 
degrees of freedom.
The cointegration tests indicated that none of the St+1 
and Ft rates, for any currency, are cointegrated at the 5 
percent level. On the other hand, the Q(k) statistics were 
found to be significant at the 5 percent level in every
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case. Therefore, both the necessary and sufficient 
conditions were not met, which indicates the UFRH does not 
hold and is evidence in favor of market inefficiency.
CHAPTER 3
METHODOLOGY
A. Introduction
When dealing with time series data there exist the 
possibility of getting spurious results when performing OLS. 
Granger and Newbold (1974) used the phrase "spurious 
regressions" in reference to regressions characterized by 
high R2 values, significant t-statistics, but extremely low 
Durbin-Watson statistics. Although a high R2 value 
indicates a very good fit between regressand and 
regressor(s) the low Durbin-Watson statistic indicates a 
serious serial correlation problem.
As explained by Griffiths, Hill, and Judge (1993, pp. 
696-7), spurious regressions arise because the dependent and 
independent variables have been generated by nonstationary 
series which may require differencing to achieve 
stationarity. For example, if xt and yt are two economic 
time series generated by the random walk with drift 
processes
(1) xt = a+xt_1 + £t
(2) yt = P+yt-x+Yt
where et~(0, a2) and Yt~(0,cr2), then the regression
(3) yt = Po + p ^  + et
may produce spurious results because the usual properties of
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least squares estimators do not hold. The t and F tests 
statistics do not follow the standard t and F distributions, 
and therefore, the critical values normally used to make 
inferences are inappropriate. "Furthermore, the least 
squares estimators of the intercept and slope are not 
consistent, and the Durbin-Watson statistic converges to 
zero" (see Griffiths et al., 1993, p. 697).
A common means of producing a stationary time series 
from a nonstationary time series is to difference the data. 
Although differencing the data may eliminate the spurious 
regression problem, it presents the new problem that all the 
important long-run levels information is lost because the 
analysis is now based on changes in levels. From an 
economist's viewpoint, changes in levels contain no long-run 
information because of the economic concept of a 
steady-state equilibrium. Griffiths, Hill, and Judge (1993, 
p. 700) explain, "In steady-state equilibrium, economic 
variables take the same values from period to period, so 
zt=zt-i=zt_2= • • *=z*, until the system is disturbed".
Therefore, in steady-state equilibrium, the changes in 
levels, Azt.=zt-zt.1=Azt_1=zt_1-zt_2=. . . =Az*, will all equal zero.
However, there is a situation which eliminates the 
spurious regression-differencing of data dilemma. This 
situation is referred to as cointegration. Cointegration 
occurs when, individually, economic time series wander 
extensively due to their nonstationary natures but as a pair
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or group they do not drift "too far" apart in the long-run. 
If two time series are not cointegrated then they will drift 
apart from each other more and more as time goes on. 
Cointegrated series do not drift "too far" apart because 
each variable's nonstationary nature is the result of a 
common nonstationary process. When particular shocks occur 
in the economy, this common nonstationary process causes 
these cointegrated series to move together. By "removing" 
this common nonstationary factor, a stable, linear, long-run 
relationship can be recognized between these cointegrated 
variables.
Following Engle and Granger (1991, pp. 1-8), 
cointegration can be explained in an intuitive fashion by 
introducing the concept of an economic attractor.7 Take 
for example the bivariate case where xt and yt are two 
cointegrated variables. If xt and yt are cointegrated, then 
the line y=Ax, where A is a scaler, acts as an attractor or 
equilibrium in the economy which forces the pairs (yt/Xt) to 
lie on or near this line. Such an attraction may be due to 
market forces or governmental control. Although shocks in 
the economy may drive the pairs (yt,xt) away from the line 
y=Ax and result in the appearance of a equilibrium error 
term, et=yt-Axt, which represents how far (yt,xt) is away from 
the line y=Ax, the attraction mechanism at work in the
7The majority of this study follows Engle and Granger (1991) . Reviews 
of their book can be found in Osborn (1992) and Davidson (1993).
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economy never lets (yt,xt) diverge "too far" away from 
equilibrium. Over a period of no economic shocks the pairs 
(yt,xt) would converge to the line y=Ax, and the equilibrium 
error et would go to zero.
Cointegration is defined in a more technical manner by 
using the concept of the order of integration. Let xt and 
yt be defined as the two random walk with drift processes 
mentioned above in equations (1) and (2). xt and yt are 
said to be integrated of order 1 or to have one unit root 
and denoted 1(1) because they must be differenced one time 
to make them stationary. Likewise, since
(4) Axt=xt-xt_1 = a+et
(5) Ayt = yt-yt-x = P + Y t
already produce stationary series, Axt and Ayt are said to 
be integrated of order 0 or to have no unit roots and 
denoted 1(0). In general, a variable is said to be 
integrated of order d or to have d unit roots and denoted 
1(d) if that variable must be differenced d times to make it 
stationary.
Again following Engle and Granger (1991, p. 6), note a
few simple rules concerning linear combinations of
integrated series where 1(0) and 1(1) variables are
considered the only alternatives possible. Using a and b as
constants, these rules are
(a) if xt is 1(0) then a+bxt is 1(0) 
if xt is 1(1) then a+bxt is 1(1)
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(b) if xt, yt are both 1(0) then axt+byt is 1(0)
(c) if xt is 1(1) and yt is 1(0) then axt+byt is 1(1). This 
property suggests that the 1(1) series is dominate.
(d) it is generally true that if xt, yt are both 1(1) then 
axt+byt is 1(1).
However, if xt and yt are 1(1) but there exists a linear
combination such that
(6) ut-m+axt+byt
which is 1(0), then xt and yt are said to be cointegrated. 
Note that this linear combination is just a rearrangement of 
the spurious regression considered earlier in equation (3) 
where /30=-m, j81=-a, b=l, and et=ut-
Engle and Granger go on to explain that for two 
nonstationary series to be cointegrated they must share a 
common factor representation, such as
(7) x t = a +wt+Xt
(8) y t = p+Awt + T t
where wt is 1(1) and both Xt and are 1(0) . It follows 
from rule (c) that both xt and yt are 1(1) but
ut= y t-Axt
(9) = ̂ +1Pt-AXt where £ = P-Aa
is 1(0) from rule (b). A stationary term, ut, has been 
produced from two 1(1) series, xt and yt, because the common 
nonstationary factor wt has been removed. Thus, by removing 
wt, a long-run relationship can be found existing between xt
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and yt without worrying about a differencing of data and 
loss of long-run information problem.
B. Testing for Unit Roots
There are two different types of stationary time series 
processes— trend and difference. A time series is said to 
be (weakly) stationary if the mean, variance, and 
covariances are all constant over time. A trend stationary 
process is one in which the series must be detrended by 
including a linear deterministic time trend in the series 
regression to produce a constant mean, variance, and 
covariances, e.g., yt=a+/3t+et where et~(0,a2) and t is the 
linear deterministic time trend. As already discussed, an 
I(d) difference stationary process is one in which the 
series must be differenced d times to produce a constant 
mean, variance, and covariances. Distinguishing between a 
trend and a difference stationary process is important 
because cointegration relationships are based on the premise 
that the series involved are difference stationary and not 
trend stationary processes. Therefore, before tests for 
cointegration can be performed, the order of integration of 
each of the series to be used in the cointegration 
regression must be found to be 1(d) and not 1(0) or trend 
stationary.8
“Because no economic time series has been found to be 1(3) or greater the 
remaining discussion will be limited to 1(0), 1(1), and 1(2) series only.
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Unit root tests are used to test if a time series is 
trend stationary, 1(0), 1(1), or 1(2). The two 
approximately equivalent formal unit root testing approaches 
that will be explained below are the Augmented Dickey-Fuller 
(ADF) approach and the Phillips-Perron (PP) approach 
respectively.9 As discussed by Chowdhury (1991, p. 583), 
where the ADF approach accounts for temporally dependent and 
heterogeneously distributed errors by including lagged 
innovation sequences in the fitted regression, the PP 
approach accounts for nonindependent and identically 
distributed processes using a nonparametric adjustment to 
the standard Dickey-Fuller approach. The test statistic 
critical values for the ADF and PP unit root approaches are 
the same and are found in Fuller (1976, pp. 371-73) and 
Dickey-Fuller (1981, p. 1063) or can be calculated from 
MacKinnon (1991, pp. 272 and 275).
B.l. Augmented Dickey-Fuller Tests
In the Augmented Dickey-Fuller (ADF) approach, a two 
step process of elimination is used to test if a time series 
is trend stationary, 1(0), 1(1), or 1(2). In step one, the 
unit root regressions listed in equations (10), (11) and
(12) are run and the following a) through i) statistical
9Sims (1988) argues that these classical statistical unit root tests 
are flawed. As discussed by Whitt (1992), Sims argues for the use of a 
test based on Bayesian posterior odds ratios that is designed to 
discriminate between a unit root and a large but stationary autocorrelation 
coefficient.
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tests are performed on the first differenced data,
N
d o )
J=1
N
(11) A F t = p0 + piFt_1 + J^ ^ A Y t_J+et
j =i
N
(12) Ajrt = p0 + p13rt_1 + p2t  + j ;  5 jA y t.j  +et
j=i
where t is a linear deterministic time trend. The test 
statistic and the corresponding null hypothesis to be tested 
on equations (10), (11), and (12) are
Test statistic ________ Null hypothesis________
a) P H0: 0i=O in (10) Valid when series
b) T H0: 0i=O in (10) Valid when series
c) P  ft H0: 01=0 in (11)
d) H0: 01=0 in (11)
e) $1 H0: (0o,0i>« (.0,0) in (11)
f) P r H0: 01=0 in (12)
g) Tr H0: M II o in (12)
h) $2 H0: (00,0i, 02) = (0, 0,0) in (12)
i) $3 H0: (01,02) = (0,0) in (12)
Tests a) and b) for equation (10) are tests that the series, 
Yt, is a random walk with no drift. Note that tests a) and 
b) are only valid if the mean of Yt is zero. Tests c) , d) , 
and e) for equation (11) are tests that Yt, with non-zero 
mean, is a random walk with drift. Tests f) through i) for
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equation (12) are tests to include the possibility of a 
linear deterministic time trend (in addition to the non-zero 
mean, and the possibility of drift in equation ll).10
In equations (10), (11), and (12), the investigator is
required to identify the number of AYt.j lag terms, N, for 
N>0, to eliminate any serial correlation in et. The 
investigator should only include a minimum number of AYt.j 
lag terms in each model because, asymptotically, the 
inclusion of these terms does not affect the test 
statistics, but they do in finite samples. If the model is 
overspecified by including too many A Y t _.j lag terms, although 
£t will be white noise, the test statistics will be biased 
in favor of a unit root. Similarly, if the model is 
underspecified by including too few AYt_j lag terms, et will 
not be white noise, and the test statistics are invalid. 
Engle and Granger (1991) explain that the choice of N can be 
identified either by rule, by an automatic data based 
procedure such as Akaike's (1973, 1974) information 
criterion, or by some specification search.
The following two conclusions can be drawn from these 
tests. First, if any of the a) through i) null hypothesis 
can be rejected then there is evidence that the series Yt is 
1(0) or trend stationary. Second, if none of the a) through 
i) null hypothesis can be rejected then there is evidence
10See Appendix A for the mathematical reasoning behind these 
statements.
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that the original series is either 1(1) or 1(2).
The next step in the ADF unit root testing procedure is 
to run the following ADF regressions and perform the above 
a) through i) statistical tests on the second differenced 
data,
(13) A 2Tt = P,AYt_x + ̂ 2 ^ A 2Yt_j+et
j=i
(14) A 2Tt = po + piATt.1 + f; ^.A2rt.J.+et
j=i
(15) A2rt = p0 + p1Art_1 + p2fc + ]r ZjA2Yt_j+et
j=i
Again, the following two conclusions can be drawn from these 
tests. If any of the a) through i) tests can be rejected 
for the second differenced data then there is evidence that 
the original series is 1(1). If none of the null hypothesis 
for the a) through i) tests listed above can be rejected 
then there is evidence that the original series is 1(2).
B.2. Phillips-Perron Tests
The Phillips-Perron (PP) approach follows a similar ADF 
two step process of elimination. The only differences 
between these two procedures is in the form of the unit root 
regression models and the corresponding null hypothesis 
tested. In step one, the unit root regressions listed in 
equations (16), (17) and (18) are run and the following j)
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through r) statistical tests are performed,
(16) yt = ay,,.! + ut
(17) yt = ix* + a*yt.! + <
(18) yt = p. + j§(t - T/2) + ay^! + ut
where t is a linear deterministic time trend and T is the
sample size. The test statistic and the corresponding null 
hypothesis to be tested on equations (16), (17), and (18)
listed above are
Test statistic ________ Null hypothesis________
j) Z (a) H0: a=l in (16) Valid when series mean is 0
k) Z(ta) H0: a=l in (16) Valid when series mean is 0
1) Z (a*) H0: a=l in (17)
m) Z(t;) H0: a=l in (17)
n) Z($x) H0: (ii,a) = (0,1) in (17)
o) Z(a) H0: a=l in (18)
p) Z(ta) H0: a=l in (18)
q) Z(<i>2) Hg: (/i, 0, a) = (0, 0,1) in (18)
r) Z (4>3) H0: (jS,a) = (0,l) in (18)
Like their corresponding a) through i) ADF unit root tests, 
j) and k) are random walk with no drift tests, 1), m), and 
n) are random walk with drift tests, and o) through r) test 
for the possibility of a linear deterministic time trend.
Unlike the ADF procedure which corrects for serial 
correlation by including N lagged terms of the dependent 
variable in equations (10), (11), and (12), the PP procedure
corrects for serial correlation by transforming the a)
41
through i) test statistics, using a consistent estimate of 
the error variance. A consistent estimate of the error 
variance is commonly constructed using the Newey and West 
(1987) equation,
(19) = l £  u2t+^Y, <*(s,r) £
t=l 1 s=1 t=s+l
where co= (s, r) =l-s/ (r+1) is a triangular lag window used to 
smooth the spectrum. The investigator is required to choose 
the truncated lag r which corresponds to the maximum order 
of serial correlation in the disturbance ut. The formulas 
for transforming these test statistics and other choices for 
w=(s,r) are given in Perron (1988, pp. 308-9, 312).
The following two conclusions can be drawn from these 
tests. First, if any of the j) through r) null hypothesis 
can be rejected then there is evidence that the series yt is 
1(0) or trend stationary. If none of the a) through i) null 
hypothesis listed above can be rejected then there is 
evidence that the original series is either 1(1) or 1(2).
The next step in the PP unit root testing procedure is
to run the following PP regressions and perform the above j) 
through r) statistical tests on the first differenced data,
(20) Ayt = a A y ^  + ut
(21) Ayt = [i* + or'Ay,..! + ut
(22) Ayt = p. + jB[t - (T-l)/2] + aAyt_x + ut
If any of the null hypothesis for the j) through r) tests 
can be rejected for the first differenced data then there is
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evidence that the original series is I (1) . If none of the 
null hypothesis for the j) through r) tests listed above can 
be rejected then there is evidence that the original series 
is I (2) .
C. Testing for Cointegration
In the bivariate case, if evidence is found from the 
unit root tests indicating xt and yt are 1 (1) then the 
following cointegration regression is run and the residual 
saved,
(23) y t = Po + Pixt+ uf
The following ADF unit root test is then performed on the 
saved ut residuals,
N
(24) Aut = P1ut.1+ £  ^-Au^.+et.
j = i
In equation (24) , the null hypothesis that xt and yt are not 
cointegrated is tested against the alternative hypothesis 
that xt and yt are cointegrated. If the ADF test statistic 
exceeds the critical value at a particular level of 
significance, then the null hypothesis that xt and yt are 
not cointegrated is rejected, indicating xt and yt are 
cointegrated at this level of significance. ADF test 
statistic critical values can be calculated from MacKinnon 
(1991, pp. 272 and 275).
Additionally, when the number of observations in the
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data set is small, cointegration tests should be performed 
on the reverse model,
(25) x t = P0 + Pxyt + ut.
As stated by Maddala (1992, p. 602), "...whether we regress 
y on x or x on y (and take the reciprocal of the regression 
coefficient) does not make any difference asymptotically, 
but it does in small samples".
D. Error Correction Modeling and Forecasting
An error correction model (ECM) is an unrestricted 
vector autoregression (UVAR) system which integrated long- 
and short-run variables. As proven by the Granger 
Representation theorem, if two time series xt and yt are 
both 1(1) and cointegrated, there exist an ECM
(26) Ayt = y1i?Ct_1 + piuAyt_1 + p121Axt_1+ . . . + PllpAyt„p + P12pAxt_p + ex£
such that the coefficient on EC,..!, where EC,..! equals the 
lagged residuals ut.1=yt.1-/§0-|§1xt.1 from the cointegration 
regression, is significant. Note that in equation (26), any 
spurious regression problem is eliminated because each of 
the variables is 1 (0); therefore, making it acceptable to 
use this equation as a forecasting device.
The procedure for creating an suitable ECM which can be 
used to perform forecasting follows several steps. First, 
after having found that xt and yt are cointegrated, run the 
cointegration regression and save the residuals. Second,
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using the method of seemingly unrelated regressions (SUR) to 
obtain efficient estimates, run the following set of reduced 
form equations,
(27) Ayt = y1ECt_1 + PuiAy^ + P121Axt_1 + . . . + PnpAyt.p+P12pAxt_p + ex£
(28 ) A x t  =  y 2E C t_1 +  $ 211&.Xt_1 + P 2 2 1 ^ y t - 1  +  • ■ • +  § 2 1 p ^ X t-p + P 2 2 p ^ y  t-p + ®y£
where £yt and £xt are white noise. Third, drop the 
insignificant terms and, again using SUR, reestimated the 
remaining terms. The initial choice of p is left to the 
discretion of the researcher, but as with the creation of 
any forecasting model, parsimony considerations need to be 
weighed against the marginal gains in forecast accuracy by 
including additional p terms.
An alternative to this general-to-specific modeling 
strategy is to create a forecasting model using Akaike's 
information criteria (AIC). Beginning with a model with p 
lags, the AIC method is to choose the model which minimizes 
In(SSE/T)+2K/T where SSE is the sum of the squared errors, T 
is the sample size, and K is the number of regressors.
A simple means of evaluating the quality of a 
forecasting model is to perform out-of-sample forecasting. 
Out-of-sample forecasting is performed by first holding back 
a small number of final observations from a data set. The 
forecasting model is then created using the remaining 
observations by a procedure such as error correction 
modeling. This created forecasting model is then used to
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make predictions for the observation which were not include 
in the creation of the forecasting model. These predicted 
values can then be compared with the actual values to access 
their accuracy. Based on this comparison, the decision as 
to whether these prediction are sufficiently optimal is left 
up to the researcher.
E. Weaknesses of Cointegration Analysis
Perman (1991, pp. 21-2) presents a good summary of the 
limitations associated with cointegration analysis. These 
limitations are given below:
(1) Unit root tests have very low power when the true value 
of the autoregressive parameter a is close to unity, 
i.e., they do not reject the hypothesis oc=l, but they 
also do not reject the hypothesis that of=0.95.
Therefore, Perman states, "For this reason, it has 
become increasingly common not to rely to heavily on 
pre-testing variables for their orders of integration 
before including them in particular cointegration 
regressions".
(2) Static OLS cointegration regression may have substantial 
bias in small sample. Although Hendry (1991, p.56) 
suggests that it would be surprising if time 
disaggregating a given data set (say from month to days) 
helped in the estimation of long-run relationship, the 
significant small sample bias problem associated with
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cointegration regressions indicates that time 
disaggregation may be advantageous when performing 
cointegration tests.
(3) Unit root tests are biased in favor of accepting the 
null hypothesis of a unit root if the time series 
contains a structural break. Furthermore, Perron (1988, 
p.317). states that, the power of unit root tests depend 
more on the span of the data set than on the number of 
observations, i.e., for a given number of observations, 
a longer span will lead to a higher test power. On the 
other hand, although more observations for a given span 
lead to higher test power, this power tends to level off 
at a value which is an increasing function of the span.
CHAPTER 4
DATA AND EMPIRICAL RESULTS
A. Data
For each of ten different U.S. stock price indexes and 
four different exchange rates, the full data set consists of 
1542 daily and 75 monthly observations spanning the period
July 30, 1982, to September 30, 1988.11 The monthly data
set consists of end of the month observations taken from the 
daily data set. The premarket crash data set consists of 
1323 daily and 63 monthly observations spanning the period
July 30, 1982, to October 16, 1987. The nominal exchange
rates used in this analysis are Canada, Germany, Japan, and 
the United Kingdom and are in the form of U.S. cents per 
foreign currency. Along with the Dow Jones Equity Market 
index, the nine sector stock price indexes of the Dow Jones 
Industry Groups tested are Basic Materials, Consumer 
Cyclical, Consumer Noncyclical, Energy, Utilities,
Industrial, Technology, Financial, and Conglomerates. These 
groups indexes have been weighted by market capitalization 
with June 30, 1982, equaling 100. Both the Dow Jones 
industry group index and exchange rate data sets were 
obtained from Raj Aggarwal at John Carroll University
11When a missing daily observations appeared in either the stock price 
or exchange rate data sets, the corresponding observation in the other data 
set for that date was dropped. Dropping these daily observations was done 
so that no observation in one data set was aligned with a missing 
observation in the other data set. From an original daily data set 
consisting of 1611 observations, 69 were dropped using this method.
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through Doug Dalenberg at the University of Montana.
Table 1 gives the natural logged data variable names; 
unless otherwise stated, such as in tables 2 and 3, all 
other empirical work refers to logged data. Tables 2 and 3 
presents the daily and monthly descriptive statistics for 
each stock price index and exchange rate in nonlogged, 
logged, and logged and differenced form respectively. Time 
series plots of the nonlogged daily data for each country's 
exchange rate and the Dow Jones Equity Market and Basic 
Materials stock price indexes are shown in figures 2 through 
7. Furthermore, a list of all the companies in the various 
industry groups are given on pages 100 through 102.
B. Empirical Results
Tables 4 and 5 present the daily and monthly data 
ordinary least squares (OLS) regressions for each stock 
price index and exchange rate combination, respectively.12 
Although most of the R2 values for these OLS regressions are 
not extremely high, all have extremely low Durbin-Watson 
statistic which are followed by significant t-ratios in most 
cases. The combination of extremely low Durbin-Watson 
statistic followed by significant t-ratios, and in some 
case, high R2 values, indicates that a spurious regression 
may have occurred. Therefore, unit root tests need to be
12A11 empirical work was done using SHAZAM version 6.2. Several of 
the SHAZAM programs used in this study are shown in Appendix B.
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made on each stock price and exchange rate variable to 
ascertain whether each variable is stationary, 1 (1), or 
1(2). Furthermore, if a stock price index and an exchange 
rate are both found to be 1 (1) or 1 (2), then subsequent 
tests for cointegration need to be made.
Tables 6 through 14 give the daily and monthly data 
Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit 
root tests results.13 Note that the p, r, Z (a) , and Z(ta) 
test statistics corresponding to the (a), (b), (j), and (k)
null hypotheses listed in the methodology section are not 
presented. These tests were not performed because they are 
only valid when the mean of the series yt is zero; a t-test 
of the null hypothesis that the series mean equals zero was 
rejected at the 5 percent error level for all series.
The number of lagged dependent AY^ terms used in each 
ADF test was determined using a general-to-specific 
specification search where the number of lags used varied 
depending on the significance of each individual lag term.
As previously discussed, AY,.̂  terms are added to the ADF 
unit root tests to ensure the residuals et are whitened. 
Beginning with the longest lag of N=23 for the daily data 
and N=ll for the monthly data as determined by the Schwert 
(1989, p. 151) formula l12=int {12 (T/100) *} where T is the
13Visual checks of the sample autocorrelation and partial 
autocorrelation function for each variable indicated that seasonality is 
not a problem with this data set. This finding is not surprising 
considering a number of observations have been removed from each stock 
price-exchange rate data set to accommodate the missing data problem.
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sample size, each individual lag was tested for 
significance. If no lags were found to be significant, the 
series was reestimated using the next longest lag of N=22 
for the daily data and N=10 for the monthly data. Again, 
each individual lag was tested for significance. This 
procedure resumed until either significance was found or all 
lags were exhausted. An example of this procedure is shown 
visually in figure 8 (p.76) for the monthly Utilities index 
(UTI) series in equation (12). As shown in this example, 
not until 4 lags were reached did a significant term appear 
at lag 5. Therefore, the correct model specification to use 
in the equation (12) ADF unit root test for the monthly 
Utilities (UTI) index series is N=5 lags.
Following Kim (1990), who reports results for r=3 but 
notes that his results are similar for different values of r 
as long as it is not too large (for e.g., r<10), all 
Phillips-Perron unit root statistics are reported using r=5 
truncated lags. Like Kim, different values of r, for rslO, 
did not change the unit root test results. The decision to 
report results for r=5 was made fairly arbitrarily based on 
Kim reporting results for r=3 and Chowdhury (1991) reporting 
results for r=10.
Tables 6 and 7 give the daily ADF and PP unit root test 
results of the null hypothesis that the series is either 
1 (1) or 1 (2), which is tested against the alternative 
hypothesis that the series is 1(0). The series and the test
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statistic(s) which reject (at least at the 5 percent error 
level) the null hypothesis that the series is either 1 (1) or 
1 (2) are as follows. and <§2 reject the null hypothesis 
for the Dow Jones Equity Market index (DOW) , pT, ?T, <&2, $3, 
and Z(<i>2) reject for the Energy index (ENE) , Z ($1) rejects 
for the Conglomerate index (CGL) , Z(i>2) rejects for the 
Industrial index (INTJ), fM, $lt rr, $2, $3, Z(t*), Z (<£x) ,
Z (<£2) , and Z($3) reject for the Technology index (TEC), and 
Z($1) rejects for the Finance index (FIN).
Tables 8 and 9 give the daily ADF and PP unit root test 
results for a test of the null hypothesis that the series is 
I (2), which is tested against the alternative hypothesis 
that the series is 1(1). In this case, all of the test 
statistics pM, f̂ , $1# pT, ?T, <i>2, $3, Z(o?*), Z(t^), Z($x),
Z (a) , Z(ta), Z($2), and Z(<£3) reject the null hypothesis that 
the series is 1 (2) at the 1 percent error level for every 
series.
Combining the daily ADF and PP unit root test results 
of tables 6 and 7 with the results from tables 8 and 9 
indicates that the daily series for the Basic Materials 
(BSC), Utilities (UTI), Consumer Cyclical (CYC), and 
Consumer Noncyclical (NCY) indexes and all four exchange 
rate are 1(1). Because unit tests have low power, a 
conclusion as to whether the daily series for the Dow Jones 
Equity Market (DOW), Energy (ENE), Conglomerate (CGL), 
Industrial (INU), Technology (TEC), and Finance (FIN)
indexes are stationary or 1 (1) is less 
number of test statistics that are 
significant, the Dow Jones Equity 
Market (DOW), Conglomerate (CGL),
Industrial (INU), and Finance (FIN) 
daily index series are probably 1 (1), 
but the Energy (ENE) and Technology 
(TEC) daily index series are probably 
stationary.
Tables 10 and 11 give the monthly ADF and PP unit root
test results for a test of the null hypothesis that the
series is either 1 (1) or 1 (2), which is tested against the 
alternative hypothesis that the series is 1(0). The series 
and the test statistic(s) which reject (at least at the 5 
percent error level) the null hypothesis that the series is 
either 1 (1) or 1 (2 ) are as follows. and Z{$>x) reject the 
null hypothesis for the Conglomerate index (CGL), Z($2) 
rejects for the Industrial index (INU), and pT, Z(t*), Z($1), 
Z($2), and Z(<i>3) reject for the Technology index (TEC) .
Tables 12 and 13 give the monthly ADF and PP unit root
test results for a test of the null hypothesis that the
series is 1 (2), which is tested against the alternative 
hypothesis that the series is 1(1). All of the test 
statistics pM, ?M, $x, p7, ?T, $2, <£>3, Z(a*), Z(t;), Z ($3) ,
Z(5), Z(ta), Z(<f>2), and Z ($>3) reject (at least at the 5 
percent error level) the null hypothesis that the series is
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clear. Based on the
Dailv Data
Stationarv I(1)
ENE, TEC DOW, BSC
UTI, CGL
INU, FIN
CYC, NCY
CAN, GER
JAP. UK
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1(2) except tt, <i>2, and $3 for the Dow Jones Equity Market 
index (DOW) , rT, $2, and <i>3 for the Basic Materials index
(BSC) , tT, <£2, and $3 for the Utilities index (UTI) , rT, <i>2,
and <3?3 for the Conglomerate index (CGL) , <i>2 for the
Industrial index (INU) , $>2 and <i>3 for the Technology index 
(TEC), and tm and #3 for the Canadian exchange rate.
Combining the monthly ADF and PP 
unit root test results of tables 10 
and 11 with the results from tables
12 and 13 indicates that the monthly
series for the Dow Jones Equity 
Market (DOW), Basic Materials (BSC),
Energy (ENE), Utilities (UTI),
Finance (FIN), Consumer Cyclical 
(CYC), and Consumer Noncyclical 
(NCY) indexes and all four exchange rates are 1(1), the 
Conglomerate (CGL) and Industrial (INU) indexes are probably 
1(1), and the Technology index (TEC) is again stationary.
With the exception of the mixed results for the Energy 
index (ENE) series, the overall evidence from these daily 
and monthly unit root test results indicate that simple time 
disaggregation did not significantly alter the conclusion 
that the Dow Jones Equity Market (DOW), Basic Materials 
(BSC), Utilities (UTI), Conglomerate (CGL), Industrial 
(INU), Finance (FIN), Consumer Cyclical (CYC), and Consumer 
Noncyclical (NCY) indexes and all four exchange rates series
Monthlv Data
Stationarv I (1)
TEC DOW, BSC
ENE, UTI
CGL, INU
FIN, CYC
NCY, CAN
GER, JAP
UK
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are 1(1), and the Technology index (TEC) series is 
stationary. Consequently, all of the 1(1) variables are 
suitable for use in cointegration tests.
Table 14 gives the cointegration 
test results. For the daily data, 
the Basic Materials (BSC),
Conglomerate (CGL), and Industrial 
(INU) stock price indexes are all 
found to be cointegrated (at least at 
the 5 percent error level) with both 
the German (GER) and Japanese (JAP) 
exchange rates. For the monthly 
data, while the Basic Materials (BSC) and Consumer Cyclical 
(CYC) stock price indexes are cointegrated only with the 
Japanese exchange rate, the Conglomerate (CGL) stock price 
index is again cointegrated with both the German (GER) and 
Japanese (JAP) exchange rates. These cointegration results 
indicate evidence of market inefficiency and that the 
Efficient Market Hypothesis (EMH) does not hold in these 
cases.
Furthermore, whereas time disaggregation did not 
significantly effect the overall unit root conclusions, time 
disaggregation does seem to have a noticeable effect on the 
cointegration results, i.e., where the Industrial (INU) 
stock price index is cointegrated with both the German (GER) 
and Japanese (JAP) exchange rates when daily data was used,
Dailv Data
GER JAP
BSC * *
CGL * *
INU * *
Monthlv Data
BSC ic
CGL * *
CYC *
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this is not the case when monthly data is used. However, 
these conflicting results may be more of a sample size issue 
than a time disaggregation issue. Chowdhury (1991, p. 583) 
notes that the recommended minimum number of observations 
used to achieve reliable cointegration results is 10 0, and 
the monthly data cointegration results discussed above were 
derived using 75 or less observations.14
Table 15 gives the cointegration results for the 
reverse models. Each exchange rate is now taken as the 
dependent variable and combined in a cointegration 
regression with each stock prices index as the independent 
variable. These reverse cointegration regressions are 
performed because, as previously explained, switching the 
dependent and independent variables can affect the outcome 
of cointegration tests when working with small samples. The 
results from these daily and monthly reverse models 
indicates evidence that only the Japanese exchange rate 
(JAP) and the Basic Materials stock price index (BSC) are 
cointegrated at the 5 percent error level. Thus, these 
reverse model results do not add any new cointegration 
evidence as to whether or not the EMH holds.
Before a demonstration of error correction modeling was 
performed on one of the cointegrated pairs in table 14, a 
brief cointegration study using only Oct. 19, 1987,
“ Additional observations are lost when Aut_.j terms are added to each 
cointegration regression's residuals to ensure that they are whitened.
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premarket crash data was performed. This brief 
cointegration study was performed to check if the exclusion 
of the postmarket crash data gives significantly different 
unit root and cointegration results then when the full daily 
and monthly data sets were used. This premarket crash study 
is of interest because one of the limitations of 
cointegration analysis is that unit root tests are biased in 
favor of accepting the null hypothesis of a unit root if the 
time series contains a„ structural break, and a structural 
break may have occurred on Oct. 19, 1987.
Table 16 gives the daily and monthly ADF unit root test 
results for the Oct. 19, 1987, premarket crash data. The
results from these unit root test results lead to the same
conclusion as when the full data set was used; the daily and 
monthly series for the Basic Materials (BSC), Conglomerate 
(CGL) and Industrial (INU) indexes, and the Germany (GER) 
and Japanese (JAP) exchange rates are all 1(1).
Consequently, because these unit root test results lead to 
the same conclusion as the full data set unit root test 
results, it does not appear that structural breaks are a 
problem with these particular individual time series.
Table 17 gives the daily and monthly cointegration test 
results for the Oct. 19, 1987, premarket crash data. The
daily data cointegration results indicate that while the
Basic Materials index (BSC) is cointegrated with the 
Japanese exchange rate (JAP) and not the German exchange
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rate (GER), the Conglomerate (CGL) and Industrial (INU) 
indexes are again cointegrated with both of the Germany 
(GER) and Japanese (JAP) exchange rates at the 5 percent 
error level. With the exception of the Basic Materials 
index (BSC)-German exchange rate (GER) relationship, which 
is almost but not quite cointegrated at the 5 percent error 
level, these daily cointegration test results correspond to 
the full data set results. On the other hand, the monthly 
data cointegration test results indicate that only the 
Conglomerate (CGL) and Industrial (INU) indexes are 
cointegrated with the Japanese exchange rate (JAP) at the 5 
percent error level. Although only half of these monthly 
cointegration test results correspond to the full data set 
results, the evidence from the daily cointegration test 
results seem to indicate that these differing monthly 
results are a sample size problem and not a structural 
change problem. Therefore, the unit root and cointegration 
evidence from tables 16 and 17 indicate that structural 
breaks do not appear to be a problem in this analysis.
Tables 18 and 19 demonstrate the method of creating an 
error correction model (ECM) for the daily data Basic 
Materials index (BSC) and Japanese exchange rate (JAP) 
cointegration relationship. Because out-of-sample 
forecasting will be performed on the final 31 daily 
observations to evaluating the quality of error correction 
equations as forecasting devices, only 1511 observations
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were used to create this ECM. Table 18 gives the seemingly 
unrelated regression (SUR) result for equations (27) and
(28) with p=6 lags of each Basic Materials index (BSC) and 
Japanese exchange rate (JAP) variables. The t-ratios from 
the SUR indicates that while the independent variables ECt_! 
ABSCt.i, ABSCt.s, and AJAPt_2 are significant in the ABSCt 
equation, the ABSCt_5, AJAPt.x, and AJAPt_3 are significant in 
the AJAPt equation. Note that as expected from the 
cointegration results, the error correction term EC,..! is 
significant in the ABSCt equation. Table 19 give the ECM 
results after the insignificant terms have been dropped and 
the equations reestimated using SUR.
Thirty—one forecasts were made using the equation 
ABSCt=-0 . 0117ECt_! + 0 . 2116ABSCt_1+0 . 0756ABSCt.5+0 . 1350AJAPt_2 
obtained from the result of error correction model (2). A 
comparison of the actual values verses these forecast values 
are plotted in figure 9. Inspection of figure 9 indicates 
that, for the most part, the forecasts consistently 
underestimate the true value of ABSCt but follow the 
vertical movement of the actual values fairly well.
CHAPTER 5
CONCLUSION
In this thesis, cointegration methodology was employed 
to investigate the relationship between U.S. stock prices 
and foreign exchange rates as a means of testing the 
Efficient Market Hypothesis. The empirical results over the 
period 1982-88 indicate the presence of unit roots in the 
following series: Dow Jones Equity
Market index (DOW), Basic Materials 
index (BSC), Utilities index (UTI),
Conglomerate index (CGL), Industrial 
index (INU), Finance index (FIN),
Consumer Cyclical index (CYC),
Consumer Noncyclical index (NCY),
Canadian exchange rate (CAN), German exchange rate (GER), 
Japanese exchange rate (JAP) and the United Kingdom exchange 
rate (UK). The Technology index (TEC) and possibly the 
Energy index (ENE) series are stationary.
The daily data cointegration 
empirical results indicate rejection 
of the Efficient Market Hypothesis 
when the Basic Materials index (BSC),
Conglomerate index (CGL), or 
Industrial index (INU) is paired with
either the German (GER) or Japanese (JAP) exchange rate.
Cointeorated
Daily
BSC, CGL, or INU 
with GER or JAP
Monthly
BSC with JAP
CGL with GER or JAP
CYC with JAP
Stationary Kl)
ENE, TEC DOW, BSC
UTI, CGL
INU, FIN
CYC, NCY
CAN, GER
JAP. UK
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The monthly data cointegration empirical results indicate 
rejection of the Efficient Market Hypothesis when the Basic 
Materials index (BSC) or Consumer Cyclical index (CYC) is 
paired with the Japanese exchange rate, and the Conglomerate 
index (CGL) is again paired with either the German (GER) or 
Japanese (JAP) exchange rates. The implications from these 
findings imply the existence of informational inefficiencies 
in these markets.
Issues concerning time disaggregation and structural 
changes were also addressed. The issue of time 
disaggregation was tested by comparing the daily data unit 
root and cointegration test results against the monthly data 
unit root and cointegration test results. The issue of 
structural changes was tested by comparing the daily and 
monthly data unit root and cointegration test results 
derived using the full data set against the daily and 
monthly data unit root and cointegration test results 
derived using only premarket crash data. With the exception 
of the unit root results for the Energy (ENE) index series, 
these comparisons indicated that any disparities in the 
outcome of these tests are more likely to be a sample size 
issue rather than a time disaggregation issue or structural 
change problem.
Consequently, with the finding of evidence indicating 
informational market inefficiencies, several questions need 
to be addressed. First, why should we even care if
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informational inefficiencies exist in these markets? The 
answer being, that if informational inefficiencies exists in 
capital markets, such as the New York Stock Exchange, then 
the stocks bought and sold in these inefficient markets may 
be either under or overpriced. A company in an 
informational inefficient market may react to its mispriced 
stock in an economically inefficient way, the consequence of 
which may be loss of welfare to society. Therefore, we 
should care that informational inefficiencies exists in 
these markets because it presents a situation which could 
lead to a welfare loss to society.
Second, if informational market inefficiencies exist, 
why are only six out of a possible forty daily data stock 
price-exchange rate combinations found to have these 
inefficiencies? In particular, why are the Basic Materials, 
Industrial, and Conglomerate industry groups found to have 
informational market inefficiency and not the other industry 
group, and then, why only when it comes to considering 
changes in the German Mark and Japanese Yen and not the 
Canadian Dollar or British Pound? There are several 
possible answers.
Two highly plausible answers to this question have been 
suggested by Layton and Tan (1992). In reference to the 
finding of currency market inefficiency in their 
cointegration study, Layton and Tan suggest that there may 
either be "thin trading" effects being reflected in the data
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on some currencies or noncontemporaneous recording of 
currency prices. Either of these possibilities may result 
in one set of data acting as a leading indicator of the 
other, whereby, the market could well be efficient but the 
currencies may nevertheless be cointegrated. Therefore, if 
the German and Japanese exchange rates are acting as leading 
indicators of the stock prices in the Basic Materials, 
Conglomerate, and Industrial Dow Jones industry groups, then 
these market may be efficient even though evidence indicates 
inefficiencies following cointegration analysis.
Furthermore, a reexamination of the cointegration results 
shows that the German and Japanese exchange rates may be 
acting as leading indicators (albeit to a lesser extent) of 
some of the stock prices in the other industry groups as 
well.
Another plausible answer to this question is that the 
EMH only applies to individual stocks and not necessarily to 
large groups of stocks, such as the Dow Jones industry group 
indexes used in this study. The reasoning behind this 
answer is that individual speculators can affect individual 
stock prices but cannot affect the general mood of the 
entire financial community, which in turn would affect large 
groups of stock prices. If this objection is correct then 
this thesis adds little to the EMH debate.
Another possible but fairly unlikely answer to this 
question is that rational information traders are having a
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more difficult time assessing what effect German and 
Japanese exchange rates changes have on the companies in the 
Basic Materials, Conglomerate, and Industrial industry 
groups than what effect these exchange rate changes have on 
the companies in the other industry groups. This assessment 
difficulty may be due to a combination of the degree of 
involvement of the Basic Materials, Conglomerate, and 
Industrial industry group U.S. companies in the German and 
Japanese overseas economic markets, the degree of 
involvement of German and Japanese companies in the Basic 
Materials, Conglomerate, and Industrial industry group U.S. 
domestic economic markets, and the difference in 
macroeconomic policies between the U.S. and these two 
countries.
A possible but highly unlikely answer to this question 
is that irrational noise traders dominate the Basic 
Materials, Conglomerate, and Industrial industry group 
markets. As stated by Thaler (1992, pp. 152-3), "In a world 
populated by noise traders, there is no theoretical 
certainty that rational traders dominate the market or that 
noise traders become extinct in the long-run". However, it 
seems highly unlikely that irrational noise traders would 
only dominate the Basic Materials, Conglomerate, and 
Industrial markets and not the other markets as well, and 
that this irrational noise trading would only show up when 
considering changes in the German Mark and Japanese Yen and
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not the Canadian Dollar or British Pound.
The last question that arises due to this evidence 
indicating informational market inefficiencies is how can we 
eliminate, if at all, the inefficiencies in these markets? 
One means of eliminating these inefficiencies would be to 
use error correction model (ECM) forecasts to "price out" 
the exchange rate information. However, to effectively 
"price out" information such as changes in exchange rates, 
the stock price forecasting model needs to accurately 
predict the stock price to a high degree. Based on this 
criterion, the ECM for the Basic Materials stock price index 
presented in this thesis does not appear to effectively 
"price out" the Japanese exchange rate.
Based on the first and second answers to the second 
question above, and the seemly suboptimal predictions 
obtained from the ECM in this thesis, it seems highly 
suspicious that informational market inefficiencies exists 
in these industry groups. Therefore, even with the 
cointegration evidence, I find it hard to confidently 
conclude that informational market inefficiencies exist in 
any of these industry groups.
Lastly, there are several possible areas of further 
research suggested by this thesis. One such area would be 
to test a wider variety of countries by including both 
important and relatively unimportant U.S. trading partners, 
such as Mexico and Ecuador, respectively. Another area
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would be to test individual company stock prices instead of 
large group stock price indexes like the ones used in this 
thesis. The final area of future research would be to 
perform multicointegration stock price-exchange rate 
analyses which include U.S. interest rates, money supply, 
and other economic variables.
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TABLE 1
Variable Definitions
Variable Definition
Name*
DOW Natural log of the Dow Jones equity market index
BSC Natural log of the Dow Jones basic materials
industry group index
ENE Natural log of the Dow Jones energy industry group
index
UTI Natural log of the Dow Jones utilities industry
group index
CGL Natural log of the Dow Jones conglomerate industry
group index
INU Natural log of the Dow Jones industrial industry
group index
TEC Natural log of the Dow Jones technology industry
group index
FIN Natural log of the Dow Jones financial industry
group index
CYC Natural log of the Dow Jones consumer cyclical
industry group index
NCY Natural log of the Dow Jones consumer noncyclical
industry group index
CAN Natural log of the nominal exchange rate for Canada
GER Natural log of the nominal exchange rate for Germany
JAP Natural log of the nominal exchange rate for Japan
UK Natural log of the nominal exchange rate for the
United Kingdom
* Unless otherwise stated, as in the descriptive statistics 
tables below, these variable names will be defined by the 
definitions listed here.
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TABLE 2
Daily Data Descriptive Statistics
Variable Mean St. Dev Minimum Maximum
Nonlocrcred Data DOW 194.56 52 .22 93.89 313.73
BSC 200.41 62 .23 94 . 92 353.73
ENE i58.86 35.10 85 . 96 244.98
UTI 158.83 35.33 98.10 223.14
CGL 226.45 68 .14 96 . 34 406 .03
INU 206.60 57.57 93.80 344.62
TEC 211.21 43 . 97 96 . 54 330 .34
FIN 208.66 55 . 00 93 . 89 306 .47
CYC 223.23 71.25 92 .16 399.04
NCY 209.29 78 . 10 95 . 75 379.84
CAN 76.76 3 . 67 69.54 83 .64
GER 43 . 87 9 .12 28 . 96 63 .66
JAP 0.54 0 . 14 0.36 0 . 83
UK 150.71 18 . 00 105.20 190.50
Locrcred Data DOW 5.23 0 . 27 4 . 54 5.75
BSC 5.25 0.30 4 . 55 5.87
ENE 5 . 04 0.22 4 .45 5.50
UTI 5. 04 0.23 4.59 5.41
CGL 5 . 38 0.30 4 . 57 6.01
INU 5.29 0.28 4 . 54 5.84
TEC 5.33 0.21 4 . 57 5 . 80
FIN 5.30 0.28 4 . 54 5.73
CYC 5.36 0.32 4 . 52 6 . 00
NCY 5.27 0.37 4 . 56 5 . 94
CAN 4 . 34 0.05 4 . 24 4 .43
GER 3 . 76 0.20 3 . 37 4 .15
JAP -0.66 0.26 -1 . 02 -0 .19
UK 5. 00 0.12 4.66 5.25
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TABLE 2 (cont.)
Daily Data Descriptive Statistics
Variable Mean St. Dev Minimum Maximum
Locrcred and
Differenced Data
DOW 0.00062 0 . Oil 1 o to o 0 . 084
BSC 0.00069 0 . 013 -0.22 0 . 082
ENE 0.00051 0 . 015 -0 .23 0 . 095
UTI 0.00046 0.0091 -0 .15 0 . 067
CGL 0.00069 0.015 -0.20 0 .10
INU 0.00068 0 . 012 -0.21 0. 083
TEC 0.00053 0 . 014 -0.24 0 . 069
FIN 0.00064 0 . Oil 1 o H1 00 0.087
CYC 0.00076 0 . 013 -0 .22 0 . 092
NCY 0.00075 0 . 012 -0 .19 0 . 094
CAN 0.000020 0 . 0025 -0.017 0 . 013
GER 0.00018 0 .0071 -0 . 040 0 . 041
JAP 0.00043 0.0062 -0.034 0 . 035
UK -0.000018 0.0072 -0.030 0 . 046
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TABLE 3
Monthly Data Descriptive Statistics
Variable Mean St. Dev Minimum Maximum
Nonlocraed Data........ .. DOW 194.16 53 .15 97.95 307.48
BSC 199.83 62 .98 96.76 342 .59
ENE 158.44 35.75 91.10 239.30
UTI 158.82 36.40 99 . 61 223.11
CGL 226 . 35 68 .91 100.10 388.77
INU 206.11 58.64 97.42 338.55
TEC 210.39 44 .80 102.62 324.17
FIN 207.79 56 .14 97.22 299.25
CYC 222.76 72 .31 98.55 390.25
NCY 209.31 79 .26 100.23 371.31
CAN 76.80 3 . 71 70 .26 82.60
GER 43 . 96 9.21 29 . 90 63 . 66
JAP 0.54 0 .15 0.36 0 . 82
UK 151.19 18 .13 107.90 188.65
Locrcred Data DOW 5.23 0 .28 4 . 58 5 .73
BSC 5.25 0.31 4 . 57 5 .84
ENE 5.04 0 .23 4 . 51 5 .48
UTI 5. 04 0 .23 4 . 60 5.41
CGL 5.38 0.31 4 . 61 5 . 96
INU 5.29 0.29 4 . 58 5 . 82
TEC 5 . 33 0 .22 4 . 63 5 . 78
FIN 5.30 0.28 4 . 58 5 . 70
CYC 5.35 0.33 4 . 59 5 . 97
NCY 5.27 0.38 4 . 61 5 . 92
CAN 4 .34 0 . 048 4 . 25 4 .41
GER 3 . 76 0 .21 3.40 4 .15
JAP -0 . 66 0 .26 -1 . 02 -0.19
UK 5.01 0 .12 4.68 5 .24
71
TABLE 3 (cont.)
Monthly Data Descriptive Statistics
Variable Mean St. Dev Minimum Maximum
Locrcred and
Differenced Data
DOW 0.013 0 . 052 -0.24 0.12
BSC 0.014 0 . 069 -0 .34 0 .17
ENE 0.012 0 . 058 -0 .21 0 .16
UTI 0.0096 0 . 042 -0 .12 0.10
CGL 0 . 014 0 . 063 -0.26 0 . 16
INU 0 . 014 0 . 064 -0.32 0 .14
TEC 0 . Oil 0 . 063 -0.28 0 . 14
FIN 0 . 013 0 . 064 -0 .25 0 .16
CYC 0 . 016 0 . 068 -0.32 0 .16
NCY 0 . 016 0 . 052 -0 . 20 0 . 14
CAN 0.00042 0 .012 -0.042 0.031
GER 0.0037 0.036 -0.071 0 . 081
JAP 0.0089 0 .035 -0.065 0 . 11
UK -0.00037 0 . 036 -0.073 0 . 14
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TABLE 4
Daily Data Ordinary Least Squares Regression Results 
Warning: Potentially Spurious Results
Regression Model: Yt-^o+ îyit+et
Variables Stats Est. 1Coefficients T-Ratios
Yt *t R2 ■DW h K K h
DOW CAN 0.13 0.0026 14 .20 -2 . 07 24 .33 -15.36
DOW GER 0 . 59 0.0062 1.42 1 . 01 17 .49 46 . 82
DOW JAP 0.80 0.0117 5.85 0 . 94 695.00 78.98
DOW UK 0 . 13 0.0027 1.16 0 .81 4.41 15 .43
BSC CAN 0: 03 0.0021 10. 06 -1.11 14 .67 -7 . 01
BSC GER 0.71 0.0094 0 . 59 1.24 7.82 61.60
BSC JAP 0.86 0.0176 5 . 97 1.09 771.30 99.25
BSC UK 0 .25 0.0037 -0. 94 1.24 -3 .46 22 . 72
ENE CAN 0 . 07 0.0050 10 .38 -1.23 21 .17 -10 . 89
ENE GER 0 .44 0 . 0089 2.38 0 .71 30 . 75 34 .44
ENE JAP 0 . 66 0.0143 5.50 0 . 69 613.60 54 . 68
ENE UK 0 . 08 0.0050 2.45 0 .52 11. 09 11. 78
UTI CAN 0.18 0.0027 13.77 -2 .01 29 .22 -18.53
UTI GER 0 . 59 0.0059 1 . 86 0 .85 27.60 47.35
UTI JAP 0 . 79 0.0100 5.55 0 . 77 761.80 75. 15
UTI UK 0.13 0.0025 1.67 0 .67 7.60 15.36
CGL CAN 0 .14 0.0033 15.52 -2 .34 24 . 01 -15 . 69
CGL GER 0.57 0.0072 1.22 1.11 13 .17 44 . 84
CGL JAP 0 . 77 0.0130 6 . 05 1 . 03 606.90 72 . 82
CGL UK 0 .11 0.0032 1.27 0 .82 4.29 13 . 82
INU CAN 0 . 09 0.0024 13 . 03 -1. 78 21. 09 -12.52
INU GER 0 .60 0.0066 1.29 1.06 15.66 48.46
INU JAP 0 . 81 0.0123 5. 94 0 . 98 693.40 80 . 77
INU UK 0 . 16 0.0029 0. 74 0 . 91 2 . 74 16 . 89
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TABLE 4 (cont.)
Daily Data Ordinary Least Squares Regression Results 
Warning: Potentially Spurious Results
Regression Model: yt=j80+j81xt+et
Variables Stats Est. Coefficients T-Ratios
Yt xt R2 DW h K h h
TEC CAN 0 .15 0.0056 12.80 -1.72 27.90 -16 .28
TEC GER 0.41 0.0082 2 . 82 0.67 36.38 32 .40
TEC JAP 0.61 0.0123 5 . 76 0 . 65 617.90 49 . 50
TEC UK 0.05 0.0048 3 . 32 0.40 15.18 9 .18
FIN CAN 0.30 0.0038 18 . 98 -3 .15 35.52 -25.59
FIN GER 0.38 0.0035 2 .17 0 . 83 21.39 30 . 96
FIN JAP 0 .60 0.0050 5.85 0 . 82 477.50 47.69
FIN UK 0 . 04 0.0019 3 . 04 0 .45 10 . 76 7 . 99
CYC CAN 0 .10 0.0022 14 . 73 -2 .16 21.07 -13 .40
CYC GER 0 . 59 0.0060 0.84 1.20 8 . 84 47 .43
CYC JAP 0 . 80 0.0108 6.09 1.11 607.60 78 .11
CYC UK 0 .15 0.0026 0.34 1.00 1.10 16 .26
NCY CAN 0 .11 0.0015 16.74 -2.64 20 .58 -14.10
NCY GER 0.68 0.0057 -0.38 1.50 -3 . 88 57. 28
NCY JAP 0 . 87 0.0117 6 .16 1.35 651.40 100.90
NCY UK 0 . 20 0.0022 -1.60 1.37 -4 . 57 19.66
74
TABLE 5
Monthly Data Ordinary Least Squares Regression Results 
Warning: Potentially Spurious Results
Regression Model: yt=|S0+jS1xt+et
Variables Stats Est. iCoefficients T-Ratios
Yt R2 DW h K h
DOW CAN 0.13 0.0589 14 . 22 -2 . 07 5.23 -3.31
DOW GER 0.58 0.1458 1.38 1 . 02 3 .55 9 . 94
DOW JAP 0.80 0.2798 5.86 0. 95 148.70 17.10
DOW UK 0.11 0.0594 1.43 0 . 76 1.14 3 .02
BSC CAN 0.03 0.0601 10.22 -1.14 3.21 -1.56
BSC GER 0.69 0.2580 0.56 1.25 1.54 12 .80
BSC JAP 0 . 86 0.5087 5. 97 1.09 163.70 21 .24
BSC UK 0 .21 0.0990 -0.60 1. 17 -0.46 4.47
ENE CAN 0 . 07 0.0835 10.41 -1.24 4 .54 -2 .35
ENE GER 0 .41 0.1517 2.38 0.71 6.40 7.16
ENE JAP 0 . 65 0.2491 5 . 50 0 . 70 129.50 11. 56
ENE UK 0 . 06 0.0796 2 . 76 0 .45 2 .62 2 .17
UTI CAN 0 .18 0.0600 13.84 -2 . 03 6 .25 -3 . 97
UTI GER 0.59 0.1481 1.78 0 . 87 5.56 10 .20
UTI JAP 0.79 0.2579 5.56 0.79 163.50 16 .45
UTI UK 0.11 0.0597 1.80 0 . 64 1.72 3 . 08
CGL CAN 0 .13 0.0661 15.42 -2.32 5 .14 -3 .35
CGL GER 0 .56 0.1481 1.17 1 . 12 2.68 9 . 63
CGL JAP 0 .78 0.2783 6 . 06 1.04 131.40 15.92
CGL UK 0 .09 0.0659 1.56 0.76 1.11 2 . 72
INU CAN 0 .09 0.0708 13 .10 -1 . 80 4 .54 -2 . 71
INU GER 0.59 0.1858 1.25 1. 07 3 .15 10 .20
INU JAP 0 .80 0.3605 5.94 1 . 00 147.00 17 . 34
INU UK 0 .13 0.0803 1.02 0 . 85 0.79 3 . 31
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TABLE 5 (cont.)
Monthly Data Ordinary Least Squares Regression Results 
Warning: Potentially Spurious Results
Regression Model: yt=/S0+|S1xt+et
Variables Stats Est. <Coefficients T-•Ratios
yt xt R2 DW & & K h
TEC CAN 0.15 0.1197 12.99 -1.77 6.05 -3 . 57
TEC GER 0.39 0.1617 2 . 79 0.67 7.53 6 . 84
TEC JAP 0.61 0 .2436 5 .76 0.66 131.90 10 . 77
TEC UK 0.03 0.0931 3 .64 0.34 3.49 1.61
FIN CAN 0.29 0.1092 19. 06 -3.17 7.59 -5.48
FIN GER 0.38 0.1201 2 .10 0.85 4.37 6 . 68
FIN JAP 0.60 0.1786 5 . 85 0 . 84 102 .60 10.46
FIN UK 0 . 03 0.0623 3 .28 0.40 2.44 1.51
CYC CAN 0 .10 0.0641 14 .66 -2 .14 4 .51 -2 . 86
CYC GER 0 . 58 0.1737 0 .80 1.21 1. 78 10. 07
CYC JAP 0 . 80 0.3182 6.09 1.11 130.10 16. 87
CYC UK 0 .12 0.0725 0 . 65 0 . 94 0 .44 3 . 21
NCY CAN 0 .11 0.0345 16 . 57 -2 . 60 4.40 -3 . 00
NCY GER 0.68 0 .1386 -0.45 1.52 -0 . 98 12 .40
NCY JAP 0.87 0.2941 6 .17 1.36 142 . 80 22 . 28
NCY UK 0.18 0.0478 -1.37 1.33 -0 . 83 4 . 02
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Figure 8
Utilities index (UTI) series sample autocorrelation and 
partial autocorrelation functions for the equation (11) unit 
root results with N=ll and N=4.
ACF for N= 11 ACF for N=4
1 0.03 + RR + 1 0 . 04 + RR +
2 0 . 00 + R + 2 - . 01 + R +
3 0. 00 + R + 3 0 . 01 + R +
4 - . 02 + RR + 4 0 . 02 + RR +
5 - . 04 + RR + 5 0.26 + RRRRRRRRRR
6 - . 05 + RRR + 6 - . 08 + RRRR +
7 - . 07 + RRRR + 7 0 .10 + RRRR +
8 0 . 08 + RRRR + 8 0 . 08 + RRRR +
9 - .08 + RRRR + 9 - . 13 + RRRRR +
10 - . 05 + RRR + 10 - . 03 + RR +
11 - . 01 + R + 11 - .19 + RRRRRRR +
12 0. 07 + RRR + 12 0.15 + RRRRRR +
13 - .15 + RRRRRR + 13 - . 10 + RRRR +
14 0 . 07 + RRR + 14 0 . 00 + R +
15 0 . 04 + RR + 15 0.01 + R +
16 - .09 + RRRR + 16 - .23 +RRRRRRRRR +
17 0 .16 + RRRRRRR + 17 0 . 05 + RRR
18 0 . 07 + RRR + 18 0 . 00 + R
PACF for N= 11 PACF for N=4
1 0 . 03 + RR + 1 0 . 04 + RR +
2 - . 01 •f R + 2 - . 01 + R +
3 0 . 00 + R + 3 0. 01 + R +
4 - . 02 + RR + 4 0.02 + RR +
5 - . 04 + RR + 5 0 .26 + RRRRRRRRRR
6 - . 04 + RRR + 6 - .10 + RRRRR +
7 - . 07 + RRR + 7 0 .12 + RRRRR +
8 0 . 08 + RRRR + 8 0 . 06 + RRR +
9 - . 09 + RRRR + 9 - .16 + RRRRRR +
10 - . 05 + RRR + 10 -.08 + RRRR +
11 - . 01 + RR + 11 - .16 + • RRRRRR +
12 0.06 + RRR + 12 0 .11 + RRRRR +
13 - .17 + RRRRRRR + 13 -.15 + RRRRRR +
14 0 . 08 + RRRR + 14 0 .13 + RRRRR +
15 0.03 + RR + 15 - . 01 + R +
16 - . 12 + RRRRR + 16 - . 16 + RRRRRR +
17 0.19 + RRRRRRRR + 17 0 . 03 + RR +
18 0 . 05 + RRR + 18 0 . 09 + RRRR +
N represents the number of AY,..} terms added to the unit root regression.
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TABLE 6
Daily Data Augmented Dickey-Fuller Unit Root Tests
+ + (ijAVj+ej
J=1
Variable N APp
A
TP DW or Dh
DOW 5 -3 .85 -2 .33 4 . 86* -0.0238#
BSC 9 -3.35 -2.01 3 . 62 -0 . 0525#
ENE 9 -6.46 -2.49 4 .48 -0 . 0978#
UTI 5 -2 .55 -1 . 62 3 .18 0 . 0370#
CGL 23 -4 .27 -2.15 4 .15 -0 . 0539#
INU 15 -3.49 -2 . 07 3 . 53 -0.0643#
TEC 5 -9.31 -3 .58** 7.46** -0.0186#
FIN 15 -3 . 66 -2 . 29 3 . 74 -0.0714#
CYC 1 -3 .16 -2 . 01 4 . 01 0 . 2050#
NCY 15 -1.37 -1.12 3 .33 -0 .1344#
CAN 9 -1.34 -0.66 0.28 -0 .1779#
GER 8 -0 .67 -0.50 0.54 -0 . 0561#
JAP 3 -0 .24 -0 .26 2.68 0 . 0731#
UK 10 -2 .84 -1.22 0.75 -0 . 0202#
and ** indicate significance at the 5 and 1 percent levels, respectively. 
The 5 (1) percent critical values are -14.00 (-20.50) for p̂ , -2.86 (-3.44) 
for Tp, and 4.61 (6.47) for . The p̂  and critical values are taken 
from Fuller (1976, p. 371) and Dickey and Fuller (1891, p. 1063), and the 
Tp critical value was calculated from MacKinnon (1991, p. 275). DW and Dh 
are the Durbin-Watson and Durbin h statistics, respectively.
* indicates the Durbin h statistic.
N represents the minimum number of AYe.j terms added to each variable's unit 
root regression to ensure the residuals are whitened.
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TABLE 6 (cont.)
Daily Data Augmented Dickey-Fuller Unit Root Tests
N
A r t = p0 + Pi^-i + P21+£  M y t.J=1 -i+Gt
Variable N Pr ATr % $3 DW o r .Dh
DOW 5 -13 .47 -2 . 94 4 . 94* 5 . 27 -0.0380#
BSC 9 -11.09 -2 . 76 3 . 91 4 . 25 -0 . 0390#
ENE 9 -22.93* -3 .50* 5.50* 6 . 84* -0.0772*
UTI 5 -7 . 59 -2 . 01 2 . 84 2 .39 0 . 0370#
CGL 23 -11.37 -2.21 3 .51 3 .43 -0.0607*
INU 15 -14 .01 -3 . 12 4.49 5.35 -0 . 0637*
TEC 5 -18.09 -3.80* 6.63* 8 . 89** -0 . 0358*
FIN 15 -6 . 99 -2 .36 3 .09 3 . 52 -0 . 0735*
CYC 1 -10 . 65 -2 . 66 4.06 4 . 09 0 .1936*
NCY 15 -6 .74 -1.77 2 . 96 1. 74 -0 .1431*
CAN 9 -0 .13 -0.06 1.15 1.66 -0.1715*
GER 8 -3 .19 -1.56 1.26 1.47 -0 . 0558*
JAP 3 -3 .62 -1.55 2.62 1.28 0.0733*
UK 10 -4 . 93 -1. 96 2.05 3 . 07 -0 . 0131*
and ** indicate significance at the 5 and 1 percent levels, respectively. 
The 5 (1) percent critical values are -21.50 (-28.90) for pT, -3.42 (-3.97) 
for rT, 4.71 (6.15) for 4>2, and 6.30 (8.34) for . The pT, 4>2, and 4>3 
critical values are taken from Fuller (1976, p. 371) and Dickey and Fuller 
(1891, p. 1063), and the T r critical value was calculated from MacKinnon 
(1991, p. 275). DW and Dh are the Durbin-Watson and Durbin h statistics, 
respectively.
* indicates the Durbin h statistic.
See Table 6 for a description of N.
TABLE 7
Daily Data Phillips-Perron Unit Root Tests
Test of the null hypothesis that the series is I(d) for dal
DOW ENE CGL TEC CYC CAN JAP
Z(a*) -3 . 66 -5.35 -4 .53 -8 .66 -3 .61 -1.50 -0 . 16
z ( t ; ) -2 .15 -2.16 -2 .44 -3 .27* -2 .06 -0.71 -0 . 15
4.51 3 .36 4 . 81* 6.41* 4 .34 0.30 2 . 95
Z(ot) -12.70 -20.93 -13.14 -16.38 -11.80 -0.26 -3 . 95
z ( t a) -2 . 69 -3 .37 -2.77 -3 .33 -2 .64 -0 .12 -1. 52
Z(*2) 4.39 4 . 72* 4.48 5.41* 4 .20 1.17 2 . 81
Z(4>3) 4 .42 6.07 4 . 92 7. 08* 4 .11 1. 71 1.28
BSC UTI INU FIN NCY GER UK
Z(a) -3 . 73 -2 . 53 -4.40 -4 . 85 -1. 56 -0.51 -3 .33
Z(t;) -1 . 88 -1.55 -2.27 -2 .56 -1.23 -0.35 -1.34
Z(S3) 3 .36 3.09 4 .44 5.05* 3 . 71 0.49 0.90
Z (5) -12.51 -7. 70 -15.37 -8 .15 -7.29 -3.49 -5 . 52
Z(t4) -2.62 -1.96 -3 .03 -2.30 -1. 84 -1.60 -2 . 07
Z(*2) 3 . 59 2 . 75 4.78* 3 .76 3 .24 1.44 2.26
Z (<i>3) 3.81 2.26 5.32 3 .89 1 . 93 1.72 3.38
indicates significance at the 5 percent level. The 5 (1) percent 
critical values are -14.00 (-20.50) for Z(a*), -2.86 (-3.44) for Z(t'), 
4.61 (6.47) for Z (4>1) , -21.50 (-28.90) for Z (3) , -3.42 (-3.97) for Z(ta), 
4.71 (6.15) for Z(<J>2), and 6.30 (8.34) for Z($3). The Z(a*), Z(4>J, Z (&) , 
Z(#2), and Z($3) critical values are taken from Fuller (1976, p. 371) and 
Dickey and Fuller (1891, p. 1063), and the critical value Z(t*) and Z(ts) 
were calculated from MacKinnon (1991, p. 275).
A truncation lag of r=5 was used to constuct a consistent error variancefor each series.
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TABLE 8
Daily Data Augmented Dickey-Fuller Unit Root Tests
A2yt = p0 + M * V i  + E  M 2n-j+et
3 = 1
Variable N P m
A
t m 4>x DW or Dh
DOW 5 -1436“ -15.51“ 120.33“
BSC 9 -1286“ -12.88“ 82.92“
ENE 9 -1811“ -13.80“ 95.17“
UTI 5 -1490“ -16.13“ 130 . 02“
CGL 23 -1804“ - 8 .84“ 39.06“
INU 15 -1220“ -9.51“ 45.25“
TEC 5 -1406“ -15.19“ 115.32“
FIN 15 -1098“ , -8.99“ 40 .44“
CYC 1 -1381“ -26.72“ 357.06“
NCY 15 -1471“ -9.57“ 45.77“
CAN 9 -1460“ -12.45“ 77.52“
GER 8 -1259“ -11.68“ 68.28“
JAP 3 -1326“ -18.29“ 167.29“
UK 10 -1464“ -12.14“ 73 . 63“
indicates significance at the 1 percent level. The 5 (1) percent 
critical values are -14.00 (-20.50) for p̂ , -2.86 (-3.44) for r̂ , and 4.61 
(6.47) for The p  ̂ and 4>x critical values are taken from Fuller (1976,
p. 371) and Dickey and Fuller (1891, p. 1063), and the critical value 
was calculated from MacKinnon (1991, p. 275). DW and Dh are the 
Durbin-Watson and Durbin h statistics, respectively.
* indicates the Durbin h statistic. A blank space in the DW and Dh columnindicates the Durbin h statistic could not be computed.
See Table 6 for a description of N.
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TABLE 8 (cont.)
Daily Data Augmented Dickey-Fuller Unit Root Tests
A^Po + PiAŷ  + p̂  + E \ijA2Yt_j+et
j'=i
Variable N y*SPr *2 $3 DW or Dh
DOW 5 -1447** -15.58** 80.92** 121.37**
BSC 9 -1293** -12 . 91** 55.56** 83.34**
ENE 9 -1824** -13 . 85** 63 .93** 95 .90**
UTI 5 -1495** -16 .15** 86.96** 130 .43**
CGL 23 -1858** -8 . 93** 26 .65** 39 . 96**
INU 15 -1235** -9.55** 30.45** 45 . 67**
TEC 5 -1425** -15 .31** 78.11** 117 .17**
FIN 15 -1121** -9.06** 27.42** 41.12**
CYC 1 -1383** -26 .75** 238 . 51** 357 . 77**
NCY 15 -1477** -9.57** 30.59** 45 . 87**
CAN 9 -1494** -12 .61** 53.03** 79.54**
GER 8 -1264** -11. 70** 45 . 67** 68 .50**
JAP 3 -1326** -18 .29** 111.53** 167 .29**
UK 10 -1487** -12 .23** 49 . 89** 74 .83**
indicates significance at the 1 percent level. The 5 (1) percent 
critical values are -21.50 (-28.90) for pTl -3.42 (-3.97) for tt, 4.71 
(6.15) for 4>2, and 6.30 (8.34) for $3. The pT, 4>2, and $3 critical values 
are taken from Fuller (1976, p. 371) and Dickey and Fuller (1891, p. 1063), 
and the tt critical value was calculated from MacKinnon (1991, p. 275). DW 
and Dh are the Durbin-Watson and Durbin h statistics, respectively.
* indicates the Durbin h statistic. A blank space in the DW and Dh columnindicates the Durbin h statistic could not be computed.
See Table 6 for a description of N.
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TABLE 9
Daily Data Phillips-Perron Unit Root Tests
Test of the null hypothesis that the series is I (2)
DOW ENE CGL TEC
Z(a*) -1347.0** 1353 .2** -1424.1“ -1451.1**
z ( t ; j -35.8** -37 .4“ -38.3** -37 . 2**
Z ( * x) 642 .7** 699.6** 734 .2** 695 . 0**
Z(a) -1346.0** 1352 .6** -1422.6** -1449.1“
z ( t a) -35 .8** -37.4** -38.3** -37.3“
Z ( * 2) 428 .9** 466 .5** 490.4** 464.6**
z ( * 3) 643 .3** 699.7** 735.6** 697.0“
BSC UTI INU FIN
Z(ot*) -1209.1** 1299.9** -1241. 7** -1216.5“
Z(t;) -31.8“ -35.1“ -32 . 5** -31.7**
Z($1) 506 .2** 618 . 1** 528 .4** 503 .3**
z{ot) -1209.0** 1299 .5** -1241 .4** -1216.4**
Z(ta) -31.8“ -35 . 1** -32 . 5** -31.7**
Z(<&2) 337.5“ 412 .0** 352 .5** 336 .2**
Z(*3> 506.3“ 618.1** 528.8“ 504.3“
indicates significance at the 1 percent level. The 5 (1) percent 
critical values are -14.00 (-20.50) for Z(a*)( -2.86 (-3.44) for Z(t*),
4.61 (6.47) for Z ^ ) ,  -21.50 (-28.90) for Z (a) , -3.42 (-3.97) for Z(ta), 
4.71 (6.15) for Z($2), and 6.30 (8.34) for Z($3). The Z (a*) , Z(4>1), z (a) , 
Z(<£2), and Z(#3) critical values are taken from Fuller (1976, p. 371) and 
Dickey and Fuller (1891, p. 1063), and the critical value Z(t’) and Z(ta) 
were calculated from MacKinnon (1991, p. 275).
A truncation lag of r=5 was used to constuct a consistent error variancefor each series.
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TABLE 9 (cont.)
Daily Data Phillips-Perron Unit Root Tests
Test of the null hypothesis that the series is 1(2)
CYC CAN JAP
z (Of*) -1323.2“ -1348 .1** -1530.5**
z(t;> -34 . 2** -35.7** -37 . 1**
Z (4>J 58 8. 2** 639.5** 689.1**
z (5) -1322 . 6** -1346.2** -1530.5**
Z (ta) -34.3** -35 .8** -37. 1**
z($2) 392.4** 428 . 0** 459.3“
Z(#3> 588 . 6** 642 . 0** 688 . 9**
NCY GER UK
Z(a*) -1290.3** -1495 .4** -1388.7“
z(t;) -35.0** -37 . 3** -35 . 8**
z (*x) 614 . 0** 696 .5** 642 . 6“
Z (a) -1290 . 0** -1495 . 0** -1387. 8**
Z(ta) -35.0** -37.3** -35.8**
Z($2) 409 . 2** 464 .6** 429. 5**
z($3) 613 . 8** 697.0** 644 . 2**
and *' indicate significance at the 5 and 1 percent levels, respectively. 
The 5 (1) percent critical values are -14.00 (-20.50) for Z(a*), -2.86 
(-3.44) for Z(tJ), 4.61 (6.47) for Z($,), -21.50 (-28.90) for Z (5), -3.42 
(-3.97) for Z(ta), 4.71 (6.15) for Z(4>2), and 6.30 (8.34) for Z(4>3). The 
Z(or*), Z ^ ) ,  Z(a), Z(4>2), and Z($3) critical values are taken from Fuller 
(1976, p. 371) and Dickey and Fuller (1891, p. 1063), and the critical 
value Z(t*) and Z(ta) were calculated from MacKinnon (1991, p. 275) .
A truncation lag of r=5 was used to constuct a consistent error variancefor each series.
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TABLE 10
Monthly Data Augmented Dickey-Fuller Unit Root Tests
N
A i ^ P o  + P i i V i  + E  M Yc-j*etJ=1
Variable N A DW or Dh
DOW 3 -2.23 -1.34 2.47 -0 .2030#
BSC 6 -1 . 88 -0. 90 1.05 -0 . 0110#
ENE 0 -4 . 57 -2 .12 3 .55 1.9162
UTI 5 -1.30 -0.83 1.08 0 .1851#
CGL 0 -4.31 -2 . 51 5.21* 1. 9092
INU 8 -2 .18 -1 . 00 1. 78 0 . 0727#
TEC 8 -5.39 -1.82 2.21 -0 . 0592#
FIN 3 -2 . 97 -1.50 2 . 03 -0 .1195#
CYC 8 -1. 75 -0.90 1.77 -0.04 94#
NCY 0 -1.44 -1.22 4 . 09 1.7558
CAN 9 -3 . 73 -1.55 1.21 -0 .2550#
GER 0 -0. 64 -0.42 0.47 2.1618
JAP 0 -0.29 -0.25 2 .34 1. 9545
UK 0 -3.49 -1.37 0 . 94 1.9191
indicates significance at the 5 percent level. The 5 (1) percent 
critical values are -13.30 (-18.90) for pw, -2.90 (-3.52) for and 4.86 
(7.06) for The p„ and critical values are taken from Fuller (1976,
p. 371) and Dickey and Fuller (1891, p. 1063) , and the rM critical value 
was calculated from MacKinnon (1991, p. 275). DW and Dh are the 
Durbin-Watson and Durbin h statistics, respectively.
* indicates the Durbin h statistic.
See Table 6 for a description of N.
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TABLE 10 (cont.)
Monthly Data Augmented Dickey-Fuller Unit Root Tests
N
AYt = P0 +Pi*Vi + P2t+E  Vj^Yt7=1 -j+et
Variable N AP r Tt $2 $3 DW or Dh
DOW 5 -12.43 -2.40 2.61 2 .96 - 0.0965#
BSC 4 -9.45 -1.82 2 .12 1.73 0 .1401#
ENE 0 -16.00 -3 .09 4.46 5.30 1.7785
UTI 5 -8 .44 -2.12 2.02 2 .26 -0 .4319#
CGL 5 -13.46 -2 .44 2 .59 3 .15 -0 . 3809#
INU 4 -12.96 -2 .12 2 . 73 2.48 0 .1490#
TEC 6 -20 . 88* -3 . 08 3.41 4 . 91 0 . 0161#
FIN 3 -6 .11 -1.59 1.65 1.58 -0.1489#
CYC 3 -12.69 -2.53 2 . 97 3 .25 -0 .1445#
NCY 0 -6 .33 -1.71 3.41 1.72 1.6877
CAN 0 -0 . 07 -0.03 1.22 1.78 2.0448
GER 0 -3 . 75 -1.63 1.41 1.72 2.1680
JAP 0 -4 . 85 -1.66 2 . 57 1.49 1. 9130
UK 0 -5.49 -2.07 2.23 3 .34 1.9921
indicates significance at the 5 percent level. The 5 (1) percent
critical values are -19.80 (-25.70) for pT, -3.47 (-4.09) for tt, 5.13 
(7.02) for 4>2, and 6.73 (9.31) for 4>3. The pT, 4>2, and 4>3 critical values 
are taken from Fuller (1976, p. 371) and Dickey and Fuller (1891, p. 1063), 
and the tt critical value was calculated from MacKinnon (1991, p. 275). DW 
and Dh are the Durbin-Watson and Durbin h statistics, respectively.
* indicates the Durbin h statistic.
See Table 6 for a description of N.
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TABLE 11
Monthly Data Phillips-Perron Unit Root Tests
Test of the null hypothesis that the series is I(d) for dal
DOW ENE CGL TEC CYC CAN JAP
z(cH - 3 . 4 1 - 4  . 2 7 - 4 . 2 9 - 7 .  98 - 3  . 81 - 1 .  91 - 0 . 4 0
z ( t ; ) -2.16 - 2 . 1 2 - 2  . 50 - 3 . 3 6 * - 2  . 04 - 0 . 8 2 - 0 . 3 1
Z (4>x) 4 . 81 3 . 74 5 . 2 3 * 6.  88* 3 . 97 0 . 3 8 2 . 02
Z (5) - 1 3 . 5 0 - 1 6 . 9 9 - 1 3 . 8 8 - 1 5 . 9 8 - 1 5 . 1 3 0 . 1 8 - 5  . 92
z ( t s) - 2  . 80 - 3  . 1 6 - 2  . 90 - 3 . 4 3 - 2  . 99 0 . 09 - 1 .  81
Z ( * a) 4 . 53 4 . 5 3 4 .72 5 . 8 2 * 4 .44 1 . 3 6 2 . 4 0
Z(<i>3) 4 . 7 2 5 . 5 0 5 . 3 1 7 . 5 8 * 4 . 9 8 1 .  99 1 . 7 4
BSC UTI INU FIN NCY GER UK
Z (a*) - 3  . 3 9 - 2 . 3 1 - 4  . 10 - 5 .  01 - 1 . 4 5 - 1 .  04 - 4 . 5 6
Z ( t J ) - 1 .  86 , - 1 . 5 2 - 2 . 2 8 - 2 . 4 8 - 1 . 2 2 -0 . 58 - 1 . 5 5
z ( S j 3 . 57 3 . 2 0 4 . 6 8 4 . 56 4 . 0 4 0 . 4 5 1 . 2 1
Z( S) - 1 3 . 5 6 - 7 . 9 2 - 1 6 . 9 6 - 1 0 . 0 0 - 7 . 5 5 - 4  . 54 - 5 . 9 0
z ( t 8) - 2  . 77 - 1 .  98 - 3  . 26 - 2 . 4 9 - 1 . 8 8 - 1 .  73 - 2 . 1 0
z ( $ 2) 3 . 82 2 . 69 5 . 1 6 * 3 . 58 3 . 23 1 . 4 0 2 . 1 9
z (<s>3) 4 .2 2 2 . 2 8 6 . 00 4 . 0 4 1 . 9 9 1 . 8 0 3 . 2 8
indicates significance at the 5 level. The 5 (1) percent critical values 
are -13.30 (-18.90) for Z(a*), -2.90 (-3.52) for Zft^), 4.86 (7.06) for 
Z($3), -19.80 (-25.70) for Z(a), -3.47 (-4.09) for Z(t8), 5.13 (7.02) for 
Z ($>2) , and 6.73 (9.31) for Z(4>3). The Z(a*), Z(4>x), Z (a) , Z(<i>2), and Z($3) 
critical values are taken from Fuller (1976, p. 371) and Dickey and Fuller 
(1891, p. 1063), and the critical value Z(t') and Z(ta) were calculated 
from MacKinnon (1991, p. 275).
A truncation lag of r=5 was used to constuct a consistent error variancefor each series.
87
TABLE 12
Monthly Data Augmented Dickey-Fuller Unit Root Tests
N
A2rt = po + piAYt_1 + £
j =i
Variable N P, DW or Dh
DOW 3 -85.96** -5.27“ 13.94“
BSC 6 -73 . 57** -2.96* 4 .45
ENE 0 -71. 03** -8.27** 34.21“ 1.9931
UTI 5 -68 . 03** -3 .25* 5.30*
CGL 0 -70.12** -8.30** 34 .46** 1.9598
INU 8 -99 . 63** -3.40* 5 . 84*
TEC 8 -95.58“ -3 . 89** 7 . 64**
FIN 3 -77. 99** -5.06** 12 . 82**
CYC 8 -94.52** -3 .73** 6.98*
NCY 0 -65 . 58** -7 .71** 29.70“ 1.9810
CAN 9 -22 .73** -0 . 98 0 . 55
GER 0 -79.50“ -9 .23** 42.56“ 1.9632
JAP 0 -71.77** -8.30** 34 .44** 2.0035
UK 0 -71.61“ -8 .27** 34 . 20** 2.0045
and 
The 5
** indicate significance at the 
(1) percent critical values are
5 and 1 percent 
-13.30 (-18.90)
levels, respectively, 
for p„, -2.90 (-3.52)
for tm, and 4.86 (7.06) for The p,, and critical values are taken
from Fuller (1976, p. 371) and Dickey and Fuller (1891, p. 1063), and the 
Tj, critical value was calculated from MacKinnon (1991, p. 275) . DW and Dh 
are the Durbin-Watson and Durbin h statistics, respectively.
* indicates the Durbin h statistic. A blank space in the DW or Dh columnindicates the Durbin h statistic could not be computed.
See Table 6 for a description of N.
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TABLE 12 (cont.)
Monthly Data Augmented Dickey-Fuller Unit Root Tests
N
A 2rt = p0 + P1Ayt.1 + p2t + 5; ^.A2rt_.,.+et
j =i
Variable N AP r $2 $3 DW or Dh
DOW 5 -70 . 61** -3 .32 3 . 76 5.61
BSC 4 -72 . 92** -3.40 3 . 91 5 . 81
ENE 0 -71.66“ -8.27** 22 . 82** 34 .21“ 1.9960
UTI 5 -67.76** -3 .16 3.48 5.20
CGL 5 -70 .18** -3 . 23 3 . 68 5.45
INU 4 -80.34** -3.83* 4 . 98 7.42*
TEC 6 -77.93** -3 .47* 4 .19 6.18
FIN 3 -81.25** -5 . 03** 8 . 65** 12 . 94**
CYC 3 -81.40** -5.28** 9 .44“ 14 .12**
NCY 0 -65 . 87** -7. 65** 19 . 59** 29.37“ 1.9762
CAN 0 -76 . 60** -8 . 84“ 26 .16** 39.24“ 2.0073
GER 0 -80 .30** -9.25** 28.54** 42 . 80** 1.9579
JAP 0 -71. 90** -8.25“ 22 . 71** 34.06“ 2.0025
UK 0 -73 . 85** -8.46“ 23 .88** 35.81“ 1.9976
and ** indicate significance at the 5 and 1 percent levels, respectively. 
The 5 (1) percent critical values are -19.80 (-25.70) for pT, -3.47 (-4.09)
for rT, 5.13 (7.02) for 4>2, and 6.73 (9.31) for 4>3. The pr, 4>2, and <&3 
critical values are taken from Fuller (1976, p. 371) and Dickey and Fuller 
(1891, p. 1063), and the Tr critical value was calculated from MacKinnon 
(1991, p. 275) . DW and Dh are the Durbin-Watson and Durbin h statistics, 
respectively.
* indicates the Durbin h statistic. A blank space in the DW or Dh columnindicates the Durbin h statistic could not be computed.
See Table 6 for a description of N.
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TABLE 13
Monthly Data PhiHips-Perron Unit Root Tests
Test of the null hypothesis that the series is 1(2)
DOW ENE CGL TEC
Z(a) -58 .44** -62.97** -65.24** -61.53**
z(t;) -7 . 84** -8.31** -8 .32** -7. 80**
Z(^) 30 .64** 34 .41** 34 .56** 30.38**
Z(a) -58 . 87** -62 . 96** -65.71** -62 . 64**
z(ta) -7. 85** -8. 31** -8 .41** -7. 95**
Z($2) 20.52** 22.94** 23 .61** 21.10“
Z (<t>3) 30 . 77** 34.38** 35.39** 31. 63**
BSC UTI INU FIN
Z (a*) -73 .41** -73 . 31** -62 .50** -48. 64**
z(t;) -9.40** -8 . 95** -8 .44** -6 . 77“
z (*,) 44 .13** 40.09** 35 .52** 22 . 79**
Z (5) -73 . 78** -73 . 55** -62 . 92** -49.20**
Z(ta) -9.35** -8.90** -8.45** -6 . 79“
Z(4>2) 29.19** 26.51** 23 . 76** 15 .32**
z (4>3) 43 .76** 39.76** 35 . 63** 22 . 96**
indicates significance at the 1 percent level. The 5 (1) percent 
critical values are -13.30 (-18.90) for Z(a") , -2.90 (-3.52) for Z(t*),
4.86 (7.06) for Z(4>3), -19.80 (-25.70) for Z(a), -3.47 (-4.09) for Z(ta),
5.13 (7.02) for Z(4>2), and 6.73 (9.31) for Z(4>3). The Z(a*), Z ^ ) ,  Z(a), 
Z($2), and Z(4>3) critical values are taken from Fuller (1976, p. 371) and 
Dickey and Fuller (1891, p. 1063), and the critical value Z(t*) and Z(ta) 
were calculated from MacKinnon (1991, p. 275).
A truncation lag of r=5 was used to constuct a consistent error variancefor each series.
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TABLE 13 (cont.)
Monthly Data Phillips-Perron Unit Root Tests
Test of the null hypothesis that the series is 1(2)
CYC CAN JAP
Z(or*) -50 . 03** -79 .28** -76 .33**
-6 . 91** -8.39** -8 .32**
Z (*x) 23 . 79** 35.33** 34 .73**
Z (5) -50 .45** -72.70** -76 .23**
Z(ta) -6 .87** -8.87** -8.28**
z ($2) 15 .71** 26.31** 22.92**
Z (*3) 23 . 57** 39.47** 34.37**
NCY GER • UK
Z(a*) -58 .63** -99.32** -78.36**
Z(t;) -7.67** -9.28** -8 .32“
Z(*x) 29 . 37** 43 .32** 34 .71“
Z (5) -58 .79** -98.85** -77.26**
z ( t s) -7.60** -9.29** -8.47**
Z(*2) 19 .28** 28 . 98** 23 . 98“
z(<s>3) 28 .92** 43 .47** 35.98“
indicates significance at the 1 percent levels. The 5 (1) percent 
critical values are -13.30 (-18.90) for Z(a') , -2.90 (-3.52) for Z(t*),
4.86 (7.06) for Z($x), -19.80 (-25.70) for Z(3), -3.47 (-4.09) for Z(ts),
5.13 (7.02) for Z($2), and 6.73 (9.31) for Z($3). The Z(a*), Z(4>1), Z(a), 
Z (<i>2) , and Z(#3) critical values are taken from Fuller (1976, p. 371) and 
Dickey and Fuller (1891, p. 1063), and the critical value Z(t*) and Z(ta) 
were calculated from MacKinnon (1991, p. 275).
A truncation lag of r=5 was used to constuct a consistent error variancefor each series.
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TABLE 14
Cointegration Tests 
Warning: Potentially Spurious Results
Null Hypothesis, H0: yt and xt are not cointegrated
Alternative Hypothesis, HL: yt and xt are cointegrated
yt Xt
Dailv Monthly
Z ADF Z ADF
DOW CAN 6 -1. 72 0 -1. 50
DOW GER 15 -3 .22 3 -2 .43
DOW JAP 15 -3 .32 3 -2 .33
DOW UK 15 -2 .87 0 -3 . 04
BSC CAN 9 -1.72 0 -1.58
BSC GER 15 -3.55* 8 -3.30
BSC JAP 15 -3 . 96* 5 -3.83*
BSC UK 15 -2 .89 0 -3 . 19
ENE CAN 9 -2 .12 0 -1.80
ENE GER 15 -3 .03 0 -2 . 94
ENE JAP 15 -3 .03 0 -2 . 99
ENE UK 15 -2 .84 0 -2 . 68
UTI CAN 1 -0 . 91 1 -0.41
UTI GER 5 -2 . 73 0 -2 . 75
UTI JAP 1 -2 .62 0 -2 . 74
UTI UK 5 -2.49 0 -2.37
CGL CAN 23 -1.34 0 -1. 88
CGL GER 2 -3.54* 0 -3.73*
CGL JAP 0 -3 .45* 0 -3 . 67*
CGL UK 1 -3 .15 0 -3 . 25
indicates significance at the 5 percent level. The Daily and Monthly 5 
(1) percent ADF critical values are -3.34 (-3.91) and -3.42 (-4.05). These 
critical values were calculated from MacKinnon (1991, p. 275) .
Z represents the minimum number of Aut_.j terms added to each cointegration 
regression's residuals to ensure that they are whitened.
TABLE 14 (cont.)
Cointegration Tests
Warning: Potentially Spurious Results
Null Hypothesis, H0: yt and xt are not cointegrated
Alternative Hypothesis, Hx: yt and xt are cointegrated
Yt xt
Dailv Monthly
Z ADF Z ADF
INU CAN 4 -1.83 0 -1.78
INU GER 15 -3.61* 8 -2 .70
INU JAP 15 -3 .93** 5 -3 .21
INU UK 15 -3 . 07 0 -3 .24
FIN CAN 8 -2 .14 3 -0 .57
FIN GER 15 -2 . 96 3 -2 .01
FIN JAP 15 -2 . 84 3 -1 . 74
FIN UK 15 -2.66 0 -1. 71
CYC CAN 6 -1.75 8 -0 .16
CYC GER 15 -3.28 8 -2 . 56
CYC JAP 1 -3 .33 0 -3.61*
CYC UK 15 -2.84 0 -3 . 00
NCY CAN 13 -0.47 0 -0 .53
NCY GER 15 -2 .64 0 -2 . 75
NCY JAP 15 -2 .84 0 -2 . 90
NCY UK 15 -2.39 0 -2 .46
and ** indicates significance at the 5 and 1 percent levels, respectively. 
The Daily and Monthly 5 (1) percent ADF critical values are -3.34 (-3.91) 
and -3.42 (-4.05). These critical values were calculated from MacKinnon 
(1991, p. 275).
Z represents the minimum number of Au,.̂  terms added to each variable's 
residual unit root regression to ensure that the residuals are whitened.
TABLE 15
Reverse Model Cointegration Tests
Warning: Potentially Spurious Results
Null Hypothesis, H0: yt and xt are not cointegrated
Alternative Hypothesis, Hx: yt and xt are cointegrated
Yt xt
Dailv Monthly
Z ADF Z ADF
CAN DOW 15 -0.40 0 -0 .43
GER DOW 15 -2 .47 5 -2.29
JAP DOW 15 -2 . 75 4 -1.75
UK DOW 15 -2.26 0 -2 .18
CAN BSC 15 -0.56 5 -0 . 89
GER BSC 15 -3 . 07 5 -2 . 82
JAP BSC 15 -3 .58* 5 -3 .19
UK BSC 15 -2.67 0 -2 . 64
CAN ENE 15 -0.47 0 -0 . 51
GER ENE 15 -2.02 0 -1. 90
JAP ENE 15 -2 . 18 0 -2 .12
UK ENE 15 -2 . 05 0 -1. 92
CAN UTI 15 -0 . 34 0 -0.36
GER UTI 8 -2 .12 0 -2 .18
JAP UTI 1 -2.13 0 -2.30
UK UTI 10 -1. 95 0 -2 . 09
CAN CGL 15 -1.46 0 -0.48
GER CGL 8 -2.59 0 -2 .54
JAP CGL 8 -2 . 76 0 -2 . 78
UK CGL 5 -2 .10 0 -2 .13
indicates significance at the 5 percent level. The Daily and Monthly 5 
(1) percent ADF critical values are -3.34 (-3.91) and -3.42 (-4.05). These 
critical values were calculated from MacKinnon (1991, p. 275) .
See Table 14 for a description of Z.
TABLE 15 (cont.)
Reverse Model Cointegration Tests
Warning: Potentially Spurious Results
Null Hypothesis, H0: yt and xt are not cointegrated
Alternative Hypothesis, Hi.* yt and xt are cointegrated
Yt Xt
Dailv Monthlv
Z ADF Z ADF
CAN INU 15 -0 .16 5 -0 . 72
GER INU 15 -2 . 80 0 -2 .74
JAP INU 15 -3 . 29 0 -3 .23
UK INU 15 -2 .44 0 -2.33
CAN FIN 9 . -0 . 76 0 -0 . 67
GER FIN 8 -1.84 5 -1. 95
JAP FIN 10 -1.84 0 -1. 77
UK FIN 10 -1.67 0 -1.76
CAN CYC 15 -0.42 5 -0.68
GER CYC 8 -2.71 3 -1. 99
JAP CYC 1 -2 . 69 0 -2 . 94
UK CYC 10 -2 . 24 0 -2 . 27
CAN NCY 15 -0 . 33 10 -1. 51
GER NCY 13 -2 .30 0 -2 . 35
JAP NCY 15 -2 . 62 0 -2 . 63
UK NCY 10 -2 . 18 0 -2 . 27
and ** represent significance at the 5 and 1 percent levels, respectively. 
The Daily and Monthly 5 (1) percent ADF critical values are -3.34 (-3.91) 
and -3.42 (-4.05). These critical values were calculated from MacKinnon 
(1991, p. 275).
See Table 14 for a descrption of Z
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TABLE 16
Oct. 19, 1987 Premarket Crash Unit Root Tests
Variable N AP m
A
t m DW or Dh
ONE UNIT ROOT
Dailv
BSC 15 -2 .52 -1. 57 2 .18 -0 . 0290#
CGL 2 -3 . 77 -2 . 14 4.23 -0 . 0501#
INU 15 -3 .29 -2.09 3 .21 -0.0655#
GER 10 0 . 65 0 .44 0.96 -0 .1081s
JAP 3 0 .44 0 .43 2 . 99 0.0696#
Monthly
BSC 0 -0.84 -0.54 4.40 2.1046
CGL 8 2 .44 1.39 3 . 94 -0.1173s
INU 8 1. 28 0 . 72 2 .18 0.1834s
GER 5 -2.36 -1.37 0.98 -0. 0299s
JAP 0 0 .14 0 .10 2 . 25 1.8972
TWO UNIT ROOTS
Dailv
BSC 15 -1043** -9 .14** 41. 78**
CGL 2 -1380** -22 . 03** 242 . 57**
INU 15 -1013** -8 . 89** 39.54**
GER 10 -1183** -11.11** 61. 74**
JAP 3 -1094** -16 . 53** 136 . 60**
Monthly
BSC 0 -67.70** -9.02** 40 . 75** 1.9418
CGL 8 -92.81** -3.38* 5. 73*
INU 8 -61.09** -2 . 63 3.46
GER 5 -25 .22** -1. 67 1.40
JAP 0 -58.65** -7 .32** 26 . 77** 1.9787
and ’* indicate significance at the 5 and 1 percent levels, respectively. 
The Daily 5 (l) percent critical values are -14.00 (-20.50) for p>l, -2.86 
(-3.44) for Th, and 4.61 (6.47) for 4>x. The Monthly 5 (1) percent critical 
values are -13.30 (-18.90) for -2.91 (-3.54) for t ,̂ and 4.86 (7.06) 
for DW and Dh are the Durbin-Watson and Durbin h statistics,
respectively.
* indicates the Durbin h statistic. A  blank space in the DW or Dh column
indicates the Durbin h statistic could not be computed.
See Table 6 for a description of N.
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TABLE 16 (cont.)
Oct. 19, 1987 Premarket Crash Unit Root Tests
Variable N APr ATt $2 *3 DW or Dh
ONE UNIT ROOT
Dailv
BSC 15 -7 . 61 -2 .17 2 .34 2 . 56 -0 . 0317#
CGL 2 -15.21 -2 . 78 4 .45 4 . 73 -0.04 01#
INU 15 -12.42 -2 . 85 3 . 83 4 . 71 -0 . 0726#
GER 10 -1. 91 -1. 02 2.28 2.56 -0 .1166*
JAP 3 -2 . 53 -1.22 2 . 91 1.47 0 . 0709#
Monthly
BSC 5 -5.02 -1.43 1.98 1.92 - 0.1544#
CGL 0 -11 .43 -2 . 68 6 . 07* 3 .67 2.0325
INU 5 -8.59 -1. 93 2 . 65 2 . 63 -0.2594#
GER 8 -5 .14 -2 . 16 2.34 3 .44 0.0603#
JAP 0 -3 .44 -1.37 2 .46 1.38 1.8760
TWO UNIT ROOTS
Dailv
BSC 15 -1052** -9.15** 27.98** 41.95**
CGL 2 -1385** -22 . 08“ 162 .49** 243 . 73**
INU 15 -1034“ -8 . 96** 26.80“ 40 .19**
GER 10 -1227** -11.32** 42 .73“ 64.09**
JAP 3 -1101** -16.58** 91.62** 137.42“
Monthly
BSC 5 -50 . 98** -2 . 73 2 .67 3 .99
CGL 0 -69 .24** -9 . 06** 27 .44** 41. 09** 1.9490
INU 5 -52 .27** -2.81** 2 . 95 4.40“
GER 8 -47.46“ -2 . 07 1.48 2 .22
JAP 0 -59.65** -7.32** 17.92“ 26.87“ 1.9660
and ** indicate significance at the 5 and 1 percent levels, respectively 
The Daily 5 (1) percent critical values are -21.50 (-28.90) for pr, -3.42 
(-3.97) for rT, 4.71 (6.15) for $2, and 6.30 (8.34) for $3. The Monthly 5 
(1) percent critical values are -19.80 (-25.70) for pT, -3.48 (-4.11) for
t, , 5.13 (7.02) for #2, and 6.73 (9.31) for 4>3. DW and Dh are the
Durbin-Watson and Durbin h statistics, respectively.
# indicates the Durbin h statistic. A blank space in the DW or Dh column
indicates the Durbin h statistic could not be computed.
See Table 6 for a description of N.
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TABLE 17
Oct. 19, 1987 Premarket Crash Cointegration Tests
Warning: Potentially Spurious Results
Null Hypothesis, H0: yt and xt are not cointegrated
Alternative Hypothesis, H-l : yt and xt are cointegrated
Yt Xt
Daily Monthlv
Z ADF Z ADF
BSC GER 15 -3 . 04 5 -2 .18
CGL GER 0 -3.40* 0 -3.39
INU GER 15 -3.34* 5 -1.84
BSC JAP 15 -3 . 80* 5 -2 . 70
CGL JAP 15 -3.52* 0 -3.72*
INU JAP 15 -3 .77* 0 -3 . 69*
indicates significance at the 5 percent level. The Daily and Monthly 5 (1) 
percent ADF critical values are -3.34 (-3.91) and -3.43 (-4.07).
See Table 14 for a description of Z
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TABLE 18
Daily Error Correction Model for BSC and JAP
(1) Dependent Variable : ABSC R2=0 . 066
VARIABLE COEFFICIENT STD. ERROR T-RATIO
ECt.x -0 . 0120 0.0030 -3 . 99
ABSCj-.j 0.2187 0.0257 8 . 51
ABSCt_2 -0.0362 0.0263 -1.37
ABSCt.3 -0 . 0091 0.0264 -0 .34
ABSCt.4 0 . 0353 0.0263 1.34
ABSCt.5 0 . 0673 0.0258 2 . 61
ABSCt_6 0 .0052 0.0104 0.50
AJAPt.j. -0.0081 0.0527 -0 .15
AJAPt_2 0.1393 0.0527 2 .64
AJAPt_3 0 .0141 0.0529 0.27
A JAPt.4 -0.0173 0.0528 -0 . 33
A JAPt_5 -0.0655 0.0528 -1.24
A JAPt_6 0.0350 0.0486 0.72
Dependent Variable : AJAP R2=0 . 018
VARIABLE COEFFICIENT STD. ERROR T-RATIO
EC,.! 0.0016 0.0015 1.10
ABSC,.! 0.0159 0.0126 1.27
ABSCt_2 0.0044 0.0129 0.34
ABSCt_3 0.0076 0.0129 0 . 59
ABSCt_4 -0.0168 0.0129 -1.30
ABSCt.5 0.0354 0.0127 2 . 80
ABSCt.g 0.0017 0.0051 0 . 34
AJAPt_! 0.0656 0.0258 2.54
AJAPt_2 0.0231 0.0259 0 . 89
AJAPt.3 0.0784 0 . 0259 3 . 02
AJAPt.4 -0.0216 0.0259 -0.83
AJAPt.s 0.0318 0 . 0259 1.23
AJAPt.g 0.0174 0 . 0238 0 . 73
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TABLE 19
Daily Error Correction Model for BSC and JAP
(2) Dependent Variable : ABSC R2=0 .062
VARIABLE COEFFICIENT STD. ERROR T-RATIO
ECt_x -0.0117 0.0030 -3.94
ABSCt.i 0.2116 0.0250 8.46
ABSCt_5 0.0756 0.0250 3.02
AJAPt_2 0.1350 0.0522 2.58
Dependent Variable: AJAP R2=0.011
VARIABLE COEFFICIENT STD. ERROR T-RATIO
ABSCt_s 0.0324 0.0123 2.64
AJAP,..-,̂ 0.0651 0.0256 2.54
AJAPt.3 0.0829 0.0256 3.24
Plot of BSC error correction model
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0.02
0 . 01
0
- 0.01
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- 0 . 0 3
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Figure 9
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DOW JONES INDUSTRY GROUP COMPONENTS
The following list includes all the companies in the various industry groups as shown in Barron's 
National Business and Financial Weekly. History compiled by Dow Jones and Shearson Lehman Hutton.
BASIC MATERIALS
•Aluminum;
Alcoa
Kaiser Tech Ltd. 
Reynolds Metals
•Other Non-ferrous:
Asarco Inc.
Brush Wellman Inc. 
Magma Copper Co. 
Phelps Dodge Corp.
•Chemicals:
Air Prod & Chem 
Amer Cyanamid 
Aristech Chemical 
Betz Labs 
Cabot Corp.
Dow Chemical 
Dupont de Nemours 
Ethyl Corp.
GAF Corp.
Georgia Gulf Corp. 
Goodrich (B.F.)
Grace (W.R.) & Co. 
Great Lakes Chemical 
Hercules Inc.
Himont Inc.
Int'l Minerals & Chem 
Lubrizol Corp. 
Monsanto Co.
Nalco Chemical 
01in Corp.
Pennwalt Corp.
Quantum Chemical 
Rohm & Haas Co.
Sigma Aldrich Corp. 
Union Carbide 
Vista Chemical
•Forest Products:
Boise Cascade 
Champion Int'1 
Georgia Pacific 
Louisiana Pacific 
Potlatch Corp. 
Weyerhaeuser Co. 
Willamette Indus.
•Diversified Mining:
AMAX Inc. 
Cleveland-Cliffs 
Freeport McMoRan 
Hanna (M.A.} Co. 
Newmont Mining
•Paper Products:
Consol Papers 
Glatfelter (P.H.) Co. 
Gt. Northn Nekoosa 
Int'1 Paper Co.
James River Corp. 
Kimberly-Clark 
Mead Corp.
Scott Paper Co.
Union Camp Corp. 
Westvaco Corp.
•Percious Metals:
ASA Ltd
Battle Mountain Gold 
Hecla Mining 
Homestake Mining
•Steel:
Allegheny Ludlum 
Armco Inc.
Bethlehem Steel
Inland Steel Indus.
LTV Corp.
Nucor Corp.
Worthington Industries 
ENERGY
•Coal:
Cyprus Minerals 
NACCO Indus "A" 
Pittston Co.
Pyro Energy 
Westmoreland Coal
•Oil, Drilling:
Helmerich & Payne 
Ocean Drill Explor 
Parker Drilling 
Reading & Bates 
Rowan Cos.
•Oil, Integrated 
Majors:
Amoco Corp.
Atlantic Richfield 
Chevron Corp.
Exxon Corp.
Mobile Corp.
Phillips Petroleum 
Sun Co.
Texaco Inc.
Unocal Corp.
•Oil, Secondary:
Amerada Hess 
Anadarko Petroleum 
Hamilton Oil 
Kerr-McGee Corp. 
Louisiana Land 
MAPCO Inc.
Mesa L.P.
Murphy Oil Corp. 
Occidental Petrol 
Pennzoil
Quaker State Corp. 
Union Texas Pet. Hldgs 
USX Corp.
•Oilfield Equipment:
Baker Hughes 
Dresser Indus. 
Halliburton Co. 
McDermott Int'1 
Schlumberger Ltd.
•Pipelines:
Coastal Corp.
Enron Corp.
Enserch Corp.
Panhandle Eastern 
Sonat Inc.
Texas Eastern Corp. 
Transco Energy 
Williams Cos.
INDUSTRIAL
•Air Freight/Couriers:
Airborne Freight 
Emery Air Freight 
Federal Express 
Harper Group 
Tiger Int'l
•Building Materials:
Armstrong World 
CalMat Co.
Manville Corp.
Masco Corp.
Owens-Corning 
Sherwin-Williams 
USG Corp.
Vulcan Materials
•Containers &
Packaging:
Ball Corp.
Crown Cork & Seal 
Federal Paper Board 
Sonoco Products 
Stone Container
•Electrical Components:
AMP Inc.
Emerson Electric 
Grainger (W.W.)
Square D Co.
Tecumseh Products 
Thomas & Betts 
Westinghouse
•Factory Equipment:
Cincinnati Milacron 
Interlake Corp. 
Keystone Int'1 
Nordson Corp.
Parker Hannifin
•Heavy Construction:
Dover Corp.
Fluor Corp.
Foster Wheeler Corp. 
Morrison Knudsen 
Stone & Webster
•Heavy Machinery:
Caterpillar Inc.
Clark Equipment 
Deere & Co.
Harnischfeger Indus. 
Manitowoc Co.
•Industrial &
Commercial Services:
Comdisco Inc.
Commerce Clearing Hse. 
Deluxe Corp.
Donnelley & Sons 
Dun & Bradstreet 
Ecolab Inc. 
Flightsafety Inc. 
Harland (John H.)
Kelly Services "A" 
Moore Corp.
Nat iona1 Educ. Corp. 
National Services Ind. 
Ryder System Inc. 
Safety-Kleen 
ServiceMaster L.P.
•Industrial
Diversified:
Allied-Signal 
Combustion Engineering 
Cooper Industries 
Crane Co.
Dexter Corp.
Emhart Corp.
Engelhard Corp.
FMC Corp.
Harsco Corp.
Henley Group 
Illinois Tool Wks. 
Ingersoll-Rand Co.
Penn Central Corp.
PPG Industries 
Raychem Corp.
Tenneco Inc.
Tyco Labs Inc.
•Marine Transportation:
Alexander & Baldwin 
American Pres. Cos. 
Gotaas-Larsen Shipping 
Overseas Shipholding 
Sea Containers Ltd.
•Pollution Waste Mgt.:
Browning-Ferris Indus. 
Ogden Corp.
Rollins Enviromental 
Waste Management Inc.
•Railroads:
Burlington Northern 
CSX Corp.
Consolidated Rail 
Norfolk Southern 
Santa Fe Southern 
• Union Pacific
•Transportation Equip.:
Cummins Engine 
Eaton Corp.
Navistar Int'l 
Paccar Inc.
Trinity Indus.
•Trucking:
Carolina Freight 
Consol. Freightways 
Hunt (J.B.) Transpt. 
Roadway Services 
Yellow Freight Sys.
CONSUMER,
CYCLICAL
•Advertising:
Foote Cone Bending 
Grey Advertising 
Interpublic Group 
Ogilvy Group 
Omnicom Group
•Airlines:
AMR Corp.
Delta Air Lines 
NWA Inc.
Trans World Airl.
UAL Corp.
USAir Group
•Automobile Mfg. ;
Chrysler 
Ford Motor 
General Motors
•Automobile Parts:
Dana Corp.
Echlin Inc.
Genuine Parts 
Goodyear Tire 
Johnson Controls 
Masco Industries 
Snap-On Tools 
Timken Co.
Trinova Corp.
•Casinos:
Caesars World 
Circus Circus 
Golden Nugget 
Showboat 
Webb (Del E.)
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DOW JONES INDUSTRY GROUP COMPONENTS
The following list includes all the companies in the various industry groups as shown in Barron's 
National Business and Financial Weekly. History compiled by Dow Jones and Shearson Lehman Hutton.
CONSUMER,
CYCLICAL (cont.)
•Home Construction:
Centex Corp.
Kaufman & Board 
NV Ryan L.P.
PHM Corp.
U.S. Home Corp.
•Home Furnishings/ 
Appliances:
Black & Decker 
Chicago Pacific 
Leggett & Platt 
Maytag Corp.Whirlpool Corp.
•Lodging:
Hilton Hotels 
Holiday Corp.
Marriott Corp.
Prime Motor Inns 
Ramada Inc.
•Media:
Belo (A.H.)
Cablevision Sys.
CBS Inc.
Capital Cities/ABC 
Dow Jones 
Gannett Co.
Knight-Ridder 
LIN Broadcasting 
Macmillan Inc. 
McGraw-Hill 
Multimedia Inc.
New York Times "A” 
Tele-Commun. Inc.
Time Inc.
Times Mirror 
Tribune Co.
Washington Post "B"
•Recreation Products:
Brunswick Corp. 
Carnival Cruise Lines 
Columbia Pictures 
Disney (Walt)
Eastman Kodak 
Hasbro Inc.
Lorimar Telepictures 
MCA Inc.
Outboard Marine 
Polaroid 
Warner Commun.
•Restaurants:
McDonalds Corp. 
Shoney's Inc.
Sysco Corp.
TW Services 
Wendy's Int'l
•Retailer, Apparel:
Gap Inc.
Limited Inc. 
Mercantile Stores Inc. 
Nordstrom Inc.
Petrie Stores Inc.
TJX Cos. Inc.
U.S. Shoes Corp.
•Retailers, Broadline:
Carter Hawley Hale 
Dillard Dept.
Stores "A" 
Dayton Hudson 
Penney (J.C.)
K mart
May Dept. Stores 
Sears, Roebuck & Co. 
Wal-Mart Stores 
Woolworth (F.W.)
Zayre Corp.
•Retailers, Drug-Based:
Longs Drug Stores McKesson Corp.
Medco Containment Svcs
Rite Aid
Walgreen
•Retailers, Specialty:
Circuit City Stores 
Home Depot Inc.
Jostens Inc.
Lowes Cos.
Melville Corp.
Pep Boys-Manny Moe 
& Jack 
Price Co.
Tandy Corp.
Toys "R" Us
•Textiles & Apparel:
Brown Group 
Interco Inc.
Liz Claiborne 
Nike Inc. "B"
Reebok Int'1 
Russell Corp.
Spring Industries 
VP Corp.
West Point-Pepperell
CONSUMER,
NON-CYCLICAL
•Beverages:
Anheuser-Busch 
Brown-Forman ’B" 
Coca-Cola Bottling 
Coca-Cola Co.
Coca-Cola Entrp.
Coors (Adolph) "B" 
General Cinema 
PepsiCo Inc.
•Consumer Services:
Block (H&R) Inc.
Kinder-Care Inc. 
Rollins Corp.
Service Corp. Int'1
•Cosmetic/Personal
Care:
Avon Products 
Gillette Co.
Int'l Flavors & Frag. 
Noxell Corp. "BM 
Neutrogena 
Tambrands
•Foods:
Archer Daniels Midland 
Borden Inc.
CPC International 
Campbell Soup 
Castle & Cooke Inc. 
ConAgra Inc.
Dean Foods Co.
Flowers Industries 
General Mills Inc. 
Gerber Products 
Heinz (H.J.)
Hormel (George A.) 
Hershey Foods
Kellogg Co.
Kraft Inc.
Quaker Oats Co. 
Pillsbury Co.
Ralston Purina 
Sara Lee Corp.
Tyson Foods Inc. "A" 
Wrigley (Wm.) Jr. Co.
•Food Retailers:
Albertson's Inc. 
American Stores 
Bruno's Inc.
Circle K Corp.
Fleming Cos.
Food Lion "B"
Great Atlantic 
Pacific Tea 
Giant Food "A”
Kroger Co.
Super Valu Stores 
Vons Cos.
Winn-Dixie Stores
•Health Care Providers:
Amer Medical Int'l 
Community Psych. Ctrs. 
Hospital Corp. America 
Humana Inc.
National Medical Entp.
•Household Products:
American Brands 
Clorox Co. 
Colgate-Palmolive 
Johnson & Johnson 
Phillip Morris Cos. 
Procter & Gamble 
RJR Nabisco 
Rubbermaid Inc.
UST Inc.
Universal Corp.
•Medical Supplies:
Abbott Laboratories 
Acuson Corp.
Baxter Travenol Labs 
Bard (C.R.) Inc. 
Becton, Dickinson Co.
•Pharmaceuticals:
American Home Products 
Bausch & Lomb 
Bristol-Myers 
Lilly (Eli) & Co. 
Marion Labs 
Merck & Co.
Pitzer Inc.
Rorer Group 
Schering-Plough 
Smith Kline Beckman 
Squibb Corp.
Syntex Corp.
Upjohn Co. 
Warner-Lambert
TECHNOLOGY
•Aerospace & Defense:
Boeing Co.
E-Systems Inc.
General Dynamics 
G rumman Co rp.
Lockheed Corp.
Loral Corp.
McDonnell Douglas 
Martin Marietta 
Northrop Corp. 
Precision Castparts 
Sundstrand Corp.
• Communications:
AT&T Co.
Communicats. Satellite 
General Instruments 
Harris Corp.
Motorola Inc.
•Communications 
(Less AT&T):
Communicats. Satellite 
General Instruments 
Harris Corp.
Motorola Inc.
•Computers & 
Information:
Amdahl Corp.
Apple Computer 
Compaq Computer 
Control Data 
Cray Research 
Data General 
Digital Equipment 
Hewlett-Packard 
IBM 
NCR
Prime Computer 
Seagate Technology 
Sun Microsystems 
Tandem Computers 
Unisys Corp.
Wang Labs "B"
Zenith Electronics
•Computers &
Information (Less 
IBM) :
Amdahl Corp.
Apple Computer 
Compaq Computer 
Control Data 
Cray Research 
Data General 
Digital Equipment 
Hewlett-Packard 
NCR
Prime Computer 
Seagate Technology 
Sun Microsystems 
Tandem Computers 
Unisys Corp.
Wang Labs "B"
Zenith Electronics
•Diversified
Technology:
Corning Glass Works 
EG&G Inc.
Gould Inc.
Honeywell Inc.
Litton Industries 
Minnesota Mining & Mfg 
Perkins-Elmer Corp. 
Raytheon
Rockwell International 
TRW Inc.
Tektronix Inc.
Texas Instruments 
United Technologies 
Varian Associates
•Industrial Technology:
Analog Devices 
Ametek Inc.
General Signal 
Intergraph Corp. 
Millipore Corp.
Pall Corp.
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DOW JONES INDUSTRY GROUP COMPONENTS
The following list includes all the companies in the various industry groups as shown in Barron's 
National Business and Financial Weekly. History compiled by Dow Jones and Shearson Lehman Hutton.
TECHNOLOGY 
(cont.)
•Medical/Bio 
Technology:
Amgen Inc.
Cetus Corp.
Genentech Inc. 
Medtronic Inc.
Stryker Corp.
•Office Equipment:
AM International 
Nashua Corp.
Pitney Bowes 
Xerox Corp.
•Semiconductor 4 
Related:
Advanced Micro Devices 
Applied Materials Inc. 
Avnet Inc.
Intel Corp.
Nat'l Semiconductor
•Software & Processing:
Ashton-Tate 
Autodesk Inc.
Automated Data Process 
Computer Assoc. Int'1 
Computer Science Corp. 
Lotus Development 
Microsoft Corp.
Oracle Systems Corp.
FINANCIAL
SERVICES
•Banks, Money Center:
Bankamerica 
Bankers Trust N.Y. 
Chase Manhattan 
Chemical N.Y.
Citicorp
First Chicago Corp. 
Manufactures Hanover 
Morgan (J.P.) Co.
•Banks, Central:
Ameritrust Corp.
Banc One Corp. 
Boatmen's Bankshares 
Comerica Inc.
First Bank System 
Fifth Third Bancorp. 
Huntington Bancshares 
Manufactures National 
Michigan Natn'l Corp. 
National City Corp.
NBD Bancorp 
Northern Trust 
Norwest Corp.
Society Corp.
•Banks, Eastern:
Allied Bankshares Ga. 
Baybanks Inc.
Bank of Boston 
Bank of New England 
Bank of New York 
CoreStates Financial 
First Fidelity Bancorp 
Fleet/Norstar Finan'l 
Irving Bank Corp. 
Keycorp
Mellon Bank Corp. 
Meridian Bancorp. Inc. 
Midlantic Corp.
MNC Financial Inc.
PNC Financial Corp. 
Republic New York 
Shawmut Corp.
Signet Banking Corp. 
State Street Boston 
United Jersey Banks
•Banks, Southern:
Amsouth Bancorp 
Barnett Banks Inc. 
Citizens 4 Southern 
Group 
Crestar Financial 
First Union Corp.
First Wachovia 
NCNB Corp.
Southeast Bank'g Corp. 
Sovran Financial 
Suntrust Banks
•Banks, Western:
Bancorp Hawaii 
First Interstate 
Bancorp 
Security Pacific Corp. 
United Banks Colorado 
U.S. Bancorp 
Wells Fargo Co.
Zions Bancorp
•Financial Services, 
Diversified:
Alexander 4
Alexander Svcs. 
American Express 
Beneficial Corp. . 
Dreyfus Corp.
Household Int'1 
Marsh 4 McLennan Cos. 
Primerica Corp. 
Transamerica Corp.
•Insurance, Full Line:
Aetna Life 4 Casualty 
American General 
Aon Corp.
CIGNA Corp.
Farmers Group 
Kemper Corp.
Lincoln National 
Travelers Corp.
•Insurance, Life:
American National 
Capital Holding 
Jefferson-Pilot 
Provident Life 4 
Accident "B" 
Torchmark Corp.
UNUM Corp.
•Insurance, Property 
& Casualty:
American International 
Chubb Corp.
Cincinnati Financial 
Continental Corp. 
Fireman's Fund 
GEICO Corp.
General RE Corp.
Loew's Corp.
Ohio Casualty Corp. 
Progressive Corp. Ohio 
Safeco Corp.
St. Paul Cos.
USF4G
•Real Estate 
Investment:
Federal Nat'l
Mortgage Assoc. 
Federal Realty 
Invest Trust 
First Union Real 
Estate Equity 
Rockefeller Center 
Properties 
Rouse Co.
•Savings & Loans;
Ahmanson (H.F.) Co. 
CalFed Inc.
Golden West Financial 
Glenfed Inc.
Great Western Finan'1 
Meritor Financial
•Securities Brokers:
Bear Stearns Cos. 
Edwards (A.G.) Inc. 
First Boston Inc. 
Merrill Lynch Co. 
Morgan Stanley Group 
Quick 4 Reilly Group 
Salomon Inc.
UTILITES
•Telephone Systems:
Alltel Corp.
Ameritech
Bell Atlantic Corp. 
BellSouth Corp. 
Cincinnati Bell 
Conte1 Corp.
GTE Corp.
Metro Mobile CTS 
MCI Communications 
NYNEX Corp.
Pacific Telesis Group 
So. New England 
Telecom 
Southwestern Bell 
US West Inc.
Utd Telecommunications
•Electric Utilities:
Allegheny Power System 
American Elec. Power 
Atlantic Energy 
Baltimore Gas 4 Elec. 
Carolina Power 4 Light 
Centerior Energy 
Central Illinois 
Public Service 
Cent'l 4 So.West Corp. 
Cincinnati Gas 4 Elec. 
CMS Energy 
Commonwealth Edison 
Consolidated Edison 
Delmarva Gas 4 Elec. 
Detroit Edison 
Dominion Resources 
DPL Inc.
Duke Power 
Duquesne Light 
Florida Progress 
FPL Group Inc.
General Public Utils. 
Houston Industries 
Idaho Power Co. 
Illinois Power Co. 
Ipalco Enterprises 
Kansas City P4L 
Kansas Gas 4 Electric 
Kentucky Utilities 
Long Island Lighting
Louisville Gas 4 Elec. 
Middle South Utilities 
Montana Power Co.
New England Elec. Sys. 
New York State E4G 
Niagara Mohawk Power 
Northeast Utilities 
Northern States Power 
Ohio Edison 
Oklahoma Gas 4 Elec. 
Pacific Corp.
Pacific Gas 4 Elec. 
Pennsylvania Pwr 4 Lt 
Philadelphia Electric 
Pinnacle West Capital 
Portland General 
Potomac Electric 
Public Svc Colorado 
Public Svc Enterprise 
Puget Sound P4L 
San Diego Gas 4 Elec. 
SCANA Corp.
Southern Calif. Edison 
Southern Co.
Southwest'n Pub. Svc 
TECO Energy 
Texas Utilities 
Tucson Elec. Power 
Union Electric 
Utah Power 4 Light 
Washington Water Power 
Wisconsin Energy Corp.
•Gas Companies:
Arkla Inc.
Columbia Gas System 
Consol. Natural Gas 
Equitable Resources 
Kansas Power 4 Light 
Nicor Inc.
Oneok Inc.
Pacific Enterprises 
Questar Corp.
•Water Companies:
American Water Works 
California Water Svc. 
Hydraulic Co.
JWP Inc.
United Water Resources
CONGLOMERATES
General Electric 
Greyhound Corp.
Gulf 4 Western 
IC Industries 
ITT Corp.
Teledyne Inc.
Textron Inc.
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APPENDIX A
Mathematical Derivation.
Test a) and b) for equation (10) can be shown to be 
valid only when the series mean of Yt is zero by first 
assuming E [Yt] =E [Yt̂ ] =. . . =fx. The expectation of the 
equation Yt=j8o+j01Yt_1+et, where et~(0,a*), is 
E[Yt] =E[f30+l31Yt_1+et]
lx=E[(30]+E[(31Yt_1] +E[et]
/ * = / ? o + 0 i M + 0  o r  1“  ( l - 0 i ) = 0 o -  
Solving for gives n=($0/ (1-/SX) . Therefore, if (S0=0 in 
equation (10), this equation shows that the series mean n 
must also equal zero. Furthermore, under the null 
hypothesis that (S^l, the first difference of Yt will be a 
random walk with no drift, i.e., AYt=et.
Similarly, under the null hypothesis that @x=l in 
equation (11), (30=fj. =0 and the first difference of Yt
will again be a random walk with no drift, i.e., AYt=et.
For a more thorough mathematical explanation of the 
reasoning behind equations (10), (11), and (12) see Perman
(1991, pp. 25-7).
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APPENDIX B
SHAZAM Programs.
Program 1
♦Program to calculate daily data descriptive statistics and T-ratios
file 11 e:\daily\dow.dat
file 22 e:\daily\bsc.dat
file 33 e:\daily\ene.dat
file 44 e:\daily\cyc.dat
file 55 e:\daily\ger.dat
file 66 e:\daily\jap.dat
sample 1 1542
read(ll) dow / skiplines=21 
read(22) bsc / skiplines=21 
read(33) ene / skiplines=21 
read(44) eye / skiplines=21 
read(55) ger / skiplines=21 
read(66) jap / skiplines=21
genr ldow=log(dow) 
genr lbsc=log(bsc) 
genr lene=log(ene) 
genr lcyc=log(eye) 
genr lger=log(ger) 
genr ljap=log(jap)
genr dll=ldow-lag(ldow) 
genr dl2=lbsc-lag(lbsc) 
genr dl3=lene-lag(lene) 
genr dl4=lcyc-lag(lcyc) 
genr dl5=lger-lag(lger) 
genr dl6=ljap-lag(ljap)
♦Descriptive statistics
stat dow bsc ene eye ger jap / mean=means stdev=sd 
stat ldow lbsc lene lcyc lger ljap / mean=means stdev=sd
sample 2 1542
stat dll dl2 dl3 dl4 dl5 dl6 / mean=means stdev=sd
♦T-ratios 
do #=1,6
genl t#=means:#/sd:# 
endo
sample 1 1
print tl t2 t3 t4 t5 t6 / byvar
stop
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Program 2
♦General program to calculate daily premarket crash unit root (UR)
♦ and Durbin h statistics
♦Follow the steps below to run this program
♦Step 1: Delete (*)'s below to access appropriate file and
♦ variable names
♦file 11 e:\daily\dow.dat 
♦file 11 e:\daily\bsc.dat 
♦file 11 e:\daily\ene.dat 
file 22 e:\daily\time.dat 
sample 1 1323
♦read(ll) dow / skiplines=21 
♦read(ll) bsc / skiplines=21 
♦read(11) ene / skiplines=21 
read(22) time
set nowarn
♦Step 2: Perform (i), (ii), and (iii) below
♦ (i) Input number of lags in No Constant No Trend (NCNT) UR regression
♦(ii) Input number of lags in Constant No Trend (CNT) UR regression
♦(iii) Input number of lags in Constant With Trend (CWT) UR regression
genl NCNT= 
genl CNT= 
genl CWT=
genl B=13 22-NCNT 
genl C=1321-NCNT 
genl begB=NCNT+2 
genl begC=begB+l
genl M=13 22-CNT 
genl N=1321-CNT 
genl begM=CNT+2 
genl begN=begM+l
genl S=1322-CWT 
genl T=1321-CWT 
genl begS=CWT+2 
genl begT=begS+l
♦Step 3: Input variable name into () in genr le=log() command
♦ and delete (♦J's to access chges and dchges series needed in the
♦ unit root regressions
genr le=log()
genr lerr=lag(le)
genr chge=le-lag(le)
genr chgel=lag(le,1)-lag(le,2)
♦genr chge2=lag(le,2)-lag(le, 3)
♦genr chge3=lag(le,3)-lag(le,4)
♦genr chge4=lag(le,4)-lag(le,5)
♦genr chge5=lag(le,5)-lag(le, 6)
♦genr chge6 = lag(le,6)-lag(le, 7)
♦genr chge7=lag(le,7)-lag(le,8)
♦genr chge8=lag(le,8)-lag(le, 9)
♦genr chge9=lag(le,9)-lag(le,10)
♦genr chgelO=lag(le,10)-lag(le,11)
♦genr chgell=lag(le,11)-lag(le,12)
♦genr chgel2=lag(le,12)-lag(le,13)
*genr chgel3=lag(le,13)-lag(le,14)
*genr chgel4=lag(le,14)-lag{le, 15)
*genr chgel5=lag(le,15)-lag(le,16)
genr dlerr=lerr-lag(lerr) 
genr dchge=chge-lag(chge) 
genr dchgel=chgel-lag(chgel)
*genr dchge2=chge2-lag(chge2)
*genr dchge3=chge3-lag(chge3)
*genr dchge4=chge4-lag(chge4)
*genr dchge5=chge5-lag(chge5)
*genr dchge6=chge6-lag(chge6)
*genr dchge7=chge7-lag(chge7)
*genr dchge8=chge8-lag(chge8)
*genr dchge9=chge9-lag(chge9)
*genr dchgelO=chgelO-lag(chgelO)
*genr dchgell=chgell-lag(chgell)
*genr dchgel2=chgel2-lag(chgel2)
*genr dchgel3=chgel3-lag(chgel3)
*genr dchgel4=chgel4-lag(chgel4)
*genr dchgel5=chgel5-lag(chgel5)
♦Step 4: Remove inappropriate variables from the Z and Durbin h
* regressions below
* Z Statistics *____________
sample begB 1323
ols chge lerr chgel chge2 chge3 chge4 chge5 & 
chge6 chge7 chge8 chge9 chge10 &
chgell chgel2 chgel3 chgel4 chgel5 / noconstant resid=err loglog coef 
genl Z5=a:l*B 
print Z5
sample begM 1323
ols chge lerr chgel chge2 chge3 chge4 chgeS & 
chge6 chge7 chge8 chge9 chgelO &
chgell chgel2 chgel3 chgel4 chgel5 / resid=err loglog coef=a 
genl Z5=a:l*M 
print Z5
sample begS 1323
ols chge lerr chgel chge2 chge3 chge4 chge5 & 
chge6 chge7 chge8 chge9 chgelO &
chgell chgel2 chgel3' chgel4 chgel5 time / resid=err loglog coef=a 
genl Z5=a:l*S 
print Z5
sample begC 1323
ols dchge dlerr dchgel dchge2 dchge3 dchge4 dchge5 & 
dchge6 dchge7 dchge8 dchge9 dchgelO &
dchgell dchgel2 dchgel3 dchgel4 dchgel5 / noconstant loglog resid=err 
coef=a
genl Z5=a:l*C 
print Z5
sample begN 1323
ols dchge dlerr dchgel dchge2 dchge3 dchge4 dchge5 & 
dchge6 dchge7 dchge8 dchge9 dchgelO &
dchgell dchgel2 dchgel3 dchgel4 dchgel5 / loglog resid=err coef=a 
genl Z5=a:l*N 
print Z5
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sample begT 1323
ols dchge dlerr dchgel dchge2 dchge3 dchge4 dchge5 & 
dchge6 dchge7 dchgeS dchge9 dchgelO &
dchgell dchgel2 dchgel3 dchgel4 dchgel5 time / loglog resid=err coef=a 
genl Z5=a:l*T 
print Z5
* Durbin h Statistics
sample begM 1323
ols chge lerr chgel chge2 chge3 chge4 chge5 & 
chge6 chge7 chge8 chge9 chgelO &
chgell chgel2 chgel3 chgel4 chgel5 / loglog dlag 
sample begS 1323
ols chge lerr chgel chge2 chge3 chge4 chge5 & 
chge6 chge7 chge8 chge9 chgelO &
chgell chgel2 chgel3 chgel4 chgel5 time / loglog dlag 
sample begN 1323
ols dchge dlerr dchgel dchge2 dchge3 dchge4 dchge5 &
dchge6 dchge7 dchge8 dchge9 dchgelO &
dchgell dchgel2 dchgel3 dchgel4 dchgelS / loglog dlag
sample begT 1323
ols dchge dlerr dchgel dchge2 dchge3 dchge4 dchge5 & 
dchge6 dchge7 dchge8 dchge9 dchgelO &
dchgell dchgel2 dchgel3 dchgel4 dchgel5 time / loglog dlag
*Step 5: Delete (*)'s and input variable name and appropriate number 
* of lags into the cointegration commands below
♦Cointegration statistics
sample 1 1323
♦coint / log max nlag=
♦coint / log max nlag= ndiff=l
♦coint / log max nlag=
♦coint / log max nlag= ndiff=l
♦coint / log max nlag=
*coint / log max nlag= ndiff=l
stop
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Program 3
♦Program to determine the number of lags needed to whiten the 
* residuals from the monthly DOW CAN cointegration regressions
file 11 e:\thesis\stockl 
file 22 e:\thesis\exch 
sample 1 75
read(11) dow bsc ene uti / skiplines=l 
read(22) can ger jap uk / skiplines=l
set nowarn
genr ldow=log(dow) 
genr lcan=log(can)
ols ldow lean / loglog resid=e 
genr le=lag(e) 
genr chge=e-lag(e) 
genr chgel=lag(e,1)-lag(e, 2) 
genr chge2=lag(e,2)-lag(e, 3) 
genr chge3=lag(e,3)-lag(e,4) 
genr chge4=lag(e,4)-lag(e, 5) 
genr chge5=lag(e,5)-lag(e, 6) 
genr chge6=lag(e,6)-lag(e,7) 
genr chge7=lag(e,7)-lag(e, 8) 
genr chge8=lag(e,8)-lag(e, 9) 
genr chge9=lag(e,9)-lag(e, 10) 
genr chgelO = lag(e,10)-lag(e, 11) 
genr chgell=lag(e,11)-lag(e,12)
sample 2 75
ols chge le / noconstant resid=errl
arima errl / plotac plotpac nlag=12 nlagp=12
sample 3 75
ols chge le chgel / noconstant resid=errl 
arima errl / plotac plotpac nlag=12 nlagp=12
sample 4 75
ols chge le chgel chge2 / noconstant resid=errl 
arima errl / plotac plotpac nlag=12 nlagp=12
sample 5 75
ols chge le chgel chge2 chge3 / noconstant resid=errl 
arima errl / plotac plotpac nlag=12 nlagp=12
sample 6 75
ols chge le chgel chge2 chge3 chge4 / noconstant resid=errl 
arima errl / plotac plotpac nlag=12 nlagp=12
sample 7 75
ols chge le chgel chge2 chge3 chge4 chge5 / noconstant resid=errl 
arima errl / plotac plotpac nlag=12 nlagp=12
sample 8 75
ols chge le chgel chge2 chge3 chge4 chge5 chge6 / noconstant resid=errl 
arima errl / plotac plotpac nlag=12 nlagp=12
sample 9 75
ols chge le chgel chge2 chge3 chge4 chge5 chge6 chge7 / & 
noconstant resid=errl
arima errl / plotac plotpac nlag=12 nlagp=l2
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sample 10 75
ols chge le chgel chge2 chge3 chge4 chge5 chge6 chge7 chge8 / & 
noconstant resid=errl
arima errl / plotac plotpac nlag=12 nlagp=12 
sample 11 75
ols chge le chgel chge2 chge3 chge4 chge5 chge6 & 
chge7 chge8 chge9 / noconstant resid=errl 
arima errl / plotac plotpac nlag=l2 nlagp=12
sample 12 75
ols chge le chgel chge2 chge3 chge4 chge5 chge6 & 
chge7 chge8 chge9 chgelO / noconstant resid=errl 
arima errl / plotac plotpac nlag=12 nlagp=12
sample 13 75
ols chge le chgel chge2 chge3 chge4 chge5 chgeS & 
chge7 chge8 chge9 chgelO chgell / noconstant resid=errl 
arima errl / plotac plotpac nlag=12 nlagp=12
stop
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