This paper considers the problem of finding a perturbation matrix with the least spectral norm such that a matrix-valued function becomes singular, where the dependence of the function on the perturbation is allowed to be nonlinear. It is proved that such a problem can be approximated by a smooth unconstrained minimization problem with compact sublevel sets. A computational procedure proposed based on this result is demonstrated to be effective in both linear and nonlinear cases.
Introduction
Many control systems are subject to perturbations in terms of uncertain parameters. An important quantitative measure of stability robustness of a system against such perturbations is what is called the real or complex stability radius, depending on the nature of perturbations in concern. The computation of a stability radius is a subject which has attracted a lot of interest over recent decades, see e.g. [l, 2, 3, 4, 5 , 61 and references therein.
Given a stable matrix A , the general stability radius problem is to determine a real or complex perturbation matrix A with a minimum spectral norm such that the perturbed matrix A + S(A) becomes unstable, where S(A) is a mapping describing the structure of the perturbation. It is well known that the basic subproblem of this problem is to determine a perturbation matrix A with a minimum spectral norm such that A -j w + S ( A ) becomes singular at each given frequency w. This leads to the general linear algebra problem of determining a A with a minimum spectral norm such that R(A) becomes singular for a given mapping R(A).
Although the special case where R(A) is of the form I -A M has been successfully and completely treated recently by Qiu et al. in [5] , the problem has yet to be §Supported by RGC HKU 5441963.
solved in the general case, including such a simple case where R(A) is of the form I + GlAH1 + G2AH2. It should also be mentioned that a nonlinear R(A) naturally arises when the dependence of a system matrix on uncertain parameters is nonlinear.
Problem Formulation
Throughout this section, it is assumed that R(A) : RmxP H Pxn is a continuous mapping with
The problem to be considered in this paper can be precisely stated as follows: Problem P:
This problem is obviously very general as the mapping R(A) is allowed to take various forms. A typical linear form of R(A) could be the following
In the special case where R(A) = I -AM, the problem has been tackled in [5] by converting it into the problem of minimizing the second largest singular value of a certain matrix defined on the interval (0, 11. Specifically, it has been shown there that
where a 2 ( . ) denotes the second largest singular value.
A procedure has also been proposed for computing a worst real perturbation A after a minimum is found. It should be emphasized that there is no loss of generality in restricting A to be real in the above problem formulation. This is because a complex A can be represented by a real matrix of larger size formed by the real and imaginary parts of A. As such, Problem P is closely related to the general complex stability radius problem as well.
Quite obviously, Problem P is a nonsmooth and constrained minimization problem, which is generally difficult to solve. On the other hand, a global minimum for the problem does exist unless the set C is empty. Our main result to be presented below shows that Problem P can be arbitrarily approximated by a smooth and unconstrained minimization problem. The theorem is immediately concluded from (2.4),
From the above proof', we immediately conclude the following result, which says that an optimal solution to Problem P can be arbitrarily approximated by a global minimum point of Jk (A)i provided k is sufficiently large. NOW with A* denoting an optimal solution to Problem P and J i = min Jk (A), it is apparent that In this section, R(A) vdl be assumed to be smooth, which is usually the case in practical applications. This smoothness will be exploited to suggest an efficient procedure for solving Problem P, whose optimal solution set of critical points as t goes to infinity.
The cost function Jk(A) is nonincreasing along any solution A(t) to (3.3) and is strictly decreasing when A(0) is not a critical point of Jk(A).
These properties, which follow from the compactness of all the sublevel sets of Jk(A), suggest that a minimum of Jk(A) can be found by solving the ODE (3.3).
Whether the obtain minimum is local or global may depend on the choice of an initial condition for (3.3). However, the global minimum must result regardless of the choice of a starting point if there is no other minimum.
Certainly, the ODE (3.3) can be easily integrated using an appropriate numerical routine, e.g., in Matlab on a digital computer as only standard matrix operations are involved. In the meantime, analog computing has recently gained renewed interest in view of advances in neural networks which allow massively parallel processing. As a result, it has recently become increasingly acceptable to make use of ODES for solving various problems such as optimization and linear algebra problems, see e.g. [7, 81 and references therein.
We end this section by proposing the following general procedure for solving Problem P. The convergence of the algorithm is essentially guaranteed by Theorem 2.1.
Step 1 Choose an initial integer k and a point A0 E E%mxp.
Step 2 Seek a minimum point A of the cost function Jk(A) by finding a limiting solution to the ODE (3.3) with the initial condition A(0) = Ao.
Step As was indicated in [5], this case leads to the nonsmooth behavior of the cost function introduced there, which is defined to be the second largest singular vaule of an augmented matrix associated with M . Let us implement the algorithm proposed in the last section to find a worst real perturbation which makes R(A) singular. The details of the implementation are described as follows. We use a randomly generated matrix A0 as an initial condition for solving the ODE with IC = 50. Figure 1 depicts the norm of the solution A1 ( t ) to the ODE as t goes from 0 to 0.14. By using the final value A1(0.14) as an initial condition, we continue to solve the ODE with k = 100 to obtain the solution A,(t) on [0, 0.51. The norm IlA,(t)ll as a function o f t is depicted in Figure 2 . With A2(0.5) as a new starting point, the two solutions & ( t ) defined on [0, 0.0071 for k = 1000 and A4(t) on [0, 0.0031 for k = 3000 are obtained by repeating the same process. Figure 3 shows a concatenation of the two functions IlA,(t)ll and IlA4(t)ll on the combined interval [0, 0.011. The initial value A0 and the values of the four solutions at the end point of the respective intervals are given in Table 1 along with their norms as well as their corresponding determinants of R(A). As is seen, the last matrix in Table 1 is identical with the worst perturbation obtained in [5]. The total time taken to complete the whole simulation on an HP workstation is 12 seconds. 
