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Abstract. This paper considers the actor-critic contextual bandit for
the mobile health (mHealth) intervention. The state-of-the-art decision-
making methods in mHealth generally assume that the noise in the dy-
namic system follows the Gaussian distribution. Those methods use the
least-square-based algorithm to estimate the expected reward, which is
prone to the existence of outliers. To deal with the issue of outliers,
we propose a novel robust actor-critic contextual bandit method for
the mHealth intervention. In the critic updating, the capped-`2 norm is
used to measure the approximation error, which prevents outliers from
dominating our objective. A set of weights could be achieved from the
critic updating. Considering them gives a weighted objective for the ac-
tor updating. It provides the badly noised sample in the critic updating
with zero weights for the actor updating. As a result, the robustness of
both actor-critic updating is enhanced. There is a key parameter in the
capped-`2 norm. We provide a reliable method to properly set it by mak-
ing use of one of the most fundamental definitions of outliers in statistics.
Extensive experiment results demonstrate that our method can achieve
almost identical results compared with the state-of-the-art methods on
the dataset without outliers and dramatically outperform them on the
datasets noised by outliers.
1 Introduction
Nowadays, billions of people frequently use various kinds of smart devices, such
as smartphones and wearable activity sensors [13,14,26,25]. It is increasingly pop-
ular among the scientist community to make use of the state-of-the-art artificial
intelligence technology to leverage supercomputers and big data to facilicate
the prediction of healthcare tasks [21,29,20]. In this paper, we use the mobile
health (mHealth) technologies to collect and analyze real-time data from users.
Based on that, the goal of mHealth is to decide when, where, and how to deliver
the in-time intervention to best serve uses, helping them to lead healthier lives.
For example, the mHealth guides people how to reduce alcohol abuses, increase
physical activities and regain the control of eating disorders, obesity/weight man-
agement [13,14,9].
The tailoring of mHealth interventions is generally modeled as a sequential
decision-making (SDM) problem. The contextual bandit provides a paradigm
for the SDM [18,22,25,26]. In mHealth, the first contextual bandit [10] was pro-
posed in 2014. It is in an actor-critic setting and has an explicit parameterized
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2stochastic policy. Such setting has two advantages: (1) the actor-critic algorithm
has good properties of quick convergence with low variance [8]; (2) we could
understand the key features that contribute most to the policy by analyzing the
estimated parameters. This is important for the behavior scientists to design the
state (feature). Then, Dr. Lei [9] improved the method by emphasizing the ex-
plorations and introducing the stochasticity constraint on the policy coefficients.
Those two methods serve a good start for the mHealth. However, they assume
that there is no outlier in the data. They use the least-square-based algorithm
to learn the expected reward, which, however, is prone to the presence of out-
liers [24,27,23,19,5]. In practice, there are various kinds of complex noise in the
mHealth system. For example, the wearable devices are unable to accurately
record the states and rewards from users under various conditions. The mHealth
requires self-report to deliver effective interventions to device users. However,
some users are unwilling to report the self-report. They sometimes randomly fill
out the report to save time. We treat the various of complex noises in the system
as outliers. We want to get rid of the extreme observations.
In this paper, a novel robust actor-critic contextual bandit is proposed to
deal with the outlier issue in the mHealth system. The capped-`2 norm is used
in the estimation of the expected reward in the critic updating. As a result,
we obtain a set of weights. With them, we propose a weighted objective for
the actor updating, which gives the samples that are ineffective for the critic
updating zero weights. As a result, the robustness of both actor-critic updating
is greatly enhanced. There is a key parameter in the capped-`2 norm. We propose
a solid method to set it properly, which is based on a solid method to detect
outliers in statistics. With it, we can achieve the conflicting goal of enhancing the
robustness of our algorithm and obtaining almost same results compared with the
state-of-the-art method on the datasets without outliers. Extensive experiment
results show that in a variety of parameter settings our method obtains clear
gains compared with the state-of-the-art methods.
2 Preliminaries
The expected reward E (r | s, a) is a core concept in the contextual bandit to
evaluate the policy for the dynamic system. In case of large state or action spaces,
the parameterized approximation is widely accepted: E (r | s, a;w) = x (s, a)T w,
which is assumed to be in a low dimensional space, where w ∈ Ru is the unknown
coefficients and x (s, a) is the contextual feature for the state-action {s, a} pair.
The aim of the actor-critic algorithm is to learn an optimal policy to maximize
the reward for all the state-action pairs. The objective is piθ∗ = arg maxθ Ĵ(θ),
where Ĵ (θ) =
∑
s∈S d (s)
∑
a∈A piθ (a | s)E (r | s, a;w) is the average reward
over all the possible states & actions; d (s) is a reference distribution over
states. To make the actor updating a well-posed objective, various constraints
on θ are considered [10]. Specifically, the stochasticity constraint is introduced
to reduce the habituation and facilitate learning [9]. The stochasticity con-
straint specifies the probability of selecting both actions is at least p0 for more
3than 100 (1− α) % contexts: P [p0 ≤ piθ (a = 1 | st) ≤ 1− p0] ≥ 1 − α. Via the
Markov inequality, a relaxed and smoother stochasticity constraint is as follows
θᵀE [g (s)ᵀ g (s)] θ ≤ α {log [p0/ (1− p0)]}2 [9], leading to the objective Ĵ (θ) as
Ĵ (θ) =
∑
s∈S
d (s)
∑
a∈A
piθ (a | s)E (r | s, a;w)− λθᵀE [g (s) g (s)ᵀ] θ, (1)
where g (si) = g (si, 1)− g (si, 0); g (s, a) is the feature for the policy [9].
According to (1), we need the estimation of the expected reward to form
the objective. This process is called the critic updating [8]. Current methods
generally use the ridge regression to learn it. The objective is defined as follows
min
w
T∑
i=1
‖x (si, ai)ᵀw − ri‖22 + ζ ‖w‖22 . (2)
It has a closed-form solution: ŵ = (XXᵀ + ζIu)
−1
Xr, where X ∈ Ru×T is a
designed matrix with the i-th column as xi = x (si, ai); r = [r1, · · · , rT ]ᵀ ∈ RT
consists of all the immediate rewards. However similar to the existing least square
based algorithms, the objective is sensitive to the existence of outliers [16,15].
3 Robust Contextual Bandit with Capped-`2 norm
To boost the robustness of the actor-critic learning, the capped-`2 norm is used
to measure the approximation error:
min
w
O (w) =
M∑
i=1
min
{∥∥ri − xTi w∥∥22 , }+ ζ ‖w‖22 . (3)
By properly setting the value of , we can get rid of the outliers that distribute far
away from the majority of samples while keep the effective samples. Otherwise
when  is too large, there are outliers left in the data; while  is too small, lots
of effective samples will be removed, leading to unstable estimations.
It is important to properly set the value of . We propose an effective method
to set . It is derived from one of the most widely accepted outlier definitions
in the statistics community. When we use the boxplot to give a descriptive
illustration of the distribution of a dataset, the samples that are 1.5×IQR more
above the third quartile are treated as outliers. Thus, we set  as:
 = τ (q3 + 1.5× IQR) (4)
where IQR = q3 − q1 is the interquartile range; τ is a tuning parameter to give
us a flexible setting of , which is set to 1 by default.
43.1 Algorithm for the Critic Updating
Proposition 1. The critic objective (3) is equivalent to the following objective
min
w
∑
i
ui
∥∥ri − xTi w∥∥22 + ζ ‖w‖22 , (5)
where ui = 1{‖ri−xTi w‖22<} is dependent on the unknown variable w.
According to Proposition 1, we have a simplified objective for the critic up-
dating. However, it is still complex to minimize (5) since the weight term depends
on the unknown variable w. In this section, an iteratively re-weighted algorithm
is proposed for the optimization of (5) (cf. Algorithm 1). It assumes the weight
u is fixed when seeking for the optimal w and vice versa. When u is fixed, the
objective (5) is convex over w. We may get the solver by differentiating (5) and
setting the derivative to zero, leading to the following linear system
w(t) =
(
XU(t−1)Xᵀ + ζI
)−1
XU(t−1)r, (6)
where U(t−1) = diag
(
u(t−1)
)
is the weight at the (t− 1)-th iteration. Then we
update the weight term as u
(t)
i = 1
{‖ri−xTi w(t)‖22<} for i = 1, · · · , T .
3.2 Algorithm for the Actor Updating
Since the distribution of d (s) in the objective (1) is generally unavailable, we
consider the T -trial based objective as follows
Ĵ (θ) =
1
T
T∑
i=1
∑
a∈A
uipiθ (a | si)E (r | si, a;w)− λθᵀ
[
1
T
T∑
i=1
uig (si) g (si)
ᵀ
]
θ, (7)
where {ui}Ti=1 is the weighted term learned from the critic updating, cf. Section
(3.1). With the weight {ui}Ti=1, the outlier tuples that have large approxima-
tion errors are removed for the actor updating. As a result, the robustness is
boosted. The actor updating aims to maximizes the objective (7) over θ. We use
the Sequential Quadratic Programming (SQP) algorithm for the optimization.
Specially, the implementation of SQP with finite-difference approximation to the
gradient in fmincon is utilized in our algorithm (cf. Algorithm 1).
4 Experiments
4.1 Datasets
To evaluate the performance, we utilize a dataset from the mHealth study (called
HeartSteps) to approximate the generative model. The HeartSteps is a 42-day
mHealth study, resulting in 210 decision points per user. It aims to increase
5Algorithm 1 Robust actor-critic contextual bandit (RS-ACCB).
Input: ζ, λ, ,u = [1, · · · , 1] ∈ RT
1: Initialize the state s0 ∈ Rp and policy parameters.
2: repeat
3: /*Critic updating to estimate the expected reward E (r | s, a;w)*/
4: repeat
5: Update the parameter for the expected reward ŵ for via (6).
6: Update the weight term u according to the estimated ŵ.
7: until convergence
8: Actor updating to estimate the policy parameter θ̂ = arg maxθ Ĵ (θ), where Ĵ (θ)
is defined in (7).
9: until convergence
Output: the stochastic policy, i.e. piθ̂ (a | s).
the users’ daily activities (i.e. steps) by sending them positive interventions, for
example, suggesting them to go for a hike on the sunny weekend etc.
For each user, a trajectory of T =210 tuples of observationsD={(si, ai,ri)}Ti=1
are generated via the micro-randomized trials [14,13]. The initial state is drawn
from the Gaussian distribution S0 ∼ Np {0, Σ}, with the pre-defined covari-
ance matrix Σ ∈ Rp×p. The random policy provides a method to select actions.
∀t ≥ 0, at = 1 is chosen with a probability of 0.5, i.e. µ (1 | st) = 0.5 for all
states st. When t ≥ 1, the state and immediate reward are generated as
St,1 = β1St−1,1 + ξt,1,
St,2 = β2St−1,2 + β3At−1 + ξt,2, (8)
St,3 = β4St−1,3 + β5St−1,3At−1 + β6At−1 + ξt,3,
St,j = β7St−1,j + ξt,j , for j = 4, . . . , p
Rt = β14 × [β8 +At × (β9 + β10St,1 + β11St,2) + β12St,1 − β13St,3 + %t] , (9)
where β = {βi | i = 1, · · · , 14} is the main coefficient for the dynamic system. It
is set as β =[0.4,0.3,0.4,0.7,0.05,0.6, 0.25, 3,0.25,0.25,0.4,0.1,0.5,500]. {ξt,i}pi=1 ∼N (0, σ2s) is the Gaussian noise in the state (8) and %t ∼ N (0, σ2r) is the Gaussian
noise in the reward model (9).
To simulate the outliers in the trajectory, there are two processing steps:
(a) a fixed ratio (i.e. ψ = 4%) of tuples is randomly selected in each user’s
trajectory; (b) we add a large noise (ν times the average value in the trajectory)
to the states and rewards in the selected tuples. Additionally, the actions in
the selected tuples are randomly set to simulate the random failure of sending
interventions due to the weak mobile network.
4.2 Experiments Settings
In the experiment, there are three contextual bandit methods for comparison: (1)
Lin-UCB (linear upper confidence bound) is a famous contextual bandit method
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Fig. 1: Average reward of three contextual bandit methods. The left sub-table
shows the results when the trajectory is short, i.e. T = 42; the right one shows
the results when T = 100. RS-ACCB is our method. A larger value is better.
that achieves great successes in the Internet advertising [12,6,18]; (2) S-ACCB is
the stochasticity constrained actor-critic contextual bandit for the mHealth [9];
(3) RS-ACCB is the proposed Robust ACCB with the stochasticity constraint.
We use the the expected long-run average reward (ElrAR) [14] to evaluate
the estimated policies piθ̂n for n ∈ {1, · · · , N}. There are two processing steps to
obtain the ElrAR: (a) get the average reward ηpiθ̂n for the n-th user by averaging
the rewards over the last 4, 000 elements in a trajectory of 5, 000 tuples under
the policy piθ̂n ; (b) the ElrAR E [η
piθˆ ] is achieved by averaging the 50 ηpiθ̂ ’s.
There are N = 50 users’ MDPs used in the experiment. Each user has a
trajectory of T = 210 tuples. There are p = 3 variables in the state. The noises
in the MDP are set as σr = 3 and σs = 1 respectively. The parameterized policy
is assumed to be the Boltzmann distribution piθ (a | s) = exp[−θ
ᵀg(s,a)]∑
a′ exp[−θᵀg(s,a′)] [14],
where θ ∈ Rm is the unknown coefficients, g (s, a) = [asᵀ, a]ᵀ is the policy feature
and m = p+ 1. The feature vector for the estimation of expected rewards is set
as x (s, a) = [1, sᵀ, a, sᵀa]ᵀ ∈ Ru, where u = 2p + 2. The tuning parameters for
the actor-critic learning are set as ζ = λ = 0.001. The outlier ratio and strength
are set ψ = 4% and ν = 5 respectively. In our algorithm, τ is set as 1.
4.3 Results and Discussion
In this section, the experiments are carried out to verify the performance of three
contextual bandit methods from the following two aspects:
(S1) We change the ratio ψ of tuples that contain outliers from 0% to 9%. The
experiment results are displayed in the left sub-table in Table 1 and Fig. 1(a).
As we can see, when ψ = 0, there is zero percentage of outliers in the dataset.
Under such condition, our method achieves almost identical results compared
with the S-ACCB [9]. This results verify that though our method aims to the
robust learning, it is well adapted to the dataset without outliers. As ψ rises,
the performance of both Lin-UCB and S-ACCB drops obviously. While their
standard deviations increases dramatically. Compared with those two methods,
both the performance and the standard deviation of our method keep stable.
7Table 1: Average reward vs. ourlier ratio ψ (setting S1) and outlier strength ν
(setting S2) on the two sub-tables. The three methods are (a) Lin-UCB [12], (b)
S-ACCB [9] and (c) RS-ACCB (is our method). A larger value is better.
ψ
Average reward vs. outlier ratio ψ
ν
Average reward vs. outlier strength ν
Lin-UCB S-ACCB RS-ACCB Lin-UCB S-ACCB RS-ACCB
0% 1578.7±13.75 1578.3±12.70 1578.3±12.55 0 1578.7±13.75 1578.3±12.70 1578.3±12.55
1% 1462.5±40.24 1462.9±39.88 1578.4±12.61 2 1535.6±21.94 1527.7±30.71 1578.3±12.68
3% 1428.1±49.69 1429.5±45.79 1578.2±12.57 4 1431.7±44.13 1424.7±46.53 1578.2±12.65
5% 1391.0±49.42 1383.2±50.40 1578.6±12.66 6 1380.8±49.03 1377.2±48.83 1578.2±12.62
7% 1370.6±50.20 1365.0±49.02 1578.7±12.62 8 1359.8±49.76 1357.1±48.51 1578.2±12.63
9% 1358.9±48.43 1365.0±49.02 1578.7±12.62 10 1346.8±48.83 1344.9±46.94 1578.2±12.64
Avg 1431.6 1430.7 1578.5 Avg 1438.9 1435.0 1578.2
As a result, our method averagely improves the performance by 146.8 steps, i.e.
10.26%, compared with the best of state-of-the-art methods.
(S2) The strength of outliers ν ranges from 0 to 10 times of the average value
in the trajectory. The right sub-table in Table 1 and Fig. 1(b) summarize the
experiment results. As we shall see, when ν rises, the strength of outliers increases
gradually. We have the following observations from the experiment results: (1)
when there is no outlier in the trajectory, our method achieves similar results
compared with S-ACCB; (2) as ν rises, the performances of S-ACCB and Lin-
UCB decrease obviously and their standard deviations increase dramatically; (3)
as ν rises, both the performance of our method and the standard deviation keep
stable. Compared with the state-of-the-art methods, our method get clear gains
in a variety of parameter settings. Averagely, it improves the performance by
139.3 steps and 143.3 steps compared with Lin-UCB and S-ACCB respectively.
5 Conclusions and Future Directions
To alleviate the influence of outliers in the mHealth study, a robust actor-critic
contextual bandit method is proposed to form robust interventions. We use the
capped-`2 norm to boost the robustness for the critic updating, which results
in a set of weights. With them, we propose a weighted objective for the actor
updating. It gives the tuples that have large approximate errors zero weights,
enhancing the robustness against those tuples. Additionally, a solid method is
provided to properly set the thresholding parameter in the capped-`2 norm, i.e.,
. With it, we can achieve the conflicting goal of enhancing the robustness of the
actor-critic algorithm as well as obtaining almost identical results compared with
the state-of-the-art method on the datasets without outliers. Extensive experi-
ment results show that in a variety of parameter settings the proposed method
obtains significant improvements compared with the state-of-the-art contextual
bandit methods. In the future, we may explore the robust learning on the re-
inforcement learning method. It could be on both the discount reward setting
and the average reward setting [8,14]. Those two directions are much more chal-
lenging since it is not a general regression task to estimate the value function.
Besides, mining the cohesion information among users helps a lot to enrich the
data (or restrict the parameter space) [28,11,1,2,4,3].
8Appendix: the proof of Proposition 1
Proof. The objective of (3) is non-convex and non-differentiable [17,7]. We could
obtain its sub-gradient: ∂O (w) =
∑
i ∂min
{∥∥ri − xTi w∥∥22 , }+ 2ζw, where
∂min
{∥∥∥ri − xTi w∥∥∥2
2
, 
}
=

0, if
∥∥ri − xTi w∥∥22 > 
[−1, 0] ∂
(∥∥ri − xTi w∥∥22) if ri − xTi w = −√
[0, 1] ∂
(∥∥ri − xTi w∥∥22) if ri − xTi w = √
∂
(∥∥ri − xTi w∥∥22) if ∥∥ri − xTi w∥∥22 < 
. (10)
Letting ui = 1{‖ri−xTi w‖22<} for i ∈ {1, · · · , T} gives a simplified partial deriva-
tive of (3) that satisfies the sub-gradient (10). It is defined as
∂O (w) =
∑
i
ui∂
(∥∥ri − xTi w∥∥22)+ 2ζw,
which is equivalent to the partial derivative of the following objective
max
w
∑
i
ui
∥∥ri − xTi w∥∥22 + ζ ‖w‖22 . (11)
From the perspective of optimization, the objective (11) is equivalent to (3).
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