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ANOTACE 
Tato diplomová práce pojednává o přenosu multimédií po síti za pomoci 
komprimačních algoritmů užívaných v kodeku MPEG-4 part 10 a Real Time 
Protokolu (RTP). Čtenář zde bude seznámen se základními pojmy ohledně 
multimédií. Bude pojednáno o principech komprimačních technik pro audio i 
video a bude odůvodněna nutnost použití komprimace při přenosu 
multimediálních dat po síti.  Rovněž budou popsány principy a vlastnosti 
protokolu RTP, jež je pro stream audia a videa navržen. Budou vybrány vhodné 
kodeky (Theora pro video a Vorbis pro audio) pro implementaci dvou aplikací 
(server, klient), jež mají za úkol načíst surová data, zkomprimovat je pomocí 
kodeku Theora (Vorbis), přenést po síti v podobě RTP paketů, zachytit klientem a 
reprodukovat koncovému uživateli. Samozřejmostí je kompletní popis 
implementace obou aplikací napsaných v jazyce C/C++ a Java. Čtenáři by si měl 
z práce odnést základní přehled o celé problematice a načerpat zkušenosti s 
implementací, jež jsou zde shrnuty. 
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ABSTRACT 
The topic of the master thesis is about transmission of multimedia via network 
with help of compression’s algorithm used in codec MPEG-4 part 10 and Real 
Time Protocol (RTP). First part of this master thesis will be familiarization with 
basic terms about multimedia. It will be queried about techniques of compression 
axioms for audio and video, justification for necessary use of compression in 
transmitting multimedia via network. Also, here will be subscribed principles and 
properties of Real Time Protocol, which was designed for multimedia stream. 
From the start, competent codec for implementation of two applications (client, 
server) with read raw video and audio data, will choose the following : 
compression with help of codec Theora (Vorbis), transfer via network in RTP 
packets, decode and play at visual form for end user. Complete subscription of 
implementation for both applications written in programming languages C/C++ 
and Java, will be certain. The basic overview about this problematic experience 
with implementation, which were here concluded, are the reasons for reading this 
master thesis. 
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1 Úvod 
S masivním nástupem informačních technologií a telekomunikačních služeb přibývá den 
ode dne možností jejich využití. Řada oborů a odvětví, které byly dříve samostatné, pronikají 
do informačních technologií a více, či méně, se s nimi prolínají.  
Mezi obory, které pomalu „konvertují“ ze svých původních analogových podob patří i 
veškerá multimédia (audio, video). Věci, jako jsou například přenos videa a audia v reálném 
čase po IP síti, se z předchozí zdánlivě utopické představy stává pomaloučku realitou.  
Účelem této diplomové práce je, seznámit čtenáře s dnešními možnostmi přenosu 
multimédií v reálném čase po síti a navrhnout dvě aplikace (server, klient), jež budou schopny 
načíst video v „surové“ (MPEG-1) podobě, zkomprimovat serverem, přenést po sítí za 
pomoci Real Time Protokolu a následně přijmout klientem a přehrát uživateli ve vizuální 
podobě. 
I při dnešních rychlostech připojení k Internetu, je nutné datový tok multimedií před 
vlastním vysláním do sítě podstatně snížit, ale zároveň jejich kvalitu degradovat co nejméně.  
Čtenář bude nejprve seznámen se základními pojmy v oblasti multimédií. Princip 
komprimačních technik pro audio i zvuk a důvod jejich použití bude čtenáři podrobně popsán 
v teoretickém úvodu. Rovněž nechybí ani popis Real Time Protokolu, pomocí nějž jsou v 
dnešní době multimediální data obvykle přenášena. 
Následuje stanovení cílů (povinných i nepovinných) a zvolení vhodné metodiky návrhu 
obou aplikací.  
Nejdůležitějším krokem, před započetím práce na obou aplikacích, je volba 
komprimačního algoritmu (podobné úrovně, jakou je standard MPEG-4 part 10), na kterém 
budou aplikace založeny. Zvoleny budou kodeky Theora pro video a Vorbis pro audio. 
Je kontraproduktivní vymýšlet již jednou vymyšlené, tudíž nedílnou součástí této 
diplomové práce bylo poohlédnout se po hotových a rozpracovaných řešení, probrat všechna 
pro i proti a vybrat základní kameny, na kterých budou aplikace stavět. 
Dále je popsán postup implementace včetně tvorby zdrojového kódu a vývojových 
diagramů obou aplikací. 
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2 Úvod do multimédií – základní pojmy 
2.1 Úvod 
Pro začátek je dobré trochu seznámit čtenáře krátkým teoretickým úvodem. Následuje 
popis, jak se převádí analogová data do digitální podoby (jen okrajově), proč je nutné pro 
přenos použít komprimaci, kodéry, dekodéry a na jakých principech jsou založeny. Čtenář, 
který se v dané problematice dostatečně orientuje, může tuto kapitolu klidně vynechat, avšak 
neuškodí si zopakovat a ucelit základní znalosti o této problematice. 
2.2 Definice a historie 
Multimédia jsou jednou z mnoha oblastí informačních a komunikačních technologií, jež 
je charakteristická sloučením audiovizuálních (popřípadě jen audio či video) technických 
prostředků s počítači či dalšími zařízeními. Multimediální systém se označuje,  jako souhrn 
technických prostředků (např. osobní počítač, zvuková karta, grafická karta nebo videokarta, 
webová kamera, mechanika CD-ROM nebo DVD, příslušný obslužný software a další), který 
je vhodný pro interaktivní audiovizuální prezentaci. 
Od počátku 90. let minulého století se začalo používat označení multimediální aplikace 
nebo multimediální software, které využívaly kombinace textových, obrazových, zvukových 
či animovaných nebo filmových dat. V roce 1991 vydalo konsorcium pod vedením 
společnosti Microsoft specifikaci standardního multimediálního počítače (MPC). Ta byla v 
dalších letech několikrát aktualizována, dnes jsou prakticky všechny osobní počítače 
multimediální [1]. 
2.3 Převod analogového audio signálu na číslicová data a důvod 
použití kompresních technik 
2.3.1 Jak vzniká z analogového zvuku jeho digitální podoba? 
Slovo audio, je jen cizím výrazem (z latiny) pro české slovo zvuk, který je jen prostým 
fyzikálním chvěním vzduchu – vlněním. V našem případě s ním potřebujeme pracovat, proto 
jej musíme nejprve nasnímat, převézt z analogové formy do digitální, následně jej zpracovat a 
poté zpět převézt do analogové podoby a reprodukovat zpět uživateli (Obr. 2.1). 
V našem příkladě je snímač zastoupen mikrofonem, převod A/D zvukovou kartou v PC, 
která nevzorkuje (Obr. 2.2) analogový zvuk v celém (průměrnému jedinci) slyšitelném 
pásmu, převede jej do jedniček a nul, přičemž musí splnit podmínku Shannonova-
Nyquistova-Kotělnikovova teorému: 
„Přesná rekonstrukce spojitého, frekvenčně omezeného, signálu z jeho vzorků je možná 
tehdy, pokud byl vzorkován frekvencí alespoň dvakrát vyšší než je maximální frekvence 
rekonstruovaného signálu“ : 
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    [Hz, Hz]  (Rov. 2.1) 
Kde fsampl je vzorkovací frekvence a fmax je maximální frekvence analogového signálu. 
 
Obr. 2.1 Převod analogového audio signálu na digitální a zpět 
 
 
Obr. 2.2 Příklad vzorkování a 4-bitové kvantování  
analogového signálu pomocí PCM 
Z frekvenčního rozsahu zvuku vyplývá, že pokud chceme navzorkovat celé pásmo, musí 
být vzorkovací frekvence minimálně 40 kHz a zaručen dostatečný počet kvantovacích hladin, 
aby lidské ucho nepoznalo rozdíl. To odpovídá vzorkovací frekvenci obyčejného audio CD – 
44100 vzorků o velikosti 16 bitů za sekundu a to pro každý kanál [3].  
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2.3.2 Proč se ve většině případů pro přenos po síti používají kompresní 
techniky pro audio? 
Z předchozích úvah plyne, že pokud chceme zvuk převedený do digitální podoby v CD 
kvalitě (nekomprimovaný, mono), bude mít jedna minuta záznamu PCM (pulsně kódové 
modulace) velikost 5292 kB neboli datový tok 705,6 kbps (kilobitů za sekundu) pro jeden 
kanál. 
 
  [bps, Hz, - ]  (Rov. 2.2)
  
Pro přenos po Internetu je tok cca 1,5 Mbps (stereofonního audia při zachování CD 
kvality) příliš velkou hodnotou. Proto zde přichází na řadu různé komprimace, kodéry a 
dekodéry, s jejichž pomocí můžeme datový tok zmenšit na minimální úroveň při zachování 
požadované kvality, jak bude popsáno níže. 
2.4 Převod analogového video signálu na číslicová data a důvod 
použití kompresních technik 
2.4.1 Jak vzniká z analogového obrazu jeho digitální podoba? 
Na úvod příklad blokového diagramu snímání, zpracování a zobrazení digitálního obrazu 
(Obr. 2.3). Nejdůležitější bloky budou následně popsány. 
 
Obr. 2.3 Příklad snímání, zpracování a zobrazení digitálního obrazu 
Pro snímání obrazu se v dnešní době prakticky (vyjma profesionálních filmových ateliérů 
a zastaralých VHS videokamer) používají kamery, jejichž výstupem již je sekvence jedniček a 
nul. Ovšem vlastní snímač bývá stejně založen na analogovém bázi, ze které je hned převeden 
do číslicových dat. 
Nejčastěji se jako snímač používá CCD prvek (Charged Coupling Device – zařízení s 
vázanými náboji; levnější, méně profesionální; Obr. 2.4) nebo snímač CMOS 
(Complimentary Metal Oxide Semiconductor; dražší, ale má lepší citlivostní parametry; Obr. 
2.5 [6],[7]). 
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Obr. 2.4 Příklad blokového diagramu snímače založeném na CCD 
 
 
Obr. 2.5 Příklad Příklad blokového diagramu snímače založeném na CMOS 
Viditelný obraz jako takový je pouze „úzké“ spektrum vlnění o frekvenci v řádech 
10
15
 až 1016 Hz (přesněji 350 až 700 nm vlnové délky), které vidí naše oko jako světlo určité 
barvy [5]. 
V našem případě není až tak nutné porozumět do detailů principu převodu do digitální 
podoby. Důležité je uvědomit si, v jaká data ze snímače dostáváme. Pozornému čtenáři jistě 
neuniklo, že na předchozích obrázcích se oba typy snímačů skládají z červených, zelených a 
modrých (barevný prostor RGB) čtverečků (Bayerova struktura [7]). Ze snímače tedy 
dostáváme tři obrazy (červený, zelený a modrý obraz), díky nimž, pokud je dáme přesně na 
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sebe a do dostatečné vzdálenosti, dostáváme zpět obraz, ze kterého byly pořízeny (Obr. 2.6). 
Všechny nám viditelné barvy totiž se dají poskládat pouze s těchto tří barev. Mluvíme o 
barevném prostoru RGB. Ovšem existují i další barevné prostory, jimž bude věnována 
následující podkapitola. 
 
Obr. 2.6 Příklad obrazu rozloženého na složky RGB 
2.4.2 Barevné prostory 
 RGB 
RGB barevny model je založen na teorii Younga–Helmholtze, trojbarevného vidění, a na 
Maxwellově barevném trojúhelníku [8]. 
Hlavní vlastností modelu RGB je, že každá barva je aditivní způsob míchání barev neboli 
lineární kombinace třech základních barev modelu. Prostor má jako pozadí černou barvu, 
proto se používá hlavně v zobrazovacích jednotkách (monitor CRT, LCD display, data – 
projektor apod.), ale používají jej i snímače CCD a CMOS. Jde o míchání vyzařovaného 
světla, tudíž nepotřebuje vnější světlo (monitor zobrazuje i v naprosté tmě) na rozdíl např. od 
CMYK modelu.  
 
Obr. 2.7 Barevný model RGB (a CMYK)1 
 
                                                          
 
1
 Zdroj: http://www.fotografovani.cz/art/fozak_df/rom_1_05_colormodels.html  
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RGB má všechny tři barvy zastoupeny rovným dílem což je nevýhodou tohoto barevného 
modelu. Pokud chceme změnit jas obrazu, musíme přepočítat hodnoty všech barev. Tyto 
aspekty dělají RGB modelem nevhodným pro další zpracovávání. Zde přicházejí ke slovu jiné 
barevné prostory, na nějž se model RGB (Obr. 2.7) ve většině případů transformuje (ačkoliv 
před vlastním zobrazením je většinou transformován zpět do RGB). 
 YUV 
YUV není absolutní barevný model. Je to způsob kódování RGB informací. Přímé 
zobrazení barev závisí na aktuálním užití barev RGB v signálu. Proto je vyjádřená hodnota 
jako YUV jenom předpokládaná, použijeme-li obvyklé RGB vybarvení.  
YUV je barevný model používaný v televizním vysílání v normě PAL, HDTV ale 
především jako část color image pipeline2 (popřípadě video pipeline). Model k popisu barvy 
používá tříprvkový vektor [Y,U,V], kde Y je jasová složka a U a V jsou barevné složky. 
Barevné složky se používají v rozsahu od -0.5 do +0.5, jasová složka má rozsah od 0 do 1. 
Model využívá skutečnosti, že lidský zrakový systém HVS (Human Visual System) je odlišný 
od snímače kamery a má mnohem vyšší citlivost na  jas, než barvy a je více citlivý na zelenou 
barvu, než třeba na modrou. Nejvíce informací (jas) zde nese složka Y. Pro černobílý obraz, si 
tedy vystačíme pouze s jasovou složkou Y, což je velké plus tohoto modelu. 
Proto byl vytvořen model YUV, který byl prvotně určen hlavně pro přenos televizního 
signálu a dnes se používají modely podobné YUV převážně ke zpracovávání digitálního 
obrazu. Pro převod z RGB na YUV a zpět jsou definovány vztahy [9]: 
    [ - , - , - ]  (Rov. 2.3) 
         [ - , - , - ]  (Rov. 2.4)
  
 
Obr. 2.8 Příklad zobrazení originálu a složek Y, U, V 
 YCbCr 
Často se v literatuře a na Internetu mylně zaměňuje pravě s modelem YUV. Princip je 
dosti podobný YUV, pouze se jinak počítají barvonosné složky. V aplikacích pracující 
                                                          
 
2
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s přenášením nebo kompresí digitálních obrázků, či videa se k vyjádření barev nejčastěji 
používá barevný model YCbCr, který byl pro tyto účely přímo navržen [11] (v následujících 
rovnicích definujících převod YCbCr na RGB a zpět je rozsah složek RGB 0 až 255 včetně).  
 
          [ - , - , - ]     (Rov. 2.5) 
 
       [ - , - , - ]            (Rov. 2.6)
  
     [ - , - , - ]  (Rov. 2.7)
  
Lidské oko dokáže velice dobře rozlišit změnu ve světelnosti, ale už nedokáže rozlišit 
malé změny v barvonosných složkách. Při 50% ztrátě informací v chromizačních kanálech je 
změna celého obrázku nepostřehnutelná. Pokud bychom používali tuto metodu jako kompresi 
samostatně, tak bychom ušetřili až 50% informací na popis velmi podobně vypadajícího 
obrázku. Samotný model YCbCr není kompresí, pouze se pro ni poskytuje vhodné podmínky. 
To je důvod, proč se tak hojně používá v JPEG a MPEG standardech. 
2.4.3 Nejpoužívanější formáty digitálního videa 
Velké komerční společnosti, které se zabývají touto oblastí digitálního videa, volí buď 
formát, který je standardizován, nebo vyvinou vlastní, který přináší nové možnosti a ten se 
snaží ve světě prosadit. Nicméně dnes existuje několik formátů pro digitální video, jež se staly 
standardními a z důvodu kompatibility hojně používanými. 
 International Consultative Committee for Radio (CCIR) Rec. 601 
2 snímkové frekvence: 
50 Hz: 720x576 pixelů3 s 50 snímky za sekundu 
60 Hz: 720x480 pixelů s 60 snímky za sekundu 
Oba formáty zahrnují prokládání 2:1 a podvzorkování chrominančních složek 4:2:2 
(s možností 4:4:4). 
                                                          
 
3
 Pixel viz: http://en.wikipedia.org/wiki/Pixel  
128  0,071B -0,368G  - 0,439R Cr 
128  0,439B 0,291G  - 0,148R-  Cb
16  0,098B 0,504G   0,257RY
128  0,071B -0,368G  - 0,439R Cr 
128  0,439B 0,291G  - 0,148R-  Cb
16  0,098B 0,504G   0,257RY
128) - 2,017(Cb  16) - 1,164(Y  B
128) - 0,392(Cb- 128) -0,813(Cr  - 16) - 1,164(Y G 
128) -1,596(Cr   16) - 1,164(Y  R
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 Common Intermediate Format (CIF) 
Tento formát byl definován CCITT pro standard H.261 (pro telekonference a 
videotelefony). Neprokládané řádkování (progresivní), chrominanční podvzorkování 4:2:0, 
obnovovací frekvence do 25 snímků za sekundu. 
Několik formátů (velikostí): 
CIF: 352x288 pixelů 
SQCIF: 88x72 pixelů 
QCIF: 176x144 pixelů 
4CIF: 704x576 pixelů 
 Source Input Format (SIF) 
Používá se v MPEG jako kompromis s Rec. 601 
2 formáty (podobné k CIF): 
QSIF: 180x120 nebo 176x144 pixelů při 30 nebo 25 fps 
SIF: 360x240 nebo 352x288 pixelů při 30 nebo 25 fps 
Neprokládané (progresivní), chrominanční podvzorkování 4:2:0, SIF je odvozen z 
Rec. 601. 
 High Definition Television (HDTV) 
Užití v DVB, používá poměr stran 16:9 
1080x720 pixelů – progresivní řádkování (720p) 
1920x1080 pixelů – prokládané řádkování (1080i) 
2.4.4 Proč požívat techniky pro kompresi videa? 
Mějme ITU-R Rec. 601: 720x576 pixelů s 25 snímky za sekundu a uvažujme 16 bitů na 
jednu komponentu. 
Požadovaná bitová rychlost = 25 snímků za sekundu x 720 x 576 pixelů na jeden 
snímek x 16 bitů na jeden pixel = 166 Mbit/s (přes 20 MByte/s)  
=> 90 minutové video potřebuje přes 100 GB 
=> ADSL s 1,5Mbit/s (potřeba komprese 100:1) 
Stejná úvaha pro HDTV 1080i (prokládané řádkování): 
25x1920x1080x16 = cca 830 Mbit/s (cca 560 GByte/90 minut) 
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3 Komprese pro audio a video, aneb princip „kodeků“ 
3.1 Úvod 
Tato část nastíní principy technik využívaných pro kompresi, dekompresi, kódování a 
dekódování multimediálních dat.  
3.1.1 Co je to „kodek“? 
Kodek (složenina z počátečních slabik slov „kodér a dekodér“, respektive komprese a 
dekomprese – převzato z anglického codec analogického původu) je zařízení nebo počítačový 
program, který dokáže transformovat datový proud (stream) nebo signál. Kodeky ukládají 
data do zakódované formy (většinou za účelem přenosu, uchovávání nebo šifrování), ale 
častěji se používají naopak pro obnovení přesně nebo přibližně původní formy dat vhodné pro 
zobrazování, případně jinou manipulaci. Kodeky jsou základní součástí softwaru pro editaci 
(střih) multimediálních souborů (hudba, filmy) a často se používají pro videokonference a 
distribuci multimediálních dat v sítích (streamování)  [4]. 
3.2 Audio 
3.2.1 Psychoakustický model 
Ze studií psychoakustiky (fyziologické a psychologické faktory vnímání zvuku) vyplývá, 
že některé zvukové informace nedokáže většina populace vnímat a proto si je můžeme dovolit 
zanedbat  [12] (viz dále). 
 
Obr. 3.1 Blokové schéma enkodéru MPEG1 layer 34  
 
                                                          
 
4
 Zdroj: http://wiki.hydrogenaudio.org/index.php?title=MP3  
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3.2.2 Frekvenční limit 
Nejvyšší harmonická frekvence, kterou je schopen člověk slyšet záleží na intenzitě zvuku 
a věku člověka. Mladí lidé mohou slyšet až 20 kHz, zatímco hranice pro lidi okolo 60ti až 70ti 
let se snižuje až na 10 kHz. Mnoho reproduktorů zaručuje schopnost přehrát 15 kHz a více. 
V digitální nahrávce maximální limit 22,5 kHz a 24 kHz, což koresponduje se vzorkovací 
frekvencí 44,1 a 48 kHz. V souladu s výsledky psychoakustiky a Niquistovým kritériem, je 
tato vzorkovací frekvence zcela dostačující pro celé slyšitelné spektrum.  
3.2.3 Logaritmická křivka vnímání zvuku 
Logaritmováním poměru zvukového tlaku a tohoto stanoveného nejslabšího slyšitelného 
zvuku vznikne relativní (bezrozměrné) číslo, jehož jednotka je označena jako bel. Běžně se 
ovšem pracuje s desetkrát podrobnější jednotkou decibel. 
Hladina akustického tlaku Lp, který je snímán mikrofonem, se počítá podle následujícího 
vztahu  [13]: 
   [dB, Pa, Pa]  (Rov. 3.1) 
kde  
Vyplývá z něj, že lidský sluch má přibližně logaritmickou křivku vnímání tlaku – je tedy 
hodně dynamický. Pro názornost pár hodnot ze života (Tab.  3.1). 
Tab.  3.1  Přiklady intenzity zvuku v dB 
Sluchový vjem hodnota veličina 
Práh slyšitelnosti 0 dB 
Šum ve studiu 20 dB 
Tikot hodin  30 dB 
Šepot ze vzdálenosti 10 cm 50 dB 
Kytara ze vzdálenosti 40 cm 60 dB 
Higienická norma hluku 80 dB 
Saxofon ze vzdálenosti 40 cm 90 dB 
Hlasitý výkřik (práh bolesti) 130 dB 
Vzlet tryskáče 190 dB 
 
Při volbě kvantovacích hladin na intenzitě zvuku záleží. Obvyklé hodnoty jsou: 8 bitové 
vzorky – 42 dB, 16 bitové vzorky – 90 dB a 24 bitové vzorky pro 138 dB. Nejvíce používané 
jsou tedy 16 bitové, kde je rozumný kompromis mezi kvalitou a objemem dat. Pro aplikace, 
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Tento problém řeší „variabilní bitrate“ – v místech, jež jsou méně náročná na kvalitu, je 
použit nižní bitový tok, a v akusticky náročných pasážích je naopak použita vyšší bitrate, a 
záznam je v těch místech tedy kvalitnější. Problémem variabilního bitrate je skutečnost, že 
nemusí být podporován některými (především přenosnými) přehrávači. 
3.2.4 Joint stereo 
Skladby, které jsou zaznamenány stereo, mohou být zkomprimovány také tak, že 
vybereme taková frekvenční spektra, u nichž je stereozvuk (prostorový zvuk) jen velmi těžko 
(nebo vůbec) patrný. Tato spektra následně převedeme a zaznamenáme v mono zvuku. 
Zjednodušeně řečeno – takové pasáže, v nichž je stereo zbytečné, protože ho stejně neslyšíme, 
jednoduše zaznamenáme jako mono. Ve skutečnosti je problém trochu složitější a namísto 
dvou kanálů (levý L a pravý P) se používá jeden středový (M = L + P) a jeden okrajový (S = 
L – R)  [14]. 
3.2.5 Frekvenční a dočasné maskování 
Pokud jsou v audio nahrávce dva tóny o velmi podobné frekvenci, z nichž jeden má 
velkou amplitudu a druhý malou, přestává lidský sluch vnímat tu slabší (je „překřičen“ 
silnějším tónem. Nemá tedy smysl kódovat slabší tón, pokud je jeho intenzita příliš nízká. 
Říkáme tomu frekvenční maskování.  
Další možností snížit datový tok se jmenuje dočasné maskování. Pokud za hlasitý tón 
náhle skončí, náš sluch po určitou dobu nevnímá slabší tóny. Pokud tam nějaké jsou, můžeme 
je vypustit, aniž to zaznamenáme. 
 
Obr. 3.2 Průběh obnovení slyšitelnosti slabších intenzit zvuku 
3.2.6 Práh slyšitelnosti, rozdělení na subpásma 
Můžeme taky stanovit hranici, kdy má smysl zvuk zaznamenat a kdy jej můžeme 
„oříznout“. Ovšem lidský sluch vnímá různá pásma rozdílně, jak dokazují  Fletcher-
Munsonovy křivky (Obr. 3.3; červené křivky připadají průměrnému člověku „stejně“ hlasitě – 
mají stejně Phonů), závisí „hlasitost“ zvuku i na kmitočtu. 
Jak je z křivek patrné, nejvíce je sluchem vnímáno pásmo od 1 do 3 kHz, nejméně zase 
nízké kmitočty. Proto můžeme kmitočty rozdělit na subpásma (např. s hranicemi 0, 100, 200, 
300, 400, 510, 630, 770, 920, 1080, 1270, 1480, 1720, 2000, 2320, 2700, 3150, 3700, 4400, 
5300, 6400, 7700, 9500, 12000 a 15500), každé z nich komprimovat (pomocí bank filtrů) 
s jinačí ztrátovostí a u každého nastavit jiný práh slyšitelnosti. Například velmi špatně 
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slyšitelné nízké kmitočty s velkou kompresí a naopak nejcitlivější (1 až 3 kHz) s nejmenší – 
prostě tak, aby to neovlivnilo kvalitu signálu, ale datový tok se zmenšil. 
 
 
Obr. 3.3 Fletcher - Munsonovy křivky 
3.2.7 Snížení entropické redundance  
Entropická redundance – pravděpodobnost většího počtu výskytu některých kódovaných 
hodnot než jiných. Výhodné je kódovat často vyskytující se hodnoty kratšími kódovými slovy 
– kódování s proměnnou délkou slova (VLC – Variable Length Coding). Také posloupnost 
stejných hodnot lze zakódovat pomocí proudového kódování (RLE – Run Length Encoding). 
3.3 Video 
3.3.1 Psychovizuální redundance  
Jasové maskování – Weberův zákon, který říká, jakou změnu jasu dokážeme zaznamenat 
okem. V tomto případě konstanta K = 0.02 [42]. 
Znamená to, že pokud je imaginární intenzita např. 1000 luxů, dokážeme vnímat pouze 
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Frekvenční maskování  
Lidské oko je méně citlivé na vysoké frekvence, detaily jsou méně viditelné, než obrys 
Texturové maskování 
 
Obr. 3.4 Texturové maskování [42] 
Dočasné maskování  
Při náhlé změně scény se lidské oko adaptuje na novou scénu, určitý čas při adaptaci 
nejsou vnímány detaily 
Maskování barev – podvzorkování chrominačních složek 
Lidské oko není na chrominační složky stejně citlivé jako na jasové. Proto jsou tyto 
složky často podvzorkovány. Podvzorkování se značí poměrem tří čísel. 
 
Obr. 3.5 Podvzorkování chrominačních složek [42] 
 
3.3.2 Redukce prostorové (intraframe) redundance 
Prostorová redundance – autokorelace řádků posunutých o jeden pixel se blíží 1. Pro 
snížení prostorové redundance můžeme použít například prediktivní kódování. 
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Obr. 3.6 Prostorová redundance – autokorelace se blíží jedné [42] 
 V současnosti je pro redukci prostorové redundance nejvyužívanější diskrétní kosinová 
transformace (DCT - Discrete Cosine Transformation). Rozdělíme obraz na bloky 8x8 pelů 
(pel = pixel element) a na těch se provádí DCT transformace. Dostáváme matici koeficientů 
(prostorové spektrum transformované na kmitočtové), v které jsou nejdůležitější frekvenční 
složku bloku soustředěny do levého horního rohu. Po vynásobení kvantizační maticí 
vynulujeme nízké hodnoty. 
3.3.3 Redukce časové (interframe) redundance 
Časová (interframe) redundance – snímky po sobě jdoucí jsou si velice podobné (typická 
autokorelace 0,80 až 0,86) Časovou redundanci potlačuje mezisnímková predikce a odhad 
pohybu (vektorové snímky). 
 
Obr. 3.7 Časová redundance – autokorelace pro sousední snímek 0,80 až 0,86 [42] 
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Obr. 3.8 DCT kodér s mezisnímkovou predikcí 
Z obrázku plyne, že mezisnímková predikce je zaznamenána jako rozdíl současného 
snímku oproti předcházejícímu, jež byl převeden zpět na vstup. Výsledkem je predikční 
chyba. 
Kompenzace pohybu se provádí na blocích 16x16, kdy se zaznamená pouze vektor 
pohybu tohoto bloku, jelikož prostorová korelace pelů v tomto bloku je velká. Přenášením 
rámců s vektory pohybu dosáhneme výrazného snížení datového toku. 
 
Obr. 3.9 Predikce pohybu 
3.3.4 Snížení entropické redundance  
Stejný princip jako u audio dat (viz kapitola 3.2.7). Méně zastoupené symboly jsou 
kódovány větším počtem bitů. 




Původní kód Kód po 
kompresi 
A1 0,1 000 0000 
A2 0,2 001 01 
A2 0,5 010 1 
A4 0,05 011 0001 
A5 0,15 100 001 
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3.3.5 Postup při kódování obrazu  
1) Digitalizace složkových signálů z kamery se zvoleným kvantováním.  
2) Převod digitalizovaných složek R, G, B na přenosové signály – jasový Y a 
chrominanční U, V podle pravidel televizní kolorimetrie. Fyziologie barevného vidění 
dovoluje podvzorkování signálů U a V čímž je odstraněna irelevantní složka chrominanční 
informace, protože zrak vnímá nejjemnější barevné detaily černobíle a je také citlivější na jas 
než na barvu.  
3) Rozklad obrazu na bloky 8 x 8 obrazových prvků (pelů).  
4) Aplikace DCT. Výsledkem DCT je blok (-y) 8 x 8 koeficientů. Jejich velikost udává 
váhu odpovídající kosinové složky vůči bloku.  
5) Podělení koeficientů DCT kvantizační maticí – kvantování.  
6) Převedení kvantovaných DCT koeficientů na sériový bitový tok metodou „cik–cak“.  
7) Redukci entropie v podobě kódování VLC a RLE.  
 
Obr. 3.10 Základní schéma kodéru DCT 
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4 Způsoby šíření multimediálních dat po síti LAN a 
protokol RTP/RTCP 
4.1 Úvod 
V této části si rozebereme možnosti přenosu multimédií po lokální síti a přiblížíme 
protokol RTP/RTCP, který bude v implementaci naší aplikace využíván.  
4.2 Způsoby šíření multimediálních dat po síti LAN 
4.2.1 UDP protokol 
Pro přenos souborů se využívá zejména protokolů HTTP nebo FTP, které využívají 
rozhraní nižší ISO/OSI vrstvy s protokolem TCP. Ten je založen na komunikaci v sítích s 
nízkou přenosovou rychlostí a vysokou pravděpodobností chyb. Proto se u tohoto protokolu 
při oznámené chybě využívá opětovného poslání dat  [19].  
Naopak protokol UDP se již po prvním vyslání dat nestará o spolehlivost doručení (ta 
musí být ošetřena některým zpětným kanálem se signalizací). Tato vlastnost s ohledem na 
zpoždění je právě vyžadována řešeními služeb v reálném čase.  
Pakety (datagramy) UDP, jež bývají zapouzdřovány v protokolu IP nižší vrstvy ISO/OSI, 
mají velice jednoduché záhlaví (Obr. 4.1).  
 
Obr. 4.1 Datagram protokolu UDP 
Obsahuje čísla zdrojového a cílového portu. Protokol UDP má svou nezávislou sadu čísel 
portů. Pole délka dat obsahuje délku UDP datagramu (délku záhlaví + délku dat). Minimální 
délka je tedy 8 bajtů, tj. UDP datagram obsahující pouze záhlaví a žádná data.  
Zajímavé je, že pole kontrolní součet nemusí být povinně vyplněné. Výpočet kontrolního 
součtu je tak v protokolu UDP nepovinný. V minulosti bylo u některých počítačů zvykem 
výpočet kontrolního součtu vypínat. Důvodem bylo zrychlení odezvy počítače. Zejména u 
důležitých serverů je třeba vždy zkontrolovat, zdali je opravdu výpočet kontrolního součtu 
zapnut. Nejnebezpečnější je to v případě DNS serveru, protože kontrolní součet pak je počítán 
jen na linkové vrstvě, ale např. linkový protokol SLIP výpočet kontrolního součtu také 
nepočítá, takže i technická porucha může způsobit poškození aplikačních dat, aniž by měl 
příjemce šanci to zjistit [19].  
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Datagramy UDP lze posílat po síti několika způsoby: 
4.2.2 Broadcast  
Data jsou posílána všesměrově („one to many“). Vysílaný paket je přijímaný všemi uzly 
v sítí. Omezením je pouze tzv. Time To Live (TTL), kterým stanovíme počet „hopů“ v síti. 
Hodí se pro vysílání multimediálních dat na malé lokální síti. Nevýhoda tohoto vysílání je, 
když nějaké zařízení začne rozesílat zvýšené množství broadcastů, začne tím významně 
zatěžovat celou síť. Pokud přitom ještě udělá chybu a rozesílá broadcastový rámec s chybným 
obsahem, na který příjemce reaguje také broadcastem, vzniká okamžitě řetězová reakce, která 
prudce eskaluje a téměř okamžitě zahltí veškerou dostupnou kapacitu sítě, vzniká tzv. 
„broadcast storm“ [21]. 
 
Obr. 4.2 Vysílání typu Broadcast 
4.2.3 Unicast 
Paket je zasílán jedním zdrojem k jednomu příjemci. Provoz je směrován přes unikátní 
adresy. 
Je to převládající způsob přenosu v sítích LAN a uvnitř internetu. Všechny sítě LAN a IP 
sítě podporují unicastový přenos dat. Hodně routovacích protokolů stejně jako RIP (Routing 
Information Protocol) a OSPF (Open Shortest Path First) jsou navrženy, aby umožnili 
efektivní unicastové routování na internetu. 
Nevýhodou unicastu je omezení kapacity přenosové trasy při vysílání stejného obsahu 
mnoho příjemcům v jednom okamžiku. Narozdíl od multicastu kdy jsou data vyslána pouze 
jednou a zátěž je rozložena na jednotlivé uzly v síti se při unicastovém vysílání musí data 
vyslat tolikrát kolik je příjemců, což může vést k značnému zatížení přenosové cesty.  
Vzhledem k tomu, že unicast oproti multicastu kapacitu sítě nijak nešetří, je využíván 
především pro účel doručení placeného nebo profesionálního obsahu, nikoliv masového šíření 
živého videa.  
Výhoda unicastu spočívá především v kontrole diváka, který může díky protokolu RTP 
(Real-time Transport Protocol, viz níže) určit, odkud chce vyžádaný obsah přehrávat, aniž by 
bylo nutné stahovat celý obsah na lokální disk [22].  
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Obr. 4.3 Vysílání typu Unicast 
4.2.4 Multicast 
Multicast je způsob směrování IP paketů, který zajistí, že odeslaný paket ze zdroje bude 
doručen každému koncovému uzlu z dané cílové skupiny (Obr. 4.3). Této skupině se říká 
multicastová skupina.  
V rámci jedné multicastové skupiny je možné např. přijímat video vysílané do této 
skupiny streaming serverem. Pro příjem dat ze zdroje, musí být členem dané multicastové 
skupiny. Hlavní výhodou této technologie je odlehčení zátěže vysílajícího uzlu a přenosové 
soustavy, při vysílání pro mnoho příjemců. Zdroj tedy vysílá data pouze jednou a veškerá 
režie spojená s distribucí koncovým uzlům je ponechána na přenosové soustavě, v prostředí 
internetu na routerech (směrovačích). Jejich úkolem je aby zajistily přenos dat od zdroje k 
příjemcům, tedy aby vysílaná data poslaly po každém spoji pouze jednou a to jen tehdy, je-li 
daným směrem skutečně nějaký příjemce.  
Multicast je technologie, která je efektivní v situacích, kdy jeden vysílač distribuuje 
informaci mnoho příjemcům (stovky až tisíce) [23].  
Multicast v LAN 
Protokoly na druhé vrstvě síťové hierarchie (u nás nejrozšířenější ETHERNET) obsahují 
podporu multicastového vysílání v podobě speciálních MAC adres. Síťové karty koncových 
uzlů pak mohou podle svého okamžitého nastavení filtrovat pakety skupinového vysílání, 
které se pohybují v lokální síti, tedy pouze pakety, jež jsou předmětem momentálního zájmu 
dané stanice. Nedochází tak k zatěžování stanic lokální sítě, jichž se dané skupinové vysílání 
netýká [23].  
Multicast mezi sítěmi 
Při přenosu multicastu mezi sítěmi vstupují do hry směrovače. Jejich hlavním úkolem je 
získat informace o tom, které skupiny mají být vysílány do sítí, jež jsou ke směrovači 
bezprostředně připojeny. K tomuto účelu byl vyvinut speciální protokol IGMP (Internet 
Group Management Protocol). Díky tomuto protokolu směrovač pravidelně zjišťuje zájem 
stanic v připojených sítích o jednotlivé streamy multicastu. Směrovač vyšle do připojené sítě 
paket se speciální skupinovou adresou 224.0.0.1 a jednotlivé stanice odpovídají informací o 
adresách skupinového vysílání, o něž mají zájem. Odpovědi jsou taktéž zasílány na adresu 
224.0.0.1 a odposlouchávány ostatními stanicemi. Tím se zamezí duplicitnímu vysílání 
požadavků na stejnou skupinu. Programové vybavení koncové stanice tedy musí navíc 
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podporovat protokol IGMP. Směrovače tak pomocí protokolu IGMP sledují zájem o příjem 
konkrétních skupin ve svém bezprostředním okolí [23]. 
Směrovače musejí, kromě trvalého mapování svého bezprostředního okolí zajistit tok 
paketů multicastu i do vzdálených oblastí sítě a to pokud možno co nejefektivnějším 
způsobem. K tomu slouží tzv. směrovací protokoly. Jejich pomocí směrovače hledají nejkratší 
cestu od zdroje multicastu k momentálním zájemcům o příjem. Na rozdíl od klasického 
směrování přímého vysílání jde o proces velmi dynamický. Cesta od daného zdroje k danému 
cíli je totiž stálá. Naproti tomu zájemci o příjem daného multicastu mohou vznikat a zanikat 
trvale a tento proces průběžných změn musejí směrovací protokoly vhodně reflektovat. V 
současné době se nejvíce používají protokoly DVMRP (Distance Vector Multicast Routing 
Protocol) a dvě varianty protokolu PIM (Protocol Independent Multicast).  
 
 
Obr. 4.4 Vysílání typu Multicast 
4.2.5 Anycast 
Anycast je velmi podobný multicastu, protože i zde je více příjemců, nicméně zpráva se 
neduplikuje a je doručena pouze jednomu z nich (Obr. 4.4).  
Používá stejné principy jako unicastová komunikace. Princip implementace je takový, že 
anycastová IP adresa se propaguje do routovacího protokolu z více míst, to znamená, že více 
serverů (obvykle se stejnou funkcí) má jednu IP adresu a routovací informaci o dané IP adrese 
šíří do svého okolí. Pokud tedy klient pošle nějakou zprávu na onu IP adresu, zpráva je 
doručena serveru, který je z hlediska IP routingu nejblíže. Propagaci je možné provádět v 
rámci sítě jednoho ISP (Internet Service Provider tj. v rámci jeho autonomního systému - AS) 
v jeho interním routovacím protokolu, nebo je možné ji provádět i v celém internetu pomocí 
protokolu BGP. Výhody jsou, že způsob vysílání anycast rozkládá zátěž serverů, zkracuje 
cesty k serverům a snižuje odezvy.  
 
 - 26 - 
 
Obr. 4.5 Vysílání typu Anycast 
Avšak anycast není možné použít pro služby, které vytváří dlouhodobé relace, kvůli 
změnám v routingu může být totiž každý paket doručen jinému serveru. Naopak ideálním se 
pro anycast jeví DNS protokol. Protokol DNS je aplikační protokol využívající k transportu 
dat protokol UDP a TCP. K jednodušším dotazům, jako je překlad adres, se používá UDP. 
Pro odpovědi se používá UDP, ale pouze pokud je odpověď kratší než 512B. V opačném 
případě se použije pro přenos TCP [23].  
V naší aplikaci budeme používat pouze unicast.  
4.2.6 Real Time Protocol (RTP) 
Přenosový protokol v reálném čase RTP (Real-time Transport Protocol, RFC 3550) je 
protokol zajišťující podporu pro koncové multimediální přenosy v reálném čase. Nezaručuje 
doručení dat ani správné pořadí jednotlivých paketů, ale definuje jejich pořadová čísla, podle 
kterých mohou multimediální aplikace rozpoznat chybějící pakety. RTP protokol byl navržen 
jak pro individuální tak skupinové přenosy, pro jednosměrný i obousměrný přenos. Je tedy 
použitelný pro aplikace videokonference i pro IP telefonii. K multimediálnímu obsahu RTP 
připojuje záhlaví (Obr. 4.6), které obsahuje pořadové číslo paketu pro zjištění ztrát nebo 
duplicity paketů a označení typu obsahu, tj. informaci o formátu multimediálního souboru, jež 
tvoří obsah paketu.  
 
0                   1                   2                   3   
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
V=2 P X CC (4 b) M PT (8 b) sequence number (16 b) 
timestamp (32 b) 
synchrinization source (SSRC) identifier (32 b) 
contributing source (CSRC) identifiers (0-15 x 32 b) 
…  
Obr. 4.6 Hlavička paketu RTP 
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Kde: 
 V = Version (2 b) – Verze protokolu RTP (současná je 2). Číslo nula se používá 
pro speciální případy5. 
 P = Padding (1 b) – Vycpávka na konci payloadu. Používá se pro zarovnání bloku 
při enkryptaci pomocí blokových šifer. 
 E = Extension (1 b) – Indikuje rozšíření hlavičky. 
 CC = Contributing source count (4 b) – Pořadí CSRC. 
 M = Marker (1 b) – Označuje důležité pakety (hranice rámců apod.) 
 PT = Payload Type (8 b) – Kódové označení typu přenášených dat (kodeku) 
 Sequence Number (16 b) – Náhodné číslo (pro první paket), které je postupně 
inkrementováno, aby zdroj mohl rozpoznat pořadí každého paketu popř. detekovat 
jejich ztráty. 
 Time Stamp (32 b) – „Časové razítko“ streamu v paketu. V implementaci musí 
být počítáno i se zpožděním přenosu paketu. 
 SSRC = Synchronization Source (32 b) – Náhodné číslo udávající přesnou 
identifikaci zdroje. Ve všech paketech z jednoho zdroje je stejné, ale pro každou 
„relaci“ je jiné (při příjmu z více zdrojů lze poté paket správně přiřadit). 
 CSRC = Contributing Source (0-15 x 32 b) – pole, jež je používáno k indikaci 
zdrojů (odzadu) a jejich mixování. Mixování je použito ke kombinaci streamů 
před jejich přehrání koncovému uživateli. 
 
Kódování obsahu se může změnit, pokud se má přizpůsobit rozdílům v šířce pásma. Dále 
RTP pakety obsahují indikaci začátku a konce rámce, identifikaci zdroje a synchronizaci pro 
detekci různého kolísání zpoždění v rámci daného toku a pro potřebnou kompenzaci tohoto 
kolísání při vlastním přehrávání obrazů a zvuků [24]. 
4.2.7 Real Time Control Protocol (RTCP)  
Protokol RTP neposkytuje žádný mechanizmus na zajištění doručení, včasného doručení 
paketů, ani pro doručení paketů ve správném pořadí. Doručování paketů je monitorováno 
pomocí podpůrného řídicího protokolu RTCP (Obr. 4.7).  
Tyto dva protokoly jsou často brány dohromady a označovány jako RTP/RTCP. Řídicí 
protokol pro přenos v reálném čase spolupracuje s protokolem RTP. Používá periodické 
vysílání paketů od každého účastníka relace RTP všem ostatním účastníkům za účelem řízení 
výkonnosti a pro diagnostické účely. RTCP pomáhá RTP monitorovat doručení dat v 
                                                          
 
5
 Specifikace RTP: http://www.ietf.org/rfc/rfc3550.txt  
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rozsáhlých sítích se skupinovým vysíláním. Monitorování pomáhá příjemci detekovat ztrátu 
paketů a provést kompenzaci kolísání zpoždění v síti. RTCP používá UDP port o jedničku 
vyšší, než používá RTP. RTCP vytváří zpětnou vazbu mezi účastníky relace protokolu RTP, 
ve které periodicky probíhá výměna RTCP paketů. RTCP pakety obsahují informace, podle 
kterých může strana vysílající multimediální proud dynamicky měnit např. rychlost přenosu 
na základě požadavků strany přijímající. Protokol RTCP tak poskytuje služby řízení toku a 
kontroly zahlcení sítě [24]. 
 
Obr. 4.7 Architektura RTP/RTCP  [19] 
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5 Postup návrhu aplikací pro přenos multimediálních dat 
pomocí kompresních technik MPEG-4 a protokolu RTP 
 
V této části budou podrobně rozebrány počáteční úvahy návrhu obou aplikací. Budou 
ujasněny cíle, stanovena vhodná metodika návrhu a výběru základních kamenů, na kterých 
jsou obě aplikace založeny. 
5.1 Stanovit cíle a podmínky návrhu aplikace 
5.1.1 Co by měla aplikace dělat? 
Výsledkem návrhu a implantace by měly být dvě aplikace klient, server, jež dokážou 
„surová“6 multimediální data audio (WAV) a video (MPEG-2) zakódovat na straně serveru 
některým ze ztrátových kodeků pracujícím na principech komprimace MPEG-4, přenést jej po 
síti s relativně malým datovým tokem v podobě paketů RTP, následně na straně klienta 
dekódovat a přehrát uživateli. 
5.1.2 Jaké jsou podmínky pro implementaci (povinné, nepovinné)? 
Povinné 
 Využití kompresních technik MPEG4 – Podmínka použití vysoce ztrátových 
kodeků na bázi MPEG4 z důvodu možnosti následného použití na relativně 
nízkém přenosovém pásmu sítě (LAN, Internet) 
 RTP – Pro přenos paketů se streamem multimediálních dat způsobem unicast. 
Nepovinné 
 Dodržet specifikace – Pro některé části návrhu jsou již vytvořeny specifikace, 
proto je dobré je dodržet a tím umožnit další perspektivu vývoje. 
 Aplikace bude multiplatformní – Nejvhodnějším programovací jazykem pro 
splnění této podmínky bude pravděpodobně Java. 
 Audio + video – Aplikace by měla být schopna přenášet nejen video data, které 
jsou jako jedna z částí specifikace MPEG-4 [26], ale zároveň i audio stopu a to 
v přiměřené kvalitě odpovídající přenosovému pásmu. 
                                                          
 
6
 Slovem „surovina“ je zde myšlen formát videa MPEG-2, který je sice již (jistou technikou) zkomprimován, ale 
v dnešní době je drtivá většina „surových“ výstupů právě v tomto formátu. Opravdu „holými“ (bez komprimace) 
daty je myšlen například formát „YUV4MPEG“ (viz: http://wiki.multimedia.cx/index.php?title=YUV4MPEG2). 
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 RTCP + multicast – Pro přenos paketů se streamem multimediálních dat 
způsobem multicast s možností ovládání datového toku (play, stop, pause...). 
 Free licence – Tato nepovinná podmínka je velice užitečná pro následné použití 
aplikace. Licence samozřejmě nebude nikdy úplně „free“, ale přinejmenším by 
měla zaručovat bezplatné použití. 
Některé z nepovinných bodů se podařilo splnit, některé ovšem (hlavně z časových 
důvodů) čekají na budoucí implementaci. 
5.2 Postup návrhu 
Na začátku je nutné si vždy návrh dobře rozvrhnout. To významně ulehčí orientaci 
v celkovém postupu implementace. Nemá smysl hned psát na hotovo obě aplikace, které 
budou hned umět přenos, kompresi a dekompresi audio i video dat. Proto po prvních krocích 
vývoj rozdělím na tři kapitoly (server, klient) a každá z nich bude mít dvě sekce (video, 
audio).  
5.2.1 Výběr vhodného kodeku 
Podmínka pro aplikaci byla využít kódovacích technik podobných MPEG-4. Z toho je 
jasné, že není v lidských silách vymyslet během několika měsíců kodér a dekodér, jež by toto 
splňoval, vlastními silami. Na takovém vývoji se podílí mnoho programátorů i matematiků a 
vývoj takového „kodeku“, jež přichází s něčím novým, se počítá na měsíce až roky. A i kdyby 
se mi to podařilo, může vzniknout otázka ceny za použité licencované algoritmy. Prostě nemá 
smysl vymýšlet již jednou vymyšlené. 
Proto musíme vybírat z již existujících kodeků, kterých je více než dost, a zvolit nám 
nejpřijatelnější řešení (viz níže).  
5.2.2 Volba vhodných základních kamenů z existujících projektů 
Současně s výběrem enkodéru (respektive dekodéru) musím přemýšlet dopředu, zda již 
danou problematiku někdo neřešil. To mi ušetří spoustu času a práce při následném vývoji. 
Můžu řešení převzít a doplnit o požadované funkce.  
Existuje několik (více, či méně vhodných) projektů pro použití, jako základ aplikace 
(aplikací). Každou následující možnost jsem prozkoumal (popř. odzkoušel), stanovil pro a 
proti, a nakonec vybral a použil ty nejvhodnější komponenty. 
5.2.3 Implementace pro video data 
a) Realizace kodéru a dekodéru pro video stream 
 Začnu s implantací načtení souboru MPEG-2, který je standardním vstupem 
v mnoha aplikacích pro kompresi videa. Vytvořím pokusnou aplikaci, jejímž 
úkolem bude načíst data z MPEG-2 souboru, zakódovat je pomocí zvoleného 
kodeku a následně dekódovat a přehrát. To vše lokálně (v jedné aplikaci). 
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b) Implementace protokolu RTP  na komprimovaném streamu 
 Vytvoříme dvě pokusné aplikace klient server, jež budou schopny inicializovat 
sockety pro přenos předem zkomprimovaných video dat po síti, vyslat ze serveru 
v podobě paketu RTP, přijmout klientem a na jeho straně přehrát. 
c) Spojení přenosu a kódování (dekódování) videa do jedné klient server 
aplikace 
 Pomocí výše odladěných algoritmů vytvořím dvě aplikace, které budou mít za 
úkol načíst MPEG-2 soubor, zakódovat stream kodekem, vytvořit pakety RTP, 
inicializovat sockety RTP, odeslat pakety ze serveru, přijmout klientem, 
dekódovat pomocí kodeku, sestavit do streamu a přehrát. 
5.2.4 Implementace pro audio data 
a) Vstup a výstup PCM audio dat  
 Začnu s implantací načtení souboru WAV a jeho přehráním. 
b) Realizace kodéru a dekodéru pro audio stream 
 Vytvoříme pokusnou aplikaci, jejímž úkolem má být načíst data z WAV souboru, 
zakódovat je pomocí zvoleného kodeku a následně dekódovat a přehrát. To vše 
lokálně (v jedné aplikaci). 
c) Implementace protokolu RTP na komprimovaném streamu  
 Vytvořím dvě pokusné aplikace klient, server, jež budou schopny inicializovat 
sockety pro přenos předem komprimovaných audio dat po síti, vyslat ze serveru 
v podobě paketu RTP, přijmout klientem a na jeho straně přehrát. 
d) Spojení přenosu a kódování (dekódování) audia do jedné klient server 
aplikace 
 Pomocí výše odladěných algoritmů vytvoříme dvě aplikace, které budou mít za 
úkol načíst WAV soubor, zakódovat stream kodekem, vytvořit pakety RTP, 
inicializovat sockety RTP, odeslat pakety ze serveru, přijmout klientem, 
dekódovat pomocí kodeku, sestavit do streamu a přehrát. 
5.2.5 Kompletace audio a video vývojové větve 
Z časových důvodů jsem se k tomuto kroku vůbec nedostal. 
5.2.6 Vytvoření projektové dokumentace a návodu k použití aplikace 
Každý produkt musí také obsahovat projektovou dokumentaci a návod k použití, jinak by 
byla aplikace pro uživatele a pro vývojáře obtížně použitelná. Proto i tento poslední krok 
vývoje je dosti podstatný a neopomenutelný. 
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6 Výběr vhodného kodeku 
 
V této části rozeberu nejznámější kodeky pro audio a video. Poté shrnu všechna fakta a 
vyberu nejvhodnější pro implementaci aplikace typu server-klient na streamování videa 
po síti. Následně proberu několik možných cest k řešení a vyberu tu nejvhodnější. 
6.1 Přehled nejznámějších (nejpoužívanějších) audio a video 
kodeků a výběr pro implementaci nejvhodnějších 
6.1.1 Nejznámější ztrátové audio kodeky 




Pro naše účely, kdy potřebujeme co nejvyšší zachování kvality a přitom co nejnižší 
datový tok, připadají v úvahu pouze ty ze skupiny ztrátových. 
Tab.  6.1 Přehled nejpoužívanějších ztrátových kodeků 




(USD)   
Cena za 
dekodér 






1997 různá různá 
Proprietární: 
iTunes, Nero Digital 
Audio Otevřené: 








































1997 zdarma zdarma OSI: reference ? 
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Tab.  6.2 Kvalitativní vlastnosti audio kodeků 
Kodek   
Sample 
Rate   
Bit rate CBR VBR Stereo Mono Multichannell   
AAC 
8 kHz až 
192 kHz 
8 až 529 
kbit/s 
(stereo) 













8, 16, 24, 
32, 40, 48, 











3 až 1300 
kbit/s 
Ne Ano Ano Ano Ne 
Vorbis 
(Ogg) 
1 Hz až 
200 kHz 









variabilní Ano Ano Ano Ano 
Ano: do 8 kanálů 
(WMA 




6.1.2 Výběr vhodného audio kodeku 
Všechny výše uvedené audio kodeky pracují na podobném algoritmu. Nejvýkonnější je 
údajně komerční ACC. Mnohý čtenář by jistě zvolil MP3 (MPEG1 layer 3), ovšem ten je již 
dosti starý7, ve srovnání třeba s WMA nebo Vorbis nenabízí takové možnosti a není ani příliš 
kvalitní (slabinou MP3 je řečový signál) 
Jak je z předchozích tabulek patrné, jediným kvalitním audio kodekem, za který 
nemusíme platit (při vývoji enkodéru), je Vorbis (používán převážně v kontejneru OGG). 
Podle mnoha mínění je z výše zmíněných jeden z nejlepších [17], proto byl zvolen jako 
nejvhodnější. 
                                                          
 
7Počátky vzniku algoritmu, na kterém funguje formát známý pod názvem MP3, sahají do druhé poloviny 80. let 
20. století (více viz:  http://www.iis.fraunhofer.de/EN/bf/amm/mp3history/mp3history01.jsp) 
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6.1.3 Výběr nejvhodnějšího video kodeku 
Kodeků pro komprimaci videa podobných MPEG-4 je mnoho, v našem případě nám jde 
o takový, jež není zatížen patenty. 
Z níže uvedených je bezkonkurenčně nejvýkonnější algoritmus H.264, který byl pro 
stream po síti přímo vyvinut [18]. V úvahu tedy v našem případě přichází pouze kodek, za 
jehož použití (rozuměj vývoj aplikace s enkodérem) nemusíme platit. Tomu vyhovuje pouze 
Xvid, ale ten se pro svou náročnost nehodí8.  
Tab.  6.3 Přehled nejčastěji používaných video kodeků9 




Theora Xiph.org 2002 BSD-style není 
x264 x264 team 2003 GNU GPL H.264 













2006 Proprietární Blackbird 





2001 Proprietární Sorenson 3 
wmv Microsoft 1999 Proprietární wmv 




1992 Proprietární  ? 
 
Dobrou volbu bude tedy Theora kodek od nadace Xiph.org
10, který není sice 
nejvýkonnější, ale pro stream se hodí a je kvalitou komprese srovnatelný s DivX. Navíc je 
jeho použití zcela zdarma. Nad to se Theora běžně používá v mutliplatformním kontejneru 
OGG právě ve spojení s vynikajícím Vorbisem. 
                                                          
 
8
 O formátu Xvid je známo, že komprese z DVD trvá někdy i 2x déle, než je vlastní časová délka snímku. 
9
 Vyčerpávající informace viz: http://en.wikipedia.org/wiki/Comparison_of_video_codecs, 
http://en.wikipedia.org/wiki/Comparison_of_media_players  
10
 http://xiph.org/  
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7 Přehled použitelných projektů v jazyce JAVA a C++, 
které se přenosem streamu multimediálních dat zabývají 
 
Jak plyne z předchozí kapitoly, budou pro implementaci použity kodeky Theora (video) a 
Vorbis (audio). Nemá smysl „znovu vynalézat kolo“, proto je dobré se již při návrhu 
poohlédnout po rozpracovaných (či dokončených) projektech související s danou 
problematikou. Za těmito odkazy se skrývá mnoho hodin hledání a zkoušení, proto by mohly 
do budoucna (zájemcům o problematiku) ušetřit spoustu času a hledání. 
Následující odstavce jsou věnovány rozebrání některých hotových (popřípadě částečně 
dokončených) projektů, které se zabývají přehráváním, komprimací, dekomprimací, 
přehráváním a přenosem po síti. Všechny projekty jsou psány v programovacím jazyce Java 
nebo C/C++.  
7.1 Enkodéry + dekodéry videa 
 Java Media Framework API (Java) 
Nejznámější projekt v Javě pro multimédia od společnosti Sun.  [27] 
Klady 
Poskytuje kompletní API pro přehrávání, streamování, přenos RTP apod.  
Zápory 
Má velice slabou podporu enkodérů a dekodérů (pouze MPEG-2)11 
 IBM Toolkit for MPEG-4 (Java) 
Konkurence k JMF API. [28] 
Klady 
Podporuje MPEG4 kodér, multiplatformní 
Zápory 
Licence, nepodporuje Theoru 
 Jffmpeg (Java) 
Nadstavba k JMF. Je Java variantou velmi populární knihovny FFMPEG. [29] 
Klady 
Podporuje na 200 různých kodeků; licence 
                                                          
 
11
 Všechny JMF API podporované formáty (zde, jako by se zastavil čas…) viz: 
http://java.sun.com/javase/technologies/desktop/media/jmf/2.1.1/formats.html  
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Zápory 
Obálka FFMPEG (napsaný v C) pomocí JNI – je pomalejší; složitá instalace pro 
uživatele; málo dokumentace 
 Jvlc (Java) 
Java varianta pro veleúspěšný opensource projekt VLC. [30] 
Klady 
Umí úplně všechny známé kodeky (takřka); licence 
Zápory 
Je naroubovaný na jádro VLC12, které je napsané v jazyku C, takže vývoj vlastních 
algoritmů (například pro RTP paket Theory) je obtížnější; neumí RTP pro Theoru 
 gstreamer-java (Java)   
Java varianta Gstreameru (napsaný v C) [31] 
Klady 
Jeho varianta v C je základ pro mnoho Linuxových přehrávačů, licence 
Zápory 
Velice chabá dokumentace  
 FMJ (Java) 
Freedom Multimedia in Java [46]. Opensource konkurence k JMF. [32] 
Klady 
Od začátku psaný jen v Javě – není Java portem k FFMPEG; podporuje enkodér a 
dekodér Theora (Theora-java); dobrá dokumentace 
Zápory 
Nutnost instalace knihoven Vorbis a Theora do systému, neumí RTP pro Theoru 
 Theora – java (Java) 
Podprojekt projektu Freedom Multimedia in Java. Opensource konkurence k JMF. [32] 
  
                                                          
 
12
 Když jsem zkoušel rozjet Theora stream na VLC, tak jsem tvrdě narazil. Sice se na stránkách píše, že RTP 
stream Theora VLC podporuje (potřeboval jsem jej pro referenční zdroj RTP paketů), ale standardně kompilován 
v Theorou není. Po celkem náročné (spousta závislostí a linků na knihovny) kompilaci s příslušným conf 
souborem, kde byl tento parametr zahrnut, mi stejně VLC při pokusu o posílání RTP streamu videa v Theoře 
regulérně spadlo. Na platformě Windows jsem se o to ani nepokoušel. 
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Klady 
Není Java portem k FFMPEG (ale využívá C++ knihoven); podporuje enkodér a dekodér 
Theora (Theora-java); ucházející dokumentace 
Zápory 
Nutnost instalace předem zkompilovaných C++ (so, dll) knihoven Vorbis a Theora do 
systému, neumí RTP pro Theoru, využívá Java Native Access (API pro implementaci C++ 
knihoven) 
 Fluendo's port of Theora to Java (Java) 
Dříve opensource projekt JCraft se stal základem pro tuto aplikaci. [33] [34] Osobně jsem 
testoval tento projekt. Funguje, ale má šílené nároky na výkon (2 x jádro 1,7 GHz bylo málo). 
Nicméně stejně pro přenos streamu nepoužívá RTP protokol. 
Klady 
Enkodéry Vorbis a Theora psané v čisté Javě; stream Theory UDP 
Zápory 
Licence; neumí RTP stream videa; slabá dokumentace 
 Omnividea Fobs4JMF (Java) 
Wrapper (obálka) pro JMF se základem ve FFMPEG. Podobný, jako JFFMPEG. [35] 
Klady 
Opensource, snadný k použití – doplňuje JMF o další kodeky 
Zápory 
Pouze přehrávač (dekodér), primárně vyvíjen v C++ 
 Vorbis - java (Java) 
Java verze kodéru a dekodéru Vorbis pro audio od nadace Xiph.org. [37] Velice dobrá 
knihovna. Jen je škoda, že jsem nenašel žádný příklad dekodéru. Nicméně je to projekt stále 
„živý“ a na podpoře streamu za použití RTP v Javové verzi se pracuje. 
Klady 
Implementován celý Vorbis kodek v Javě; dokumentace včetně doporučení pro 
implementaci Vorbis RTP streamu; licence 
Zápory 
Javová verze neobsahuje implementaci RTP streamu 
 FFMPEG2THEORA (C++) 
Mini opensource aplikace pro převod MPEG-2 formátu do kontejneru souboru OGG 
(Theora + Vorbis) [43], založená na projektu FFmpeg. 
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Klady 
Určen pro příkazový řádek (hodí se pro Linux server bez X-serveru13); dostatek 
volitelných parametrů; flexibilita vstupu (možnost zdroj použít DVD, web kamery apod.); 
kompilovaný pro platformy Linux (32bit, 64bit), Macos X a Windows; není potřeba stahovat 
či instalovat dodatečné kodeky; velikost aplikace (cca 6 MB) 
Zápory 
Celý v C++; nepodporuje výstup do „pipe“14 
 
7.2 RTP/RTCP 
 Sun JMF – javax.media.rtp (Java) 
RTP a RTCP knihovna jako součást  JMF API. [36] 
Klady 
Velice snadná na použití; integrace v JMF 
Zápory 
Problém implementace vlastního RTP paketu pro Vorbis či Theoru (nepodporuje); 
nepodporuje moderní specifikace RTP 
 jlibrtp - a Java RTP Library (Java) 
Projekt Columbijské univerzity – knihovna RTP a RTCP [38]. Obsahuje celkem stručné 
API, které je jako celek použitelné do reálné aplikace. Po úpravách některých tříd jde na míru 
uzpůsobit potřebám programátora.  
Klady 
Pružnost použití; licence; dokumentace; podpora nových specifikací 
Zápory 
Nenašel jsem 
 xiph-rtp-0.1 (C) 
Projekt AVT Working Group [44][45] zabývající se přímo přenosem OGG souborů 
pomocí RTP. 
  
                                                          
 
13
 X windows (X server) viz: http://cs.wikipedia.org/wiki/X_Window_System  
14
 Pipeline viz: http://en.wikipedia.org/wiki/Pipeline_(Unix)  
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Klady 
Velice dobrá dokumentace [45], kde je přímo návrh specifikace pro tvorbu a přenos 
Theory a Vorbisu v podobě RTP paketů; opensource 
Zápory 
Pouze v jazyce C, absence protokolu RTCP 
 
7.3 Volba základních kamenů pro obě aplikace 
Původní záměr byl napsat alespoň aplikaci klienta v jazyce Java. Tudíž se nabízelo využít 
pro kompresi zvuku projekt Vorbis – java a pro dekompresi a přehrávání (zvuku a videa) 
projekt Theora-java (podprojekt FMJ). Bohužel zrozkotal tento plán už při implementaci 
receiveru RTP, jak bude popsáno níže.  
Nakonec jsem použil kombinaci projektů ffmpeg2theora (komprese audio + video), Xiph 
– rtp (posílání a příjem RTP paketů) a projekt Theora – java (dekodér + player). 
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8 Celková koncepce 
 
Na začátku popisu vlastní implementace je dobré seznámit čtenáře s celkovou koncepcí 
návrhu obou aplikací, aby bylo jasné, co kam patří, a co se od které části očekává. 
8.1 Původní koncepce 
Ve stejnojmenné semestrální práci jsem navrhl postup řešení, který ovšem (jak bude 
později podrobněji popsáno) se mi nepovedlo implementovat a splnit tím nepovinné kritérium 
multiplatformnosti. I přes tento neúspěch aplikace dřívějšího návrhu, nepřijdou poznatky, 
získané během psaní zmíněné semestrální práce, v niveč. Proto je vhodné se alespoň nastínit, 















































































Obr. 8.1 Původní koncept implementace (blokové schéma) 
Na blokovém schématu jsou všechny části jsou navrženy pouze v Javě. Výjimkou je 
nutnost předkompilace knihoven pro platformu Windows. Tento plán se rozplynul už při 
implementaci jedné z nejzákladnějších částí (receiveru), jak bude popsáno níže. 
8.2 Současná koncepce 
Celkové blokové schéma jsem musel kompletně předělat (Obr. 8.2). Skládá se ze dvou 
spustitelných jar souborů (theorasender.jar, theorareceiver.jar), jež se spouštějí s parametry 
(bude popsáno dále v textu). Celé schéma trošku připomíná „puzzle“. 
U každého bloku je krátký popis základních charakteristických údajů (jazyk 
implementace, vstupy, výstupy apod.). Změny spočívají především ve využití i C/C++ 
miniaplikací, nad kterými „vládne“ a zároveň které sdružuje dohromady obálka napsaná 
v jazyce Java. Využity byly i některé bloky z předchozího návrhu (konkrétně player).  
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Rovněž pozornému čtenáři jistě neuniklo, že některé aplikace jsou spouštěny (za pomoci 
Javy) z příkazového řádku. Třída, jež má tuto proceduru nestarost je schopna spouštět 
„externí“ aplikace z příkazové řádky a to na platformě Windows i Linux. Tato myšlenka 
vychází z filosofie Linuxu (dělat věci malé, ale dobře, a ty mezi sebou spojit v jednu větší 
aplikaci – „puzzle“). Zde tvoří shell (či cmd – příkazový řádek z Windows) jakési „rozhraní“ 





















































































Obr. 8.2 Současná koncepce návrhu (blokové schéma) 
 
Za „rozhraní“ se dají také považovat dočasné soubory ogg, jež jsou zde pouze pro pouze 
pro předávání dat mezi některými bloky. 
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Strategie „puzzle“ není rozhodně tradičním a tím zaručeně nejlepším přístupem k celému 
řešení. Tento postup má svoje nesporné přednosti, ovšem také svá nepopiratelná úskalí (jak 
bude osvětleno v dalších kapitolách).  
Výhoda současného návrhu, oproti původnímu, spočívá hlavně v serverové části, kde 
opravdu stačí zkopírovat jar soubor na příslušný server, spolu s přidruženými (na míru 
navrženými - theorartp) miniaplikacemi (ffmpeg2theora) a souborem mpg, do stejného 
adresáře. Tím je celková instalace serverové části hotova a připravena k použití. 
Druhou předností je „modulárnost“ tohoto návrhu. Pokud budeme chtít kostru návrhu 
zachovat, tak implementace a testování optimalizace je jistě jednodušší pro menší bloky, které 
mají definovaný určité vstupy a výstupy, než pro celou velkou aplikaci. Na druhou stranu si 
troufám tvrdit, že přepsat celou koncepci (případně ji vylepšit) do jednoho programovacího 
jazyka (po zkušenostech asi nejlepší volbou bude C/C++) může značně zefektivnit a zrychlit 
obě aplikace. 
V neposlední řadě jdou některé bloky (moduly) vyměnit za úplně jiné, které ovšem mají 
stejné vstupy a výstupy (například nový binární soubor enkodéru). Rovněž právě vstupy a 
výstupy ogg souborů, můžeme například přehrávat nejen mým minipřehrávačem napsaným 
v Javě, ale můžeme je spouštět v čemkoliv jiném, co umí reprodukovat jejich obsah. 
8.3 Vývojové prostředí 
Bývá dobrým zvykem uvést, jaké bylo vývojové prostředí implementace (počítačová 
sestava a software, na kterém byly obě aplikace vyvíjeny apod.): 
Hardware: Laptop HP Pavilion dv2058 (procesor Intel Centorino Duo - 32bit, 2 jádra; 
2 GB RAM, Nvidia Gforce Go 7200 - 128 MB) 
Software: OS Linux –Ubuntu 8.04 HH (LTS); Eclipse C++ (coplilator gcc) Europa 
(2008); knihovny libtheora.so (1.0), libvorbis.so (1.2.0), libogg (1.1.3), libSDL (1.2) 
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9 Server – Theorasender.jar 
 
Tato kapitola vysvětlí a pokusí se obhájit postup, který jsem zvolil pro implementaci 
serveru, jež má za úkol načíst soubor mpg a streamovat video pomocí RTP s co nejmenším 
zpožděním. 
V první podkapitole je probrán enkodér (ffmpeg2theora) a jeho vlastnosti, ve druhé 
sender (theorartp) vlastních RTP paketů a nakonec je popsán celý management, který se stará 
o synchronizaci (Theorasender.jar). 
9.1 Enkodér 
Jak mohl čtenář z úvodu pochopit, je klíčovým prvkem pro zmenšení datového toku 
enkodér. Jedná se o pravděpodobně nejsložitější součást celého návrhu. Dlouho jsem si lámal 
hlavu, jak tento problém vyřešit, protože bez enkodéru je jakýkoliv další postup jen plýtváním 
časem.  
V původním návrhu bylo zamýšleno použít projekt Theora-java (podprojekt FMJ [46]). 
Tento projekt je stále živý a údajně15 podporuje právě i enkodér. Využívá knihovny libtheora-
1.0alpha7; libogg-1.1.3; libvorbis-1.1.2 (so v Linuxu a dll ve Windows), které připojí jako 
interface v Javě přes balík jna.jar a tím zpřístupní C/C++ funkce z již zmiňovaných knihoven. 
Tímto způsobem autor projektu FMJ implementoval přehrávač ogg v Javě, bez použití 
techniky obálky projektu (jako tomu je u jffmpeg [29]), a zpřístupnil tím funkce z knihoven 
(jež jsou volně ke stažení na stránkách Xiph.org[39]). Tímto způsobem poté jen převzal 
zdrojový kód (player_example.c16) napsaný původně v jazyce C a přepsal je do Javy.  
Tento postup jsem zamýšlel aplikovat i na enkodér (původní koncept – Obr. 8.1), ovšem 
základní problém byl v přístupu k  funkcím manipulujícími s elementárními prvky souboru 
ogg, který jsem potřeboval předělat na strukturu, jakou má RTP stream Theory. Že tato cesta 
je slepá jsem zjistil, už když jsem se pokoušel pokusně dekódovat RTP stream pro player, 
proto bude detailně popsáno v kapitole  10.2. 
9.1.1 Ffmpeg2theora – charakteristika  
Uchýlil jsem se tedy k řešení (současná koncepce – Obr. 8.2) použít externí enkodér 
„ffmpeg2theora“, bez jakýchkoliv změn v binární podobě a s jeho pomocí v takřka reálném 
čase zkomprimovat (jako příkaz spuštěný managementem Theorasender.jar s parametry 
v Linux terminálu) mpg (MPEG-1) soubor do kontejneru ogg a ten následně uložit k dalšímu 
zpracování (posílání) upravenou miniaplikací theorartp. 
                                                          
 
15
 Viz: http://fmj-sf.net/roadmap.php  
16
 Odkaz na zdrojový kód player_example.c: https://trac.xiph.org/browser/experimental/derf/theora-
exp/examples?rev=11372  
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Myšlenka to nakonec rozhodně nebyla vůbec špatná, jelikož z tohoto postupu plyne 
několik výhod: 
1. Ffmpeg2theora [43] je projekt stále živý a v případě objevení se lepší verze (v 
současnosti je k dispozici verze 0.24) v binární podobě, stačí pouze nakopírovat 
do společného adresáře s Theorasender.jar a přejmenovat na „ffmpeg2theoraY“ 
(pro platformu Linux). Momentálně je na stránkách tohoto projektu i pokusná 
verze – Thusnelda17  (ovšem pouze pro platformu Windows), jež dává v obraze 
lepší výsledky18. 
2. Obsahuje spoustu nastavitelných parametrů19, z nichž některé jsou použity právě 
v mojí aplikaci: 
 -s (start encoding) – Od které sekundy se má začít komprese. 
 -e (end encoding) – U které sekundy se má ukončit komprese. 
 --speedlevel – Kvalita vs. rychlost komprese. Tento parametr značně 
ovlivňuje rychlost komprese a její kvalitu (0 je nejlepší kvalita, ale 
nejpomalejší, 2 je zase naopak nejrychlejší, ale v nejhorší kvalitě). 
 -o (output file) – Výstupní soubor (při neuvedení ukládá do out.ogg). 
3. Umožňuje pipe20, a tím se lze napojit na výstup třeba z jiné aplikace21 (dvgrab, 
icecast server). 
4. Podporuje i jiná zařízení (web kamera22) nebo dokáže načítat přímo ze souboru 
vob na DVD. 
5. Na stránkách projektu (ffmpeg2theora) je link na zdrojové kódy v jazyce C++ 
(dosti obsáhlé – cca 1500 řádků má jen hlavní zdrojový soubor). Díky tomu 
můžeme v pozdější optimalizaci sloučit enkodér (ffmpeg2theora) a sender 
(theorartp) do jedné aplikace, která vůbec nebude potřebovat management od 
Theorasender.jar ani ukládat a následně číst dočasné soubory ogg. Troufám si 
tvrdit, že po tomto kroku by se celá komprese (+streaming) značně urychlila a 
stoupl by rapidně i výkon serveru. Zde tedy dříme veliký potenciál pro 
optimalizaci. 
 
                                                          
 
17
 Viz: http://theora.org/faq/#31 
18
 Viz: http://web.mit.edu/xiphmont/Public/theora/demo5.html  
19
 Všechny dostupné parametry je možné v Linuxu zobrazit příkazem (po instalaci): ffmpeg2theora --help 
20
 Viz: http://en.wikipedia.org/wiki/Pipeline_(Unix)  
21
 Viz: http://v2v.cc/~j/ffmpeg2theora/examples.html  
22
 Např: /dev/video0 
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Nebylo by správné zatajit i nevýhody tohoto řešení: 
1. Významná část výkonu se vynakládá na „repacking“ do kontejneru ogg, následně 
jeho uložení a znovu načtení druhou miniaplikací theorartp. 
2. Ffmpeg2theora je současně ve verzi 0.24 (není dokončena23) a obsahuje „bugy“24, 
proto se každá změna v příkazu, který generuje Theorasender.jar (popsáno níže), 
musí důkladně otestovat. 
3. Ffmpeg2theora nedodržuje přesně specifikaci kontejneru ogg. V načítaných 
datech v theorartp je jako první zvuk a potom video. Správně by tomu mělo být 
naopak. Některé přehrávače si s tímto faktem poradí (Realplayer, Helixplayer, 
VLC, můj minipřehrávač v Javě PlayerV + PlayerA) a některým to činí potíže 
(Totem – defaultní přehrávač v Ubuntu) 
9.1.2 Testování modulu ffmpeg2theora 
Na začátku jsem modul enkodéru testoval, abych trošku získal přehled, s jakými 
parametry bude nejlepší komprimaci provádět (výsledky jsou na přiloženém CD)25: 
 Nejlepší kvalita z DVD26 "S čerty nejsou žerty" (720x576, 25fps, 5.1 audio -
192kbps): 
Příkaz: 
ffmpeg2theora -s 2515 -e 2575 -o cert00.ogv -c 6 --speedlevel 0 
/media/cdrom0/VIDEO_TS/VTS_01_2.VOB 
-  původní velikost (60 sec) na DVD: 40,53 MB 
=> délka 60 sec trvala 320 sec, velikost ogv27 souboru cert00.ogv 22,1 MB => 
5,3333 x pomalejší 
 Nejhorší přijatelná kvalita z DVD "S čerty nejsou žerty" (320x240, 20fps, 5.1 
audio -192kbps): 
 
                                                          
 
23
 V opensource (ale i v jiných) projektech bývá dobrým zvykem, že první stabilní (konkurence schopná) verze 
je minimálně verze 1.0 a výše. Jakákoliv nižší verze je proto označována za experimentální, byť třeba dobře plní 
svou funkci. 
24
 Pojem „bug“ je blíže vysvětlen: http://en.wikipedia.org/wiki/Software_bug  
25
 Za předpokladu, že máme aplikaci ffmpeg2theora nainstalovánu: http://v2v.cc/~j/ffmpeg2theora/install.html  
26
 Fakt, že je video na DVD rozděleno na několik vob souborů nemělo na funkci vliv. Čas se bere od začátku 
filmu. 
27
 Soubor s příponou ogv je pouze přejmenovaným souborem ogg. VLC přehrávač s touto asociací obvykle nemá 
problém (ani pod platformou Windows) a normálně jej přehraje, jako by se jednalo o ogg 
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Příkaz: 
ffmpeg2theora -o cert01.ogv -x 320 -y 240 -c 6 -A 192 -F 20 
/media/cdrom0/VIDEO_TS/VTS_01_2.VOB -s 2515 -e 2575 
-  původní velikost (60 sec) na DVD: 40,53 MB 
=> délka 60 sec trvala 91 sec, velikost ogv souboru cert01.ogv 5,6 MB => 1,5 x 
pomalejší 
 Nepřijatelná kvalita z DVD "S čerty nejsou žerty" (320x240, 10fps, 5.1 audio -
192kbps): 
Příkaz: 
ffmpeg2theora -o cert02.ogv -x 320 -y 240 -c 6 -A 192 -F 10 
/media/cdrom0/VIDEO_TS/VTS_01_2.VOB -s 2515 -e 2575 
-  původní velikost (60 sec) na DVD: 40,53 MB 
=> délka 60 sec trvala 70 sec, velikost ogv souboru cert02.ogv 3,9 MB => 
1,16666 x pomalejší 
 Nepřijatelná kvalita z DVD "S čerty nejsou žerty" (280x210, 10fps, 5.1 audio -
192kbps): 
Příkaz: 
ffmpeg2theora -o cert03.ogv -x 280 -y 210 -c 6 -A 192 -F 10 
/media/cdrom0/VIDEO_TS/VTS_01_2.VOB -s 2515 -e 2575 
-  původní velikost (60 sec) na DVD: 40,53 MB 
=> délka 60 sec trvala 65 sec, velikost ogv souboru cert03.ogv 3,6 MB => 
1,083333 x pomalejší 
 Nejrychlejší komprese a přijatelná kvalita z DVD "S čerty nejsou žerty" 
(720x576, 25fps, 5.1 audio -192kbps): 
Příkaz: 
ffmpeg2theora -o cert04.ogv --speedlevel 2 -c 6 -A 192 
/media/cdrom0/VIDEO_TS/VTS_01_2.VOB -s 2405 -e 2465 
- původní velikost (60sec)na DVD: 40,53 MB 
=> délka 60 sec trvala 93 sec, velikost ogv souboru cert04.ogv 24,9 MB => 1,55 x 
pomalejší 
 Výstup z kamery Logitech Quickcam Express: 
Příkaz: 
ffmpeg2theora /dev/video1 -f video4linux --inputfps 3 -x 352 -y 288 -
o kamera2.ogv 
- při zvýšení parametru --inputfps (input frames per second) byl zde 
problém s výsledným souborem, který byl sice správně (všechny snímky byly 
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v ogg souboru obsaženy), ale přehrával se zrychleně (5 x až 10 x rychleji) – 
možná se jedná o další „bug“ 
 Možnost přesněrovat pipe na standartní výstup a zrovna posílat RTP: 
Příkaz: 
ffmpeg2theora ~/workspace/Theora-java01/beauty.mpg -o /dev/stdout | 
./theorartp -i 127.0.0.1 /dev/stdin 
-  značně zatěžuje procesor (pro testování jsem použil skript server.sh, který 
v první fázi vývoje simuloval server – přiložen na CD) 
9.1.3 Aplikování modulu ffmpeg2theora do Theorasender.jar 
Z výše uvedených výsledků plyne, že pro komprimaci DVD v reálném čase je bez 
optimalizace nemožné dosáhnout Z výše uvedených výsledků plyne, že pro komprimaci DVD 
v reálném čase je bez optimalizace nemožné dosáhnout přijatelné kvality. Proto jsem další 
testy na výsledných aplikacích nedělal a pro testování jsem použil jako referenční vzorek mpg 
soubor volně stažitelný z Internetu: 
Název:  beauty.mpg 
 Video 
Rozlišení:  320 x 240 pixelů 
Kodek:  MPEG-1 video 
Snímků:  24 fps (frames per second)  
Bitová rychlost: N/A (neznámá) 
 Audio 
Kodek:  MPEG-1 audio, Layer 2 
Kanály:  stereo 
Vzork. frekv: 44100 Hz 
Bitová rychlost: 128 kbps (kilobits per second) 
Tento soubor za pomocí managementu Theorasender.jar komprimuji po pěti sekundách a 
ukládám střídavě do souboru _send0.ogg a _send1.ogg jakoby s tímto příkazem (pro prvních 
pět sekund): 
Příkaz: 
ffmpeg2theora –s 0 –e 5 –-speedlevel 2 –o _send0.ogg 
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9.2 Sender 
9.2.1 Původní build theorartp 
Data máme zkomprimovaná, teď přichází na řadu tvorba paketů RTP a jejich posílání. 
Tento úkol jsem řešil podobně jako enkodér. Projekt, na kterém jsem stavěl se jmenuje 
theorartp a jeho zdrojové kódy jsou volně k dispozici [44]. S tím rozdílem, že aplikace 
musela být dosti upravena.  
Zde je jedna obrovská výhoda. Projekt totiž dodržuje doporučenou specifikaci [45] pro 
RTP pakety Theory. Možná je to tím, že tvůrci specifikace jsou zároveň autory zdrojových 
kódů. Nicméně je tento standart všeobecně uznávaný a většina projektů věnujících se RTP 
streamu Theory se na něj odkazuje. 
Zdroje obsahují rovněž Makefile, takže import do vývojového prostředí (Eclipse C/C++ 
v mém případě) je celkem snadná záležitost. Po kompilaci máme binární soubor theorartp, 
který spustíme28: 
Příkaz: 
./theorartp -i 127.0.0.1 /home/puba/DIPLOMKA/eclipse/xiph-rtp-
0.1/apollo.ogg 
Nebo ten stejný příkaz (za předpokladu, že binární soubor je ve stejném adresáři, jako 
vzorek pro posílání apollo.ogg29): 
Příkaz: 
./theorartp -i 127.0.0.1 apollo.ogg 
Tím se začne posílat Theora RTP stream (pouze video!) na adresu 127.0.0.1 a port 4044 
s TTL 1 (číslo portu a TimeToLive je možno ovlivnit nepovinnými parametry -p a -t ). 
9.2.2 Upravený build theorartp 
Soubory ogg z internetu, jež jsem měl k dispozici30 (apollo.ogg) šly poslat aplikací bez 
jakýchkoliv úprav.  
Soubory, které produkuje ffmpeg2theora ovšem nedodržují specifikaci kontejneru ogg 
(jak bylo nastíněno v kapitole 9.1.2) a aplikací theorartp jsou označeny jako „no Theora video 
stream“.  
Dlouhou dobu jsem si lámal hlavu, „kde je ten zakopaný pes“.  Přišel jsem na to, že při 
načítání dat ze souboru mají jako první v pořadí audio a potom teprve video, kdežto u ogg 
souborů, které normálně fungovaly a šly posílat (zkomprimovaných například pomocí 
                                                          
 
28
 Linux je tzv. Case Sensitive =>  musíme dodržet malá a velká písmena! 
29
 Soubor apollo.ogg: http://fmj.larsontechnologies.com/samplemedia/Apollo_15_liftoff_from_inside_LM.ogg 
30
 Vzorky multimediálních souborů: http://fmj.larsontechnologies.com/fmj/media_library.php 
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FFMPEG) je tomu přesně naopak. Prostě theorartp nejdříve načetla data z audia (hlavičky 
Vorbisu) a ty vyhodnotila jako nevyhovující a ukončila celkový běh aplikace. 
Proto jsem musel provést dodatečné úpravy (samozřejmě to vyžadovalo celý kód nejprve 
pochopit). Takto upravená aplikace posílá už oba typy souborů (jak „originální“ ogg, tak ogg 
získané od modulu ffmpeg2theora). Pro signalizaci počátku vysílání posílám ze serveru 
synchronizační řetězec na portu 4048 v podobě UDP datagramu. 
Výsledek je ve zkrácené (celý zdrojový kód má cca 500 řádků + hlavičkové soubory) 
podobě popsán pomocí vývojového diagramu (Obr. 9.1). 
START:
./theorartp -i 127.0.0.1 _send0.ogv
Načtení a kontrola vstupních argumentů 
(parametrů)
Inicializace struktur a proměnných
Inicializace RTP socketu
Příprava bufferu + načtení prvních dat 
do něj ze souboru OGG
Inicializace TheoraComment a
TheoraInit struktur
while(načti další data 
z bufferu > 0)
Zkus dekódovat hlavičku 
Theory z OGG a nahraj ji
do TEMP struktury
hlavičky
If (je hlavička 
prázdná?)Vymaž hlavičku yes











Zkopíruj zbývající části 








Pokus se stáhnout data z OGG bitstreamu
If (podařilo se 
stáhnout data?)
Dekóduj je, přidej 
timestamp++,







If (naplnění bufferu > 0)
no
no
Konec souboru = 1
no yes
Konec souboru = 0





Obr. 9.1 theorartp (vývojový diagram) 
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9.2.3 Theora RTP pakety 
Nejprve se načte buffer (defaultně o velikosti 4096 bajtů). V tomto bufferu se hledá první 
výskyt hlavičky kodeku Theory z ogg souboru. Pokud se nejedná o hlavičku Theory, provede 
se break a takto se postupuje, dokud není dekódování hlavičky úspěšné, nebo dokud není 
buffer vyčerpán. 
Pokud byla nalezena správná hlavička odpovídající kodeku Theora v bufferu, jsou z něj 
načtena další data a provede se dekódování u dalších dvou části ogg (jdou dekódovat, pouze 
pokud je hlavička v načtených datech opravdu správná – obě další části navazují na tu první). 
Pokud není hlavička, nebo se nepodaří dekódovat její zbylé dvě části, aplikace se ukončí 
s chybou. 
Pokud bylo sestavení hlavičkových (informačních) paketů úspěšné, (Theora Packed 
Configuration a Legacy Theora Comment) odešlou se. 
 
0                   1                   2                   3   
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
V=2 P X CC M PT xxx 
xxx 
synchrinization source (SSRC) identifier 
contributing source (CSRC) identifiers 
…  
Configuration Ident 0 1 1 
Payload lenght Identificetion … 
… Identificetion … 
… Identificetion … 
… Identificetion Setup … 
… Setup … 
… Setup     
Obr. 9.2 Theora Packed Configuration (příklad) 
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0                   1                   2                   3   
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
V=2 P X CC M PT xxx 
xxx 
synchrinization source (SSRC) identifier 
contributing source (CSRC) identifiers 
…  
Configuration Ident 0 2 1 
Payload lenght Comment 
Comment … 
… Comment 
Obr. 9.3 Legacy Theora Comment (příklad) 
 
Ukázkové příklady ukazují Theora Packed Configuration jako nefragmentovaný. Ovšem 
při mých testech byly fragmentované. Jak se to pozná? Pod RTP hlavičkou je hned hlavička 
Theory (Theora header). Respektive pouze prvních šest oktetů (bajtů).  
Theora header je obsažena v každém RTP Theora paketu. Strukturu ukazuje následující 
obrázek: 
Configuration Ident F TDT pkts 
Payload lenght Data… 
Obr. 9.4 Theora header (příklad) 
Kde: 
 Configuration Ident (24 b) – je číslo identifikující „relaci“ (konfigurační paket u 
datové pakety Theory mají toto číslo stejné, aby věděl dekodér, jaké nastavení, ke 
kterému datovému paketu patří) 
 F = Fragment (2 b) – značí jestli byl paket fragmentován 
- 0 = bez fragmentace 
- 1 = první fragmentovaný 
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- 2 = fragmentovaný, ale ani první, ani poslední 
- 3 = poslední fragmentovaný 
 TDT = Theora Data Type (2 b) – udává, o jaký typ dat se v paketu jedná 
- 0 = Raw Theora payload – „obyčejná“ data Theory (příklad níže) 
- 1 = Theora Packed Configuration payload – konfigurační paket 
- 2 = Legacy Theora Comment payload – paket s „komentářem“ 
- 3 = rezervováno (receiver pakety s tímto číslem musí ignorovat) 
 pkts (4 b) – počet „logických paketů“ v jednom fyzickém paketu 
 Payload lenght (16 b) – délka „logického paketu“ 
 Data (max 1006 b) – data (závisejí na druhu Theora paketu) 
 
0                   1                   2                   3   
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
V=2 0 0 0 0 PT=96 sequence number=rand (65535)+NoOfPkt 
timestamp 
synchrinization source (SSRC) identifier 
contributing source (CSRC) identifiers 
…  
Configuration Ident 0 0 2 pkts 
Payload lenght Theora data 
Theora data … 
… Theora data Payload lenght 
… Theora data 
Obr. 9.5 Raw Theora payload (příklad) 
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9.3 Theorasender.jar 
Konečně se dostáváme k celé „obálce“ serveru. Tou je spustitelný Java archiv 
Theorasender.jar.  
9.3.1 Jedna aplikace vládne všem 
Jedná se v podstatě pouze o management dvou výše popisovaných aplikací. Za pomoci 
vláken z třídy MakeCom.java (kterou jsem navrhl právě pro dávkové příkazy) spouští 
v pravidelných intervalech (5 sec) příkazy pro enkódování videa do dočasných souborů 
_send0.ogg a _send1.ogg. Časová délka těchto souborů je 5 až 7 sec (převis je záměrný). Při 
tom, zatím co enkodér ffmpeg2theora připravuje jeden soubor, ten druhý soubor je v tom 
samém čase čten aplikací theorartp, jež z něj dělá RTP stream, který následně posílá do sítě. 
Poté si obě aplikace vezmou ten druhý soubor a kolečko se opakuje. Připomíná to trošku dvě 
děti, které sedí na řetízkovém kolotoči naproti sobě. Uvádím equivalentní příkazy pro jeden 
časový okamžik:  
Komprimace videa pro časový okamžik 0 až 5 sec: 
Příkaz: 
ffmpeg2theora –s 0 –e 5 –-speedlevel 2 –o _send0.ogg 
Tvorba a posílání RTP paketů: 
Příkaz: 
./theorartp -i 127.0.0.1 –p 4044 _send1.ogg 
Takto postupuje enkodér po kouskách dokud nenarazí na konec souboru mpg. 
Momentálně je celá aplikace koncipována, aby až dojde na konec vstupního souboru, skočila 
zase na začátek a tak pořád dokolečka. 
9.3.2 Slabiny aplikace Theorasender.jar 
Tento postup je sice funkční, ale není doladěn. Například je to problém, pokud server 
dělá slabé PC (méně než Athlon XP 1800 MHz), nebo se o dost zvýší rozlišení (v pixelech) 
vstupního souboru. Potom se nestihne do 5 sekund dokončit enkódování a calá aplikace 
zhavaruje. Nicméně pokud by byla koncepce bez předávání pomocných souborů, tak by zase 
mohl být ten stejný problém, protože maximální rozlišení, které by se dalo přenášet bez 
„sekání“ je zase limitováno výkonem hardwaru serveru (+ operačního systému) => „hrdlem 
lahve” je v tomto případě enkodér. 
Theorartp s výkonem rozhodně problém nemá (tedy pokud nemá v zdrojovém kódu 
okomentovány různé podrobné výpisy na obrazovku, které musí chrlit jeden za druhým). 
Naopak zde by se zase hodila nějaká optimalizace, jež rozprostře datový tok v čase. Měření 
datového toku jsem pro referenční soubor beauty.ogg provedl pouze orientační (na měřák 
přijatých dat už nezbyl čas). Pohybuje se průměrně někde kolem 100 kbitps, což je asi 
polovina jako pro bitový tok MPEG-1 videa.  
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9.3.3 Vlastní implementace 
Lépe jde celá aplikace pochopit s vývojovým diagramem. 
Start:
java -jar theorasender.jar beauty.mpg 127.0.0.1 5
String inFile = args[0]; //vstupni soubor “beauty.mpg”
String ipAdd = args[1]; //adresa receiveru
String file[] = {“_send0.ogg“, “_send1.ogg}”; //pomocny soubor 0 a 1
String encFileAct = file0; //aktualni pomocny soubor pro encoder
String sendFileAct = file1; //aktualni pomocny soubor pro sender
boolean firstPeriod = true; //jedna se o prvni periodu?
long timeAct = 0; //aktualni cas
int interval = args[2]; //interval [s]
long intervalMs = interval*1000; //interval [ms]
long futureTime = 0; //budouci cas
int maxPeriod = 20000; //maximum provedenych period
StopWatch sw = new StopWatch(); //stopky
String comToSend; //prikaz pro sender
String comToEnc; //prikaz pro encodovani
for(int i=0; i<firstPeriod; i++)
timeAct = System.currentTimeMillis();
futureTime = timeAct + intervalMs;
sw.start();
if(firstPeriod)
comToEnc = pathToEnc(encFileAct, 0, (i+1)*interval);




String comToSendV = getPathToSend(file[(i-1)%2], ipAdd);
String comToEnc = getPathToEnc(file[i%2], (i*interval); (i+1)*interval);
MakeCom senderV = new MakeCom(comToSendV);





















Obr. 9.6 Theorasender.jar (vývojový diagram) 
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Diagram (Obr. 9.6) je trošku více rozepsán a vypadá velice jednoduše. Ve skutečnosti 
jsem si dost „užil“ právě s vlákny, které se mohou svým chováním lišit v závislosti na HW a 
OS (testovací server jsem měl jednojádrový, ale vyvíjel jsem to na dvoujádrovém procesoru). 
Později jsem zjistil, že chování vláken je v mém případě stejné, ale server (Linux Mint, Athlon 
XP) to prostě neutáhl a proto mi to tolik blblo. Postupem času jsem server odlehčil od X 
windows a některých démonů a až vše chodilo v pořádku. 
9.4 Nedokončená větev pro audio 
I když byla vůle implementovat server nejen pro video, ale také přenášet zvuk, nepovedlo 
se mi z časových důvodů tuto vývojovou větev dokončit. Celý koncept se velice podobá video 
větvi. Proto alespoň krátce pojednám o momentálně dosažených výsledcích.  
9.4.1 Enkodér 
Zde není co dodat. Vše již bylo popsáno v kapitole Encoder věnované videu. Výstupem 
aplikace ffmpeg2theora je ogg soubor, který obsahuje i zvuk (Vorbis). Dokonce jsem zkoušel 
z DVD komprimovat 5+1 kanálů a funguje to krásně. 
9.4.2 Sender 
Spolu se zdrojovými soubory theorartp jsou na stejných stránkách projektu Xiph-rtp i 
soubory vorbisrtp. Je poznat, že pro Vorbis byly kódy napsány jako první. Kódy jsou až na 
pár odlišností v podstatě totožné  a RTP pakety rovněž, takže upravená verze má stejný 
vývojový diagram, jako video. Sender je upraven, dokončen a funkční. Funguje na portu o 
4046. 
9.4.3 Vorbissender 
Management pro enkódování a posílání se mi právě nepodařilo dokončit. Řešením je 
přidat do Theorasenderu další příkazy. Pro jistotu nechávám tuto implementaci až po 
obhajobě. 
9.5 Instalace a spuštění celého serveru 
Instalace je velice jednoduchá. Skládá se ze tří kroků: 
1. Nahrát na Linuxový stroj do jedné složky, kde máme práva k zápisu (ono to ani 
jinam nahrát nepůjde) aplikace: ffmpeg2theora, theorartp a Theorasender.jar 
2. Do stejné složky zkopírovat soubor mpg 
3. Spustit (v tomto adresáři!): 
Příkaz: 
java -jar theorasender.jar soubor.mpg 127.0.0.1 5  
Čímž začneme streamovat soubor.mpg na adresu 127.0.0.1 (port 4044, 4048) 
s 5 sec intervalem 
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10 Klient – Theorareceiver.jar  
Nyní přichází na řadu klientská aplikace. Jak je receiver uvnitř koncipován je vidět 
v celkové koncepci. Uvnitř je jedna externí miniaplikace (theorartp-client), která je ovládána 
podobnou „manage“ aplikací Theorareceiver.jar, jak tomu bylo u serveru. Část dekodéru 
(překrávače) je napsána v Javě a proto je integrována do přímo do jar archivu 
Theoraceiver.jar. 
10.1 Receiver 
10.1.1 Implementace theorartp-client 
Situace je obdobná, jako u serverové části. Mám k dispozici zdrojové kódy (theorartp-
client.c) v C projektu Xiph-rtp [44] a ty jsem si doupravil, tak aby byly pro mě použitelné. 
Konkrétní úpravy, oproti originálům spočívají hlavně v časové souslednosti běhu aplikace.  
Původní aplikace klienta totiž musela být spuštěna dříve než server a naslouchat, dokud 
se server nespustí a nezačne posílat data. Pokud byl klient spuštěn až jako druhý v pořadí za 
serverem, nedostal tedy konfigurační pakety a s chybou se ukončil (protože konfigurační 
pakety očekával jako první).  
Tuto vlastnost jsem klientovi ponechal (je řešena managementem Theorareceiver.java), 
omezil jsem však dobu životnosti celé aplikace. A sice, pokud theorartp-client nedostane do 
určitého časového limitu (cca 2 sec) žádný paket na naslouchající port, tak se sám ukončí. 
Prakticky se spouští receiver těsně před posíláním pětisekundové sekvence serverem a 
ukončí se pár vteřin po obdržení celé sekvence.  
Při příjmu receiver kontroluje (při repackování z oggpacket na oggpage), jestli data jsou 
opravdu toho správného druhu. Pokud ne, ukončí se. Ve druhém případě, tato data uloží do 
dočasného souboru TEMP.OGG. Jakmile nedostává žádná data a vyprší timeout, tak se 
zkontroluje, jestli je vůbec v TEMP.OGG něco uloženo. Pokud ano, tak se tento soubor 
zkopíruje do výstupního. Tato vlastnost (pokud byl příjem úspěšný, je na výstupu nějaký 
soubor, pokud ne, tak je výstupní soubor prázdný) je využívána přehrávačem, který kontroluje 
velikost souboru. 
Níže uvedený vývojový diagram (Obr. 10.1) je opět ve zjednodušené formě. Ve 
zdrojových souborech jsou použity funkce z so/dll knihoven (libtheora-1.0alpha7, libogg-
1.1.3, libvorbis-1.1.2). Co která funkce konkrétně dělá je detailně popsáno na stránkách 
s dokumentací společnosti  Xiph.org31. 
                                                          
 
31
 Přímý odkaz na popis ogg funkcí z knihovny libogg: http://www.xiph.org/ogg/doc/libogg/reference.html  
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START:
./theorartp-client -f _recV0.ogg
Inicializace proměnných a struktur
Načtení a kontrola argumentů
Vytvoření socketu pro příjem
Vytvoření a otevření souborů TEMP.OGG
a _recV0.ogg
While(1)
If(přišla do timeoutu nějaká 
data na socket?)
Otevři socket pro příjem a přijmi 
data
Rozeber hlavičku RTP a získej 
z ní: seq. no., timestamp, ssrc,
csrc
Rozeber hlavičku Theory a 
získej z ní: ident, F, TDT, pkts
Switch(F)
0: oggpacket = data
1: oggpacket = NULL
2: zvětši oggpacket o délku 
přijarých dat, zkopíruj data 
na konec oggpacketu
3: zvětši oggpacket o délku 




0: repackuj paket oggpacket na
oggpage a ulož ho do 
douboru TEMP.OGG
1: repackuj paket oggpacket na


























Obr. 10.1 theorartp-client (vývojový diagram) 
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10.1.2 Hlavička Ogg Page 
Zmínil jsem se o repackování z oggpacket na oggpage. Je to pro to, že struktura 
přenášených dat je jiná a rovněž data v ogg souboru jsou jinak uspořádána32. Pro představu, 
jak struktura oggpage vypadá, je přiložen obrázek hlavičky: 
 
0                   1                   2                   3   
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
Capture Pattern 
Version Header Type Granule Position … 
… Granule Position ... 
… Granule Position Bitstream serial no. ... 
… Bitstream serial no. Page sequence no. ... 
… Page sequence no. Checksum ... 
… Checksum Page segments Segment table … 
… Segment table … 
Obr. 10.2 Ogg Page (hlavička) 
Kde: 
 Capture Pattern (32 b) – synchronizační kód – číslo užívané pro zajišťování 
synchronizace při rozebírání Ogg souborů. Každá stránka začíná čtyř bajtovou 
sekvencí OggS. Toto napomáhá při synchronizaci kontrolujícího programu v 
případech, kde data byla ztracena nebo porušena a je to rozumná kontrola před 
zahájením rozboru stránkové struktury. 
 Version (8 b) – verze bitstreamu ogg formátu k povolení pro budoucí rozšíření. V 
současné době je nastaveno na 0. 
 Header Type (8 b) – pole příznaků, které ukazují typ stránky která následuje 
- 0x01 = první paket na této stránce je pokračováním předchozího paketu 
- 0x02 = BOS – začátek proudu  
- 0x04 = EOS – konec proudu 
                                                          
 
32
 Toto tvrzení vychází se specifikace RFC 5215 a RFC 3550 
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 Granule Position (64 b) – časová značka v Ogg souborech. Je to abstraktní 
hodnota, jejíž význam je určen kodekem. To může být například součet počtu 
vzorků, počet rámů nebo větší komplexní schéma. 
 Bitstream serial no. (64 b) – sériové číslo, které identifikuje stránku náležící 
částečnému logickému bitstreamu. Každý logický bitstream v souboru má 
jedinečnou hodnotu a toto pole povoluje implementace k doručení stránek 
příslušnému dekodéru. V typickém Vorbis + Theora souboru bude jeden proud 
audio (Vorbis), a další bude video (Theora). 
 Page sequence no. (64 b) – monotónně rostoucí pole pro každý logický bitstream. 
První stránka je 0, druhá 1, atd. Dovoluje implementacím zjistit, kdy byla data 
ztracena. 
 Checksum. (64 b) – kontrolní součet dat na celé stránce, pole nastaveno na 0 po 
vykonaném kontrolním součtu. To povoluje ověření, že data nebyla porušena od 
vytvoření. 
 Page segments (8 b) – počet segmentů, které existují na této stránce. To také 
ukazuje kolik bajtů je v segmentu tabulky, které následují toto pole (maximálně 
255 částí na každé stránce). 
 Segment table (0 – 255 B) – vektor hodnot ukazující délku každého segmentů 
uvnitř těla stránky. Počet segmentů je stanovený z předcházejícího pole segmentů 
stránky. Každý segment má délku mezi 0 a 255 bajty. 
Segmenty poskytují způsob jak seskupit segmenty do paketů, které jsou 
smysluplnými jednotkami dat pro dekodér.  
Když délka jednoho segmentu ukazuje na 255, to znamená, že následující 
segment je zřetězený do jednoho a je částí stejného paketu.  
Když délka segmentu je 0-254, ukazuje to, že tento segment je konečný segment v 
tomto paketu. Kde délka paketu je násobek 255, konečný segment bude délky 0. 
Tam, kde konečný paket pokračuje na další stránce, konečná hodnota segmentu 
bude 255 a pokračující příznak bude nastaven na následující stránku, aby 
ukazovala, že začátek nové stránky je pokračováním poslední stránky.ˇ 
10.2 Slepá větev v Javě 
Slíbil jsem čtenáři, že popíšu postup, jak jsem se pokoušel implementovat receiver 
v jazyce Java a teď nastal pravý čas podělit se o zkušenosti s tím spojené. 
10.2.1 JavaNativeAccess 
V popisu playeru (níže), jsou pro některé zásadní operace využity knihovny s funkcemi 
C/C++. Jak je možné přistupovat k těmto funkcím? Odpověď je dvojí. Celkem jednoduše, ale 
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zároveň docela složitě. K přístupu může být využito JNI (Java Native Interface)33, které má 
více možností, ale spousta programátorů má problém s jejich implementací. Proto vznikla pro 
JNI nadstavba JNA (Java Native Access)
34
. Bohužel je to produkt, ke kterému se těžko hledají 
zdrojové kódy (obvykle dostupný pouze v jar archivu), tudíž hledání, jak která třída funguje 
(pokud pominu klasickou dokumentaci a potřebuji použít jen některé třídy) je docela 
zdlouhavá záležitost. 
Funguje na principu načtení knihovny z  so/dll souboru do Interface a zpřístupnění 
funkcí, právě přes toto rozhraní. Musíme ovšem mít ještě napsané třídy, ve kterých jsou 
všechny deklarace funkcí.  
Jak je možné, že třeba unsigned int nebo typický ukazatel z C je i v Javě? To je právě síla 
balíku JNA, že má implementovány svoje datové typy v Javě, které jsou equivalentní 
k datovým typům z C/C++.  
JNA je použito právě v přehrávači a proto jsem po zkoumání kódu naznal (taky se 
projevily určité „sympatie“ k jazyku Java), že by to mohla být schůdná cesta. Pustil jsem si 
z příkazového řádku zbuildované původní theorartp a pokoušel se dojít k výsledku.  
10.2.2 Nezdárný pokus o implementaci v Javě 
Překonal jsem hodně problémů s typem proměnných, ale největším kamenem úrazu je asi 
nemožnost se v Javě podívat (natož zasahovat) do paměti. Tyto praktiky jsou ovšem v jazyce 
C/C++ na denním pořádku a málo který program se bez nich obejde. JNA má sice jakousi 
simulaci ukazatelů a funkcí jako jsou malloc apod., ale Java s nimi jedná jako s objektem a 
proto je klasická manipulace předávání ukazatele na pole v paměti (nebo reallock) docela 
„chuťovka“. Ale hlavně jsem měl pocit, že je to jako „jít na komára s kaónem“. Nicméně, 
pokud to bude fungovat, tak proč to aspoň nevyzkoušet? 
Po pomalém začátku jsem se konečně dostal do tempa za pomoci dokumentace k ogg 
knihovnám a vypadalo to dost nadějně (zbývala mi už jen funkce na repackování. Zasekl jsem 
se ale právě na úplně nejzákladnější funkci int cfg_parse(ogg_context_t *ogg): 
Kód  
… 
oggpackB_read(&opb, 8*7);   //podsud jsem se dostal 




                                                          
 
33
 Viz: http://en.wikipedia.org/wiki/Java_Native_Interface  
34
 Viz: https://jna.dev.java.net/  
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Vyhodilo mi to na tomto místě nějakou „šílenou“, ale hlavně neznámou výjimku z JNA 
(které je uzavřeno ve zkompilovaném jar balíku => nemožné zjistit, proč zrovna na tom a tom 
řádku to vyhazuje výjimku) a ani na Internetu jsem nedokázal najít řešení. Ke vší smůle 
zrovna tato funkce v dokumentaci ke knihovnám ogg chybí. Tím vývoj této aplikace v Javě 
pro mě (po cca 80ti hodinách) ukončil nezdarem.  
10.2.3 Zhodnocení snahy 
Časem se možná pokusím přepsat knihovny Theory do Javy. Ale stejně se Java pro 
manipulaci s tak malými datovými typy (hlavičky paketů apod.), dle mého názoru, moc 
nehodí (C/C++ je v tomto přece jen pružnější). Rozhodně mi to dalo cennou zkušenost. 
10.3 PlayerV 
Máme tedy dočasné soubory ogg, které jsou nachystány pro reprodukci uživateli. To, co 
chceme, umí JMF. Má perfektně udělané API. Bohužel podporuje pouze dosti zastaralé 
kodeky [27] a už několik let se situace nemění. Z toho plyne, že pokud něco podobného sami 
potřebujeme, ale pro kodek, který není podporován, musíme se obejít bez JMF.  
10.3.1 Theora-java - implementace 
Proto jsem použil pro přehrávání projekt Theora-java [32], který jsem musel samozřejmě 
dosti otestovat, jelikož je to jen experimentální kód a trošku doupravit.  
Celý přehrávač videa (nazval jsem jej PlayerV) byl ve své původní podobě napsaný 
v C/C++ a je dostupný na stránkách nadace Xiph.org [40]. Vedoucí projektu FMJ [32]  Ken 
Larson jej přepsal do Javy. Jak už jsem se zmínil v kapitole o neúspěšné implementaci 
receiveru, použil přístupu ke knihovnám (a jejich funkcím) balík JNA.jar. Jak načítání 
z knihoven funguje, bylo popsáno výše.  
Pro nás je důležitější, jak přehrávač funguje a co umí. Přehrává pouze ogg soubory 
(Theora, Vorbis) a to i z Webu. Po spuštění s parametrem, jímž je cesta k souboru, se objeví 
okénko s videem a hned se začne přehrávat (pokud obsahuje i zvuk, tak se zvukem).  
  
Obr. 10.3 PlayerV – ukázka videa (zmenšeno) 
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Nemá žádné přídavné ovládací prvky (zamýšlel jsem je dodělat, ale na to z časových 
důvodů nedošlo). Tato vlastnost je ovšem pro moje účely zcela dostačující.  
Původní autor měl funkční pouze malé okénko. Na tomto jsem později zapracoval a 
fullscreen dodělal, ale z důvodu výkonu (dost zatěžoval procesor) jsem jej zakomentoval. 
PlayerV.start()
Inicializuj proměnné a instance tříd
Načti a zkontroluj argumenty
TRY: Načíst buffer ze souboru
Dekódovat první 3 oggpage a
získat z nich init headers
Inicializovat oggstream
CATCH: Vypiš chybu END
Vypsat informace o oggstreamu a
inicializovat theora_state
Inicializovat ImageFrame
Int videobuf_ready = 0;
While(true)
While(Videobuf_ready == 0)
If(načti stream z oggpage > 0)
Dekóduj oggpacket do theora_state























Obr. 10.4 PlayerV (vývojový diagram) 
 
 - 63 - 
Player využívá pro dekompresi výhradně funkce z knihoven (libtheora-1.0alpha7, 
libogg-1.1.3, libvorbis-1.1.2). Jak je vidět na zjednodušeném vývojovém diagramu (Obr. 
10.4) je nejprve jsou načtena inicializační a konfigurační data ze souboru. Poté má již 
přehrávač všechny informace, aby mohl video reprodukovat. Při prázdném videobfferu 
(4096 B) znovu načte a dekomprimuje data (dokud není na konci souboru). Výstup na 
ImageFrame je v podobě YUV, ale pro zobrazení se obraz přepočítává na RGB. 
Při spojení se zvukem zde vzniká problém synchronizace, který sice fungoval pro 
referenční soubor Apollo.ogg (odkaz viz výše), ale jakmile se mu zamění soubor za jiný s 
rozdílným datovým tokem pro audio, synchronizace se rozhodí. Tuto skutečnost jsem se 
snažil odladit, ale nepovedlo se mi najít nějaké univerzální řešení.  
10.3.2 Zatížení procesoru 
Jako vzorový soubor jsem používal zkomprimovaný beauty.mpg (parametry viz výše). 
Vytížení (HW viz kapitola 8.3) se pohybovalo někde kolem 50% výkonu, co jsou (podle 
mého mínění) dosti značné nároky.  
10.4 Klientská aplikace Theorareceiver.jar 
Blížíme se k závěru. Nyní už zbývá popsat management, který celou aplikaci klienta řídí: 
Theorareceiver.jar.  
10.4.1 Implementace 
Pokud bych měl shrnout celkovou charakteristiku, tak se jedná se o časovou souslednost 
čtyř vláken (Obr. 10.5). 
Bloky, ve kterých se čeká na stream, obsahují funkci, jež naslouchá na portu o čtyři 
vyšším než je přenos dat RTP. Funkce je spuštěna tak dlouho, dokud nedostane řetězec „start“ 
UDP diagramem v ascii kódování, jež server vysílá vždy cca 100 ms před začátkem posílání 
vlastních dat. Pozornému čtenáři jistě neuniklo, že protějšek této funkce je integrován do 
theorartp aplikace (vyplývá to i z Obr. 8.2). Původně byl synchronizační klient integrován i do 
receiveru, ale nefungoval tak, jak měl. Proto jsem provedl tuto implementaci až v Javě. 
Nakonec jsem zjistil, že chyba byla na straně serveru RTP streamu, který čekal malou dobu a 
klient RTP se nestačil inicializovat a nezachytil právě konfigurační pakety. Nicméně u javové 
implementace už zůstalo. Do budoucna bude dobré pro tuto synchronizaci využít protokol 
RTCP, který je navržen pro tyto účely.  
Tím je zabezpečena právě synchronizace serveru a receiveru. Takto může klient kdykoliv 
navázat na stream.  
Server i klient jsou oba implementovány zatím jen pro unicast. Multicast je v kódu 
nachystán, ale nestihl jsem jej otestovat. Rovněž by se musela řešit databáze účastníků, která 
se v obvyklých případech dělá pomocí RTCP paketů, na které už nezbyl čas. 





Inicializace proměnných, nastavení cest k 
dočasným souborům
Vymazání dočasných souborů











Čekání na start streamu
Thr._rec1.start();










Obr. 10.5 Theorareceiver (vývojový diagram) 
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10.5 Nedokončená větev pro audio 
I když byla vůle implementovat klienta nejen pro video, ale také přenášet zvuk, 
nepovedlo se mi z časových důvodů tuto vývojovou větev dokončit. Celý koncept se velice 
podobá video větvi. Proto alespoň krátce pojednám o momentálně dosažených výsledcích.  
10.5.1 Receiver 
Vorbisrtp-client Není vůbec dodělaný (respektive funguje, ale není uzpůsoben pro účely 
této diplomové práce. Přenos přes původního klienta jde krásně, ale musí být spuštěn dříve 
jak server. 
10.5.2 PlayerA 
Přehrávání pokusně přenesených souborů funguje, ale někde dělám chybu 
(pravděpodobně při příjmu) v sestavování souboru, jelikož můj přehrávač tyto soubory bez 
problému přehraje, ale jinačí (vyjma RealTimePlayeru) to přehrají jaksi zrychleně. 
10.5.3 Vorbisreceiver 
Management pro dekódování a posílání jsem ani nestačil promyslet. Řešením 
pravděpodobně bude přidat do Theorareceiveru další vlákna, která budou obsluhovat sockety 
zvuku a taky jej přehrávat.  
10.6 Instalace a spuštění klienta 
Instalace je velice jednoduchá. Skládá se ze tří kroků: 
1. Nahrát na Linuxový stroj (nejlépe Ubuntu 8.04 LongTimeSupport) do jedné 
složky, kde máme práva k zápisu a spouštění aplikace (jinak vyhodí výjimky): 
theorartp-client a Theorareceiver.jar 
2. Nutno mít nainstalovanou JVM (Java Virtual Machine)  - nejlépe verzi 1.6 a 
knihovny: libogg, libtheora a libvorbis (tyhle knihovny bývají na linuxových 
distribucích obvykle hned po instalaci, takže máme ušetřenou práci) 
3. Spustit (v tomto adresáři!): 
Příkaz: 
java -jar Theorareceiver.jar  
Do několika sekund (za předpokladu, že jede server) naskočí okénko s videem 
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11 Závěr 
Na úvod byly čtenáři vysvětleny některé termíny. Poté teoreticky rozebrány vlastnosti 
audia a videa ve spojení s vlastním přenosem. Proč vůbec používat kompresi k přenosu 
multimédií po síti, bylo náležitě vysvětleno. Bez komprese by byl reálný přenos sotva 
realizovatelný u přenosu audia a přenos videa bez jakékoliv komprimace je v dnešních 
podmínkách prakticky vyloučen. 
Načíst téměř „surová“ video data, zkomprimovat je, přenést po síti a znova reprodukovat 
bez velkých ztrát na kvalitě, byl úkol této práce. 
Proto byla rozebrána možná bloková řešení. Jejich základem jsou některé části již 
hotových na Internetu dostupných možných řešení, která jsou napsána v jazyce Java nebo 
C/C++. 
Po pečlivé volbě výchozích kodeků Vorbis pro zvuk a Theora pro video. Jejich velkým 
plusem je „like BSD“ licence a kvalita ve srovnání s kodekem MPEG-4 part 10.  
Jako základ pro tvorbu RTP paketů byly zvoleny projekty Ffmpeg2theora, Xiph-rtp a 
Theora-java. 
Tyto projekty byly podrobně prozkoumány, otestovány jejich možnosti a nároky a 
následně upraveny pro účely diplomové práce. Vedle úprav byly vytvořeny dvě další, jež 
zastřešují část serverovou a klientskou.  
Základy, na kterých je server i klient postaven jsou oficiálně s „freeware“ licencí. To je 
jejich velký klad, jelikož mohou být využity i pro komerční účely a to zcela bez jakýchkoliv 
dalších poplatků. 
Řešení bylo navrhováno na platformě Linux, a proto není pro jiné typu operačních 
systémů v současnosti použitelné. Obě aplikace v rámci testování obstály, ale obsahují 
spoustu nedodělaných bloků, jež by si určitě zasloužily vylepšit. Nejsem si jist, jestli jazyk 
Java je pro tento problém, kde se často objevují prvky nízkoúrovňového programování, 
zrovna tou nejlepší volbou (hlavně co se týče výkonu obou aplikací). Po této zkušenosti bych 
asi v tomto případě dal přednost jazyku C/C++. 
Účelem ale nebylo vyvinout bezchybnou aplikaci, nýbrž pokusit se o řešení problému dát 
základy, podklady a zkušenosti kolem této problematiky k dispozici všem, kdo se o dané téma 
zajímají. 
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Obr. 13.1 Parametry některých video kodeků [18] 
 
 
