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Résumé 
Cet article propose un processus généralisé de décision markovien partiellement observable 
(GPOMDP) combinant l’analyse de décisions à la programmation dynamique. Le modèle est 
appliqué à un problème d’optimisation de la maintenance. La méthodologie proposée permet une 
modélisation mathématique simple pour l’optimisation de séquences de décisions complexes 
destinées à être appliquées durant chaque étape. 
Abstract 
This paper proposes a Generalized Partially Observable Markov Decision Process (GPOMDP) combining decision 
analysis and dynamic programming. The model is applied to a maintenance optimization problem. The proposed 
methodology allows an easy mathematical modeling for optimizing complex sequences of decisions that are to be 
undertaken during each stage.  
 
Mots clés : processus de décisions markoviens, programmation dynamique, analyse de décisions, 
optimisation, maintenance.
1 Introduction  
Depuis que la programmation dynamique fut proposée par Abraham Wald, au milieu des années 
quarante comme solution pour les problèmes d’optimisation des décisions séquentielles, elle fut 
largement utilisée dans les problèmes de planification de la maintenance. Cependant, cette 
méthodologie avait une limitation significative, à savoir, une inspection parfaite était implicitement 
supposée être effectuée au début de chaque étape. Evidemment, dans beaucoup de cas, une telle 
supposition s’avère être irréaliste. Une évolution dans ce sens fut réalisée par les processus de 
décisions markoviens partiellement observables (i.e. Partially Observable Markov Decision 
Process POMDP) (Drake 1962, Eckles 1968, Monahan 1982, Ben Akiva et al. 1991) dans lesquels 
il est présumé que l’état du système connu par le gestionnaire au début de chaque étape est 
incertain. Une extension importante des POMDP permettant d’optimiser au début de chaque étape 
une séquence d’actions composée d’une inspection choisie parmi plusieurs alternatives suivie d’une 
action d’entretien choisie parmi plusieurs alternatives fut proposée  (Madanat 1991, Smilowitz et 
Madanat 2000, Corotis et al. 2005).   
Dans le présent article, nous proposons une généralisation des POMDP, dans laquelle une séquence 
d’actions de n’importe quelle complexité durant chaque étape peut être optimisée dans le cadre de 
la programmation dynamique. Par exemple, une séquence de décisions composée de deux 
inspections séquentielles suivies d’une action d’entretien est présentée. Dans un problème 
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d’optimisation de la maintenance, ce type de modélisation est utile quand par exemple une 
inspection plus coûteuse et plus précise est exécutée en se basant sur les résultats d’une inspection 
relativement bon marché ou quand des inspections spécialisées pour détecter certains états du 
système sont exécutées en se basant sur les résultats d’une inspection qui a une précision plus ou 
moins uniforme sur tout l’univers des états possibles du système. Par souci de concision, on 
désignera le modèle proposé dans la suite de cet article par GPOMDP (i.e. Generalized Partially 
Observable Markov Decision Process), ce qui signifie qu’il s’agit d’un Processus Généralisé de 
Décisions Markovien Partiellement Observable. Cette méthodologie est décrite dans le contexte 
d’un problème d’optimisation de la maintenance, quoique, l’étendue de son utilité dépasse 
largement cette classe particulière de problèmes. 
2  Processus Généralisé de Décisions Markovien Partiellement Observable  
2.1 Hypothèses de base 
1. La variable  qui décrit l’état de la structure au début de l’étape n, 
prend ses valeurs d’un ensemble fini et dénombrable.  
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2. La structure est soumise à un processus Markovien stochastique de dégradation. 
3. Au début de chaque étape, le gestionnaire du système doit choisir une séquence d’actions à 
appliquer. Cette séquence sera composée généralement d’une ou de plusieurs inspections et/ou 
actions d’entretien séquentielles.   
4. Les techniques d’inspection i  I = {i∈ 0,i1,…ip} seront choisies parmi un ensemble fini 
d’alternatives.  Les résultats de ces inspections sont incertains mais on peut les décrire par des 
distributions de probabilité. 
5. Les actions d’entretien an∈A={a0,a1,…,aa} seront choisies parmi un ensemble fini 
d’alternatives.  
6. Etant donné l’état  de la structure au début de l’étape n, l’effet d’une action d’entretien est 
incertain, on supposera que cette incertitude peut être décrite par une distribution de probabilité 
qui sera exprimée par une matrice de transition carrée A
nθ
an. En d’autres termes, l’état  de la 
structure durant l’étape n, après l’application de l’action a
naθ
n, est une variable aléatoire. Ainsi, la 
matrice Mt de transition de  à  sera le produit de la matrice de transition Anθ 1+nθ an de  à  
par la matrice de transition Markovienne  M de  à  i.e M
nθ naθ
naθ 1+nθ t = Aan × M . 
7. Les coûts considérés sont : 
• ci(i) : coût de l’application de la technique d’inspection i. 
• ca(a)  : coût de l’action a. 
•  : coût engendré par le fait que la structure se trouve dans l’état durant l’étape n, 
   suite à l’application de l’action d’entretien. 
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8. Le critère d’optimalité adopté est la maximisation de l’utilité espérée u (Von Neumann & 
Morgenstern, 1944) qui est définie comme étant l’inverse du coût espéré total, i.e. u = – c.   
2.2 Programmation dynamique 
Dans un POMDP, l’ « état de croyance » de la structure au début de l’étape n peut être défini par un 
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dégradation iθ , i.e. nν  = [Pr( ), Pr( ), …, Pr( )]. L’état de croyance v
n
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mθ n+1  de la structure au 
début de l’étape n+1 sera égal au produit matriciel du vecteur vn par la matrice de transition Aan, 
relative à l’action probabiliste an puis par la matrice de transition M relative au processus de 
dégradation  Markovien; i.e. vn+1 = vn × Aan × M. Le vecteur vn+1  peut être éventuellement mis à 
jour sachant les résultats d’une inspection. En outre, sachant l’état de croyance de la structure au 
début de chaque étape, la solution d’un POMDP classique prescrira les actions d’entretien 
pose d’utiliser l’analyse de décisions comme 
relation récursive de la programmation dynamique. 
2.3 Analyse de décisions 
est 
sive de 
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optimales qui devront être exécutées. 
Cependant, dans un tel POMDP, une unique technique d’inspection imparfaite est supposée être 
appliquée au début de chaque étape durant toute la vie escomptée de l’ouvrage. Donc, une 
optimisation de la planification des inspections n’était pas possible i.e. un choix optimal, au début 
de chaque étape, de la technologie d’inspection(s) parmi un ensemble d’alternatives possibles 
n’était pas possible. Pour pallier à ce défaut, nous proposons un POMDP généralisé où le 
gestionnaire de la structure a la possibilité de choisir de manière optimale une séquence d’actions 
de n’importe quelle complexité destinée à être appliquée à la structure durant chaque étape. Une 
telle séquence d’actions est formée d’une ou de plusieurs inspections et/ou actions séquentielles. Au 
début de chaque étape, sachant l’état de croyance de la structure, le problème de détermination de la 
séquence optimale est très similaire, nonobstant quelques modifications nécessaires, à un problème 
de décision face à l’incertitude tel qu’il est appréhendé par l’analyse de décisions (arbre de 
décisions) (Simar 2002). Par conséquent, on pro
On présente dans cette 
section, comme exemple, 
les calculs d’analyse de 
décisions destinés à être 
utilisés comme relation 
récursive du GPOMDP 
dans le cas particulier de 
l’optimisation d’une 
séquence d’actions 
composée de deux 
inspections séquentielles 
imparfaites suivies d’une 
action d’entretien 
imparfaite. Un exemple 
d’un tel sous-modèle 
illustré dans la figure 1. 
Ayant saisi la logique 
sous-jacente à un tel sous-
modèle, le lecteur sera 
capable de concevoir 
d’autres sous-modèles 
adaptés à d’autres 
problèmes particuliers. A 
l’instar de n’importe quelle 
relation récur
programmation 
dynamique, ce sous-
modèle utilisera comme 
données d’entrée les coûts 
optimaux calculés pour les différe
cFigure 1 - Exemple d’arbre de décisionsr 
n état de croyance donné de la  structure au début de l’étape n. 
nts états possibles de la structure au début de l’étape n + 1 pou
Afin de pouvoir intégrer les sous-modèles d’analyse de décisions dans le cadre d’un POMDP, 
quelques modifications aux calculs usuels utilisés dans une analyse de décisions sont nécessaires 
afin de prendre en compte, d’une part, l’action simultanée de deux actions stochastiques, à savoir, 
l’action d’entretien et l’effet de la détérioration et d’autre part, les coûts optimaux calculés pour les 
différents états de croyance possibles de la structure au début de l’étape n + 1, pour déterminer les 
coûts optimaux des différents états de croyance de la structure au début de l’étape n. 
 
Dans ce qui suit, on notera  les coûts espérés conditionnels. On supposera le cas général 
où les inspections sont imparfaites, i.e. le résultat d’une inspection, sachant le vrai état de la 
structure  et la technologie i de l’inspection, sera caractérisé par une distribution de probabilité 
conditionnelle (Pr[r
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Sachant l’état de croyance nν  et la technique d’inspection i, la probabilité d’obtenir les différents 
résultats r peut être calculée par : 
Pr[r] = Pr[r| , i]×Pr[ ] + Pr[r| , i]×Pr[ ] + … + Pr[r| , i]×Pr[ ]  
 (1) 
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D’autre part, sachant l’état de croyance nν , la technique d’inspection i et le résultat r de 
l’inspection, l’état de croyance bayésien a posteriori peut être obtenu en calculant chacun de ses 
composants par : 
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1i de la première inspection et de son 
résultat 1r , de la technique  2i de la seconde inspection et de son résultat 2r , ainsi que de l’action an 
et de l’état de la structure  : nθ
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où : 
an
jka   est l’élément de la ligne j et de la colonne k de la matrice de transition Aan relative 
 à l’action an   
α   est le taux d’escompte 
 
L’état de croyance bayésien a posteriori  sera calculé en appliquant la formule de Bayes (2) à 
deux reprises sachant 
nν'
1i, 1r, 2i et 2r.  
Le coût espéré optimal  sera calculé en déterminant tour à tour les décisions )(* ncν 1i, 2i et an qui  
minimisent  et les espérances par rapport aux variables aléatoires   nariri
nc
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On pourra spécifier un type d’inspection type i0 et un type d’action a0 ayant des coûts nuls et qui 
consisteront à ne rien faire.  
Les décisions optimales déterminées ne sont pas nécessairement uniques. Le cas échéant, le choix 
entre deux décisions équivalentes serait arbitraire, s’il n’existe pas d’autres considérations 
préférentielles.  
3 Application numérique 
La planification de l’inspection, de la maintenance et de la réhabilitation d’un pont en béton armé a 
été réalisée à l’aide d’un logiciel d’optimisation utilisant le processus généralisé de décisions 
markovien GPOMDP que nous avons développé. Trois séquences de décisions ont été considérées : 
(i) choix optimal d’une action de maintenance, (ii) choix optimal d’une inspection suivie d’une 
action et enfin, (iii) choix optimal de deux inspections séquentielles suivies d’une action. Les coûts 
espérés optimaux pour des horizons de planification allant de deux à vingt années ont été calculés 
(figure 2). On remarque que les coûts espérés à long terme résultants du plan inspection-inspection-
action ont été les plus faibles sur toute l’étendue des horizons considérés.  
On constate par exemple que le gain d’optimalité créé par l’utilisation d’un plan inspection-
inspection-action s’élève à 5% par rapport à un plan inspection-action. 
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Figure 2 - Coût espéré minimal pour trois plans de maintenance différents 
 
 Les stratégies optimales d’inspection, de maintenance et de réhabilitation pour chaque état de 
croyance durant chaque étape seront prescrites par la solution du GPOMDP. Si pour une raison 
quelconque (d'ordre politique, difficultés logistiques, budget limité durant une certaine étape, etc.), 
le gestionnaire du pont était 
contraint d’adopter des décisions 
non optimales à un temps donné, 
la solution fournie par notre 
modèle indiquera dynamiquement 
les décisions optimales à prendre 
dorénavant en se basant sur l’état 
de croyance survenu sans avoir 
besoin de recalculer l’algorithme. 
Comme exemple, le coût espéré 
minimal ainsi que les coûts 
directs espérés qui doivent être 
payés par le gestionnaire durant 
chaque étape pour la maintenance 
de la structure, sont présentés 
dans le tableau 1 sous la forme 
d’une analyse de simulation de scénario (what if) qui examine la sensitivité des coûts espérés dans 
l’éventualité que le gestionnaire choisit une technique d’inspection non optimale au début de la 
première étape. 
Tableau 1 .  Coûts  espérés  pour  des  choix  dif férents  de  
techniques  d’ inspect ion à  ê tre  appl iquées  au début  de  la  1è r e  
année.  
 i0 i1 i2 i3
coût espéré total 7811.50 7747.11 7607.80 7630.54
coût direct (année 1) 0 456 412 652
coût direct (année 2) 707.68 573.47 607.22 477.42
coût direct (année 4) 574.83 550.74 520.73 523.67
coût direct (année 6) 538.72 531.84 529.38 523.38
coût direct (année 8) 530.51 528.18 526.27 525.73
coût direct (année 10) 506.89 506.24 506.01 505.66
coût direct (année 12) 511.27 511.17 511.06 511.01
coût direct (année 14) 467.19 467.15 467.13 467.12
coût direct (année 16) 468.46 468.44 468.44 468.43
coût direct (année 18) 242.52 242.52 242.52 242.52
4 Conclusion 
Dans cet article, un processus généralisé de décision markovien partiellement observable 
(GPOMDP) est proposé en combinant l’analyse de décisions à la programmation dynamique. Dans 
le modèle proposé, l’état de la structure au début de chaque étape est défini en tant qu’état de 
croyance. Par conséquent, des sous-modèles d’analyse de décisions, pouvant être adaptés pour 
répondre aux exigences spécifiques de problèmes particuliers, servent d’outils convenables pour 
l’optimisation de séquences de décisions pour chaque étape. Nous avons illustré notre méthodologie 
en établissant les équations mathématiques dans le cas particulier d’une séquence de décisions 
composée de deux inspections séquentielles suivies d’une action d’entretien. Une application 
numérique a été présentée comprenant une analyse de sensibilité pour des horizons de planification 
s’étendant de deux à vingt ans. Une analyse de scénario (what if) a été menée pour déterminer 
l’influence du choix d’une décision non optimale sur les coûts espérés. Il a été montré qu’en 
permettant au gestionnaire d’un processus de décision markovien partiellement observable de 
planifier la mise en œuvre d’inspections imparfaites, cela permet de réaliser une augmentation 
significative de l’utilité espérée. 
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