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We complete the analysis of the extremal eigenvalues of the the adjacency matrix A of the
Erdős-Rényi graph G(N, d/N) in the critical regime d  logN of the transition uncovered
in [2,3], where the regimes d logN and d logN were studied. We establish a one-to-one
correspondence between vertices of degree at least 2d and nontrivial (excluding the trivial top
eigenvalue) eigenvalues of A/
√
d outside of the asymptotic bulk [−2, 2]. This correspondence
implies that the transition characterized by the appearance of the eigenvalues outside of the
asymptotic bulk takes place at the critical value d = d∗ = 1log 4−1 logN . For d < d∗ we
obtain rigidity bounds on the locations of all eigenvalues outside the interval [−2, 2], and for
d > d∗ we show that no such eigenvalues exist. All of our estimates are quantitative with
polynomial error probabilities.
Our proof is based on a tridiagonal representation of the adjacency matrix and on a detailed
analysis of the geometry of the neighbourhood of the large degree vertices. An important
ingredient in our estimates is a matrix inequality obtained via the associated nonbacktracking
matrix and an Ihara-Bass formula [2]. Our argument also applies to sparse Wigner matrices,
defined as the Hadamard product of A and a Wigner matrix, in which case the role of the
degrees is replaced by the squares of the `2-norms of the rows.
1. Introduction
This paper is about the extremal eigenvalues of sparse random matrices, such as the adjacency
matrix of the Erdős-Rényi graph. In spectral graph theory, obtaining precise bounds on the
locations of the extreme eigenvalues, in particular on the spectral gap, is of fundamental impor-
tance and has attracted much attention in the past thirty years. See for instance [1, 5, 10] for
reviews.
The Erdős-Rényi graph G = G(N, d/N) is the simplest model of a random graph, where
each edge of the complete graph on N vertices is kept independently with probability d/N , with
0 < d < N . Its adjacency matrix A is the canonical example of a sparse random matrix, and its
spectrum has been extensively studied in the random matrix theory literature. In the regime
d ≡ dN →∞ as N →∞, the empirical eigenvalue measure of A/
√
d converges to the semicircle
law supported on [−2, 2] [17, 20].
The behaviour of the extremal eigenvalues is more subtle, and has been investigated in sev-
eral recent works [2,3,6–9,11–14,19]. In particular, in [12] it is shown that the largest eigenvalue
λ1(A) of A is asymptotically equivalent to the maximum of d and the square root of the largest
degree of G. A more difficult question is that of the other eigenvalues, λ2(A), . . . , λN (A), which
determine in particular the gap λ1(A)− λ2(A) between the largest and second-largest eigenval-
ues. By a standard eigenvalue interlacing argument, the analysis of the extremal eigenvalues
λ2(A), . . . , λN (A) of A is equivalent to the analysis of the eigenvalues λ1(A), . . . , λN (A) of the
centred adjacency matrix A ..= A− EA.
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An important motivation for the present work is a transition in the behaviour of the extremal
eigenvalues of A observed in [2,3]. In [3] it is shown that in the regime d logN the extremal
eigenvalues λ1(A/
√
d) and λN (A/
√
d) converge with high probability to the edges +2 and −2
of the semicircle law’s support. Conversely, in [2] it is shown that in the regime d  logN ,
the extremal eigenvalues λ1(A/
√
d) and λN (A/
√
d) are asymptotically of order ±√η/ log η with
η ..= logNd , placing them far outside of the interval [−2, 2].
Based on the two different behaviours observed in [2, 3], we therefore expect a transition in
the behaviour of the extremal eigenvalues on the critical scale d  logN , where the extremal
eigenvalues leave the support of the semicircle law.
In this paper we give a detailed analysis of this transition around the critical scale d  logN ,
which was left open by the works [2,3], by deriving quantitative high-probability bounds on the
locations of all eigenvalues of A/
√
d and A/
√
d that lie outside the interval [−2, 2]. Our analysis
covers also the neighbouring sub- and supercritical regimes, d  logN and d  logN , and
in particular provides a complete pictures of the transition between these two regimes. Our
approach also works for sparse Wigner matrices of the form X = (Xxy)Nx,y=1, where Xxy =
WxyAxy and (Wxy .. x 6 y) are uniformly bounded independent random variables with zero
expectation and unit variance.
We remark that the critical scale d  logN is the same as the well-known connectivity
threshold for the Erdős-Rényi, which happens precisely at the value d = logN . In contrast,
although the transition in the locations of the extremal eigenvalues of A happens on the same
scale d  logN , it happens at a different numerical value, d = b∗ logN , where b∗ ..= 1log 4−1 ≈
2.59.
The mechanism underlying the emergence of eigenvalues outside the support of the semicircle
distribution for sufficiently sparse matrices is the appearance of vertices of large degree. This
was already observed and exploited in [2] in the subcritical regime d logN . The intuition is
that for sufficiently small d, the concentration of the degrees of the vertices around their mean d
fails, and we observe a number of vertices whose degree is much larger than d. This mechanism
is also at the heart of our analysis. In fact, our main result is a high-probability correspondence
between vertices of large degree and extremal eigenvalues. Roughly, we show that the following
holds with probability at least 1−N−ν for any fixed ν > 0.
(i) Every vertex x with degree Dx larger than (2 + o(1))d gives rise to exactly one eigenvalue
of A/
√
d in [2 + o(1),∞) and one in (−∞,−2− o(1)]. These eigenvalues are located near
±Λ(Dx/d) respectively, where Λ(t) ..= t√t−1 . The error is bounded by an inverse power of
d.
(ii) There are no other eigenvalues in (−∞,−2− o(1)] ∪ [2 + o(1),∞).
Using standard results on the degree distribution of the Erdős-Rényi graph (for the reader’s
convenience we review the necessary results in Appendix D), we can then easily conclude rigidity
estimates for all eigenvalues of A/
√
d and A/
√
d in the region R \ [−2− o(1), 2 + o(1)]. Setting
d = b logN for a fixed b < b∗, one can check (see Remark 2.6 below) that with high probability
there are N1−b/b∗+o(1) such eigenvalues.
Our proof is based on the tridiagonal representation [18] of the matrix A around some vertex
x. Thus, for any vertex x ∈ [N ] we consider the unit vector 1x supported at x and rewrite A
in the basis obtained by orthonormalizing the vectors 1x, A1x, A21x, . . . . The resulting matrix
M is tridiagonal and its spectrum coincides with that of A. Denoting by Si(x) the sphere of
radius i around x, the key intuition behind our proof is that even though Dx = |S1(x)| does
not concentrate in the critical and subcritical regimes, the quotients |Si+1|/|Si|, i > 1, do.
Moreover, we note that balls of sufficiently small radius have only a bounded number of cycles
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with high probability, and can therefore be approximated by trees after a removal of a bounded
number of edges. Thus, we expect the tridiagonal matrix M to be close to that of a tree whose
root x has Dx children and all other vertices d children (see (4.2) and Figure 4.1 below). The
spectrum of this latter matrix may be analysed using transfer matrix methods. We remark that
this approximation requires precise information about the geometry of the neighbourhoods of
vertices, and is only correct for vertices of large enough degree.
In practice, we proceed as follows. For clarity, let us focus only on the positive eigenvalues.
Our proof then consists of two major steps: deriving lower and upper bounds on the extremal
eigenvalues of A. For the lower bounds, we construct approximate eigenvectors v(x) of A around
vertices x of high degree, whose definition is motivated by the fact that v(x) would be an exact
eigenvector if the approximation by a regular tree sketched above were exact. In addition to
showing that these v(x) are indeed approximate eigenvectors with a quantitatively controlled
error bound, we need to show that all of the associated eigenvalues in [2 + o(1),∞) are distinct.
We do this by a careful pruning of the graph, with the property that all balls (in the pruned
graph) of suitable radii around the vertices V2 ..= {x ∈ [N ] .. Dx > 2d} are disjoint, and that the
degrees of the difference between the original and pruned graphs are not too large. Since v(x)
is supported in a sufficiently small ball around x, this will imply that the family (v(x))x∈V2 is
orthogonal, and hence the associated eigenvalues of A/
√
d are distinct.
For the matching upper bounds on the extremal eigenvalues, a fundamental input is an Ihara-
Bass type formula and a bound on the spectral radius of the nonbacktracking matrix associated
with A derived in [3]. This argument allows us to completely bypass typically very complicated
combinatorial arguments needed in the moment method for estimating matrix norms. Thanks
to the Ihara-Bass formula, the moment method is performed only on the level of the nonback-
tracking matrix; this was already performed in [3] using a moment method that was very simple
thanks to the nonbacktracking property. In particular, the lack of concentration of the degrees,
which has a crucial impact on the extremal eigenvalues of A, has no impact on the extremal
eigenvalues (in absolute value) of the nonbacktracking matrix of A. The outcome of this obser-
vation is the matrix inequality A/
√
d 6 IN + D + o(1), where D is the diagonal matrix with
entries Dx/d. We apply this inequality to estimate the norm of the matrix A/
√
d restricted to
vertices with degrees at most 2d, and show that it is bounded by 2 + o(1). To that end we
need to derive, for the maximal eigenvector of the restricted matrix, a delocalization bound at
vertices with degree at least (1 + o(1))d. This delocalization bound is derived using a careful
analysis of the tridiagonal matrix associated with the restricted adjacency matrix. In fact, all
of this analysis has to be done with the pruned adjacency matrix described above in order to
obtain simultaneous upper bounds on all eigenvalues down to 2 + o(1). We refer to Section 4
below for a more detailed summary of the proof.
The argument sketched above can also be easily applied to the sparse Wigner matrices X
described above, essentially by replacing the degree Dx of a vertex by the square `2-norm of the
x-th row of X. The details are explained in Section 10 below.
Our method is rather general and in particular it is not tied to the homogeneity of the
Erdős-Rényi graph. We therefore expect it to be applicable to many other sparse random
matrix models, such as inhomogeneous Erdős-Rényi graphs and stochastic block models.
We remark that a related result for the eigenvalues induced by the top degree Dmax appeared
in the independent work [16] while we were finalizing the current manuscript. In [16], the authors
show that, for any fixed l ∈ N, the largest / smallest l eigenvalues of A are with high probability
equal to ±(1 + o(1))Λ(Dmax/d ∨ 2)
√
d. This corresponds to a qualitative version of our main
result restricted to the top O(1) eigenvalues, which all have the same asymptotic value. In this
paper, we obtain quantitative rigidity bounds for all eigenvalues in R \ [−2 − o(1), 2 + o(1)].
For d = b logN with some fixed b < b∗, there are with high probability N1−b/b∗+o(1) such
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eigenvalues. The precise location d = b∗ logN for the transition in the behaviour of the top
eigenvalues of the Erdős-Rényi graph was also established in [16]. Their argument also works
for sparse Wigner matrices X described above. The proof of [16] differs substantially from ours;
it relies on suitably chosen trial vectors and an intricate moment method argument controlled
using cleverly constructed data structures.
We conclude the introduction with a brief outline of the paper. In Section 2 we state our
results. The rest of the paper is devoted to the proofs. In Section 3, we introduce notations used
throughout the paper and in Section 4 give a more detailed summary of the proof. In Section 5,
we show that a vertex of degree greater than 2d induces two approximate eigenvectors for the
adjacency matrix. The subsequent Section 6 is devoted to a quadratic form bound on the
adjacency matrix in terms of the degree matrix. Lower and upper bounds on large eigenvalues
of the adjacency matrix are established in Section 7 and Section 8, respectively. In the short
Section 9 we put everything together and conclude our main results for the Erdős-Rényi graph.
In the Section 10, we explain the minor changes required to handle sparse Wigner matrices. In
the appendices, we collect some basic results on tridiagonal matrices and the degree distribution
of Erdős-Rényi graphs.
Convention. We regard N as the fundamental large parameter. All quantities that are not
explicitly fixed may depend on N ; we almost always omit the argument N from our notation.
2. Results
Let A = (Axy)x,y∈[N ] ∈ {0, 1}N×N be the adjacency matrix of the homogeneous Erdős-Rényi
graph with vertex set [N ] ..= {1, . . . , N} and edge probability d/N . That is, A = A∗, Axx = 0 for
all x ∈ [N ], and (Axy .. x < y) are independent Bernoulli(d/N) random variables. Throughout
this paper, N is a large parameter and d ≡ dN depends on N . For each x ∈ [N ], we define the
normalized degree αx of x through
αx ..=
1
d
∑
y∈[N ]
Axy. (2.1)
We also consider the centred adjacency matrix A ..= A − EA. For any Hermitian matrix M =
M∗ ∈ RN×N , we denote by λ1(M) > λ2(M) > . . . > λN (M) its eigenvalues.
For t > 2 we define
Λ(t) ..= t√
t− 1 . (2.2)
We denote by σ .. [N ]→ [N ] a random permutation such that
ασ(1) > ασ(2) > · · · > ασ(N). (2.3)
We can now state our main result.
Theorem 2.1. Fix 0 < κ < 1/2. Abbreviate a ..= 1/2 − κ and suppose that κ 6 θ < 5/2.
Suppose that (logN)4/(5−2θ) 6 d 6 N/2. Define the random index
L ..= max{l > 1 .. ασ(l) > 2 + (log d)−a}
with the convention that L = 0 if ασ(1) < 2 + (log d)−a. Then there is a universal constant c > 0
such that for any ν > 0 there is a constant C ≡ Cν,κ such that the following holds with probability
at least 1− CN−ν .
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(i) For 1 6 l 6 L we have∣∣λl(A)−√dΛ(ασ(l))∣∣+ ∣∣λN+1−l(A) +√dΛ(ασ(l))∣∣ 6 C(d−c(Λ(ασ(l))−2) + d−θ/2)√d.
(ii) For l = L+ 1 we have
max{λl(A),−λN+1−l(A)} 6
(
2 + C(log d)−2a
)√
d.
Remark 2.2. In the supercritical regime d  logN , Theorem 2.1 is established in [2], and in
the subcritical regime d  logN it is established in [3], in both cases with quantitative error
bounds. Hence, in Theorem 2.1 it would be sufficient to assume that d  logN . We allow a
larger range d > (logN)4/(5−2θ) so as to obtain a simple statement that extends to all three
regimes, showcasing the full behaviour through the transition at criticality.
As a consequence of Theorem 2.1, for any ν > 0 there is a constant C ≡ Cν > 0 such that,
with probability at least 1− CN−ν ,
‖A‖ = Λ(ασ(1) ∨ 2)(1 + o(1))√d. (2.4)
Another easy consequence is the corresponding statement for the non-centred adjacency
matrix A, which follows by eigenvalue interlacing.
Corollary 2.3. Under the same conditions and notations as in Theorem 2.1, the following holds
with probability at least 1− CN−ν .
(i) For 1 6 l 6 L we have∣∣λl+1(A)−√dΛ(ασ(l))∣∣+ ∣∣λN+1−l(A) +√dΛ(ασ(l))∣∣
6 C
(
d−c(Λ(ασ(l))−2) + d−θ/2 + (ασ(l) − ασ(l+1))
)√
d.
(ii) For l = L+ 1 we have
max{λl+1(A),−λN+1−l(A)} 6
(
2 + C(log d)−2a)√d.
Note that the additional error term (ασ(l) − ασ(l+1)) is of order 1/d with high probability
(see Proposition D.1 below). It is well known that the largest eigenvalue λ1(A) is an outlier
far outside the bulk spectrum; in fact a trivial perturbation argument using (2.4) implies that
|λ1(A) − d| 6 Λ
(
ασ(1) ∨ 2
)
(1 + o(1))
√
d with probability at least 1 − CN−ν , where ν > 0 and
C ≡ Cν .
Theorem 2.1 (and its non-centred counterpart) can be combined with a standard analysis of
the distribution of the degree sequence Dσ(1), Dσ(2), . . . of the Erdős-Rényi graph. For the conve-
nience of the reader, in Appendix D we collect some basic results about the degree distribution.
As an illustration, we state such an application for the extremal eigenvalues of A.
For its statement, we need the following facts from Appendix D. For any d > 0 and 1 6 l 6
N
C
√
d
, the equation
d(β log β − β + 1) + 12 log(2piβd) = log(N/l)
has a unique solution βl(d) in [1,∞). (Here C is a universal constant.) The interpretation of
βl(d) is the typical value of the normalized degree ασ(l).
Then Corollary 2.3 and Proposition D.1 imply the following result.
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Corollary 2.4. Under the same conditions and notations as in Theorem 2.1, the following
holds. Define the deterministic index
L(d) ..= max{l > 1 .. βl(d) > 2 + (log d)−a}
with the convention that L(d) = 0 if β1(d) < 2 + (log d)−a.
(i) For 1 6 l 6 L(d) we have with probability 1− o(1)∣∣λl+1(A)−√dΛ(βl(d))∣∣+ ∣∣λN+1−l(A) +√dΛ(βl(d))∣∣ 6 C(d−c(Λ(βl(d))−2) + d−θ/2)√d.
(ii) For l = L(d) + 1 we have with probability 1− o(1)
max{λl+1(A),−λN+1−l(A)} 6
(
2 + C(log d)−2a
)√
d.
(Here C ≡ Cκ is a constant depending on κ.)
The errors o(1) in the probabilities can be easily made quantitative by a slight refinement
of the argument in Apendix D. See Figure 2.1 for an illustration of Corollary 2.4. An analogous
result holds for the matrix A, whose details we omit.
Remark 2.5. There is a typical normalized degree βl(d) greater than or equal to 2 if and only
if β1(d) > 2. Thus, we introduce the critical value d∗ as the unique solution of β1(d∗) = 2. It is
easy to see that
d∗ = b∗ logN +O(log logN), b∗ ..=
1
log 4− 1 .
Since L(d) = 0 for d > d∗ and L(d) > 1 for d 6 d∗, we conclude from Corollary 2.4 that
λ2(A)/
√
d converges to 2 in probability if and only if lim inf d−d∗logN > 0.
Remark 2.6. Fix b < b∗ and set d = b logN . From the definition of βl(d), we deduce that
|{l .. βl(d) > 2 + o(1)}| = N1−b/b∗+o(1). Hence, using Corollary 2.4, we conclude that with
probability 1− o(1) the matrix A/√d has N1−b/b∗+o(1) eigenvalues in R \ [−2− o(1), 2 + o(1)].
Our final result is a version of our results for sparse Wigner matrices. Let A = (Axy) be as
above and W = (Wxy) be an independent Wigner matrix with bounded entries. That is, W
is Hermitian and its upper triangular entries (Wxy .. x 6 y) are independent random variables
with mean zero and variance one, and |Wxy| 6 K almost surely for some constant K. Then we
define the sparse Wigner matrix X = (Xxy) as the Hadamard product of A and W , with entries
Xxy ..= AxyWxy.
Theorem 2.7. Theorem 2.1 holds also for the eigenvalues λl(X) of a sparse Wigner matrix X
instead of λl(A), provided that the normalized degree αx is replaced by
αx =
1
d
∑
y∈[N ]
X2xy. (2.5)
Here, the constant C from Theorem 2.1 depends on K in addition to ν and κ.
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Figure 2.1. An illustration of the typical values of the nontrivial eigenvalues λ2(A/
√
d), λ3(A/
√
d), . . .
in the interval (2,∞) (horizontal axis) as a function of b = d/ logN (vertical axis). For each l = 1, 2, . . .
we plot the function b 7→ Λ(βl(b logN)). Left: N = 50; the typical eigenvalue configuration of A/
√
d
in the interval (2,∞) for d = b logN is given by a horizontal slice of the graph at b, indicated by black
dots. Right: N = 1000; we colour the graphs b 7→ Λ(βl(b logN)) depending on l to distinguish them
from each other. Note that for b > b∗ ..= 1log 4−1 ≈ 2.59 there are no typical eigenvalues in (2,∞), and for
d = b logN with fixed b < b∗ there are N1−b/b∗+o(1) typical eigenvalues in (2,∞).
3. Notations
In this section we collect notations and tools used throughout this paper. The reader interested
in the strategy of the proof can skip this section at first reading and proceed directly to Section 4,
returning to this section as needed for the precise notations.
We denote the positive integers by N = {1, 2, 3, . . .} and define N0 ..= N ∪ {0}. We set
[n] ..= {1, . . . , n} for any n ∈ N, [0] ..= ∅ and [[r]] ..= {0, . . . , r} for any r ∈ N0. We write |X| for
the cardinality of the finite set X. We use 1Ω as symbol for the indicator function of the event
Ω. Universal constants or estimates involving a universal constant are denoted by C and O( · ),
respectively.
Notations related to vectors and matrices. Vectors in RN are denoted by bold faced small Latin
letters like u, v and w and their Euclidean norms by ‖u‖, ‖v‖ and ‖w‖, respectively. For a
matrix M ∈ RN×N , ‖M‖ is its operator norm induced by the Euclidean norm on RN .
Let M ∈ RN×N be a matrix and V ⊂ [N ]. We define the matrix MV ∈ R|V |×|V | and the
family M(V ) through
MV ..= (Mij)i,j∈V , M(V ) ..= (Mij)i∈V or j∈V .
If V = {x} for some x ∈ [N ] then we also write M(x) instead of M({x}).
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The eigenvalues of a Hermitian matrix M ∈ RN×N are denoted by
λ1(M) > λ2(M) > · · · > λN (M).
Moreover, for Hermitian matrices R, T ∈ RN×N we write R > T if
〈w , Rw〉 > 〈w , Tw〉
for all w ∈ RN . We remark that this is equivalent to λN (R− T ) > 0.
For any x ∈ [N ], we define the standard basis vector 1x ..= (δxy)y∈[N ] ∈ RN . To any subset
S ⊂ [N ] we assign the vector 1S ∈ RN given by 1S ..= ∑x∈S 1x. Note that 1{x} = 1x. We also
introduce the normalized vector e ..= N−1/21[N ]. If V ⊂ [N ] and w = (wx)x∈[N ] ∈ RN then w|V
denotes the vector in RN with components 〈1y ,w|V 〉 ..= 〈1y ,w〉 for all y ∈ V and 〈1y ,w|V 〉 = 0
for all y ∈ [N ] \ V .
Notations related to graphs. In the entire paper, we consider finite graphs exclusively. Let H
and G be two graphs. We write H ⊂ G if V (H) ⊂ V (G) and E(H) ⊂ E(G). If H ⊂ G then we
denote by G\H the graph on V (G) with edge set E(G)\E(H). To each graph G = (V (G), E(G))
we assign its adjacency matrix Adj(G). If G is a graph on [N ] then, for any V ⊂ [N ], we denote
by G|V the subgraph induced by G on the vertex set V . If A is the adjacency matrix of G then
AV = Adj(G|V ) is the adjacency matrix of G|V .
For simplicity, we specialize to the vertex set [N ] in the following definitions. Let H be a
graph with vertex set [N ] and M = Adj(H) be its adjacency matrix. Vertices in [N ] are usually
labelled by x, y, z. The degree of the vertex x is DHx ..=
∑
y∈[N ]Mxy. With respect to H, the
graph distance of two vertices x, y ∈ [N ] is denoted by
dH(x, y) ..= min{k ∈ N0 : (Mk)xy 6= 0}.
For i ∈ N0, we introduce the i-sphere SHi (x) and the i-ball BHi (x) around x defined through
SHi (x) = {y ∈ [N ] .. dH(x, y) = i}, BHi (x) = {y ∈ [N ] .. dH(x, y) 6 i}.
For the remainder of this work, G will be an Erdős-Rényi graph with vertex set [N ] and
edge probability d/N , where N is a large parameter and d ≡ dN is a function of N . Moreover,
A = Adj(G) = (Axy)x,y∈[N ] ∈ {0, 1}N×N will always denote the adjacency matrix of G. In this
situation, we write Dx, d(x, y), Si(x) and Bi(x) instead of DGx , dG(x, y), SGi (x) and BGi (x),
respectively. Note the relation αxd = Dx between the normalized degree αx defined in (2.1) and
the degree Dx.
Probabilistic notations and tools. We now introduce a notion of very high probability event as
well as a notation for bounds which hold with very high probability. Both will be used extensively
throughout the present work.
Definition 3.1 (Very high probability). (i) Let Ξ ≡ ΞN,ν be a family of events parametrized
by N ∈ N and ν > 0. We say that Ξ holds with very high probability if for every ν > 0
there exists Cν such that
P(ΞN,ν) > 1− CνN−ν
for all N ∈ N.
(ii) For a σ-algebra FN and an event EN ∈ FN , we extend the definition (i) to Ξ holds with
very high probability on E conditioned on F if for all ν > 0 there exists Cν such that
P(ΞN,ν | FN ) > 1− CνN−ν
almost surely on EN , for all N ∈ N.
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We remark that the notion of very high probability survives a union bound involving NO(1)
events. We shall tacitly use this fact throughout the paper.
Convention 3.2 (Estimates with very high probability). In statements that hold with
very high probability, we use the symbol C ≡ Cν to denote a generic positive constant depending
on ν such that the statement holds with probability at least 1− cνN−ν provided Cν and cν are
chosen large enough.
We now illustrate the previous convention by explaining in detail the meaning of |X| 6 CY
with very high probability. Such estimates often appear throughout the paper. The bound
|X| 6 CY with very high probability means that, for each ν > 0, there are constants Cν > 0 and
cν > 0, depending on ν, such that
P
(|X| 6 CνY ) > 1− cνN−ν
for all N ∈ N. Here, X and Y are allowed to depend on N .
We also write X = O(Y ) to mean |X| 6 CY .
Throughout the following we use the function
h(α) ..= (1 + α) log(1 + α)− α
for α > 0.
To illustrate Definition 3.1 and Convention 3.2, we record the following lemma that we shall
need throughout the paper.
Lemma 3.3 (Upper bound on the degree). For any x ∈ [N ] we have with very high
probability
Dx 6 ∆ 6 C(d+ logN),
where ∆ ≡ ∆(d,N, C) is defined by
∆ ..=
{
d+ C√d logN if d > 12 logN
C logNlog logN−log d if d 6 12 logN.
(3.1)
Proof. From Bennett’s inequality we obtain
P(Dx > d+ αd) 6 e−dh(α).
The claim now follows from an elementary analysis of the right-hand side, by requiring that it
be bounded by N−ν .
4. Main ideas of the proof
In this section we explain the main ideas of the proof of Theorem 2.1. Let G be an Erdős-Rényi
graph with vertex set [N ] and edge probability d/N and let A be its adjacency matrix. In the
actual proof, all arguments will be applied to A = A− EA. However, in this sketch, we explain
certain ideas on the level of A for the sake of clarity. In each case, a simple adjustment yields
the argument for A instead of A.
If d logN , then A has many eigenvalues of modulus larger than 2√d and they are related
to vertices of large degree [2]. On the other hand, if d  logN then there are no eigenvalues
whose modulus is larger than 2
√
d [3].
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In order to understand the relationship between large eigenvalues and vertices of large degree
it is very insightful to analyse the structure of G in the neighbourhood of a vertex x ∈ [N ] of
large normalized degree αx. (In the following, we explain the arguments for large eigenvalues
only. Dealing with small eigenvalues requires straightforward modifications.) If αx is sufficiently
large then there is rx ∈ N, depending on αx, such that G has with very high probability the
following properties.
(a) For each 1 6 i 6 rx, the ratio |Si+1(x)|/|Si(x)| concentrates around d (Lemma 5.4 below).
(b) The subgraph G|Brx (x) is a tree up to a bounded number of edges (Lemma 5.5 below).
(c) The radius rx tends to infinity with N (cf. (5.1) below).
Owing to the properties (a) and (b) of the local geometry of G around a vertex x of large
degree, it is natural to study the spectral properties of the adjacency matrix of the following
idealized graph T on [N ]. We suppose that in the ball BTrx+1(x) the graph T is a tree where the
root vertex x has dαx children and the vertices in BTrx(x) \ {x} have d children. See Figure 4.1
for an illustration.
x
Figure 4.1. The regular tree graph T with rx = 2, d = 2, and Dx = dαx = 5. We only draw vertices in
the ball BTrx+1(x), while the remaining vertices in [N ] \BTrx+1(x) are in the grey area.
The adjacency matrix associated with T is denoted by AT . The following standard con-
struction [18] yields a convenient approach to the spectral analysis of AT . Let s0, . . . , srx be
the Gram-Schmidt orthonormalization of 1x, (AT )1x, . . . , (AT )rx1x. Let srx+1, . . . , sN−1 be any
completion of s0, . . . , srx to an orthonormal basis of RN . We denote by MT the matrix repre-
sentation of AT in this basis, i.e.,
MT = S∗AT S, S ..= (s0, . . . , sN−1) ∈ RN×N . (4.1)
Note that AT andMT have the same spectrum. The upper-left (rx+1)×(rx+1) block (MT )[[rx]]
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of MT has the tridiagonal form
(MT )[[rx]] =
√
d

0 √αx√
αx 0 1
1 0 1
1 0 . . .
. . . . . . 1
1 0

(4.2)
(see Lemma B.1 below). For αx > 1, we define the vector u = (uk)N−1k=0 with components
u1 ..=
(
αx
αx − 1
)1/2
u0, ui ..=
( 1
αx − 1
)(i−1)/2
u1, uj = 0
for i = 2, 3, . . . , rx and j = rx + 1, . . . , N − 1. If αx > 2 then ui decays exponentially with i.
Therefore, using the tridiagonal structure of (MT )[[rx]] from (4.2) and that rx is large, we see that
u is an approximate eigenvector of MT corresponding to the approximate eigenvalue
√
dΛ(αx),
where Λ(t) is defined as in (2.2) (see Lemma C.1 below). Therefore, owing to (4.1), the vector
rx∑
i=0
uisi (4.3)
is an approximate eigenvector of AT with approximate eigenvalue
√
dΛ(αx).
For i = 0, . . . , rx, we have si = |STi (x)|−1/21STi (x) (see Lemma B.1 below). Hence, the
construction in (4.3) naturally suggests to consider
v =
rx∑
i=0
ui|Si(x)|−1/21Si(x) (4.4)
as approximate eigenvector of A, i.e., to replace si in (4.3) by |Si(x)|−1/21Si(x). In Proposition 5.1
below, we show that v is an approximate eigenvector of A with approximate eigenvalue
√
dΛ(αx).
The proof heavily relies on the properties (a), (b) and (c) listed above and justified in Section 5.
The proof of Theorem 2.1 requires two additional key steps. Namely,
(i) two different vertices of large degree induce two different eigenvalues,
(ii) all eigenvalues of modulus larger than 2
√
d arise from vertices of large degree.
We remark that (i) is equivalent to a lower bound on the l-th largest eigenvalue in terms of the
l-th largest degree of G while (ii) is equivalent to a corresponding upper bound.
For (i), we construct a subgraph G2 of G such that A is well approximated by the adjacency
matrix A2 of G2 and BG2rx (x) and BG2ry (y) are disjoint if x, y ∈ [N ], x 6= y and αx, αy > 2
(see Lemma 7.2 below). Hence, the construction in (4.4) yields two orthogonal approximate
eigenvectors of A which thus induce two different eigenvalues (or the same eigenvalue with
multiplicity at least two). This completes (i) (cf. Proposition 7.1).
Thanks to (i), we now know that λ1(A) > . . . > λL(A) > (2 + o(1))
√
d if L ..= N − |V | and
V ..= {x ∈ [N ] .. αx 6 2}. Hence, (ii) will follow if we can show that λL+1(A) 6 (2 + o(1))
√
d.
By the min-max principle, we have
max
w∈S(U)
〈w , Aw〉 > λL+1(A),
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where S(U) is the unit sphere in the linear subspace U ..= span{1x .. x ∈ V } ⊂ RN . Thus, it
suffices to establish an upper bound on the largest eigenvalue µ of AV . This will be deduced
from the matrix inequality
IN +D + o(1) > d−1/2A (4.5)
which holds with very high probability (see Proposition 6.1 below). Here, D = (αxδxy)x,y∈[N ] is
the diagonal matrix of normalized degrees. The inequality (4.5) is a consequence of an estimate
on the nonbacktracking matrix associated with A and an Ihara-Bass type formula from [3].
We now explain how to prove that µ is at most (2+o(1))
√
d. Let w˜ = (w˜x)x∈V be a normal-
ized eigenvector of AV corresponding to µ. We define a normalized vector w = (wx)x∈[N ] ∈ RN
through wx = w˜x for x ∈ V and wx = 0 for x ∈ [N ] \ V . Since 〈w˜ , AV w˜〉 = 〈w , Aw〉 we can
evaluate the inequality in (4.5) at w. This yields
µ√
d
− o(1) 6 〈w , (IN +D)w〉 = 1 +
∑
x..αx>2
αxw
2
x +
∑
x..2>αx>τ
αxw
2
x +
∑
x..αx6τ
αxw
2
x (4.6)
for any τ ∈ (1, 2), where we used that w is normalized. The contribution for αx > 2 vanishes as
wx = 0 for such x. Since w is normalized the contribution for αx 6 τ is at most τ . We choose
τ = 1 + o(1).
What remains is estimating the sum in the regime 2 > αx > τ . In the following paragraph,
we shall sketch the proof of the bound
w2x 6 ε‖w|BGτrx (x)‖
2 (4.7)
which holds for some ε = o(1) uniformly for all x ∈ [N ] satisfying τ < αx 6 2. Here, Gτ is a
subgraph of G such that Aτ = Adj(Gτ ), the adjacency matrix of Gτ , and A are close and BGτrx (x)
and BGτry (y) are disjoint for all vertices x, y ∈ [N ] satisfying x 6= y and αx, αy > τ (compare
Lemma 7.2 below). Given (4.7), we conclude∑
x..2>αx>τ
αxw
2
x 6 2
∑
x..2>αx>τ
w2x 6 2ε‖w‖2,
where we employed in the last step that (1
BGτrx (x)
)x..αx>τ is a family of orthogonal vectors. Since
‖w‖ = 1, ε = o(1) and τ = 1 + o(1), we obtain from (4.6) that µ 6 (1 + o(1) + τ + 2ε)√d =
(2 + o(1))
√
d. Therefore, λL+1(A) 6 µ 6 (2 + o(1))
√
d.
We now sketch the proof of (4.7). For the graph T described above, the delocalization
estimate in (4.7) can be obtained by analysing the tridiagonal matrix MT introduced in (4.1)
via a transfer matrix argument. As Gτ is close to T locally around a vertex x satisfying αx > τ
the tridiagonal matrix M̂ constructed from Aτ around x is well approximated by MT . Hence,
the transfer matrices associated with M̂ and MT are also close and a version of the argument
for MT can be used to deduce (4.7). This completes the sketch of the proof of (ii) and thus the
sketch of the proof of Theorem 2.1.
5. Large eigenvalues induced by vertices of large degree
Let G be an Erdős-Rényi graph on the vertex set [N ] with edge probability d/N . Let A = Adj(G)
be the adjacency matrix of G and A ..= A− EA. Proposition 5.1 below, the main result of this
section, shows that each vertex of sufficiently large degree induces two approximate eigenvectors
of A. As explained after the statement of Proposition 5.1, this locates a positive and a negative
eigenvalue of A of large modulus.
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We now introduce the notation necessary to define the approximate eigenvectors. To lighten
notation, we fix the vertex x throughout and omit all arguments (x) from our notation. In
particular, we just write Si and Bi instead of Si(x) and Bi(x). Define
rx ..=
⌊ logN
3 logDx
⌋
, (5.1)
and let r 6 rx. Let u0 > 0 and define the coefficients
u1 ..=
√
Dx√
Dx − d
u0, ui ..=
d(i−1)/2
(Dx − d)(i−1)/2u1 (i = 2, 3, . . . , r + 1). (5.2)
Here and in the following, we exclusively consider the event {Dx > d} such that u1, . . . , ur+1
are always well-defined. Then, on the event Si 6= ∅ for i = 1, . . . , r, we define the approximate
eigenvectors v ≡ v(x, r) and v− ≡ v−(x, r) through
v ..=
r∑
i=0
uisi, v− ..=
r∑
i=0
(−1)iuisi, si ..= |Si|−1/21Si . (5.3)
Finally, we choose u0 so that the normalization ‖v‖2 = ‖v−‖2 = ∑ri=0 u2i = 1 holds.
For the following proposition, we recall the definition αx = Dx/d. Also, throughout this
section we use K > 1 to denote a constant that is chosen large enough depending on ν in the
definition of very high probability.
Proposition 5.1 (Eigenvectors induced by vertex of large degree). Let x ∈ [N ] be a
fixed vertex. Suppose that d > K√logN and log d 6 r 6 rx. Then
‖(A−
√
dΛ(αx))v‖+ ‖(A+
√
dΛ(αx))v−‖ 6 C
(
log d+ logN
d
)1/2(
1 + logN
Dx
)1/2
with very high probability on {(
2 + 2log d
r
)
d 6 Dx 6
√
N(2d)−r
}
(5.4)
conditioned on Dx.
We remark that if M is a Hermitian matrix and v a normalized vector such that ‖Mv‖ 6 ε
then M has an eigenvalue in [−ε, ε]. Therefore, Proposition 5.1 implies that A possesses with
very high probability two eigenvalues λ± in the vicinity of ±
√
dΛ(αx) if αx is sufficiently large.
We shall show in Lemma 5.4 below that Si 6= ∅ for i = 1, . . . , r with very high probability
on the event {d 6 Dx 6
√
N(2d)−r}.
To prove Proposition 5.1, we shall decompose (A−√dΛ(αx))v into a sum w0 + · · ·+w4 of
vectors, which are all proved to have a small norm. (See Lemma 5.2 below and the estimates
in Lemma 5.3 below.) Each of the vectors wi will turn out to be small for a different reason,
which is why we treat them individually.
In order to define the vectors wi, we introduce the notations
e ..= N−1/21[N ], Ni(y) ..= 〈1y , A1Si〉 = |Si ∩ S1(y)| (5.5)
for all i = 0, . . . , r and y ∈ [N ]. Thus, Ni(y) is the number of edges starting in Si and ending in
y. Note that if the graph G|Bi+1 is a tree then it is easy to see that
Ni(y) = 1y∈Si−1(Dy − 1i>2) + 1y∈Si+1 (5.6)
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xSi
Si−1
Si+1
y
Figure 5.1. An illustration of the definition of Ni(y) from (5.5), where y ∈ Si(x). The red edges are
forbidden in a tree. For a tree, Ni+1(y) = Dy − 1, Ni(y) = 0, and Ni−1(y) = 1.
with the convention that S−1 ..= ∅. See Figure 5.1 for an illustration of Ni(y).
Define
w0 ..=
d
N
v− d〈e ,v〉e,
w1 ..=
r∑
i=0
ui√|Si|
 ∑
y∈Si+1
(
Ni(y)− 1
)
1y +
∑
y∈Si
Ni(y)1y
 ,
w2 ..=
r∑
i=1
ui√|Si|
∑
y∈Si−1
(
Ni(y)− |Si||Si−1|
)
1y,
w3 ..= u2
(√|S2|√|S1| −
√
d
)
s1 +
r−1∑
i=2
[
ui+1
(√|Si+1|√|Si| −
√
d
)
+ ui−1
( √|Si|√|Si−1| −
√
d
)]
si,
w4 ..=
(
ur−1
√|Sr|√|Sr−1| − ur−1
√
d− ur+1
√
d
)
sr + ur
√|Sr+1|√|Sr| sr+1.
(5.7)
Lemma 5.2 (Decomposition of (A−√dΛ(αx))v). We have the decomposition
(A−
√
dΛ(αx))v = w0 +w1 +w2 +w3 +w4. (5.8)
Lemma 5.2 will be shown in Subsection 5.1 below. We now explain the origin and interpre-
tation of the different errors w0, . . . ,w4.
• The vector w0 is equal to −(EA)v, and hence takes care of the expectation EA in the
definition of A = A − EA. It will turn out to be small because the vector v is localized
near the vertex x, and hence has a small overlap with e, which is completely delocalized.
• The vector w1 quantifies the extent to which G|Br+1 deviates from a tree. Indeed, by (5.6)
it vanishes if G|Br+1 is a tree. It will turn out to be small because the number of cycles in
G|Br+1 is not too large.
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• The vector w2 quantifies the extent to which G|Br deviates from a tree with the property
that, for each i > 2, all vertices in Si have the same degree. Indeed, it is immediate that
the term i = 1 is always zero, and the other terms vanish under the above condition, by
(5.6). It will turn out to be small because the number of cycles in G|Br+1 is not too large
and because Ni(y) will concentrate around |Si||Si−1| for most vertices y ∈ Si−1, for any i > 2.
• The vector w3 quantifies the extent to which G|Br deviates from a tree that is d-regular
at all vertices in Br \ {x}. It will turn out to be small because, with very high probability,
most vertices in Br \ {x} will have degree close to d.
• Finally, the vector w4 quantifies the error arising from edges connecting the ball Br, where
the tree approximation is valid, to the rest of the graph [N ] \ Br, where it is not. It will
be small by the exponential decay of the coefficients ui.
Lemma 5.3 (Estimates on w0, . . . ,w4). Let d > K
√
logN . For any r 6 rx, the estimates
‖w0‖ = O(dN−1/4) (5.9a)
‖w1‖ = O(d−1/2), (5.9b)
‖w2‖ = O
((
log d+ logN
d
)1/2(
1 + logN
Dx
)1/2)
, (5.9c)
‖w3‖ = O
(( logN
Dx
)1/2)
, (5.9d)
‖w4‖ = O
((
d
Dx − d
)(r−2)/2( d√
Dx − d
+
( logN
Dx
)1/2))
(5.9e)
hold with very high probability on {d < Dx 6
√
N(2d)−r} conditioned on A(x).
Lemma 5.3 is proved in Subsection 5.2 below.
Proof of Proposition 5.1. From Lemmas 5.2 and 5.3 we get
‖(A−
√
dΛ(αx))v‖ 6 C
(
log d+ logN
d
)1/2(
1 + logN
Dx
)1/2
+ C
√
d
(
d
Dx − d
)(r−1)/2
with very high probability on {2d < Dx 6
√
N(2d)−r}. Write Dx = (2 + t)d for t > 0. To
conclude the proof, it suffices to show that
√
d
(
d
Dx − d
)(r−1)/2
6 1 i.e. log(1 + t) > log d
r − 1 . (5.10)
Since by assumption log d 6 r, this condition is satisfied provided that
2log d
r
6 t = Dx
d
− 2.
This concludes the proof for v. For v− the bound follows in the same way from trivial modifi-
cations of Lemma 5.2 and Lemma 5.3 obtained by replacing ui by (−1)iui. We leave the details
of these modifications to the reader.
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5.1. Decomposition of (A − √dΛ(αx))v – Proof of Lemma 5.2. In this subsection, we
prove Lemma 5.2. We recall that w0, . . . , w4 were defined in (5.7) and Ni(y) in (5.5).
Proof of Lemma 5.2. Recalling the definition A = A− EA, we have
Av = Av+ d
N
v− d〈e ,v〉e = w0 +
r∑
i=0
ui√|Si|A1Si .
By the definition (5.5) of Ni(y) and the triangle inequality for the graph distance, we have
A1Si = 1i>1
∑
y∈Si−1
Ni(y)1y +
∑
y∈Si
Ni(y)1y +
∑
y∈Si+1
Ni(y)1y,
so that
Av = w0 +
r∑
i=1
ui√|Si|
∑
y∈Si−1
Ni(y)1y +
r∑
i=0
ui√|Si|
[ ∑
y∈Si
Ni(y)1y +
∑
y∈Si+1
Ni(y)1y
]
= w0 +w1 +
r∑
i=1
ui√|Si|
[ ∑
y∈Si−1
Ni(y)1y + 1Si+1
]
+ u01S1
= w0 +w1 +w2 +
r∑
i=1
ui√|Si|
[ ∑
y∈Si−1
|Si|
|Si−1|1y + 1Si+1
]
+ u01S1 .
Thus, we conclude
Av−
2∑
k=0
wk = u01S1 +
r∑
i=1
ui√|Si|
[ |Si|
|Si−1|1Si−1 + 1Si+1
]
.
= u0
√
|S1| s1 + u1
√
|S1| s0 + u2
√|S2|√|S1| s1 +
r−1∑
i=2
(
ui+1
√|Si+1|√|Si| + ui−1
√|Si|√|Si−1|
)
si
+ ur
√|Sr+1|√|Sr| sr+1 + ur−1
√|Sr|√|Sr−1| sr.
(5.11)
Since
√
dΛ(αx) = Dx√Dx−d , from the definition of ui in (5.2) we get√
dΛ(αx)u0 =
√
Dxu1,
√
dΛ(αx)u1 =
√
Dxu0 +
√
du2,
√
dΛ(αx)ui =
√
dui−1 +
√
dui+1
for all i = 2, 3, . . . , r. This implies
√
dΛ(αx)v = u1
√
|S1| s0 +
(
u0
√
|S1|+ u2
√
d
)
s1 +
r∑
i=2
(
ui−1
√
d+ ui+1
√
d
)
si.
Together with (5.11), this yields
(A−
√
dΛ(αx))v−
2∑
k=0
wk
= u2
(√|S2|√|S1| −
√
d
)
s1 +
r−1∑
i=2
[
ui+1
(√|Si+1|√|Si| −
√
d
)
+ ui−1
( √|Si|√|Si−1| −
√
d
)]
si
+
(
ur−1
√|Sr|√|Sr−1| − ur−1
√
d− ur+1
√
d
)
sr + ur
√|Sr+1|√|Sr| sr+1
= w3 +w4,
which concludes the proof.
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5.2. Smallness of w0, . . . , w4 – Proof of Lemma 5.3. This subsection is devoted to the
proof of Lemma 5.3.
In order to estimate w0, . . . ,w4, we will make frequent use of the following lemma.
Lemma 5.4 (Concentration of |Si|). Let 0 < d < N .
(i) For r, i ∈ N satisfying 1 6 i 6 r we have∣∣∣∣ |Si+1|d|Si| − 1
∣∣∣∣ = O(( logNd|Si|
)1/2)
(5.12a)
and
|Si| = Dxdi−1
(
1 +O
(( logN
dDx
)1/2))
(5.12b)
with very high probability on {
K logN
d
6 Dx 6
√
N(2d)−r
}
(5.13)
conditioned on A(x).
(ii) Moreover, for all r, i ∈ N satisfying 1 6 i 6 r, the bound
|Si+1| 6 d|Si|+ C(d|Si| logN)1/2 (5.14)
holds with very high probability on {Dx 6
√
N(2d)−r} conditioned on A(x).
In the applications of Lemma 5.4 below, we shall always work under the assumptions d >
K√logN and Dx > d, which imply that the lower bound in (5.13) is always satisfied. Before
proving Lemma 5.4, we first conclude (5.9a), (5.9d) and (5.9e) from it.
Proof of (5.9a), (5.9d) and (5.9e). In the whole proof, we exclusively work on the event {d <
Dx 6
√
N(2d)−r}. For the proof of (5.9a), we start by using the Cauchy-Schwarz inequality to
obtain
‖w0‖ 6 d
N
+ d√
N
∑
y∈Br
|v(y)| 6 d
N
+ d√
N
√
|Br|. (5.15)
From Lemma 5.4, we conclude with very high probability
|Br| 6 1 +
r−1∑
i=0
Dx(2d)i 6 2Dx(2d)r−1 6 (2Dx)r 6 (2Dx)rx 6
√
N
by definition of rx. Hence (5.9a) follows.
We now turn to the proof of (5.9d). Estimating the definition of w3 yields
‖w3‖2 6 d
( √|S2|√
d|S1|
− 1
)2
u22 + 2
r−1∑
i=2
(√|Si+1|√
d|Si|
− 1
)2
u2i+1 +
( √|Si|√
d|Si−1|
− 1
)2
u2i−1

6 C logN
Dx
[
u22 + 2
r−1∑
i=2
(
u2i+1 + u2i−1
)]
with very high probability conditioned on A(x), where we used (5.12a) and (5.12b) in the last
step. This completes the proof of (5.9d).
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Next, we apply the triangle inequality and Lemma 5.4 to w4 to obtain
‖w4‖ 6 |ur−1|
∣∣∣∣∣
√|Sr|√|Sr−1| −
√
d
∣∣∣∣∣+ |ur+1|√d+ |ur|
√|Sr+1|√|Sr|
6 d
(r−2)/2
(Dx − d)(r−2)/2
(
d√
Dx − d
+ C
( logN
Dx
)1/2)
,
where we used the definition of ur−1 and ur as well as |u1| 6 1 in the last step. This verifies (5.9e).
Proof of Lemma 5.4. Define
Ei ..= d|Si|
N
+ 1√
N
.
We shall prove below that there are constants C, c > 0 such that if |Bi| 6
√
N for some i > 1
and ε ∈ [0, 1], then
P
(
(1− ε− CEi)d|Si| 6 |Si+1| 6 (1 + ε+ CEi)d|Si|
∣∣∣ A(Bi−1)) > 1− 2 exp (− cd|Si|ε2). (5.16)
From (5.16), we now conclude (5.12a) and
Dx
(
d
2
)i−1
6 |Si| 6 Dx(2d)i−1, (5.17)
for 1 6 i 6 r simultaneously by induction. For i = 1 we choose ε2 = C logN/(dDx), which is
bounded by 1 for K in (5.13) large enough. Using that E1 6 ε, we obtain (5.12a) directly from
(5.16). The estimate (5.17) is trivial for i = 1.
For the induction step, we assume that K in (5.13) is large enough that the right-hand side
of (5.12a) for i = 1 is less than 1/2. Suppose first that with very high probability (5.12a) and
(5.17) hold up to i. Since |Si| > Dx by (5.17)i, we conclude from (5.12a)i that (5.17)i+1 holds.
Next, suppose that with very high probability (5.12a) holds up to i and (5.17) up to i + 1.
By (5.17)i+1, we deduce that for i + 1 6 r we have |Bi+1| 6 Dx(2d)r 6
√
N , where the last
inequality follows by assumption on Dx. Hence, we may apply (5.16)i+1 to estimate |Si+2|, with
the choice ε2 = C logN/(d|Si+1|) with the same C as in the first induction step. It is easy to
check that Ei+1 6 ε, and hence we conclude (5.12a)i+1 after taking the conditional expectation
with respect to A(x).
The expansion in (5.12b) is a direct consequence of
Dxd
i−1(1− εi) 6 |Si| 6 Dxdi−1(1 + εi), εi ..= 2C
( logN
dDx
)1/2 i−2∑
j=0
d−j/2, (5.18)
for 1 6 i 6 r with very high probability on {K logN/d 6 Dx 6
√
N(2d)−r} conditioned on A(x)
as well as the fact that the geometric sum in the definition of εi is bounded by 2 uniformly in i.
The estimates in (5.12a) and (5.17) imply (5.18) by induction as follows. The case i = 1 is
trivial. For the induction step, we conclude from (5.12a) that
|Si+1| > d|Si|
(
1− C
( logN
d|Si|
)1/2)
> Dxdi
(
1− εi − C
( logN
diDx(1− εi)
)1/2)
.
Here, we used |Si| 6= 0 by (5.17) in the first step and the induction hypothesis in the second
step. As εi 6 3/4 for sufficiently large K due to Dx > K logN/d we obtain the lower bound in
(5.18). The upper bound is proved completely analogously. This completes the proof of (5.12b).
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Next, we also conclude (5.14) from (5.16) by an induction argument. For i = 1, we can
assume that Dx = |S1| 6= 0 as there is nothing to show otherwise. If |S1| 6= 0 then we choose
ε2 = C logN/(d|S1|) in (5.16). As E1 6 ε this directly implies (5.14) for i = 1. In the induction
step we assume |Si+1| 6= 0 as (5.14)i+1 is trivial for |Si+1| = 0. The induction hypothesis and
Dx 6
√
N(2d)−r imply |Bi+1| 6
√
N . Hence, |Si+1| 6= 0 allows the choice ε2 = C logN/(d|Si+1|)
in (5.16) in order to bound |Si+2|. As Ei+1 6 ε we obtain (5.14)i+1 by taking the conditional
expectation with respect to A(x).
What remains therefore is the proof of (5.16). We condition on A(Bi−1) and suppose that
|Bi| 6
√
N . (Note that Bi is a measurable function of A(Bi−1).) Let us compute the law of
|Si+1| conditioned on A(Bi−1). For y ∈ Bci denote by Fy = 1y adjacent to Si . Then, conditioned on
A(Bi−1), (Fy)y∈Bci are i.i.d. Bernoulli random variables with expectation 1 − (1 − p)|Si|, where
p = d/N . Thus,
|Si+1| =
∑
y∈Bci
Fy
d= Binom
(
1− (1− p)|Si|, N − |Bi|
)
conditioned on A(Bi−1). Thus,
Ei+1 ..= E
[|Si+1|∣∣A(Bi−1)] = (1− (1− p)|Si|)(N − |Bi|) = d|Si|(1 +O(Ei)) (5.19)
where we used that d|Si| 6 d
√
N 6 N by the assumption |Bi| 6
√
N . Applying Bennett’s
inequality yields
P
(∣∣|Si+1| − Ei+1∣∣ > εEi+1 ∣∣∣ A(Bi−1)) 6 2 exp (− Ei+1 min{h(1 + ε), h(1− ε)})
6 2 exp
(
− 12d|Si|min{h(1 + ε), h(1− ε)}
)
.
where we used (5.19) and that Ei = O(N−1/4) as follows from the assumptions |Bi| 6
√
N and
(2d)r+1 6 2
√
N . Now the claim (5.16) follows from (5.19) and the observation that there exists
a c > 0 such that min{h(1 + ε), h(1− ε)} > cε2 for all ε ∈ [0, 1].
Lemma 5.5 (Few cycles in small balls). For k, r ∈ N we have
P
(
|E(G|Br)| − |Br|+ 1 > k
∣∣∣ S1) 6 1
Nk
(
C(d+ |S1|)
)2kr+k(2kr)2k. (5.20)
Remark 5.6. Using the definition of rx in (5.1), it is easy to check that for any ν > 0 there
exists a k ∈ N such that the right-hand side of (5.20) is bounded by N−ν provided that r 6 rx
and Dx > d. Hence, Lemma 5.5 says that the number of cycles k in G|Br is with very high
probability bounded on {Dx > d} ∩ {r 6 rx} conditioned on S1.
Corollary 5.7. With very high probability on {Dx > d} conditioned on S1, we have for all
i 6 rx + 1
|Si| =
∑
y∈Si
Ni−1(y) +O(1), |Si| =
∑
y∈Si−1
Ni(y) +O(1), (5.21)
as well as ∑
y∈Si
Ni(y) = O(1). (5.22)
Proof. By choosing a spanning tree of G|Brx , we conclude that, with very high probability on
{Dx > d} conditioned on S1, we can find O(1) edges of G|Brx such that removing them yields
a tree on the vertex set Brx . Now (5.21) follows easily by noting that
〈1Si−1 , A1Si〉 =
∑
y∈Si−1
Ni(y) =
∑
y∈Si
Ni−1(y),
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and that the left-hand side equals |Si| if A is the adjacency matrix of a tree. Finally, (5.22)
follows by noting that its left-hand side vanishes if A is the adjacency matrix of a tree.
Before the proof of Lemma 5.5, we show how (5.21) and (5.22) are used to bound ‖w1‖ and
establish (5.9b).
Proof of (5.9b). Since S0 = {x} we have that N0(y) = 1 for all y ∈ S1. Moreover, N0(x) = 0
since G has no loops. Hence,
w1 =
r∑
i=1
ui√|Si|
( ∑
y∈Si+1
(
Ni(y)− 1
)
1y +
∑
y∈Si
Ni(y)1y
)
. (5.23)
By the triangle inequality, |ui| 6 1, and the fact that Ni(y) > 1 for all y ∈ Si+1, we find
‖w1‖ 6
r∑
i=1
1√|Si|
( ∑
y∈Si+1
(
Ni(y)− 1
)
+
∑
y∈Si
Ni(y)
)
=
r∑
i=1
1√|Si|O(1),
where in the last step we used (5.21) and (5.22). The claim follows using (5.12b).
Proof of Lemma 5.5. Throughout the proof we condition on S1. Let r 6 N and k ∈ N, and
without loss of generality r, k > 1. Define the set Hk as the set of connected graphs H satisfying
x ∈ V (H) ⊂ [N ], SH1 ⊂ S1, |E(H)| = |V (H)|− 1 +k, and |V (H)| 6 2kr+ 1. Let H ∈ Hk. Then
P(E(H) ⊂ E(G) |S1) =
(
d
N
)|E(H)|−|SH1 |
=
(
d
N
)|V (H)|−1+k−|SH1 |
.
Hence, by a union bound,
P
(∃H ∈ Hk, E(H) ⊂ E(G) |S1) 6 ∑
H∈Hk
P(E(H) ⊂ E(G) |S1).
In the sum over H ∈ Hk, we shall sum first over the set of vertices SH1 , the set of vertices
V (H) \ (SH1 ∪{x}), and then over all graphs H on the vertex set V (H). Writing u1 ..= |SH1 | and
u2 ..= |V (H) \ (SH1 ∪ {x})|, so that |V (H)| = u1 + u2 + 1, we find
P
(∃H ∈ Hk, E(H) ⊂ E(G) |S1) 6 ∑
06u1+u262kr
(
|S1|
u1
)(
N − |S1| − 1
u2
)
Cu1+u2+1,k
(
d
N
)u2+k
,
where Cu,k is the number of connected graphs on u vertices with u− 1 + k edges. To estimate
Cu,k, we note that each such graph can be written as a union of a tree on u vertices and k
additional edges. By Cayley’s theorem on the number of trees, we therefore conclude that
Cu,k 6 uu−2u2k = uu+2k−2.
Putting everything together, we conclude that
P
(∃H ∈ Hk, E(H) ⊂ E(G) |S1) 6 ∑
06u1+u262kr
|S1|u1
u1!
Nu2
u2!
(u1 + u2 + 1)u1+u2+2k−1
(
d
N
)u2+k
6 1
Nk
(
C(d+ |S1|)
)2kr+k(2kr)2k.
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In order to conclude the proof, it suffices to show that{|E(G|Br)| − |Br|+ 1 > k} ⊂ {∃H ∈ Hk, E(H) ⊂ E(G)}. (5.24)
To show (5.24), we suppose that G is in the event on the left-hand side of (5.24). Let T be a
spanning tree of Br such that dT (x, y) = d(x, y) for all y ∈ Br, where dT is the graph distance
on T . Since |E(G|Br)| − |Br| + 1 > k, we can find k edges of G|Br that are not edges of T ;
denote these edges by E1. Let U1 denote the vertices incident to the edges of E1. Let U2 denote
the vertices in all the (unique) paths of T connecting the vertices of U1 to x, and E2 the edges
of these paths. Consider now the graph H with vertex set U1 ∪ U2 ∪ {x} and edge set E1 ∪E2.
See Figure 5.2 for an illustration.
x
Figure 5.2. Graphical representation of the proof of (5.24). We draw the ball Br for r = 3. The
spanning tree T is drawn using black and blue edges, and the spheres of radii 1, 2, 3 are drawn using dots.
The red edges are E1, the blue edges E2, the red vertices U1, and the blue vertices U2 \ U1.
We claim that H ∈ Hk, which will conclude the proof of (5.24). The only non-obvious
property to verify is that |V (H)| = |U1 ∪ U2 ∪ {x}| 6 2kr + 1. This follows easily from the
observation that |U1| 6 2k and that each of the above paths has at most r − 1 vertices in
[N ] \ (U1 ∪ {x}), and there are at most 2k paths. This concludes the proof.
Proof of (5.9c). We define Ξi ..= {d < Dx 6
√
N(2d)−i} for i ∈ N. We start by noting that
w2 =
r∑
i=2
ui√|Si|
∑
y∈Si−1
(
Ni(y)− |Si||Si−1|
)
1y,
since S0 = {x} and N1(x) = |S1| = |S1|/|S0|.
We apply the Pythagorean theorem, use (5.21), |Si| > Dxd/2 uniformly for i ∈ {2, . . . , r}
with very high probability on Ξr conditioned on A(x) by (5.12b) in Lemma 5.4 as well as
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∑r−1
i=1 u
2
i+1 6 1 and obtain
‖w2‖2 =
r−1∑
i=1
u2i+1
|Si+1|
∑
y∈Si
(
Ni+1(y)− |Si+1||Si|
)2
6 2
r−1∑
i=1
u2i+1
|Si+1|
∑
y∈Si
(
Ni+1(y)− 1|Si|
∑
y∈Si
Ni+1(y)
)2
+ C
Dxd
6 4
d
max
16i6r−1
(Zi + Y 2i ) +
C
Dxd
,
where we defined
Zi ..=
1
|Si|
∑
y∈Si
(
Ni+1(y)−E
[
Ni+1(y)
∣∣A(Bi−1)])2, Yi ..= 1|Si|
∑
y∈Si
(
Ni+1(y)−E
[
Ni+1(y)
∣∣A(Bi−1)]).
Here we used Young’s inequality and the fact that E
[
Ni+1(y)
∣∣A(Bi−1)] does not depend on
y ∈ Si. In fact, conditioned on A(Bi−1), the random variables (Ni+1(y))y∈Si are i.i.d. with law
Binom(N − |Bi|, d/N).
The term Yi can be easily estimated by Bennett’s inequality for Binom
(|Si|(N −|Bi|), d/N),
which yields |Yi| 6 C logNDx with very high probability on Ξr conditioned on A(x). Here we used
that, by Lemma 5.4, N − |Bi| > N/2 and |Si| > Dx, and, by definition of Ξr, logNdDx 6 1.
What remains, therefore, is the estimate of Zi. We shall prove that for all 1 6 i 6 r − 1
Zi 6 Cd
(
1 + logN|Si|
)(
log d+ logN
d
)
(5.25)
with very high probability on Ξi conditioned on A(x), which will conclude the proof of the lemma.
The estimate (5.25) can be regarded as a concentration result for the degrees of the vertices
in Si; indeed, by Lemma 5.5 for any y ∈ Si we have Dy = Ni+1(y) + O(1) with very high
probability. For any vertex y ∈ Si we have the variance estimate
√
E(Dy − d)2  C
√
d. On
the other hand, in the relevant regime d 6 C logN , the estimate with very high probability
(following from Bennett’s inequality) |Dy − d| 6 C logN is much worse. Essentially, we need an
estimate with very high probability of the average 1|Si|
∑
y∈Si
(
Dy − d
)2, and the trivial bound
C(logN)2 obtained by applying the above estimate is much too large. Instead, we need to use
that the typical term of Zi is much smaller than (logN)2. We do this using a dyadic classification
of the degrees of the vertices in Si.
For the proof of (5.25), we always condition on A(x) and work on the event Ξi. We abbreviate
Ey ..= Ni+1(y)− E
[
Ni+1(y)
∣∣A(Bi−1)]
for y ∈ Si, and introduce the level set sizes
Lis
..=
∣∣{y ∈ Si .. E2y > s2d2}∣∣ (5.26)
for any s > 0. We have the probabilistic tail bound on Lis
P
(
Lis > `
∣∣A(Bi−1)) 6
(
|Si|
`
)
exp(−cd`(s ∧ s2)) (5.27)
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for all s > 0 and ` ∈ N, with very high probability. Here c > 0 is a universal constant. To prove
(5.27), we use a union bound to get
P(Lis > ` | A(Bi−1)) 6
∑
T⊂Si, |T |=`
P
(
E2y > (sd)2 for all y ∈ T
∣∣∣ A(Bi−1))
6
(
|Si|
`
)
max
T⊂Si, |T |=`
P
(
E2y > (sd)2 for all y ∈ T
∣∣∣ A(Bi−1))
=
(
|Si|
`
)
P
(
E2y > (sd)2
∣∣∣ A(Bi−1))`
(5.28)
for some y ∈ Si, since (Ni+1(y))y∈Si are i.i.d. conditioned on A(Bi−1). By Bennett’s inequality,
we obtain
P
(
E2y > (sd)2
∣∣∣ A(Bi−1)) 6 exp(−cd(s ∧ s2))
since N − |Bi| > N/2 (by Lemma 5.4), and hence (5.27) follows.
Next we conclude the argument by establishing (5.25). We decompose
|Si|Zi =
∑
y∈Si
E2y 6 d|Si|+
∑
y∈Si
E2y1E2y>d. (5.29)
In order to estimate the second summand in (5.29), we now establish the dyadic decomposition
∑
y∈Si
E2y1E2y>d 6
kmax∑
k=kmin
∑
y∈N i
k
E2y 6 d2
kmax∑
k=kmin
ek+1|N ik| (5.30)
with very high probability conditioned on A(Bi−1), where we introduced
N ik ..=
{
y ∈ Si .. d2ek < E2y 6 ek+1d2
}
, k ∈ Z,
kmin ..= −dlog(d)e,
kmax ..=
⌈
C + log
( logN
d
)
∨
(
2 log
( logN
d
))⌉
with some possibly ν-dependent constant C > 0.
We now prove (5.30) by showing that, for all y ∈ Si, E2y 6 d2ekmax+1 with very high proba-
bility conditioned on A(Bi−1). To that end, we note that
P
(
∃y ∈ Si, E2y > d2ekmax+1
∣∣∣A(Bi−1)) = P(Lis > 1 ∣∣A(Bi−1)), s = e(kmax+1)/2.
Moreover, from (5.27) with ` = 1 and |Si| 6 N we obtain
P
(
Lis > 1
∣∣A(Bi−1)) 6 N exp(−cd(s ∧ s2)) 6 N−ν ,
where the last inequality follows for s = e(kmax+1)/2 and kmax defined above. This estab-
lishes (5.30).
Next, we estimate |N ik|. This will allow us to conclude the statement of the lemma from
(5.29) and (5.30). In fact, we have P(|N ik| > ` | A(Bi−1)) 6 P(Liek/2 > ` | A(Bi−1)). We choose
` = `k, where
`k ..=
C
d
(|Si|+ logN)
{
e−k/2, if k > 0,
e−k, if k < 0.
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Using (5.27) and estimating
(|Si|
`
)
6 e|Si|, we deduce that |N ik| 6 `k with very high probability
on Ξi conditioned on A(x).
With this information, we now estimate the right-hand side of (5.30). We conclude from
(5.29) and (5.30) that
|Si|Zi 6 d|Si|+ d2
kmax∑
k=kmin
ek+1`k
6 d|Si|+ Cd
(|Si|+ logN)( 0∑
k=kmin
ek+1e−k + 1kmax>0
kmax∑
k=0
ek+1e−k/2
)
6 d|Si|+ Cd
(|Si|+ logN)(|kmin|+ ekmax/2)
6 Cd(|Si|+ logN)( log(d) + ( logN
d
)1/2
∨ logN
d
)
,
which concludes the proof of (5.25) and hence also of (5.9c).
6. Quadratic form estimates on centred adjacency matrix
The main result of the present section is a bound on A = A − EA in Proposition 6.1 below.
In the following, we write S > T for two Hermitian N × N matrices S, T if S − T is positive
semidefinite, i.e., 〈w , Sw〉 > 〈w , Tw〉 for all w ∈ RN . We recall the choice of σ from (2.3).
Proposition 6.1 (Upper bound on d−1/2A). If 4 6 d 6 N2/13 then, with very high probabil-
ity, we have
IN +D + E > d−1/2|A|,
where |A| = √A∗A, D is the diagonal matrix defined through D ..= diag(Dx/d)x∈[N ] and the
error matrix E satisfies
‖E‖ 6 C(d+Dσ(1))
d3/2
6 Cd−1/2
1 + d−1/2
√
logN, if d > 12 logN,
1 + logNd(log logN−d) , if d 6
1
2 logN
with very high probability.
We postpone the proof of Proposition 6.1 to Section 6.1 below. First we state and prove the
following corollary of Proposition 6.1.
Corollary 6.2 (Norm bound on A). If 4 6 d 6 N2/13 then we have
‖A‖ 6
√
d+
Dσ(1)√
d
+ C
(
1 +
Dσ(1)
d
)
6
2
√
d+ C√logN if d > 12 logN,√
d+ C + C logN
d1/2(log logN−log d) if d 6
1
2 logN
with very high probability.
Corollary 1.3 in [2] and Corollary 3.3 in [3] provide similar statements to Corollary 6.2.
Proof of Corollary 6.2. Owing to Lemma 3.3, we have ‖D‖ 6 Dσ(1)/d 6 ∆/d with very high
probability. Therefore, Corollary 6.2 follows immediately from Proposition 6.1.
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6.1. Proof of Proposition 6.1. LetB be the nonbacktracking matrix associated with d−1/2A =
d−1/2(A− EA), i.e. the N2 ×N2 matrix with entries Bef ..= d−1/2Auv1y=u1x 6=v for e = (x, y) ∈
[N ]2 and f = (u, v) ∈ [N ]2. The next proposition provides a high probability bound on the
spectral radius of the nonbacktracking matrix. It is proved in [3, Theorem 2.5].
Proposition 6.3 (Bound on the nonbacktracking matrix of d−1/2A). There are universal
constants C > 0 and c > 0 such that, for all 4 6 d 6 N2/13 and ε > 0, we have
P
(
ρ(B) > 1 + ε
)
6 CN3−c
√
d log(1+ε).
The Ihara-Bass-type formula in the following lemma relates the spectra of B and A. Its
formulation is identical to the one of Lemma 4.1 in [3]. Therefore, we shall not present its proof
in this paper.
Lemma 6.4 (Ihara-Bass-type formula). Let A be an N ×N matrix and let B be the non-
backtracking matrix associated with d−1/2A. Let t ∈ C satisfy t2 6= d−1AxyAyx for all x, y ∈ [N ].
We define the matrices A(t) = (Axy(t))x,y∈[N ] and M(t) = (mx(t)δxy)x,y∈[N ] through
Axy(t) ..=
t
√
dAxy
t2d−AxyAyx
, mx(t) ..= 1 +
∑
y
AxyAyx
t2d−AxyAyx
.
Then t ∈ spec(B) if and only if det(M(t)−A(t)) = 0.
An argument similar to the following proof of Proposition 6.1 has been used to show Propo-
sition 4.2 in [3].
Proof of Proposition 6.1. We only show that d−1/2A 6 IN +D+E. The same proof implies
that −d−1/2A satisfies the same bound. In this proof, we use the matrices A(t) and M(t)
defined in Lemma 6.4 exclusively for t ∈ R. Note that A(t) and M(t) are Hermitian for all
t ∈ R. If t ∈ R converges to +∞ then we have that M(t)−A(t)→ IN . Therefore, M(t)−A(t)
is strictly positive definite for all sufficiently large t > 0. Let t∗ be the infimum of all t > 0
such that M(t)−A(t) is strictly positive definite. Hence, by continuity, the smallest eigenvalue
of M(t∗) − A(t∗) is zero while all eigenvalues of M(t) − A(t) are strictly positive for t > t∗.
Therefore, Lemma 6.4 implies that t∗ ∈ spec(B) and M(t)−A(t) is strictly positive definite for
all t ∈ (ρ(B),∞). Hence, Proposition 6.3 yields that
P
(
M(1 + ε)−A(1 + ε) > 0) > 1− CN3−c√d log(1+ε). (6.1)
We shall establish below the existence of a constant C > 0 such that
‖A(t)− t−1d−1/2A‖ 6 C(1 +Dσ(1))
d3/2
, ‖M(t)− IN − t−2D‖ 6
C(1 +Dσ(1))
d2
(6.2)
for each t ∈ [1, 2]. Since M(t)−A(t) > 0 and D > 0 imply
d−1/2A 6 IN +D + (t− 1) + t
(‖A(t)− t−1d−1/2A‖+ ‖M(t)− IN − t−2D‖),
choosing t = 1 + ε with ε = Cd−1/2 and using (6.1), (6.2) as well as log(1 + ε) > cε for some
c > 0 establish Proposition 6.1 up to showing (6.2).
We now prove (6.2). In order to estimate A(t)−t−1d−1/2A, we use the Schur test to conclude
‖A(t)− t−1d−1/2A‖ 6 max
x
∑
y
|Axy(t)− t−1d−1/2Axy|.
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A short computation shows that
max
x
∑
y
|Axy(t)− t−1d−1/2Axy| 6 maxx
∑
y
|Axy|3
t
√
d(t2d−A2xy)
6 2
t3d3/2
(
Dσ(1) + 1
)
,
where we used |Axy| 6 1, t2d/2 > A2xy and
∑
y A
2
xy 6 Dx + 1 6 Dσ(1) + 1 in the last step
(recalling that Axy = Axy − d/N). Thus, the first bound in (6.2) follows due to t > 1.
As M(t) and D are diagonal matrices by definition, we obtain
‖M(t)−IN−t−2D‖ = max
x
∣∣∣∣∑
y
(
A2xy
t2d−A2xy
− 1
t2d
A2xy
)∣∣∣∣ 6 maxx ∑
y
(
A4xy
t2d(t2d−A2xy)
+
2A2xy
t2N
+ d
t2N2
)
.
Arguing similarly as in the proof of the first bound in (6.2) implies the second bound in (6.2).
This completes the proof of (6.2) and, thus, the one of Proposition 6.1.
7. Lower bounds on large eigenvalues
The main result of this section is the following proposition. It states that the l-th largest
eigenvalue of A, λl(A), is bounded from below by
√
dΛ(ασ(l)) , up to a small error term, as long
as ασ(l) is sufficiently large. We recall that αx ..= Dx/d for any x ∈ [N ] and the permutation σ
of [N ] is chosen such that (ασ(l))Nl=1 is nonincreasing (cf. (2.3)). Similarly, up to a small error
term, −√dΛ(ασ(l)) bounds the l-th smallest eigenvalue, λN+1−l(A), of A from above.
Proposition 7.1. Let K√logN 6 d 6 exp(√logN/4). There is a universal constant C > 0
such that if the random index L> is defined through
L> ..= max
{
l ∈ [N ] .. ασ(l) > τ∗
}
, τ∗ ..= 2 + C
(log d)2
d ∧ logN (7.1)
then, for any l ∈ [L>], the bound
min
{
λl(A),−λN+1−l(A)
}
>
√
dΛ
(
ασ(l)
)
+O
((
log d+ logN
d
)1/2(
1 + logN
Dσ(l)
)1/2
+
(
ld
N log d
)1/2
+
(
1 + ∆
d
)( ∆
Dσ(l)
d+ logN
d
)1/2)
holds with very high probability. Here, ∆ is defined as in (3.1). In the definition of L>, we use
the convention that L> = 0 if ασ(1) < τ∗.
The following lemma will be a key ingredient in the proof of the previous proposition. For
its formulation, we introduce the set Vτ of vertices of large degree given by
Vτ ..=
{
x ∈ [N ] .. Dx > τd
}
,
where τ > 1. The following lemma provides a subgraph Gτ of G such that, as N goes to infinity,
the length of the shortest path in Gτ of two vertices in Vτ tends to infinity with a lower bound
given in terms of rτ defined through
rτ ..=
d
2 log dh
(
τ − 1
2
)
− 2. (7.2)
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Lemma 7.2. Let τ > 1 and rτ be defined as in (7.2). For all x ∈ Vτ , we set rx,τ ..= (14rx)∧(12rτ )
with rx from (5.1). Then there exists a subgraph Gτ of G with the following properties.
(i) If a path p in Gτ connects two vertices x, y ∈ Vτ , x 6= y, then p has length at least
rx,τ + ry,τ + 1. In particular, the balls BGτrx,τ (x) for x ∈ Vτ are disjoint.
(ii) The induced subgraph Gτ |BGτrx,τ (x) is a tree for each x ∈ Vτ .
(iii) For each x ∈ Vτ and each i ∈ N satisfying 1 6 i 6 rx,τ we have SGτi (x) ⊂ SGi (x).
(iv) For each edge in G \Gτ , there is at least one vertex in Vτ incident to it.
(v) The degrees induced on [N ] by G \Gτ are bounded according to
max
x∈[N ]
DG\Gτx = O
(
1 + logN
h((τ − 1)/2)d
)
with very high probability.
(vi) Let K log logN 6 d 6 K−1N1/4. For each x ∈ Vτ and all 2 6 i 6 logN/(4 log d), the
bound
|SGi (x) \ SGτi (x)| 6 DG\Gτx di−2∆
[
1 + C
√
logN
d∆
]
, (7.3)
holds with very high probability. Here, ∆ is defined as in (3.1).
We postpone the proof to the following subsection. First we now conclude Proposition 7.1
from Proposition 5.1, Corollary 6.2 and Lemma 7.2.
Proof of Proposition 7.1. We always assume that L> > 0. Otherwise there is nothing to
prove. We will only prove the statement about λl(A) and leave the necessary modifications for
the analogous statement about λN+1−l(A) to the reader (see the proof of Proposition 5.1). For
any τ > 1, let Gτ be a subgraph of G possessing the properties described in Lemma 7.2.
We fix l ∈ [L>], set x ..= σ(l) and τ = 2. Let v(x) be the associated approximate eigenvector
of A around x constructed in (5.3) with r = rx,2 ..= (14rx) ∧ (12r2) for r2 = rτ=2 defined in (7.2).
We now apply Proposition 5.1. The condition log d 6 r is satisfied provided that log d 6 14rx,
which, by Lemma 3.3, holds with very high probability under our assumption log d 6
√
logN/4.
The upper bound on Dx in (5.4) holds with very high probability due to Lemma 3.3. Finally,
the lower bound on Dx in (5.4) follows from αx > τ∗ by definition of L> (see (7.1)). Thus, from
Proposition 5.1, we conclude for λx =
√
dΛ(αx) that
‖(A− λx)v(x)‖ = O
((
log d+ logN
d
)1/2(
1 + logN
Dx
)1/2)
(7.4)
with very high probability.
We define v˜(x) ..= (v˜(x)(y))y∈[N ] through
v˜(x)(y) ..= v(x)(y)1
y∈BGτrx,2 (x)
.
We note that the vector v˜(x) is not normalized. By the explicit definition of v(x) in (5.3), we
therefore conclude that
‖v(x) − v˜(x)‖2 =
rx,2∑
i=1
u2i
|SGi (x) \ SGτi (x)|
|SGi (x)|
= O
( ∆
Dx
D
G\Gτ
x
d
)
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with very high probability due to Lemma 7.2 (vi), (5.12b) combined with K logN 6 Dxd (see
the remark below Lemma 5.4) by (7.1) and ∑rx,2i=1 u2i 6 1. Here, when applying Lemma 7.2 (vi),
we also employed that rx,2 6 rx/4 6 logN/(4 log d) as Dx > 2d. Hence, we have that
‖v(x) − v˜(x)‖ = O
(( ∆
Dx
D
G\Gτ
x
d
)1/2)
(7.5)
with very high probability. Therefore, from (7.5), Corollary 6.2, and (7.4), we deduce for λx =√
dΛ(αx) that
(A− λx) v˜
(x)
‖v˜(x)‖ = O
((
log d+ logN
d
)1/2(
1 + logN
Dx
)1/2
+ d+ ∆√
d
( ∆
Dx
D
G\Gτ
x
d
)1/2)
= O
((
log d+ logN
d
)1/2(
1 + logN
Dx
)1/2
+
(
1 + ∆
d
)( ∆
Dx
d+ logN
d
)1/2)
(7.6)
with very high probability. Here, we used Lemma 7.2 (v) in the last step. Hence, (v˜(σ(l)))L>l=1
defines a family of orthogonal approximate eigenvectors of A as their supports are disjoint by
Lemma 7.2 (i).
We set W˜l ..= span{v˜(σ(k)) .. k ∈ [l]}. In the following, we write S(W ) for the unit sphere
with respect to the Euclidean norm in any linear subspace W ⊂ RN . The max-min principle for
λl(A) yields
λl(A) = maxdimW=l minw∈S(W )〈w , Aw〉
> min
w∈S(W˜l)
〈w , Aw〉
> min
w∈S(W˜l)
〈w , Aτw〉 − ‖A−Aτ‖ − ‖(EA)|W˜l‖
> min
k∈[l]
λσ(k) − 2‖A−Aτ‖ − ‖(EA)|W˜l‖ −maxk∈[l]‖(A− λσ(k))v˜
(x)‖‖v˜(x)‖−1.
(7.7)
Here, we added and subtracted Aτ in the third step. The last step follows from the definition
of W˜l and the orthogonality of (v˜(σ(k)))k∈[l].
Now, we estimate the terms on the right-hand side of (7.7) to obtain the lower bound on
λl(A) in the proposition. Since t 7→ Λ(t) is monotonically increasing for t > 2, the first term is
bounded from below by
√
dΛ(ασ(l)). For the second term, we use ‖A−Aτ‖ 6 maxx∈[N ]DG\Gτx 6
C(1 + logN/d) with very high probability by Lemma 7.2 (v). If w ∈ S(W˜l) then w has at most
l · rτ nonzero components. Hence,
‖(EA)
W˜l
‖ 6 d
N
+
√
Cld
N log d.
For the fourth term in (7.7), we use (7.6). This completes the proof of Proposition 7.1.
7.1. Proof of Lemma 7.2. For the proof of Lemma 7.2 we need the next lemma. For any
x ∈ Vτ , it provides a bound on the number of other vertices in Vτ whose distance from x is
sufficiently small.
Lemma 7.3. Let τ > 1 and let r ∈ N satisfy r 6 rτ with rτ from (7.2). Then, for any x ∈ Vτ ,
we have
|Vτ ∩Br(x)| = O
( logN
h((τ − 1)/2)d
)
(7.8)
with very high probability.
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The following lemma controls the growth of |Si(z)| in terms of d and ∆. In contrast to
(5.12b) in Lemma 5.4, no lower bound on Dz is required.
Lemma 7.4. Let K log logN 6 d 6 K−1N1/4 and let z ∈ [N ]. For any i 6 logN/(4 log d), the
bound
|Si(z)| 6 ∆di−1
[
1 + C
( logN
d∆
)1/2]
holds with very high probability. Here, ∆ is defined as in (3.1).
The proofs of the previous two lemmas are postponed until the end of this section.
Proof of Lemma 7.2. In the entire proof, we will write V instead of Vτ . We will construct
a subgraph Hτ of G in two steps such that Gτ = G \ Hτ satisfies the properties stated in the
lemma. For a graphical depiction of the following argument, we refer to Figure 7.1.
Figure 7.1. A schematic illustration of the algorithm in the proof of Lemma 7.2. The vertices of V are
white and the other vertices black. The balls BGτrx,τ (x), for each x ∈ V, are indicated using grey balls,
and they are disjoint by construction. The edges of the subgraph H(1) are drawn in red. The edges of
the subgraph H(2) are drawn in blue.
First, we construct a subgraph H(1) ⊂ G such that BG\H(1)rx (x) is a tree for each x ∈ V.
Indeed, for any x ∈ V we apply the following algorithm. For each y ∈ SG1 (x), let Ty be the set
of those vertices that are connected to y by a path of length at most rx not traversing the edge
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connecting x and y. If G|Ty is not a tree, i.e., |Ty| < |E(G|Ty)| + 1, or x ∈ Ty, then we include
the edge between x and y into H(1). We now show that
max
x∈V
DH
(1)
x 6 C + q1 (7.9)
with very high probability, where qi denotes the maximal number of vertices in V that is in the
ball of radius i around a vertex in V, i.e.,
qi ..= max
x∈V
|V ∩BGi (x) \ {x}|. (7.10)
Let x ∈ V. Indeed, owing to Lemma 5.5, with very high probability, there are at most O(1)
edges in BGrx(x) that prevent it from being a tree. Moreover, SG1 (x) contains at most q1 vertices
in V. This proves (7.9) and by construction (G \H(1))|
B
G\H(1)
rx/2
(x)
is a tree for any x ∈ V.
Second, the subgraph H(2) ⊂ G consists of edges incident to vertices x ∈ V that are traversed
by paths in G\H(1) of length at most 2rx,τ connecting x to another vertex in V. More precisely,
for x ∈ V we add the following edges to H(2). Since (G \ H(1))|
B
G\H(1)
rx/2
(x)
is a tree, for each
y ∈ (V ∩ BG\H(1)2rx,τ (x)) \ {x}, there is a unique vertex z ∈ S
G\H(1)
1 (x) such that each path in
G \ H(1) of length at most 2rx,τ connecting x and y traverses the edge between x and z. All
such edges between x and z are added to H(2). This algorithm yields that
max
x∈V
DH
(2)
x 6 qrτ , (7.11)
where qrτ is defined in (7.10) with i = rτ .
We set Hτ ..= H(1) ∪ H(2) and Gτ ..= G \ Hτ . By construction, each path in Gτ between
x, y ∈ V with x 6= y has length at least 2(rx,τ ∨ ry,τ ) + 1. This establishes property (i) of
Lemma 7.2. Moreover, since Gτ ⊂ G\H(1) is a subgraph and the latter is a tree when restricted
to BG\H
(1)
rx (x) we obtain (ii).
For the proof of property (iii) let x ∈ V be fixed. The construction of H(1) implies that
S
G\H(1)
i (x) ⊂ SGi (x) for all 1 6 i 6 rx/2. As (G\H(1))|
B
G\H(1)
rx/2
(x)
is a tree, a vertex lies in SGτi (x)
only if it was in SG\H
(1)
i (x) due to the construction ofH(2). Hence, S
Gτ
i (x) ⊂ SG\H
(1)
i (x) ⊂ SGi (x)
and we deduce (iii). We also note that the construction of Hτ explained above yields
E(Hτ ) ⊂
⋃
x∈V
⋃
y∈SG1 (x)
{x, y}, (7.12)
i.e., for each edge in Hτ , there is at least one vertex x ∈ V incident to it. This shows (iv).
For each x ∈ [N ], we now verify the bound on DG\Gτx = DHτx in (v). For any x ∈ V, we have
DHτx = DH
(1)
x +DH
(2)
x 6 C + q1 + qrτ 6 C + 2 max
y∈V
|V ∩Brτ (y)|
due to (7.9), (7.11) and q1 6 qrτ 6 maxy∈V |V ∩ Brτ (y)|. Thus, Lemma 7.3 implies (v) for all
x ∈ V. Let x ∈ [N ] \ V. If SG1 (x) ∩ V = ∅ then DHτx = 0 due to (7.12). If x ∈ SG1 (y) for some
y ∈ V then
DHτx 6 C|SG1 (x) ∩ V| 6 C|SG2 (y) ∩ V| 6 C
logN
h
(
τ−1
2
)
d
by Lemma 7.3. This completes the proof of (v).
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What remains is the proof of (7.3). We fix x ∈ V and conclude from (7.12) that
|SGi (x) \ SGτi (x)| 6
∑
z∈S1(x)..{x,z}∈E(Hτ )
|SGi−1(z)|.
Lemma 7.4 provides a uniform bound on the summands in the previous sum. The number of
elements in this sum is bounded by DG\Gτx . Hence, we conclude (vi). This completes the proof
of Lemma 7.2.
Proof of Lemma 7.3. The lemma will follow from an estimate on the probability of the event
Ξ(k) defined through
Ξ(k) ..= {∃x ∈ [N ] .. x ∈ Vτ , |Vτ ∩Br(x)| > k}
for some k ∈ N to be chosen later. We decompose Ξ(k) according to
Ξ(k) =
⋃
x,y,z
Ξ(k)x,y,z,
Ξ(k)x,y,z =
{
x, yj ∈ Vτ , {x, z(j)1 }, {z(j)i , z(j)i+1}, {z(j)rj , yj} ∈ E(G) for all i ∈ [rj − 1] and j ∈ [k]
}
,
(7.13)
where the union is taken over all x ∈ [N ], k-tuples y = (y1, . . . , yk) of distinct elements of [N ]\{x}
and k-tuples z = (z(1), . . . , z(k)) of paths z(j) = (x, z(j)1 , . . . , z
(j)
rj , yj) of length rj ∈ {0, . . . , r} for
j = 1, . . . , k.
We fix such x, y = (y1, . . . , yk) and z = (z(1), . . . , z(k)). Then, recalling p = d/N , it is easy
to see that
P(Ξ(k)x,y,z) 6 Px,y
k∏
j=1
prj+1, (7.14)
where Px,y ..= P(Dx > τd− k,Dy1 > τd− 1, . . . , Dyk > τd− 1). We now show that
Px,y 6 Ck+1 exp
(
− d(k + 1)h
(
τ − 1
2
))
+
((k + 1)d
N
)d(τ−1)/2−k
. (7.15)
We start the proof of (7.15) by exploiting the fact that Dx, Dy1 , . . . , Dyk are almost independent.
Indeed, setting y0 ..= x, a0 ..= (τ − 1)d− k, a1 ..= . . . ..= ak ..= (τ − 1)d− 1, we obtain
Px,y = E
[
P(Dy0 − d > a0, . . . , Dyk − d > ak | AY )
]
= E
[ k∏
i=0
P(Dyi − d > ai | AY )
]
, (7.16)
where Y ..= {y0, . . . , yk} and in the last step we used that Dy0 , . . . Dyk are independent condi-
tionally on AY as
Dyi−d = Xi−E[Xi | AY ]+δi, Xi ..=
∑
z∈[N ]\Y
Azyi , δi
..=
∑
z∈Y
(
Azyi−
d
N
(k+1)
)
(7.17)
and X0, . . . , Xk are independent while the remainder is measurable with respect to AY . Hence,
(7.17) and Bennett’s inequality imply
P(Dyi − d > ai | AY ) 6 C exp
(
− dh((ai − δi)/d)
)
6 C exp
(
− dh
(
min
i=0,...,k
ai/d− max
i=0,...,k
δi/d
))
.
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Therefore, since mini ai = (τ − 1)d− k, (7.16) yields
Px,y 6 Ck+1 exp
(
− d(k + 1)h((τ − 1)/2)
)
+ P
(
max
i=0,...,k
δi > (τ − 1)d/2− k
)
.
We choose n = (τ − 1)d/2− k and use the bound
P(δi > n) 6 P
(∑
z∈Y
Azyi > n
)
6
(
k + 1
n
)(
d
N
)n
6
((k + 1)d
N
)n
to conclude (7.15).
We now finish the proof by combining the previous estimates. In fact, from (7.13), (7.14),
p = d/N and (7.15), we conclude
P(Ξ(k)) 6
∑
x,y,z
P(Ξ(k)x,y,z)
6
(
N
k + 1
)
r∑
r1=0
. . .
r∑
rk=0
(
N − k − 1
r1
)
. . .
(
N − k − 1−∑k−1l=1 rl
rk
)
pk+
∑k
l=1 rl max
x,y
Px,y
6
r∑
r1,...,rk=0
Nk+1+
∑k
l=1 rlpk+
∑k
l=1 rl max
x,y
Px,y
6 N
( r∑
l=0
dl+1
)k
max
x,y
Px,y
= N
(
dr+2 − 1
d− 1
)k(
Ck+1 exp
(
− d(k + 1)h
(
τ − 1
2
))
+
((k + 1)d
N
)d(τ−1)/2−k)
.
Therefore, in order to obtain (7.8), the condition
(k + 1)
(
logC − dh((τ − 1)/2) + (r + 2) log d
)
− (r + 2) log d+ logN < −C logN
has to be satisfied. This condition is met if k = C logN/(dh((τ − 1)/2)) and r 6 rτ . These
choices of k and r also imply that the remaining term in the estimate of P(Ξ(k)) is bounded by
CN−ν . This completes the proof of Lemma 7.3.
Proof of Lemma 7.4. By Lemma 3.3,Dz 6 ∆ with very high probability. If r 6 logN/(4 log d)
we thus obtain Dz 6
√
N(2d)−r with very high probability as d 6 K−1N1/4. Hence, a simple
induction argument resembling the proof of (5.12b) and using (5.14) and Lemma 3.3 yield
|Si(z)| 6 di−1∆
[
1 + 2C
√
logN
d∆
i−1∑
k=1
d−(k−1)/2
]
(7.18)
with very high probability for all 1 6 i 6 logN/(4 log d). Here, we used that
√
logN/(d∆) is
small if K is large due to d > K log logN , and for i > 1,
i−1∑
j=1
d−(j−1)/2 6 (1− d−1/2)−1. (7.19)
Combining (7.18) and (7.19) completes the proof of Lemma 7.4.
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8. Upper bounds on large eigenvalues
The following proposition provides the upper bound on the l-th largest eigenvalue matching the
lower bound of Proposition 7.1. We recall that the permutation σ was chosen in (2.3).
Proposition 8.1. Let κ > 0 be fixed. Abbreviate a ..= 1/2 − κ and suppose that κ 6 θ < 5/2.
Suppose that (logN)4/(5−2θ) 6 d 6 K−1N1/4. Define the random index L6 through
L6 ..= max{l > 1 .. ασ(l) > 2 + (log d)−a} (8.1)
with the convention that L6 = 0 if ασ(1) < 2 + (log d)−a. There is a universal constant c > 0
such that the following holds with very high probability.
(i) If L6 > 0 then, for all l ∈ [L6],
max{λl(A),−λN+1−l(A)} 6
√
dΛ(ασ(l)) + C
√
d
(
d−c(Λ(ασ(l))−2) + d−θ/2
)
.
(ii) If L6 = 0 then
max{λ1(A),−λN (A)} 6 2
√
d+ C
√
d(log d)−2a.
(Here the constant C depends on κ.)
Let L6 be defined as in (8.1). If L6 > 0 then, for l ∈ [L6], we set
Vl ..=
{
[N ], if l = 1,
[N ] \ {σ(1), . . . , σ(l − 1)}, if l > 2. (8.2)
Let Gτ be the subgraph of G introduced in Lemma 7.2. We denote by Aτ = Adj(Gτ ) the
adjacency matrix of Gτ and also define
Aτ
..= Aτ −Πτ (EA)Πτ , Zτ ..=
⋃
x∈Vτ
BGτrx,τ−2(x),
where Πτ is the orthogonal projection onto Span{1y .. y ∈ [N ] \ Zτ}. Moreover, we introduce
the N ×N -matrix Aτ,l with entries
(Aτ,l)xy ..= (Aτ )xy1x∈Vl1y∈Vl
for x, y ∈ [N ].
For all τ, ζ, µ > 0, we define a subset Wτ,µ,ζ of Vτ through
Wτ,µ,ζ ..= {x ∈ [N ] .. αx > τ, µ >
√
d(Λ(αx ∨ 2) + ζ)}. (8.3)
The formulation of the following proposition uses the function α .. [2,∞) → [2,∞) defined
through
α(η) ..= η2
(
η +
√
η2 − 4).
Note that α is monotonically increasing and Λ(α(η)) = η for all η > 2.
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Proposition 8.2 (Delocalization estimate). Let (logN)4/(5−2θ) 6 d 6 K−1N1/4 for some
θ > 0 and 1 + d−θ/4 6 τ 6 2. Let L6 be defined as in (8.1), l ∈ [L6] and Vl be defined as in
(8.2). Let µ be an eigenvalue of Aτ,l satisfying µ > 2
√
d and w be a corresponding normalized
eigenvector. Then there are a universal constant c > 0 and a constant C > 0 such that for any
ζ > 0 satisfying
ζ >
(
C
(
µ
µ− 2√d
)1/2
d−θ/2
)
∨ d−c(µ/
√
d−2) (8.4)
we have
α
(
µ√
d
) ∑
x∈Wτ,µ,ζ
〈w ,1x〉2 6 Cd−c((µ/
√
d−2)∧log(µ/√d))
with very high probability.
Proof of Proposition 8.1. We will only prove the upper bound on the large eigenvalues. The
corresponding lower bound on the small eigenvalues is shown similarly (cf. the proof of Propo-
sition 5.1). We first prove (i) assuming L6 > 0. We fix l ∈ [L6] and set define the sphere
Sl ..= {w ∈ RN .. ‖w‖ = 1,w|Vl = w}. The min-max principle implies that
max
w˜∈Sl
〈w˜ , Aw˜〉 > λl(A). (8.5)
Let µ be the largest eigenvalue of Aτ,l and w ∈ Sl be a corresponding eigenvector. Since
〈w˜ , Aτ,lw˜〉 = 〈w˜ , Aτ w˜〉 for all w˜ ∈ Sl, we get
µ = max
w˜∈Sl
〈w˜ , Aτ,lw˜〉 = maxw˜∈Sl〈w˜ , Aτ w˜〉. (8.6)
Thus, we obtain the lower bound
µ > max
w˜∈Sl
〈w˜ , Aw˜〉 − ‖Aτ −A‖. (8.7)
On the other hand, (8.6) and Proposition 6.1 imply the upper bound
√
d 〈w , (IN +D + E)w〉 > 〈w , Aw〉 > µ− ‖Aτ −A‖ > λl(A)− 2‖Aτ −A‖. (8.8)
Here, we used (8.7) and (8.5) in the last step.
We choose τ = 1 + d−θ/4 and apply Proposition 8.2. To that end, let ζ > 0 satisfy (8.4). For
a proof by contradiction, we now assume that
λl(A) >
√
d
(
Λ(ασ(l)) + ζ
)
+ ‖A−Aτ‖. (8.9)
From (8.9), (8.5) and (8.7), we deduce µ >
√
d
(
Λ(ασ(l))+ζ
)
. This implies that Vl∩Vτ ⊂ Wτ,µ,ζ .
Moreover, as µ >
√
d(Λ(ασ(l)) + ζ) >
√
dΛ(ασ(l)) we conclude that
αx 6 ασ(l) 6 α
(
µ√
d
)
(8.10)
for all x ∈ Vl. Since 〈w ,1x〉 = 0 for all x ∈ [N ] \ Vl and [N ] \ Vl ⊂ Vτ , we have
〈w , Dw〉 =
∑
x∈[N ]\Vτ
〈w ,1x〉2αx +
∑
x∈Vτ∩Vl
〈w ,1x〉2αx 6 τ + Cd−c((Λ(ασ(l))−2)∧1) (8.11)
with very high probability due to Proposition 8.2, Vl ∩ Vτ ⊂ Wτ,µ,ζ and (8.10).
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We use the assumption (8.9) in (8.8), employ (8.11) and τ = 1 + d−θ/4 and obtain
2 + d−θ/4 + Cd−c((Λ(ασ(l))−2)∧1) + ‖E‖ > Λ(ασ(l)) + ζ − d−1/2‖Aτ −A‖ (8.12)
with very high probability. Thus, the bound on ‖E‖ in Proposition 6.1 yields
d−θ/4 + Cd−c(Λ(ασ(l))−2) + Cd−1/4−θ/2 − (Λ(ασ(l))− 2) > ζ (8.13)
with very high probability. Here, we used that
‖Aτ −A‖ 6 ‖Aτ −A‖+ ‖EA−Πτ (EA)Πτ‖ 6 max
x∈[N ]
DG\Gτx + 2 = O
(
1 + d1/4−θ/2
)
(8.14)
with very high probability. This bound follows from Lemma 7.2 (v), h(1 + ε) > cε2, d >
(logN)4/(5−4θ), τ = 1 + d−θ/4 and
‖EA−Πτ (EA)Πτ‖ 6 2 (8.15)
with very high probability. For the proof of (8.15), we remark that, by construction of Gτ , all
balls BGτrx,τ (x) for x ∈ Vτ are disjoint and we have
|Zτ | =
∑
x∈Vτ
|BGτrx,τ−2(x)| 6
2
d2
∑
x∈Vτ
|BGτrx,τ (x)| 6
2N
d2
with very high probability, where we used Lemma 5.4 for the middle inequality. Thus, estimating
the operator norm by the Hilbert-Schmidt norm yields
‖EA−Πτ (EA)Πτ‖2 6 d
2
N2
(|Zτ |2 + 2|Zτ |(N − |Zτ |)) 6 d22|Zτ |N
N2
6 2d
2|Zτ |
N
6 4
with very high probability. This proves (8.15) and, hence, (8.13).
By increasing C, we deduce from (8.13) that
Cd−c(Λ(ασ(l))−2) − (Λ(ασ(l))− 2) > ζ (8.16)
with very high probability. The definition of L6 in (8.1) and l ∈ [L6] imply ασ(l) > 2+(log d)−a.
Hence, Λ(ασ(l)) > 2 +C(log d)−2a for some C > 0. This, however, contradicts (8.16) and ζ > 0.
Therefore, (8.9) is wrong which implies part (i) of Proposition 8.1 due to (8.14).
We now prove (ii) assuming L6 = 0. We follow the proof of (i) with l = 1 and V1 = [N ] and
assume for the proof by contradiction that
λ1(A) >
√
d(2 + Cζ) + ‖Aτ −A‖,
for some sufficiently large C > 0 and ζ ..= (log d)−2a.
Owing to (8.14), we have µ > λ1(A)−‖Aτ−A‖ > 2
√
d+(C−1)(log d)−2a. Hence, ζ obviously
satisfies (8.4). Moreover, together with Λ(ασ(1)∨2) 6 2+C(log d)−2a for some universal constant
C > 0, we obtain
µ√
d
− Λ(ασ(1) ∨ 2) > 2 + (C − 1)(log d)−2a − (2 + C(log d)−2a) > (C − 1− C)(log d)−2a > ζ,
where we assumed that C > 2 + C in the last step. Hence, Vτ ⊂ Wτ,µ,ζ .
Similarly to the arguments in part (i) we obtain
Cd−cζ − Cζ > ζ
as analogue of (8.16). This is a contradiction since ζ = (log d)−2a which completes the proof of
Proposition 8.1.
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The condition µ >
√
d(Λ(αx ∨ 2) + ζ) in the definition of Wτ,µ,ζ in (8.3) is an upper bound
on αx. In fact, we have αx 6 ω for all x ∈ Wτ,µ,ζ , where the parameter ω ≡ ω(µ, ζ) is defined
as the unique solution in (2,∞) of
µ =
√
d(Λ(ω) + ζ). (8.17)
For the following result, we need the definition
rωτ
..= logN4 log(ωd) ∧
(
d
4 log dh
(
τ − 1
2
)
− 1
)
− 2. (8.18)
Note that rωτ 6 rx/4 if x ∈ [N ] \ Vω and rωτ 6 rτ/2 with rτ as in (7.2). Hence, owing to
Lemma 7.2 (i), the balls (BGτr (x))x∈Vτ\Vω are disjoint for r = rωτ .
Lemma 8.3. Let (logN)4/(5−2θ) 6 d 6 K−1N1/4 for some θ > 0 and let 1 + d−θ/4 6 τ 6 2.
Let µ be an eigenvalue of Aτ,l satisfying µ > 2
√
d and w be a corresponding eigenvector. Let ω
be the unique solution of (8.17). Then there exist an r 6 rωτ , a universal constant c > 0 and a
constant C > 0 such that for any x ∈ Wτ,µ,ζ and ζ > 0 satisfying (8.4) we have
α(µ/
√
d)〈w ,1x〉2 6 Cd−c((µ/
√
d−2)∧log(µ/√d))‖w|
BGτr (x)‖
2
with very high probability.
Proof of Proposition 8.2. Let η ..= µ/
√
d. Lemma 8.3 and rωτ 6 (14rx) ∧ (12rτ ) for αx 6 ω
imply
α(η)
∑
x∈Wτ,µ,ζ
〈w ,1x〉2 6 Cd−c((η−2)∧log(η))
∑
x∈Wτ,µ,ζ
‖w|
BGτ
rωτ
(x)‖2 6 Cd−c((η−2)∧log(η))‖w‖2.
Here, we used in the second step that (BGτrωτ (x))x∈Wτ,µ,ζ are disjoint sets. As w is normalized,
Proposition 8.2 follows.
The next subsection is devoted to the proof of Lemma 8.3.
8.1. Proof of Lemma 8.3. For the rest of this section we fix x ∈ Wτ,µ,ζ and omit it from our
notation. For the proof of Lemma 8.3 we shall need some basic facts about the tridiagonalization
of matrices, which are summarized in Appendix A, and which we refer to throughout this section.
Throughout this section, we only work with indices i of tridiagonal matrices satisfying i 6 m,
wherem was defined in Appendix A. This is always a simple application of (5.12b) in Lemma 5.4
and we shall not dwell on this issue further.
Proposition 8.4. Let (logN)4/(5−2θ) 6 d 6 K−1N1/4 for some θ > 0 and let τ ∈ (1, 2]. Let
r 6 rωτ and x ∈ Vτ . For k ∈ N we define the error parameter
Eτ,k ..= (3
√
τ + 2)k√
d
[(
log d+ logN
d
)(
1 + logN
dτ
)] 1
2
. (8.19)
Let M̂ ..= M (Aτ,l,x) be the tridiagonal matrix associated with Aτ,l around x, and (gk) the asso-
ciated orthogonal basis (see Appendix A). Then there exists a constant C such that if Eτ,r 6 12C
then we have for all k 6 r with very high probability
‖gk − 1SGτ
k
‖
‖1
SGτ
k
‖ 6 CEτ,k, (8.20)
and
‖M̂[[r]] −
√
dM(αx)‖ = O
(√
dEτ,r + logN
τd
(
1 + logN(τ − 1)2d
))
. (8.21)
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We postpone the proof of Proposition 8.4 to the following subsection.
Proof of Lemma 8.3. We denote the standard basis vectors of Rr+1 by e0, . . . , er. Let M̂ ..=
M (Aτ,l,x) be the tridiagonal matrix associated with Aτ,l around x, and (gk) the associated or-
thogonal basis (see Appendix A). Let w be an eigenvector of Aτ,l with eigenvalue µ. We denote
by b = (bk)k∈[[N−1]] the vector representing w with respect to the orthonormal basis (gk/‖gk‖)k.
Then, by the tridiagonal property of M̂ , we have (M̂[[r]] − µIr+1)b ∈ Span{er}. Hence, we can
apply Proposition C.2 with M˜ ..= 1√
d
M̂[[r]] to estimate b20/
(∑r
i=0 b
2
i
)
once we have verified its
condition (C.10).
Because Gτ |BGτr is a tree, M˜00 = M˜11 = 0 by Lemma A.2 and M˜01 =
√
αx. From (8.21) with
r = 2, τ > 1 + d−θ/4 and the lower bound on d, we conclude
|1− M˜12| 6 ε2 ..= Cd−θ/2. (8.22)
Throughout this proof, we need some Lipschitz-type bounds on Λ(α) and α(η). We have
η − Λ(α ∨ 2) 6 C
(
α(η)− 2
α(η)3/2
)(
α(η)− α ∨ 2) (8.23)
for all α > 0 and η > Λ(α ∨ 2). The bound in (8.23) is a consequence of
Λ(α(η))− Λ(α ∨ 2) =
∫ α(η)
α∨2
Λ′(t)dt =
∫ α(η)
α∨2
t− 2
2(t− 1)3/2 dt
and distinguishing cases α > α(η)/2 and α 6 α(η)/2.
With the notation η = µ√
d
, we calculate δ introduced in (C.8) below. From (8.22) we conclude
|δ(0, αx, 0, M˜12, η)| = |γ(η)η
2 − γ(η)αx − ηM˜12|
|αx + γ(η)ηM˜12 − η2|
6 Cη|αx − α(η)| (8.24)
for some universal constant C > 0. Here, we used that the first condition on ζ in (8.4) together
with (8.23) implies |αx − α(η)| > ε2 > 2γ(η)η|1− M˜12|.
Let ε be defined as in Proposition C.2 below. Owing to Proposition 8.4, we know that ε 6 εr
with very high probability, where εr is defined through
εr ..= C
(
Eτ,r + logN
τd
(
1 + logN(τ − 1)2d
))
. (8.25)
We now verify that the choice
r =
(
c log
(
ζd1/4+θ/2
√
(η − 2)/η
)
+ C˜
)
∧ log(d
1/4+θ/2)− log(4C)
log 8 (8.26)
for some sufficiently small universal constant c > 0 and some C˜ > 0 implies
η2 > 4 + C(1 + η)
2ε2r
(1− γ(η)2)2
(
1 + 1 ∨ δ2), εr 6 1/2, (8.27)
thus, justifying the conditions of Proposition C.2. From the definitions of εr and Eτ,r in (8.25)
and (8.19), respectively, as well as 1 + d−θ/4 6 τ 6 2, we conclude
εr 6 C
(
8rd−1/4−θ/2 + d
−θ
(τ − 1)2
)
6 C
(
8rd−1/4−θ/2 + d−θ/2
)
. (8.28)
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Hence, the second bound on r in (8.26) yields εr 6 1/2 in (8.27).
The first bound in (8.27) is equivalent to
ε2r 6
(η2 − 4)(1− γ(η)2)2
Cη2(1 ∨ δ2) . (8.29)
Owing to 8r 6 er/c for a sufficiently small universal c > 0, the definition of r in (8.26) and the
first condition on ζ in (8.4), we obtain from (8.28) that
εr 6 C
√
η − 2
η
ζ 6 C
√
η − 2
η
(α(η)− 2)(α(η)− αx)
η3
6 C
√
η2 − 4
η2
1− γ(η)2
|δ| .
Here, the second step is a consequence of ζ 6 η − Λ(αx ∨ 2), (8.23) and α(η) > η2/2 for η > 2.
The third step follows from (α(η)− 2)/η2 6 1− γ(η)2 and (8.24). This proves (8.29) and, thus,
the remaining estimate in (8.27). Hence, we have justified the conditions of Proposition C.2. It
implies
α(η) b
2
0∑r
i=0 b
2
i
6 Cαxα(η)(αx − α(η))2
(
γ>
)−2r 6 C
ζ2
(
1 + 14(η − 2)
)−2(r−2)
.
Here, we employed |α(η) − αx| > 2γ(η)η|1 − M˜12| in the first step. In the second step, we
used ζ 6 Cα(η)−1/2(α(η) − αx) due to (8.23) and x ∈ Wτ,µ,ζ . We also used (C.11) as well as
αx 6 α(η) 6 η2 due to x ∈ Wτ,µ,ζ .
Thus, our choice of r in (8.26), the first condition in (8.4) and the definition of η yield
α(η) b
2
0∑r
i=0 b
2
i
6 C
ζ2
exp
(
− 2(r − 2) log
(
1 + 14(η − 2)
))
6 C
ζ2
exp
(
− c2 log d log
(
1 + 14(η − 2)
))
6 C exp
(
− c log d((η − 2) ∧ log η)).
(8.30)
Here, we used the second condition on ζ in (8.4) for a sufficiently small c in the third step.
Finally, Lemma 8.3 follows from (8.30) since b0 = 〈w ,1x〉 and
‖w|
BGτr
‖2 >
r∑
i=0
〈 gi
‖gi‖
, w
〉2
=
r∑
i=0
b2i .
Here, we used that (gi)i∈[[r]] is a family of orthogonal vectors in Span{1y : y ∈ BGτr } to obtain
the previous inequality.
8.2. Proof of Proposition 8.4.
Proof of Proposition 8.4. We first remark that Aτ and Aτ,l agree in the vicinity of x ∈ Vτ∩Vl
in the sense that
(Aτ,l)i1x = (Aτ )i1x
for all i ∈ [[rx,τ − 2]].
For the proof of (8.20), we now introduce a second family (fk)k of vectors that will turn out
to be a good approximation of (gk)k. The vectors fk are defined through
f0 = 1x, f1 = 1SGτ1 , f2 = 1SGτ2 , fk+2 = Q0
(
Aτ fk+1 − dfk
)
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for all k > 1. Here and in the following, Qi denotes the orthogonal projection on Span{(Aτ )j1x ..
j ∈ [[i]]}⊥ as in Appendix A.
The careful analysis of fk presented below will imply (8.20) due to the bound
‖gk − 1SGτ
k
‖ 6 ‖qk‖, (8.31)
where we introduced
qk ..= fk − 1SGτ
k
.
Before estimating qk, we now establish (8.31). It is easy to check that there exists a monic
polynomial Pk of degree k such that fk = Pk(Aτ )1x and then
gk = Qk−1(Akτ1x) = Qk−1(Pk(Aτ )1x) = Qkfk.
Hence, ‖gk‖ 6 ‖fk‖ and, thus, we have
‖gk − 1SGτ
k
‖2 = ‖gk‖2 − ‖1SGτ
k
‖2 6 ‖fk‖2 − ‖1SGτ
k
‖2 = ‖qk‖2.
Here, we used in the first step that gk − 1SGτ
k
is orthogonal to 1
SGτ
k
. This is a consequence of
supp(gk − 1SGτ
k
) ⊂ BGτk−2 which follows from the fact that Gτ |BGτrx,τ is a tree. In the last step, we
used qk ⊥ 1SGτ
k
which can be shown by a similar argument. This shows (8.31).
Owing to (8.31), the bound in (8.20) follows directly from
‖qk‖ 6 c˜k‖1SGτ
k
‖ (8.32)
which holds with very high probability for all k 6 rx,τ − 2 as we shall show below. Here, c˜k is
the unique solution of
c˜k+2 = 2c˜k + 3
√
τ c˜k+1 +
C√
d
((
log d+ logN
d
)1/2(
1 + logN
Dx
)1/2)
with the initial choices c˜1 = 0 and c˜2 = 0.
We now prove (8.32) by induction on k. The induction basis for k = 1 and k = 2 is trivial.
For the induction step, we decompose
Aτ fk+1 − dfk = Aτ (1SGτ
k+1
+ qk+1)− d(1SGτ
k
+ qk)
= 1
SGτ
k+2
+
∑
y∈SGτ
k
(Nk+1(y)− d)1y +Aτqk+1 − dqk
= 1
SGτ
k+2
+
∑
y∈SGτ
k
(
Nk+1(y)− |Sk+1||Sk|
)
1y +
( |Sk+1|
|Sk| − d
)
1
SGτ
k
+Aτqk+1 − dqk.
Here, we used in the second step that 〈1y , A1SGτ
k+1
〉 = Nk+1(y) as Aτ1SGτ
k
= A1Sk for all k > 1.
This relation follows from Lemma 7.2 (iv). Therefore, following the proof of (5.9c) yields
1√|Sk+1|
∥∥∥∥ ∑
y∈SGτ
k
(
Nk+1(y)− |Sk+1||Sk|
)
1y
∥∥∥∥ 6 1√|Sk+1|
∥∥∥∥∑
y∈Sk
(
Nk+1(y)− |Sk+1||Sk|
)
1y
∥∥∥∥
= O
((
log d+ logN
d
)1/2(
1 + logN
Dx
)1/2) (8.33)
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with very high probability. Moreover using Lemma 5.4 and Lemma 7.2 (iii) we get
1√|Sk+1|
∥∥∥∥( |Sk+1||Sk| − d
)
1
SGτ
k
∥∥∥∥ 6
√|Sk|√|Sk+1|
∣∣∣∣ |Sk+1||Sk| − d
∣∣∣∣ 6 O([ logNdDx
] 1
2
)
which is much smaller than the right-hand side of (8.33). Since Aτ has degree at most τd on
BGτr \ {x} then ‖Aτv‖ 6 2
√
τd‖v‖ for all v with supp(v) ⊂ BGτr and 〈v ,1x〉 = 0 [15, Chap. 11,
Ex. 14]. Therefore we have
‖Aτqk+1‖ = ‖AτQ0qk+1‖ 6 2
√
τd‖qk+1‖.
We put everything together and get
‖qk+2‖ = ‖Q0(fk+2 − 1SGτ
k+2
)‖
6 d‖qk‖+ 2
√
τd‖qk+1‖+
√
|Sk+1|O
([(
log d+ logN
d
)(
1 + logN
Dx
)] 1
2
)
with very high probability. We set ck = ‖qk‖√|Sk| . Thus, the previous estimate implies
ck+2 6
d
√|Sk|√|Sk+2|ck + 2
√
τd|Sk+1|√|Sk+2| ck+1 +
√|Sk+1|√|Sk+2|O
([(
log d+ logN
d
)(
1 + logN
Dx
)] 1
2
)
.
We use Lemma 5.4 and obtain
ck+2 6 (1 + o(1))ck + 2
√
τ(1 + o(1))ck+1 +
1√
d
O
([(
log d+ logN
d
)(
1 + logN
Dx
)] 1
2
)
.
This completes the induction step. Thus, we have proved (8.32) and, hence, (8.20) as well.
We now verify (8.21). We have
‖gi‖2 = |Si|
(
1+
( |SGτi |
|Si| −1
))(
1+
(‖gi‖2
|SGτi |
−1
))
= |Si|
(
1+O
(
Eτ,r+ logN
τ
√
d
(
1+ logN(τ − 1)2d
)))
.
To estimate the last term, we use (7.3), Lemma 7.2 (iii) and K logN 6 Dxd. By Lemma A.2,
we have M˜ii = 0 and
M˜i i+1 =
‖gi+1‖
‖gi‖
=
√
|Si+1|
|Si|
(
1 +O
(
Eτ,r + logN
τ
√
d
(
1 + logN(τ − 1)2d
)))
and we conclude using Lemma 5.4
9. Proofs of the results in Section 2
In this short section we state how to conclude the results of Section 2. For d 6 exp
(√
logN/4
)
,
Theorem 2.1 follows from Propositions 7.1 and 8.1, noting that L = L6 6 L>. For exp
(√
logN/4
)
6
d 6 N/2, Theorem 2.1 follows immediately from [3, (2.4) and Theorem 2.6]. Corollary 2.3 fol-
lows from Theorem 2.1 by eigenvalue interlacing, λl(A) > λl+1(A) > λl+1(A) for 1 6 l 6 N − 1,
as well as the mean value theorem. Finally, the proof of Theorem 2.7 is very similar to that of
Theorem 2.1, and we explain the needed minor modifications in the next section.
40
10. Modifications for sparse Wigner matrices
In this section, we explain how the arguments in the previous sections can be adapted to yield
the proof of Theorem 2.7. We consider a sparse Wigner matrix X with entries Xxy = WxyAxy.
Here, A is the adjacency matrix of an Erdős-Rényi graph G on [N ] with edge probability d/N
and W = (Wxy)x,y∈[N ] is an independent Wigner matrix with bounded entries. That is, W is
Hermitian and the random variables (Wxy .. x 6 y) are independent and
EWxy = 0, E|Wxy|2 = 1, |Wxy| 6 K (10.1)
for all x, y ∈ [N ] and some constant K > 0.
The assumptions imply that X is symmetric and we consider X as the adjacency matrix of
an undirected weighted graph with edge weights Wxy. According to this philosophy, we define
Si(x) ..= {y ∈ [N ] .. min{j > 0 .. (Xj)xy 6= 0} = i}, Bi(x) ..=
⋃
j∈[[i]]
Sj(x)
for all x ∈ [N ].
In the remainder of this section, we explain the necessary adjustments in order to conclude
Theorem 2.7 along the proof of Theorem 2.1 with the definition of αx from (2.5) and Dx = αxd.
Throughout this section, the constant C as well as the implicit constant in O are also allowed
to depend on K, the uniform bound on Wxy in (10.1). With this convention, the arguments in
Section 6 to Section 8 do not require any changes. They only have to be understood with respect
to the new definition of C and O. The necessary modifications of Section 5 are explained in the
following subsection. Once they are taken into account Theorem 2.7 follows from Propositions 7.1
and 8.1.
10.1. Modifications in Section 5. In this subsection, we fix x ∈ [N ] and explain the modi-
fications required in Section 5 to obtain the corresponding results in the setup described above.
Definition of the approximate eigenvector, decomposition of the error terms. We now introduce
the analogue of the approximate eigenvector b from (5.3) in the present setup. We define
g0 ..= 1x. For i > 1, we define
gi ..= (Xgi−1)|Si(x).
Note that g0, . . . ,gi are orthogonal. As a heuristic for the following argument, suppose that
for some r > 1 the graph G restricted to Br(x) is a tree and that for all i ∈ [r] we have∑
z∈Si+1(x)〈1z , X1y〉2 = d for all y ∈ Si(x); then the upper-left (r + 1) × (r + 1) block of the
tridiagonal matrix associated with X around x (see Appendix B) is equal to the right-hand side
of (B.1) with Dx = dαx and αx given by (2.5). This motivates the construction of v in the
following paragraph.
With the choices of ui from (5.2), we set
v =
r∑
i=0
uigˆi, gˆi ..=
gi
‖gi‖
.
Similarly to the proof of Lemma 5.2, we obtain
(X −
√
dΛ(αx))v = w1 + . . .+w4,
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where the error terms w1, . . . ,w4 are defined through
w1 ..=
r∑
i=0
ui
‖gi‖
( ∑
y∈Si+1
(
Ni(y)− 〈1y ,gi+1〉
)
1y +
∑
y∈Si
Ni(y)1y
)
,
w2 ..=
r∑
i=1
ui
‖gi‖
( ∑
y∈Si−1
Ni(y)1y − ‖gi‖
2
‖gi−1‖2
gi−1
)
,
w3 ..= u2
(‖g2‖
‖g1‖
−
√
d
)
gˆ1 +
r−1∑
i=2
[
ui+1
(‖gi+1‖
‖gi‖
−
√
d
)
+ ui−1
(
‖gi‖
‖gi−1‖
−
√
d
)]
gˆi,
w4 ..=
(
ur−1
‖gr‖
‖gr−1‖
− ur−1
√
d− ur+1
√
d
)
gˆr + ur
‖gr+1‖
‖gr‖
gˆr+1.
Here, Ni(y) ..= 〈1y , Xgi〉 for all y ∈ [N ]. We remark that the analogue of w0 vanishes as the
entries Wyz are centred for all y, z ∈ [N ].
Concentration of ‖gi+1‖/‖gi‖. In order to establish that the ratio ‖gi+1‖‖gi‖ concentrates around√
d if i > 1 we follow the proof of Lemma 5.4. It suffices to verify (5.16) in the new setup. Using
Bennett’s inequality, it is easy to see that
∣∣∣∣‖gi+1‖ppd‖gi‖pp − 1
∣∣∣∣ 6 C(1 +Kp)
√
logN
d
‖gi‖p2p
‖gi‖pp
(10.2)
with very high probability for all p > 2. Here, K is the uniform upper bound on Wxy.
We choose p = N in (10.2), use that ‖·‖N , ‖·‖2N and ‖·‖∞ are comparable and obtain
‖gi‖∞ 6 C(1 +K)i (10.3)
with very high probability. Hence, we obtain ‖gi‖24 6 C(1+K)i‖gi‖2 with very high probability.
Thus, choosing p = 2 in (10.2) yields the desired analogue of (5.16) in the setup of sparse Wigner
matrices. This proves the analogue of Lemma 5.4.
Estimate on w1. We remark that the i = 0 contribution in the definition of w1 vanishes as
N0(y) = 〈1y , Xg0〉 = 〈1y ,g1〉 for any y as Axx = 0. Moreover, Axx = 0 also implies that
N0(y) = 0 for y ∈ S0. Hence,
‖w1‖2 =
∥∥∥∥ r∑
i=1
ui
‖gi‖
∑
y∈Si
Ni(y)1y
∥∥∥∥2 = r∑
i=1
u2i
‖gi‖2
∑
y∈Si
Ni(y)2.
Here, we also used that Ni(y)− 〈1y ,gi+1〉 = 〈1y , (Xgi)|[N ]\Si+1(x)〉 = 0 for any y ∈ Si+1 due to
the fact that (Xgi)|[N ]\Si+1(x) vanishes on Si+1(x).
Thus, in order to estimate ‖w1‖2, we use the following version of (5.22) in Corollary 5.7.
Namely, for all i > 1, the bounds
∑
y∈Si(x)
Ni(y)2 =
∑
y∈Si(x)
〈1y , Xgi〉2 =
∑
y∈Si(x)
( ∑
y1∈Si(x)
〈X1y ,1y1〉〈1y1 ,gi〉
)2
6 C‖gi‖2∞
hold with very high probability. In the last step, we used Lemma 5.5 to conclude that there are
at most O(1) many nonzero terms. Therefore, (10.3) yields (5.9b) in the current setup due to
the growth of ‖gi‖ by the analogue of (5.12b).
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Estimate on w2. Here, we follow the proof of (5.9c). By the Pythagorean theorem, we have
‖w2‖2 =
r−1∑
i=1
u2i+1
‖gi+1‖2
∑
y∈Si
(
Ni+1(y)− ‖gi+1‖
2
‖gi‖2
〈1y ,gi〉
)2
,
where we used that S0 = {x}, N1(x) = 〈X1x ,g1〉 = ‖g1‖2 as g1 = X1x due to Axx = 0. As∑r−1
i=1 u
2
i+1 6 1, we obtain
‖w2‖2 6 max
i∈[r−1]
1
‖gi+1‖2
∑
y∈Si
(
Ni+1(y)− ‖gi+1‖
2
‖gi‖2
〈1y ,gi〉
)2
6 4
d
max
i∈[r−1]
(
Zi + Y˜i
)
where we introduced
Zi ..=
1
‖gi‖2
∑
y∈Si
(
Ni+1(y)− E[Ni+1(y)|X(Bi−1)]
)2
,
Y˜i ..=
1
‖gi‖2
∑
y∈Si
(
E[Ni+1(y)|X(Bi−1)]−
‖gi+1‖2
‖gi‖2
〈1y ,gi〉
)2
.
We first estimate Y˜i. As E[Ni+1(y)|X(Bi−1)] = 〈1y ,gi〉d(1− |Bi|N ), we conclude
Y˜i =
1
‖gi‖2
(
d− ‖gi+1‖
2
‖gi‖2
− d|Bi|
N
)2 ∑
y∈Si
〈1y ,gi〉2 6 2
((
d− ‖gi+1‖
2
‖gi‖2
)2
+ 1
)
6 C
(
d logN
Dx
+ 1
)
with very high probability for all i ∈ [r − 1].
In order to estimate Zi, we follow the proof of (5.25) and explain the necessary changes. We
redefine
Ey ..=
1
〈1y ,gi〉
(
Ni+1(y)− E[Ni+1(y)|X(Bi−1)]
)
.
and use Bennett’s inequality to obtain
P
(
E2y > (sκd)2
∣∣∣ X(Bi−1)) 6 exp (− cκd(s ∧ s2)),
where κ = EW 4yz for some y, z ∈ [N ]. Hence, using this bound in the proof of (5.27) yields
P
(
Lis > `
∣∣ X(Bi−1)) 6
(
‖gi‖2
`
)
exp
(− cκd`(s ∧ s2)).
Applying this estimate in the remainder of the proof of (5.25), we deduce
|Zi| 6 C(1 +K)2id
(
1 + logN‖gi‖2
)(
log d+ logN
d
)
.
Here, we employed that ‖gi‖∞ 6 C(1 +K)i. Therefore, using the growth of ‖gi‖, we obtain the
same bound on ‖w2‖ as in (5.9c).
When following the proof of (5.9c) in the proof of Proposition 8.4, the same adjustments
yield the bound used there.
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A. Tridiagonalization
Let X ∈ RN×N be a symmetric matrix and x ∈ [N ]. Let m(x) ..= dim Span{Xn1x .. n ∈ N0}.
For i ∈ [[m]] define by induction
g0 ..= 1x, gi+1 ..= QiXgi,
where Qi is the orthogonal projection onto the orthogonal complement of Span{Xj1x .. j ∈ [[i]]}.
We call (gi)i∈[[m−1]] the orthogonal basis associated with X and x. Note that this basis is in
general not normalized. For convenience, if m < N − 1, i.e. 1x is not a cyclic vector of X, we
complete the basis (gi)i∈[[m−1]] to an orthogonal basis (gi)i∈[[N−1]] of RN in an arbitrary fashion.
We define M ≡M (X,x) as the matrix X in the orthonormal basis (gi/‖gi‖)i∈[[N−1]]; that is,
Mij ..=
〈 gi
‖gi‖
, X
gj
‖gj‖
〉
for i, j ∈ [[N − 1]].
Remark A.1. It is easy to check that the matrixM[[m−1]] is tridiagonal, i.e.Mij = 0 if |i−j| > 1
and i, j ∈ [[m− 1]]. Hence, we call M the tridiagonal matrix associated with X around x.
Lemma A.2. If M is the tridiagonal matrix of X then
Mi i+1 =
‖gi+1‖
‖gi‖
for i ∈ [[m− 2]].
Proof. We have
Mi i+1 =
〈Xgi ,gi+1〉
‖gi‖‖gi+1‖
= 〈Xgi , QiXgi〉‖gi‖‖gi+1‖
= 〈QiXgi , QiXgi〉‖gi‖‖gi+1‖
= ‖gi+1‖‖gi‖
.
Lemma A.3. If X = A is the adjacency matrix of a tree then the associated tridiagonal matrix
M has zero diagonal.
Proof. This is immediate from Mii = 〈Agi ,gi〉/‖gi‖2 and the fact that the support of gi
consists of vertices whose distance to the root x has the same parity as i.
B. Tridiagonal matrix associated with a regular tree
In this appendix, we compute the tridiagonal matrix representation of A = Adj(G) if, in the
vicinity of some vertex, G has the idealized graph structure described in Section 4. The section
complements the explanations in Section 4 and the results are not used in the rest of the paper.
Throughout this section, we assume that there are x ∈ [N ] and r ∈ N such that G has the
following structure in Br(x).
(i) The induced subgraph G|Br(x) on Br(x) is a tree with root x.
(ii) The root x has Dx children and the vertices in Br(x) \ {x} have d children.
Lemma B.1 (Basis and tridiagonal representation). Let s0, . . . , sr be the Gram-Schmidt
orthonormalization of 1x, A1x, . . . , Ar1x. Then the following hold true
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(i) For all i = 0, . . . , r, we have
si = |Si(x)|−1/21Si(x).
(ii) Let sr+1, . . . , sN−1 be a completion of s0, . . . , sr to an orthonormal basis of RN and
M ..= S∗AS, S ..= (s0, . . . , sN−1),
the representation of A in this basis. Then the upper-left (r+ 1)× (r+ 1) block M[[r]] of M
is independent of sr+1, . . . , sN−1 and has the tridiagonal form
M[[r]] =

0
√
Dx√
Dx 0
√
d√
d 0
√
d
√
d 0 . . .
. . . . . .
√
d√
d 0

. (B.1)
Note that the spectra of A and M coincide. We stress that, for all our arguments in the rest
of the paper motivated by the construction of M above, only M[[r]] plays a role. Therefore, the
special choice of the basis vectors sr+1, . . . , sN−1 has no influence on these arguments.
Proof of Lemma B.1. For the proof of (i), we show inductively that
1Si(x) = Qi(A
i1x) (B.2)
for i = 0, 1, . . . , r, where Qi is the orthogonal projection onto the orthogonal complement of
1x, . . . , Ai−11x for i > 1 and Q0 = IN . The initial step is trivial as S0(x) = {x}.
For all i > 1, we have
Qi(Ai1x) = Qi(A1Si−1(x))
as well as
A1Sl(x) =

1S1(x), if l = 0,
1S2(x) +Dx1x, if l = 1,
1Sl+1(x) + d1Sl−1(x), if l ∈ [r − 1] \ {1}.
(B.3)
Therefore, (B.2) follows immediately as 1Si(x) and 1Sj(x) are orthogonal for i 6= j and ‖1Si(x)‖ =
|Si(x)|1/2.
We start the proof of (ii) by concluding
〈si , Asj〉 = |Si(x)|−1/2|Sj(x)|−1/2〈1Si(x) , A1Sj(x)〉 (B.4)
for i, j = 0, . . . , r from (i). If |i − j| 6= 1 then this immediately yields 〈si , Asj〉 = 0. Moreover
|S0(x)| = 1 and |Si(x)| = Dxdi−1 for i > 1 to (B.4). For all i, j = 0, 1, . . . , r, we have
〈si , Asj〉 =

√
Dx, if |i− j| = 1 and (i = 0 or j = 0),√
d, if |i− j| = 1 and (i > 0 and j > 0),
0, if |i− j| 6= 1.
This yields (ii) and, thus, completes the proof of Lemma B.1.
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C. Spectral properties of tridiagonal matrices
In this section we analyse the spectral properties of tridiagonal matrices of the form
M(α) =

0
√
α√
α 0 1
1 0 1
1 0 . . .
. . . . . . 1
1 0

∈ R(r+1)×(r+1), (C.1)
where α > 0 and r ∈ N.
In Lemma C.1 below, we collect and prove a few spectral properties of M(α) for large r, in
particular about its extreme eigenvalues and corresponding approximate eigenvectors. Although
we shall not need Lemma C.1, it serves as motivation for the approximate eigenvectors introduced
in Section 5 for large eigenvalues of the Erdős-Rényi graph. Moreover, the key concepts behind
the proof of Lemma C.1 will be needed for the proof of Proposition C.2, and they are most
transparent in the simple setting of Lemma C.1.
Lemma C.1 (Eigenvalues and approximate eigenvectors of M(α)). If α > 2 then the
following holds.
(i) (Extreme eigenvalues) The largest and smallest eigenvalues ofM(α), λ1(M(α)) and λr+1(M(α)),
converge to Λ(α) and −Λ(α), respectively, as r →∞.
(ii) (Bulk eigenvalues) The eigenvalues λ2(M(α)), . . . , λr(M(α)) lie in [−2, 2].
(iii) (Approximate eigenvectors) Let u = (ui)ri=0 and u− = ((−1)iui)ri=0 have components
u0 ∈ R \ {0}, u1 ..=
(
α
α− 1
)1/2
u0, ui ..=
( 1
α− 1
)(i−1)/2
u1 (i = 2, 3, . . . , r).
(C.2)
Then u and u− are approximate eigenvectors, as r → ∞, of M(α) corresponding to its
largest and smallest eigenvalue, respectively.
The eigenvectors of M(α) can be analysed by a transfer matrix approach. Let η be an
eigenvalue of M(α) and u = (ui)ri=0 a corresponding eigenvector. The components of the
eigenvalue-eigenvector relation M(α)u = ηu read
√
αu1 = ηu0,
√
αu0 + u2 = ηu1, ui−1 + ui+1 = ηui, ur−1 = ηur (C.3)
for i = 2, . . . , r − 1. Hence, for i = 1, . . . , r − 1, these relations are equivalent to(
ui+1
ui
)
= T (η)i−1
(
u2
u1
)
, (C.4)
where we introduced the 2× 2 transfer matrix T (η) defined through
T (η) ..=
(
η −1
1 0
)
. (C.5)
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From now on we suppose that |η| > 2. In this case, we compute the spectrum and the
eigenspaces of T (η). The eigenvalues of T (η) are γ(η) and γ(η)−1, where we defined
γ(η) ..= 12
(
η − sign(η)
√
η2 − 4
)
. (C.6)
Note that |γ(η)| < 1. Moreover, the eigenspaces of T (η) associated to γ(η) and γ(η)−1 are given
by
ker(T (η)− γ(η)I2) = span
{(
γ(η)
1
)}
, ker(T (η)− γ(η)−1I2) = span
{(
1
γ(η)
)}
. (C.7)
In the following, we denote the standard basis vectors of Rr+1 by e0, . . . , er.
Proof of Lemma C.1. We first prove (ii). To that end, we consider M(α) as a rank-two
perturbation of M(1). It is well-known that
spec(M(1)) =
{
2 cos
(
pik
r + 2
)
.. k = 1, . . . , r + 1
}
⊂ [−2, 2].
This implies (ii) by Weyl’s interlacing inequalities, since the matrix M(α)−M(1) has rank two
with one positive eigenvalue and one negative eigenvalue.
We now show (i) and (iii) simultaneously. Let u and u− be defined as in (iii). We only focus
on the largest eigenvalue of M(α) and u. The same arguments work for the smallest eigenvalue
and u−.
We set η = Λ(α) and obtain γ(η) = (α − 1)−1/2. Thus, (ui+1, ui)∗ ∈ ker(T (η)− γ(η)I2) for
all i = 1, . . . , r − 1. Hence, the equivalence between (C.3) for i = 2, . . . , r − 1 and (C.4) implies
that
(M(α)− ηIr+1)u = (ur−1 − ηur)er.
Here, we also used η = Λ(α) = α/
√
α− 1 and the relation between u1 and u0. Therefore,
since α > 2, we find ‖(M(α) − Λ(α)Ir+1)u‖ → 0 as r → ∞. This completes the proof of
Lemma C.1.
The following proposition provides an eigenvector delocalization bound for tridiagonal ma-
trices whose structure is similar to the one of M(α) in the sense that, starting from the second
row and column, the diagonal entries are small while the offdiagonal entries are close to one. For
its formulation, we need some notation which we define now. For η > 2, we recall the definition
of γ(η) from (C.6) and introduce
δ(m00,m01,m11,m12, η) =
γ(η)(η −m00)(η −m11)− γ(η)m201 −m12(η −m00)
m201 + γ(η)(η −m00)m12 − (η −m00)(η −m11)
(C.8)
whenever the denominator on the right-hand side is different from zero. For η > 2 and ε > 0,
we also define
γ>(m00,m01,m11,m12, η, ε) ..= γ(η)−1− 8(3 + η)ε1− γ(η)2
(
1+1∨(δ(m00,m01,m11,m12, η))2
)1/2
. (C.9)
Proposition C.2 (Delocalization bound for tridiagonal matrices). Let M˜ be a sym-
metric tridiagonal (r + 1) × (r + 1) matrix and b = (bi)i∈[[r]] ∈ Rr+1. Let η > 2. We set ε ..=
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maxi∈[r−1]
(|M˜ii|∨|M˜i i+1−1|), δ ..= δ(M˜00, M˜01, M˜11, M˜12, η) and γ> = γ>(M˜00, M˜01, M˜11, M˜12, η, ε).
If ε 6 1/2 and the condition
η2 > 4 + 4
5(3 + η)2ε2
(1− γ(η)2)2
(
1 + 1 ∨ δ2) (C.10)
is satisfied and (M˜ − ηIr+1)b ∈ Span{er} then
(b0)2
‖b‖2 6
8(M˜01M˜12)2
((M˜01)2 − (η − M˜11)(η − M˜00) + γ(η)M˜12(η − M˜00))2
[
(γ>)−2r ∧ 1
r − 1
]
and
γ> > 1 +
1
2
(
γ(η)−1 − 1) > 1. (C.11)
Proof. As (M˜ − ηIr+1)b ∈ Span{er} we have
M˜00b0 + M˜01b1 = ηb0, M˜i i−1bi−1 + M˜iibi + M˜i i+1bi+1 = ηbi (C.12)
for any i = 1, . . . , r − 1. Hence,(
bi+1
bi
)
= Ti
(
bi
bi−1
)
, Ti ..=
1
M˜i i+1
(
η − M˜i i −M˜i i−1
M˜i i+1 0
)
(C.13)
for i = 1, . . . , r − 1. For i > 2, we define Ri ..= Ti − T , where T = T (η) is defined as in (C.5).
As ε = ‖M˜ −M(α)‖ 6 1/2, we have ‖Ri‖ 6 2(3 + η)ε uniformly for i > 2.
In the rest of the proof, we write γ ≡ γ(η) for γ(η) defined in (C.6). For each i > 1, we denote
by pi and qi the first and second component of (bi+1, bi)∗ in the eigenbasis of T , respectively.
That is (
pi
qi
)
..= V −1
(
bi+1
bi
)
, V =
(
γ 1
1 γ
)
. (C.14)
The fact that V −1TV is diagonal can be easily read off from (C.7).
We will now show that
|pi|
|qi| 6 1 ∨
( |p1|
|q1|
)
, |qi| > (γ>)i−1|q1| (C.15)
for all i > 1 by induction on i. The assertion is trivial for i = 1. From (C.14) and (C.13), we
conclude(
pi+1
qi+1
)
= V −1
(
V
(
γ 0
0 γ−1
)
V −1 +Ri+1V V −1
)(
bi+1
bi
)
=
((
γ 0
0 γ−1
)
+ V −1Ri+1V
)(
pi
qi
)
.
Estimating the first component of this relation implies
|pi+1| 6 γ|pi|+
∥∥∥∥V −1Ri+1V
(
pi
qi
)∥∥∥∥
6
(
γ
|pi|
|qi| + ‖V
−1Ri+1V ‖
(
1 +
(
pi
qi
)2)1/2))
|qi|
6
(
1 ∨ |p1||q1|
)(
γ +
√
2‖V −1Ri+1V ‖
)
|qi|,
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where we used that 1 + p2i /q2i 6 2(1 ∨ p21/q21) by the induction hypothesis in the last step.
Similarly, we bound the second component from below and obtain
|qi+1| >
(
γ−1 − ‖V −1Ri+1V ‖
((
pi
qi
)2
+ 1
)1/2)
|qi|
>
(
γ−1 − ‖V −1Ri+1V ‖
(
1 + 1 ∨
(
p1
q1
)2)1/2)
|qi|
(C.16)
due to the induction hypothesis.
By dividing the upper bound on |pi+1| by the lower bound on |qi+1|, we see that the induction
step for the first bound in (C.15) is shown if
γ +
√
2‖V −1Ri+1V ‖ 6 γ−1 − ‖V −1Ri+1V ‖
(
1 + 1 ∨
(
p1
q1
)2)1/2
. (C.17)
We now deduce this bound from (C.10). To that end, we first compute p1/q1. The definition
of p1 and q1 in (C.14) yields p1 = (−b1 + γb2)/(γ2 − 1) and q1 = (−b2 + γb1)/(γ2 − 1). We use
the first relation in (C.12) and the second relation in (C.12) with i = 1 to express b1 and b2 in
terms of b0. Then an easy computation shows that
p1 =
γb2 − b1
γ2 − 1 =
b0
(
γ(η − M˜11)(η − M˜00)− γ(M˜01)2 − M˜12(η − M˜00)
)
(γ2 − 1)M˜01M˜12
, (C.18a)
q1 =
−b2 + γb1
γ2 − 1 =
b0
(
(M˜01)2 − (η − M˜11)(η − M˜00) + γM˜12(η − M˜00)
)
(γ2 − 1)M˜01M˜12
. (C.18b)
Therefore, we obtain
p1
q1
= −b1 + γb2−b2 + γb1 = δ
..= δ(M˜00, M˜01, M˜11, M˜12, η),
where we used the function δ defined in (C.8). Thus, as ‖V −1Ri+1V ‖ 6 4‖Ri+1‖/(1 − γ2) 6
8(3 + η)ε/(1− γ2) and γ−1 − γ = √η2 − 4, the definition of γ(η) in (C.6) shows that (C.17) is
a consequence of (C.10). This completes the induction step for the first estimate in (C.15).
From (C.16), p1/q1 = δ and ‖V −1Ri+1V ‖ 6 8(3 + η)ε/(1 − γ2), we deduce |qi+1| > γ>|qi|.
Thus, we have completed the proof of (C.15).
We now prove that (C.10) also implies the lower bound on γ> in (C.11). The definition of
γ(η) in (C.6) yields 2(γ−1 − 1) > (γ−1 − γ) = √η2 − 4. Thus, we obtain from (C.10) that
γ> − 1− 12
(
γ−1 − 1) = 12
[
γ−1 − 1− 16(3 + η)ε1− γ2
(
1 + 1 ∨
(
p1
q1
)2)1/2]
> 14
[√
η2 − 4− 32(3 + η)ε1− γ2
(
1 + 1 ∨
(
p1
q1
)2)1/2]
.
Owing to (C.10), the right-hand side is positive. This immediately implies (C.11).
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Owing to the second bound in (C.15), we have
2
r∑
i=0
(bi)2 >
r−1∑
i=0
∥∥∥∥
(
bi+1
bi
)∥∥∥∥2
=
r−1∑
i=0
∥∥∥∥V V −1
(
bi+1
bi
)∥∥∥∥2
> 1‖V −1‖2
r−1∑
i=1
∥∥∥∥
(
pi
qi
)∥∥∥∥2
> (γ
2 − 1)2
4 |q1|
2
[
(γ>)2r ∨ (r − 1)
]
.
(C.19)
Here, we pulled V out of the norm in the third step and used (C.14). The fourth step is a
consequence of ‖V −1‖ 6 2(1 − γ2)−1, estimating the norm by its second component and using
the second bound in (C.15) as well as γ> > 1 due to (C.11).
Finally, applying (C.18b) to (C.19) completes the proof of Proposition C.2.
D. Degree distribution of the Erdős-Rényi graph
The content of this section is standard, and we include it for completeness and the reader’s
convenience. It is essentially contained in [4, Chapter 3]. We do not aim for sharp estimates
of the error probabilities; instead, our goal here is to collect basic qualitative facts about the
behaviour of the largest degrees of an Erdős-Rényi graph, which, using Theorem 2.1, can be
used to understand the key properties of the extremal eigenvalues. We recall the normalized
degree (2.1) and the random permutation (2.3).
To formulate qualitative statements conveniently, we use the symbol o(1) to denote any
function of N that converges to zero, and say that an N -dependent event Ξ ≡ ΞN holds with
high probability if P(Ξ) = 1− o(1).
The distribution of the largest degrees is best analysed using the function
fd(α) ..= d(α logα− α+ 1) + 12 log(2piαd) (D.1)
for α > 1. For its interpretation, we note that if Y d= Poisson(d) then by Stirling’s formula we
have for any k ∈ N
P(Y = k) = exp
(
−fd(k/d) +O
(1
k
))
.
It is easy to see that the function fd : [1,∞) →
[1
2 log(2pid),∞
)
is bijective and increasing.
Therefore there is a universal constant C > 0 such that for 1 6 l 6 N
C
√
d
such that the equation
fd(β) = log(N/l)
has a unique solution β ≡ βl(d). The interpretation of β is the typical location of ασ(l). By
the implicit function theorem, we find that βl on the interval
(
0, N2
Cl2
]
is a decreasing bijective
function.
We are interested in normalized degrees greater than or equal to 2. This motivates the
definition
L0(d) ..= max{l > 1 .. βl(d) > 2},
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whose interpretation is the typical number of normalized degrees greater than or equal to 2. By
definition, βl(d) > 2 for all l 6 L0(d). Note that L0(d) is nonzero if and only if d 6 d∗, where
d∗ is defined as the unique solution of β1(d∗) = 2. More explicitly, d∗ satisfies fd∗(2) = logN .
Proposition D.1. Let ξ ≡ ξN be a positive sequence tending to ∞. If 1 6 d 6 d∗ and
1 6 l 6 L0(d) then with high probability we have
|ασ(l) − βl(d)| 6
1 ∨ (ξ/ log βl(d))
d
. (D.2)
If d > d∗ then with high probability we have
ασ(1) 6 2 +
ξ
d
. (D.3)
Proof. Throughout the proof we suppose that 2 6 α 6
√
N
Cd for some large enough universal
constant C. From the definition of βl(d), it is easy to check that this condition is satisfied for
α = βl(d) for 1 6 d 6 d∗ and 1 6 l 6 L0(d). The proof of (D.2) consists of an upper and a
lower bound. The former is proved using a first moment method and the latter using a second
moment method. We make use of the counting function Nt ..= ∑x∈[N ] 1Dx>t. Note that by
Poisson approximation of the binomial random variable Dx = dαx, see [2, Lemma 3.3], there is
a universal constant C such that
C−1Ne−fd(α) 6 ENαd 6 CNe−fd(α). (D.4)
Let 1 6 d 6 d∗ and 1 6 l 6 L0(d). We begin by proving an upper bound on ασ(1) = Dσ(1)/d.
Using (D.4) we get
P(ασ(l) > α) = P
(Nαd > l) 6 ENαd
l
6 CN
l
e−fd(α). (D.5)
Next, we prove a lower bound on ασ(l). Suppose that ENαd > 2l. Then using a second
moment method, we find
P(ασ(l) > α) = P
(Nαd > l) > P(|Nαd − ENαd| < ENαd/2) > 1− 4 Var(Nαd)(ENαd)2 .
By [4, Lemma 3.11] we have Var(Nαd) 6 CENαd for some universal constant C, which yields
P(ασ(l) > α) > 1−
C
ENαd > 1−
C
Ne−fd(α)
, (D.6)
where we used (D.4). From (D.5) we conclude that ασ(l) 6 α with high probability if
fd(α)− log(N/l)→∞ as N →∞. (D.7)
From (D.6) we conclude that ασ(l) > α with high probability if ENαd > 2l and fd(α)− logN →
−∞ as N →∞. By (D.4), both of these conditions are satisfied if
fd(α)− log(N/l)→ −∞ as N →∞. (D.8)
Now (D.2) follows easily by choosing α = βl(d)± 1∨(ξ/ log βl(d))d , using that f ′d(α) > d logα.
The proof of (D.3) is analogous to the the proof of the upper bound in (D.2), and we omit
the details.
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