The autoregressive model generally has a Gaussian error. If an autoregressive model that has a Gaussian error is used to model data, the assumption of normality is often not obeyed by the data. In addition, the parameters of the autoregressive model are generally unknown. The parameters of the autoregressive model include order model, model coefficient, error mean and error variance. This paper aims to determine the parameter estimation procedure of an autoregressive model that has an exponential error. In this paper, the autoregressive model parameter estimation is worked out in a hierarchical Bayesian framework. Since the autoregressive order is also part of the model parameter, the Bayes estimator has a complex form so that the Bayes estimator cannot be explicitly calculated. To solve the problem, the reversible jump MCMC is implemented. The results show that model order, model coefficient, error mean and error variance can be calculated simultaneously. In addition, the resulting autoregressive model is always a stationary autoregressive model.
INTRODUCTION
An autoregressive (AR) model with normally distributed white noise is a time series model that is often used in many fields. For example, it is used in the field of economics [1] . But there are so many applications where white noise is not normally distributed. An LSE of AR models with heavy-tailed G-GARCH(1,1) noises was studied [1] . A class of nonparametric tests on the Pareto tail index of the innovation distribution in the linear autoregressive model is proposed [2] . A study of the autoregressive models with exponential white noise can be found in the literature [3] - [8] . A form of time series models where marginal distributions are in fact exponential distributions is presented in [3] . A Bayesian analysis of threshold AR models with exponential noise is developed in [4] . A robust study of the Bayesian estimation of an AR model with exponential innovation to obtain optimal Bayesian estimator is analyzed [5] . A Bayesian method to estimate the coefficient of the AR(1) models are proposed [6] . Generally, the order of the autoregressive is known and must be estimated from the data.
If the AR model with white noise is fitted to the data, the order and the coefficient of the model will be generally unknown. Let t x be a time series with n , , 2 , 1 t L = and n be the number of samples.
An AR(p) with exponential white noise can be expressed as: 
) are data. This data is taken from a population having an autoregressive model with exponential white noise. Based on this data, the main problem becomes how to estimate the parameter ψ . This paper aims to provide a procedure to estimate the parameter ψ .
METHOD
The parameter ψ is estimated by using a Bayesian method. Unfortunately, the Bayesian estimator cannot be determined analytically because the posterior distribution of parameter ψ has a complicated form. To overcome these problems, a reversible jump MCMC Algorithm [9] is used.
Let E denote the set of states and π denote the probability of state on E. The Metropolis-Hastings algorithm produces the Markov chain on E which has stationary probability π . The Markov chain formation is based on reversibility conditions. The probability π is called stationary if for the kernel K of the Markov chain on E verifies:
for all E y , x ∈ . It is clear that the reversibility of π implies on the stationarity for kernel K. This property is used to form the kernel K such that π is a stationary distribution. Let q state the auxiliary kernel on E. Starting from E x ∈ , the withdrawal of a new point y is done in 2 stages: • The point y is drawn according to q(x,y) • The y point is accepted with probability
The kernel K verifies the reversible equation. If the Markov chain is irreductible and aperiodic, the probability π is also the limit probability. Then it must satisfy Suppose that measure and kernel have density function to Lebesgue measure 
In order for this equation to be verified, it simply verifies
The next problem is how to form a symmetrical mesure on E E × and the density function f associated with the transformation.
Mesure
The general idea is to equip two spaces 1 n ℜ and 2 n ℜ to be in the same dimensional space.
Suppose m1 and m2 are two positive numbers such that 
Assume that there is an injective of the transformations of the component, i.e, for i = 1, 2 satisfy
Assume also that there is an inversion formula that allows going backward. For all . Finally, the inversion properties are possible based on g1 and g2, to make two mutually inverse applications
x (
x :
For illustration, let 1 n 1 = and 2 n 2 = . Then complete ℜ space and take 1 m 1 = and 0 m 2 = .
Define the applications 1 g and 2 g in the following
Remember that E has a 
Density Function
So the density function of the measure ξ can be written as If the integral on the right-hand side is expressed as a function of x and x1 then Jacobian will appear
This reversible jump MCMC algorithm is a method producing an ergodic Markov chain with a stationary distribution. This Markov chain can be considered as a random variable whose distribution is the posterior distribution. Furthermore, this Markov chain is then used to estimate the parameter ψ .
RESULTS AND DISCUSSION
The parameter ψ is estimated by using a Bayesian method and a likelihood function is determined.
Likelihood Function
Because the variable random t z has an exponential distribution with parameter λ for n , , 2 ,
The variable transformation 
Prior Distribution
Before obtaining a posterior distribution, a prior distribution must be selected. The prior distribution is taken as follows. 
is a conditional distribution of θ given ϕ and ) (ϕ π is a marginal distribution for? 
Posterior Distribution
Unfortunately, the Bayesian estimator cannot be determined analytically because the posterior distribution of parameter θ and hyper-parameter ϕ has a complicated form. To overcome these problems, reversible jump MCMC Algorithm [9] is used. 
Reversible Jump MCMC

Birth/Death of the Order
A transformation of the birth of the order will change a number of coefficients, from p to the p + 1. Suppose that The transformation in Eq. (7) is used in order to get the stationary conditions for an AR model. Thus the first result of this paper is an AR model that is obtained that is always stationary. The hierarchical Bayesian was adopted to estimate the order of the AR model, the coefficient of the AR model, the variance of the white noise, and its hyper-parameter. The second result of this paper is that both the order of the AR model and the coefficient of the AR model, the variance of the white noise, and the hyper-parameter can be estimated simultaneously.
CONCLUSION
The purpose of this paper was to estimate the parameters of an AR model with exponential white noise when the order was unknown. The parameters cannot be estimated by a Markov chain Monte Carlo algorithm, because the order of the AR model is unknown.
The reversible jump Markov chain Monte Carlo algorithm is one of the new methods that can be used to estimate the parameters of AR models when the order of the AR is unknown. The advantage of this method is that both the order of the AR and the coefficient of the AR can be estimated simultaneously.
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