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Abstract
We consider a PH/PH/1 queue in which a threshold policy determines the stage of the system. The
arrival and service processes follow a Phase-Type (PH) distribution depending on the stage of the
system. Each stage has both a lower and an upper threshold at which the stage of the system changes,
and a new stage is chosen according to a prescribed distribution. This PH/PH/1 multi-threshold
queue is modelled as a Level Dependent Quasi-Birth-and-Death process. An efficient algorithm is
presented to obtain the stationary queue length vectors using Matrix Analytic methods.
Keywords: PH/PH/1 queue, multiple thresholds, Matrix Analytic methods, Level Dependent
Quasi-Birth-and-Death process.
1 Introduction
We consider a PH/PH/1 queue in which a threshold policy determines the stage of the system. The
arrival and service processes follow a Phase-Type (PH) distribution depending on the stage of the system.
Each stage has both a lower and an upper threshold at which the stage of the system changes. At these
thresholds a new stage is chosen according to a prescribed distribution.
This queueing system is motivated by the hysteretic relation between density and speed observed
on a highway [1]. This hysteretic behaviour is controlled by two critical densities, ρ1 and ρ2. When
the density of cars on the highway increases vehicles are more and more affected by each other and the
driving speeds decrease. Once the density reaches ρ2 the highway becomes congested and driving speeds
decrease drastically. The density must reduce to ρ1 for the highway to become non-congested.
In literature, threshold policies are often used to activate or deactivate servers when the queue length
reaches certain thresholds. The M/M/2 queue in which the second server is activated when the queue
length reaches an upper threshold and deactivated when it reaches a lower threshold is studied in [9],
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where a closed form expression is obtained for the steady-state probabilities. In [11], see also Section 4.2,
closed form expressions are obtained for the steady-state distributions for the M/M/c with c heteroge-
neous servers. Using Green’s function, Ibe and Keilson [7] studied the M/M/c queue with homogeneous
servers and the M/M/2 queue with heterogeneous servers. The M/M/c with heterogeneous servers
is also studied in [12] where the steady-state probabilities are obtained using a stochastic complement
analysis for uncoupling Markov Chains. A MAP/M/c with homogeneous servers is analysed in [3] and
the PH/M/2 queue with heterogeneous servers is studied by Neuts [13]. In [4], see also Section 4.3, a
very general setting is studied in which the generator of the queueing system forms a nested Quasi-Birth-
and-Death process. In this model a threshold policy controls the stage of the system which, in turn,
determines the arrival process and the service process. An upper threshold increases the stage by one
whereas the the lower threshold decreases the stage by one, creating a staircase threshold policy. In [10]
an M/M/2 queue is studied with two heterogeneous servers in which the second server is exponentially
delayed before activation.
Threshold policies are also used to send servers to a certain queue, as is shown in [6]. In this paper,
a system is studied containing two queues and two servers where both interarrival times and service
times are exponentially distributed. After each service completion, the server chooses a queue to serve
according to a threshold policy. A generalisation of this model is analysed in [5] where customers from
multiple classes arrive according to a Poisson process and require an exponential amount of service. The
queueing system contains a fixed number of servers which are allocated to a customer class according to a
threshold policy. Each server experiences an exponential delay once it is assigned to a different customer
class. In [14], the joint queue length distribution is obtained for anM/G/1 queue with multiple customer
classes in which customers from higher class are blocked when thresholds are reached.
This paper generalises the model of [4] to an arbitrary threshold policy and introduces a novel
dedicated solution method based on the Level Dependent Quasi-Birth-and-Death process of [2]. In
particular, a class of PH/PH/1 multi-threshold queueing systems is described for which the solution
method in [2] can be decomposed to find the stationary queue length vector for each stage separately.
Section 2 introduces the PH/PH/1 multi-threshold queue and presents the queueing system as a
Level Dependent Quasi-Birth-and-Death process. In Section 3 we analyse the multi-threshold queue
using Matrix Analytic methods and obtain the stationary queue length probabilities. Furthermore, we
present a decomposition theorem for a class of multi-threshold queues providing an explicit description
of the stationary queue length probability vectors. In Section 4 we illustrate our results via three multi-
threshold queues obtained from literature. Section 5 gives concluding remarks.
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2 Model Description
Consider a PH/PH/1 queue controlled by a threshold policy. The threshold policy determines, based
on the queue length, the stage of the system. Each stage s (s = 1, . . . , S) has a lower threshold, Ls,
and an upper threshold, Us, 0 ≤ Ls ≤ Us ≤ ∞. If Us =∞ we say that stage s has no upper threshold.
If the queue is in stage s, then the queue length is Ls ≤ n ≤ Us. When the queue length is n, stage
s is called active when the queue length satisfies Ls ≤ n ≤ Us. If a departure or arrival of a customer
causes the queue length to drop below Ls or exceed Us, the stage of the system changes. If the change is
caused by an arrival, the queue length increases from Us to Us+1 and the stage changes from s to t with
probability ps,t. If the change is caused by a departure, the queue length decreases from Ls to Ls − 1
and the stage changes from s to t with probability qs,t. See Figure 1 for an illustration with exponential
service times and Poisson arrivals.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 · · ·
s = 1
s = 2
s = 3
s = 4 · · ·
λ1
λ2
λ3
µ2
µ3
µ4
Figure 1: State Diagram
The arrival process in stage s follows a PH(Λs,λs) distribution of vs+1 phases (vs transient phases
and 1 absorbing phase). We define Λ0s = −Λsevs , with evs a vs × 1 vector of ones. Furthermore we
assume that the absorbing state is never chosen as initial state, i.e. λsevs = 1. Similarly, the service
process in stage s is PH(M s,µs) distributed with ws+1 phases. We defineM
0
s = −M sews and assume
µsews = 1.
When an arrival or departure changes the stage of the system both the arrival process and service
process are reset by choosing a new initial phase for both processes according to the distributions of the
new stage.
This PH/PH/1 multi-threshold queue can be modelled as a four-dimensional Markov Chain (n, s, x, y)
where n and s represent the queue length and stage of the system, x = 1, . . . , vs the phase of the arrival
process and y = 1, . . . , ws the phase of the service process. We model this queueing system as a Level
Dependent Quasi-Birth-and-Death process (LDQBD) [2, 8] in which the levels of the LDQBD are the
queue length n. The other three variables represent the phase within a level. The states are ordered
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lexicographically in (n, s, x, y).
The generator Q for this LDQBD is:
Q =


L(0) F (0) 0 · · ·
B(1) L(1) F (1)
. . .
0 B(2) L(2)
. . .
...
. . .
. . .
. . . F (i−1)
B(i) L(i)
. . .
. . .
. . .


,
whereB(i) denotes the backward transitions (departures) from level i to level i−1, L(i) the local transitions
within level i and F (i) the forward transitions (arrivals) from level i to level i + 1. If x, y and z stages
are active at level i− 1, i and i+ 1, respectively, then B(i) is a y × x matrix of submatrices B(i)(j,k), L
(i)
is a y × y matrix of submatrices L(i)(j,k) and F
(i) is a y × z matrix of submatrices F (i)(j,k), describing the
backward, local and forward transition rates from stage j to stage k. The element
[
F (i)(j,k)
]
(r,t)
describes
the (forward) rate from level i to level i+ 1 from state r in stage j to state t in stage k. Let It denote
the t × t identity matrix and let ⊗ denote the Kronecker product. For s = 1, . . . , S, the forward, local
and backward submatrices are given by:
F
(i)
(s,j) =


Λ0s ⊗ λs ⊗ Iws , if j = s and Ls ≤ i < Us,
ps,j ·Λ
0
s ⊗ ews ⊗ λj ⊗ µj , if i = Us,
0, otherwise.
(1)
L
(i)
(s,j) =


Λs ⊗ Iws + Ivs ⊗M s, if j = s, i > 0 and Ls ≤ i ≤ Us,
Λs ⊗ Iws , if j = s, i = 0 and Ls = 0,
0, otherwise.
(2)
B
(i)
(s,j) =


Ivs ⊗M
0
s ⊗ µs, if j = s and Ls < i ≤ Us,
qs,j · evs ⊗M
0
s ⊗ λj ⊗ µj , if i = Ls,
0, otherwise.
(3)
4
3 Steady-State analysis
In the previous section we modelled the PH/PH/1 multi-threshold queue as a LDQBD. In this section,
following the analysis in [2] we obtain the steady-state probabilities of the Markov Chain using Matrix
Analytic methods. The special structure of our generator allows us to obtain an efficient algorithm for
the R-matrices.
We assume the queueing system is stable, i.e., the mean service time is less than the mean interarrival
time in stages without upper threshold:
−µjM
−1
j ewj < −λjΛ
−1
j evj , for j such that Uj =∞.
The equilibrium distribution pi = [pi0,pi1,pi2, . . .] is then given by
pin = pi0
n−1∏
i=0
R(i),
where R(i) is the minimal non-negative solution to
F (i) +R(i)L(i+1) +R(i)R(i+1)B(i+2) = 0, (4)
with 0 the zero matrix, see [2]. The element [R(i)](r,t) describes the mean sojourn time in state (i+ 1, t)
per unit sojourn time in the state (i, r) before returning to level i, given that the process started in state
(i, r) see p. 499 in [2]. The R(i)-matrices can be obtained using the algorithm for LDQBD’s by Bright
and Taylor [2]. For later convenience, by analogy of F (i)(j,k), L
(i)
(j,k) and B
(i)
(j,k), we define the submatrix
R(i)(j,k) of R
(i) in which the element [R(i)(j,k)](r,t) describes the mean sojourn time in state (i+1, t) and stage
k per unit sojourn time in state (i, r) and stage j before returning returning to level i, given that the
process started in state (i, r) and stage j.
We obtain pi0 by solving the boundary condition:
pi0L
(0) + pi1B
(1) = pi0
(
L(0) +R(0)B(1)
)
= 0, (5)
and the normalising equation:
1 =
∞∑
n=0
pine = pi0
(
I +
∞∑
n=1
n−1∏
i=0
R(i)
)
e. (6)
Consider
Umax = 1 +max {Us : s = 1 . . . , S, Us <∞} .
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Above level Umax only stages without upper threshold are active and we may define F = F
(i), L = L(i)
and B = B(i), i ≥ Umax, i.e., the LDQBD is level independent from level Umax upwards. We have
R(i) = R, i ≥ Umax, where R is the minimal nonnegative solution of
F +RL+R2B = 0. (7)
The LDQBD is level independent from level Umax. Therefore, the matrices F , L, B and R are diagonal
block matrices. As a consequence, (7) reduces to the matrix equation for the submatrices R(s,s) of R
F (s,s) +R(s,s)L(s,s) +R
2
(s,s)B(s,s) = 0, for s such that Us =∞. (8)
For i < Umax, the matrices R
(i) are obtained from (4) by iteration
R(i) = −F (i)
[
L(i+1) +R(i+1)B(i+2)
]−1
, i = 0, 1, . . . , Umax − 1. (9)
Following the appendix in [2] the inverse exists and has only non-positive elements so that R(i), given
by (9), is the unique non-negative solution to (4).
Notice that, unlike [2], we do not need to truncate the iteration for large i, as the structure of our
multi-threshold queue guarantees the existence of Umax <∞, or for Umax =∞ reduces to a single stage.
For a special class of multi-threshold queue the submatrices R(i)(j,k) of R
(i) can be obtained efficiently
by considering the block elements of the l.h.s. of (4). This result is presented in Theorem 1.
Theorem 1. For a multi-threshold queue consisting of S stages such that
(i) F (i)(j,k) = 0, for k < j and i = 0, 1, . . ., and
(ii) if B(i)(j,k) 6= 0, for k < j, then L
(i−1)
(x,x) = 0, for k < x ≤ j,
the submatrices R(i)(j,k) of R
(i) are given by
R(i)(j,j) = −F
(i)
(j,j)

L(i+1)(j,j) + S∑
b=j
R(i+1)(j,b) B
(i+2)
(b,j)


−1
, (10)
R(i)(j,k) =


0, if k < j,
−

F (i)(j,k) + k−1∑
a=j
S∑
b=a
R(i)(j,a)R
(i+1)
(a,b)B
(i+2)
(b,k)


[
L(i)(k,k) +
S∑
b=k
R(i+1)(k,b)B
(i+2)
(b,k)
]−1
, if k > j.
(11)
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and
R(i)(x,y) = 0 if B
(i+1)
(j,k) 6= 0 for k < x ≤ y ≤ j. (12)
Proof. Assuming R(i+1) is an upper triangular block matrix one can verify that the unique solution to
the block elements of the l.h.s. of (4), i.e.
0 = F (i)(j,k) +
S∑
a=1
R(i)(j,a)L
(i+1)
(a,k) +
S∑
a=1
S∑
b=1
R(i)(j,a)R
(i+1)
(a,b)B
(i+2)
(b,k)
= F (i)(j,k) +R
(i)
(j,k)L
(i+1)
(k,k) +
S∑
a=1
S∑
b=a
R(i)(j,a)R
(i+1)
(a,b)B
(i+2)
(b,k) .
is given by (10), (11) and (12). Since R is a diagonal block matrix this proves by induction that R(i),
i = 0, 1, . . ., is an upper triangular block matrix and that its submatrices are uniquely determined by
(10), (11) and (12).
The conditions of Theorem 1 can be interpreted as (i) at upper thresholds the stage of the system can
only change to higher stages, and (ii) at lower thresholds the stage of the system can change to higher
stages and at most one lower stage. If at level i the stage of the system changes to a lower stage, any
intermediate stages at level i− 1 must be inactive.
Remark 1 (Upper triangularity of R(i)). Note that under the conditions of Theorem 1 R(i) must be
an upper triangular block matrix for all i. This implies that only stage 1 has no lower threshold. To
prove this, we extend the interpretation of R(i) to the product R(i)R(i+1). Observe that the element[
R(i)R(i+1)
]
(r,t)
describes the mean sojourn time in state (i + 2, t) per unit sojourn time in state (i, r)
before returning to level i, given that the process started in state (i, r). If the element
[
R(i)R(i+1)
]
(r,t)
= 0
then state (i+ 2, t) cannot be reached from state (i, r) without visiting level i. The same interpretation
holds for the submatrices of the product
R(n) =
n−1∏
i=0
R(i).
If the submatrix R(n)(j,k) of R(n) is 0, then stage k at level n can never be reached from stage j at
level 0. Under the conditions of Theorem 1 R(i) is an upper triangular block matrix for i ≥ 0, therefore,
R(n) is also an upper triangular block matrix for n ≥ 0. Suppose now that stage j 6= 1 has no lower
threshold, then stages k < j can never be reached from stage j since R(n)(j,k) = 0 for k < j and n ≥ 0.
This implies that stages k < j can be removed from the threshold policy. Since the Markov Chain is
irreducible, j = 1. 
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In Corollary 1 we provide an efficient algorithm to compute the stationary queue length vectors pii,
i = 0, 1, . . ., using the submatrices of R(i) defined in Theorem 1 and equation (8).
Corollary 1. Define the vector pi =
[
p1i p
2
i · · · p
S
i
]
for i = 0, 1, . . . such that
p
j
i =


j∑
a=1
pai−1R
(i−1)
(a,j) , i = 1, . . . , Umax,
p
j
Umax
[R(j,j)]
i−Umax , i = Umax + 1, Umax + 2, . . . ,
(13)
with p10 the solution to
p10
[
L(0)(1,1) +
S∑
a=1
R(0)(i,a)B
(1)
(a,i)
]
= 0, (14)
such that
p10e = 1, (15)
and p
j
0 = 0 for j = 2, . . . , S. Under the conditions of Theoren 1, the stationary probability vector,
pii =
[
pi1i pi
2
i · · · pi
S
i
]
, is given by
pi
j
i =
p
j
i∑S
k=1 βk
, (16)
with
βk =


Uk∑
i=Lk
pki e, if Uk <∞,
Umax−1∑
i=Lk
pki e+ p
k
Umax
[I −R(k,k)]
−1
e, if Uk =∞,
(17)
where e is a vector of ones and I the identity matrix of appropriate size.
Proof. From (13) is follows directly that
pi = pi−1R
(i−1),
and from (16)
pii = pii−1R
(i−1).
At level 0, only stage 1 is active (see Remark 1), it then follows from (14) that
p0
[
L(0) +R(0)B(1)
]
= 0,
and that
pi0
[
L(0) +R(0)B(1)
]
= 0.
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Stability of the multi-threshold queue guarantees that
S∑
j=1
∞∑
i=0
p
j
ie =
∑
{j : Uj<∞}
Uj∑
i=Lj
p
j
ie+
∑
{j : Uj=∞}


Umax−1∑
i=Lj
p
j
ie+
∞∑
i=Umax
p
j
ie


=
∑
{j : Uj<∞}
Uj∑
i=Lj
p
j
ie+
∑
{j : Uj=∞}


Umax−1∑
i=Lj
p
j
ie+ p
j
Umax
∞∑
i=0
[R(j,j)]
i
e


=
∑
{j : Uj<∞}
Uj∑
i=Lj
p
j
ie+
∑
{j : Uj=∞}


Umax−1∑
i=Lj
p
j
ie+ p
j
Umax
[I −R(j,j)]
−1
e


=
S∑
j=1
βj <∞,
and that pi is the stationary queue length distribution.
Remark 2 (Permutations of stages). Consider a multi-threshold queue with S stages. If there exists
a permutation of the S stages such that the conditions of Theorem 1 hold, its stationary queue length
vector can efficiently be obtained using this permutation and the results from Theorem 1 and Corollary 1.
4 Examples
In this section expressions for R(i)(j,k) and the stationary queue length distribution pi
j
i are obtained using
Theorem 1 and Corollary 1 for three multi-threshold queueing systems. We analyse the multi-threshold
queue from Figure 1, the staircase multi-threshold with exponential service and arrival rates from [11]
and the staircase multi-threshold queue in a general setting from [4].
4.1 Extended Traffic Model
Consider the multi-threshold queue in Figure 1. Observe that the threshold policy in Figure 1 satisfies
both conditions of Theorem 1. In this multi-threshold queueing system, inspired by the traffic model in
[1], we assume that
0 = L1 < L3 < L2 = L4 < U1 = U3 < U2 < U4 =∞
and we define ρi =
λi
µi
. Note that by assuming exponential arrival and service rates, each submatrix
R(i)(j,k) reduces to a single element. Therefore, the solution to equation (8) is ρ4 and each submatrix R
(i)
(j,k)
9
is given by:
R(i)(1,1) =


ρ1,
ρ1
(
1−ρ
U1−i
1
)(
ρ
U2−U2
2 −ρ
U2−L2+2
2
)
+
(
1−ρ
U1−L2+2
1
)(
1−ρ
U2−U1
2
)
(
1−ρ
U1+1−i
1
)(
ρ
U2−U1
2 −ρ
U2−L2+2
2
)
+
(
1−ρ
U2−L2+2
2
)(
1−ρ
U2−U1
2
) ,
ρ1−ρ
U1+1−i
1
1−ρ
U1+1−i
1
,
i = 0, . . . , L1 − 2,
i = L3 − 1, . . . , L2 − 2,
i = L2 − 1, . . . , U1 − 1,
R(i)(1,2) =
λ1
µ2
(
ρ
U1−i
1
)(
1−ρ
U2−U1
2
)
(
1−ρ
U1+1−i
1
)(
1−ρ
U2+1−i
2
) , i = L2 − 1, . . . , U1,
R(i)(1,3) =
λ1
µ3
(
ρ
U1−i
1 −ρ
U1+1−i
1
)(
ρ
U2−U1
2 −ρ
U2−L2+2
2
)
(
1−ρ
U1+1−i
1
)(
ρ
U2−U1
2 −ρ
U2−L2+2
2
)
+
(
1−ρ
U1−L2+2
1
)(
1−ρ
U2−U1
2
) , i = L3 − 1, . . . , L2 − 2,
R(i)(1,4) =
λ1
µ4
(
ρ
U1−i
1 −ρ
U1+1−i
1
)(
ρ
U2−U1
2 −ρ
U2+1−i
2
)
(
1−ρ
U1+1−i
1
)(
1−ρ
U1+1−i
2
) , i = L2 − 1, . . . , U1,
R(i)(2,2) =
ρ2−ρ
U2+1−i
2
1−ρ
U2+1−i
2
, i = L2, . . . , U2 − 1,
R(i)(2,3) = 0, ∀i,
R(i)(2,4) =
λ2
µ4
ρ
U2−i
2 −U
U2+1−i
2
1=ρ
U2+1−i
2
, i = L2, . . . , U2,
R(i)(3,3) =


ρ3,
ρ3−ρ
U3+1−i
3
1−ρ
U3+1−i
3
,
i = L3, . . . , L2 − 2,
i = L2 − 1, . . . , U1 − 1,
R(i)(3,4) =
λ3
µ4
ρ
U3−i
3 −ρ
U3+1−i
3
1−ρ
U3+1−i
3
, i = L2 − 1, . . . , U1,
R(i)(4,4) = ρ4, i = L2, L2 + 1, . . . .
The stationary queue length probability of i customers in stage j, piji , follows from Corollary 1 by
normalising pji . For i = 0:
p
j
0 =


1,
0,
j = 1,
j 6= 1,
10
and for i > 0:
p1i = p
1
i−1R
(i−1)
(1,1) , 0 < i ≤ U1 ,
p2i =


p1i−1R
(i−1)
(1,2) ,
p1i−1R
(i−1)
(1,2) + p
2
i−1R
(i−1)
(2,2) ,
p2i−1R
(i−1)
(2,2) ,
i = L2,
L2 < i ≤ U1 + 1,
U1 + 1 < i ≤ U2,
p3i =


p1i−1R
(i−1)
(1,3) ,
p1i−1R
(i−1)
(1,3) + p
3
i−1R
(i−1)
(3,3) ,
p3i−1R
(i−1)
(3,3) ,
i = L3,
L3 < i ≤ L4 − 1,
L4 − 1 < i ≤ U3,
p4i =


p1i−1R
(i−1)
(1,4) + p
3
i−1R
(i−1)
(3,4) ,
p1i−1R
(i−1)
(1,4) + p
2
i−1R
(i−1)
(2,4) + p
3
i−1R
(i−1)
(3,4) + p
4
i−1R
(i−1)
(4,4) ,
p2i−1R
(i−1)
(2,4) + p
4
i−1R
(i−1)
(4,4) ,
p4i−1
[
R(U2+1)(4,4)
]i−U2−1
,
i = L4,
L4 < i ≤ U1 + 1,
U1 + 1 < i ≤ U2 + 1,
U2 + 1 < i.
4.2 Le Ny and Tuffin [11]
Consider a multi-threshold queue of S stages as analysed by Le Ny and Tuffin in [11]. In each stage i
arrivals are Poisson distributed with rate λi, service times are exponentially distributed with rate µi and
we define ρi =
λi
µi
. An arrival changes the stage from j to j + 1 at Uj and a departure changes the stage
from j to j − 1 at Lj . We assume
0 = L1 < L2 < · · · < LS ≤ U1 < · · · < US−1 < US =∞.
The state diagram created by this threshold policy forms a staircase as schematically shown in
Figure 2.
Figure 2: Schematic representation of the state diagram of a staircase threshold policy with 4 stages.
As in Section 4.1 each submatrix R(i)(j,k) consists of a single element and equation (8) gives
R(Umax)(S,S) = ρS .
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Both conditions of Theorem 1 are satisfied by the threshold policy and R(i)(j,k) is given by:
R(i)(j,j) =


ρj ,
ρj−ρ
Uj+1−i
j
1−ρ
Uj+1−i
j
,
Lj ≤ i ≤ Lj+1 − 2,
Lj+1 − 1 ≤ i ≤ Uj ,
R(i)(S,S) = ρS LS ≤ i,
R(i)(j,k) =


λj
µk
ρ
Uj−i
j
−ρ
Uj+1−i
j
1−ρ
Uj+1−i
j
∏k−1
a=j+1
ρ
Ua−Ua−1
a −ρ
Ua+1−i
a
1−ρUa+1−ia
,
λj
µk
(
ρ
Uj−i
j
−ρ
Uj+1−i
j
)(
1−ρ
Uk−Uk−1
k
)
(
1−ρ
Uj+1−i
j
)(
1−ρ
Uk+1−i
k
)
∏k−1
a=j+1
ρ
Ua−Ua−1
a −ρ
Ua+1−i
1−ρUa+1−ia
,
Lk − 1 ≤ i ≤ Lk+1 − 2,
Lk+1 − 1 ≤ i ≤ Uj ,
R(i)(j,S) =
λj
µS
ρ
Uj−i
j
−ρ
Uj+1−i
j
1−ρ
Uj+1−i
j
∏S−1
a=j+1
ρ
Ua−Ua−1
a −ρ
Ua+1−i
a
1−ρUa+1−ia
, LS − 1 ≤ i.
The stationary queue length distribution piji follows from Corollary 1 by normalising p
j
i . For i = 0:
p
j
0 =


1,
0,
j = 1,
j 6= 1,
for i > 0 and j = 1 or j = 2:
p1i = p
1
i−1R
(i−1)
(1,1) , 0 < i ≤ U1, (18)
p2i =


p1i−1R
(i−1)
(1,2) ,
p1i−1R
(i−1)
(1,2) + p
2
i−1R
(i−1)
(2,2) ,
p2i−1R
(i−1)
(2,2) ,
i = L2,
L2 < i ≤ U + 1,
U + 1 < i ≤ U2,
(19)
for i > 0 and j = 3, . . . , S − 1:
p
j
i =


∑j−1
a=1 p
a
i−1R
(i−1)
(a,j) ,∑j
a=1 p
a
i−1R
(i−1)
(a,j) ,∑j
a=k p
a
i−1R
(i−1)
(a,j) ,
p
j
i−1R
(i−1)
(j,j) ,
i = Lj ,
Lj < i ≤ U1 + 1,
Uk−1 + 1 < i ≤ Uk + 1, k = 2, . . . , j − 1,
Uj−1 + 1 < i ≤ Uj ,
(20)
12
and for i > 0 and j = S
pSi =


∑S−1
a=1 p
a
i−1R
(i−1)
(a,S) ,∑S
a=1 p
a
i−1R
(i−1)
(a,S) ,∑S
a=k p
a
i−1R
(i−1)
(a,S) ,
pSi−1
[
R(i−1)(S,S)
]i−Umax
,
i = LS ,
LS < i ≤ U1 + 1,
Uk−1 + 1 < i ≤ Uk + 1, k = 2, . . . , S − 1,
Umax < i.
(21)
4.3 Choi et al [4]
Consider the multi-threshold queue of S stages as analysed by Choi et al [4]. This model generalises the
staircase model of [11] to PH(Λs, λs) arrivals and PH(Ms, µs) services in stage s. The forward, local
and backward transition matrices are given by (1), (2) and (3) respectively. In this case, the submatrices
R(i)(j,k) are not single elements and the matrix equation (8) must be solved numerically. The submatrices
R(i)(j,k), i = 0, . . . , Umax − 1, are iteratively given, following Theorem 1, by
R(i)(j,j) =


−F (i)(j,j)
[
L(i+1)(j,j) +R
(i+1)
(j,j) B
(i+2)
(j,j)
]−1
,
−F (i)(j,j)
[
L(i+1)(j,j) +
∑
j+1
b=j
R(i+1)(j,b) B
(i+2)
(b,j)
]−1
,
−F (i)(j,j)
[
L(i+1)(j,j)
]−1
,
0,
Lj ≤ i < Uj − 1, i 6= Lj+1 − 2,
i = Lj+1 − 2,
i = Uj − 1,
otherwise,
R(i)(j,k) =


−
[∑
k−1
a=j
R(i)(j,a)R
(i+1)
(a,k)B
(i+2)
(k,k)
] [
L(i+1)(k,k) +R
(i+1)
(k,k)B
(i+2)
(k,k)
]−1
,
−
[∑
k+1
b=k
∑
k−1
a=j
R(i)(j,a)R
(i+1)
(a,b)B
(i+2)
(b,k)
]
·[
L(i+1)(k,k) +
∑
k+1
b=k
R(i+1)(k,b)B
(i+2)
(b,k)
]−1
,
−
[
F (i)(j,k)✶{k=j+1} +
∑
k−1
a=j+1
R(i)(j,a)R
(i+1)
(a,k)B
(i+2)
(k,k)
]
·[
L(i+1)(k,k) +R
(i+1)
(k,k)B
(i+2)
(k,k)
]−1
,
0,
Lk − 1 ≤ i < Uj , i 6= Lk+1 − 2,
i = Lk+1 − 2,
i = Uj ,
otherwise,
for j = 1, . . . , S − 1, and
R(i)(S,S) =


R(S,S),
0,
LS ≤ i,
otherwise.
The stationary queue length distribution piji follows from Corollary 1 by normalising p
j
i . The vectors p
j
i ,
i > 0, are given by equations (18), (19), (20) and (21). Finally, p10 is obtained from (14) and (15) and
p
j
0 = 0, j > 1.
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5 Summary and Conclusion
We introduced the PH/PH/1 multi-threshold queue where the arrival process and service process are
controlled by a threshold policy. The threshold policy determines, based on the queue length, the stage
of system, and the stage determines the arrival and service processes. We modelled this queue as a Level
Dependent Quasi-Birth-and-Death process and obtained the stationary queue length probabilities using
Matrix Analytic methods.
A special class of multi-threshold queues is presented and explicit description of the R-matrices has
been obtained in terms of its submatrices. This decomposition theorem allows an efficient computation
of each R-submatrix as well as the stationary queue length probability vectors.
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