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Asymptotic Properties of Drift Parameter
Estimator Based on Discrete Observations of
Stochastic Differential Equation Driven by
Fractional Brownian Motion
Yuliya Mishura, Kostiantyn Ral’chenko, Oleg Seleznev, and Georgiy Shevchenko
Abstract In this chapter, we consider a problem of statistical estimation of an un-
known drift parameter for a stochastic differential equation driven by fractional
Brownian motion. Two estimators based on discrete observations of solution to the
stochastic differential equations are constructed. It is proved that the estimators con-
verge almost surely to the parameter value, as the observation interval expands and
the distance between observations vanishes. A bound for the rate of convergence
is given and numerical simulations are presented. As an auxilliary result of inde-
pendent interest we establish global estimates for fractional derivative of fractional
Brownian motion.
Introduction
A fractional Brownian motion (fBm) with the Hurst parameter H ∈ (0,1) is a cen-
tered Gaussian process
{
BHt , t ≥ 0
}
having the covariance E
[
BHt BHs
]
= 12 (s
2H +
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t2H −|t− s|2H). Stochastic differential equations driven by an fBm have been a sub-
ject of active research for the last two decades. Main reason is that such equations
seem to be one of the most suitable tools to model long-range dependence in many
applied areas, such as physics, finance, biology, network studies, etc.
In modeling, the problems of statistical estimation of model parameters are of a
particular importance, so the growing number of papers devoted to statistical meth-
ods for equations with fractional noise is not surprising. We will cite only few of
them, further references can be found in [2, 12, 14]. In [6], the authors proposed and
studied maximum likelihood estimators for fractional Ornstein–Uhlenbeck process.
Related results were obtained in [13], where a more general model was consid-
ered. In [4] the authors proposed a least squares estimator for fractional Ornstein–
Uhlenbeck process and proved its asymptotic normality. The estimators constructed
in these papers have the same disadvantage: they are based on the whole trajectory
of solution to stochastic differential equations, so are not directly implementable. In
view of this, estimators based on discrete observations of solutions were proposed in
[1, 5, 15, 16]. We note that the discretization of the maximum likelihood estimator
is extremely involved in the fractional Brownian case, see discussion in [15].
It is worth to mention that papers [5, 15] deal with the whole range of Hurst
parameter H ∈ (0,1), while other papers cited here investigate only the case H > 1/2
(which corresponds to long-range dependence); recall that in the case H = 1/2, we
have a classical diffusion, and there is a huge literature devoted to it; we refer to
books [8, 9] for the review of the topic. We also mention papers [7, 17], which deal
with parameter estimation in so-called mixed models, involving standard Wiener
process along with an fBm.
This chapter deals with statistical estimation of drift parameter for a stochastic
differential equation driven by an fBm based on discrete observation of its solution.
The model we consider, is fully non-linear, in contrast to [1, 5], which deal with
a simple linear model, [16], devoted to the problem of estimating the parameters
for fractional Ornstein-Uhlenbeck processes from discrete observations, and [15],
which studies a model where the fractional Brownian motion enters linearly. We
propose two new estimators and prove their strong consistency under the so-called
“high-frequency data” assumption that the horizon of observations tends to infinity,
while the distance between them goes to zero. Moreover, we obtain almost sure up-
per bounds for the rate of convergence of the estimators. The estimators proposed
go far away from being maximum likelihood estimators, and this is their crucial
advantage, because they keep strong consistency but they are not complicated tech-
nically and are convenient for the simulations. This chapter is organized as follows.
In Section 1, we give preliminaries on stochastic integration with respect to an fBm.
In this Section, we also give some auxiliary results, which are of independent inter-
est: global estimates for the fractional derivative of an fBm and for increments of a
solution to an fBm-driven stochastic differential equation. In Section 2, we construct
estimators for the drift parameter, prove their strong consistency and establish their
rate of convergence. Section 3 illustrates our findings with simulation results.
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1 Preliminaries
For a fixed real number H ∈ (1/2,1), let
{
BHt , t ≥ 0
}
be a fractional Brownian mo-
tion with the Hurst parameter H on a complete probability space (Ω ,F ,P). The
integral with respect to the fBm BH will be understood in the generalized Lebesgue–
Stieltjes sense (see [18]). Its construction uses the fractional derivatives, defined for
a < b and α ∈ (0,1) as
(
Dαa+ f
)
(x) =
1
Γ (1−α)
( f (x)
(x− a)α
+α
∫ x
a
f (x)− f (u)
(x− u)1+α
du
)
,
(
D1−αb− g
)
(x) =
e−ipiα
Γ (α)
(
g(x)
(b− x)1−α +(1−α)
∫ b
x
g(x)− g(u)
(u− x)2−α
du
)
.
Provided that Dαa+ f ∈ L1[a,b], D1−αb− gb− ∈ L∞[a,b], where gb−(x) = g(x)− g(b),
the generalized Lebesgue-Stieltjes integral ∫ ba f (x)dg(x) is defined as∫ b
a
f (x)dg(x) = eipiα
∫ b
a
(
Dαa+ f
)
(x)
(
D1−αb− gb−
)
(x)dx. (1)
It follows from the Ho¨lder continuity of BH that for α ∈ (1−H,1), D1−αb− BHb− ∈
L∞[a,b] a.s. (we will prove this result in a stronger form further). Then for a function
f with Dαa+ f ∈ L1[a,b], we can define integral with respect to BH through (1):
∫ b
a
f (x)dBH(x) = eipiα
∫ b
a
(Dαa+ f )(x)(D1−αb− BHb−)(x)dx. (2)
Throughout the paper, the symbol C will denote a generic constant, whose value
is not important and may change from one line to another. If a constant depends on
some variable parameters, we will put them in subscripts.
1.1 Estimate of derivative of fractional Brownian motion
In order to estimate integrals with respect to fractional Brownian motion, we need
to estimate the fractional derivative of BH . Let some α ∈ (1−H,1/2) be fixed in
the rest of this paper. Denote for t1 < t2
Z(t1, t2) =
(
D1−αt2− B
H
t2−
)
(t1) =
e−ipiα
Γ (α)
(
BHt1 −B
H
t2
(t2 − t1)1−α
+(1−α)
∫ t2
t1
BHt1 −B
H
u
(u− t1)2−α
du
)
.
The following proposition is a generalization of [7, Theorem 3].
Theorem 1. For any γ > 1/2, the random variable
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ξH,α ,γ = sup
0≤t1<t2≤t1+1
|Z(t1, t2)|
(t2 − t1)H+α−1
(
|log(t2− t1)|1/2 + 1
)
(log(t2 + 2))γ
(3)
is finite almost surely. Moreover, there exists cH,α ,γ > 0 such that E
[
exp
{
xξ 2H,α ,γ
}]
<
∞ for x < cH,α ,γ .
Proof. Let h(s) = sH+α−1
(
|logs|1/2 + 1
)
, s > 0. Define for T > 0
MT = sup
0≤t1<t2≤t1+1≤T
|Z(t1, t2)|
h(t2− t1)
.
We will first prove that MT is finite almost surely. Since E
[(
BHt −BHs
)2 ]
= (t −
s)2H , it follows from [11, Theorem 4] that there exists a random variable ξT such
that almost surely for all t1, t2 with 0 ≤ t1 < t2 ≤ t1 + 1∣∣BHt1 −BHt2 ∣∣≤ ξT (t2 − t1)H
(
|log(t2 − t1)|1/2 + 1
)
.
Then
|Z(t1, t2)| ≤
ξT
Γ (α)
(t2 − t1)
H+α−1
(
|log(t2− t1)|1/2 + 1
)
+ I,
where
I =
∣∣∣∣∣
∫ t2
t1
BHu −BHt1
(u− t1)2−α
du
∣∣∣∣∣≤ ξTΓ (α)
∫ t2
t1
(u− t1)
H+α−2
(
|log(u− t1)|1/2 + 1
)
du
≤
ξT
Γ (α)
(t2 − t1)
H+α−1
∫ 1
0
zH+α−2
(
|logz|1/2 + |log(t2 − t1)|1/2 + 1
)
dz
≤CξT (t2 − t1)H+α−1
(
|log(t2− t1)|1/2 + 1
)
,
whence finiteness of MT follows. Since MT is a supremum of Gaussian family, Fer-
nique’s theorem implies that E
[
eεM
2
T
]
< ∞ for some ε > 0, in particular, all mo-
ments of MT are finite.
Now observe that from H-selfsimilarity of BH it follows that for any a > 0
{Z(at1,at2),0 ≤ t1 < t2}
d
=
{
aH+α−1Z(t1, t2),0 ≤ t1 < t2
}
.
Therefore, for any k ≥ 1
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M1
d
= sup
0≤t1<t2≤1
2−k(H+α−1)
∣∣Z(2kt1,2kt2)∣∣
|t2 − t1|
H+α−1
(
|log(t2 − t1)|1/2 + 1
)
= sup
0≤s1<s2≤2k
|Z(s1,s2)|
|s2 − s1|
H+α−1
(
|log(s2 − s1)− k log2|1/2 + 1
)
≥ sup
0≤s1<s2≤s1+1≤2k
|Z(s1,s2)|
|s2 − s1|
H+α−1
(
|log(s2 − s1)− k log2|1/2 + 1
)
≥ sup
0≤s1<s2≤s1+1≤2k
|Z(s1,s2)|
|s2− s1|
H+α−1
(
|log(s2 − s1)|1/2 +(k log2)1/2 + 1
)
≥
M2k
(k log2)1/2 + 1
.
Hence, for any q ≥ 1
E
[
Mq2k
]
≤ E
[
Mq1
](
(k log2)1/2 + 1
)q
.
This implies that for any p > q/2+ 1
E
[
∞
∑
k=1
Mq2k
kp
]
=
∞
∑
k=1
E [M2k ]
q
kp ≤CE
[
Mq1
] ∞∑
k=1
kq/2−p < ∞.
In particular, the sum ∑∞k=1 |M2k |qk−p is finite almost surely, so M2k = o(kp/q), k →
∞, a.s. If we choose some q > (γ − 1/2)−1, then q/2+ 1 < γq. Hence, we can take
some p ∈ (q/2+ 1,γq) and arrive at M2k = o(kγ), k → ∞, a.s. Thus, the random
variable ζ = supk M2k k−γ is finite almost surely.
Obviously, for t2 ≤ 2
|Z(t1, t2)|
h(t2− t1) log(t2 + 2)
≤
M2
log2
.
Now let t2 ∈ (2k−1,2k] for some k ≥ 2. Then we have for any t1 ∈ [t2 − 1, t2)
|Z(t1, t2)| ≤ M2k h(t2− t1)≤ ζkγ h(t2− t1)≤ ζ
(
logt2
log2
+ 1
)γ
h(t2− t1)
≤ 2γζ (log t2)γ h(t2− t1)< 2γζ (log(t2 + 2))γh(t2− t1).
Consequently, ξH,α ,γ ≤ max{M2/ log2,2γζ}< ∞ a.s.
The second statement follows from Fernique’s theorem, since ξH,α ,γ is a supre-
mum of absolute values of a centered Gaussian family.
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1.2 Estimates for solution of SDE driven by fractional Brownian
motion
Consider a stochastic differential equation
Xt = X0 +
∫ t
0
a(Xs)ds+
∫ t
0
b(Xs)dBHs , (4)
where X0 is non-random. In [10], it is shown that this equation has a unique solution
under the following assumptions: there exist constants δ ∈ (1/H − 1,1], K > 0,
L > 0 and for every N ≥ 1 there exists RN > 0 such that
(A) |a(x)|+ |b(x)| ≤ K for all x ∈ R,
(B) |a(x)− a(y)|+ |b(x)− b(y)| ≤ L |x− y| for all x,y ∈ R,
(C) |b′(x)− b′(y)| ≤ RN |x− y|δ for all x ∈ [−N,N],y ∈ [−N,N].
Fix some β ∈ (1/2,H). Denote for t1 < t2
Λβ (t1, t2) = 1∨ sup
t1≤u<v≤t2
|Z(u,v)|
(v− u)β+α−1
.
Define for a < b
‖ f‖a,b,β = sup
a≤s<t≤b
| f (t)− f (s)|
|t− s|β
.
Theorem 2. There exists a constant Mα ,β depending on α , β , K, and L such that
for any t1 ≥ 0, t2 ∈ (t1, t1 + 1]
|Xt2 −Xt1 | ≤ Mα ,β
(
Λβ (t1, t2)(t2 − t1)β +Λβ (t1, t2)1/β (t2− t1)
)
.
Proof. The proof follows the lines of [3, Theorem 2].
Fix t1 ≥ 0 and t2 ∈ (t1, t1 + 1]. Abbreviate Λ = Λβ (t1, t2). Take any s, t such that
t1 ≤ s < t ≤ t2. Write
|Xt −Xs| ≤
∫ t
s
|a(Xu)|du+
∣∣∣∣
∫ t
s
b(Xu)dBHu
∣∣∣∣≤ K(t− s)+
∣∣∣∣
∫ t
s
b(Xu)dBHu
∣∣∣∣ .
Estimate ∣∣∣∣
∫ t
s
b(Xu)dBHu
∣∣∣∣≤
∫ t
s
∣∣(Dαs+b(X))(u)∣∣ ∣∣(D1−αt− BHt−) (u)∣∣du
≤Λ
∫ t
s
∣∣(Dαs+b(X))(u)∣∣(t− u)β+α−1du.
(5)
Now
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∣∣(Dαs+b(X))(u)∣∣≤
(
|b(Xu)|
(u− s)α
+
∫ u
s
|b(Xu)− b(Xv)|
(u− v)1+α
dv
)
≤ K(u− s)−α +L‖X‖s,t,β
∫ u
s
(u− v)β−α−1dv
≤Cα ,β
(
(u− s)−α + ‖X‖s,t,β (u− s)β−α
)
.
Hence, ∣∣∣∣
∫ t
s
b(Xs)dBHu
∣∣∣∣≤Cα ,β Λ ((t − s)β + ‖X‖s,t,β (t− s)2β)
and
‖X‖s,t,β ≤ Kα ,β Λ
(
1+ ‖X‖s,t,β (t− s)β
)
with a constant Kα ,β depending only on α , β , K, and L. Setting ∆ = (2Kα ,β Λ)−1/β ,
we obtain ‖X‖s,t,β ≤ 2Kα ,β Λ whenever t− s < ∆ .
Now, if 0 < t2 − t1 ≤ ∆ , then
|Xt2 −Xt1 | ≤ ‖X‖t1,t2,β (t2 − t1)
β ≤ 2Kα ,β Λ(t2 − t1)β .
On the other hand, if t2− t1 > ∆ , then, partitioning the interval [t1, t2] into k = [(t2−
t1)/∆ ] parts of length ∆ and, possibly, an extra smaller part, we obtain
|Xt2 −Xt1 | ≤
∣∣Xt1+∆ −Xt1∣∣+ · · ·+ ∣∣Xt1+k∆ −Xt1+(k−1)∆ ∣∣+ ∣∣Xt2 −Xt1+k∆ ∣∣
≤ (k+ 1)2Kα ,β Λ∆ β ≤ 4kKα ,β ∆ β ≤ 4Kα ,β Λ(t2 − t1)∆ β−1
= 2(2Kα ,β Λ)1/β (t2 − t1).
The proof is now complete.
Corollary 1. For any γ > 1/2, there exist random variables ξ and ζ such that for
all t1 ≥ 0, t2 ∈ (t1, t1 + 1]
|Xt2 −Xt1 | ≤ ζ (t2 − t1)β (log(t2 + 2))κ , Λβ (t1, t2)≤ ξ (log(t2 + 2))κβ ,
where κ = γ/β . Moreover, there exists some c > 0 such that E[exp{xξ 2}] < ∞
and E
[
exp
{
xζ 2β}]< ∞ for x < c. In particular, all moments of ξ and ζ are finite.
Proof. From Theorem 1 we have for all u < v
Z(u,v)≤ ξH,α ,γ (v− u)H+α−1
(
|log(v− u)|1/2 + 1
)
(log(v+ 2))γ
≤CH,β ξH,α ,γ (v− u)β+α−1 (log(v+ 2))γ ,
Dividing by (v− u)β+α−1 and taking supremum over u,v such that t1 ≤ u < v ≤ t2,
we get
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Λβ (t1, t2)≤ 1∨
(
CH,β ξH,α ,γ (log(t2 + 2))γ
)
≤
(
1∨CH,β ξH,α ,γ
)
(log(t2 + 2))γ .
Further, since Λβ (t1, t2)≥ 1 and t2− t1 ≤ 1, it follows from Theorem 2 that
|Xt2 −Xt1 | ≤ 2Mα ,β Λβ (t1, t2)1/β (t2 − t1)β .
Hence, the desired statement holds with ξ = 1∨CH,β ξH,α ,γ and ζ = 2Mα ,β ξ 1/β .
The following lemma gives a particular case of Corollary 1, suitable for our
needs. Let γ > 1/2 and κ = γ/β be fixed, ξ and ζ will be the corresponding random
variables from Corollary 1.
Lemma 1. For any n ≥ 2 and any t1, t2 ∈ [0,2n] such that t1 < t2 ≤ t1 + 1
|Xt2 −Xt1 | ≤ ζnκ(t2 − t1)β , Λβ (t1, t2)≤ ξ nγ .
Proof. In this case
log(t2 + 2)≤ log(2n + 2)≤ log2n+1 = (n+ 1) log2 ≤ n,
whence the statement follows.
2 Drift parameter estimation
Now we turn to problem of drift parameter estimation in equations of type (4).
Let (Ω ,F ) be a measurable space and X : Ω → C[0,∞) be a stochastic process.
Consider a family of probability measures
{
P
θ ,θ ∈ R
}
on (Ω ,F ) such that for
each θ ∈ R, F is Pθ -complete, and there is an fBm
{
BH,θt , t ≥ 0
}
on (Ω ,F ,Pθ )
such that X solves a parametrized version of (4)
Xt = X0 +θ
∫ t
0
a(Xs)ds+
∫ t
0
b(Xs)dBH,θs . (6)
Our main problem is to construct an estimator for θ based on discrete observations
of X . Specifically, we will assume that for some n ≥ 1 we observe the values Xtnk at
the following uniform partition of [0,2n]: tnk = k2−n, k = 0,1, . . . ,22n.
To simplify the notation, in the following we will fix an arbitrary θ ∈ R and
denote simply BH,θ = BH , Pθ = P. We also fix the parameters α ∈ (1−H,1/2),
β ∈ (1−α,H), γ > 1/2, and κ = γ/β . Finally, with a slight abuse of notation, let
ξ and ζ be the random variables from Corollary 1 applied to equation (6).
In order to construct a consistent estimator, we need a lemma concerning the
discrete approximation of integrals in (6).
Lemma 2. For all n ≥ 1 and k = 1,2, . . . ,22n
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∫ tnk
tnk−1
(
a(Xu)− a(Xtnk−1)
)
du
∣∣∣∣∣≤Cζnκ 2−n(β+1)
and ∣∣∣∣∣
∫ tnk
tnk−1
(
b(Xu)− b(Xtnk−1)
)
dBH,θu
∣∣∣∣∣≤Cξ ζnγ+κ2−2nβ .
Proof. Write∣∣∣∣∣
∫ tnk
tnk−1
(
a(Xu)− a(Xtnk−1)
)
du
∣∣∣∣∣≤
∫ tnk
tnk−1
∣∣∣a(Xu)− a(Xtnk−1)
∣∣∣du
≤ Kζnκ
∫ tnk
tnk−1
(u− tnk−1)
β du ≤Cζnκ(tnk − tnk−1)β+1 =Cζnκ 2−n(β+1).
Similarly to (5), ∣∣∣∣∣
∫ tnk
tnk−1
(
b(Xu)− b(Xtnk−1)
)
dBHu
∣∣∣∣∣
≤Λβ (tnk−1, tnk )
∫ tnk
tnk−1
∣∣∣Dαtnk−1+(b(X)− b(Xtnk−1))(u)
∣∣∣(tnk − u)β+α−1du
≤ ξ nγ
∫ tnk
tnk−1
∣∣∣Dαtnk−1+(b(X)− b(Xtnk−1))(u)
∣∣∣(tnk − u)β+α−1du,
and
∣∣∣Dαtnk−1+(b(X)− b(Xtnk−1))(u)
∣∣∣≤
∣∣b(Xu)− b(Xtnk−1)∣∣
(u− tnk−1)
α
+
∫ u
tnk−1
|b(Xu)− b(Xv)|
(u− v)1+α
dv
≤ Kζnκ (u− tnk−1)β−α +Kζnκ
∫ u
tnk−1
(u− v)β−α−1dv ≤Cζnκ (u− tnk−1)β−α .
Then we can write the estimate∣∣∣∣∣
∫ tnk
tnk−1
(
b(Xu)− b(Xtnk−1)
)
dBHu
∣∣∣∣∣≤Cξ ζnγ+κ
∫ tnk
tnk−1
(u− tnk−1)
2β−1du
≤Cξ ζnγ+κ (tnk − tnk−1)2β =Cξ ζnγ+κ2−2nβ ,
which finishes the proof.
Now we are ready to construct consistent estimators for θ . In order to proceed,
we need a technical assumption, in addition to conditions (A)–(C):
(D) there exist a constant M > 0 such that for all x ∈ R
|a(x)| ≥ M, |b(x)| ≥ M.
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Consider now the following estimator:
ˆθ (1)n =
∑22n−1k=1
(
tnk
)λ (2n− tnk )λ b−1(Xtnk−1
)(
Xtnk −Xtnk−1
)
∑22n−1k=1
(
tnk
)λ (2n− tnk )λ b−1(Xtnk−1
)
a
(
Xtnk−1
)
1
2n
,
where λ = 1/2−H.
Theorem 3. With probability one, ˆθ (1)n → θ , n → ∞. Moreover, there exists a ran-
dom variable η with all finite moments such that
∣∣∣ ˆθ (1)n −θ ∣∣∣ ≤ ηnκ+γ2−ρn, where
ρ = (1−H)∧ (2β − 1).
Proof. It follows from (6) that
Xtnk −Xtnk−1 = θ
∫ tnk
tnk−1
a(Xv)dv+
∫ tnk
tnk−1
b(Xv)dBHv
= θ
∫ tnk
tnk−1
a
(
Xtnk−1
)
dv+θ
∫ tnk
tnk−1
(
a(Xv)− a
(
Xtnk−1
))
dv
+
∫ tnk
tnk−1
b
(
Xtnk−1
)
dBHv +
∫ tnk
tnk−1
(
b(Xv)− b
(
Xtnk−1
))
dBHv .
Then
ˆθ (1)n = θ +
Bn +En +Dn
An
,
where
An = 2n(2H−3)
22n−1
∑
k=1
(tnk )
λ (2n− tnk )
λ
a
(
Xtnk−1
)
b−1
(
Xtnk−1
)
,
Bn = 22n(H−1)θ
22n−1
∑
k=1
(tnk )
λ (2n− tnk )
λ b−1
(
Xtnk−1
)∫ tnk
tnk−1
(
a(Xv)− a
(
Xtnk−1
))
dv,
En = 22n(H−1)
22n−1
∑
k=1
(tnk )
λ (2n− tnk )
λ
(
BHtnk −B
H
tnk−1
)
,
Dn = 22n(H−1)
22n−1
∑
k=1
(tnk )
λ (2n− tnk )
λ b−1
(
Xtnk−1
)∫ tnk
tnk−1
(
b(Xv)− b
(
Xtnk−1
))
dBHv .
It is not hard to show that the sequence
γn = 2n(2H−3)
22n−1
∑
k=1
(tnk )
λ (2n− tnk )
λ =
22n−1
∑
k=1
(
k
22n
)λ (
1− k
22n
)λ 1
22n
converges to
∫ 1
0 x
λ (1− x)λ dx = B(1+λ ,1+λ ), hence, is bounded and uniformly
positive.
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Indeed, h(x) = xλ (1− x)λ increases for x ∈
(
0, 12
]
, then
∫ 1
2
0
h(x)dx =
22n−1−1
∑
k=0
∫ k+1
22n
k
22n
h(x)dx <
∫ 1
22n
0
h(x)dx+
22n−1
∑
k=1
h
(
k
22n
)
1
22n
.
On the other hand,
∫ 1
2
0
h(x)dx =
22n−1
∑
k=1
∫ k
22n
k−1
22n
h(x)dx >
22n−1
∑
k=1
h
(
k
22n
)
1
22n
.
So
0 <
∫ 1
2
0
h(x)dx−
22n−1
∑
k=1
h
(
k
22n
)
1
22n
<
∫ 1
22n
0
h(x)dx → 0, n → ∞.
Hence,
22n−1
∑
k=1
h
(
k
22n
)
1
22n →
∫ 1
2
0
h(x)dx,n → ∞.
Similarly one can prove that
22n−1
∑
k=22n−1+1
h
(
k
22n
)
1
22n
→
∫ 1
1
2
h(x)dx, n → ∞.
By assumption (D), a(x)b−1(x) is bounded away from zero and keeps its sign.
Therefore,
liminf
n→∞
|An| ≥ MK−1 lim
n→∞
γn = MK−1B(1+λ ,1+λ )> 0.
So it is sufficient to estimate Bn, En, and Dn.
By Lemma 2,
|Bn| ≤C |θ |ζnκ M−12n(2H−β−3)
22n−1
∑
k=1
(tnk )
λ (2n− tnk )
λ ≤Cθ ζnκ 2−nβ ;
|Dn| ≤Cξ ζnγ+κM−12n(2H−2−2β )
22n−1
∑
k=1
(tnk )
λ (2n− tnk )
λ ≤Cξ ζnγ+κ 2n(1−2β ).
Finally we estimate En. Start by writing
E
[
E2n
]
= 24n(H−1)E

(22n−1∑
k=1
∫ tnk
tnk−1
(tnk )
λ (2n− tnk )
λ dBHs
)2 .
According to [12, Corollary 1.9.4], for f ∈ L1/H [0, t] there exist a constant CH > 0
such that
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E
[(∫ t
0
f (s)dBHs
)2]
≤CH
(∫ t
0
| f (s)|1/H ds
)2H
.
Hence,
E
[
E2n
]
≤C24n(H−1)
(
22n−1
∑
k=1
∫ tnk
tnk−1
(tnk )
λ/H (2n− tnk )
λ/H ds
)2H
=C22n(H−1)
(
22n−1
∑
k=1
(
k
22n
)λ/H (
1− k
22n
)λ/H 1
22n
)2H
.
As above,
22n−1
∑
k=1
(
k
22n
)λ/H (
1− k
22n
)λ/H 1
22n
→ B(1+λ/H,1+λ/H), n → ∞,
which implies that E
[
E2n
]
≤C22n(H−1). Since En is Gaussian, E [ |En|p ]≤Cp2pn(H−1)
for any p ≥ 1. Therefore, for any ν > 1
E
[
∞
∑
n=1
|En|p
nν2pn(H−1)
]
=
∞
∑
n=1
E [ |En|p ]
nν2pn(H−1)
≤Cp
∞
∑
n=1
n−ν < ∞.
Consequently,
ξ ′ := sup
n≥1
|En|
nν/p2n(H−1)
< ∞
almost surely, moreover, by Fernique’s theorem, all moments of ξ ′ are finite.
Let us summarize the estimates:
|Bn| ≤Cθ ζnκ 2−nβ , |Dn| ≤Cξ ζnγ+κ 2n(1−2β ), |En| ≤ ξ ′nδ 2n(H−1),
where δ > 0 can be taken arbitrarily small. We have −β < −1/2 < H − 1, −β <
1−2β , so |Bn| is of the smallest order. Which of the remaining two estimates wins,
depends on values of β and H: for H close to 1/2, 1−2β is close to 0, while H−1
is close to −1/2; for β close to 1, 1− 2β is close to −1, while H − 1 is close to 0.
Thus, we arrive to
|Bn|+ |En|+ |Dn| ≤ ηnγ+κ 2−ρn,
where η ≤ Cθ (ζ + ξ ζ + ξ ′), so all its moments are finite. The proof is now com-
plete.
Consider a simpler estimator:
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ˆθ (2)n =
∑22n−1k=1 b−1
(
Xtnk−1
)(
Xtnk −Xtnk−1
)
1
2n ∑2
2n−1
k=1 b−1
(
Xtnk−1
)
a
(
Xtnk−1
) .
This is a discretized maximum likelihood estimator for θ in equation (4), where
BH is replaced by Wiener process. Nevertheless, this estimator is consistent as well.
Namely, we have the following result, whose proof is similar to that of Theorem 3,
but is much simpler, so we omit it.
Theorem 4. With probability one, ˆθ (2)n → θ , n → ∞. Moreover, there exists a ran-
dom variable η ′ with all finite moments such that
∣∣∣θ (2)n −θ ∣∣∣≤ η ′nκ+γ2−ρn.
Remark 1. Using Theorem 1, it can be shown with some extra technical work that∣∣∣θ (i)n −θ ∣∣∣≤ η1nµ2−τn, i = 1,2, (7)
where µ = 1/2+ γ(1+ 1/H), τ = (2H − 1)∧ (1−H); η1 is a random variable,
for which there exists some cθ > 0 such that E
[
exp
{
xη1+1/H1
}]
< ∞ for x < cθ .
Moreover, in order to estimate the estimators reliability, the constant cθ can be com-
puted explicitly in terms of H,K,L,θ . However, we will not undertake this tedious
task.
3 Simulations
In this section we illustrate quality of the estimators with the help of simulation
experiments. For each set of parameters, we simulate 20 trajectories of the solution
to (6). Then for each of estimators θ (i)n , i = 1,2, we compute the average relative
error δ (i)n , i.e. the average of values
∣∣∣θ (i)n −θ ∣∣∣/θ . We remind that for a particular
value of n we take 22n equidistant observations of the process on the interval [0,2n].
We start with a case of relatively “tame” coefficients a(x) = 2sinx+ 3, b(x) =
2cosx+ 3. We choose θ = 2.
n
H = 0.6 H = 0.7 H = 0.8 H = 0.9
δ (1)n δ (2)n δ (1)n δ (2)n δ (1)n δ (2)n δ (1)n δ (2)n
3 0.093 0.093 0.097 0.094 0.098 0.096 0.091 0.092
4 0.043 0.044 0.047 0.047 0.046 0.046 0.048 0.047
5 0.025 0.024 0.027 0.027 0.029 0.029 0.028 0.028
6 0.011 0.011 0.012 0.012 0.016 0.016 0.016 0.016
Table 1 Relative errors of estimators θ (i)n , i = 1,2, for a(x) = 2sinx+3, b(x) = 2cosx+3, θ = 2.
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The first observation is that the estimators have similar performance. This means
that θ (2)n is preferable to θ (1)n , since it does not involve H (which might be unknown)
and is computable faster (for n = 6, computation of θ (1)n takes 473 microseconds on
Intel Core i5-3210M processor, while that of θ (2)n takes 32 microseconds).
The second observation is that the estimate (7) of the convergence rate is probably
not optimal; it seems that the convergence rate of convergence is around 2−n, in
particular, it is independent of H.
Now take worse coefficients a(x) = 2sinx+2.1, b(x)= 2cosx+2.1; again θ = 2.
n
H = 0.6 H = 0.7 H = 0.8 H = 0.9
δ (1)n δ (2)n δ (1)n δ (2)n δ (1)n δ (2)n δ (1)n δ (2)n
3 0.17 0.18 0.18 0.19 0.18 0.18 0.17 0.17
4 0.096 0.097 0.099 0.102 0.099 0.106 0.095 0.099
5 0.045 0.045 0.052 0.052 0.051 0.053 0.046 0.046
6 0.024 0.024 0.021 0.021 0.027 0.028 0.033 0.033
Table 2 Relative errors of θ (i)n , i = 1,2, for a(x) = 2sinx+2.1, b(x) = 2cosx+2.1, θ = 2.
The relative errors have increased two to three times due to the coefficients ap-
proaching zero closer. Also observe that in this case the convergence rate seems
better than the estimate (7).
Further we show that, despite condition (D) might seem too restrictive, certain
condition that the coefficients are non-zero is required.
To illustrate this, take first a(x) = 2cosx+ 1, b(x) = 2sinx+ 3, θ = 2. From the
first sight, it seems that the estimators should work fine here. Such intuition is based
on the observation that the proof of Theorem 3 relies on sufficiently fast convergence
of the denominator to +∞, which somehow should follow from the fact that posi-
tive values of the ratio a(x)/b(x) are overwhelming. Unfortunately, this intuition is
wrong. Here are ten values of the estimator θ (1)n for H = 0.7, n = 6: 1.3152, 0.6402,
1.9676, 0.9600, 0.4627, 4.7017, 0.8386, 0.8425, 1.0247, 0.3902. Values of the es-
timator θ (2)n are also useless: 0.7499, 0.4081, 1.0179, 0.5725, 0.2668, −3.1605,
0.6556, 0.4413, 0.5586, 0.2115.
Now “swap” the roles of a and b by taking a(x) = 2cosx+ 3, b(x) = 2sinx+ 1
and keeping other parameters, i.e. θ = 2, H = 0.7, n = 6. As before, we compute
ten values of the estimator θ (1)n : 1.5010, 1.9824, 2.0666, 2.0087, 1.6751, 1.8802,
2.1087, 2.3519, 2.0160, 2.0442; and ten values of θ (2)n : 2.2076, 1.9853, 2.0975,
2.0109, 1.1202, 1.8768, 2.0964, 2.6175, 2.0176, 2.045. Although the performance
of the estimators is mediocre, it has clearly improved significantly compared to the
previous case. We can conclude that sign changes of the coefficient a to zero affect
the performance much stronger than those of the coefficient b.
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