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Abstract. The Fock-Bargmann-Hartogs domain Dn,m(µ) (µ > 0) in C
n+m is defined
by the inequality ‖w‖2 < e−µ‖z‖
2
, where (z, w) ∈ Cn × Cm, which is an unbounded non-
hyperbolic domain in Cn+m. Recently, Yamamori gave an explicit formula for the Bergman
kernel of the Fock-Bargmann-Hartogs domains in terms of the polylogarithm functions and
Kim-Ninh-Yamamori determined the automorphism group of the domain Dn,m(µ). In this
article, we obtain rigidity results on proper holomorphic mappings between two equidimen-
sional Fock-Bargmann-Hartogs domains. Our rigidity result implies that any proper holo-
morphic self-mapping on the Fock-Bargmann-Hartogs domain Dn,m(µ) with m ≥ 2 must be
an automorphism.
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circular domains
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1 Introduction
In 1977, Alexander [2] proved the following fundamental result.
Theorem 1.A (Alexander [2]) If f : Bn → Bn (n ≥ 2) is a proper holomorphic self-mapping of
the unit ball in Cn, then f is an automorphism of Bn.
Alexander’s theorem has been generalized to several classes of domains. Especially, there
are many important results concerning proper holomorphic mapping f : D1 → D2 between two
bounded pseudoconvex domains D1, D2 in Cn with smooth boundary. If the proper holomorphic
mapping f extends smoothly to the closure of D1, then the extended mapping takes the boundary
bD1 into the boundary bD2, and it satisfies the tangential Cauchy-Riemann equations on bD1.
Thus the proper holomorphic mapping f : D1 → D2 leads naturally to the geometric study of the
mappings from bD1 into bD2. These researches are often heavily based on analytic techniques about
the mapping on boundaries (e.g., see Forstnericˇ [9] and Huang [11] for references). In this regard,
respectively, Diederich and Fornæss [8] and Bedford and Bell [3] proved the following results.
Theorem 1.B (Diederich and Fornaess [8]) If Ω, D ⊂ Cn(n ≥ 2) are smoothly bounded pseudocon-
vex domains and Ω is strongly pseudoconvex, then any proper holomorphic mapping f of Ω into D
is a local biholomorphism. Thus, if D is simply connected, then the mapping f is biholomorphic.
Theorem 1.C (Bedford and Bell [3]) Let D be bounded weakly pseudoconvex domain in Cn(n ≥
2) with smooth real-analytic boundary. Then any proper holomorphic self-mapping of D is an
automorphism.
We remark that f(z1, z2) = (z1, z
2
2) : |z1|2 + |z2|4 < 1 → |w1|2 + |w2|2 < 1 is a proper holo-
morphic mapping between two bounded pseudoconvex domains in C2 with smooth real-analytic
boundary, but it is branched and is not biholomorphic. Thus Theorem 1.C suggests a very inter-
esting subject to discover some interesting bounded weakly pseudoconvex domains D1, D2 in Cn
(n ≥ 2) such that any proper holomorphic mapping from D1 to D2 is a biholomorphism. Even
though the bounded homogeneous domains in Cn are always pseudoconvex, there are, of course,
many such domains (e.g., all bounded symmetric domains of rank ≥ 2) without smooth boundary.
∗Corresponding author.
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The lack of boundary regularity usually presents a serious analytical difficulty. In 1984, by using
the results of Bell [4] and Tumanov-Henkin [27], Henkin and Novikov [10] proved the following
result (see Th.3.3 in Forstnericˇ [9] for references).
Theorem 1.D (Henkin and Novikov [10]) Any proper holomorphic self-mapping on an irreducible
bounded symmetric domain of rank ≥ 2 is an analytic automorphism.
Further, using the idea in Mok-Tsai [19] and Tsai [24], Tu [25, 26] (one of the authors of
the current article) and Mok-Ng-Tu [18] obtained some rigidity results of proper holomorphic
mappings between equidimensional bounded symmetric domains (also called Cartan’s domains).
Recently, Ahn-Byun-Park [1] determined the automorphism group of the Cartan-Hartogs domains
(also called extended Cartan’s domains) over classical domains. In the past decade, Isaev [12],
Isaev-Krantz [13] and Kim-Verdiani [16] also described the automorphism groups of hyperbolic
domains.
The Fock-Bargmann-Hartogs domains Dn,m(µ) are defined by
Dn,m(µ) := {(z, w) ∈ Cn ×Cm : ‖w‖2 < e−µ‖z‖2}, µ > 0.
The Fock-Bargmann-Hartogs domains Dn,m(µ) are unbounded strongly pseudoconvex domains in
Cn+m. We note that each Dn,m(µ) contains {(z, 0) ∈ Cn × Cm} ∼= Cn. Thus each Dn,m(µ) is
not hyperbolic in the sense of Kobayashi and Dn,m(µ) can not be biholomorphic to any bounded
domain in Cn+m. Therefore, each Fock-Bargmann-Hartogs domain Dn,m(µ) is an unbounded
non-hyperbolic domain in Cn+m.
In 2013, Yamamori [28] gave an explicit formula for the Bergman kernel of the Fock-Bargmann-
Hartogs domains in terms of the polylogarithm functions. In 2014, by checking that the Bergman
kernel ensures revised Cartan’s theorem, Kim-Ninh-Yamamori [15] determined the automorphism
group of the Fock-Bargmann-Hartogs domains as follows:
Theorem 1.E (Kim-Ninh-Yamamori [15]) The automorphism group Aut(Dn,m(µ)) is exactly the
group generated by all automorphisms of Dn,m(µ) as follows:
ϕU : (z, w) 7−→ (Uz,w), U ∈ U(n);
ϕU ′ : (z, w) 7−→ (z, U
′
w), U
′ ∈ U(m);
ϕv : (z, w) 7−→ (z + v, e−µ〈z,v〉−µ2 ‖v‖2w), (v ∈ Cn),
where U(k) is the unitary group of degree k, and 〈·, ·〉 is the standard Hermitian inner product on
Cn.
The purpose of this article is to prove the rigidity result on proper holomorphic mappings
between equidimensional Fock-Bargmann-Hartogs domains as follows.
Theorem 1.1 If Dn,m(µ) and Dn′,m′(µ
′) are two equidimensional Fock-Bargmann-Hartogs do-
mains with m ≥ 2 and f is a proper holomorphic mapping of Dn,m(µ) into Dn′,m′(µ′), then f is
a biholomorphism between Dn,m(µ) and Dn′,m′(µ
′).
For example. Let Φ(z1, · · · , zn, w1) := (
√
2z1, · · · ,
√
2zn, w
2
1), (z1, · · · , zn, w1) ∈ Dn,1(µ). Then
Φ is a proper holomorphic self-mapping of Dn,1(µ), but it is branched and isn’t an automorphism
of Dn,1(µ). Then the assumption ”m ≥ 2” in Theorem 1.1 cannot be removed. Also, this example
implies that a proper holomorphic self-mapping of unbounded strongly pseudoconvex domain in
Cn(n ≥ 2) is possibly not an automorphism, and therefore, in general, Theorem 1.C does not hold
for unbounded strongly pseudoconvex domains in Cn(n ≥ 2).
Next we give a description of the biholomorphisms between two Fock-Bargmann-domains as
follows:
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Theorem 1.2 Let Dn,m(µ) and Dn′,m′(µ
′) be two equidimensional Fock-Bargmann-Hartogs do-
mains and let f be a biholomorphism between Dn,m(µ) and Dn′,m′(µ
′). Then n = n′, m = m′ and
therefore, there exists ϕ ∈ Aut(Dn′,m′(µ′)) such that
f(z1, · · · , zn, w1, · · · , wm) = ϕ(
√
µ/µ′z1, · · · ,
√
µ/µ′zn, w1, · · · , wm). (1)
Now we shall present an outline of the argument in our proof of the main results. Let
f : Dn,m(µ) → Dn′,m′(µ′) be a proper holomorphic mapping between two equidimensional
Fock-Bargmann-Hartogs domains. In order to prove that f : Dn,m(µ) → Dn′,m′(µ′) is a bi-
holomorphism, it suffices to show that f is unbranched. Our proof consists of two steps:
The first is to prove that f extends holomorphically to their closures. The transformation rule
for Bergman kernels under proper holomorphic mapping (e.g., Th. 1 in Bell [5]) is also valid for
unbounded domain (e.g., see Cor. 1 in Trybula [23]). Note that the coordinate functions play a
key role in the approach of Bell [5] to extend proper holomorphic mapping, but, in general, are no
longer square integrable on unbounded domains. In order to overcome the difficulty, by combining
the transformation rule for Bergman kernel under proper holomorphic mapping in Bell [5] and
an explicit form of the Bergman kernel function for Dn,m(µ) in Yamamori [28], we use a kind of
semi-regularity at the boundary of the Bergman kernel associated to Dn,m(µ) (see Th. 2.3 in this
paper) to extend the proper map holomorphically to a neighborhood of the closure Dn,m(µ) of
Dn,m(µ), and then finish the first step.
The second is to prove that f : Dn,m(µ) → Dn′,m′(µ′) is unbranched assuming that the first
step is achieved. Assume that the zero locus S of the complex Jacobian of the proper holomorphic
mapping f on Dn,m(µ) is not empty. Then S is of the codimension 1. To finish the second step, by
using the strongly pseudoconvex boundary of Dn,m(µ) and the local regularity for the mappings
between strongly pseudoconvex hypersurfaces (e.g., see Pincˇuk [20]), we get S ∩ bDn,m(µ) = ∅
(note this will force S to be compact if Dn,m(µ) is bounded) and then S is a complex analytic
subset of Cn+m. Further, we get that the complex analytic subset S of Cn+m must be an algebraic
set by its growth estimates. And, by considering the dimension of the intersection of the projective
closure S of the affine algebraic set S with the hyperplane at infinity, we obtain that S is of the
codimension ≥ m, which forces S to be ∅ by the assumption m ≥ 2 in Theorem 1.1. Therefore, f
is unbranched and is a biholomorphism. This is the key ideas in proving the main results.
Our main work implies that any proper holomorphic self-mapping on the Fock-Bargmann-
Hartogs domain Dn,m(µ) with m ≥ 2 must be an automorphism.
2 Preliminaries
2.1 Bergman kernel associated to Dn,m(µ)
In this section we will make an investigation on a kind of semi-regularity at the boundary of
the Bergman kernel associated to Dn,m(µ).
For a domain Ω inCn, let A2(Ω) be the Hilbert space of square integrable holomorphic functions
on Ω with the inner product:
〈f, g〉 =
∫
Ω
f(z)g(z)dV (z) (f, g ∈ O(Ω)),
where dV is the Euclidean volume form. The Bergman kernel K(z, w) of A2(Ω) is defined as the
reproducing kernel of the Hilbert space A2(Ω), that is, for all f ∈ A2(Ω), we have
f(z) =
∫
Ω
f(w)K(z, w)dV (w) (z ∈ Ω).
For a positive continuous function p on Ω, let A2(Ω, p) be the weighted Hilbert space of square
integrable holomorphic functions with respect to the weight function p with the inner product:
〈f, g〉 =
∫
Ω
f(z)g(z)p(z)dV (z) (f, g ∈ O(Ω)).
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Similarly, the weighted Bergman kernel KA2(Ω,p) of A
2(Ω, p) is defined as the reproducing kernel
of the Hilbert space A2(Ω, p). For a positive integer m, define the Hartogs domain Ωm,p over Ω by
Ωm,p = {(z, w) ∈ Ω×Cm : ‖w‖2 < p(z)}.
Ligocka [17] showed that the Bergman kernel of Ωm,p can be expressed as infinite sum in terms
of the weighted Bergman kernel of A2(Ω, pk) (k = 1, 2, · · · ) as follows.
Theorem 2.1 (Ligocka [17]) Let Km be the Bergman kernel of Ωm,p and let KA2(Ω,pk) be the
weighted Bergman kernel of A2(Ω, pk) (k = 1, 2, · · · ). Then
Km((z, w), (t, s)) =
m!
πm
∞∑
k=0
(m+ 1)k
k!
KA2(Ω,pk+m)(z, t)〈w, s〉k,
where (a)k denotes the Pochhammer symbol (a)k = a(a+ 1) · · · (a+ k − 1).
The Fock-Bargmann space is the weighted Hilbert space A2(Cn, e−µ‖z‖
2
) on Cn with the Gaus-
sian weight function e−µ‖z‖
2
(µ > 0). The reproducing kernel of A2(Cn, e−µ‖z‖
2
), called the Fock-
Bargmann kernel, is µneµ〈z,t〉/πn (see Bargmann [6]). In 2013, using Th. 2.1 and the expression of
the Fock-Bargmann kernel, Yamamori [28] give the Bergman kernel of the Fock-Bargmann-Hartogs
domain Dn,m(µ) as follows.
Theorem 2.2 (Yamamori [28]) The Bergman kernel of the Fock-Bargmann-Hartogs domain Dn,m(µ)
is given by
KDn,m(µ)((z, w), (t, s))
=
m!µn
πm+n
∞∑
k=0
(m+ 1)k(k +m)
n
k!
eµ(k+m)〈z,t〉〈w, s〉k
=
m!µn
πm+n
∞∑
k=0
(m+ 1)k(k +m)
n
k!
eµ(k+m)〈z,t〉
∑
α1+···+αm=k
k!
α1! · · ·αm! (w1s1)
α1 · · · (wmsm)αm
=
m!µn
πm+n
∑
α∈Nm
(m+ 1)|α|(|α|+m)n
α!
eµ(|α|+m)〈z,t〉wαsα,
where (a)k denotes the Pochhammer symbol (a)k = a(a+1) · · · (a+ k− 1) and α = (α1, · · · , αm) ∈
Nm are multi-indices of non-negative integer, |α| = α1 + · · · + αm, α! = α1! · · ·αm! and wα =
wα11 · · ·wαmm .
Now we give a kind of semi-regularity at the boundary of the Bergman kernel associated to
Dn,m(µ) as follows:
Theorem 2.3 Let Dn,m(µ) be a Fock-Bargmann-Hartogs domain and let KDn,m(µ)((z, w), (t, s))
be its Bergman kernel. If E is a compact subset of Dn,m(µ), then there is an open set G con-
taining Dn,m(µ) such that for each (t, s) ∈ E, the function KDn,m(µ)((z, w), (t, s)) extends to be
holomorphic on G as a function of (z, w).
Proof. Since E is a compact subset of Dn,m(µ), there exists a real number r with 0 < r < 1
such that E ⊂ {(z, w) ∈ Dn,m(µ) : ‖w‖2 < r2e−µ‖z‖2}. Let G := {(z, w) ∈ Dn,m(µ) : ‖w‖2 <
1
r2 e
−µ‖z‖2}. Then G is an open set containing Dn,m(µ). By Theorem 2.2, we have
KDn,m(µ)((z, w), (t, s)) = KDn,m(µ)((z, rw), (t,
1
r
s))
for all (z, w) ∈ Dn,m(µ), (t, s) ∈ {(z, w) ∈ Dn,m(µ) : ‖w‖2 < r2e−µ‖z‖2}. Thus, for every fixed
(t, s) ∈ E, KDn,m(µ)((z, w), (t, s)) extends holomorphically to G as a function of (z, w). The proof
of Theorem 2.3 is finished.
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2.2 Holomorphic extensions of proper holomorphic mappings
In this section we will use Bell’s transformation rule for Bergman kernels under the proper
holomorphic mappings and the semi-regularity at the boundary of the Bergman kernel associ-
ated to Dn,m(µ) to show that any proper holomorphic mapping f between two equidimensional
Fock-Bargmann-Hartogs domains Dn,m(µ) and Dn′,m′(µ
′) can be extended holomorphically to the
closure Dn,m(µ) of Dn,m(µ).
The transformation rule for Bergman kernels under the proper holomorphic mappings in Bell
[5] plays an important role in holomorphic extensions of proper holomorphic mappings. The
transformation rule (e.g., Th. 1 in Bell [5]) is also valid for unbounded domain (e.g., see Cor. 1
in Trybula [23]). Then we have the transformation rule for Bergman kernels under the proper
holomorphic mappings as follows.
Theorem 2.4 (Bell [5], Theorem 1) Suppose that Ω1 and Ω2 are two domains (not necessarily
bounded) in Cn and that f is a proper holomorphic mapping of Ω1 onto Ω2 of order r. Let
u = det[f ′] and let F1, F2, · · · , Fr denote the r local inverses to f defined locally on Ω2 \ S where
S = {f(z) : u(z) = 0}. Let Uk = det[F ′k] and let Ki(z, w) denote the Bergman kernel function
associated to Ωi for i = 1, 2. The Bergman kernels transform according to
r∑
k=1
K1(z, Fk(w))Uk(w) = u(z)K2(f(z), w) (2)
for all z ∈ Ω1 and w ∈ Ω2 \ S.
Remark on Theorem 2.4. The removable singularity theorem states that if V (& D) is a complex
variety in a domain D and h ∈ L2(D) (i.e., The Hilbert space of square integrable functions on D)
is holomorphic on D\V , then h is holomorphic on D. Then the function on the left-hand side of
(2) extends to be antiholomorphic in w for all w ∈ Ω2 by the removable singularity theorem (see
Bell [5] for references here).
Now we will use Bell’s transformation rule for Bergman kernels and the semi-regularity at the
boundary of the Bergman kernel associated to Dn,m(µ) to show the holomorphic extension theorem
as follows.
Theorem 2.5 If Dn,m(µ) and Dn′,m′(µ
′) are two equidimensional Fock-Bargmann-Hartogs do-
mains and f is a proper holomorphic mapping of Dn,m(µ) into Dn′,m′(µ
′), then f extends to be
holomorphic in a neighborhood of Dn,m(µ).
Proof. Let f be a proper holomorphic mapping of Dn,m(µ) onto Dn′,m′(µ
′) and u = det[f ′]. A
classical theorem due to R. Remmert (c.f. Rudin [21], Theorem 15.1.9) states that f is a branched
covering of some finite order r and the set S = {f(z, w) ∈ Dn′,m′(µ′) : u(z, w) = 0} is a complex
analytic variety in Dn′,m′(µ
′).
Let F1, F2, · · · , Fr denote the r local inverses to f defined locally on Dn′,m′(µ′) \ S. Let
Uk = det[F
′
k] and let K1((z, w), (t, s)) and K2((z
′, w′), (t′, s′)) denote the Bergman kernel function
associated to Dn,m(µ) and Dn′,m′(µ
′) respectively. Write
H((z, w), (t′, s′)) =
r∑
k=1
K1((z, w), Fk(t
′, s′))Uk(t′, s′).
Then, from Remark on Theorem 2.4, we have that H((z, w), (t′, s′)) is holomorphic in (z, w) and
is antiholomorphic in (t′, s′) for all ((z, w), (t′, s′)) ∈ Dn,m(µ)×Dn′,m′(µ′).
With this notation, the transformation formula (2) for Bergman kernels becomes
H((z, w), (t′, s′)) = u(z, w)K2(f(z, w), (t
′, s′)). (3)
Write f(z, w) = (f1(z, w), f2(z, w)) ∈ Cn′ ×Cm′ . For α = (α′, α′′) ∈ Nn ×Nm, write
H(α)((z, w), (t′, s′)) :=
∂α
∂t′
α′
∂s′
α′′
H((z, w), (t′, s′)).
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By differentiating the equation (3) with respect to (t′, s′), from Theorem 2.2, we have
H(α)((z, w), (t′, s′)) = u(z, w)
∂α
∂t′
α′
∂s′
α′′
K2(f(z, w), (t
′, s′))
= u(z, w)
∂α
∂t′
α′
∂s′
α′′
[
m′!µ′n
′
πm′+n′
∑
β∈Nm′
(m′ + 1)|β|(|β|+m′)n′
β!
eµ
′(|β|+m′)〈f1(z,w),t
′〉f2(z, w)
βs′
β
]
= u(z, w)
m′!µ′n
′
πm′+n′
∑
β:β−α′′∈Nm′
(m′ + 1)|β|(|β|+m′)n′
β!
µ′|α
′|(|β| +m′)|α′|f1(z, w)α′eµ′(|β|+m′)〈f1(z,w),t′〉
× β!
(β − α′′)!f2(z, w)
βs′
β−α′′
.
By putting (t′, s′) = (0, 0) in the above formula, we get
H(α)((z, w), (0, 0))
= u(z, w)
m′!µ′n
′
πm′+n′
(m′ + 1)|α′′|(|α′′|+m′)n′
α′′!
µ′|α
′|(|α′′|+m′)|α′|f1(z, w)α′α′′!f2(z, w)α′′
= u(z, w)
m′!µ′n
′+|α′|
πm′+n′
(m′ + 1)|α′′|(|α′′|+m′)n
′+|α′|f(z, w)α
= C(α)u(z, w)f(z, w)α
for all α = (α′, α′′) ∈ Nn′ ×Nm′ .
Fix a neighborhood V of (0, 0) with V ⊂⊂ Dn′,m′(µ′). Then, for each (t′, s′) ∈ V \ S, we have
Fk(t
′, s′) ∈ f−1(V ) ⊂⊂ Dn,m(µ) (1 ≤ k ≤ r). Therefore, for all (t′, s′) ∈ V \ S, by Theorem 2.3,
we have H((z, w), (t′, s′)) =
∑r
k=1K1((z, w), Fk(t
′, s′))Uk(t′, s′) can extends holomorphically to a
neighborhood G of the closure Dn,m(µ) of Dn,m(µ) as a function of (z, w). Hence H((z, w), (t
′, s′))
is holomorphic in (z, w) and anti-holomorphic in (t′, s′) for ((z, w), (t′, s′)) ∈ G× (V \ S).
Therefore, we have that H((z, w), (t′, s′)) is holomorphic in (z, w) and anti-holomorphic in
(t′, s′) for all ((z, w), (t′, s′)) ∈ Dn,m(µ) × V (note V ⊂ Dn′,m′(µ′)) and for all ((z, w), (t′, s′)) ∈
G× (V \S). So the Hartogs-type extension theorem implies that H((z, w), (t′, s′)) can be extended
to be a function on G × V which is holomorphic in (z, w) and anti-holomorphic in (t′, s′) for all
((z, w), (t′, s′)) ∈ G× V .
Hence H(α)((z, w), (0, 0)) can extends holomorphically to the neighborhood G of Dn,m(µ) of
Dn,m(µ) as a function of (z, w) for all α ∈ Nn+m. Thus, the function u · fα always extends
holomorphically to the neighborhoodG ofDn,m(µ) for each α ∈ Nn+m. This implies that f extends
to be holomorphic in the neighborhood G because the ring of germs of holomorphic functions is a
unique factorization domain. The proof of Lemma 2.5 is finished.
2.3 Cartan’s theorem revisited
Let D ⊂ CN be a domain (not necessarily bounded) with 0 ∈ D. Let KD(z, w) (z, w ∈ D) be
the Bergman kernel of D. Let TD(z, w) be an N ×N matrix defined by
TD(z, w) :=


∂2
∂w1∂z1
logKD(z, w) · · · ∂2∂w1∂zN logKD(z, w)
...
. . .
...
∂2
∂wN∂z1
logKD(z, w) · · · ∂2∂wN∂zN logKD(z, w)

 .
It is obviously thatKD(0, 0) > 0 and TD(0, 0) is positive definite for any bounded domain D ⊂ CN .
Ishi-Kai [14] proved Cartan’s theorem by using the notion of the Bergman representative map-
ping for bounded circular domains. However their proof is obviously applicable for an unbounded
domain whenever its Bergman kernel has some properties. Following the idea, Kim-Ninh-Yamamori
[15] obtained a version of Cartan’s theorem for an unbounded circular domain D ⊂ CN such that
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KD(0, 0) > 0 and TD(0, 0) is positive definite, which assures that any automorphism f of such
an unbounded circular domain with f(0) = 0 must be linear. In this section we will get a slight
generalization of the result which states that any biholomorphism f between such two unbounded
circular domains with f(0) = 0 must be linear.
Lemma 2.6 (Ishi-Kai [14], Prop. 2.1) Let Dk be a circular domain (not necessarily bounded) in
CN with 0 ∈ Dk (k = 1, 2). Let ϕ : D1 → D2 be a biholomorphism with ϕ(0) = 0. If KDk(0, 0) > 0
and TDk(0, 0) is positive definite (k = 1, 2), then ϕ is linear.
Remark. see Theorem 4 in Kim-Ninh-Yamamori [15] for references here.
By the Lemmas 5 and 6 in Kim-Ninh-Yamamori [15], we have that each Fock-Bargmann-
Hartogs domain Dn,m(µ) satisfies the conditions that KDn,m(µ)(0, 0) > 0 and TDn,m(µ)(0, 0) is
positive definite. Therefore, by Lemma 2.6, we have a generalized Cartan’s theorem for Fock-
Bargmann-Hartogs domains as follows:
Theorem 2.7 Let ϕ : Dn,m(µ) → Dn′,m′(µ′) be a biholomorphism between two equidimensional
Fock-Bargmann-Hartogs domains with ϕ(0) = 0. Then ϕ is linear.
2.4 Some lemmas about complex analytic sets
In order to study the zero locus of the complex Jacobian of the proper holomorphic mapping
between two equidimensional Fock-Bargmann-Hartogs domains, we need the following results.
Lemma 2.8 (Chirka [7], §7.4 Theorem 3) A pure p-dimensional analytic subset A ⊂ Cn is algebraic
if and only if it is contained, after some unitary change of coordinates, in a domain D : ‖z′′‖ <
C(1 + ‖z′‖)s, where z = (z′, z′′), z′ = (z1, · · · , zp), and C, s are certain constants.
Lemma 2.9 (Chirka [7], §7.2 Proposition 2) The closure in Pn of an affine algebraic set A = {ζ ∈
Cn : p(ζ) = 0}, where p is a polynomial of degree s, coincides with the projective algebraic set
{[z] ∈ Pn : p∗(z) = 0}, where p∗ is the projectivization of p.
In order to estimate the dimension of the zero locus of the complex Jacobian of the proper
holomorphic mapping between two equidimensional Fock-Bargmann-Hartogs domains, we need
the following formula for the dimension of the intersection of two algebraic sets.
Lemma 2.10 (see Shafarevich [22]) Let X,Y ⊂ PN be irreducible quasiprojective varieties with
dimX = n and dimY = m. Then any (nonempty) component Z of X∩Y has dimZ ≥ n+m−N.
In order to prove our main conclusion, we need the the preliminary lemma about regularity for
the mappings between strongly pseudoconvex hypersurfaces due to Pincˇuk [20] as follows.
Lemma 2.11 (Pincˇuk [20], Lemma 1.3) Let D1, D2 ⊂ Cn be two domains, p ∈ bD1, and let
U be a neighborhood of p in Cn such that U ∩ D1 is connected. Suppose that the mapping f =
(f1, · · · , fn) : U ∩ D1 → Cn is continuously differentiable in U ∩ D1 and holomorphic in U ∩D1
with f(U ∩ bD1) ⊂ bD2. Take a domain V ⊂ Cn with f(U ∩D1) ⊂ V . Suppose that U ∩ bD1 and
U ∩ bD2 are strongly pseudoconvex hypersurfaces in Cn. Then either f is constant or the Jacobian
Jf (z) = det(
∂fi
∂zj
) does not vanish in U ∩ bD1.
3 Proof of main results
Proof of Theorem 1.1.
Let f : Dn,m(µ)→ Dn′,m′(µ′) be a proper holomorphic mapping between two equidimensional
Fock-Bargmann-Hartogs domains Dn,m(µ) and Dn′,m′(µ
′) with m ≥ 2. By Theorem 2.5, f extends
holomorphically to a neighborhood V of Dn,m(µ) with
f(bDn,m(µ)) ⊂ bDn′,m′(µ′). (4)
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Define
A := {ζ ∈ V : Jf (ζ) = 0},
where Jf (ζ) = det(∂fi/∂ζj)(ζ) is the complex Jacobian determinant of
f(ζ) := (f1(ζ), · · · , fn′+m′(ζ)) (ζ ∈ V ).
Since Dn,m(µ) and Dn′,m′(µ
′) are strongly pseudoconvex domains, the Jacobian Jf (ζ) does not
vanish on bDn,m(µ) by Lemma 2.11. Then we have A ∩ bDn,m(µ) = ∅. Let S := A ∩ Dn,m(µ).
Therefore, we have
S ⊂ Dn,m(µ), S ∩ bDn,m(µ) = ∅. (5)
If S 6= ∅, by (5), we can view S as a complex analytic set defined in Cn+m. Moreover, for each
p ∈ S(⊂ Dn,m(µ)), we have
|wm(p)|2 ≤ ‖w(p)‖2 < e−µ‖z(p)‖2 ≤ 1 ≤ 1 + ‖(z, w′)(p)‖,
where w = (w′, wm). That is, we have
S ⊂ {(z, w′, wm) ∈ Cn+m : |wm| < (1 + ‖(z, w′)‖)1/2}.
Therefore, by Lemma 2.8, we have that S must be an algebraic set of Cn+m. Take an irreducible
component S′ of S. Now we consider the closure S′ of S′ in Pn+m. By Lemma 2.9, S′ is an
projective algebraic set and dimS′ = dimS′ = dimS = n+m− 1.
Now we use Lemma 2.10 to give an upper bound n for dimS′ and get a contradiction with
dimS′ = n+m− 1. Let [ζ, z1, · · · , zn, w1, · · · , wm] be the homogeneous coordinate in Pn+m and
embed Cn+m into Pn+m as the affine piece U0 = {[ζ, z, w] ∈ Pn+m, ζ 6= 0} by
(z1, · · · , zn, w1, · · · , wm) →֒ [1, z1, · · · , zn, w1, · · · , wm].
Then
Dn,m(µ) ∩ U0 =
{
[ζ, z, w] ∈ Pn+m : ζ 6= 0, ‖w‖
2
|ζ|2 < e
−µ
‖z‖2
|ζ|2
}
. (6)
Let H = Pn+m \Cn+m be the hyperplane at infinity, that is H = {ζ = 0} ⊂ Pn+m. Consider the
affine piece U1 = {[ζ, z, w] ∈ Pn+m, z1 6= 0} ofPn+m with affine coordinate (ξ, λ2, · · · , λn, η1, · · · , ηm).
Then ξ = ζz1 , λ2 =
z2
z1
, · · · , λn = znz1 , η1 = w1z1 , · · · , ηm = wmz1 . Since
‖w‖2
|ζ|2 =
‖w‖2
|z1|2
∣∣z1
ζ
∣∣2 = ‖η‖2|ξ|2 and
e
−µ ‖z‖
2
|ζ|2 = e
−µ ‖z‖
2
|z1|
2
∣∣ z1
ζ
∣∣2
= e
−µ
(1+|λ2|
2+···+|λn|
2)
|ξ|2 , by (6), we have
Dn,m(µ) ∩ U1 ∩ U0
=
{
(ξ, λ2, · · · , λn, η1, · · · , ηm) ∈ Cn+m : |η1|2 + · · ·+ |ηm|2 < |ξ|2e−µ
1+|λ1|
2+···+|λn|
2
|ξ|2
}
.
(7)
Let S′1 = S
′ ∩ U1 be the affine piece of S′ in U1 and let H1 = H ∩ U1 = {ξ = 0} be the affine
piece of the projective hyperplane H in U1. For each p ∈ S′1 ∩H1, there exists a sequence of points
{pk} ⊂ S′ ∩ ((U1 ∩U0) \H1) such that pk → p (k →∞). Since {pk} ⊂ Dn,m(µ) ∩ U1 ∩ U0, by (7),
we have
‖η(pk)‖2 < |ξ(pk)|2e−µ
1+|λ2(pk)|
2+···+|λn(pk)|
2
|ξ(pk)|
2 . (8)
Since p ∈ H , we have ξ(p) = 0 and ξ(pk) → 0 (k → ∞). Let k → ∞ in (8), we get ‖η(p)‖2 = 0.
Therefore, S′1 ∩H1 ⊂ {ξ = 0, η1 = · · · = ηm = 0}. Hence, dim(S′1 ∩H1) ≤ n− 1.
Further, by Lemma 2.10, we have
n− 1 ≥ dim(S′1 ∩H1) ≥ dimS′1 + dimH1 − (n+m) = dimS′1 − 1.
Thus, dimS′1 ≤ n.
Therefore, n + m − 1 = dimS = dimS′ = dimS′ = dimS′1 ≤ n. Hence, m ≤ 1, this is a
contradiction with the assumption m ≥ 2 of Theorem 1.1. This means S = ∅.
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Thus f : Dn,m(µ) → Dn′,m′(µ′) is unbranched. Since each Fock-Bargmann-Hartogs domain
is simply connected, we get that f : Dn,m(µ) → Dn′,m′(µ′) is a biholomorphism. The proof of
Theorem 1.1 is finished.
Proof of Theorem 1.2.
For the completeness, here we will not assume Theorem 1.E to prove Theorem 1.2. Our proof
of Theorem 1.2 is divided as two steps:
Step 1. Let f : Dn,m(µ)→ Dn′,m′(µ′) be a biholomorphical mapping between two equidimen-
sional Fock-Bargmann-Hartogs domains Dn,m(µ) and Dn′,m′(µ
′). We will show that n = n′,m =
m′ and there exists a ϕ′ ∈ Aut(Dn′,m′(µ′)) such that ϕ′ ◦ f is a linear isomorphism.
Let V = {(z, 0) ∈ Cn × Cm} ⊂ Dn,m(µ) and V ′ = {(z′, 0) ∈ Cn′ × Cm′} ⊂ Dn′,m′(µ′). Put
f(z, 0) = (g(z), h(z)) and h(z) = (h1(z), · · · , hm′(z)). Then we have
m′∑
i=1
|hi(z)|2 = ‖h(z)‖2 < e−µ′‖g(z)‖2 ≤ 1. (9)
It follows that hi is a bounded holomorphic function on C
n for all 1 ≤ i ≤ m′. Then Liouville’s
theorem implies that hi is constant. Since g is a non-constant entire function, g is unbounded.
Therefore, by (9), h must be identically equal to zero. This means f(V) ⊂ V ′. In a similar way
we have f−1(V ′) ⊂ V . Thus, f |V is a biholomorphism between V and V ′. Therefore, we have
n = n′, m = m′.
Let f(0, 0) = (v, v˜). Then v˜ = 0. Let ϕ−v ∈ Aut(Dn′,m′(µ′)) be defined by
ϕ−v(z
′, w′) = (z′ − v, e−µ′〈z′,−v〉−µ2 ‖−v‖2w′).
Then ϕ−v ◦ f(0, 0) = (0, 0). By Theorem 2.7, ϕ−v ◦ f is a linear mapping.
Step 2. We now prove that there exist ϕ∗ ∈ Aut(Dn′,m′(µ′)) such that ϕ∗ ◦ ϕ−v ◦ f has the
desired form (1).
Since ϕ−v ◦ f is linear, the map ϕ−v ◦ f can be written as a matrix form, namely,
ϕ−v ◦ f(z, w) =
(
A C
D B
)(
z
w
)
,
where A ∈Mn×n(C), B ∈Mm×m(C), C ∈Mn×m(C) and D ∈Mm×n(C). Since ϕ−v ◦ f(V) ⊂ V ′,
we have
D = 0 ∈Mn×m(C); detA 6= 0; detB 6= 0.
Then it follows that ϕ−v ◦ f(z, w) = (Az + Cw,Bw) for all (z, w) ∈ Dn,m(µ), and (ϕ−v ◦
f)−1(z′, w′) = (A−1z′ − A−1CB−1w′, B−1w′) for all (z′, w′) ∈ Dn′,m′(µ′).
Now we prove that B ∈ U(m). For ‖w‖ < 1, we have (0, w) ∈ Dn,m(µ) and ϕ−v ◦ f(0, w) =
(Cw,Bw) ∈ Dn′,m′(µ′). Thus ‖Bw‖ < 1. On the other hand, for ‖w′‖ < 1, we have (0, w′) ∈
Dn′,m′(µ
′) and (ϕ−v ◦ f)−1(0, w′) = (−A−1CB−1w′, B−1w′) ∈ Dn,m(µ). Thus ‖B−1w′‖ < 1.
Therefore,
B : Bm → Bm, w→ Bw
is a linear automorphism of the unit ball Bm in Cm, and thus B ∈ U(m).
Next we prove that C = 0 ∈Mn×m(C). For ‖w‖ = 1, we have (0, w) ∈ bDn,m(µ). Since ϕ−v ◦f
is a linear biholomorphism, we have ϕ−v ◦ f(bDn,m(µ)) = bDn′,m′(µ′). Hence, ϕ−v ◦ f(0, w) =
(Cw,Bw) ∈ bDn′,m′(µ′). Therefore, by B ∈ U(m), we have 1 = ‖w‖2 = ‖Bw‖2 = e−µ′‖Cw‖2 .
Thus, Cw = 0 for all ‖w‖ = 1. Hence, C = 0 ∈Mn×m(C).
To complete our proof, it suffices to show that A =
√
µ/µ′U for some U ∈ U(n). For any
z ∈ Cn, we can take w ∈ Cm such that (z, w) ∈ bDn,m(µ). Since ϕ−v ◦ f(bDn,m(µ)) = bDn′,m′(µ′)
and C = 0, we have ϕ−v ◦ f(z, w) = (Az,Bw) ∈ bDn′,m′(µ′). Thus, by B ∈ U(m), we get
e−µ
′‖Az‖2 = ‖Bw‖2 = ‖w‖2 = e−µ‖z‖2 . Therefore, ‖√µ′/µAz‖ = ‖z‖ for all z ∈ Cn. Hence,
U =
√
µ′/µA ∈ U(n) and A =√µ/µ′U .
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Let ϕU−1 , ϕB−1 ∈ Aut(Dn′,m′(µ′)) be defined by
ϕU−1(z
′, w′) = (U−1z′, w′), ϕB−1(z
′, w′) = (z′, B−1w′).
Then ϕ := ϕU−1 ◦ ϕB−1 ◦ ϕ−v ∈ Aut(Dn′,m′(µ′)), and we have
ϕ ◦ f(z1, · · · , zn, w1, · · · , wm) = (
√
µ/µ′z1, · · · ,
√
µ/µ′zn, w1, · · · , wm).
The proof of Theorem 1.2 is finished.
Acknowledgments The authors would like to thank Professors Xiaojun Huang and Ngaiming
Mok for helpful suggestions. In addition, the authors are grateful to the referees for many helpful
comments. The project was supported by the National Natural Science Foundation of China
(No.11271291).
References
[1] H. Ahn, J. Byun, J. Park, Automorphisms of the Hartogs type domains over classical sym-
metric domains, Internat. J. Math. 23 (2012), no. 9, 1250098, 11 pp.
[2] H. Alexander, Proper holomorphic mappings in Cn, Indiana Univ. Math. J. 26(1977), 137-146.
[3] E. Bedford and S. Bell, Proper self-maps of weakly pseudoconvex domains, Math. Ann.
261(1982), 47-49.
[4] S. Bell, Proper holomorphic mappings between circular domains, Comment. Math. Helvetici.
57(1982), 532-538.
[5] S. Bell, The Bergman kernel function and proper holomorphic mappings, Trans. Amer. Math.
Soc. 270(1982), 685-691.
[6] V. Bargmann, On a Hilbert space of analytic functions and an associated integral transform.
Part II. A family of related function spaces. Application to distribution theory, Commun. Pure
Appl. Math. 20(1967), 1-101.
[7] E.M. Chirka, Complex analytic sets, ”Nauka”, Moscow, 1985; English transl., Kluwer Aca-
demic, Norwell. MA. 1989.
[8] K. Diederich and J.E. Fornaess, Proper holomorphic images of strictly pseudoconvex domains,
Math. Ann. 259(1982), 279-286.
[9] F. Forstnericˇ, Proper holomorphic mappings: A survey, in Several Complex Variables (edited
by J. Fornaess), Math Notes Vol. 38, Princeton University Press, 1993, 297–363.
[10] G.M. Henkin and R. Novikov, Proper mappings of classical domains, in Linear and Complex
Analysis Problem Book, Lecture Notes in Math. Vol. 1043, Springer, Berlin, 1984, 625-627.
[11] X.J. Huang, On a linearity problem for proper holomorphic maps between balls in complex
spaces of different dimansions, J. Differential Geometry 51(1999), 13-33.
[12] Isaev A.V., Hyperbolic n-dimensional manifolds with automorphism group of dimension n2,
Geom. Funct. Anal., 17 (1) (2007) 192-219.
[13] Isaev A.V., Krantz S.G., On the automorphism groups of hyperbolic manifolds, J. Reine
Angew. Math., 534(2001) 187-194.
[14] H. Ishi and C. Kai, The reprsentative domain of a homogeneous bounded domain, Kyushi J.
Math. 64(1)(2010), 35-47.
Rigidity of proper holomorphic mappings 11
[15] H. Kim, V.T. Ninh and A. Yamamori, The automorphism group a certain unbounded non-
hyperbolic domain, J. Math. Anal. Appl. 409(2014), 637-642.
[16] K.T. Kim, Verdiani L., Complex n-dimensional manifolds with a real n2-dimensional auto-
morphism group, J. Geom. Anal., 2004, 14(4): 701-713.
[17] E. Ligocka, On the Forelli-Rudin construction and weighted Bergman projections, Stud. Math.
94(3)(1989), 257-272.
[18] N. Mok, S.C. Ng and Z.H. Tu, Factorization of proper holomorphic maps on irreducible
bounded symmetric domains of rank ≥ 2, Sci. China Math. 53(3)(2010), 813-826.
[19] N. Mok and I.H. Tsai, Rigidity of convex realizations of irreducible bounded symmetric do-
mains of rank ≥ 2, J. Reine. Angew. Math. 431(1992), 91-122.
[20] S.I. Pincˇuk, On the analytic continuation of biholomorphic mappings, Math. USSR Sb.
27(1975), 375-392.
[21] W. Rudin, Function theory in the unit ball ofCn, Reprint of the 1980 edition, Springer-Verlag,
Berlin, 2008.
[22] I.R. Shafarevich, Basic algebraic geometry, Springer-Verlag, New York, 1977.
[23] M. Trybula, Proper holomorphic mappings, Bell’s formula, and the Lu Qi-Keng problem on
the tetrablock, Arch. Math. 101(2013), 549-558.
[24] I-H. Tsai, Rigidity of proper holomorphic maps between symmetric domains, J. Diff. Geom.
37(1993), 123-160.
[25] Z.H. Tu, Rigidity of proper holomorphic maps between equidimensional bounded symmetric
domains, Proc. Amer. Math. Soc. 130(2002), 1035-1042.
[26] Z.H. Tu, Rigidity of proper holomorphic mappings between nonequidimensional bounded sym-
metric domains, Math. Z. 240(2002), 13-35.
[27] A. E. Tumanov and G. M. Henkin, Local characterization of holomorphic automorphisms of
classical domains, Dokl.Akad.Nauk SSSR 267(1982), 796-799. (in Russian).
[28] A. Yamamori, The Bergman kernel of the Fock-Bargmann-Hartog and the polylogarithm
function, Complex Var. Elliptic Eqs. 58(2013), 783-793.
