Abstract. We show that sparse affine-invariant linear properties over arbitrary finite fields are locally testable with a constant number of queries. Given a finite field F q and an extension field F q n , a property is a set of functions mapping F q n to F q . The property is said to be affineinvariant if it is invariant under affine transformations of F q n , linear if it is an F q -vector space, and sparse if its size is polynomial in the domain size. Our work completes a line of work initiated by Grigorescu et al. (2009) and followed by Kaufman & Lovett (2011) . The latter showed such a result for the case when q was prime. Extending to non-prime cases turns out to be non-trivial, and our proof involves some detours into additive combinatorics, as well as a new calculus for building property testers for affine-invariant linear properties.
Introduction
This paper investigates property testing in the context of linear, affine-invariant properties and proves that all sparse properties in this class are locally testable. We describe these notions more precisely below, before explaining the context and motivation for this study.
38 Ben-Sasson, Ron-Zewi & Sudan cc 26 (2017) 1.1. The problem and main result. Given finite sets D and R (for domain and range), a property (or a code) of functions mapping D to R is simply given by a subset F ⊆ {D → R} (F is the subset of functions that satisfy the property). Property testing investigates the possibility of efficient algorithms that make few queries to an oracle for f : D → R and accepts f ∈ F while rejecting f that is very far from F with constant probability. Distance here is measured in normalized Hamming distance and so δ(f, g) = 1 |D| · |{x|f (x) = g(x)}| and δ(f, F) = min g∈F {δ(f, g)}. A property F is said to be k-locally testable if there exists a tester making at most k queries to a function f : D → R, that accepts f ∈ F with probability 1, while rejecting all f with probability at least δ (f, F) .
A large, and very important, class of properties, namely the algebraic ones, are abstracted best by the features of being linear and of being affine-invariant. In such settings, the range of the property is a (small) finite field F q (where F q denotes the field of size q) and the domain is a (large) finite extension F q n . A property F ⊆ {F q n → F q } is linear if it is an F q -vector space, i.e., ∀f, g ∈ F and α ∈ F q we have αf + g ∈ F. The property F is said to be affine-invariant if it is invariant under affine transformations of the domain, i.e., ∀α, β ∈ F q n with α = 0, and ∀f ∈ F it is the case that f α,β given by f α,β (x) = f (α · x + β) is also in F.
Finally, we say that F is sparse if it contains only polynomially many functions in its domain size. More precisely, we say that F ⊆ {F q n → F q } is t-(size-)sparse if |F| ≤ q nt . The family of Hadamard codes and binary dual-BCH codes is some of the classical examples of sparse affine-invariant properties (that are known to be locally testable). Our main theorem shows that all sparse properties are locally testable with a constant number of queries.
Theorem 1.1 (Main). For every q that is a prime power and every integer t, there exists an integer k = k(t, q) such that the following holds for every n. If F ⊆ {F q n → F q } is a t-sparse linear affine-invariant property, then F is k-locally testable.
39 above theorem when q is prime, leaving open the case of all extensions of prime fields. We describe the relationship to previous work and explain our technical contributions after discussing the motivation for studying affine-invariant linear properties.
Motivation.
Property testing: The general motivation to understand linear and affine-invariant properties is that they form the most natural abstraction of some of the most useful class of property tests that have played a role in the construction of locally testable codes and probabilistically checkable proofs. Some central properties that have been utilized in such constructions have been the "linearity" property and the "low-degree" property. Affine-invariant properties abstract such properties in as natural a manner as "graph properties" (i.e., properties of graphs that do not depend on the labeling of the graph) abstract-specific properties such as trianglefreeness or bipartiteness. Given the major role played by algebraic properties, understanding their testability seems as important as understanding testability of, say, graph properties.
We note that among the work on "affine-invariant" properties, there are two, currently divergent, directions, with the works Bhattacharyya et al. (2011 Bhattacharyya et al. ( , 2013 Bhattacharyya et al. ( , 2010 ; Shapira (2009) representing some of the works in the other direction. The two classes differ in two attributes making the results incomparable: linearity and domain structure. The first attribute is whether the properties being considered are linear or not. Our work considers the more restricted setting here of linear properties, whereas the other works consider nonlinear properties-we argue why the linear restriction is natural in the next paragraph. The second attribute is the nature of the domain under consideration. The works mentioned above consider only the case where the domain is a large vector space over a small field. Our work on the other hand focusses on the case where the domain is a large field. In this attribute, our setting is more general-properties whose domain is a vector space (say F n q ) may be viewed as properties over a large field (correspondingly F q n ), and affine-invariance over the vector space implies cc 26 (2017) affine-invariance over the field. The converse is not true-as can be seen even quantitatively: Affine-invariance over a field leads to quadratically many invariances, whereas affine-invariance of a vector space (over a constant-sized field) leads to superpolynomially many invariances. Indeed, one of the main hopes of working with invariances over a big field is that the invariance requirement is less stringent and so might lead to a richness of properties that may in turn lead to new interesting locally testable codes, as we discuss next.
Locally testable codes:
If the study of affine-invariance is natural in the context of property testing, the restriction to linearity is as natural in the context of error-correcting codes. Most wellstudied error-correcting codes are linear, and the locally testable ones are usually derived from linear locally testable properties. We note that the very fact that a non-trivial property (one that is not satisfied by all functions) is linear, affine-invariant and locally testable implies that it is an error-correcting code (and even a locally decodable one). By the work of Ben-Sasson et al. (2005b) , it is known that all linear locally testable codes must be what are known as "LDPC codes," where the code is defined by a collection of local constraints. However, it is also known from the work of Ben-Sasson et al. (2005a) that in order to be locally testable, the LDPC code must have a redundant collection of local constraints. Redundancy among local constraints is a relatively rare phenomenon, and imposing some symmetry (such as affine-invariance) is one way of getting such redundancy. Indeed, the symmetry offered by affine-invariance is the only setting where (with some additional features) the redundancy is known to lead to locally testable codes. Thus, affine-invariant linear properties lead to some of the most natural and broad classes of locally testable codes.
In spite of our relatively good understanding of the structure of affine-invariant linear properties, we do not yet have a characterization of what makes such properties locally testable, as is the case for graph properties (Alon et al. 2006; Borgs et al. 2006) . The current belief seems to be that a k-query testable property F ⊂ {F q n → F q } is a combination of a constant number of "base cc 26 (2017) Locally testable sparse linear codes 41 properties" where base properties are of two kinds-"low-degree" properties (also known as Reed-Muller codes of constant degree) and "sparse" ones. A careful description of this belief is given in Ben-Sasson et al. (2011a) , Section 5. We refer the reader to their work for careful details, but give a brief summary here. Question 5.1 in Ben-Sasson et al. (2011a) We give a formal definition of single-orbit characterization in Definition 2.2. Roughly, it is a sufficient condition for local testability. We answer their question affirmatively. This has significant consequences in their line of work. For instance, Theorem 5.5 in their work gives a precise description of known families of locally testable codes, for the case of prime fields. They point out that an affirmative answer to their Question 5.1 would extend the theorem immediately to the case of all fields, and our work thus yields this consequence. Describing Theorem 5.5 would require many new definitions that are tangential to our work and so we omit the precise theorem, but roughly it states that properties that are obtained by certain composition of some base properties are testable. Finally, we remark that Theorem 5.5 (even after extension to the non-prime case) seems to be the "easy" direction in the characterization of local testability of linear affine-invariant properties. Question 5.6 in Ben-Sasson et al. (2011a) asks if the extended Theorem 5.5 captures all locally testable linear affine-invariant properties. This work does not explore this question.
Comparison with previous work.
The task of testing sparse codes was initiated in Kaufman & Litsyn (2005) , and then pursued further in Kaufman & Sudan (2007b) and most recently by Kopparty & Saraf (2010 The task of testing sparse affine-invariant linear properties was initiated by Grigorescu et al. (2009) . They showed that in some special cases, binary sparse affine-invariant linear properties were locally testable. Kaufman & Lovett (2011) extended the result vastly-they showed that every sparse affine-invariant linear property over a prime field F p is locally testable. The main ingredient in the proofs of the above results shows that sparse affine-invariant linear properties satisfy the sufficient condition (high distance) required in the results mentioned in the previous paragraph. While they also give "nice" tests in the process, this may be viewed as a bonus, but not necessary for testability.
Testing over non-prime finite fields turns out to be more involved for a fundamental reason. Sparse affine-invariant linear codes over F q , where q = p s , p is a prime, and s > 1, have decent distance, but certainly nowhere close to being "excellent" in the sense required in all the previous works. Indeed, previous results relied crucially on the fact that every nonzero function from the sparse property in question was roughly balanced (took on every value in the range roughly the same number of times). Such a statement is simply not true in our setting. The reason is not just that F q contains F p as a subfield, but moreover that F q contains many vector spaces over the prime subfield F p . Indeed, for every such subspace V of F q it is possible to create sparse properties that contain functions which take on values only from V and take on every value in V roughly the same number of times. This obstacle turns out to be sufficient enough to derail the previous proof techniques (which are still useful, but insufficient).
To overcome this obstacle, we revisit the structure of affineinvariant linear properties and introduce a simple calculus for building tests for such properties. Our final tests also use some of the algebraic machinery coming from the proofs of the sum-product theorems to build the necessary tests.
Technical contributions.
Previous works on testing affine-invariant linear properties have already shown that it suffices to consider tests that distinguish some "basic" functions. Specifically, if we let Trace : F q n → F q denote the standard trace map given by Trace( 
The sets D and B depend on the property F being tested. Previous analyses, especially Kaufman & Lovett (2011) , picked a random test of constant size that accepted all the good functions and were able to claim that with (overwhelmingly) high probability such a test would reject all bad functions. This claim relied on the fact that all nonzero functions (good/bad) took on each value in the range roughly equally often. This fact is no longer true in our case and translates into an algebraic challenge. For some d ∈ D and b ∈ B, it is no longer the case that a random "test" that accepts Trace(x d ) will reject Trace(x b ) with high probability. A particularly challenging case for us is when b = p i d, where p is the characteristic of the field we are working with. For this specific case, we manage to "handcraft" a test, using some methods from additive combinatorics, that accepts Trace(x d ) while rejecting Trace(x p i d ). This is the central technical contribution of this work, and we give some insight into it next.
If we are so lucky as to have an element α in F q n such that λ α d is contained in F q but not contained in F p i , then we are in good shape: The "test" that checks whether "λ·f (
In general, we cannot guarantee the existence of such a lucky α. Therefore, we consider the set A = α d α ∈ F q n and its -wise sum-set A = {a 1 + · · · + a a i ∈ A}. If we could prove that A contains an element λ ∈ F q \F p i for some constant (possibly depending on the sparsity of F and q), we would still be okay. This also seems plausible, since the set A is completely closed under multiplication and so the sum-product estimates of Bourgain et al. (2006) show that | A| |A|. Thus, it is conceivable that the larger set A might contain a nice λ, and if so we would have a constraint of arity roughly separating Trace(
44 Ben-Sasson, Ron-Zewi & Sudan cc 26 (2017) Determining the smallest for which A is closed under addition (for a given d) is well studied as Waring's problem for finite fields. The best bound, due to Cochrane and Cipra, is roughly of the form ≤ d 1/ log |A| (Cochrane & Cipra 2011 ; see Cipra 2010 for more information). For general d, the parameter may need to grow with n; however, in our case d turns out to be restricted (due to the sparsity of F), so the above bound gives constant . For the sake of presenting a simple and self-contained proof, we provide a solution to a problem that is somewhat more specific than Waring's problem, yet suffices for our purposes and lends more easily to analysis. Based on the simplified analysis of the sum-product theorem in Barak et al. (2006) , we consider sets A of the form A = ( A − A)/( A − A) (i.e., sets containing ratios of two elements each of which is expressible as the difference of two elements of A). We show, with a self-contained elementary proof, that for sufficiently large (but constant) the set A is closed under addition, hence contains a λ ∈ F q \F p i . With some additional work, we are then able to mimic the "lucky" case above to get a constraint of arity O( ) separating Trace(
Unfortunately, while the handcrafted test manages to settle the toy challenge for a single pair d, b, it fails to build a single test that simultaneously accepts all the good functions Trace(
In particular, the literature on affine-invariant property testing that reduced testing to distinguishing basic functions seemed to crucially rely on the fact that the tests simultaneously accepted all the functions Trace(
Tests that accept just one of the basic functions seem to be useless in their setting. Indeed, we call our tests distinguishing Trace(x d ) from Trace(x b ) "pseudo-tests" due to this reason. To use our pseudo-tests, we build a calculus for combining pseudo-tests, which allows us to build larger pseudo-tests which combine smaller pseudo-tests to either enlarge the set of good functions being accepted or enlarge the set of bad functions being rejected. Other than the "handcrafted" pseudo-test mentioned above, we also use the proof method of Kaufman & Lovett (2011) to find pseudo-tests distinguishing other pairs of good and bad functions. We then combine them using our calculus till we cc 26 (2017) Locally testable sparse linear codes 45 get a "pseudo-test" which does accept all the good functions and rejects all the bad functions. At this stage, we can now apply the previous works to get a tester for the property F.
1.5. Organization of rest of the paper. In Section 3, we prove our main theorem after recalling in Section 2 the required tools from previous works. In Section 4 we use additive combinatorics to construct a "pseudo-test" for the most challenging case of separating
(see the discussion in the previous subsection). Section 5 generalizes the main theorem of Kaufman & Lovett (2011) and constructs a "pseudo-test" for separating
In Section 6, we introduce our calculus for composing "pseudo-tests." Section 7, though not needed for obtaining our main result, is worth noting. It contains a useful simplification of the constraints used in the study of affine-invariant property testing.
Preliminaries
We start by recalling the notions of k-single-orbit characterization, the degree set and the border set of an affine-invariant linear property and their role in the testing of these properties. All information presented in this section has already appeared in previous works (Ben-Sasson et al. 2011b; Ben-Sasson & Sudan 2011; Grigorescu et al. 2008 Grigorescu et al. , 2009 . We follow the presentation in Sections 2 and 3 of Ben-Sasson et al. (2011b) .
Establishing the k-single-orbit characterization property is sufficient for k-local testability.
Our tester for sparse affine-invariant linear properties comes from a structural theorem which shows that every such property has a "single-orbit characterization." To describe this notion, we need a couple of definitions.
It is well known (Ben-Sasson et al. 2005b ) that every k-locally testable linear property must have a k-characterization. In the case of affine-invariant linear properties, some special characterizations are known to lead to k-testability. We describe these special characterizations next.
The orbit of C under the set of affine transformations is the set containing all k-constraints of the form
We say that F has a basic k-s-o-c if the constraint C above is a basic one (One of the simplifications proved in this work is that basic single-orbit characterizations are equivalent to general singleorbit characterizations, cf. Section 7.). A theorem due to (see also Kaufman & Sudan 2007a, Theorem 2.9) says that k-s-o-c implies local testability.
The degree set of affine-invariant linear properties.
Let F ⊆ {F q n → F q } be a linear affine-invariant property of functions, where q = p s for a prime p. Note that every function from F q n to F q n can be written uniquely as a polynomial of degree at most q n − 1 from F q n [x] . We view functions from F q n to F q as polynomials in F q n [x] whose image happens to fall in F q . Thus, for a function f : F q n → F q we define its support, denoted supp(f ), to be the set of exponents in the support of the associated polynomial. That is, supp(f ) = {d ∈ {0, . . . , q n − 1}|c d = 0} where
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The degree set Deg(F) of F is simply the union of the supports of the functions in F:
Affine-invariant linear properties are characterized in terms of their degree sets (this is stated formally in the next lemma), and these degree sets have a special structure-they are "closed" under "p-shadows" and "(q, n)-shifts" as explained next.
Define the p-shadow of an integer d to be the set of integers whose base-p representation is not larger, point-wise, than the base-p representation of d. More precisely, writing d in base p
It is known from 
The reason for treating 0 differently than q n − 1 is that these two exponents induce somewhat different functions, namely 0 0 = 1 but 0
The following lemma is Lemma 2.11 in Ben-Sasson et al. (2011b) . It says that an affine-invariant linear property F ⊆ {F q n → F q } is characterized by its degree set, and this degree set is p-shadow and (q, n)-shift closed. 
The border set of affine-invariant linear properties.
The fact that the degree sets of affine-invariant linear properties are p-shadow closed motivates the following definition of the Border introduced in Ben-Sasson et al. (2011b) . This notion will play a central role in constructing our tester for sparse affine-invariant linear properties. 
In what follows, we say that a constraint
Otherwise we say that C rejects the degree d. For a set of degrees D ⊆ {0, 1, . . . , q n − 1}, we say that the constraint C accepts D if it accepts all degrees in D. In our proof of Theorem 1.1, we shall use the following equivalent definition of k-single-orbit characterization via the notion of the border. 
Proof of Main Theorem
In this section, we prove our main theorem (Theorem 1.1) and along the way explain the main new ingredients and the need for them. Like all previous works on k-local testability of affineinvariant linear properties, our main theorem is obtained from showing the existence of the k-s-o-c property. As such, the pseudo-test above need not satisfy any semantic properties. While the test itself accepts every function in the span of the monomials {x d |d ∈ D}, it clearly accepts a vast number of other functions (since it is a single deterministic test and hence accepts a subspace of dimension q n − r). So it is far from being sound. Our intent is to use the orbit of the pseudo-test as the test, but then this orbit is now not complete! It may not accept x d with probability 1, even for d ∈ D. Thus pseudo-tests seem to be completely irrelevant to the task at hand.
However, as we note below in the next corollary, in some circumstances they do work well as tests. Furthermore, somewhat surprisingly it is possible to take two pseudo-tests each of which cc 26 (2017) is incomplete, or unsound, and combine them to get something that is complete and sound. Indeed, the value of the pseudo-tests is that they can be composed together nicely. Some of the basic steps are given later on in Propositions 6.2 and 6.4, and the resulting "broad" Composition Lemma 3.12 says that it is possible to construct ("nice") pseudo-tests "piecemeal" from (not so nice but) simpler pseudo-tests.
The relation between pseudo-tests and single-orbit characterization is given by the following corollary which is an immediate consequence of Lemma 2.7 and the definition of a pseudo-test. When applying the above corollary, it will be useful for us to use the following simple lemma which says that a constraint over F q n accepts a degree d if and only if it accepts all degrees in its (q, n)-shift. 
where the first equality is due to the fact that raising to the power q is a linear operation over F q n , while the second equality is due to the fact that λ i,j ∈ F q , and hence λ 
where the constant depends only on t and q, and, crucially, is independent of n.
For each
, where k does not depend on n (it, too, depends on q and t).
3. Show that all + 1 of the k -pseudo-tests can be "composed" to derive a single k-pseudo-test that separates D from B with k = k(k , t, ). This separates D from B by a pseudotest of size that depends only on q and t and is independent of n and thereby proves Theorem 3.5.
We now elaborate on each of the steps. The second step will be broken up into two sub-steps because there are two very different kinds of pair-sets that we need to consider, and each requires its own set of tools.
Covering the (q, n)-shift representative sets.
First, we define the cover of D ×B by set-pairs and then bound the number of set-pairs in our cover in Lemma 3.9 (Inspection reveals that our cover is actually a partition of D × B , but the rest of our proofs only need the weaker assumption of a cover.). Notice that although elements of Border(F) do not belong to Deg(F) (cf. Definition 2.6), they can potentially belong to Shift p,sn (Deg(F)), so the set B 1 can indeed be non-empty. Inspection reveals that the above set of pairs in Definition 3.7 covers D × B . The following lemma bounds the number of pairs by bounding |D | · |B 1 |. The second part of the lemma will be used soon, and since its proof relies on the first part, we find it convenient to include it here. To state the second part, we define the p-weight wt p (d) of an integer d as the sum of digits of the base- for each nonzero d ∈ D , the (q, n)-shifts of d, dp, . . . , dp s−1 cover the (p, sn)-shift of d.
To prove the second part, we claim that Deg(F) contains integers of p-weight at most 2t. By definition, this will immediately imply (cf. Definition 2.6) that the p-weight of every element of Border(F) is at most 2t + 1. To see that Deg(F) cannot contain an integer of p-weight greater than 2t, notice that Lemma 2.4 implies that if an integer of p-weight r belongs to Deg(F), then there are integers of p-weight r in Deg(F) for every r = 0, 1, . . . , r − 1. Since the (q, n)-shift of an integer d contains only integers of the same p-weight as d, this implies that |D | > r. The assumption |D | ≤ 2t + 1 therefore shows that no integer in Deg(F) has pweight greater than 2t as claimed and this completes our proof.
Separating a pair of sets with disjoint p-shifts.
We now turn to the task of separating individual pairs of sets from our cover given in Definition 3.7. We start by showing a pseudo-test which separates a pair of sets D, B such that B does not contain any p-shift of a degree in D. This pseudo-test will be used for separating the sets D 0 from B 0 and in addition for separating all pairs (d i , b i ) such that the degree b i does not belong to a p-shift of the degree d i . Our proof method uses the work of Kaufman & Lovett (2011) . Stated using our language of pseudo-tests, they proved that for every t-sparse affine-invariant linear property F ⊆ {F p n → F p } over a prime field F p there exists a k(t)-pseudo-test that separates D from B , where D , B are (p, n)-shift representative sets of Deg(F), Border(F), respectively. And by Corollary 3.3 and Lemma 3.4, this readily implies F is also k(t)-single-orbit characterizable. We observe that the proof method of Kaufman & Lovett (2011) We prove this lemma in Section 5. Note that in our setting, we need to separate sets of degrees D, B ⊆ {0, . . . , q n − 1} where q = p s . For this, we shall apply the lemma above with n = sn . Note that since F p ⊆ F q , we have that C is also a constraint over F q n .
To see that the result of Kaufman & Lovett (2011) is a special case of it, note that if F ⊆ {F p n → F p } is a t-sparse affine-invariant linear property over a prime field F p , then Lemma 3.9 implies that Deg(F) has a (p, n)-shift representative set D of size at most 2t + 1. Moreover, part 2 of the same lemma implies that if B is a (p, n)-shift representative set of Border(F), then wt p (d) ≤ 2t + 1 for every d ∈ D ∪B . Finally, note that the fact that F is an affineinvariant linear property over F p implies that it is (p, n)-shift closed and hence B does not contain any (p, n)-shift of a degree in D .
Separating a pair of degrees in the same p-shift.
Lemma 3.10 only gives a pseudo-test which separates pairs of sets that have disjoint (p, n)-shifts. As explained above, this suffices in order to prove that affine-invariant linear properties over a prime field F p are single-orbit characterizable since the degree sets of such properties are (p, n)-shift closed. However, in the case of nonprime fields of size q = p s affine-invariant linear properties are not necessarily (p, sn)-shift closed, and thus we need to be able to separate also pairs of degrees that belong to the same (p, sn)-shift. The following lemma covers this case. As mentioned earlier, this is the case where we have to design the pseudo-tests explicitly. We prove this lemma, using machinery that comes from the proofs of the sum-product theorem, in Section 4.
A calculus for composing pseudo-tests.
So far, we have managed to find a separating pseudo-test for each pair of sets in our cover of D × B given in Definition 3.7. In order to obtain cc 26 (2017) Locally testable sparse linear codes 55 a single pseudo-test that separates all of D from all of B and thereby prove Theorem 3.5, we introduce a natural calculus for composing pseudo-tests that separate distinct pairs of degree sets. Suppose C 1 is a k 1 -pseudo-test that separates D 1 from B 1 and C 2 is a k 2 -pseudo-test that separates D 2 from B 2 . One of the basic operations in our calculus takes the "union" of C 1 and C 2 and gives a (
Proposition 6.2). The second operation takes the "tensor" of C 1 and C 2 and gives a (k 1 · k 2 )-pseudo-test which separates D 1 ∪ D 2 from B 1 ∩ B 2 (cf. Proposition 6.4). The combination of the two operations yields the following result that allows us to combine many different pseudo-tests into one.
Lemma 3.12. For every k , t and , there exists k = k(k , t, ) such that the following holds. Let D, B ⊆ {0, . . . , q n − 1} be disjoint sets with |D| ≤ t, and let
The proof of the lemma, along with a detailed description of the calculus of "unions" and "tensors" that underlie it, appears in Section 6. 
where k 2 depends only on t and q.
Apply the composition Lemma 3.12 to C 0 , . . . , C and, recalling is bounded by a polynomial in s, t and |D | ≤ 2t + 1, we conclude the existence of a k-pseudo-test C that separates D from B where k depends only on t and q. This completes the proof of Theorem 3.5.
Separating a pair of degrees in the same p-shift: proof of Lemma 3.11
In this section, we prove Lemma 3.11, showing for every pair of
The proof idea of Lemma 3.11 is the following. Suppose we wish to find a constraint which separates the degree d from the
and hence C accepts d. On the other hand, for the degree d · p i we have that
Note that (4.2) equals zero if and only if (γ
Locally testable sparse linear codes 57 However, our assumption that A ∩ (F q \F p i ) = ∅ was too optimistic. To resolve this, we resort to the closure F(A) of A in F q n , defined as the smallest subfield of F q n containing A. Note that F p ⊆ F(A) ⊆ F q n . We first prove (in Lemma 4.3) that F(A) ∩ (F q \F p i ) = ∅. Then in Lemma 4.6 we prove, using machinery developed for the proof of a version of the sum-product theorem from Barak et al. (2006) , that if d ≤ q
(1− )n , then every element γ ∈ F(A) can be written as γ = γ 1 γ 2 where both γ 1 and γ 2 are the sum of a constant number of elements in A (this constant depends only on ). This gives in turn the desired constraint
We start by claiming that F(A) contains an element in
Proof. Let F(A) = F p m , and suppose by way of contradiction that
In order to arrive at a contradiction, we will show that b is a (q, n)-shift of d contradicting our assumption.
Let r = gcd(s, m). Then we have F p m ∩ F q = F p r ⊆ F p i and hence r divides i. Our first observation is that since r = gcd(s, m), from Bézout's identity there exists a pair of integers t, such that
Since r divides i, we have that t , are integers and
Our second observation is that since
From (4.4) and (4.5), we have
Thus we have that b is a (q, n)-shift of d-a contradiction.
We now prove that if d is not too large, then every element γ ∈ F(A) can be written in the form γ = γ 1 γ 2 where both γ 1 and γ 2 are sums of a constant number of elements in A. For a set A and an arithmetic operation in {+, −, ÷, ×} let A A = {a a |a, a ∈ A}. Let A denote the -wise sum-set
Using Theorem 1.2 in Cochrane & Cipra (2011) , the bound on above can be improved to exponential in 1/ , i.e., = 2 O(1/ ) . For the sake of presenting a simple self-contained proof, we prove the above lemma using the following theorem which was given as Claim A.4 in Barak et al. (2006) and was proved there as a step toward a simplified version of the sum-product theorem of Bourgain et al. (2004) .
Theorem 4.7. Let F be a finite field, and let A ⊆ F and k ∈ N (with k ≥ 2) be such that
Proof (proof of Lemma 4.6). Apply Theorem 4.7 iteratively. Set A 0 := A and for i = 1, 2, 3, . . .
, and
The proof consists of two main steps. In the first step, we will argue that there exists t ≤ 1/ + 1 for which F(A) ⊆ A t . In the second step, we will prove by induction on i that A i ⊆ (1− )n , for every β ∈ F q n there are at most q (1− )n solutions in x to the equation
. If A 1 is a field, then we are done since it can be verified that A ⊆ A 1 (since 0, 1 ∈ A) and hence F(A) ⊆ A 1 ⊆ A 1 from the minimality of F(A). Otherwise, we have that
, and thus we can apply Theorem 4.7 again to the set A 1 . Continuing this process iteratively, we have that at the i-th step either A i is a field and hence
. Since A i ⊆ F q n for all i, this process must terminate after at most k = 1 + 1 steps, and thus we have that
Next we show by induction on i that A i ⊆
. .. This will imply in turn that
Base case-i = 1. Noting that A is closed under multiplication, in this case we have that
. Induction step. Suppose that the claim holds for index i and we will prove that it holds for index i + 1 as well.
In order to apply Lemma 4.6, we need d in Lemma 3.11 to be small. However, all we know about d is that it has small p-weight and this does not guarantee that d is small. In order to deal with this, we shall prove that if d has a small p-weight (and hence also a small q-weight), then its (q, n)-shift contains a small degree d .
Proof. Let w = wt q (d), and let d = 
We now proceed to the proof of Lemma 3.11. . In particular, there exist β 1 , . . . , β 4 ∈ F q n such that
Proof (of Lemma 3.11). Suppose that b /
. 
It remains to show that the constraint C accepts d and rejects b .
For the degree d , we have from (4.9) that
On the other hand, for the degree b we have
To see that the above equation is nonzero, note that γ / ∈ F p i and hence γ p i = γ. This implies in turn that −1+γ·γ
= 0. Hence, the above equation is nonzero which concludes the proof of the lemma. In this section, we prove Lemma 3.10 which shows the existence of a k-constraint which separates degree sets with disjoint (p, n)-shifts. We will prove Lemma 3.10 using probabilistic arguments following the proof method of Kaufman & Lovett (2011) . More precisely, we will show that if we choose
uniformly and independently at random for sufficiently large k, then with nonzero probability the constraint C = (α, λ) will accept all degrees in D and will reject all degrees in B. The main lemma that will enable us to prove this is the following one which bounds the probability that such a random constraint accepts all degrees in a subset D ⊆ {1, . . . , p n − 1}. 
k be chosen uniformly and independently at random. Then
The proof of the above lemma appears in Section 5.1. Before proving this lemma, we present the proof of Lemma 3.10 based on it.
Proof (of Lemma 3.10). Suppose first that 0 / ∈ D and 0 / ∈ B, and we will deal with the case in which 0 ∈ D or 0 ∈ B later. Choose k = 4w 2 2 w t(t + 1), and let λ ∈ (F * p ) k , α ∈ (F p n ) k be chosen uniformly and independently at random. Denote by P (D, B) the probability that the random constraint C = (α, λ) accepts all degrees in D and rejects all degrees in B. Our goal will be to show that P (D, B) > 0, uniform distribution to a fixed pair of vectors
, and this will imply the existence of a kconstraint C = (α, λ) which accepts all degrees in D and rejects all degrees in B. We compute a lower bound on P (D, B) using 
where the last equality is due to the fact that b / ∈ Shift p,n (D). In order to bound the above expression, we bound the sizes of 
Plugging (5.3), (5.4), and (5.5) into (5.2), we obtain that P (D, B) is at least
which is greater than zero for sufficiently large n due to our choice of k = 4w 2 2 w t(t + 1). It remains to deal with the case in which 0 ∈ D or 0 ∈ B. Suppose first that 0 ∈ B. The proof above shows the existence of a k-constraint C which is a pseudo-test separating D from B\{0}. Note also that the 1-constraint C = (α, λ) given by α = 0, λ = 1 rejects the degree 0 and accepts all nonzero degrees and thus forms a pseudo-test separating D from {0}. Hence, the union constraint C = C ∪ C (cf. Definition 6.1 and Proposition 6.2) forms a (k + 1)-constraint which is a pseudo-test separating D from B.
Next suppose that 0 ∈ D. Then in this case, we have that the 2-constraint C = (α, λ) given by α = (α 1 , α 2 ) = (0, 1) and λ = (λ 1 , λ 2 ) = (1, −1) accepts the degree 0 and rejects all nonzero degrees and thus forms a pseudo-test separating {0} from B. Thus the tensor constraint C = C ⊗ C (cf. Definition 6.3 and Proposition 6.4) forms a (2k)-constraint which is a pseudo-test separating D from B.
5.1. Proof of Lemma 5.1. In order to prove Lemma 5.1, we first show that the task of computing the probability that a random constraint satisfies a degree set D can be reduced to the task of computing the expected bias of the trace of sparse polynomials supported on degrees in D. We will then use a special bound on the distribution of the image of sparse polynomials from Kaufman & Lovett (2011) in order to compute this latter expectation.
Recall that the trace operator from F q n to F q is the function Trace q n →q : F q n → F q defined as Trace q n →q (x) = n−1 i=0 x q i . The following are well-known facts concerning the trace function that we shall use for the proof of Lemma 5.1. Proof. Our first observation is that
To see this, let μ(β, α, λ) = ω
. Note that for every α, λ such that C = (α, λ) accepts D, we have that 
To see the last equality, let ρ(λ 0 , α 0 ) = ω λ 0 Trace p n →p (f β (α 0 )) p . Note that for every α 0 ∈ F p n such that Trace p n →p (f β (α 0 )) = 0, we have that ρ(λ 0 , α 0 ) = 1 for all λ 0 ∈ F p . In particular, in this case E λ 0 ∈Fp ρ(λ 0 , α 0 ) = 1. On the other hand, for every α 0 ∈ F p n such that Trace p n →p (f β (α 0 )) = 0, we have that λ 0 Trace p n →p (f β (α 0 )) is distributed uniformly over F p when λ 0 is distributed uniformly over In order to compute the expectation in the right-hand side of (5.9), we shall use the following bound on the distribution of the image of sparse polynomials from Kaufman & Lovett (2011) 
