Given integers k 1 , k 2 with 0 ≤ k 1 < k 2 , the determinations of all positive integers q for which there exists a perfect Splitter B[−k 1 , k 2 ](q) set is a wide open question in general. In this paper, we obtain new necessary and sufficient conditions for an odd prime p such that there exists a nonsingular perfect B[−1, 3](p) set. We also give some necessary conditions for the existence of purely singular perfect splitter sets. In particular, we determine all perfect B[−k 1 , k 2 ](2 n ) sets for any positive integers k 1 , k 2 with k 1 + k 2 ≥ 4. We also prove that there are infinitely many prime p such that there exists a perfect B[−1, 3](p) set.
Introduction
The study of splitter sets was motivated by constructing codes correcting single limited magnitude errors used in multilevel cell (MLC) flash memories.
Splittings were first considered in [19] in connection with the problem of tiling Euclidean space by translates of certain polytopes composed of unit cubes, called k-crosses and k-semicrosses, see also [9] and [20, 21, 23, 24, 25] . Perfect splitter sets are equivalent to codes correcting single limited magnitude errors in flash memories (see [1] , [5, 10, 11, 12, 13, 16, 17, 27, 29, 30, 31] and the references therein). A code obtained from a perfect splitter B[−k 1 , k 2 ](n) set can correct a symbol a ∈ {0, 1, . . . , n − 1} if it is modified into a + e during transmission, where −k 1 ≤ e ≤ k 2 .
Given integers k 1 , k 2 with 0 ≤ k 1 < k 2 , the determinations of all positive integers q for which there exists a perfect Splitter B[−k 1 , k 2 ](q) set is a wide open question in general. Now there have been many existence and nonexistence results for perfect splitter sets. In [19] , Stein showed that perfect splitter sets do not exist in some special cases, and also gave some existence results. Kløve et al. [11, 12] , gave some constructions of perfect splitter sets for k 1 = 0 and k 1 = k 2 . In [16] , Schwarz first obtained constructions of perfect splitter sets for 1 ≤ k 1 < k 2 . For more existence and nonexistence results on perfect splitter sets, we refer to [16, 17] , [27] , [26] , and [29, 30, 31] . Further, Zhang and Ge [31] showed that there does not exist a nonsingular perfect splitter set when 1 ≤ k 1 < k 2 , and k 1 + k 2 is odd.
The main purpose of this paper is to derive new results for perfect splitter sets. The paper is organized as follows. In Section 2, we present some auxiliary results that will be needed in the sequel. We give some new results on purely singular perfect splitter sets in Section 3 and we obtain some necessary and sufficient conditions for the existence of nonsingular perfect B[−1, 3](p) sets in Section 4. Finally in Section 5 we conclude the paper.
Preliminary
In this section, we recall some preliminary results that will be needed in the sequel.
The following notations are fixed throughout this paper.
• For an odd prime p, a primitive root g modulo p, and an integer b not divisible by p, there exists a unique integer l ∈ [0, p−2] such that g l ≡ b (mod p). It is known as the index of b relative to the base g, and it is denoted by ind g (b).
• For any positive integer q, let Z q be the ring of integers modulo q and Z * q = Z q \{0}. For a ∈ Z * q , o(a) denotes the order of a in the multiplicative group Z * q .
• Let a, b be integers such that a ≤ b, denote
• Unless additionally defined, we assume that aT = a · T = {a · t : t ∈ T }, A + B = {a + b, a ∈ A, b ∈ B} and AB = A · B = {a · b, a ∈ A, b ∈ B} for any element a and any sets A and B, where · and + are binary operators.
• For a nonempty set M, |M| denotes the number of elements in M.
A. Splitting of abelian groups Let G be an abelian group, written additively, M a set of integers, and S a subset of G. We will say that M and S form a splitting of G if every nonzero element g of G has a unique representation of the form g = ms with m ∈ M and s ∈ S, while 0 has no such representation. (Here "ms" denotes the sum of ms's if m > 0, and (−(−m)s) if m < 0). We will write "G\{0} = MS" to indicate that M and S form a splitting of G. M will be referred to as the multiplier set and S as the splitting set. Taken together, the above two theorems reduce the study of splittings of finite abelian groups to the study of nonsingular and of purely singular splittings. For nonsingular splittings of abelian groups, the following theorem ( [7] Theorem 4) reduces their study to the case of cyclic groups of prime order. B. Splitter sets Let q be a positive integer and k 1 , k 2 be non-negative integers with 0 ≤ k 1 ≤ k 2 . The set B ∈ Z q of size n is called a splitter set if all the sets
have k 1 + k 2 nonzero elements, and they are disjoint. We denote such a splitter set by
If a B[−k 1 , k 2 ](q) set of size n exists, then we have
and so
. Clearly, a perfect set can exist only if q ≡ 1 (mod k 1 + k 2 ). From the definition of perfect B[−k 1 , k 2 ](q) sets, we have Theorem 2.4 Let q be a positive integer and k 1 , k 2 be non-negative integers with The following elementary lemma is useful for the existence of a factorization of finite abelian groups. Lemma 2.1 Let G be a finite abelian group and let A, B be non-empty subsets of G. The following statements are all equivalent to the fact that the equation
The sets a + B, a ∈ A form a partition of G.
For an odd prime p and a primitive root g modulo p, we let
where B is a non-empty subset of Z p \{0}. Then we have the following obviously lemma. By Lemmas 2.1, 2.2 and Theorem 2.5, we have the following lemma which is a powerful tool to derive necessary conditions for the existence of nonsingular
Lemma 2.3 Let p be a prime and g a primitive root modulo
p, let k 1 , k 2 be integers such that 1 ≤ k 1 ≤ k 2 . Set N = {ind g (k)|k ∈ [−k 1 , k 2 ] * }, A = {ind g (b)|b ∈ B}. Then B is a nonsingular perfect B[−k 1 , k 2 ](p) set
if and only if one of the following conditions holds:
D. kth power residue modulo m Let m, k and a be integers such that gcd(m, a) = 1. we say that a is a kth power residue modulo m if there exists an integer x such that
If this congruence has no solution, then a is called a kth power nonresidue modulo m. We have the following well-known result for the kth power residue modulo a prime p, which will be used in this paper. 
Purely Singular Perfect Splitter Sets
We need the following results on the factorization of cyclic groups. 
The following result of [31] ([31, Lemma 11]), is a generalization of [6, Theorem 2.1] and the proof is similar. However, the proof in [31] is incomplete. For the sake of completeness, we give the proof here.
Proof. We follow the argument of Galovich and Stein [6] .
* does not split G is divided into three cases: (i) n is not a prime power, (ii) n is a power of 2, (iii) n is a power of an odd prime. We will consider each case after some preliminary observations. Assume that
The number of elements in S relatively prime to n is ϕ(n 2 )/ϕ(n) = n. Thus S = {x, a 1 , . . . , a n } where gcd(x, n) > 1 and
* . Consequently the n − 1 elements n, 2n, . . . , (n − 1)n are a permutation of the elements x, 2x, . . . , (n − 1)x (mod n 2 ). Thus x = in for some integer 1 ≤ j ≤ n−1. Since there is an integer j,
* , such that jin ≡ n (mod n 2 ) or equivalently ji ≡ 1 (mod n), gcd(i, n) = 1, and one can assume that x = n. Henceforth it will be assumed that S = {n, a 1 , . . . , a n }.
(i) Let n = pqm where p and q are distinct primes, p < q, and m ∈ N.
2 showing that ik ≡ 0 (mod n 2 ). This contradiction completes the proof in case (i).
(ii) Let k be an integer ≥ 2 and let
We divide the proof into two cases.
Case 1:
Let a 0 be an arbitrary element of A. Consider in P the element 9 · 2 k−2 (mod 2 2k ). This element has the form 2 k−2 a 1 or 3 · 2 k−2 a 1 for some a 1 ∈ A. In the second case
). Thus the element 2 k−2 a 1 has two representations in the form ma, namely 2 k−2 a 1 and (3 · 2 k−2 )a 0 . A contradiction.
The first case, 9·2 k−2 a 0 ≡ 2 k−2 a l (mod 2 2k ), implies that 9a 0 ≡ a 1 (mod 2 k+2 ). We repeat the argument with a 1 in place of a 0 . If the second case does not occur, then the argument may be repeated again and continued. Assuming that the second case does not occur, we have for each positive integer r an element a r ∈ A such that 9 r a 0 ≡ a r (mod 2 k+2 ). Now 9 ≡ 2 2+1 +1 (mod 2 4 ) and by induction on k, 9 2 k−2 ≡ 2 k+1 +1 (mod 2 k+2 ). Thus for r = 2 k−2 , 9 r a 0 ≡ a r (mod 2 k+2 ) and also 9 2 k−2 ≡ 2 k+1 + 1 (mod 2 k+2 ), hence 9 r a 0 ≡ a 0 (mod 2 k+1 ). Thus a 0 ≡ a r (mod 2 k+1 ). Since a 0 , a r ∈ A and A is a reduced set of residues modulo 2 k+1 , so a 0 = a r , which implies that 9 r a 0 ≡ a 0 (mod 2 k+2 ) and 9 2 k−2 ≡ 2 k+1 + 1 (mod 2 k+2 ). This contradiction completes the argument for the Case 1.
Case 2:
k−2 ∈ P and t is odd. Note that there are ϕ(2 k+2 ) = 2 k+1 choices of t, and all such t form a reduced set of residues modulo 2 k+2 .. Write p = ma where m ∈ M and a ∈ A. Since a is odd, m is an odd multiple of 2 k−2 ; since −2 k−1 < m < 2 k , m = 2 k−2 or −2 k−2 . Thus, for t odd, there exists a ∈ A such that t · 2 k−2 ≡ ±2 k−2 · a (mod 2 2k ) or t ≡ ±a (mod 2 k+2 ). Since there are exactly 2 k+1 choices of t and 2 k elements in A, moreover, {t, t2 k−2 ∈ P, 2 |t} is a reduced set of residues modulo 2 k+2 , so ±A is a reduced set of residues modulo 2 k+2 . Let q = u · 2 k−3 ∈ P and u is odd. Writing u · 2 k−3 = ma where m ∈ M and a ∈ A. Since a is odd, m is an odd multiple of 2 k−3 ; hence either m = −3 · 2
We divide the remaining proof of this case into two subcases. Subcase 2.1:
. Let a 0 be an arbitrary element of A. Consider in P the element 15 · 2 k−3 (mod 2 2k ). This element has the form 2 k−3 a 1 or −2 k−3 a 1 or 3 · 2 k−3 a 1 or 5 · 2 k−3 a 1 for some a 1 ∈ A. In the third case 15 · 2 k−3 a 0 ≡ 3 · 2 k−3 a 1 (mod 2 2k ), hence 5a 0 ≡ a 1 (mod 2 k+3 ). Thus the element 2 k−3 a 1 has two representations in the form ma, namely 2 k−3 a 1 and (5 · 2 k−2 )a 0 . In the fourth case 15 · 2 k−3 a 0 ≡ 5 · 2 k−3 a 1 (mod 2 2k ), hence 3a 0 ≡ a 1 (mod 2 k+3 ). Thus the element 2 k−3 a 1 has two representations in the form ma, namely 2 k−3 a 1 and (3 · 2 k−2 )a 0 . A contradiction. In the second case 15 · 2 k−3 a 0 ≡ −2 k−3 a 1 (mod 2 2k ), hence −15a 0 ≡ a 1 (mod 2 k+3 ). In the first case 15 · 2 k−3 a 0 ≡ 2 k−3 a 1 (mod 2 2k ), hence 15a 0 ≡ a 1 (mod 2 k+3 ). We repeat the argument with a 1 in place of a 0 . If the third and fourth cases do not occur, then the argument may be repeated again and continued. Assuming that the third and fourth cases do not occur, we have for each positive integer r an element a r ∈ A such that ±15 r a 0 ≡ a r (mod 2 k+3 ). Now 15 ≡ 2 4 − 1 (mod 2 5 ) and by induction on k, we have
Thus for r = 2 k−2 , ±15 r a 0 ≡ a r (mod 2 k+3 ) and also 15
r a 0 ≡ a 0 (mod 2 k+2 ). Thus a 0 ≡ ±a r (mod 2 k+2 ). Since ±A is a reduced set of residues modulo 2 k+2 , we have a r = a 0 . If a 0 = a r , then ±15 r a 0 ≡ a 0 (mod 2 k+3 ) and ±15 r ≡ ±1 ≡ ±(2 k+2 + 1) (mod 2 k+3 ). This contradiction completes the argument in this subcase. Subcase 2.2:
. Let a 0 be an arbitrary element of A. Consider in P the element 9 · 2 k−3 (mod 2 2k ). This element has the form 2 k−3 a 1 or −2 k−3 a 1 or 3 · 2 k−3 a 1 or −3 · 2 k−3 a 1 for some a 1 ∈ A. In the third case 9 · 2 k−3 a 0 ≡ 3 · 2 k−3 a 1 (mod 2 2k ), hence 3a 0 ≡ a 1 (mod 2 k+3 ). Thus the element 2 k−3 a 1 has two representations in the form ma, namely 2 k−3 a 1 and (3 · 2 k−2 )a 0 . In the fourth case 9 · 2 k−3 a 0 ≡ −3 · 2 k−3 a 1 (mod 2 2k ), hence −3a 0 ≡ a 1 (mod 2 k+3 ). Thus the element 2 k−3 a 1 has two representations in the form ma, namely 2 k−3 a 1 and (−3 · 2 k−2 )a 0 . A contradiction. In the second case 9·2 k−3 a 0 ≡ −2 k−3 a 1 (mod 2 2k ), hence −9a 0 ≡ a 1 (mod 2 k+3 ). In the first case 9 · 2 k−3 a 0 ≡ 2 k−3 a 1 (mod 2 2k ), hence 9a 0 ≡ a 1 (mod 2 k+3 ). We repeat the argument with a 1 in place of a 0 . If the third and fourth cases do not occur, then the argument may be repeated again and continued. Assuming that the third and fourth cases do not occur, we have for each positive integer r an element a r ∈ A such that ±9 r a 0 ≡ a r (mod 2 k+3 ). Now 9 ≡ 2 3 + 1 (mod 2 4 ) and by induction on k, we have
Thus for r = 2 k−1 , ±9 r a 0 ≡ a r (mod 2 k+3 ) and also 9 2 k−2 ≡ 2 k+2 + 1 (mod 2 k+3 ), hence 9 r a 0 ≡ a 0 (mod 2 k+2 ). Thus a 0 ≡ ±a r (mod 2 k+2 ). Since ±A is a reduced set of residues modulo 2 k+2 , we have a r = a 0 . If a 0 = a r , then ±9 r a 0 ≡ a 0 (mod 2 k+3 ) and ±9 r ≡ ±1 ≡ ±(2 k+2 + 1) (mod 2 k+3 ). This contradiction completes the argument in this subcase. This completes the proof of case (ii).
(iii) Let p be an odd prime and let k ≥ 2 be an integer. Assume that
is a cyclic group, Theorem 3.1 implies that one of the factors consists of cosets of a cyclic subgroup. But for such a factor, call it B, there is an element g = 1 such that gB = B. This condition is not satisfied by the set
Thus there is an element h = 1 and a set C such that {a 1 , . . . , a p k } = (h)C where (h) is the group generated by h. It is no loss of generality to assume that (h) has p elements. Thus (h) = {y ∈ Z ⋆ p 2k |y ≡ 1 (mod p 2k ). Now for any c ∈ C, both c and (1 + p 2k−1 )c are elements of {a 1 , . . . , a p k }. Hence pc ≡ p(1 + p 2k−1 )c (mod p 2k ), a contradiction to the factorization of Z ⋆ p 2k . This completes the proof of the theorem. ✷
The following lemma is a generalization of Lemma 12 in [31] .
Lemma 3.2 Suppose there exists a perfect
Suppose also there exist a prime p and an integer a > 0 such that p|m and a|p − 1. Let r be a positive integer with gcd(a(k 1 + k 2 ), r) = 1 and p|a(k 1 + k 2 ) + r. If r ≤ a and ⌊
Proof. Let B = {s 1 , . . . , s n } be a perfect B[−k 1 , k 2 ](m) set, and suppose p|s i for 1 ≤ i ≤ t and p |s i for t + 1 ≤ i ≤ n. Let a be a prime divisor of p − 1. Since p|a(k 1 + k 2 ) + r, so there is a positive integer v such that
Since a|p − 1, so a|s − r, it follows from r ≤ a that s = r, then
⌋ by the assumptions, so
which implies that n = at(k 1 + k 2 )/r + a/r + t.
Since gcd(a(k 1 + k 2 ) + r, r) = 1, so a(k 1 + k 2 ) + r|m. The lemma is proved. ✷ Let r = 1, we obtain 
Remark: Corollary 3.1 tells us that we need an additional condition for Lemma 13 in [31] .
We also have Lemma 3.3 Let k 1 , k 2 be positive integers with
Proof. Assume gcd(k 1 + k 2 + 1, m) > 1. Applying Corollary 3.1 with a = 1 and p being any prime divisor of gcd(k 1 + k 2 + 1, m), it is easy to check that ⌊ 2 ) set. Then by Lemma 3.1, we have a perfect
2 ) set, which contradicts Theorem 3.2. ✷ By applying the above results, we have the following result, which is one of the main results in this paper. 
Proof. Suppose there exists a purely singular perfect
n − 1, which implies that k 1 + k 2 is odd, and 2| gcd(k 1 + k 2 + 1, 2 n ). Applying Corollary 3.1 with a = 1 and p = 2, we see that
n . Now applying Lemma 3.3 with m = 2 n and k 1 + k 2 + 1|2 n , we obtain that gcd(k 1 + k 2 + 1,
Note that Schwartz [16] has constructed an infinite family of purely singular perfect B[−1, 2](4 l ) sets, so the restriction k 1 + k 2 ≥ 4 is indispensable. More general, we have 
Proof. Suppose there exists a perfect
. Applying Corollary 3.1 with a = 1 and p = p, we see that k 1 + k 2 + 1|p n . Now applying Lemma 3.3 with m = p n and k 1 + k 2 + 1|p n , we obtain that gcd(k 1 + k 2 + 1,
) = 1, which implies that p n = k 1 + k 2 + 1. This proves the theorem. ✷ Theorems 3.3 and 3.4 give a partial answer for the following conjecture proposed by Zhang and Ge [31] . 
Nonsingular Perfect Splitter Sets
In this section we will prove new existence results for nonsingular perfect B[−1, 3] * (p) sets. We first prove the following general result. 
* is a direct factor of Z * p if and only if M is a direct factor of the subgroup
* is a direct factor of Z * p , then there exists a subset B ⊆ Z * p such that MB = Z * p . Let B 1 = B ∩ H. Then it is easy to see that mb ∈ H, m ∈ M, b ∈ B if and only if b ∈ H, so MB 1 = H. Obviously, it is a factorization of H. Now if M is a direct factor of the subgroup H =< −1, 2, . . . , k 2 > and H = MB 1 is a factorization. Let |Z * p /H| = t and Z *
p . This completes the proof. ✷ Remark: Similarly, we can prove that: let p be an odd prime and M is a nonempty subset of Z * p with p ≡ 1 (mod |M|). Then M is a direct factor of Z * p if and only if M is a direct factor of the subgroup H =< M > of Z * p , where < M > denotes the subgroup generated by the set M.
We also need the following result for the factorization of cyclic groups. Therefore we have shown that for any i ∈ B, we have −3i/2, −2i/3 ∈ B. Hence i < − | gcd(2 v s, 2 u r, 2 t−1 q), then min{u, v} < t − 1 and u = v ≤ t − 2 since 2 v s − 2 u r + 2 t−1 q ≡ 0 (mod 2 t ). Finally, we assume that u = v ≤ t − 2 and 2 v s − 2 u r + 2 t−1 q ≡ 0 (mod 2 t ). Since (−1) a−b
