We present pseudopotential plane-wave electronic-structure calculations on InP quantum dots in an effort to understand quantum confinement and surface effects and to identify the origin of the long-lived and redshifted luminescence. We find that ͑i͒ unlike the case in small GaAs dots, the lowest unoccupied state of InP dots is the ⌫ 1c -derived direct state rather than the X 1c -derived indirect state and ͑ii͒ unlike the prediction of k•p models, the highest occupied state in InP dots has a 1sd-type envelope function rather than a ͑dipole-forbidden͒ 1p f envelope function. Thus explanations ͑i͒ and ͑ii͒ to the long-lived redshifted emission in terms of an orbitally forbidden character can be excluded. Furthermore, ͑iii͒ fully passivated InP dots have no surface states in the gap. However, ͑iv͒ removal of the anion-site passivation leads to a P dangling bond ͑DB͒ state just above the valence band, which will act as a trap for photogenerated holes. Similarly, ͑v͒ removal of the cation-site passivation leads to an In dangling-bond state below the conduction band. While the energy of the In DB state depends only weakly on quantum size, its radiative lifetime increases with quantum size. The calculated ϳ300-meV redshift and the ϳ18 times longer radiative lifetime relative to the dot-interior transition for the 26-Å dot with an In DB are in good agreement with the observations of full-luminescence experiments for unetched InP dots. Yet, ͑vi͒ this type of redshift due to surface defect is inconsistent with that measured in selective excitation for HF-etched InP dots. ͑vii͒ The latter type of ͑''resonant''͒ redshift is compatible with the calculated screened singlet-triplet splitting in InP dots, suggesting that the slow emitting state seen in selective excitation could be a triplet state. ͓S0163-1829͑97͒04428-7͔
I. INTRODUCTION
One of the interesting features of the spectroscopy of quantum dots is the almost universal occurrence of a redshift of the emission relative to the absorption. This was seen in quantum dots of Si, [1] [2] [3] [4] [5] [6] CdSe, [7] [8] [9] [10] [11] [12] [13] [14] [15] InP, 16, 17 and InGaAs ͑Refs. 18 and 19͒ and exists irrespectively of the preparation methods of the dots, whether it is based on colloidal chemistry [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] or on strain-induced dot formation. 18, 19 One obvious reason for the redshift is the existence of a residual size distribution even in the best prepared dot samples: The larger dots in a sample have lower band-edge energies ͓horizontal lines in Fig. 1͑a͔͒ , so if one excites a sample with sufficiently-highenergy photons above the band edge of the smallest dot ͓a ''global excitation'' experiment; see Fig. 1͑c͔͒ , the emission will be redshifted because it results from the deexcitation of band edges of all the dots in the sample. The corresponding size-dependent ''nonresonant Stokes shift'' ⌬ nonres , the difference between the lowest-energy peak in the absorption spectra and the emission peak ͓see Fig. 1͑c͔͒ , is large ͓ϳ100 meV in CdSe ͑Ref. 13͒ and ϳ200 meV for InP ͑Refs. 16 and 17͔͒. It is possible, however, to eliminate much of the effect of size distribution by exciting selectively only the largest dots in a sample, using sufficiently-low-energy photons. Such a ''selective excitation'' experiment ͓also called ''fluorescence line narrowing'' ͑FLN͒; see Fig. 1͑d͔͒ gives the ''resonant Stokes shift'' ⌬ res , the energy difference between the excitation line and the FLN emission peak, which reflects an intrinsic redshift of a given dot. Interestingly, ͑i͒ this type of redshift is usually accompanied by an emission having a rather long lifetime ͓e.g., ϳ1 sec at 10 K for CdSe ͑Ref. 10͒ and 0.5 sec at 10 K for InP ͑Ref. 17͔͒ relative to that of conventional allowed bulk transition and ͑ii͒ the larger the size of the dot, the smaller 12,17 the redshift ⌬ res . These observations regarding the slow, redshifted emission can be cast phenomenologically in terms of a schematic energy-level diagram shown in Fig. 2 , where ͉g͘ indicates the ground state ͑electrons are not removed from valence states͒, while the two excited electron-hole states ͉E fast ͘ and ͉E slow ͘ denote, respectively, the fast, high-energy allowed state and the slow, redshifted forbidden state. Given the almost universal existence of a slow, redshifted emission in different semiconductor quantum dots, with a reduced redshift as the dot becomes larger, many studies have aimed at identifying the origin and nature of the excited states ͉E slow ͘ and ͉E fast ͘. Four models have been suggested to explain the nature of the state ͉E slow ͘.
(i) Intrinsic, spin-forbidden state. In this hypothesis, the electron-hole exchange interaction, 1, 13, 20, 21 normally negligible in bulk semiconductors (ϳ1 meV), 22 is assumed to be sufficiently enhanced in small quantum structures so as to significantly split the electron-hole state into a lower energy, spin-forbidden component ͉E slow ͘ ͑e.g., triplet or quintuplet͒ and a higher-energy, spin-allowed component ͉E fast ͘ ͑e.g., singlet͒. The observed emission versus absorption redshift is then the exchange splitting 21 and the long lifetime of the emission from ͉E slow ͘ to the singlet ͉g͘ is attributed to the spin-forbidden character of ͉E slow ͘ with respect to the ground state ͉g͘. This model has been applied to explain the ''red emission'' in porous Si by Calcott et al. 1 It explains the ϳ10-meV redshift and the crossover from a long lifetime at ϪE slow energy splitting in selectively excited photoluminescence ͑PL͒. However, Takagahara 20 criticized the work of Martin et al., 23 showing that a more accurate description of dielectric screening, using the screening constant x ϳ3, produces an exchange splitting in agreement with experiment. A recent calculation 24 of exchange splitting from accurate microscopic wave functions casts doubt, however, on previous estimates 20, 23 of the exchange splittings based on envelopefunction calculations. A model including exchange splitting was also used recently by Efros et al. 13 to explain the spectroscopic results on CdSe dots. In this approach, the four highest ͑1sd-like͒ hole states ͑i.e., neglecting split-off band͒ of a spherical dot are allowed to couple with the two lowest ͑1s-like͒ electron states to produce eight electron-hole excitonic states. A k•p calculation in this subspace, using phenomenological exchange integrals and numerous parameters, shows that the lowest exciton state is spin forbidden ͑''dark exciton'' ͉E slow ͒͘, while only higher-energy states ͉E fast ͘ are allowed ͑''bright exciton''͒. Using a number of parameters, this model explained 13 the observed resonant redshift as the splitting between E slow and the lowest E fast , while the nonresonant redshift is explained as the splitting between the center of gravity of all dipole-allowed states and E slow . Recent magnetic-field experiments were consistent with this model. 13 A recent calculation by Richard et al. 25 showed, however, that the inclusion of six rather than four valence bands in the k•p Hamiltonian can produce in CdSe a symmetry forbidden 1p f ͑rather than 1sd͒ hole state even without an exchange interaction. Thus the ͉E slow ͘ to ͉g͘ transition could be spatially forbidden, not spin forbidden. experiments. ͑a͒ The excited energy levels of the dots present in a given sample form groups: the lowest-energy group ͉E slow ͘ comprises states that are largely forbidden to the ground state ͉g͘ and emit slowly, while the higher-energy group ͉E fast ͘ are normal allowed states. In each group there are many states corresponding to dots with different sizes: the larger the dot, the lower its energy level in a group. ͑b͒ Photoluminescence excitation ͑PLE͒ spectroscopy excites the sample continuously and monitors the emission intensity at a fixed detection energy E det , which is normally taken as the lowest emission energy. The PLE spectrum thus reflects the absorption spectra of the optically allowed states. ͑c͒ The ''global excitation spectroscopy'' excites the sample at an energy above the absorption peak ͑so all sizes present in the sample are excited͒ and the emission is monitored at all energies. The corresponding ''nonresonant Stokes shift'' ⌬ nonres is the shift of the emission peak with respect to the lowest absorption peak. ⌬ nonres reflects, among others, the inhomogeneous broadening. In ''selective excitation spectroscopy'' ͓also called ''fluorescence line narrowing'' ͑FLN͔͒, one excites selectively the larger dots in the sample by placing the excitation energy at the low-energy ͑large-cluster͒ side of the first PLE peak; the emission is thus narrowed considerably, often showing also phonon side bands. The corresponding ''resonant Stokes shift'' ⌬ res is the difference between the excitation energy and the peak of the narrow emission. ⌬ res reflects mostly an intrinsic redshift of a given dot size.
(ii) Intrinsic, orbitally forbidden conduction state. The lowest-energy electron-hole state ͉E slow ͘ could be dipole forbidden to the ground state ͉g͘ if the single-particle electron component of ͉E slow ͘ is spatially forbidden with respect to ͉g͘ due to the difference of Bloch wave functions for these two states. For example, if the one-electron valence-band maximum ͑VBM͒ is a ⌫ 15v -like state, but the one-electron conduction-band minimum ͑CBM͒ is an X 1c -like state, the zero-phonon single-particle ⌫ 15v →X 1c transition dipole will be zero. Of course, multiband intervalley mixing due to the finite size of dot can relax this strict condition somewhat, leading to a finite transition probability ͑long radiative lifetime͒. In general, an X 1c -like CBM in a dot can occur as follows: In zinc-blende semiconductors, the effective mass of ⌫ electrons is lighter than that of X electrons, so as the nanocrystallite becomes smaller, the conduction band at ⌫ moves upward ͑due to kinetic-energy confinement͒ at a greater rate than the conduction band at X. Thus, if the bulk X 1c state is not too much higher than the ⌫ 1c state, one expects to find an X 1c -like CBM for a sufficiently small quantum dot. This direct-to-indirect crossover was recently predicted to occur for free-standing and for AlAs-embedded GaAs dots, wires, and films. 26 This effect of the ⌫→X CBM crossover as size decreases is not expected to occur in ''strongly direct'' materials where the X 1c state is far higher than ⌫ 1c in bulk ͑e.g., ZnS, ZnSe, and CdSe͒. In cases where the crossover does occur, there is a natural explanation of the slow-emitting low-energy ͉E slow ͘ state as being X 1c -like.
(iii) Intrinsic, orbitally forbidden valence state. Another scenario for orbitally forbidden transitions is where the envelope functions of the electron and hole states have different spatial symmetries. In spherical dots of zinc-blende materials experiencing an infinite potential barrier, the lowest electron state has a 1s envelope-function symmetry, while according to a six-band model of Richard et al. 25 the highest hole state can be either the symmetry-allowed 1sd or the symmetryforbidden 1p f . For sufficiently small dots, the 1p f state is the highest hole state, so the dipole transition element between this 1p f VBM and the 1s CBM is zero. This was predicted by Grigoryan et al. 27 to be the case for CdS dots with diameter DϽ40 Å and by Richard et al. 25 36 determined that the majority of the Se atoms at the dot surface are uncapped in the as-prepared samples and that the Cd atoms are only partially capped to the ligands because of the steric hindrance of the bulky ligands. Regarding the evidence for the role of surface states in carrier dynamics, we note that surface states have been implicated in explaining the slowly emitting state in porous Si, [3] [4] [5] [6] including the deep IR emission at ϳ1 eV with its ϳ130-meV redshift as well as the yellow-green emission at ϳ1.8-2.0 eV having a 10 sec to 1 msec lifetime. 6 Similarly, the long radiative lifetime ͓ϳ1 sec at 10 K ͑Refs. 7-10, 14, and 15͔͒ and the small quantum yield of the emission 37 in II-VI quantum dots have been explained via surface traps. The emission at 850 nm ͑1.46 eV͒ in asgrown colloidal InP dots has also been attributed to a surface state 16 since this state disappears upon HF etching. Bawendi and co-workers 11 have recently revised their earlier view, [7] [8] [9] [10] attributing instead the slow, redshifted emission in CdSe to intrinsic spin-forbidden transitions 12, 13 ͓i.e., mechanism ͑i͒ above͔ rather than to extrinsic surface states.
While the existing theoretical works 13, 20, 25, 27, [38] [39] [40] [41] [42] on the spectra of isolated quantum dots were useful to understand the possible reasons for the redshift, these investigations have some limitations.
͑a͒ Most theoretical approaches assume a surfaceless ͑i.e., infinite barrier͒ model, so surface states are excluded from any discussion at the outset. Surfaceless model includes all effective-mass-based approaches, 20 the k•p theory, 13, 25, 39, 40 and truncated crystals. 41 ͑b͒ The tradition in the field seems to have been to select one out of at least four possible explanations ͓͑i͒-͑iv͒ above͔ for the identity of the slow, redshifted emission in particular dots and model it in detail without comparing it to alternative explanations. For example, Efros et al. 13 examined for CdSe the effect ͑i͒ of an intrinsic, spin-forbidden state; Richard et al. 25 examined for a few semiconductor dots the effect ͑iii͒ of an intrinsic, orbitally forbidden valence state, while Grigoryan et al. 27 examined it for CdS; Garilenko, Vogl, and Koch 42 examined for Si the effect ͑iv͒ of surface states and Tsiper 43 offered a ''universal explanation'' that is independent of any feature of the electronic structure of the dots.
͑c͒ Most theoretical approaches employ the parameters that either lack independent verification ͑e.g., the scaled exchange splitting in Ref. 13͒ or have a significant range of numerical uncertainty ͑e.g., the k•p parameters in Ref. 25͒ . In many cases, unfortunately, the conclusions appear to be sensitive to the parameter choices.
In this work, we study the possible origins of the lowest, slow-emitting electronic states in InP quantum dots including the possibilities of surface effect and excitonic exchange splitting. We use a computational approach that includes an explicit dot surface. The electronic structure is calculated both for the fully passivated surface as well as for dot surfaces in which a cation surface dangling bond or an anion surface dangling bond is created. We find the following.
͑a͒ The CBM of an InP dot is not derived from the X 1c state even for small dots, so model ͑ii͒ can be excluded for InP.
͑b͒ The symmetry of the envelope function of the VBM is 1sd-like ͑unlike what current k•p models 25 predict͒, so model ͑iii͒ can be excluded also.
͑c͒ Regarding the surface state model ͓mechanism ͑iv͔͒, we find that passivated dots have no surface states in the gap. In fact, we predict that over a wide range of different passivation species the band-edge states of the dots will be unchanged.
͑d͒ However, the selective elimination of passivating atoms produces surface defect states, a near-conduction surface defect level for an In dangling bond and a near-valence surface defect level for a P dangling bond. Only the cation dangling bond can be implicated in observed redshifts. The energy of the In dangling-bond surface defect has a weak dependence on size, but this state hybridizes with the intrinsic band edges. Furthermore, the dipole matrix element coupling it to the VBM decreases rapidly with the dot size. The surface defect state could explain the rather low quantum yield and the 1.46-eV emission peak 16 that is eliminated upon etching. However, the calculated redshift versus excitation energy due to the surface defect is too large to explain the resonant redshift measured for the HF-etched InP dots. 17 ͑e͒ The exchange splitting was calculated using atomistic wave functions. Its magnitude and scaling with the dot size are consistent with the observed resonant redshift 17 when the screening of exchange is considered. Thus mechanism ͑i͒ is an open possibility.
II. METHOD OF CALCULATION
The electronic structure of the dot was obtained by solving the single-particle equation
where v ␣ (rϪR n Ϫ ␣ ) is the screened, nonlocal pseudopotential of the atom of type ␣ located at site ␣ in cell R n and ⑀ i is the single-particle ͑orbital͒ energy. The atomic types ␣ include the dot atoms ͑In and P͒ as well as the passivating, hydrogenlike atoms attached to the surface atoms. Note that Eq. ͑1͒ includes an atomistic ͑not continuum͒ description of the dot electronic structure and thus effective-mass or k•p approximations are avoided.
The screened nonlocal atomic pseudopotentials ͕v ␣ ͖ are obtained 44, 45 in a two-step process. First, we invert the selfconsistently calculated ͓via the local-density approximation ͑LDA͔͒ screened crystalline potential of a number of InP structures ͑zinc-blende, rocksalt, and ␤-Sn͒ to find the ''spherical LDA'' potential that reproduces LDA energies and wave functions extremely well. Then, we make small adjustments to this potential so as to fit the bulk band structures to the experimentally measured bulk interbandtransition energies, while preserving a large (Ͼ99%) overlap of the wave functions with the original LDA values. These semiempirical pseudopotentials thus combine LDAquality wave functions ͑unlike the conventional ''empirical pseudopotential method'' 41, 46 ͒ with experimentally consistent excitation energies, effective masses, and deformation potentials ͑unlike the LDA͒. These pseudopotentials are deposited in a FTP site 47 and are available for use. Further details of the method to generate these pseudopotentials are provided in Ref. 45 . Note that, since in our semiempirical pseudopotential method ͑SEPM͒ calculation the average potential ͓i.e., the Gϭ0 term of the Fourier transform v ␣ (G) of the potential in Eq. ͑1͔͒ is explicitly included, all the energy levels obtained are ''absolute'' values in the sense that they have the same reference ͑i.e., the vacuum potential͒. We will thus plot individual energy levels ͑e.g., the VBM and CBM͒ versus dot size.
The wave functions i are expanded in a set of plane waves
where G are the reciprocal lattice vectors. Each dot is placed in a fictitious ''supercell'' consisting of 6.4 Å of vacuum surrounding the dot. The supercells are repeated periodically so that Eq. ͑1͒ can be solved using band-structure techniques. The plane waves in Eq. ͑2͒ span both the dot and the vacuum region around it, so that the dot wave functions are not required to vanish exactly at the surface, but can decay smoothly into the vacuum region. we can obtain selectively the near-edge eigensolutions by placing the pointer near the VBM or CBM. We thus avoid the computations needed to find all the eigensolutions, so the effort involved in the present solution scales linearly with the number of atoms. Further details of the method and the use of the conjugate-gradient approach to solve the pertinent equations are given in Ref. 50 .
Our method avoids the restricted variational flexibility of tight-binding approaches. 38, 51 Unlike the k•p based methods, 13, 25, 39, 40 our approach includes a physical surface, permits coupling of a large number of host crystal bands, and circumvents the effective-mass parabolic band approximation. This method has been applied previously to Si nanostructures, 28, 50 to CdSe dots, 52 and to dots, wires, and films of GaAs.
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III. RESULTS AND DISCUSSIONS
A. Electronic structures of fully passivated dots Table I and Fig. 3 show our calculated excitonic band gaps of the fully passivated InP dots as a function of dot size, compared with the absorption and photoluminescence data that were obtained for well-passivated dots. 16 We have corrected the calculated single-particle band gap by the electronhole Coulomb energy using the formula of Ref. 53 . It can be seen from Fig. 3 that the agreement between the theoretical calculations and experiments is good. Figure 4 shows the wave-function squares ͑averaged along the ͓001͔ direction͒ of the near-edge states of the fully passivated (InP) 712 dot ͑effective diameter dϭ26.01 Å͒. We see that these states can be characterized as ''dot-interior states'' in that their wave functions are distributed mostly in the interior of the dot rather than at the surfaces. This agrees with previous results on Si dots, 28 wires, and films. 29 Thus there are no surface states in the band gap of fully passivated In P dots. In fact, the band-edge states remain dotinterior-like over a considerable range of passivating pseudopotentials. Thus we predict that the band-edge states will be rather insensitive to the identity of the passivating species ͑unless they are extremely electronegative, e.g., oxygen, in which case the band edges could be pinned by the passivant͒.
The top portion of Table II shows the squared dipole matrix elements calculated for optical transitions between the VBM and the CBM in two fully passivated InP dots. We have normalized the values to the VBM to CBM transition dipole in bulk InP with an equivalent number of atoms. Note that the radiative lifetime is inversely proportional to this squared matrix element: The larger the dipole element, the ''more allowed'' the transition and the shorter its radiative lifetime. We see that the near-edge transitions in passivated InP dots are strongly allowed. Examination of the CBM wave functions via projection onto bulk wave functions further shows that the dot CBM is mostly derived from the direct ⌫ 1c band-edge state, not from the indirect X 1c state, which is the case in small GaAs dots. 26 We can thus exclude ͑see the Introduction͒ mechanism ͑ii͒ ͑intrinsic, orbitally forbidden conduction state͒ and mechanism ͑iii͒ ͑intrinsic, orbitally forbidden valence state 25, 27 ͒ as being inappropriate to InP. The reason why a direct (⌫ 1c ) to indirect (X 1c ) cross- 25 is probably related to the simplified assumptions made in the latter calculation: perfect spherical symmetry, an infinite potential barrier, no surface, and a limited range of interband coupling.
B. Exchange splitting in fully passivated dots
The electron-hole correlation in small quantum dot is negligible. 54 The exchange splitting between excitonic singlet and triplet states can be calculated in the framework of the definition of the exact exchange Our calculated exchange splittings for cubic dots with effective diameters of 13.81, 18.57, and 26.01 Å are 52.9, 24.1, and 10.4 meV, respectively. We also calculate the exchange splittings for some spherical dots and obtain the exchange values of 37.9, 22.0, and 8.8 meV for dot sizes 16.02, 23.68, and 34.79 Å, respectively. This shows that the exchange splittings in dots are substantially enhanced compared with the bulk (ϳ1 meV). The calculated exchange splittings for different dot sizes are plotted in Fig. 5 as a function of the excitonic gap. The relationship is seen to be nearly linear.
The fact that screening the exchange by (r) ͓Eq. ͑4͔͒ affects significantly the numerical value of the exchange shows that at large-r values the exchange interactions are not negligible. Thus, contrary to previous assumptions, our calculation supports the view that exchange interactions in dots are not short ranged.
C. Electronic structure of dots with model surface dangling bond
Given that fully passivated dots have no surface states, we now remove deliberately passivating atom so as to expose surface dangling bonds. The calculation described in what follows is a model calculation, in that we do not know the actual, potentially complex structure of the real surface of a colloidal dot. Generally, such a surface could include many interacting dangling bonds, ''weak'' surface bonds, partially reconstructed surface patches, and various surface-ligand bonding configurations. Our approach is to first model the surface of the fully passivated dots after the experimental results of flat, passivated InP surfaces 48 ͑in which reconstruction is removed via chemisorption͒ and then create an isolated In dangling bond ͑DB͒ and separately an isolated P dangling bond to study their generic effects on the electronic structure of the quantum dot. Such isolated dangling bonds represent, most likely, a stronger perturbation than what would be expected to occur in a real surface, having interacting and partially rebonded dangling bonds.
We position the In and P dangling bonds near the center of the dot surface formed on the ͑110͒ plane. Dangling bonds at other sites were also studied. Due to the highly localized nature of the dangling-bond wave functions, we found only slight difference ͑less than 0.15 eV͒ in the energy levels, depending on the precise position of the dangling bond. Figure 6 shows the relative energy position of an In dangling-bond state in a small dot (dϭ18.38 Å), clarifying how this state evolves from the bulk vacancy states. Creation of a neutral P vacancy (V P 0 ) in bulk InP produces four In dangling bonds, giving rise to a doubly occupied singly de- generate a 1 state near the VBM and a singly occupied triply degenerate t 2 state above the CBM ͓Fig. 6͑a͔͒. [59] [60] [61] [62] [63] The interaction between these four dangling bonds spreads their energies: The energy difference between the a 1 state and the isolated DB energy is three times the difference between t 2 state and the isolated DB energy. 64 To create a single isolated DB, we then passivate three of the four bulk DB's. The a 1 and t 2 levels of the bulk vacancy then give rise to a single bulk In DB state near the CBM ͓Fig. 6͑b͔͒. As we bring this DB from the interior of the three-dimensional ͑3D͒ bulk to the surface of a 2D film ͓Fig. 6͑c͔͒, the DB state partially tracks the film's CBM, which rises in energy due to quantum confinement. Similarly, as one progresses from a 2D film to a 0D dot, the CBM rises further and with it the In danglingbond level. We thus see from the study of Fig. 6 that the In dangling-bond state in an InP dot is generically similar to the analogous dangling-bond state in the bulk ͑but not to the bulk vacancy, which consists of four, strongly interacting dangling bonds͒. However, as we will see below, the relative energy position ͑and thus the interaction and wave-function mixing͒ of the CBM and the DB state in quantum dots can be changed as the dot size is altered. Figure 7 depicts the planar-averaged wave-function squares of the near-edge states for the 26.01-Å dot with an In dangling bond. It shows that both the VBM and the CBM are delocalized in the interior of dot, while the In DB state is strongly localized at the surface site where an In DB is created. Figure 8 shows as a function of dot size the orbital energies of the In dangling-bond state, the extended CBM state, and the VBM state. It can be seen that, unlike the dot-interior state CBM and the VBM, the surface-localized In DB state changes very little ͑less than 20 meV͒ as the dot size changes. The In DB state is the lowest unoccupied level for dots with diameter up to 57 Å, at which point the dotinterior, extended conduction CBM state becomes the lowest unoccupied state. Thus the lowest unoccupied state changes from surfacelike ͑In DB͒ to bulklike ͑CBM͒ at a critical size ͑the value of this critical size may change slightly depending on the location of dangling bond, but the existence of crossing is reasonably certain͒.
The indium dangling bond at the dot surface
We have seen that in the fully passivated dots ͑Sec. III A͒ the band-edge states do not depend much on the identity of the passivating atom. In a similar way, the energy and wave function of the surface defect level ͑e.g., In DB͒ do not depend much on the identity of the passivating atom, since the surface defect is an intrinsic defect, made up of In and P orbitals, not from those of the passivating atoms. We thus expect that, as long as there are some dangling bonds in a dot, the dangling-bond spectrum will be largely unchanged as one alters the ͑incomplete͒ passivation. Table II shows the dipole transition moments between the valence-band maximum and the two lowest unoccupied states in InP dots with In DB's. We see that the VBM to In DB transition has a 4-18 times lower oscillator strength ͑thus a longer radiative lifetime͒ than the transition from the VBM to the extended, dot-interior conduction CBM state. Furthermore, the probability of the VBM to In DB transition decreases with the increasing dot size, while that of the VBM to the CBM transition increases. Thus the larger the dot, the longer the radiative lifetime of the VBM to In DB transition.
The presence of In dangling bond in a quantum dot shifts the dot CBM up relative to the CBM of a fully passivated dot, while the dot VBM does not change much (р0.5 meV). These shifts of the CBM's are given in the second column of Table III and are seen to decrease with the increasing dot size. Figure 9 shows how the phosphorus dangling-bond state in an InP dot ͓Fig. 9͑d͔͒ develops from the bulk In vacancy V In 0 . An In vacancy creates a singly degenerate and doubly occupied a 1 state deep inside the valence band and a triply occupied triply degenerate t 2 state at ⑀ VBM ϩ0.39 eV ͓Fig. 9͑a͔͒. 65 When three of the four P DB's are passivated, the a 1 and t 2 levels give rise to a single DB state just above the VBM ͓Fig. 9͑b͔͒. This level is nearly constant in energy at the InP͑110͒ film ͓Fig. 9͑c͔͒ and at the surface of dot ͓Fig. 9͑d͔͒, except that the VBM energies are lowered due to quantum confinement. Analyses of the P DB defect-level wave functions show that they are more localized than the In DB wave functions. Additionally, unlike the sp-hybrid nature of In DB wave functions, the P DB wave functions are pure p-like. Figure 10 shows the planar-averaged wavefunction squares of the near-edge states of an (InP) 712 dot with P DB. The P DB state is highly localized at the dot surface, while the VBM and CBM states are extended in the interior of the dot. Figure 11 shows the energy dependences of the P DB state, the VBM state, and the CBM state on the dot size. Owing to the extreme localization of its wave function, the energy of the P DB state is almost independent of the dot size. However, as Table III shows, the presence of a P dangling bond shifts the dot VBM upward relative to the VBM of the fully passivated dot ͓by as much as 250 meV for (InP) 107 ͔, while the dot CBM does not change much. Table III also shows that the shift of the dot VBM due to the P dangling bond is much larger than the shift of the dot CBM due to the In dangling bond, especially for small dots. Table II shows the dipole matrix elements of the localized-to-extended P DB to CBM transition, indicating that this is a weak transition with a long radiative lifetime, while the extended-to-extended VBM to CBM transition is much stronger and has a shorter radiative lifetime. The P DB state, being just above the valence band ͑see Fig. 11͒ , can act as a trap to photogenerated holes from the valence band. Thus, if P DB's exist, they will trap holes and lead to long hole lifetimes. In practice, owing to the chemical reactivity of a P DB site, it is likely to have but a small concentration.
The phosphorus dangling bond at the dot surface
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D. Discussion of surface dangling bonds and exchange effects
We have seen that our theory excludes two possible mechanisms for the red-shifted, slow emissions in InP dots, namely, ͉E slow ͘ cannot be due to ͑ii͒ an intrinsic, orbitally forbidden conduction state or ͑iii͒ an intrinsic, orbitally forbidden valence state. Also, the near-valence-band P DB surface state is not a likely candidate to explain a nearconduction-band shift observed experimentally. We are left FIG. 9 . Energy levels for different P dangling-bond defects: ͑a͒ neutral In vacancy in bulk InP, giving rise to four P dangling bonds; ͑b͒ a single P dangling bond in the bulk; ͑c͒ a single P dangling bond at the InP͑110͒ film with 9 ML thickness; and ͑d͒ a single P dangling bond at the surface of the dϭ18.57 Å dot. with two possibilities, i.e., the In surface dangling-bond state and the exchange splitting mechanism.
Global excitation experiments and the In DB state
Our theoretical results on the In DB surface defect can be compared with experimental global excitation measurements, 16 in which different chemical etchants and passivants ͓tri-n-octylphosphine oxide ͑TOPO͒ and HF͔ were used to etch and passivate the InP quantum dots. Two types of global PL peaks were observed: a short lifetime ͑5-50 nsec at Tϭ300 K͒ peak, which does not change its energy for different surface passivants, suggesting that it originates from an intrinsic, dot-interior state; and a longlifetime ͑500 nsec at Tϭ300 K͒ PL peak, which dramatically reduces its intensity when the dot is passivated by HF, suggesting that it could originate from a dot surface state. Both types of PL peaks are red shifted relative to the absorption peak.
The redshift of the intrinsic, short-lifetime global PL peak is quite large, 16, 17 being 180 meV for an average size of 30 Å. As shown schematically in Fig. 1͑c͒ , this nonresonant redshift arises because one excites more than one inhomogeneously broadened electronic state ͑e.g., E fast (1) and E fast (2) ͒ as compared to a single inhomogeneously broadened state in selective excitation ͓Fig. 1͑d͔͒.
The redshift of the long-lifetime PL peak could be due to surface defect for three reasons. ͑a͒ The peak is removed by HF surface etching. ͑b͒ The long-lifetime PL peak is measured 16 ϳ350 meV below the dot-interior related PL peak for the dot with dϷ30 Å. Our calculation shows that for dot sizes less than 57 Å, the In DB state is below the dot-interior CBM state ͑Fig. 8͒. For the dϭ26 Å dot, the In DB surface state is predicted to lie 300 meV below the dotinterior CBM state, in good agreement with the experimental value. ͑c͒ The measured ratio 16 of the lifetime of the surfacerelated PL peak to that of the dot-interior peak is 10-100 for dϷ30 Å. Our calculation ͑Table II͒ for the nearest size d ϭ26 Å shows that the lifetime ratio of the VBM to In DB transition to the VBM to CBM transition is 18. Our calculation also shows that this lifetime ratio increases with increasing dot size.
The results of Fig. 8 and Table II then suggest that the In DB state is a possible origin of the low-energy, slowly emitting state ͉E slow ͘ ͑Fig. 2͒ observed 16 in global excitation ͓Fig. 1͑c͔͒ prior to HF etching of the dot. The strong absorption will occur from the VBM to the CBM, following an intersystem crossing to the In DB state, which is the slowly emitting state for dots smaller than 57 Å. The surface-stateinduced redshift will vanish for dots larger than 57 Å, where the lowest unoccupied state becomes the dot-interior CBM state. The redshift E CBM ϪE In DB is plotted in Fig. 5 with respect to the excitonic gap ͑which is close to E CBM ϪE VBM ͒, showing a nearly linear dependence. 66 Bawendi and co-workers 11 found that the red-shifted FLN emission spectrum of CdSe dots closely resembles the absorption spectrum ͑as measured by pump-probe experiment͒. Since in a surface state model the absorption and emission will presumably commence from spatially different electronic states ͑''corelike'' and ''surfacelike''͒, the spectral resemblance of absorption and emission suggested to them that some intrinsic states are involved rather than surface states. This is not a compelling argument since the surface dangling-bond state and the dot-interior conduction state are electronically coupled so their spectral properties could very well resemble each other.
Selective excitation experiments and the singlet-triplet states
While the 350-meV redshift observed in global excitation experiments 16 prior to etching can be tentatively explained by the surface-defect mechanism, as we will see below, the redshift seen in selective excitation ͓Fig. 1͑d͔͒ for HF-etched and passivated InP dots 17 cannot. Before comparing theory and experiment, however, we need to analyze the experimental FLN data 17 to extract from it the quantity that is comparable with theory. Conventional samples include dots of many sizes ͕d͖, with a typical size distribution 67 P͑d,͗d͒͘ϭ 1
with the average size ͗d͘. The standard deviation d can be deduced from transmission electron microscopy ͑TEM͒.
16
Because of the existence of a size distribution of dots, each emitting at its own characteristic energy, the measured emission line shape represents an ensemble average, denoted here as Ī PL (, excit ,͗d͘), where excit is the excitation energy. It is of interest to extract from the measured Ī PL (, excit ,͗d͘) versus excit the underlying single-dot redshift for two reasons: ͑i͒ Theory calculates single-dot quantities, not the ensemble average, and ͑ii͒ part of the observed ensemble redshift is due to the size distribution effect, not an intrinsic effect, and it is necessary to separate these contributions.
To extract the single-dot redshift from the measured FLN, we simulate the ensemble emission intensity as
͑7͒
Here ␣( excit ,d) is the single-dot absorption coefficient at the energy excit and I PL (,d) is the single-dot emission intensity. We assume that each dot absorbs at the energy excit уE g (d) of its excitonic band gap and emits at E g (d) Ϫ⌬(d), where ⌬(d) is the single-dot redshift that we wish to determine. The single-dot emission intensity is taken as
where PL is the intrinsic broadening of the emission of a single dot, interacting in the ensemble with all other dots. The excitonic gap of a single dot is
where E g (ϱ) is the bulk band gap ͑1. 45 Here only the main conclusions about the single-dot redshift are discussed, while the detail of the simulation results will be given in Ref. 17 . In the simulation, the best fit occurs at
While the fit is sensitive to the assumed PL value, the range of PL can be narrowed down significantly by requiring that the simulated half-width of Ī PL (, excit ,͗d͘) match experiment. This is satisfied at PL Ӎ2 -4 meV. We find that the single-dot redshift ⌬ expt ( excit ) is considerably smaller than the ensemble redshift ⌬ ( excit ) and has a different slope. Furthermore, even if we assume in Eq. ͑7͒ that ⌬(d)ϵ0, we still find that ⌬ 0. Thus a part of the observed ensemble redshift comes only from the existence of a size distribution, not from an intrinsic effect.
Our results show that the magnitude of the observed single-dot redshift ⌬( excit ) is far smaller than the values predicted for the In DB surface defect. For example, at the excitation energy of 2.0 eV ͑corresponding to a dot size 36 Å in experiment͒, the observed ⌬( excit ) is 8 meV ͓Eq. ͑12͔͒, while the calculated single DB redshift is 180 meV ͑Fig. 5͒. We have also calculated the surface-state-induced redshift for dots with two nearest-neighbor dangling bonds ͑dash line in Fig. 5͒ and find that the interaction between these DB's does not change much the slope of the redshift versus gap curve. 68 Thus simple In dangling bonds are insufficient to explain the resonant redshift. 17 It is possible that more complicated surface chemistry ͑including oxygen atoms͒ could explain the observed resonant redshift, but we can exclude simple dangling bonds as an explanation for the resonant redshift. Figure 12 depicts the single-dot redshift ⌬ expt (d) deduced from fitting the measured FLN data in comparison with the calculated screened exchange splittings ͑Sec. III B͒. Figure  12 shows that the screened exchange splittings agree quite well with experiment. It suggests that the observed resonant redshift could originate from the excitonic exchange splitting. It will be interesting to measure the lifetime versus size since in the excitonic exchange model one expects but a weak dependence of lifetime on size, while the surface state model suggests longer lifetimes for larger dots ͑Table II͒.
IV. SUMMARY
We have performed an atomistic electronic-structure calculation on InP quantum dots, avoiding simple approximations used previously, 13, 25, 39, 41 e.g., the use of infinite potential barriers, the neglect of the dot surface, the restriction of the interband coupling to only the VBM and CBM derived states, the use of effective-mass-based approaches, and the phenomenological modeling of the exchange interactions. Our main findings are as follows.
͑i͒ The calculated excitonic gap versus dot size of InP ͓as well as CdSe ͑Ref. 52͔͒ is in good accord with measurements; the scaling of the InP excitonic gap with size is d Ϫ1.36 . The scaling of the single-particle band gap with size is 45 d
Ϫ1.16
; the simple effective-mass theory predicts d Ϫ2 . ͑ii͒ A fully passivated dot has no surface states, even down to small dot sizes ͑the same is true for 29 Si͒. This situation remains for a broad range of passivating atoms ͑ex-cept, perhaps, oxygen͒.
͑iii͒ The lowest unoccupied state of a fully passivated InP dot evolves mostly from the ⌫ 1c state of the bulk crystal band down to small dot sizes. This is unlike the case in GaAs dots, where at small dot sizes the lowest unoccupied state is predicted 26 to become the indirect, X 1c -like band-edge state. ͑iv͒ The highest occupied state of the fully passivated dot has a 1sd envelope-function symmetry despite the small spin-orbit interaction. This is unlike the case in CdS dots, said 25, 27 to have a 1 p f envelope-function symmetry. The difference in predictions arises, most likely, from the simplified assumptions made in the k•p calculations of Refs. 25 and 27.
͑v͒ Removal of a cation-passivating atom results in an In dangling-bond state that lies in the gap, below the intrinsic dot conduction band for dot size smaller than 50-60 Å. For larger sizes, the intrinsic conduction state is the lowest unoccupied state. The In dangling-bond state is surface localized, but does not depend much on the identity of the passivating atoms surrounding the dangling bond since this state is made from In orbitals, not from those of the passivant. Thus the fact that spectroscopic properties do not change much as the passivation is altered does not imply the absence of surface effects. The energy of the In DB state changes little with the dot size, but the dipole matrix element between this state and the dot VBM ͑thus the radiative emission rate͒ decreases as the dot becomes larger. The In DB state is related, most likely, to the redshifted emission observed at 1.46 eV of the unetched InP dots and is responsible for the low quantum emission efficiency. Such surface defect states are predicted to show large redshifts (ϳ500 meV) with a sizedependent ͑long͒ radiative lifetime.
͑vi͒ Removal of an anion-passivating atom results in a P dangling-bond state that lies above the intrinsic dot valence band for all dot sizes and has a very weak dipolar coupling to the conduction band. This state is strongly localized and would act as an effective ͑lifetime shortening͒ trap for photogenerated holes. This state interacts strongly with the dot intrinsic VBM, shifting it to higher energies ͑by up to 250 meV͒ relative to fully passivated dots.
͑vii͒ An analysis of the sample-averaged resonant redshift ⌬( excit ) observed in selective excitation experiments reveals that it is considerably larger than the inferred single-dot redshift ⌬( excit ) from which size-distribution effects have been deconvoluted.
͑viii͒ The calculated In dangling-bond state induces a redshift that is too large to explain the observed resonant, single-dot redshift (р20 meV). It is not impossible that more complex surface chemistry could, however, explain this shift.
͑ix͒ The calculated single-triplet exchange splittings for a screened exchange interaction agree well with the observed resonant single-dot redshift. This type of redshift is predicted to be small (р20 meV) and the redshifted emission has but a weak size dependence of its ͑long͒ radiative lifetime.
The effect of vibronic coupling, leading possibly to a change in the equilibrium geometry of the electronically excited dot ͑and thus to a Frank-Condon-type redshift͒, was not considered here.
