Abstract. Let G be a simple, compact, connected Lie group localized at an odd prime p. We study the group of homotopy classes of self-maps [G, G] and the set of homotopy classes of multiplicative self-maps
Introduction
One of the core problems in homotopy theory is to determine maps between spaces up to homotopy. Concretely, for pointed, path-connected spaces X and Z, the goal is to determine [X, Z] , the set of homotopy classes of maps from X to Z. If Z is a homotopy associative H-space, then the multiplication on Z induces a group structure on [X, Z] . If Z is also homotopy commutative, then [X, Z] is an abelian group. When X and Z are H-spaces, one can look at the subset of H-maps from X to Z, denoted by H [X, Z] . If Z is homotopy associative then H[X, Z] may still not be a group, but if Z is both homotopy associative and homotopy commutative then H[X, Z] is an abelian subgroup of [X, Z] .
A fundamental case is [G, G] when G is a simple, compact, connected Lie group. These groups are SO(n) for n ≥ 3, SU (n) for n ≥ 2, Sp(n) for n ≥ 1, and the exceptional groups G 2 , F 4 , E 6 , E 7 , and E 8 . It is common to replace SO(n) by its universal cover Spin(n). The homotopy classes of self-maps of these Lie groups are of interest not just to algebraic topologists but also to geometers, differential topologist, and mathematical physicists. Little is known beyond simple cases: were determined in [MO] . For higher rank cases, the calculations quickly become overwhelming using current methods. A good deal of the problem arises from a lack of control over the 2-primary information, so it is helpful to first localize at an odd prime p.
In this paper we prove general statements about homotopy classes of maps and odd primary structural theorems about simple, compact, connected Lie groups which can be used to make calculations of [G, G] and H [G, G] accessible in low rank. In terms of the rank, we consider for example [SU (n) , SU (n)] when n ≤ (p − 1) 2 and H[SU (n), SU (n)] when n ≤ (p − 1)(p − 3). Several sample calculations and applications are given. The methods are also applicable to other spaces and cases, not least of which is [G, G ] and H [G, G ] when both G and G are low rank Lie groups. Other applications will be indicated as we proceed.
We begin with a general theorem regarding homotopy classes of maps [X, Z] . It is stated integrally but is equally valid p-locally.
Theorem 1.1. Let Z be a homotopy associative H-space. Let X be a space such that ΣX t i=1 ΣX i . Then there is an isomorphism of sets
Further, if Z is also homotopy commutative then the isomorphism is as abelian groups.
Theorem 1.1 is most useful when Z is not known to be a loop space. For if Z = ΩZ , then the loop structure allows one to adjoint, giving a group isomorphism [X, ΩZ ] ∼ = [ΣX, Z ]. The hypothesis that ΣX is homotopy equivalent to a wedge of suspensions allows one to adjoint back, giving a group ΩZ ] . Note that the homotopy equivalence ΣX t i=1 ΣX i is only assumed to be as spaces, not as co-H spaces, so the isomorphism [ΣX,
is only an isomorphism of sets in general, not an isomorphism of groups. Thus if Z = ΩZ the usual process of adjointing recovers the set isomorphism in Theorem 1.1. However, the group isomorphism when ΩZ is also homotopy commutative is not immediate simply by adjointing.
To find homotopy associative, homotopy commutative (or simply homotopy associative) H-spaces which are not loop spaces it is common to localize at a prime p. For example, when p ≥ 5 it is well known that an odd dimensional sphere S 2n+1 is a homotopy associative, homotopy commutative H-space. Thus Theorem 1.1 gives a (p-local) group isomorphism
which is a decomposition of the odd dimensional cohomotopy groups of X.
Many interesting spaces satisfy the suspension condition on the domain in Theorem 1.1. For example, if X = S g is a surface of genus g, then ΣS g is homotopy equivalent to a wedge of 2g copies of S 2 and one copy of S 3 . Thus
with the isomorphism as sets or groups depending on whether Z is just homotopy associative or also homotopy commutative. If X = M is a 4-manifold, then M has the CW -structure of a wedge of 2-spheres with one 4-cell attached. Suppose the number of 2-spheres is k. If the attaching map for the 4-cell suspends trivially, then ΣM ( k S 3 ) ∨ S 5 , and so
again with the isomorphism as sets or groups depending on the H-structure of Z.
The spaces of primary interest which satisfy the suspension condition on the domain in Theorem 1.1 are p-localized Lie groups of low rank. Let G be a simple, compact, connected Lie group. Now localize at an odd prime p and take homology with mod-p coefficients. Suppose G has no torsion in its homology -this rules out only F 4 , E 6 , E 7 and E 8 at 3 and E 8 at 5. Then H * (G) ∼ = Λ(x 2n1+1 , . . . , x 2nt+1 ) where n 1 < n 2 < · · · < n t , the degree of x 2ni+1 is 2n i + 1 and t is the rank of G. Let q = 2(p − 1). It is well known that there is an algebra decomposition
where V i consists of those generators in {x 2n1+1 , . . . , x 2nt+1 } whose degrees are of the form 2i+jq +1
for some j ≥ 0. Note that, depending on G, it may be the case that V i = ∅ for some i. Mimura, Nishida, and Toda [MNT2] realized this algebra decomposition geometrically by showing that there is a homotopy equivalence G p−1 i=1 B i where H * (B i ) ∼ = Λ(V i ). This can be pushed further. Let l i be the cardinality of V i . For 0 ≤ k ≤ l i , let Λ k (V i ) be the submodule of Λ(V i ) consisting of the elements of tensor length k. Then there is a module isomorphism
Thus there is a module isomorphism We will show that in low rank this module decomposition can be realized geometrically in the following sense. Theorem 1.2. Let G be one of the following: SU (n) if n ≤ (p − 1) 2 ; Sp(n) if 2n ≤ (p − 1) 2 ;
Spin(2n + 1) if 2n ≤ (p − 1) 2 ; Spin(2n) if 2(n − 1) ≤ (p − 1) 2 ; G 2 if p ≥ 3; F 4 or E 6 if p ≥ 5;
E 7 or E 8 if p ≥ 7. Then for each 1 ≤ i ≤ p − 1 and 0 ≤ k i ≤ l i there are spaces S ki such that (Here, Λ ki (V i ) = {1} if k i = 0, in which case S ki = * , and then the smash product is interpreted as excluding S ki rather than smashing with a point.)
It should be emphasized that the new information contained in Theorem 1.2 is not the existence of a wedge decomposition of ΣG which geometrically realizes the module decomposition of ΣH * (G), it is the fact that a decomposition can be chosen so that each of the wedge summands is a suspension.
This suspension property will be shown to be a consequence of the fact that the smash of a co-H space with itself is homotopy equivalent to a suspension [W] . 
which is an isomorphism of groups if the loop multiplication on G is homotopy commutative.
The cases when the loop multiplication on G is (p-locally) homotopy commutative are known.
McGibbon [Mc] showed that homotopy commutativity holds in precisely the following cases:
We now consider multiplicative maps. In general, if X and Z are H-spaces then H[X, Z] is a subset of [X, Z] . In practice this is a rather amorphous object as there is no good way to distinguish which maps from X to Z are H-maps. However, there are special cases when H-maps can be distinguished by a certain universal property. The well known case comes from the James construction. Let A be a path-connected, pointed space. Then ΩΣA is homotopy equivalent to the free monoid generated by the points of A with the single relation that the basepoint is the identity. One consequence is that ΩΣA is universal for A, in the following sense. Let E : A −→ ΩΣA be the suspension map.
Let Z be a homotopy associative H-space and suppose that f : A −→ Z is a map. Then there is a unique H-map (up to homotopy) f : ΩΣA −→ Z such that f • E f . In particular, this results in a one-to-one correspondence between the homotopy classes of maps from A to Z and the homotopy classes of H-maps from ΩΣA to Z. That is, there is an isomorphism of sets
A similar notion of universality can be defined with respect to homotopy associative, homotopy commutative H-spaces. Let A be a path-connected, pointed space. A homotopy associative, homotopy commutative H-space B is universal for A if there is a map i : A −→ B with the following property: whenever Z is a homotopy associative, homotopy commutative H-space and f : A −→ Z is a map, there is a unique H-map f : B −→ Z such that f • i f . Consequently, this results in a one-to-one correspondence between the homotopy classes of maps from A to Z and the homotopy classes of H-maps from B to Z. That is, there is an isomorphism of sets
we will see that this is an isomorphism of abelian groups. To date there is no known functorial construction which starts with a space A and produces its universal space B. However, there are many special cases of interesting spaces whose universal spaces have been constructed by ad hoc methods [Gra, Grb1, Grb2, Th1, Th2] .
In [Th2] universal spaces were studied in the context of simple, compact, connected Lie groups G of low rank, which have been localized at an odd prime p. Based on work in [H, MT, MNT2] , it was shown that for each torsion free G there exists a space A and a map j :
) and j * includes the generating set into the exterior algebra. The simplest example is A = ΣCP n−1 when G = SU (n). Note that in this case the map j exists integrally, but typically the space A and the map j exist only after localization. In [Th2] it was shown that if G is one of the following:
(2)
then A has a universal space B, and there is a homotopy equivalence G B. This homotopy equivalence is as H-spaces if and only if the loop multiplication on G is homotopy commutative, that is, if G is one of the groups listed in (1). The content of Theorem 1.4 is to say that there is a choice of a homotopy equivalence which does allow for the two to be related and the relationship is nicely structured.
Theorem 1.4. Let G be one of the Lie groups listed in (2). Then there is a homotopy equivalence e : B −→ G with the following properties. If Z is a homotopy associative H-space, then the induced
is an isomorphism of groups. If Z is also homotopy commutative, then sends H-maps to H-maps, so there is an induced map
The map H is both a group homomorphism and an injection, and there is a commutative diagram
The injection H in Theorem 1.4 is a bit mysterious in that its image is unknown, but it can be used to help describe H [G, Z] [A, G] . This can be a tractable object in terms of computations. For example, if G = SU (n) then A = ΣCP n−1 and the dimension of A is less than the connectivity of the inclusion of SU(n) into the infinite unitary space are related. The following proposition shows that in certain cases there is a relation.
Proposition 1.5. Let G be one of the following:
Then there is an injection of sets
If G is homotopy commutative, then this set injection is an isomorphism of abelian groups.
As with H in Theorem 1.4, the injection in Proposition 1.5 is mysterious as its image is unknown.
However, when G is homotopy commutative the proposition is very effective. The universal property of B for A and the fact that the homotopy equivalence G B is as H-spaces imply that there are
. An interesting application of this is the following proposition, which in certain cases identifies every self-map of G as being homotopic to an (a) G = SU (n) and n ≤ 7, 2n < p, and n 2 − 1 < 2p;
(b) G = Sp(n) and n ≤ 13, 4n < p, and 2n 2 + n < 2p;
(c) G = Spin(2n + 1) and n ≤ 13, 4n < p, and 2n 2 + n < 2p;
(d) G = Spin(2n) and n ≤ 6, 4(n − 1) < p, and 2n 2 − n < 2p;
(e) G = G 2 and p = 5.
For example, the conditions on n and p in Proposition 1.6 (a) hold for n = 2 and p ≥ 5; n = 3 and p ≥ 7; n = 4 and p ≥ 11; n = 5 and p ≥ 13; n = 6 and p ≥ 19; n = 7 and p ≥ 29. It should be noted that there may be cases for which the conclusion of the Proposition holds but which fall outside the hypotheses, for example, when G = SU (n), n = 6, and p = 17.
To close, we consider the case of SU (3) 
Regarding SU ( This paper is organized as follows. Section 2 provides general results on H-maps, some of which are used throughout, and some of which are more specific to later sections. Section 3 proves Theorem 1.1.
Section 4 discusses low rank torsion free finite H-spaces, which establishes some of the background for the next section on Lie groups, as well as providing interesting examples of Theorem 1.1 in action.
Section 5 discusses low rank Lie groups and proves Theorem 1.2. Section 6 examines H-maps, proving Theorem 1.1 and Proposition 1.5. Section 7 considers several examples and applications of the preceeding theorems, and in particular proves Proposition 1.6.
Preliminary results on H-maps
This section gives some general results on H-maps. The focus is on how universal properties can sometimes be used to give a precise description of the H-maps between H-spaces. The initial statements will be used throughout, while the latter statements, from Lemma 2.5 onward, will not come into play until Section 6. 
where ∆ is the diagonal map and µ is the multiplication on Z. This sum, however, need not be an H-map. For if f + g were an H-map, there would be a homotopy commutative diagram We next formalize the discussion of the James construction and universality in the Introduction.
James [J] showed that if A is a path-connected space, then ΩΣA is homotopy equivalent to the free monoid on the points of A with the single relation that the basepoint is the identity. One consequence is that ΩΣA has a universal property for A with respect to homotopy associative H-spaces. This is described in Theorem 2.2. Let E : A −→ ΩΣA be the canonical suspension map.
Theorem 2.2. Let A be a path-connected space, and let Z be a homotopy associative H-space. Let
The correspondence in Theorem 2.2 is only as sets. The discussion preceeding Lemma 2.1 shows that when Z is only known to be homotopy associative then H[ΩΣA, Z] need not be closed under addition. Assuming Z is also homotopy commutative strengthens the correspondence to one of abelian groups.
Lemma 2.3. Let A be a path-connected space, and let Z be a homotopy associative, homotopy commutative H-space. Then the one-to-one correspondence
of Lemma 2.2 is an isomorphism of abelian groups.
Proof. First note that the H-structure on Z implies that [A, Z] is an abelian group and by Lemma 2.1 H[ΩΣA, Z] is also an abelian group. By Theorem 2.2, θ is a bijection, so it only remains to show that θ is a group homomorphism. Suppose f, g : A −→ Z represent homotopy classes in [A, Z] .
On the other hand, θ(f ) = f and θ(g) = g where f and g are H-maps such that f • E f and g • E g. Since Z is homotopy associative and homotopy commutative, Lemma 2.1 says that f + g
which precomposes with E to give f + g. The uniqueness property of f + g therefore implies that
and so θ is a group homomorphism.
Next, we examine the notion of universality with respect to homotopy associative, homotopy commutative spaces. Recall that a homotopy associative, homotopy commutative H-space B is universal for a given space A if there is a map i : A −→ B with the following property: whenever Z is a homotopy associative, homotopy commutative H-space and f : A −→ Z is a map, there is a Lemma 2.4. Let B be a homotopy associative, homotopy commutative H-space which is universal for a space A. Let Z be a homotopy associative, homotopy commutative H-space. Then the map
defined by Θ(f ) = f is an isomorphism of abelian groups.
Proof. Since Z is homotopy associative and homotopy commutative, 
Proof. Let f be the composite f :
Since Z is homotopy associative and homotopy commutative, the universal property of B for A gives a homotopy commutative diagram
where g is the unique H-map such that
Lemma 2.5 allows us to define a map
Lemma 2.6. Suppose B is a homotopy associative, homotopy commutative H-space which is universal for a space A. Let Z be a homotopy associative, homotopy commutative H-space. Then the
is an isomorphism of abelian groups.
Proof. We will show that φ is equal to the composite H[ΩΣA, Z]
then φ is an isomorphism of abelian groups as both θ −1 and Θ are. The asserted factorization of φ is essentially its definition. Start with an H-map g :
On the other hand, by Lemma 2.2, g corresponds uniquely to a mapg :
But g is the unique such H-map, and so g g.
Since this is true for any
Continue to suppose that B is a homotopy associative, homotopy commutative H-space which is universal for a space A, and that Z is a homotopy associative, homotopy commutative H-space.
We close this section by showing that the universal property can be used to split
The universal property of B for A says that there is a unique H-map
Thus there is a well-defined map
given by ϕ(f ) = f . Note that the initial map f need not be an H-map so it may be the case that f is not homotopic to f . 
By definition, ϕ(f + g) = f + g where f + g is the unique H-map with the property that
It is this uniqueness property which we intend to exploit. The addition f + g is given by the composite
where ∆ is the diagonal map and µ is the multiplication on Z. The naturality of the diagonal map implies that (f + g)
That is, (f + g) A f A + g A . On the other hand, ϕ(f ) + ϕ(g) = f + g where f and g are H-maps
and it has the property that (f + g)
Thus we have a string of
where f + g, f , and g are H-maps. The uniqueness property of f + g therefore implies that
, and so ϕ is a group homomorphism.
Next, we show that ϕ • I is the identity map. Let f : B −→ Z represent a homotopy class in
with the property that f • i f A . But observe that f itself is an H-map with the property that
Finally, let Ker(ϕ) be the kernel of ϕ and let J :
where m is the multiplication on the group [B, Z]. As ϕ is a group homomorphism, Ker(ϕ) is a subgroup of [B, Z] and J is a group homomorphism. We have already shown that I is a group homomorphism. Since [B, Z] is an abelian group, m is a group homomorphism. Thus e is a group homomorphism as it is the composite of group homomorphisms. As I is a left inverse of ϕ, e is also a bijection, and hence is a group isomorphism.
Homotopy classes of maps
The purpose of this section is to prove Theorem 1.1. To motivate this, suppose Z is a loop space, Z = ΩZ . Suppose X is a space such that ΣX ΣX 1 ∨· · ·∨ΣX t , that is, ΣX is homotopy equivalent to a wedge of suspensions. This decomposition of ΣX is only assumed to be a homotopy equivalence as spaces, not as co-H spaces. This situation give a string of isomorphisms
equivalence of spaces rather than co-H spaces the isomorphism is as sets rather than groups. Thus ΩZ ] , is only an isomorphism of sets. This can be improved if Z is itself a loop space, Z = ΩZ , so that Z = Ω 2 Z . Double adjointing gives a string of isomorphisms
Again, the first and fourth isomorphisms are adjunctions and so are group isomorphisms, while the third isomorphism is a categorical identification and so is a group isomorphism. The second isomorphism is now also an isomorphism of groups because it comes from the suspended homotopy
, which is a homotopy equivalence of co-H spaces. Thus the end
, is an isomorphism of groups. Moreover, this is an isomorphism of abelian groups because Ω 2 Z is homotopy commutative.
Theorem 1.1 is a generalization of the isomorphism in (3) when Z is not a loop space but only a homotopy associative H-space, and of the isomorphism in (4) when Z is not a double loop space but only a homotopy associative, homotopy commutative H-space.
Proof of Theorem 1.1: We will regard
Since Z is homotopy associative, Lemma 2.2 states that there is a unique H-map f : ΩΣX −→ Z such that f • E f . By hypothesis, there is a homotopy
Similarly, let g :
Since Z is homotopy associative, Lemma 2.2 says that there is a unique H-map g :
will be proved by showing that π is a bijection. This is equivalent to showing that ρ • π and π • ρ are the respective identity maps. Given
is an H-map as it is the composite of H-maps, and by definition,
The uniqueness property of g therefore implies that
Thus π is a bijection.
Now suppose that Z is also homotopy commutative. To prove that there is a group isomorphism
On the other hand, since Z is homotopy associative Theorem 2.2 applied to each of f 1 and f 2 individually gives H-maps f 1 and
Since Z is also homotopy commutative, Lemma 2.1 implies that the sum f 1 + f 2 is also an H-map. As well, we have (
The uniqueness property of (f 1 + f 2 ) therefore implies that (f 1 + f 2 ) f 1 + f 2 . Thus, with
and so π is a group homomorphism.
Example 3.1. By [J] , if A is a path-connected space then ΣΩΣA
. If Z is a homotopy associative H-space, then Theorem 1.1 says that there is a bijection of sets
which is a group isomorphism if Z is also homotopy commutative. In particular, if A = S m there is a bijection of sets
which is a group isomorphism if Z is homotopy commutative.
Example 3.2. Example 3.1 is sometimes more useful after localizing at a prime. When localized at an odd prime p ≥ 5, S 2n+1 is a homotopy associative, homotopy commutative H-space. So there is a (p-local) group isomorphism
A curious instance of this is when m = 1, in which case there is a (p-local) group isomorphism 
Essentially, these groups record the p r -torsion in the homotopy groups of Y . In [CMN] it was shown that there is a homotopy equivalence
when p is odd. The same proof holds when p = 2. Thus if Z is a homotopy associative H-space there is a bijection of sets
which is a group isomorphism if Z is also homotopy commutative.
Further, when localized at a prime p ≥ 5, Neisendorfer [N] showed that S 2n+1 {p r } is a homotopy associative, homotopy commutative H-space. Thus there is an isomorphism of p-local groups
In particular, when m = n we obtain a description of the self-maps of S 2n+1 {p r } in terms of mod-p r homotopy groups.
Low rank torsion free finite H-spaces
We will see in Section 5 that if G is a low rank Lie group then it decomposes as a product of certain torsion free finite H-spaces which have nice properties. The purpose of this section is to introduce these finite H-spaces, and discuss the relevant properties. In particular, we will see that when they are suspended they decompose as a wedge of suspensions, allowing us to apply Theorem 1.1.
In all that follows, we start with a space X which has l odd dimensional cells, and then localize at a prime p. Homology is taken with mod-p coefficients. We consider p-local H-spaces Y such that
The rank of Y is the number of generators it has in rational cohomology, so in this case Y has rank l. For 1 ≤ k ≤ l, let Λ k ( H * (X)) denote the submodule of length k tensor elements in Λ( H * (X)). The following theorem was proved in [CN] .
Theorem 4.1. Let X be a CW -complex consisting of l odd dimensional cells, where l ≤ p − 1.
Suppose there is an H-space Y such that H * (Y ) ∼ = Λ( H * (X)) and a map X −→ Y which induces the inclusion of the generating set in homology. Then there is a homotopy equivalence
where R k (X) is a space such that H * (R k (X)) ∼ = ΣΛ k ( H * (X)), and R 1 (X) = ΣX.
In [CN, CHZ] it was shown that if X has l odd dimensional cells, where l < p − 1, then it is guaranteed that there is an H-space Y such that H * (Y ) ∼ = Λ( H * (X)) and a map X −→ Y which induces the inclusion of the generating set in homology. If X has p − 1 odd dimensional cells then it may be the case that such an H-space Y exists, but there is no guarantee of it.
We would like to apply Theorem 1.1 with one of the H-spaces Y in Theorem 4.1 as the domain.
This requires that each of the wedge summands R k (X) be a suspension. So we wish to find conditions on X which guarantee that R k (X) is a suspension for each k. To do so we first have to consider how R k (X) was constructed in [CN] .
Let Σ k be the symmetric group on k letters, and let Z (p) [Σ k ] be the group ring. Let
It is a standard fact thats
In terms of topology, let X (k) be the k-fold smash product of X with itself. An element σ ∈ Σ k gives a map σ : 
The space R k (X) in Theorem 4.1 is defined as the mapping telescope:
In homology, (s k ) * is an idempotent and we have
(1 − s k ) * are orthogonal idempotents. This homology decomposition can be realized geometrically.
Using the co-H structure on ΣX (k) we can add the telescope maps, giving a composite
which is an isomorphism in homology and so is a homotopy equivalence. (k) , where for 1 ≤ k ≤ l, R k (X) is a retract of ΣX (k) corresponding to the suspension of the submodule of symmetric tensors of length k in H * (ΩΣX) ∼ = T ( H * (X)).)
We now consider conditions which guarantee that R k (X) is a suspension for 1 ≤ k ≤ l. Note that R 1 (X) = ΣX so the issue is for k > 1. First, suppose that X is a suspension, X = ΣX. Then
is essentially (up to shuffling suspension coordinates) the k-fold suspension of the map ΣX
Thus there is a homotopy equivalence of mapping
. So in this case, the decomposition of ΣY becomes
More generally, suppose X is a co-H space. Now X (k) is not apparently a suspension. However, by [W] it is in fact a (k − 1)-fold suspension for k ≥ 2, and satisfies the appropriate properties.
Proposition 4.2. Let X be a co-H space, and let
where
Further, there is a homotopy equivalence
The space M R k (X) is defined as the mapping telescope of a maps k :
To normalize the number of suspensions,
Then there is a homotopy equivalence
Summarizing, we have the following.
Proposition 4.3. Let X be a CW -complex consisting of l odd dimensional cells, where l ≤ p − 1.
Suppose X is a co-H space and there is an H-space Y such that H * (Y ) ∼ = Λ( H * (X)), together with a map X −→ Y which induces the inclusion of the generating set in homology. Then there is a homotopy equivalence
where S k (X) is a space such that H * (S k (X)) ∼ = Λ k ( H * (X)), and S 1 (X) = X.
Applying Theorem 1.1 immediately gives the following.
Corollary
then there is an isomorphism of sets
and if Z is also homotopy commutative, then this isomorphism is as abelian groups.
We have already remarked that if X has l odd dimensional cells, where l < p − 1, then it is known that there is an H-space Y with H * (Y ) ∼ = Λ( H * (X)) and a map X −→ Y which induces the inclusion of the generating set in homology. In [Th1] it was shown that if X is a suspension and l < p − 2, then Y is homotopy associative and homotopy commutative. This was later generalized to the case when X is a co-H space and l < p − 2 in [Th2] . Thus Proposition 4.3 and Corollary 4.4 imply the following.
Corollary 4.5. Let X be a co-H space consisting of l odd dimensional cells, l < p − 2, and let Y be the corresponding homotopy associative, homotopy commutative H-space with
Then there is an isomorphism of abelian groups
Lie groups
This section reviews some of what is known about p-local homotopy decompositions of Lie groups, and proves Theorem 1.2.
Let G be a compact, connected, simple Lie group localized at an odd prime p. Homology is taken with mod-p coefficients. The only cases where H * (G) has torsion are F 4 , E 6 , E 7 and E 8 at the prime 3 and E 8 at the prime 5. Assuming G is torsion free, then H * (G) ∼ = Λ(x 2n1+1 , . . . , x 2n l +1 ) for n 1 < · · · < n l and the degree of x 2ni−1 is 2n i − 1.
The following Proposition is well known, although not usually stated this way in the literature.
An explicit proof can be found in [Th2] , and is based on work in [H, MT, MNT1, MNT2] . Let q = 2(p − 1).
Proposition 5.1. Let G be a torsion free, compact, connected, simple Lie group. Then there is a co-H space A such that H * (G) ∼ = Λ( H * (A)) and there is a map A −→ G which induces the inclusion of the generating set in homology. Further, there is a homotopy decomposition A p−1 i=1 A i where H * (A i ) consists of those elements in H * (A) in degrees 2i + kq + 1 for some k ≥ 0.
For example, if G = SU (n) then A = ΣCP n−1 . In this case the space A and the map A −→ G exist integrally, but in other cases the existence of the map A −→ G occurs only after localization at p. Also note that for a given G it may be possible that there are no elements in H * (A) in degrees of the form 2i + kq + 1, in which case H * (A i ) = 0 and so A i * .
). This homology decomposition was realized geometrically by Mimura, Nishida, and Toda [MT, MNT2] , incorporating work of Harris [H] . They showed that there is a homotopy
where H * (B i ) ∼ = Λ( H * (A i )), and each B i is indecomposable. Observe that each B i is an H-space as it is a retract of G, which is an H-space. However, this decomposition of G is only as spaces so the factors B i do not necessarily inherit any of the multiplicative properties of G. In particular, G is a loop space and so is homotopy associative, but the factors B i are not known to be homotopy associative, and may very well not be.
An alternative decomposition of Lie groups of low rank was given in [Th2] in which each factor is homotopy associative, homotopy commutative, and universal for A i . Explicitly, this is as follows.
Theorem 5.2. Suppose G is one of the following:
Then the following hold:
(a) there is a homotopy decomposition However, part (d) says that the two lists of factors match up in homotopy equivalent pairs. Second, the restrictions on the primes imply that the p = 3 case never arises, so we may as well assume from now on that p ≥ 5. Third, if the decomposition of A has A i * for some i, then the fact that
* . Fourth, as a reminder for part (e), the list of homotopy commutative Lie groups is given in (1).
To distinguish the H-structure on homology, implying that it is a homotopy equivalence. In particular, w has a right homotopy inverse
Lemma 5.3. The composites
are such that w • t is homotopic to the identity map on G, r • s is homotopic to the identity map on B, and both w • s and r • t are homotopy equivalences.
Now we turn to the proof of Theorem 1.2. To set up, recall that there is an algebra decomposition
where V i consists of the generators {x 2n1+1 , . . . , x 2nt+1 } in degrees of the form 2i + jq + 1 for some j ≥ 0. This is geometrically realized by the decomposition G
Here, H * (B i ) ∼ = Λ(V i ) and V i = H * (A i ) for a space A i described in Proposition 5.1. Let l i be the cardinality of V i . That is, l i is the number of cells in A i .
Proof of Theorem 1.2: First consider ΣB i for each i. Observe that B i is an H-space because it is a retract of the H-space G. Theorem 5.1 and the decomposition in (5) give a map A i −→ B i which induces the inclusion of the generating set in homology. All the homology generators of H * (G), and therefore of H * (B i ), are in odd dimensions, so the cells of A i are in odd dimensions. By [MNT2] , the hypotheses on the rank and the prime in the statement of the theorem guarantee that the number l i of cells in A i satisfies l i ≤ p − 1. Thus all the hypotheses of Proposition 4.3 are fulfilled with respect to A i and B i , and so we obtain a homotopy decomposition 
. . .
which determine long exact sequences
This gives an inductive approach to calculating [SU (n), SU (n)] by first calculating the cohomotopy groups [SU (n), S 2m−1 ] and then assembling this information using the long exact sequences. To calculate the cohomotopy groups, observe that if p ≥ 5 then S 2m−1 is homotopy associative and homotopy commutative, so the decomposition of ΣSU (n) in Theorem 1.2 together with Theorem 1.1 gives an isomorphism
where A 1 ∨ . . . ∨ A p−1 ΣCP n−1 . The factors on the right are easier to calculate because they are smaller.
The other Lie groups to which Theorem 1.2 applies are also resolved by spheres, so the same approach to calculating [G, G] holds. A complete calculation of [G, G] for a given group G could be lengthy, especially as the rank increases. In Section 7 we give a sample calculation which focuses on the factor B 1 of SU (n) in Theorem 5.2 and considers [B 1 , B 1 ], which is a subset of [SU (n),
Homotopy classes of H-maps
This section considers homotopy classes of multiplicative maps, and proves Theorem 1.4 and Proposition 1.5. Let G be one of the Lie groups listed in (2). As in Section 5, there is a space A and a map A −→ G which realizes the inclusion of the generating set in the isomorphism H * (G) ∼ = Λ( H * (A)). There is also a homotopy associative, homotopy commutative space B which is universal for A. The spaces G and B are homotopy equivalent, and can be compared by composites
where that w • t is homotopic to the identity map on G, r • s is homotopic to the identity map on B,
and both w • s and r • t are homotopy equivalences. In particular, let e be the homotopy equivalence We now prove Theorem 1.4, with e as our choice of homotopy equivalence.
Proof of Theorem 1.4: We begin by showing that is a group homomorphism. Let f, g : G −→ Z represent homotopy classes in [G, Z] . Consider the diagram 
Lemma 6.1. Let G be one of the Lie groups listed in (2). Let Z be an H-space. Then
is an injective map of sets.
As t is a right homotopy inverse of w, we have f f • w • t g • w • t g, and so w * is an injection.
Lemma 6.2. Let G be one of the following:
Proof. Suppose G = SU (n). By Proposition 5.1, H * (G) ∼ = Λ ( H  *  (A) ). On the other hand, since it is both homotopy associative and homotopy commutative. As B is universal for A, the inclusion j : A −→ SU (n) −→ SU extends to an H-map j : B −→ SU . In homology, j * includes a subset of the generators for H * (SU ), so (j) * multiplicatively extends this to an algebra inclusion
Thus j is (2n − 1)-connected. Therefore the dimension of A implies that there is a group isomor-
The cases of G = Sp(n) and G = Spin(n) are similar, replacing SU by Sp and Spin respectively. . Putting all these together we obtain a composite
which is an injection of sets.
Next, suppose G is homotopy commutative. It should be noted that we do not refine the argument above in order to prove the set injection is a group isomorphism, instead we give a different argument altogether. By Theorem 5.2 (e), the homotopy commutativity hypothesis on G implies that the homotopy equivalence G B is as H-spaces. Thus we immediately have a group isomorphism
Examples
In this section we give several concrete calculations using Theorems 1.1, 1.2, 1.4, and Proposition 1.5. As many of these will involve calculations of specific homotopy groups, we give some preliminary information first, together with two Lemmas that will allow us to identify when certain sets of homotopy classes of maps are zero.
Toda [To] calculated the low dimensional odd primary homotopy groups of spheres. They are as follows.
Theorem 7.1. Let p be an odd prime and let q = 2(p − 1). Fix m ≥ 2 and let t ≤ 2m + pq − 4.
The elements in π 2m−1+rq−1 (S 2m−1 ) for 1 ≤ r ≤ p − 1 are stable for all m ≥ 2. The remaining elements are unstable.
It is often useful in practise to know when homotopy groups of spheres are zero. Theorem 7.1 is helpful as it shows that the odd primary low dimensional homotopy groups of spheres are relatively sparse. The next two lemmas can be thought of as systematically taking advantage of homotopy groups of spheres which are zero.
A space B is said to be spherically resolved by S 2n1+1 , . . . , S 2nt+1 if there is a sequence of homotopy fibrations
where B 1 = B. A standard example is SU (n) which is spherically resolved by S 2n−1 , S 2n−3 , . . . , S 3 .
Lemma 7.2. Let B be a space which is spherically resolved by
Proof. Induct on t, the number of resolving spheres. If t = 1, then B = S 2n1+1 and the hypothesis π m (S 2n1+1 ) = 0 equivalently says that π m (B) = 0. Suppose the Lemma is true when B is resolved by t − 1 spheres. Let f : S m −→ B represent a homotopy class in π m (B). Consider the homotopy fibration B 2 −→ B −→ S 2n1+1 . As π m (S 2n1+1 ) = 0, composing f to S 2n1+1 is null homotopic, and so f lifts to a map f : S m −→ B 2 . Since B 2 is resolved by the t − 1 spheres S 2n2+1 , . . . , S 2nt+1 , the inductive hypothesis says that π m (B 2 ) = 0. Thus f is null homotopic, and so f is null homotopic.
Hence π m (B) = 0.
Lemma 7.3. Let X be a finite CW -complex with cells in dimensions m 1 < m 2 < · · · < m s . Let B be a space which is spherically resolved by spheres S 2n1+1 , . . . , S 2nt+1 . If π mi (S 2nj +1 ) = 0 for
Proof. Induct on the number of dimensions for which X has cells. If s = 1 then X is a wedge of copies of S m1 . The hypothesis that π m1 (S 2nj +1 ) = 0 for 1 ≤ j ≤ t lets us apply Lemma 7.2 to say
Suppose the Lemma is true for finite CW -complexes with cells in s − 1 different dimensions. Let X be the m 1 -skeleton of X. So X is a wedge of copies of S m1 . Define a space X by the homotopy cofibration
Observe that X is a finite CW -complex with cells in s − 1 different dimensions, m 2 < . . . < m s .
represents a homotopy class in [X , B] . By the base case of the induction, this set is zero. Thus f is null homotopic, and so f extends along the cofiber to a map f : X −→ B. Since π mi (S 2nj +1 ) = 0 for 2 ≤ i ≤ s and 1 ≤ j ≤ t, the inductive hypothesis applied to X says that [X , B] = 0. Thus f is null homotopic and therefore so is f . Hence [X, B] = 0.
7.1. Cases when all self-maps are homotopic to H-maps. In this subsection we establish cases of homotopy commutative Lie groups G for which every self-map of G is homotopic to an H-map.
Lemmas 7.4 through 7.11 will collectively prove Proposition 1.6.
Lemma 7.4. Let p be an odd prime. Suppose: (i) n ≤ 7, (ii) 2n < p, and (iii)
Proof. The hypothesis 2n < p implies that there is a homotopy equivalence SU (n) S 3 ×· · ·×S 2n−1 . This is easily seen from the decomposition of SU (n) in (5) into a product of p−1 factors and observing that having 2n < p implies that each factor has the homology of a sphere. Further, as stated in (1), the hypothesis 2n < p implies that SU (n) is homotopy commutative. Theorem 5.2 (b) and (e) therefore imply that the homotopy equivalence SU (n) S 3 × · · · × S 2n−1 is multiplicative and SU (n) is universal for A = S 3 ∨ · · · ∨ S 2n−1 . We now apply Lemma 2.4 to show that there is a group
. Thus, to prove the lemma, it is equivalent to show that there is a group isomorphism [SU (n),
Since SU (n) S 3 × · · · × S 2n−1 , suspending gives a homotopy equivalence
To compress notation, let I be an index set consisting of sequences α = (2i 1 − 1, 2i 2 − 1, . . . , 2i k − 1)
This decomposition, together with the fact that SU (n) is a homotopy associative, homotopy commutative H-space, lets us apply Proposition 1.1 to show that there is a group isomorphism
The multiplicative homotopy equivalence SU (n) S 3 × · · · × S 2n−1 lets us refine this to a group
Observe that the cell of highest dimension in SU (n) is in dimension 3 + 5 + · · · + 2n − 1 = (2n + 2)(n − 1)/2 = n 2 − 1. The hypothesis n 2 − 1 < 2p therefore implies that the cells of SU (n) are of dimension less than 2p, and so t α < 2p for all α. For j ≥ 2, the least dimensional torsion homotopy
all cases except when t α = 2j − 1.
We are left to consider the cases when a Z (p) summand may appear in (6). If α is the sequence
. If α is a sequence of odd length ≥ 3, there are many possible ways that S tα can have odd dimension. The possibility of least dimension is
Thus we have to avoid the possibility of having [S 3 ∧ S 5 ∧ S 7 , S 15 ] in (6). The hypothesis that n ≤ 7 does this as it implies that S 15 cannot appear on the right.
Therefore every term [S tα , S 2j−1 ] in (6) is zero except for the Z (p) summands which arise from the length 1 sequences α = (2j − 1). Thus there is a group isomorphism
Phrased differently, the summands which arise from the length 1 sequences α = (2j − 1) arise from
On the other hand, the same argument regarding torsion homotopy classes shows that there is a group isomorphism [A,
Remark 7.5. Observe that the three hypotheses on n in Lemma 7.4 are satisfied in the following cases: n = 2 and p ≥ 5; n = 3 and p ≥ 7; n = 4 and p ≥ 11; n = 5 and p ≥ 13; n = 6 and p ≥ 19; n = 7 and p ≥ 29. There is one additional case that falls outside the hypotheses. A direct calculation shows that the conclusion of Lemma 7.4 also holds when n = 6 and p = 17.
Lemma 7.6. Let p be an odd prime. Suppose: (i) n ≤ 13, (ii) 4n < p, and (iii) 2n 2 + n < 2p.
Then there is a group isomorphism
Proof. Argue as in Lemma 7.4. The hypothesis 4n < p implies that Sp(n) S 3 × · · · × S 4n−1 and Sp(n) is homotopy commutative. The cell of highest dimension is in dimension 3 + 7 + · · · + 4n − 1 = 4(1 + 2 + · · · + n) − n = 2n 2 + n, which, when compared to torsion in the homotopy groups of spheres, is the origin of the hypothesis 2n 2 + n < 2p. Note that the analogous spheres S tα in the homotopy decomposition of ΣSp(n) have dimensions t α = Σ Remark 7.7. The hypotheses on n in Lemma 7.6 for 1 ≤ n ≤ 7 are satisfied in the following cases: n = 1 and p ≥ 5; n = 2 and p ≥ 11; n = 3 and p ≥ 13; n = 4 and p ≥ 19; n = 5 and p ≥ 23; n = 6 and p ≥ 41; n = 7 and p ≥ 53. Again, there may be cases that fall outside the hypotheses but for which the conclusion of the Lemma holds. One example is when n = 4 and p = 17.
By [H] there is a homotopy equivalence Spin(2n + 1) Sp(n), and the list in (1) shows that Spin(2n + 1) is homotopy commutative for the same values of n as Sp(n). Thus Lemma 7.6 implies the following.
Corollary 7.8. Let p be an odd prime. Suppose: (i) n ≤ 13, (ii) 4n < p, and (iii) 2n 2 + n < 2p.
Then there is a group isomorphism [Spin(2n + 1), Spin(2n
The Spin(2n) cases are as follows.
Lemma 7.9. Let p be an odd prime. Suppose: (i) n ≤ 6, (ii) 4(n − 1) < p, and (iii) 2n 2 − n < 2p.
Proof. By [H] , Spin(2n) Sp(n−1)×S 2n−1 . So what we do is modify the calculations in Lemma 7.6
to take into account the extra factor of S 2n−1 . As stated in (1), the hypothesis 4(n − 1) < p implies that Spin(2n) is homotopy commutative. The cell of highest dimension in Spin(2n) is in dimension (3 + 7 + · · · + 4n − 1) + 2n − 1 = 4(1 + · · · + n) − n + (2n − 1) = 2n 2 − n, which, when compared to torsion in the homotopy groups of spheres, is the origin of the hypothesis 2n 2 − n < 2p. The presence of S 2n−1 as a factor of Spin(2n) means that when checking for Z (p) summands one has to take into account more cases. The sequence α of length > 1 that gives the least dimensional Spin(14) , Spin (14)]. The hypothesis n ≤ 6 avoids this case.
Remark 7.10. The hypotheses on n in Lemma 7.6 are satisfied in the following cases: n = 2 and p ≥ 5; n = 3 and p ≥ 11; n = 4 and p ≥ 17; n = 5 and p ≥ 23; n = 6 and p ≥ 37. Again, it may be possible that there are other cases where the conclusion of the Lemma hold which fall outside the hypotheses.
Lemma 7.11. Let p = 5. Then there is a group isomorphism
Proof. We assume throughout that homology is taken with mod-5 coefficients. It is well known that H * (G 2 ) ∼ = Λ(x 3 , x 11 ) and P 1 * (x 11 ) = x 5 . By Theorem 5.1, there is a space A and a map A −→ G 2 such that H * (G) ∼ = Λ( H * (A)). In particular, A is a two cell complex with its cells attached by a
Observe that Λ 2 ( H * (A)) ∼ = {x 14 }, so S 2 (A) S 14 . As stated in (1), G 2 is homotopy commutative when p = 5, so by Corollary 1.3 there is a group isomorphism
It is also well known that there is a 5-local homotopy fibration S 3 −→ B(3, 11) −→ S 11 . By Theorem 7.1, π 14 (S 11 ) = π 14 (S 3 ) = 0 at 5, and so [S 14 , G 2 ] = π 14 (G 2 ) ∼ = 0. On the other hand, by
Theorem 5.2 (b) and (e), G 2 is universal for A and so there is a group isomorphism
7.2. Two-cell co-H spaces. In this subsection we give an explicit calculation of H [B, B] when B is a homotopy associative, homotopy commutative H-space which is universal for a certain two-cell complex. In our case both cells are in odd dimensions, similar calculations were done in [Grb2] when there is both an odd and even dimensional cell.
Let A be a co-H space with two odd dimensional cells. So there is a homotopy cofibration
where is the attaching map, j is the inclusion, and q is the pinch map onto the top cell. If p ≥ 5, then by [Th1, 4.3] there is a homotopy associative, homotopy commutative H-space B which is universal for A and has the property that H * (B) ∼ = Λ( H * (A)). In this case the map i : A −→ B in the definition of the universal property induces the inclusion of the generating set in homology. Let
be the identity map on B. It is an H-map which extends i. In fact, since B is homotopy associative and homotopy commutative, the universal property implies that ι is the unique H-map extending i.
Suppose has order p r . Then as in [Th2, §5] , there is a factorization of the p r -power map on B as In Proposition 7.12 we give an explicit generating set for H [B, B] , provided that
is generated by the homotopy class of c. This is an easy condition to check in the applications we have in mind.
Proposition 7.12. Let p ≥ 5. Let A be a two-cell co-H space with cells in dimensions 2m + 1 and 2n + 1 for n > m. Let B be universal for A and suppose that π 2n+1 (B) ∼ = Z (p) is generated by the homotopy class of c. Then H[B, B] is isomorphic to the free abelian group over Z (p) generated by ι and γ. Equivalently,
Proof. We will show that
We begin by using the universal property of B for A to change the problem into an equivalent one.
Combining the universal property of B for A with the fact that B is homotopy associative and 
determined by sending i and g to themselves is an isomorphism.
The homotopy cofibration sequence
determines a long exact sequence
Observe , B] ∼ = Z (p) and a choice of generator is the inclusion j. Because q * (c) = g and j
there is a short exact sequence of groups
The Five-Lemma therefore implies that the homomorphism Z (p) i, g −→ [A, B] determined by sending i and g to themselves is an isomorphism.
Proposition 7.12 has several applications. By Theorem 7.1, for 1 ≤ k ≤ p − 1 and m ≥ 1, we have π 2m+kq (S 2m+1 ) ∼ = Z/pZ, generated by a stable class commonly named α k . Each α k originates on S 3 , so if m > 1 then α k is a suspension. When m = 1, it is also known that α 1 and α 2 are co-H maps. Let A 2m+kq+1 be defined by the homotopy cofibration
Then A 2m+kq+1 is a co-H space if m > 1 or m = 1 and k = 1, 2. Let B 2m+kq+1 be universal for
is homotopy associative and homotopy commutative, the pinch map
A Serre spectral sequence calculation shows that the homotopy fiber of this map has the homology of S 2m+1 and so is homotopy equivalent to S 2m+1 . Thus there is a homotopy fibration
By [MNT2, §6] or an easy calculation using Lemma 7.1, π 2m+kq+1 (B 2m+kq+1 ) ∼ = Z (p) and c is a choice of generator. Thus Proposition 7.12 implies that there is a group isomorphism
More specific examples are as follows.
Example 7.13. By Lemma 7.11, when p = 5 there is a group isomorphism [
We can now complete the calculation. As noted in the proof of Lemma 7.11, G 2 is universal for a two cell complex A where H * (A) ∼ = {x 3 , x 11 } and P 
Moreover, an argument exactly as in Lemma 7.11 shows that there is a group isomorphism
That is, every self-map of B 2p+1 is homotopic to an H-map, and the H-maps are described explicitly by the group presentation above.
7.3. The non-existence of H-maps. This subsection illustrates how Theorem 1.4 can be used to prove the nonexistence of H-maps. Specifically, we consider
of the Lie groups listed in (2), so by Theorem 5.1 there is a space A such that
and a map A −→ Sp(n) which realizes the inclusion of the generating set. In particular, A has cells in dimensions 3, 7, . . . , 4n − 1. By Theorem 5.2, there is a space B which is universal for A. As S 4m+1 is a homotopy associative, homotopy commutative H-space, Theorem 1.4 implies that there is an injection 
Proof. The cells of A are in dimensions of the form 4j
we have 4j − 1 ≤ (4m + pq) − 5, implying that (4j − 1) − (4m − 1) ≤ pq − 4 and so we can use Theorem 7.1 to determine the groups π 4j−1 (S 4m+1 ). In particular, π 4j−1 (S 4m+1 ) lies in an even stem so any nontrivial element represents an unstable homotopy class. The least dimensional unstable homotopy class of S 4m+1 is in dimension 2(2m + 1)p − 3 = 4mp + 2p − 3. Note that this dimension is of the form 4j − 1 for j = mp + (p − 1)/2. Thus if n < mp + (p − 1)/2, then π 4j−1 (S 4m+1 ) = 0 for 1 ≤ j ≤ n, and we are done.
By [H] , there is a homotopy equivalence Spin(2n + 1) Sp(n). Arguing exactly as above, we have H[Spin(2n + 1), S 4m+1 ] = 0 for p ≥ 5, m ≥ 1, and n < max(mp + (p − 1)/2, m + p(p − 1)/2).
Using this we obtain the following.
Proof. Suppose there is a nontrivial H-map f : SO(2n + 1) −→ S 4m+1 . The double cover map
is an H-map, so composing gives an H-map Spin(2n+1)
The double covering implies that for m ≥ 1 there is an isomorphism [Spin(2n + 1), 7.4. The self-maps of a factor of SU (n). In this subsection we give a more detailed calculation to illustrate the practical benefits of the methods in this paper. We consider the calculation of [B, B] for a certain low rank torsion free H-space B. To describe the space we have in mind, let p ≥ 5. By Theorem 5.2, there is a homotopy decomposition SU (n)
where B i is a homotopy associative, homotopy commutative H-space which is universal for a space A i .
The space A i is a retract of ΣCP n−1 , has the property that H * (B i ) ∼ = Λ( H * (A i )), and there is a map A i −→ B i which induces the inclusion of the generating set in homology. In particular, H * (A i ) ∼ = {x 2i+1 , x 2i+q+1 , . . . , x 2i+(k−1)q+1 } for k = n−i p−1 + 1. The case we care about is B 1 when k ≤ √ 2p .
The group [B 1 , B 1 ] is interesting because it is a subset of [SU (n), SU (n)]. When k = 2, then B 1 is the space B 2p+1 which we have already discussed in Example 7.14. The hypothesis k ≤ √ 2p allows us to consider values of k larger than 2. For example, if p = 7 then k ≤ 3; if p = 11 then k ≤ 4; and if p = 13 then k ≤ 5.
We have H * (B 1 ) ∼ = Λ( H * (A 1 )) where H * (A 1 ) ∼ = {x 3 , x 3+q+1 , . . . , x (k−1)q+1 }. Note that as A 1 is a retract of ΣCP n−1 it is a co-H space, and the condition n ≤ (p−1)(p−3) implies that A 1 has at most p − 3 cells. These properties, together with the H-structure on B 1 and the homological properties linking A 1 and B 1 , let us apply Proposition 4.3 to show that there is a homotopy equivalence
where H * (S i (A 1 )) ∼ = Λ i ( H * (A 1 )) and S 1 (A 1 ) ∼ = A 1 . Further, by Corollary 4.5, there is an isomorphism of groups
Lastly, since B 1 is a factor of SU (n) and the latter is spherically resolved by S 3 , S 5 , . . . , S 2n−1 , it is straightfoward to show that B 1 is spherically resolved by S 3 , S 3+q , . . . , S 3+(k−1)q . The calculation we wish to carry out is the following. If this is true for each 2 ≤ i ≤ k, then the Proposition is proved. The remainder of the proof is to
show that these homotopy groups of spheres are zero.
We begin by showing that the groups π 3i+tq (S 3+jq ) consist only of torsion. The only possibility when a class of infinite order can arise is when 3i + tq = 3 + jq for some i, t, j. Suppose this occurs.
Rewriting, the equality becomes 3(i − 1) = (j − t)q. As 2 ≤ i ≤ k and k ≤ √ 2p ≤ p, we have 4 ≤ 3(i − 1) ≤ 3(p − 1). Within this range, 3(i − 1) can be a multiple of q only if 3(i − 1) = q. But then 3(i − 1) = 2(p − 1) and this equality cannot occur as 3 2 and, by hypothesis, 3 (p − 1). The contradiction means that no class of infinite order exists.
We next show that there are no nontrivial torsion classes. This involves using the bound k ≤ √ 2p to bound the dimension of the possible homotopy groups that can occur, and then to compare these to the known low dimensional homotopy groups of spheres calculated by Toda.
Fix k. As 2 ≤ i ≤ k, the number i(2k − i − 1) increases as i increases. So the bound t ≤ i(2k−i−1) 2 for 2 ≤ i ≤ k says that t ≤ k(k−1) 2
. As k ≤ √ 2p , we then have
≥ 2, we therefore have t ≤ p−2. Next, as k ≤ √ 2p and √ 2p ≤ p, we have 3i ≤ 3k ≤ 3p.
Thus 3i + tq ≤ 3p + (p − 2)q = p + 2 + (p − 1)q < pq − 2.
Hence the homotopy groups π 3i+tq (S 3+jq ) fall within the dimensional range π m (S 3+jq ) for m < pq − 2. Now suppose m < pq − 2. Observe that if j ≥ 1, then π m (S 3+jq ) lies within the stable range.
On the other hand, if j = 0, then unstable elements may also exist in π m (S 3 ). By Theorem 7.1, π m (S 3+jq ) = 0 unless: (i) m = (3 + jq) + (rq − 1) for 1 ≤ r ≤ p − 1 -these classes area all stable, or (ii) j = 0 and m = (3 + jq) + (rq − 2) for 2 ≤ r ≤ p − 1 -these classes are all unstable.
We will show that π 3+tq (S 3+jq ) = 0 by showing that the dimension 3i+tq satisfies neither case (i) nor case (ii). Doing so will complete the proof. For case (i), suppose that 3i + tq = (3 + jq) + (rq − 1)
for some 1 ≤ r ≤ p − 1. Reducing mod-q gives 3i ≡ 2. As 2 ≤ i ≤ k and k ≤ p, the only way this congruence can occur is if 3i = 2 + q, that is, if 3i = 2p. Since we are assuming that p ≥ 5 this equality is not possible as neither 2 nor p are divisible by 3. So this case cannot occur. For case (ii), suppose that j = 0 and 3i + tq = rq + 1 for some 2 ≤ r ≤ p − 1. Reducing mod-q gives 3i ≡ 1. As 2 ≤ i ≤ k and k ≤ p, the only way this congruence can occur is if 3i = 1 + q, that is, if 3i = 2p − 1.
Potentially, this is possible. To show this possibility does not occur under our assumptions, we need to fine tune a bit. We have k ≤ √ 2p and it is trivial to check that √ 2p ≤ p−1 2 if p ≥ 7. Thus for p ≥ 7 we have 3i ≤ 3k ≤ 3 p−1 2 < 2p − 1. If p = 5, then as A 1 has at most p − 3 = 2 cells, we have k ≤ 2 and so i ≤ 2 as well. So again we have 3i < 2p − 1. Thus for p ≥ 5, the equality 3i = 2p − 1 is not possible and so this case cannot occur.
Remark 7.19. In the proof of Proposition 7.18 the only use of the hypothesis 3 (p − 1) was to remove the possibility that infinite summands may appear in π 3i+tq (S 3+jq ). The stated hypothesis is sufficient to do this but not necessary. As infinite summands can only occur when 3i + tq = 3 + jq for allowable combinations of i, t, j, in some cases it is easy to check that no such summands can occur. The 3i + tq side of the equation (noting that i ≥ 2) comes from adding the dimensions of two or more resolving spheres. The 3 + jq side of the equation comes from the dimensions of each of the individual resolving spheres. So whenever those two sets of numbers are disjoint (still assuming that k ≤ √ 2p ), the conclusion of Proposition 7.18 holds. For example, let p = 7 and consider k = 3. Now H * (B 1 ) ∼ = Λ(x 3 , x 15 , x 27 ). 
