Analyzing the behavior of a program running on a processor that supports speculative execution is crucial for applications such as execution time estimation and side channel detection. Unfortunately, existing static analysis techniques based on abstract interpretation do not model speculative execution since they focus on functional properties of a program while speculative execution does not change the functionality. To fill the gap, we propose a method to make abstract interpretation sound under speculative execution. There are two contributions. First, we introduce the notion of virtual control flow to augment instructions that may be speculatively executed and thus affect subsequent instructions. Second, to make the analysis efficient, we propose optimizations to handle merges and loops and to safely bound the speculative execution depth. We have implemented and evaluated the proposed method in a static cache analysis for execution time estimation and side channel detection. Our experiments show that the new method, while guaranteed to be sound under speculative execution, outperforms state-of-the-art abstract interpretation techniques that may be unsound.
paths ahead of time instead of waiting for the path conditions to be satisfied. This is to prevent slower instructions, e.g., memory accesses, from blocking faster instructions. For example, when a program reaches a branching instruction, e.g., if(x>5){...}else{...} where the condition depends on an uncached value of x stored in memory, a non-speculative execution will force the processor to wait, often for tens or hundreds of clock cycles, until x is loaded from memory, whereas speculative execution allows the processor to make a prediction of the branching target and then proceed to execute the predicted branch. During speculative execution, the processor maintains a checkpoint of the CPU's register state, which will be used to roll back the changes if the prediction turns out to be incorrect, i.e., after the value of x is fetched from memory. However, if the prediction turns out to be correct, speculative execution will save time and thus outperform non-speculative execution.
Speculative execution is designed to be transparent to the program running on the processor; that is, it does not affect the program semantics, as the rollback ensures that functional properties are preserved. This is the reason why, in the past, static analysis techniques do not model speculative execution. However, recent vulnerabilities such as Meltdown [36] , Spectre [28] and ForeShadow [55] force the community to take another look because, although speculative execution preserves the CPU's register state, for performance reasons, it does not preserve the states of many other components such as the cache and the pipeline [22, 23] .
To see why this may be a problem, consider the cache state that may be altered by speculative execution and thus affect the timing behavior of the subsequent non-speculative execution, e.g., cache hits may become misses, or vice versa. This is important because an instruction may take only 1-3 clock cycles when there is a cache hit, but tens or even hundreds of clock cycles when there is a cache miss. Static analysis is useful in examining the cache related properties of a program, e.g., to detect information leaks through timing side channels [7, 16, 29, 51, 58] or prove that a computation task always meets the deadline [18, 20] .
For side channel detection, in particular, one may want to know if the program's execution time depends on secret data, e.g., the cryptographic key, security token, or password. For deadline estimation, one may want to know the maximum number of cache misses along program paths, since it corresponds to the execution time in the worst case. In both applications, static analysis must be sound to be useful. By sound, we mean all possible behaviors must be considered. The reason is because, if the analysis fails to take into consideration a certain behavior, e.g., a specific execution, it may miss a bug or security vulnerability, which is not acceptable in critical applications.
Unfortunately, existing abstract interpretation techniques [16, 18, 19, 48] are unsound under speculative execution. Instead, these prior works on abstract interpretation focus more on modeling non-speculative executions, for which numerous techniques have been developed, including widening/narrowing, chaotic iteration, and efficient implementations of abstract domains. Under speculative execution, however, none of these techniques is relevant because the problem is no longer about removing infeasible paths from the over-approximated analysis, but about preventing real behaviors from being excluded. This requires a different set of ideas from what already exist in the literature.
We propose a method for lifting abstract interpretation algorithms so that they are sound again under speculative execution. We have developed two techniques. The first one is a unified way of modeling both non-speculative and speculative executions using virtual control flow. The second one is redundancy removal, which is crucial for reducing runtime overhead while maintaining accuracy.
At a high level, the virtual control flow augments the program's CFG by adding new nodes and edges, e.g., transitions from locations in the body of one speculatively executed branch to the starting point of the other branch, to model the rollback upon mis-prediction. This approach is generally applicable, regardless of how the abstract state is defined and which algorithm is used to compute the fixed point. For example, the abstract state may model side effects on the cache or pipeline [46, 47] , the non-functional properties to be verified may be timing or power [17, 60] , and the abstract domain may be interval [14] or octagonal [40] .
We have implemented the method in a static cache analysis shown in Figure 1 , to compute the memory accesses that correspond to Must-Hits. In this context, our method first computes all possible speculative paths of the program and uses them to augment the CFG. Next, it traverses the speculative CFG to perform abstract interpretation, which computes an abstract (cache) state for each program location. To reduce the runtime overhead, it also bounds the depth and number of speculative executions that abstract interpretation has to consider. This is possible because, in many cases, the abstract states are already computed for some location and thus can be used to bound the speculative executions in other locations. Furthermore, we discover that the accuracy of abstract interpretation is often affected by when abstract states from speculative and non-speculative executions are merged, and we develop a strategy named "just-in-time merging" to minimize the loss of accuracy.
We have implemented our method in LLVM [32] , where the speculative CFG is constructed by an LLVM pass before it is used by abstract interpretation. We evaluated it on two types of benchmarks: cryptographic software and real-time software, where the goal is to detect timing side channels and to estimate the execution time, respectively. In both cases, the instruction set architecture is Alpha 21264, with 32-KB fully-associative data cache, 64 bytes per line, and the LRU replacement policy. Our experiments show that, compared to existing non-speculative methods, our method is able to detect significantly more timing related behaviors, i.e., cache misses and side-channel leaks. Furthermore, our optimizations are effective in reducing the runtime overhead while maintaining the accuracy.
To sum up, this paper makes the following contributions:
• We show why existing abstract interpretation techniques are unsound for speculative execution.
• We propose a method for lifting existing algorithms to make them sound for speculative execution.
• We develop optimizations to safely reduce the runtime overhead while maintaining the accuracy.
• We implement the method and demonstrate its effectiveness on a set of C programs. The paper is structured as follows. First, we illustrate the problem and our solution in Section 2. Then, we provide the technical background in Section 3, before presenting our algorithms in Sections 4, 5 and 6. We present our experimental results in Section 7. We review the related work in Section 8. Finally, we give our conclusions in Section 9.
Motivation
We illustrate some scenarios in which speculative execution affects the cache behaviors associated with a program, and explain why such behaviors are crucial for execution time estimation and side channel detection. Figure 2 shows a program that illustrates divergent cache behaviors under normal and speculative executions as observed in practice [2-4, 12, 25, 26] . Here, we have four variables: ph, l1, l2, and p, which are mapped to different cache lines. Suppose the register value k is 0, the load at line 8 will access ph [0] . We assume the cache has 512 lines in total and 64 bytes per line. We also assume the cache is fully associative, meaning any variable may be mapped to a different line. The place holder variable ph is mapped to the first 510 lines (line 3); in practice, ph may correspond to an assorted set of program variables. Each of the remaining variables, l1, l2 and p, may be mapped to a cache line.
Execution Time Estimation
Depending on the branching condition, either l1 or l2 may be loaded to the cache, but both will result in 512 cache misses. As shown on the left-hand side of Figure 3 , the statement at line 8, accessing ph[0], is always a hit because the content is already in the cache. However, under speculative execution, upon reaching the if-else statement, the CPU needs to load p from memory. Due to a cache miss, it performs a speculative execution of the branch (p==0). If the branch prediction is incorrect and the CPU has to roll back the speculative execution, there will be 514 cache misses (among which 513 cache misses are observable from outside of the CPU) as shown by the right-hand-side trace in Figure 3 .
In this case, the program first speculatively executes the then-branch and loads l1 into the cache, and then rolls back to take the else-branch and loads l2. Although the functional side-effects of executing the then-branch are eliminated by the rollback mechanism, l1 is already in the cache. Since the cache has only 512 lines, following the LRU replacement policy, the first line associated with ph[0] is evicted. This is why the subsequent access to ph[0] will be a cache miss.
For execution time estimation, the non-speculative execution will lead to 512 cache misses plus 1 cache hit, whereas the speculative execution will lead to 513 observable cache misses (and a speculative cache miss masked by the pipeline). The additional cache miss is important because it will cause a significant delay in the execution time. The message from this example is as follows: if a static analysis is not sound in modeling speculative execution, it may underestimate the worst-case execution time and produce a bogus proof that the computation task meets its deadline.
Side Channel Detection
We use Figure 2 again to illustrate a timing side channel made possible by speculative execution. That is, the attacker, by measuring the execution time of a program, may deduce information of the secret data. This time, we assume the variable k stores the secret data, e.g., a cryptographic key, and the value of k is used as an index to access an S-Box-like array named ph. If the time taken by the access varies with respect to k, there is an information leak.
In a non-speculative execution, there cannot be leaks in Figure 2 because, for all paths and values of k, the number of cache misses remains the same. In particular, accessing ph[k] is leak-free because the array is loaded to cache at line 3, and executing either branch at lines 5 and 7 will not evict it. However, similar to what we have observed in the execution time estimation example, speculative execution may execute one of the two branches first, and then roll back to execute the other branch. Since the memory locations associated with both branches must be accessed, which add up to more than 512 cache lines, some of the cache lines associated with ph will be evicted. Therefore, the subsequent load (at line 8) may be a cache miss. The difference in execution time may be observed by the attacker and used to deduce information of the secret k: whether the last statement leads to a cache miss depends on the value of k.
Technical Challenges
The above two examples illustrate the need to soundly model speculative execution. However, there are several challenges. The first one is to model the cache state of a program during speculative execution without drastically altering the abstract interpretation algorithm. The second challenge is to judiciously merge abstract states computed from normal and speculative executions, since when and how to merge them drastically affect the accuracy of the fixed-point computation. Furthermore, since a speculative execution may be rolled back at any moment, the number of scenarios is exponential in the number of speculatively executed instructions. If we have to enumerate, the analysis time will be prohibitively long. Therefore, we group scenarios into equivalence classes, based on which we perform reduction to balance the performance and accuracy.
In the remainder of this paper, we will present our solutions in detail.
Preliminaries
We review the basics of abstract interpretation, as well as the cache, branch prediction, and speculative execution.
Abstract Interpretation
Abstract interpretation [14] is a static analysis framework that considers all paths and inputs to obtain a sound overapproximation of the state at every program location [30, 31, 50] . For efficiency reasons, the state is kept abstract and often represented by a set of constraints in a certain abstract domain. For example, in the interval domain, each constraint is of the form lb ≤ x ≤ ub, where x is a variable and lb,ub are the lower and upper bounds. The join of two states,
Here, ⊔ denotes the join operator, which returns an over-approximation of the set union. If, for example, the polyhedral abstract domain is used, a constraint will be a linear equation and the join operator may be the convex hull.
The purpose of restricting the representation of states to an abstract domain is to reduce the computational overhead. Although various abstract domains may be plugged in, the underlying fixed-point computation remains the same. The fixed-point of states are computed on the program's control flow graph (CFG). Figure 3 . Pipelined execution trace for program in Figure 2 Algorithm 1 Abstract interpretation based static analysis.
end for 12: end while the CFG has a unique entry node and a unique exit node. Inside the CFG, nodes are associated with instructions or basic blocks of instructions, whereas edges represent the control flows, guarded by conditional expressions.
Let Transfer : S × INST → S be the transfer function, which takes a state s ∈ S and an instruction inst ∈ INST as input, and returns the new state s ′ = Transfer(s, inst) as output. s ′ is the result of executing inst in state s.
Algorithm 1 shows a generic procedure that returns, for each CFG node n, an abstract state S[n] as output. S[n] is supposed to be a sound over-approximation of all the possible states at n, regardless of the input values or paths taken to reach n. Initially, S[n] is ⊤ (tautology) for the entry node but ⊥ (empty) for all other CFG nodes. The remaining part of the procedure is a standard worklist-based algorithm for computing the fixed point [42] : starting from the entry node, it computes the states of the successor nodes (n ′ ) based on the transfer function. To ensure convergence, e.g., when the program has loops or is otherwise non-terminating, a widening operator (∇) is needed in addition to join (⊔). However, for brevity, we omit the details; for a complete introduction, refer to [14, 40] .
The actual definitions of abstract state S and transfer function Transfer depend on the application. In this work, we are concerned with the cache state corresponding to a program. We will present our definitions in Section 4.
Cache and Speculative Execution
Cache is a type of small but fast storage to hold frequently used data so that they do not need to be fetched from or stored to the large but slow memory every time. Although this work focuses on the data cache, which is more relevant to our applications, the underlying technique can be extended to the instruction cache as well.
In a typical CPU, e.g., an Intel processor [1] , instructions are fetched from memory and decoded continuously before they are sent to the scheduler for execution. Executing an instruction involves multiple units; speculative execution [53] is an optimization that efficiently utilizes these execution units. During speculative execution, instructions are scheduled in a pipeline as soon as the required execution units are available; for example, while an instruction is waiting for data to be fetched from memory, subsequent instructions may be executed, as long as the program semantics remains the same to observers from outside of the CPU.
Things become complicated when there are branches, however, since the branch prediction unit must make a guess on which branch target to execute. Instructions in the predicted branch will be executed while the branch condition is being evaluated, and will be committed only after the prediction is confirmed to be correct. Upon misprediction, however, the result of speculative execution will be discarded and the execution will be redirected to the correct branch.
The reorder buffer inside the execution unit, among others, is responsible for this rollback: upon a branch mis-prediction, it will not perform register retiring as in a normal execution; instead, it will flush out the affected registers, before restoring the CPU to a previously saved state.
The branch predictor also plays an important role in speculative execution since its accuracy is directly related to the performance of the CPU. However, regardless of the underlying strategies [27, 56, 59] , when a branch prediction turns out to be incorrect, the speculatively executed instructions may leave side-effects on the states of other system components, including the cache. In this work, we are concerned with modeling of such side-effects in abstract interpretation.
Static Cache Analysis
In this section, we present our instantiation of the baseline abstract interpretation algorithm. The goal is to decide, at each program location, whether a memory access always results in a cache hit. Previously, such must-hit analyses were used in execution time estimation [19, 20] and side channel mitigation [7, 16, 58] ; however, they did not model speculative execution.
The Abstract State
Let V = {v 1 , ..., v n } be the set of program variables stored in memory. Each variable v ∈ V may be mapped to a cache line. Let the cache be fully associative with the LRU replacement policy, which means a variable v ∈ V may be mapped to any cache line and, if there is not enough space, the least recently used (LRU) variable will be evicted from the cache. Assume that N is the total number of cache lines, we can define the age of each variable v ∈ V , denoted Age(v), which is an integer ranging from 1 to N + 1. Here, Age(v) = 1 means v resides in the most recently used line, Age(v) = N means v resides in the least recently used cache line, and Age(v) = N + 1 means v is outside of the cache. The cache state S associated with the entire program is defined as S = ⟨Aдe(v 1 ), . . . , Aдe(v n )⟩. In this context, a Must-Hit analysis needs to compute, at each program location, an upper bound of Aдe(v). If the upper bound is less than or equal to N , then v must be in the cache. Otherwise, it is possible that v may be outside of the cache.
The Transfer Function
Let Transfer(S, inst) be the transfer function that models the impact of executing inst in the cache state S: given the current state S = ⟨Age(v 1 ), . . . , Age(v n )⟩, it returns a new state S ′ = ⟨Age ′ (v 1 ), . . . , Age ′ (v n )⟩. If inst does not access memory at all, then S ′ = S. Otherwise, assume that v ∈ V is the variable being accessed in inst, and we compute the new state S ′ as follows:
• For the accessed variable v, set Age
• For variable u ∈ V whose age may be younger than v in S, increment the age of u; that is,
Given the definition of Transfer for an instruction, we define it for a sequence of instructions Insts = {inst 0 , inst 1 , ...inst n } as follows: Transfer(S, Insts) = In the right-hand-side example, however, v is in the cache prior to the execution of the instruction. Thus, existing cache lines fall into two categories. For the variable (u) whose age used to be younger than that of v, the age increases by 1. For the variables (w 1 and w 2 ) whose ages used to be older than that of v, the ages remain the same.
The Join Operator
For efficiency reasons, states computed along two program paths are joined together at the control-flow merge point, to avoid creating an exponential number of states. In the baseline abstract interpretation algorithm, the join operator (⊔) always maintains a single cache state in the result, regardless of how many states are joined. Figure 5 illustrates a join operator that computes, for each variable v ∈ V , the maximum possible age. For example, the ages of variable x were 1 in the state on the left and 3 in the state on the right; thus, the age of x after join is 3. Similarly, for variable z, the ages were 3 and 1; thus, the age after join is 3. However, for k, since its ages were 4 and 4, after join, the age remains 4. We define the join operator in this way because our goal is to conduct a Must-Hit analysis: we know that a variable v ∈ V is definitely in the cache only if v is in the cache according to both states before the join, i.e., Aдe(v) ≤ N and Aдe ′ (v) ≤ N .
Formally, given two states S = ⟨Aдe(v 1 ), . . . , Aдe(v n )⟩ and
Modeling the Speculative Execution
In this section, we lift the baseline abstract interpretation algorithm so that it can soundly model speculative execution.
Augmented CFG with Virtual Control Flow
Given the CFG of a program, we first augment it by adding special nodes and edges, to model all possible control flows produced by speculative executions. These implicit control flows, which will be made explicit in our augmented CFG, are called the virtual control flows. A virtual control flow occurs at every if-else statement where the branching condition depends on some variables stored in memory. In a normal execution, a branch guarded by a condition (c) is explored only when c is satisfied. However, under speculative execution, the branch will be explored (speculatively) by our algorithm even if c is unsatisfiable. Furthermore, upon mis-prediction, the rollback will re-direct the control to the other branch.
To model all these behaviors, we add the following special nodes and edges to the CFG for every branch that may be explored speculatively:
• vn st ar t , which is a special CFG node that denotes the start of a virtual control flow; • vn st op , which is a special CFG node that denotes the end of a virtual control flow.
The edges connecting such nodes, which represent the virtual control flows, fall into five categories: (1) n-vn st ar t ; (2) vn st ar t -n; (3) n-n; (4) n-vn st op , and (5) vn st op -n, where n is a normal CFG node. The edge n-vn st ar t represents the start of a speculative execution: it feeds the state S[n] to vn st ar t , which in turn generates a speculative state SS[vn st ar t ] = S[n]. Then, the newly created speculative state is propagated through the edge vn st ar t -n. Next, it is propagated through the edges n-n and n-vn st op until reaching vn st op -n. One way to add the special nodes and edges is illustrated in Figure 6a . Specifically, for each if-else statement, we add virtual control flow edges from instructions in one of the branch to the entry node of the other branch under the same branching condition.
Here, the blue solid lines represent normal executions, whereas the red dashed lines represent virtual control flows associated with speculative executions of the else-branch. Virtual control flows associated with the then-branch are similar, but omitted in the figure for clarity. The reason why there are more than one dashed lines is because the roll-back point (i.e., location where roll-back occurs) is non-deterministic; to be conservative, we assume it may occur at any moment within the maximum speculation depth.
In practice, the speculation depth is platform-dependent and bounded by a few factors [21, 45] , e.g., the size of the reorder buffer; the maximum number of unresolved branches that the CPU can handle before it stalls; whether there are division-by-zero or floating-point errors in the program; and the number of clock cycles taken to access memory and resolve a branching condition. For simplicity, for example, we assume that the maximum speculative execution depth is provided by the user. In Figure 6a , we assume that inst B is the boundary within which roll-back occurs.
Merging the Speculative Flows
Since we use abstract interpretation to over-approximate the cache states, multiple executions must be merged to reduce the computational overhead. In the baseline algorithm, for example, states from two different paths are joined whenever the program paths are merged in the CFG. In the speculative analysis, we also need to decide when to join the normal and the speculative states. Figure 6 shows three merging strategies in addition to the original no-merging strategy in Figure 6a . Consider Figure 6b , for example, since the executions before the branch entry node are identical, they are merged without losing accuracy; in addition, the speculative executions are merged right before the exit point of the other branch. Recall that the join operator (⊔) used to handle merging is over-approximated, we know that the strategy outlined in Figure 6b is a sound over-approximation of Figure 6a .
To over-approximate even more, consider Figure 6c , which merges all speculative states of the else-branch before reaching the then-branch. However, the merged speculative state is propagated through the then-branch before it is merged with the normal state. In contrast, Figure 6d is a more aggressive over-approximation, which merges the speculative states with the non-speculative state at the entry node of the then-branch. Regardless of the merging strategy, however, our method ensures that the result is a sound over-approximation. Since every time state merging occurs, it may lose information, in general, the later that merging occurs, the more accurate the result is, but there is no guarantee. Furthermore, late merging may lead to a more expensive analysis. Our experimental comparisons of these four strategies show that the one outlined in Figure 6c is the best: it not only obtains significantly more accurate results than the one in Figure 6d , but also runs almost equally fast. Therefore, we have settled down on this strategy: we call it Just-in-Time merging.
Just-in-Time Merging: An Example
Consider the CFG of a branch shown on the left-hand side of Figure 7 , where each basic block refers to a variable (from a to e). The initial cache state, at the top of the figure on the right-hand side, is the state after executing the first basic block, where variables a, b and c are loaded into the cache. Here, the solid arrows represent the normal execution, where either d or e is mapped to the youngest cache line. Since we are concerned with a Must-Hit analysis, after merging at basic block 4, only a, b and c are left in the cache.
Under speculative execution, we may execute the elsebranch before rolling back to execute the then-branch. If we choose to merge the speculative state right after the rollback, the merging would be between d, c, b and a on the one hand, and e, d, c and b on the other hand. The merged state will not contain e anymore, thus losing the important information of speculative execution.
However, if we propagate the speculative state computed from the else-branch through the then-branch and then merge with the non-speculative state, the cache state at basic block 4 will be more accurate. As shown by the dotted arrow T s , variable e is loaded to the cache before d is loaded to the cache; similarly, for F s , variable d is loaded before e is loaded. Finally, when the four states are merged, the result is that only c and b are guaranteed to result in cache hits. Thus, the cache state on the bottom-right of Figure 7 , which corresponds to Just-in-Time merging illustrated in Figure 6c , captures the side effect of speculative execution.
Generalization and Optimization
In this section, we present the generalized algorithm before discussing several optimizations, which help increase accuracy as well as decrease runtime overhead.
Algorithm 2 shows the static analysis procedure that is sound under speculative execution. Given the original CFG of a program, it first constructs an augmented CFG by adding the virtual control flows. Then, it initializes the abstract states for each program location n, including both the default state, denoted S[n], and the speculative state, denoted SS[n]. Next, it starts the fixed-point computation using a worklist based procedure that is similar to that of Algorithm 1.
Algorithm 2 Abstract interpretation under speculation.
if n is a normal CFG node then 8:
Set ss ′ to S [n] if n is a special n s t ar t node, else to ⊥ 12:
Set s ′ to S S [n] if n is a special n s t op node, else to ⊥ 13:
end if 14:
for each n ′ ∈ Successors(VCFG, n) do 15:
end for 21: end while However, when the special CFG node vn st ar t is encountered (Line 11), the default state S[n], which is from the incoming edge, is used to create a speculative state ss ′ ← S[n]; this is to model the side effects caused by the failed speculative execution upon rollback. From then on, both the default state S[n] and the speculative state SS[n] will be propagated through subsequent nodes in the VCFG; at each node n, the transfer function has to be applied to both of them (Lines 8-9 ). This continues until the other special node vn stop is encountered, which transforms the speculative state SS[n] back to s ′ (Line 12) before s ′ is merged into the normal flow.
The Running Example
To illustrate how the algorithm works, consider the example program in Figure 8 , which is a real-time DSP program written in C [25] . The corresponding CFG is shown in Figure 9 , where the red (solid and dashed) edges represent the two virtual control flows. Result from Non-speculative Executions Table 1 shows the cache state computed for each location (basic block) based on only normal executions (black edges in Figure 9 ); this is analogous to running the baseline procedure in Algorithm 1. In Column 2, the variables are arranged according to their ages: the younger variable appears on the left. Initially, the cache is empty. From basic block 1 to 5, we apply the transfer functions: decis_lev takes two cache lines, but since we do not unwind the loop, we do not know its index statically. Thus, we nondeterministically pick one for the first time, decis_lev[1*]. Following the back edge from basic block 4, when decis_lev is accessed again, we conservatively choose the second cache line for decis_lev[2*] to ensure that the cache state remains an over-approximation. Our analysis iterates through the loop three times before it reaches a fixed-point (light gray row) and terminates. Table 2 shows the cache state computed under speculative execution. For clarity, we only focus on the cache states relevant to the speculative executions starting from basic block 5. We use two different colors, blue and red, to differentiate the cache states computed from non-speculative (blue) and speculative (red) executions. By considering speculative executions, it is possible for us to access both quant26bt_pos and quant26bt_neg in a single execution.
Result from Speculative Executions

Execution Time Estimation
The last row of Table 2 , which differs from the last row of Table 1, shows that most of the program variables have older ages than before. This is dangerous because, if the cache is only large enough to hold the first eight variables, there will be an additional cache miss, which may force the program to miss its deadline.
Side Channel Detection The additional cache miss may also lead to side-channel leaks. Figure 10 shows a client program that uses the program in Figure 8 . The application first accepts some input from the user, then processes it using quantl as a subroutine, and finally encrypts the result using a cipher such as AES. Before calling quantl, a look-up table named sbox is loaded; the lookup table will be used by the cipher while it encrypts the data, during which time a secret key is used as the index to access sbox. Figure 10 . The client code that leads to side-channel leaks.
By controlling the input size, a malicious user can force part of the sbox to be evicted from the cache. As a result, for some key values, accessing sbox results in a cache hit, but for other key values, it results in a cache miss. Although timing side channels have been investigated before [7, 16, 24, 58] , these prior works never considered speculative execution. Our contribution, in this context, is to show that even if a program is leak-free under normal execution, it may still be leaky under speculative execution.
Dynamically Bounding Speculation Depth
Although the maximum number of speculatively executed instructions is used to construct the augmented CFG, in practice, the number of speculatively executed instructions can be smaller. For example, when all variables needed to resolve a branching condition are in the cache, speculative execution may be shortened. Since our cache analysis aims to decide whether a variable access is a must-hit, as the analysis continues it may report more must-hit variables, which can be used to bound the speculation depths of other branches.
Thus, we propose an optimization that leverages the musthit variables to dynamically remove virtual control flows that are deemed redundant. Toward this end, we maintain two predefined bounds for each speculative execution, b h and b m , which correspond to the branching condition being a cache hit or miss. (Since b h and b m are platform-dependent, they are set based on input from the user.) By default, we use b m as the bound; but as soon as the branching condition is proved to be a must-hit, we switch the bound to b h . This optimization not only decreases the computational overhead, i.e., by reducing the number of edges in the VCFG, but also increases the accuracy since it results in a potentially tighter over-approximation. In the extreme case where b h = 0, for example, switching to b h means avoiding speculative execution all together, which can avoid many bogus behaviors.
While our focus here is on exploiting changes to the speculation depth due to cache misses, the proposed technique may be extended to exploit other sources of changes, e.g., execution units being busy, or division taking a longer time based on the operands.
Handling the Merges and Loops
The algorithm presented so far uses the join operator (⊔) to over-approximate the union of two abstract states. However, in the presence of loops, it may have limitations: (1) the resulting state may not be accurate enough, and (2) it may take a long time (or forever) to reach a fixed point.
Thus, we add a widening operator [15] to the standard join operation s[n ′ ] ⊔s ′ ; that is, we use (s[n ′ ] ⊔s ′ )∇s ′ instead of s[n ′ ] ⊔s ′ . The idea behind widening (∇) is simple: first, we identify the direction of growth from the state s ′ to the state (s[n ′ ] ⊔ s ′ ); then, we over-approximate (s[n ′ ] ⊔ s ′ ) in such a way that it maximizes the progress along the direction of growth. In the interval domain, for example, if the previous state is s ′ = 0 ≤ x ≤ 3 and the current state is s = 0 ≤ x ≤ 5, the result of widening would be s∇s ′ = 0 ≤ x ≤ +∞. To achieve better accuracy, loops with fixed iteration number will be fully unrolled; only unresolved loops will be widened. Figure 11 shows another loop-related problem. First, variable a is loaded into the cache. Then, inside the loop, every time the branch is executed, Aдe(a) increases by 1. After the join, however, neither b nor c will be in the cache. Thus, eventually, a is evicted from the cache as well. This is not accurate because, during the actual execution, a will never be evicted. With a refined join operator, we will be able to avoid this problem.
We refine the join operator (⊔) by adding extra information into the cache state. Similar to Touzeau et al. [54] , we introduce a shadow variable ∃v for each v ∈ V . Whenever two states are merged and v appears in only one of the two states, the shadow variable ∃v will remain in the merged cache (while the normal variable v will not). Figure 12 shows an example, where both b and e will be replaced with ∃b and ∃e in the final cache state. That is, there exists a path in which variable b or c is cached.
We also revise the transfer function: the shadow variable ∃v will be removed if a concrete reference to v is applied. For example, in Figure 12 , if the variable b is accessed on the merged state, ∃b will be removed from final state. 
[⊥, {∃b, ∃c}, a, ⊥] Figure 13 . The refined join using shadow variables.
For simplicity, we unroll the loop for three times and illustrate the sequence of memory accesses in Figure 13 . The abstract cache states are listed on both sides at each memory access and merge point. With the shadow variables, our cache states are able to reach the fixed-points after only three iterations and avoid evicting a.
Handling Multiple Speculative Executions
Finally, we extend our algorithm so it can independently propagate the speculative states through the virtual control flows, without interfering each other, even if one branching statement is embedded inside another branching statement. 
, n) for all color c ∈ C 10: else 11:
Set s ′ to S S [n][c] if n is node n s t ar t of color c, else to ⊥ 12:
Set ss ′ [c] to S [n] if n is node n s t op of color c, else to ⊥ 13:
end for 21: end while Algorithm 3 shows the procedure, which computes, for each node n in the augmented CFG, a set of states of the form SS[n][c], one for each speculative execution. Let C = {1, . . . , k} be the set of all branches in the program that can be speculatively executed; each 1 ≤ i ≤ k is the index of a branch in this set. We call c = i the color of the i-th speculative execution. While constructing the VCFG, for each c ∈ C, we add a separate set of virtual control-flow edges and nodes, with the color c.
During the fixed-point computation, instead of applying the transfer function once to generate a speculative state ss ′ , the procedure applies the transfer function |C | times, to generate a vector of speculative states ss ′ [c], one for each speculative execution with color c. As such, every speculative execution (of color c ∈ C) is handled separately until the corresponding node n stop (of the same color c) is encountered, in which case the speculative state SS[n][c] is transformed back to a non-speculative state s ′ .
There are alternative ways of presenting the analysis procedure in Algorithm 3, for example, by using the trace partitioning framework developed by Mauborgne and Rival [38] . Also note that, for ease of comprehension, we choose to split the speculative states from the normal states. However, the two types of states may be treated uniformly and processed using a generalized worklist-based algorithm. Assume that the worklist-based algorithm is smart enough, the special merge nodes created for virtual control flows can be viewed as merely optimization hints.
Experiments
We have implemented our method in LLVM [32] and experimentally compared it with a state-of-the-art, non-speculative static cache analysis technique [58] . In our experiments, we used a set-associative cache with the LRU replacement policy, 512 cache lines, and 64 bytes per line. The speculative execution depths, following a cache hit and a cache miss, are set to 20 and 200 instructions, respectively. These bounds were derived from our analysis of the pipelined execution traces produced by GEM5 [8] , a state-of-the-art micro-architecture simulator, with O3CPU, which is a detailed out-of-order CPU model based on the Alpha 21264 processor. Our experiments were designed to answer three questions: (1) Is our method more accurate in detecting cache misses than the existing method, which does not consider speculative execution? (2) Is our method fast enough for practical use? (3) Are the optimizations proposed in Section 6 effective in reducing overhead and increasing accuracy? Tables 3 and 4 show the statistics of our benchmarks, collected from various sources including the Malardalen realtime software benchmark [25] , a commercially representative embedded software suite named MiBench [26] , a high performance patch for SSH (hpn-ssh) [12] , a cryptographic toolkit named LibTomCrypt [2] , the openssh source code [3] , and a Linux kernel for tegra [4] used on Tesla automobiles. These benchmarks are divided into two sets: execution time estimation and side channel detection. The benchmarks for execution time estimation (Table 3) are used as is, whereas the benchmarks for side channel detection (Table 4) are used together with a client program that we wrote, to invoke the benchmark program in a way similar to Figure 10 .
Benchmarks
Effectiveness: Execution Time Estimation
We first compare our method with the state-of-the-art, nonspeculative method [58] . The results are shown in Table 5 . For our method, we also report the number of speculative cache misses (#SpMiss), which are not observable from outside of the CPU, the number of conditional branches that can be speculatively executed, and the total number of iterations of our method on loops.
The results show that our method detected more cache misses, thus highlighting the unsoundness of the existing method and the importance of modeling speculative execution during execution time estimation.
As for the analysis time, our method completed all the benchmarks, although it took a longer time than the nonspeculative analysis due to its focus on being always sound. The reason why it took significantly longer for the gtk benchmark, in particular, is because the program has a large data size (of nearly 3 MB), which led to a large number of variables to be tracked in the abstract cache state. Table 6 compares two merging strategies in terms of the analysis time, the number of cache misses, the number of speculative cache misses, and the number of iterations. The result is somewhat surprising in that although merging at rollback point is more aggressive than just-in-time merging, the later is actually faster. The reason is because merging the speculative state with the normal state right after the rollback point may force the normal state to become a coarser-grained over-approximation. This can lead to a slower convergence to a coarser fixed point, as shown by the data in Columns 5 and 9. However, there are exceptions, indicating that optimal merging in general is problem-specific, and the accuracy depends on the combined effects of branches and loops in a program. Table 7 shows the results for side channel detection, including comparisons of the two methods in terms of the analysis time and whether leaks are detected. In this context, a leak refers to the dependency between the cache behavioral difference and sensitive data; furthermore, whether there is a leak or not often depends on the input buffer size controlled by the (potentially malicious) user. Thus, during experiments, we set the buffer size to various values from 32K bytes (the size of cache we use) down to 0 byte. Generally speaking, the larger the buffer size, the easier that the client program triggers the behavioral difference. Thus we first set the buffer size to 32KB, and starting from there we gradually reduce the buffer size and keep track of the impact of speculative execution on cache state, until the two methods return different results.
Since the benchmarks are mostly cryptographic algorithms, which are relatively small in terms of the number of lines of code, the analysis time is short. Furthermore, our method successfully detected leaks in half of the benchmarks, whereas the existing (unsound) method did not detect leaks in any of them. This highlights the importance of having a sound static cache analysis for speculative execution, e.g., to detect more leaks and avoid bogus proofs (that there is no leak). On one of the benchmarks, des, leaks are detected even if the buffer size is set to 0 because, even without the client program, the benchmark program itself has a user controlled buffer, which can be set to sizes that induce timing side-channel leaks under speculative execution.
As a static analysis procedure, our method may generate false positives. In addition to abstraction, the other source of false positives is modeling of the speculative execution. Therefore, for each of the new leaks detected by our method in Table 7 , we manually inspected the software code and the execution trace. Our inspection confirmed that all of them are indeed real leaks; that is, there exist specific memory/cache layouts and execution traces that induce the leaks.
Related Work
Abstract interpretation [14] is a framework for conducting static analysis and proving properties. Ferdinand and Wilhelm [18, 20] pioneered the use of abstract interpretation in may-and must-hit cache analyses [57] . Others also used similar techniques to detect timing side channels [7, 16, 58] . However, prior works focused primarily on improving abstract interpretation without considering speculative execution.
There are some techniques that consider the impact of speculative execution [34] , but only for the instruction pipeline. In a commercial tool named AIT, speculations are also considered during execution time estimation by leveraging a standalone pipeline analysis as a driver [57] . Since the tool is propriety, details of this analysis have not been made public; therefore, it is not clear how speculative execution is modeled during abstract interpretation.
Our method differs from the large body of work on statistically estimating the worst-case execution time of real-time software [33, 35, 41 ] using either CPU simulators or characteristics of prior simulation results [52] . These techniques, while useful, are not designed to be sound, and hence may not be suitable for the applications that we have in mind, such as detecting side-channel leaks or proving that leaks do not exist. The reason is because, if the analysis is not sound, the proof may not be valid and as a consequence, leaks may be left undetected.
For timing side channels, many analysis and verification techniques [6, 9, 10, 24, 43, 44, 51, 58] have been developed, including the one proposed by Chen et al. [11] , which uses Cartesian Hoare Logic [49] to prove that timing leaks of a program are bounded. Antonopoulos et al. [5] also developed a method for proving the absence of timing channels. However, these methods only consider instruction-induced timing variance while ignoring the cache.
There are also techniques for improving the accuracy of cache analysis, e.g., by using symbolic execution or model checking to refine the cache analysis results [13, 39, 54] and by extending the analysis from single-core to multi-core CPUs [37] . However, none of these techniques considered speculative execution, which is the focus of our work.
Conclusions
We have presented a new abstract interpretation technique that can soundly analyze a program under speculative execution. The goal is to lift existing static analyzers, which were geared toward analyzing only non-speculative executions, so that they become sound also for speculative executions. We have implemented the technique in a static cache analysis tool and evaluated it on two sets of benchmarks, for execution time estimation and side channel detection. Our experimental results show that the method can detect many cache misses and side-channel leaks overlooked by a stateof-the-art non-speculative analysis technique.
