Partitioning is a common approach to developing mixed-criticality systems, where partitions are isolated from each other both in the temporal and the spatial domain in order to prevent low-criticality subsystems from compromising other subsystems with high level of criticality in case of misbehaviour. The advent of many-core processors, on the other hand, opens the way to highly parallel systems in which all partitions can be allocated to dedicated processor cores. This trend will simplify processor scheduling, although other issues such as mutual interference in the temporal domain may arise as a consequence of memory and device sharing. The paper describes an architecture for multi-core partitioned systems including critical subsystems built with the Ada Ravenscar profile. Some implementation issues are discussed, and experience on implementing the ORK kernel on the XtratuM partitioning hypervisor is presented.
Introduction
Mixed-criticality systems are composed of several subsystems, some of which may have a high level of criticality, possibly requiring certification with respect to some domain-specific standard, while some others are not so critical and can be developed using a less demanding verification and validation (V&V) process. Since certification is generally carried out at system level, unless specific arrangements are made all the system components must be certified to the highest criticality level in the system. This is often unfeasible, as lower criticality subsystems may include COTS components that are not amenable to a strict V&V process, and almost always unpractical, as the cost of certification may be unacceptably high.
Although other approaches are possible (see e.g. [3] ), partitioning is a common approach to overcoming this kind of problem. It is based on temporal and spatial isolation (TSI). Subsystems with different levels of criticality are built in such a way that the temporal behaviour of a subsystem does not affect that of other subsystems (temporal separation), and its use of memory is limited to its own memory space, without invading other subsystems' spaces (spatial separation). In this way, critical subsystems can be certified independently of non-critical subsystems, as a possible misbehaviour in the latter cannot compromise the properties of critical parts of the system. This principle can be implemented in different ways. A radical approach is physical separation, by implementing critical and non-critical subsystems on different hardware platforms, possibly communicating by means of well defined links. However, as more and more powerful processors have become available, there is a trend towards implementing mixed-criticality systems on a single computer platform. The concept of Integrated Modular Avionics (IMA) [1] is a well-known example of this approach that has developed in the aeronautic field. The term partitioned systems is commonly applied to this kind of system.
Partitioned systems consists of a number of partitions, running on a shared computer platform. Each partition hosts a different subsystem with a given criticality level. Partitions are isolated from each other both in the temporal and in the spatial domain, although some means of inter-partition communication are usually provided. A separation kernel takes care of implementing temporal and spatial separation by scheduling the execution of partitions and providing separated memory spaces for them. In this way, only the most critical partitions, together with the separation kernel, are required to undergo the certification process.
Virtualization provides a means to divide a single hardware platform into a number of virtual machines, each with a set of virtual resources that are mapped to the available physical resources. This technique can be used to implement partitioning, by making each virtual machine a separate partition, possibly with a different operating system depending on the criticality requirements of the subsystems, or applications, running on it (figure 1). Although there are different approaches to virtualization, it is generally accepted that the best approach for real-time embedded systems is based on the use of a hypervisor or virtual machine monitor [16] . In the recent years we have applied these ideas to real-time systems written in Ada with the ORK+ kernel and the XtratuM hypervisor [9, 10, 21] . The resulting ORK+/XtratuM platform is currently being used to develop some pilot real-time systems, with promising results. The platform currently runs on monoprocessor computers, but as multicore processors are becoming more and more common in embedded systems (see e.g. European Comission [11] ), the need for extending the concepts of partitioned systems to this kind of system has arisen as a natural extension. In the rest of this paper we analyse the implications of using multicore processors to run partitioned systems, and explore some ideas about the implementation of mixedcriticality real-time systems in Ada on top of such kind of architecture.
Multicore processors
In the following we shall assume a multicore processor architecture, where a number of identical processor cores are packaged together in a single chip. All cores share a common memory accessed through a computer bus, and caches may be local or global to all the cores. Cache coherence is ensured by hardware. Other hardware resources, such as timers or bus interfaces, may also be shared.
This kind of architecture is supported by the current Ada standard [2] by means of the packages in the System.Multiprocessors hierarchy. A task may be assigned to a dispatching domain, i.e. a set of processors on which a task may run, and can also be restricted to executing on a particular processor (CPU). In this way, an Ada program can control very precisely the processor on which its tasks run, thus enabling a predictable execution for concurrent and real-time programs [4, 18] .
From the real-time systems point of view, multicore architectures pose some important questions that are not fully solved so far:
• Task scheduling methods and resource control protocols have a high complexity and sometimes exhibit unexpected behaviour [8, 12] . Using a fully portioned approach, with every task running always on the same processor, is often used together with FPPS 1 or EDF 2 within each processor in order to enable an analysable temporal behaviour.
• Cache interference and bus contention introduce additional unpredictability and complexity to executiontime analysis [13, 20] .
• Shared hardware resources may also add uncertainty to the run-time behaviour of multiprocessor systems.
A version of the Ravenscar profile for multiprocessors using Ada 2012 constructs to provide fully partitioned scheduling has been proposed by Ruiz [17] .
Partitioned multicore systems
Mixed-criticality systems can be implemented as partitioned systems on top of a multicore platform. Figure 2 shows a partitioned architecture built with a modified version of the XtratuM hypervisor 3 that has been taken as a basis for the HI-PARTES 4 and MultiPARTES 5 projects.
As in the mono processor architecture, the hypervisor provides an interface with a set of virtual machines that are used to hold partitions, possibly with different operating systems and different criticality levels. However, on a multicore platform each partition can run on one or more virtual processors. Several virtual processors can be mapped to a single physical processor, multiplexing its execution time among all the virtual processors, as is the rule in monoprocessor systems. However, provided there are enough cores, each virtual processor can be mapped to a single physical processor core, thus providing physical parallelism to the execution of partitions. Mixed schemes are also possible.
Indeed, as multicore architectures evolve towards a growing number of processor cores, a fully parallel approach is getting most interesting for mixed-criticality systems. Having one or more physical cores dedicated to each partition simplifies scheduling (see below) and eases temporal separation. However, some problems remain that have to be analysed. The main ones are predictable temporal behaviour, virtualization of hardware devices other than processor cores, and interrupt handling. The next paragraphs discuss more in detail these and other topics.
Processor allocation. In order to enable predictable execution, a static assignment of partitions (or virtual processors) to physical cores is assumed. 1 Fixed-priority pre-emptive scheduling. 2 Earliest-deadline first. 3 See www.xtratum.org for more details. 4 Scheduling. Scheduling in partitioned systems is commonly done in a hierarchical way. A global scheduler multiplexes processor time among partitions, whereas a local scheduler, usually part of the partition OS or kernel, rules the execution of application processes and tasks within each partition. Although different approaches are possible (see e.g. [14, 15, 19] ), we assume here a static, ARINC-like global scheduling method whenever global scheduling is necessary [7] . However, if there are at least as many cores as partitions, as it is likely to become common in the near future, a simpler approach is possible. If each partition is allocated one or more virtual processors that are mapped one-to-one to physical processor cores, there is no need for global scheduling of processor time. All the partitions run in parallel, and only a local scheduler is needed in each partition in order to allocate processor time to the processes or tasks in the partition. Ideally the performance of physically separated systems could be achieved, with a significant reduction in cost. Nevertheless life is not so simple, as partitions still share memory and other hardware resources such as timers and input-output devices.
Temporal separation. Temporal separation can be achieved in a simple way by physical parallelism. If partitions run on separate processors, the temporal behaviour of a partition is independent from other partitions. However, the calculation of WCET must take into account the interference induced by other partitions accessing shared memory or devices. Whenever possible, virtual devices should be assigned dedicated hardware devices in order to reduce such kind of interference.
Spatial separation. Separation of memory spaces between partitions can be enforced by using hardware memory management units (MMU), as in monoprocessor systems.
Interrupt handling. Interrupt sources can be statically assigned to cores by using the programmable interrupt controller (PIC). Notice that input-output registers in the interrupting device can be allocated to the partition to which the core is assigned. In this way, the device can be handled by the partition software without the needed for using hypercalls to manage interrupts or to access registers. Special cases are the programmable interrupt timers, that can be statically assigned to partitions so that partition timing services can be implemented efficiently.
4 Implementing the Ravenscar profile on partitioned multicore systems
The Ravenscar profile was originally designed to achieve predictable tasking in Ada real-time systems [5] . It has found wide acceptation in industry and academy, and has been incorporated into the Ada standard since the 2005 amendment. Since it was developed for monoprocessor platforms, its use in multiprocessor and partitioned systems has to be analysed and, where necessary, implementation mechanisms have to be devised.
Ruiz [17] discussed the extension of the profile to multiprocessor systems. Fully-partitioned fixedpriority pre-emptive scheduling is proposed in order to enable the temporal behaviour to be analysed, in spite of the reduced worst-case schedulable utilization that can arise. The CPU aspect can be used to statically allocate a task to a processor. This proposal was implemented in a version of GNAT for LEON computers [6] . Protected objects used by tasks on different processors were implemented using fair locks (i.e. locks with a bounded blocking time), and interrupt handler affinities are set by the startup routine as there is no high-level mechanism to do it in Ada.
Zamorano et al. [21] considered the extension of Ada real-time services to partitioned systems, and developed an implementation of the Ravenscar profile on top of the XtratuM hypervisor [9] .
A natural extension based on these two approaches can then be proposed in order to implement the Ravenscar profile on partitioned multicore systems. Its basic elements are:
• Partitions are statically allocated to one or more virtual processors, which are mapped one-to-one to physical processors.
• Each partition has an isolated memory space. Isolation is managed by the hypervisor using the underlying MMU hardware.
• Ravenscar partitions are always active and run a single Ada program compiled with the Ravenscar profile. Tasks within the program are statically allocated to processors and are scheduled with a fixedpriority pre-emptive method, as prescribed by the profile.
• Protected operations are accessed using a fair lock, and executed in the processor of the calling task.
• Input-output devices allocated to the partition are not shared with other partitions.
• Interrupt handlers are statically allocated to processors by the hypervisor.
• Dedicated hardware timers are allocated to the partition in order to provide timing services.
An open issue is whether enforcing the Ravenscar profile in a partition is enough to guarantee a fully predictable temporal behaviour. Interference from cache and memory access from other partitions, interrupt handling, and other factors, may influence the execution time of the tasks running in a Ravenscar partition. Another important question is what level of certification can be achieved in a given partition. We are working on a pilot implementation using ORK+ and XtratuM on a multicore LEON3 computer, which we expect will contribute to provide answers to these and other questions.
Conclusions and future work
The trend towards using multicore processors in embedded systems, and the need to run applications with mixed criticality levels on the same computer platform lead naturally to the concept of partitioned multicore systems. The mid-term scenario is one where there are more processor cores than partitions, thus making unnecessary the use of partition scheduling methods such as the kind of static scheduling used in ARINC-653 and other architectures.
We have analysed the implications of such architecture for developing real-time systems using Ada and the Ravenscar profile, and have proposed an implementation scheme based on the assumption that at least one processor core can be exclusively allocated to every partition. Although there are other possible approaches to building partitioned many-core systems, we believe that our proposal is simple to implement and ensures a high level of temporal predictability to critical partitions.
We are working on a pilot implementation of such a system, and we expect to derive additional knowledge from it, including metrics and an assessment of the criticality levels that can be successfully guaranteed with our approach.
