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Abstract
The main result of the paper establishes the strong log-concavity of certain sequences arising
from representation of positive integers with respect to some integer basis. More precisely, given
an integer basis B=(bi)i¿0, for instance bi := bi with b¿ 2, and a positive integer m, let f‘ be
the number of integers between 0 and m having exactly ‘ nonzero digits in their B-representation.
It is shown that (f‘)‘¿0 is log-concave and some estimates for the peaks of these sequences
are given. This theorem is indeed an inequality for elementary symmetric polynomials. It can be
specialized to give the log-concavity of sequences of sums of special numbers, such as binomial
coe5cients, Stirling numbers of the 7rst kind or their q-analogs. These sequences (f‘)‘¿0 can
also be seen as f-vectors of compressed subsets in direct (poset) product of stars, where the
compression is relative to the reverse-lexicographic order.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Many integer sequences arising from combinatorics turn out to be unimodal, or even
log-concave. Although quite natural, these properties are however sometimes di5cult to
prove. See [9] for an excellent survey on this kind of problems, and [1] for an update.
The aim of this paper is to prove the (strong) log-concavity of a sequence de7ned from
representations of natural integers relatively to an integer basis. It is equivalent to some
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inequalities for quotients of sums of elementary symmetric polynomials, evaluated at
particular integers.
Recall that a sequence (fi)i¿0 of nonnegative real numbers is called unimodal
if there exists an index h¿ 0 such that fi6fi+1 for 06 i¡h and fi¿fi+1 for
i¿ h. The sequence is called log-concave if f2i ¿fi+1fi−1 for i¿ 1 and strongly
log-concave if if2i ¿ (i + 1)fi+1fi−1 for i¿ 1. One can easily see that a sequence
which is log-concave and without internal zeros (i.e. there exist no indices i¡ j¡k
with fj = 0 and fi = 0 = fk) is unimodal.
An integer basis is a strictly increasing sequence (bi)i¿0 of positive integers with
the following property: there exists a sequence (ci)i¿0 of positive integers (called
multiplicity sequence) such that every n∈N∗ can be represented uniquely in the form
n=
k∑
i=0
aibi;
with 06 ai6 ci and ak = 0. For instance, the most common integer bases are the
powers of a 7xed integer b¿ 2 (i.e. bi := bi); the associated multiplicity sequences
are constant, given by ci = b− 1 for all i¿ 0.
There is a characterization of integer bases, due to Cantor [2]:
A sequence (bi)i¿0 is an integer basis i6 b0 = 1 and bi divides bi+1 for all i∈N.
Moreover, the multiplicity sequence is unique and given by ci = bi+1=bi − 1; i∈N.
Denition. Let B= (bi)i¿0 be an integer basis; de7ne the map B : N∗ ×N→ N by
B(m; ‘) := #{n∈N :
06 n¡m and n has exactly ‘ nonzero digits in its B-representation}:
The main result of the paper is:
Theorem 1.1. The sequence (B(m; ‘))‘¿0 is strongly log-concave, for any m∈N∗
and any integer basis B.
Let us consider an explicit example. Denote by B2 the basis of powers of 2, that is
bi =2i and ci =1 for all i, and B! the factorial basis, that is bi =(i+1)! and ci = i+1
for all i. Table 1 shows the sequences (B(m; ‘))‘¿0 for small values of m.
Theorem 1.1 is a generalization of the main theorem appearing in [8], where the
result was proved in the particular case where B is the basis of powers of 2. This
particular case is equivalent to inequalities for sums of binomial coe5cients, related to
the Kruskal–Katona Theorem. The present proof follows the same lines as in [8], but is
more involved due to technical di5culties arising from the generalization of binomial
coe5cients to evaluations of elementary symmetric polynomials. The results presented
in this paper were essentially 7rst published in [7].
In Section 2, we recall 7rst the above not so well-known theorem of Cantor. Next,
we give an explicit numerical description of the numbers B(m; ‘), which shows that
Theorem 1.1 is indeed an inequality for elementary symmetric polynomials. We state
the “real version” of Theorem 1.1 that we will prove, and specialize it immediately to
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Table 1
m B2-repr. of m (B2 (m+ 1; ‘))‘¿0 B!-repr. of m (B! (m+ 1; ‘))‘¿0
0 0 (1; 0; 0; : : :) 0 (1; 0; 0; : : :)
1 1 (1; 1; 0; 0; : : :) 1 (1; 1; 0; 0; : : :)
2 10 (1; 2; 0; 0; : : :) 10 (1; 2; 0; 0; : : :)
3 11 (1; 2; 1; 0; 0; : : :) 11 (1; 2; 1; 0; 0; : : :)
4 100 (1; 3; 1; 0; 0; : : :) 20 (1; 3; 1; 0; 0; : : :)
5 101 (1; 3; 2; 0; 0; : : :) 21 (1; 3; 2; 0; 0; : : :)
6 110 (1; 3; 3; 0; 0; : : :) 100 (1; 4; 2; 0; 0; : : :)
7 111 (1; 3; 3; 1; 0; 0; : : :) 101 (1; 4; 3; 0; 0; : : :)
8 1000 (1; 4; 3; 1; 0; 0; : : :) 110 (1; 4; 4; 0; 0; : : :)
9 1001 (1; 4; 4; 1; 0; 0; : : :) 111 (1; 4; 4; 1; 0; 0; : : :)
obtain inequalities for sums of binomial coe5cients, Stirling numbers of the 7rst kind,
and q-analogs of these numbers.
We present in Section 3 some inequalities for quotients of elementary symmetric
polynomials, which could be interesting of their own, and that we will use in Sections
4 and 5. Section 4 is devoted to the proof of Theorem 2.3, the “real version” of
Theorem 1.1. In Section 5 we come back to the unimodality property of the sequence
(B(m; ‘))‘¿0 and give estimates for the peak of this sequence.
The last section will be devoted to a translation of Theorem 1.1 with some poset ter-
minology. This will allow to consider natural generalisations of the sequence
(B(m; ‘))‘¿0 and discuss possible extensions of Theorem 1.1.
2. Preliminaries and particular cases of Theorem 1.1
We 7rst recall a more precise version of Cantor’s Theorem.
Notation. Let B= (bi)i¿0 and C = (ci)i¿0 be sequences of positive integers; set
EC = EC(∞) := {(a0; a1; : : :)∈NN: 06 ai6 ci and #{i: ai ¿ 0}¡∞};
EC(t) := {(a0; a1; : : :)∈EC: ai = 0 for all i¿ t}; for all t ∈N:
Finally, let ’B : EC → N de7ned by ’B(a0; a1; : : :) =
∑
i¿0 aibi.
Observe that a strictly increasing sequence B of positive integers is an integer basis
if and only if there exists a sequence C of positive integers such that ’B : EC → N
is bijective.
Theorem 2.1 (Cantor [2]). Let B;C be sequences of positive integers and assume B
is strictly increasing. Then the following are equivalent:
(i) B is an integer basis;
(ii) ’B : EC(t)→ {0; 1; 2; : : : ; bt − 1} is bijective for all t ∈N;
(iii) b0 = 1 and bi divides bi+1 for all i∈N.
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Note. If B is an integer basis then the unicity of the multiplicity sequence C follows
at once from (ii): since #ECt =
∏t−1
i=0 (ci + 1), we have by (ii) that bt =
∏t−1
i=0 (ci + 1),
hence ct = bt+1=bt − 1, for all t ∈N.
We want to give an explicit formula for the numbers B(m; ‘); this involves the
elementary symmetric polynomials.
We denote by ek the kth elementary symmetric polynomial in the variables
x0; x1; : : : ; xt , that is,
ek(x0; x1; : : : ; xt) :=
∑
06i1¡i2¡···¡ik6t
xi1xi2 : : : xik :
By convention ek(x0; : : : ; xt)=0 if k ¡ 0 or k ¿ t+1 and e0(x0; : : : ; xt)=1 independently
of t. Recall the basic recurrence formula
ek(x0; x1; : : : ; xt) = ek(x0; x1; : : : ; xt−1) + xtek−1(x0; x1; : : : ; xt−1): (1)
Lemma 2.2. Let B = (bi)i¿0 be an integer basis and let m∈N∗. Assume that the
B-representation of m is m=
∑k
i=0 ati bti , with 16 ati6 cti and t0 ¿t1 ¿ · · ·¿tk¿ 0.
Then
B(m; ‘) =
k∑
i=0
e‘−i(c0; c1; : : : ; cti−1; ati − 1):
Proof. Observe 7rst that
B(bt ; ‘) = e‘(c0; c1; : : : ; ct−1);
since for each choice of ‘ indices 06 i1 ¡i2 ¡ · · ·¡i‘6 t − 1 there are ci1ci2 : : : ci‘
ways of choosing a number with these ‘ nonzero digits. It follows that B(abt ; ‘) =
e‘(c0; c1; : : : ; ct−1; a−1). Next we remark the obvious recurrence relation, for m=abt+m′
with 0¡m′6 bt ,
B(abt + m′; ‘) = B(abt ; ‘) + B(m′; ‘ − 1):
Hence the result follows from induction on k.
The obvious “real version” of Theorem 1.1, which is stronger and will be proved in
Section 4, is:
Theorem 2.3. Let R := (r0; r1; : : : ; rt) be a sequence of real numbers ¿ 1. Let k ∈N
and t= t0 ¿t1 ¿ · · ·¿tk¿ 0 be a decreasing sequence of integers. For 06 i6 k, let
si ∈R such that 06 si6 rti − 1 and set Ri := (r0; r1; : : : ; rti−1; si). Then the sequence(
k∑
i=0
e‘−i(Ri)
)
‘¿0
is strongly log-concave.
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2.1. Cases of particular interest
Considering Theorem 1.1 for particular integer bases shows the strong log-concavity
of sequences of sums of weighted special numbers. In each case, the reader is referred
to the given references for the combinatorial meaning of these special numbers.
Note 7rst the formula ek(uc0; uc1; : : : ; uct)= ukek(c0; c1; : : : ; ct). Assume next that the
B-representation of m is
m=
k∑
i=0
bti ;
with t0 ¿t1 ¿ · · ·¿tk¿ 0. Let (ci)i¿0 be the multiplicity sequence of the integer basis
B.
• if ci = u for some u∈N∗ and for all i then
B(m; ‘) =
k∑
i=0
e‘−i(1; 1; : : : ; 1; 0) =
k∑
i=0
(
ti
‘ − i
)
u‘−i ;
a sum of weighted binomial coe5cients.
• if ci = u(i + 1); u∈N∗ 7xed, then
B(m; ‘) =
k∑
i=0
e‘−i(1; 2; : : : ; ti ; 0) =
k∑
i=0
c(ti + 1; ti + 1− ‘ + i)u‘−i ;
a sum of weighted signless Stirling numbers of the 7rst kind (see [5] or [10]).
• if ci = uqi, for 7xed q; u∈N∗, then
B(m; ‘) =
k∑
i=0
e‘−i(1; q; q2; : : : ; qti−1; 0) =
k∑
i=0
q
(
‘−i
2
) [
ti
‘ − i
]
u‘−i ;
a sum of weighted q-binomial coe5cients (see [5] or [10]).
• if ci = u[i + 1], with [i + 1] := 1 + q+ q2 + · · ·+ qi, and u; q∈N∗ 7xed, then
B(m; ‘) =
k∑
i=0
e‘−i([1]; [2]; : : : ; [ti]; 0) =
k∑
i=0
c[ti + 1; ti + 1− ‘ + i]u‘−i ;
a sum of weighted signless q-Stirling number of the 7rst kind (see [4]).
Finally note that by Theorem 2.3, we can assume that u and q are real numbers ¿ 1.
3. Inequalities for quotients of elementary symmetric polynomials
We introduce 7rst a partial order E on N[x] := N[x0; x1; : : : ; xt]. Recall that a multiset
is given by a set S and a map  : S → N∗. We de7ne then a multiset injection as
follows: if S
→N∗ and S ′ 
′
→N∗ are multisets then a multiset injection  : (S; ) →
(S ′; ′) is an ordinary set injection
 :
⋃
x∈S
({x} × {1; 2; : : : ; (x)})→
⋃
x′∈S′
({x′} × {1; 2; : : : ; ′(x′)}):
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If P(x) =
∑
 ∈Nt+1 a x
 ∈N[x], de7ne the multiset Mon(P) of monomials of P(x) by
P :
⋃
a ¿0
{x } → N; P(x ) = a :
To simplify the notation we always mean by (x) the 7rst component of (x; i); that
is, we see  as a map on ground sets only. Moreover, we set (P(x)) :=∑
M∈Mon(P) (M).
Denition. Let P(x); Q(x)∈N[x]; we de7ne
P(x) E Q(x) if there exists a multiset injection  : Mon(P)→ Mon(Q)
such that M divides (M) for all M ∈Mon(P):
It is not di5cult to check that E is indeed a partial order on N[x].
This partial order will be used as a tool to prove—in some cases—that a polynomial
P(x)∈Z[x] is positive when evaluated at positive real numbers. More precisely, de7ne
P+(x); P−(x)∈N[x] to be the positive and negative parts of P(x)∈Z[x], that is P(x)=
P+(x)−P−(x). Suppose you can 7nd  : Mon(P−)→ Mon(P+) such that (M)=M¿ 1
when evaluated at xi = ri ∈R, and this for all M ∈Mon(P−). Then we have shown
that P(r0; : : : ; rt)¿ 0 since we associated with each negative summand a positive one
of greater absolute value.
Lemma 3.1. Let R := (r0; r1; : : : ; rt) with ri ∈R¿0; 16 k6 t +1 and 06 r6min R.
Then
ek(R)
ek−1(R)
¿
k + 1
k
ek+1(R; r)
ek(R; r)
with equality i6 ri = r ∀i:
Proof. Assume 7rst that r = ri ∀i; hence ek(R) =
(
t+1
k
)
rk , which yields
ek(R)
ek−1(R)
=
t − k + 2
k
r =
k + 1
k
t − k + 2
k + 1
r =
k + 1
k
ek+1(R; r)
ek(R; r)
:
Observe next, using (1), that
ek(R)
ek−1(R)
¿
k + 1
k
ek+1(R; r)
ek(R; r)
⇔ ke2k(R)− (k + 1)ek+1(R)ek−1(R)¿ rek(R)ek−1(R):
Set A(x); B(x); C(x)∈N[x] (with x = x0; x1; : : : ; xt) such that A(x) = ke2k(x); B(x) =
(k +1)ek+1(x)ek−1(x) and C(x)= ek(x)ek−1(x). We have to show that A(R)−B(R)¿
rC(R). As a 7rst step we will see that A(x) − B(x)∈N[x]; the second step will be
to prove that C(x) E A(x) − B(x). The crucial point of the proof is that the multiset
injection  will turn out to be a bijection.
A typical monomial of A(x) or B(x) is of the form
M = (xv1xv2 · · · xvp)2xu1xu2 · · · xuq ; with ui; vj all distincts; 06 ui; vj6 t:
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Such a monomial M will be called of type (p; q); moreover, 2p+q=2k if M ∈Mon(A)
or M ∈Mon(B). For a monomial M of type (p; q), we have A(M) = k( 2(k−p)k−p ) and
B(M) = (k + 1)(
2(k−p)
k−1−p). This corresponds to the choice, in the factor ek(x) (resp.
ek−1(x)) of k − p (resp. k − 1− p) among the q= 2(k − p) variables of degree 1 in
M . To show that A(x)− B(x)∈N[x], we remark that
A−B(M) = k
(
2(k − p)
k − p
)
− (k + 1)
(
2(k − p)
k − 1− p
)
=p
((
2(k − p)
k − p
)
−
(
2(k − p)
k − 1− p
))
¿ 0:
In order to prove that C(x) E A(x) − B(x), we de7ne an injection  : Mon(C) →
Mon(A − B). Let M ∈Mon(C) be a monomial of type (p; q); thus, p6 k − 1; 2p +
q = 2k − 1 and C(M) = (2(k−p)−1k−1−p ). De7ne  by “packs of monomials”: for such an
M ∈Mon(C) of type (p; q) let
(C(M)M) :=
q∑
i=1
C(M)
q
Mxui ; with q= 2(k − p)− 1:
In other words,  maps uniformly the C(M) monomials M to the same number of
monomials Mxui of type (p+1; q− 1) in A(x)− B(x). Obviously M divides Mxui and
M ∈Mon(C) implies Mxui ∈Mon(A− B).
To show that  is injective, it is enough to see that, for all M ∈Mon(A−B) we have
A−B(M)¿ (C(x))(M). Let M ∈Mon(A−B) of type (p+1; q); hence p+16 k and
2p+ q+2=2k. We have seen that A−B(M)= (p+1)(( 2(k−1−p)k−1−p )− ( 2(k−1−p)k−2−p )). The
monomials Mi := M (x−1vi ); 16 i6p + 1, are the only monomials N ∈Mon(C) such
that (N ) =M . Since C(Mi) = (
2(k−p)−1
k−1−p ), we get
A−B(M) = (p+ 1)
((
2(k − 1− p)
k − 1− p
)
−
(
2(k − 1− p)
k − 2− p
))
=
p+ 1
2(k − p)− 1
(
2(k − p)− 1
k − 1− p
)
= (C(x))(M):
We have thus obtained that  is bijective; that is, A(x) − B(x) = (C(x)). Of course,
C(x) E A(x)− B(x) in particular.
To conclude the proof, consider the bijection  on the monomials evaluated at xi :=
ri. On the one hand, for each monomial M (x)∈Mon(C) we have rM (R)6 ((M))(R)=
M (R)rui since r6 rui for all i, and therefore A(R) − B(R)¿ rC(R). On the other
hand, A(R) − B(R) = rC(R) implies rM (R) = M (R)rui for all i, hence r = ri for all
i = 0; 1; : : : ; t.
As a corollary we get the following well-known inequalities, frequently used in the
sequel:
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a
b
c
d
e
f
Fig. 1.
Corollary 3.2. Let R := (r0; r1; : : : ; rt) with ri ∈R¿0 and 16 k6 t+1. Then for every
u; v∈R¿0 we have
ek+1(R)
ek(R)
¡
ek+1(R; u)
ek(R; u)
¡
ek+1(R; u+ v)
ek(R; u+ v)
¡
ek(R)
ek−1(R)
:
Proof. Expanding each inequality according to (1), we 7nd in each case
e2k(R)¿ek+1(R)ek−1(R);
which is a particular case of Lemma 3.1.
The following Mediant’s Lemma turns out to be both natural and useful to compare
quotients of elementary symmetric polynomials. Recall that if a; c∈R¿0 and b; d∈R¿0
then
a
c
¡
b
d
⇔ a
c
¡
a+ c
b+ d
⇔ a+ c
b+ d
¡
b
d
and (a+ c)=(b+ d) is called the mediant of a=c and b=d.
Lemma 3.3 (Mediant’s lemma). Let a; c; e∈R¿0 and b; d; f∈R¿0 and assume that
a
b
6
e
f
;
c
d
6
e
f
and c6 e:
Then
a+ c
b+ d
6
a+ e
b+ f
with equality i6 c = e and d= f; or
a
b
=
c
d
=
e
f
:
Proof. Consider the following picture (Fig. 1):
Segments a; c and e are vertical and segments b; d and f are horizontal. The apex
opposite to f of the right triangle formed by arms e and f must be in the shaded
region since c6 e and cd6
e
f . The result is then geometrically obvious if we compare
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hypothenuses’ slopes of the right triangle on arms a + c and b + d and of the right
triangle on a+ e and b+ f (both are drawn with dashed lines).
Lemma 3.4. Let R := (r0; r1; : : : ; rt) with ri ∈R¿0 and 16 k6 t + 4. Then for every
u; v; w∈R¿0 such that u¿ v we have
ek(R; u; v+ w)
ek−1(R; u; v+ w)
¿
ek(R; u+ w; v)
ek−1(R; u+ w; v)
with equality i6 u= v:
Proof. Write the mediants
ek(R; u; v+ w)
ek−1(R; u; v+ w)
=
ek(R; u; v) + wek−1(R; u)
ek−1(R; u; v) + wek−2(R; u)
and
ek(R; u+ w; v)
ek−1(R; u+ w; v)
=
ek(R; u; v) + wek−1(R; v)
ek−1(R; u; v) + wek−2(R; v)
:
The result then follows from Lemma 3.3, using Corollary 3.2.
The previous lemmas allow to give the following estimates for the quotient
ek(R)=ek−1(R):
Corollary 3.5. Let R := (r0; r1; : : : ; rt) with ri ∈R¿0; 16 k6 t+2 and set r := min R
and M := (1=(t + 1))
∑t
i=0 ri. Then
t − k + 2
k
r6
ek(R)
ek−1(R)
6
t − k + 2
k
M;
with equality (in both cases) i6 r =M .
Proof. The 7rst inequality is an application of Corollary 3.2. Write ri = r + vi with
vi¿ 0 for all i and apply the middle inequality of Corollary 3.2 as many times as
there are of nonzero vi. We get eventually
ek(R)
ek−1(R)
¿
ek(r; r; : : : ; r)
ek−1(r; r; : : : ; r)
=
(
t + 1
k
)
rk(
t + 1
k − 1
)
rk−1
=
t − k + 2
k
r:
Trivially, equality occurs iQ ri = r for all i.
For the second inequality, write each ri as M + wi and proceed by induction on
the number of wi = 0. The result is obvious if wi = 0 for all i since ek(r; r; : : : ; r) =
( t+1k )r
k . If some wi are nonzero then let a such that |wa| is nonzero and minimal. Since∑t
i=0 wi=0, there exists an index b with |wb|¿ |wa| and wawb ¡ 0. Apply Lemma 3.4
with u=M; w=wa and v=rb, if wa ¿ 0, or with w=wb and v=ra if wa ¡ 0. We thus
obtain a new fraction, which is strictly greater than the original one. The elementary
symmetric polynomials of this new fraction have fewer components diQerent from the
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mean M of the ri’s and the result follows by induction. Again, the equality condition
is clear.
Finally, a slightly generalized version of Lemma 3.1:
Proposition 3.6. Let R := (r0; r1; : : : ; rt) with ri ∈R¿0; 16 k6 t+1 and r := min R.
Let s∈R¿0 and S := (s0; s1; : : : ; st) with si ∈R such that si¿ ri ∀ i and
∑t
i=0(si −
ri)6 r − s. Then
ek(R)
ek−1(R)
¿
k + 1
k
ek+1(S; s)
ek(S; s)
; with equality i6 r = ri = s= si ∀ i:
Proof. By Lemma 3.1 we get
ek(R)
ek−1(R)
¿
k + 1
k
ek+1(R; r)
ek(R; r)
:
Applying Lemma 3.4 (at most) t + 1 times (with u= ri and w = si − ri) yields
ek+1(R; r)
ek(R; r)
¿
ek+1(S; s)
ek(S; s)
:
Equality’s condition follows from Lemmas 3.4 and 3.1.
4. Proof of Theorem 2.3
We 7x the following notation, for all this section and the next one.
Notation. Let R = (r0; r1; : : : ; rt) be a sequence of length t + 1¿ 1, whose elements
are real numbers ¿ 1. Let k ∈N and t = t0 ¿t1 ¿ · · ·¿tk¿ 0 be a decreasing se-
quence of integers. For 06 i6 k we de7ne the sequence Ri := (r0; r1; : : : ; rti−1; si),
with si ∈ [0; rti ] ⊂ R and set R+i := (r0; r1; : : : ; rti−1; si + 1). Given the sequences Ri’s
we set
f‘ :=
k∑
i=0
e‘−i(Ri) for all ‘¿ 0:
Note that these sequences (f‘)‘¿0 are without internal zeros. On the one hand, f‘=0
if ‘¿ t + 1 since ‘ − i¿ ti + 1 for each 06 i6 k, i.e. each summand e‘−i(Ri) = 0.
On the other hand, f‘ ¿ 0 if 06 ‘6 t for e‘(R0)¿ 0.
Proposition 4.1. Assume that si6 rti − 1 for each i. Then we have
f‘
f‘−1
6
e‘(R+0 )
e‘−1(R+0 )
; for 16 ‘6 1 + max {i: fi ¿ 0}:
Proof. Note 7rst that the condition on ‘ ensures that f‘−1 ¿ 0, which implies
e‘−1(R+0 )¿ 0. This follows since f‘−1 ¿ 0 implies that one at least of the summands
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e‘−1−i(Ri) has to be positive. Consequently, ‘ − 1− i6 ti + 1 for some i¿ 0. Since
t0¿ ti + i, we get therefore t0¿ ‘ − 2, hence ‘ − 16 t0 + 1, which is exactly the
number of nonzero components of R+0 .
We proceed by induction on ‘. If ‘ = 1 we have
f1
f0
6
e1(R0) + 1
1
=
e1(R+0 )
e0(R+0 )
:
Assume now that ‘¿ 1 and set f′‘−1 :=
∑k
i=1 e‘−i(Ri) =f‘ − e‘(R0) for all ‘¿ 1.
If f′‘−1 = 0 then
f‘
f‘−1
=
e‘(R0)
e‘−1(R0) + f′‘−2
6
e‘(R0)
e‘−1(R0)
¡
e‘(R+0 )
e‘−1(R+0 )
;
where the last inequality follows from Corollary 3.2.
If f′‘−1 ¿ 0 then by induction hypothesis,
f′‘−1
f′‘−2
6
e‘−1(R+1 )
e‘−2(R+1 )
:
By Corollary 3.2 and the de7nition of the sequence R+1 , we get
f′‘−1
f′‘−2
6
e‘−1(r0; r1; : : : ; rt−1)
e‘−2(r0; r1; : : : ; rt−1)
:
Now let us consider the mediant f‘=f‘−1 = (e‘(R0) + f′‘−1)=(e‘−1(R0) + f
′
‘−2). To
apply the Mediant’s Lemma 3.3, we check that
f′‘−16 e‘−1(r0; : : : ; rt−2; rt−1 − 1) + e‘−2(r0; : : : ; rt−3; rt−2 − 1)
+ · · ·+ e1(r0; : : : ; rt−‘; rt−‘+1 − 1) + 1
= e‘−1(r0; r1; : : : ; rt−1):
Since e‘(R0)=e‘−1(R0)¡e‘−1(r0; r1; : : : ; rt−1)=e‘−2(r0; r1; : : : ; rt−1) by Corollary 3.2
again, we have by the Mediant’s Lemma
f‘
f‘−1
=
e‘(R0) + f′‘−1
e‘−1(R0) + f′‘−2
6
e‘(R0) + e‘−1(r1; r2; : : : ; rt−1)
e‘−1(R0) + e‘−2(r1; r2; : : : ; rt−1)
=
e‘(R+0 )
e‘−1(R+0 )
;
which completes the proof.
Proposition 4.2. Assume that si ∈ [0; rti ] for each i. Then we have
f‘
f‘−1
¿

e‘(R̂0)
e‘−1(R̂0)
; if e‘−1(R̂0)¿ 0;
0; otherwise;
for 16 ‘6max {i: fi ¿ 0};
where R̂0 is the sequence R0, one of whose minimal positive element has been changed
to zero.
Proof. The same argument as in the beginning of Proposition 4.1’s proof shows that
‘ − 16 t0. Hence e‘−1(R̂0) = 0 iQ ‘ = t0 + 1 and s0 = 0.
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We can clearly assume that e‘−1(R̂0)¿ 0; we have to show that∑k
i=0 e‘−i(Ri)∑k
i=0 e‘−1−i(Ri)
¿
e‘(R̂0)
e‘−1(R̂0)
⇔
k∑
i=0
(
e‘−1(R̂0)e‘−i(Ri)− e‘(R̂0)e‘−1−i(Ri)︸ ︷︷ ︸
Ai(R̂0 ;Ri)
)
¿ 0: (2)
For i = 0 we get
A0(R̂0; R0) = b
(
e2‘−1(R̂0)− e‘(R̂0)e‘−2(R̂0)︸ ︷︷ ︸
B(R̂0)
)
;
where b is the component of R0 which has been changed to zero in R̂0; let us say
that b is the component of index j in the sequence R0. Denote by Ri the sequence
Ri whose last component, si, has been changed to zero, and let Sˆ be the sequence S
whose component of index j has been changed to zero (if S is of length at least j+1
of course). Let d be such that 06d6 k and td6 j¡ td−1. We have for d6 i6 k
Ai(R̂0; Ri) = e‘−1(R̂0)e‘−i(Ri)− e‘(R̂0)e‘−1−i(Ri)︸ ︷︷ ︸
Ci(R̂0)
+ si
(
e‘−1(R̂0)e‘−1−i(Ri)− e‘(R̂0)e‘−2−i(Ri)︸ ︷︷ ︸
Di(R̂0)
)
:
For 16 i¡d we get
Ai(R̂0; Ri) = e‘−1(R̂0)e‘−i(R̂i)− e‘(R̂0)e‘−1−i(R̂i)︸ ︷︷ ︸
Ci(R̂0)
+ si
(
e‘−1(R̂0)e‘−1−i(R̂i)− e‘(R̂0)e‘−2−i(R̂i)︸ ︷︷ ︸
Di(R̂0)
)
+ b
(
e‘−1(R̂0)e‘−1−i(R̂i)− e‘(R̂0)e‘−2−i(R̂i)︸ ︷︷ ︸
Ei(R̂0)
)
+ bsi
(
e‘−1(R̂0)e‘−2−i(R̂i)− e‘(R̂0)e‘−3−i(R̂i)︸ ︷︷ ︸
Fi(R̂0)
)
:
We now associate respectively with the numbers B(R̂0); Ci(R̂0); Di(R̂0); Ei(R̂0)
and Fi(R̂0) the corresponding polynomials B(x); Ci(x); Di(x), Ei(x) and Fi(x)∈Z[x],
where x= x0; x1; : : : ; xt , via ri  xi and st0  xt0 if st0 = 0. For instance, the real num-
ber e‘−i(R̂i) corresponds to the symmetric polynomial e‘−i(x0; : : : ; xj−1; xj+1; : : : ; xti−1),
if i¡d.
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To prove (2), it is enough to see that
xjB(x) D
k∑
i=1
(C−i (x) + xtiD
−
i (x)) +
d−1∑
i=1
xj(E−i (x) + xtiF
−
i (x)):
We have to explicit the negative parts of Ci(x); Di(x); Ei(x) and Fi(x) to de7ne the
wanted map .
Let M ∈Mon(B) : M is of type (p; q), that is, of the form M=(xv1xv2 : : : xvp)2xu1xu2 : : :
xuq with ui’s and vj’s all distincts in {0; 1; : : : ; t} \ {j} and 2p+ q= 2‘− 2; moreover
(see the proof of Lemma 3.1)
B(M) =
(
q
‘ − 1− p
)
−
(
q
‘ − 2− p
)
=
(
2(‘ − 1− p)
‘ − 1− p
)
−
(
2(‘ − 1− p)
‘ − 2− p
)
¿ 0:
Hence B(x)∈N[x]. Set G := C;D; E or F ; a monomial M ∈Mon(Gi) is of the form
M = (xv1xv2 : : : xvp)
2xu1xu2 : : : xuqxw1xw2 : : : xwr ;
with ui’s and vj’s all distincts in {0; 1; : : : ; ti−1}\{j} and ti6w1 ¡w2 ¡ · · ·¡wr6 t
and
2p+ q+ r =

2‘ − 1− i if G = C;
2‘ − 2− i if G = D or G = E;
2‘ − 3− i if G = F:
Such a monomial will be called of type (p; q; r); its coe5cient is given by
Gi(M) =

(
2(‘ − 1− p) + 1− i − r
‘ − i − p
)
−
(
2(‘ − 1− p) + 1− i − r
‘ − 1− i − p
)
if G = C;(
2(‘ − 1− p)− i − r
‘ − 1− i − p
)
−
(
2(‘ − 1− p)− i − r
‘ − 2− i − p
)
if G = D or G = E;(
2(‘ − 1− p)− 1− i − r
‘ − 2− i − p
)
−
(
2(‘ − 1− p)− 1− i − r
‘ − 3− i − p
)
if G = F:
Therefore
M ∈Mon(G−i ) iQ r¿

i + 1 if G = C;
i + 2 if G = D or G = E;
i + 3 if G = F:
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For a monomial M of type (p; q; r), set
’i(M) := Mxwr xwr−1 : : : xwr−i+2 ;
 i(M) := Mxwr−1xwr−2 : : : xwr−i ;
for 16 i6 r − 1, with ’1 = (id). We de7ne
 : Mon
(
k∑
i=1
(C−i + xtiD
−
i ) +
d−1∑
i=1
xj(E−i + xtiF
−
i )
)
→ Mon(xjB)
for every monomial M of type (p; q; r) by
M → xj’i(M) if M ∈Mon(C−i );
xtiM → xjxti’i(M) if M ∈Mon(D−i ) and ti = j;
xjM → xj i(M) if M ∈Mon(E−i ); or M ∈Mon(D−d ) and td = j;
xjxtiM → xjxti  i(M) if M ∈Mon(F−i ):
We easily check that  is well-de7ned, and we have to show that  is a multiset
injection.
Let M ∈Mon(C−m ) of type (p; q; r), with 16m6 k. Hence x−1j (M)∈Mon(B) is
of type (p+m− 1; q+ r −m+ 1); x2wr−i divides (M) for 06 i6m− 2 and x2wr−m+1
does not divide (M). Considering the exponents of these last m variables dividing
(M), we check that
if N ∈Mon(C−n ); then (N ) = (M) iQ n= m and N =M ;
if N ∈Mon(D−n ) and tn = j; then (xtnN ) = (M) iQ n= m and xtnN =M ;
if N ∈Mon(E−n ) or N ∈Mon(D−d ) and td = j; then (xjN ) = (M);
if N ∈Mon(F−n ); then (xjxtnN ) = (M):
Similarly, one also checks that
• If M ∈Mon(D−m ) and tm = j then
(xtmM) = (xtnN ) iQ N =M; for N ∈Mon(D−n );
(xtmM) = (xjN ); if N ∈Mon(E−n ) or N ∈Mon(D−d ) and td = j;
(xtmM) = (xjxtnN ); if N ∈Mon(F−n ):
• If M ∈Mon(E−m ) or M ∈Mon(D−d ) and td = j then
(xjM) = (xjN ) iQ N =M; if N ∈Mon(E−n ) or Mon(D−d );
(xjM) = (xjxtnN ) iQ n= m (hence M ∈ Mon(D−d )) and xtnN =M;
if N ∈Mon(F−n ):
• If M ∈Mon(F−m ) and N ∈Mon(F−n ) then
(xjxtmM) = (xjxtnN ) iQ N =M:
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Consequently, we have to check the following inequalities in order to prove that 
is a multiset injection:
C−i (M)6 xjB((M)); for all M ∈Mon(C
−
i ); 16 i6 k;
D−i (M)6 xjB((xtiM)); for all M ∈Mon(D
−
i );
E−i (M)6 xjB((M)); for all M ∈Mon(E
−
i );
F−i (M)6 xjB((xtiM)); for all M ∈Mon(F
−
i );
D−i (N ) + C−i (xtiN )6 xjB((xtiN )); for all N ∈Mon(D
−
i ); 16 i¡d;
F−i (N ) + E−i (xtiN )6 xjB((xtiN )); for all N ∈Mon(F
−
i ):
We use the easy inequalities (for n¿ 0 and 06m¡ 2n)(
m
n
)
−
(
m
n+ 1
)
6
(
m+ 1
n
)
−
(
m+ 1
n+ 1
)
6
(
2n
n
)
−
(
2n
n+ 1
)
6
(
2(n+ 1)
n+ 1
)
−
(
2(n+ 1)
n+ 2
)
:
The four 7rst computations are similar; let us do the 7rst one: if M is of type (p; q; r)
then
C−i (M) =
(
2(‘ − 1− p) + 1− i − r
‘ − 1− i − p
)
−
(
2(‘ − 1− p) + 1− i − r
‘ − i − p
)
(with r¿ i + 1)
6
(
2(‘ − 1− i − p)
‘ − 1− i − p
)
−
(
2(‘ − 1− i − p)
‘ − i − p
)
6
(
2(‘ − i − p)
‘ − i − p
)
−
(
2(‘ − i − p)
‘ − 1− i − p
)
= xjB((M)):
The two last are also similar; here is the last one: if N is of type (p; q; r), then xtiN
is of type (p; q; r + 1) in Mon(E−i ) and
F−i (N ) + E−i (xtiN )
=
(
2(‘ − 1− p)− 1− i − r
‘ − 3− i − p
)
−
(
2(‘ − 1− p)− 1− i − r
‘ − 2− i − p
)
+
(
2(‘ − 1− p)− i − (r + 1)
‘ − 2− i − p
)
−
(
2(‘ − 1− p)− i − (r + 1)
‘ − 1− i − p
)
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=
(
2(‘ − 1− p)− i − r
‘ − 2− i − p
)
−
(
2(‘ − 1− p)− i − r
‘ − 1− i − p
)
(with r¿ i + 3)
6
(
2(‘ − 2− i − p)
‘ − 2− i − p
)
−
(
2(‘ − 2− i − p)
‘ − 1− i − p
)
6
(
2(‘ − 1− i − p)
‘ − 1− i − p
)
−
(
2(‘ − 1− i − p)
‘ − 2− i − p
)
=xjB((xtiN )):
Hence  is a multiset injection, and the proof is now complete.
Proof of Theorem 2.3. We prove the strict strong log-concavity of the sequence
(f‘)‘¿0, that is, ‘f2‘ ¿ (‘ + 1)f‘+1f‘−1, for all 16 ‘6 max {i: fi ¿ 0}. Assume
on the contrary that there exists an ‘, that we take minimal, for which there exist
sequences Ri as in the statement such that
f‘
f‘−1
6
‘ + 1
‘
f‘+1
f‘
; (3)
with 16 ‘6max{i: fi ¿ 0}. We will show that ‘ is not minimal for this property.
As before f‘ ¿ 0 implies ‘6 t+1. If ‘= t+1 then f‘+1 =0, whence f‘=f‘−1 =0
by (3) and f‘=0, a contradiction. Hence we can assume that ‘6 t. On the one hand,
Propositions 3.6 and 4.1 yield
‘ + 1
‘
f‘+1
f‘
6
‘ + 1
‘
e‘+1(R+0 )
e‘(R+0 )
¡
e‘(R0)
e‘−1(R0)
;
and on the other hand, Lemma 3.1 and Proposition 4.2 yield
f‘
f‘−1
¿
e‘(R̂0)
e‘−1(R̂0)
¿
‘ + 1
‘
e‘+1(R0)
e‘(R0)
:
Together with (3) we get therefore
‘ + 1
‘
e‘+1(R0)
e‘(R0)
¡
f‘
f‘−1
6
‘ + 1
‘
f‘+1
f‘
6
‘ + 1
‘
e‘+1(R+0 )
e‘(R+0 )
¡
e‘(R0)
e‘−1(R0)
: (4)
Set f′r−1 :=
∑k
i=1 er−i(Ri) =fr − er(R0) for all r¿ 0. We must have f′‘ ¿ 0, since
otherwise
‘ + 1
‘
f‘+1
f‘
=
‘ + 1
‘
e‘+1(R0)
e‘(R0) + f′‘−1
6
‘ + 1
‘
e‘+1(R0)
e‘(R0)
;
which contradicts (4). Moreover, we must also have ‘¿ 1, since otherwise by Lemma
3.1
f1
f0
= e1(R0) + 1 =
e1(R+0 )
e0(R+0 )
¿
2
1
e2(R+0 )
e1(R+0 )
;
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which contradicts (4) again (note that f1 = e1(R0) + 1 follows from f′‘−1 ¿ 0). We
conclude that ‘¿ 2 and the real numbers f′‘; f
′
‘−1 and f
′
‘−2 are all positive. This
allows to consider the following mediants:
f‘
f‘−1
=
e‘(R0) + f′‘−1
e‘−1(R0) + f′‘−2
; (5)
‘ + 1
‘
f‘+1
f‘
=
(‘ + 1)e‘+1(R0) + (‘ + 1)f′‘
‘e‘(R0) + ‘f′‘−1
: (6)
By (4) and mediant’s property for (5), we get
f′‘−1
f′‘−2
¡
f‘
f‘−1
:
Similarly with (6) yields
‘ + 1
‘
f′‘
f′‘−1
¿
‘ + 1
‘
f‘+1
f‘
:
Therefore we obtain
‘ + 1
‘
f′‘
f′‘−1
− f
′
‘−1
f′‘−2
¿
‘ + 1
‘
f‘+1
f‘
− f‘
f‘−1
¿ 0;
yielding
f′‘−1
f′‘−2
¡
‘ + 1
‘
f′‘
f′‘−1
¡
‘
‘ − 1
f′‘
f′‘−1
;
which contradicts the minimality of ‘ in (3).
As a corollary, we have of course inequalities analogous to Corollary 3.2:
Corollary 4.3. If si ∈ [0; rti − 1] for each i then we have for every u; v∈R¿0 and
16 ‘6 t∑k
i=0 e‘+1−i(Ri)∑k
i=0 e‘−i(Ri)
¡
∑k
i=0 e‘+1−i(Ri; u)∑k
i=0 e‘−i(Ri; u)
¡
∑k
i=0 e‘+1−i(Ri; u+ v)∑k
i=0 e‘−i(Ri; u+ v)
¡
∑k
i=0 e‘−i(Ri)∑k
i=0 e‘−1−i(Ri)
:
Proof. As in Lemma 3.2, expand each inequality and conclude with Theorem 2.3.
5. Back to unimodality
We keep 7xed the notation (R; t; Ri; R+0 ; f‘) introduced at the beginning of the pre-
ceding section. Moreover, recall that R̂0 is the sequence R0, with one of its minimal
positive elements deleted.
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The log-concavity of the sequence (f‘)‘¿0 implies that there exists an index h;
06 h6 t, such that
1 = f0 ¡f1 ¡f2 ¡ · · ·¡fh¿fh+1 ¿fh+2 ¿ · · ·¿fd ¿fd+1 = 0:
We easily check that if we set h¿ 0 such that 1 = f0 ¡f1 ¡ · · ·¡fh¿fh+1 then
we get fh+i ¿fh+i+1 for all 16 i6d − h: it follows from fh+1=fh6 1 and the
inequalities
fh+i
fh+i−1
¿
h+ i + 1
h+ i
fh+i+1
fh+i
; 16 i6d− h:
The following proposition gives estimates for this index h, that is, for the peak of
the sequence (f‘).
Proposition 5.1. Let r := min R̂0 and M be the arithmetic mean of R+0 ; we have
(#R0)r − 1
r + 1
¡h¡
M
M + 1
(t + 2);
where #R0 is the number of nonzero elements of R0.
Proof. The 7rst inequality follows from Proposition 4.2 and Corollary 3.5:
fh+1
fh
6 1 ⇒ eh+1(R̂0)
eh(R̂0)
¡ 1 ⇒ #R̂0 − (h+ 1) + 2
h+ 1
r ¡ 1
⇔ h¿ (#R̂0 + 1)r − 1
r + 1
:
Similarly for the second one, using Proposition 4.1 and Corollary 3.5:
fh
fh−1
¿ 1 ⇒ eh(R
+
0 )
eh−1(R+0 )
¿ 1 ⇒ t − h+ 2
h
M ¿ 1
⇔ h¡ M
M + 1
(t + 2):
As we have seen in the preceding section, the length of the sequence (f‘)‘¿0 is
about #R0. More precisely,
max {i: fi ¿ 0}=

#R0 + 1 if s0 = 0 and there exists an i¿ 1 such that
ti = t − i and si ¿ 0;
#R0 otherwise:
Since r¿ 1 in Proposition 5.1, the sequence (f‘)‘¿0 increases at least until half of its
length:
Corollary 5.2. h¿ #R0=2.
In the particular case of the usual integer bases Bb of powers of b, the above
estimates for the peak of the sequence (Bb(m; ‘))‘¿0 can be made more explicit.
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Corollary 5.3. Consider the sequence (Bb(m; ‘))‘¿0, where Bb is the integer basis
such that bi=bi ∀i. Then we have |h− (b−1) =b|¡ 2−1=b, where  := logb (m(b−
1)).
Proof. Observe that a nonzero component of R̂0 is necessarily b− 1; hence by Propo-
sition 5.1 we get
#R0(b− 1)− 1
b
¡h¡
M
M + 1
(t + 2);
where M is the arithmetic mean of R+0 . Since x → x=(x + 1) is an increasing function
on R¿0 and 06M6 b− 1, we have
#R0(b− 1)− 1
b
¡h¡
b− 1
b
(t + 2):
It remains to express t and #R0 as functions of m. It is clear that we have Bb(m; ‘)
¿ 0 iQ m¿ 1 + b + b2 + · · · + b‘−1 since this integer is the smallest one using ‘
nonzeros digits in basis Bb. Hence logb (m(b− 1))=  =max{‘: f‘ ¿ 0}.
If s0 ¿ 0 then  = t+1=#R0 and h− (b− 1) =b∈ (−1; 1− 1=b). If s0 = 0 and there
exists no i¿ 1 with ti=t−i and si ¿ 0 then  =t=#R0 and h−(b−1) =b∈ (−1; 2−2=b).
Finally in the remaining cases  =t+1=#R0+1 and h−(b−1) =b∈ (−2+1=b; 1−1=b),
which completes the proof.
6. Toward a generalization of Theorem 1.1
We begin with some terminology. A poset (P;6) is a set P together with a partial
order relation6. A chain is a linearly ordered subset of P; the chain x0 ¡x1 ¡ · · ·¡xk
is of length k. P is graded of rank 2(P) = n if all its maximal chains have length n.
In this case, there is a unique rank function 2 : P → N, i.e. satisfying 2(x) = 0 if x
is minimal and 2(y) = 2(x) + 1 if y covers x. (An element y¿x is said to cover x
if x¡ z6y implies z= y.) We set Nk =Nk(P) := {x∈P: 2(x) = k}. A subset I ⊆ P
is an ideal of P if x∈ I and z¡x imply z ∈ I . The pro;le f(I) of I is the sequence
(fk(I))06k6n, where fk(I) = #(I ∩ Nk) and n is the rank of P.
We will be interested in posets (P;6) given together with an extra linear order 4
on P. In this case, every subset of P is also linearly ordered by 4. Given a subset
E ⊆ P and an integer 16m6 #E, we de7ne the compression operator C by setting
C(m; E) to be the 7rst m elements of E with respect to 4. A linear order 4 on
(P;6) is called compatible with P if x6y implies x 4 y, for all x; y∈P. Note that
if m∈N∗ and m6 #P, then C(m; P) is an ideal if 4 is compatible with P. Finally,
an ideal is called compressed if I = C(#I; P).
We observe 7rst that Theorem 1.1 can be naturally seen in the setting of the poset
Col(C).
Denition. The poset Col(C) is the set EC of the beginning of Section 2, partially
ordered by
(a0; a1; : : :)6 (b0; b1; : : :) if for all i¿ 0; ai = 0 or ai = bi:
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Col(C) is a ranked poset of in7nite rank, with rank function 2 given by the number of
nonzero components. Given a linear order 4 on N1(Col(C)), we de7ne the (ordered)
atomic decomposition {a(i): 16 i6 2(a)} of an element a∈Col(C) by
a(i) ∈N1; a= a(1) + a(2) + · · ·+ a(2(a)) and a(1)  a(2)  · · ·  a(2(a));
where + is the componentwise addition. The linear reverse lexicographic order on
Col(C) is de7ned by
(a0; a1; : : :) ≺ (b0; b1; : : :) if aj ¡bj where j =max {i: ai = bi}:
The following lemma is obvious:
Lemma 6.1. Let B be an integer basis with multiplicity sequence C and let m∈N∗;
then
(B(m; ‘))‘¿0 = f(C(m;Col(C)));
where the compression operator C is relative to the reverse lex order.
Proof. The map
(a0; a1; : : :) →
∑
i¿0
aibi
is a bijection 5 : Col(C)→ N such that 2(a) is the number of nonzero digits of 5(a)
and a ≺ b for the reverse lex order in Col(C) iQ 5(a)¡5(b) as integers, whence the
result is immediate.
As a consequence, Theorem 1.1 can be seen as a statement on pro7les of compressed
ideals in Col(C), where the compression is of course relative to the linear reverse lex
order. This suggests the following question: what happens if we change the linear order
on Col(C)? That is, is it true that the pro7les of compressed ideals, relative to another
compatible linear order, remain strongly log-concave?
Let us introduce the class of regular compatible linear orders on Col(C):
Denition. A linear order 4 on Col(C) is called regular if it is the reverse lex
extension of a given linear order on N1(Col(C)). This means that if a; b∈Col(C) and
A; B are their respective atomic decompositions (A; B ⊆ N1) then
a ≺ b if max {(A ∪ B) \ (A ∩ B)}∈B;
where the maximum is taken with respect to the linear order on N1.
If a = (a0; a1; : : :)∈N1 then let i(a) be the unique index such that ai(a) ¿ 0. The
regular order 4 is called standard if the linear order on N1 satisfy, for any a; b∈N1,
(i) if i(a) = i(b) then a 4 b iQ ai(a)6 bi(b) as integers;
(ii) {i(b): b 4 a and b∈N1}= {0; 1; 2; : : : ; i(a)} is an interval.
Actually, if 4 is any regular order on Col(C), there is an obvious isomorphic poset
Col(C′) together with a standard regular order 4′ such that f(C4(m;Col(C))) =
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f(C4′(m;Col(C′))), for all m∈N. More precisely, there is a unique permutation 6 of
N and a unique bijection  : N1(Col(C))→ N1(Col(C′)), where C′ := (c6(i))i¿0, such
that the regular order 4′ on Col(C′) induced by  is standard. This is best explained
through an example (see Fig. 2). Columns are numbered left to right from 0 and rows
are numbered bottom to top from 1. A square in column i and row j represents the
element a∈N1 such that ai = j, and the linear order on N1 is de7ned via the integer
associated to each square.  maps the k-th square of N1(Col(C)) to the k-th square
of N1(Col(C)′).
Using the atomic decomposition of elements, the bijection  naturally extends to an
isomorphism U : Col(C) → Col(C)′ which (preserves the rank and) transforms 4 to
4′. Hence f(C4(m;Col(C))) = f(C4′(m;Col(C′))), for all m∈N.
The poset Col(C′) with its standard regular order 4′ is called the standardized poset
of (Col(C);4). As we are interested in pro7les of ideals of the type C(m;Col(C)),
this explains why we can restrict our attention to standard regular orders only. Note
that the reverse lex order de7ned at the beginning of the section is standard. A regular
order 4 on Col(C) is called basic if the regular order of its standardized poset is the
reverse lex order.
Theorem 1.1 is therefore equivalent, with this new terminology, to the statement
that the pro7le of C(m;Col(C)) is strongly log-concave, for any m∈N∗, where the
compression operator C is relative to a basic order of Col(C). We believe that the
following more general statement is true:
Conjecture 6.2. Let 4 be a regular order on Col(C) and m∈N∗. Then the pro;le
f(C(m;Col(C))) is strongly log-concave.
We show only that the pro7les appearing in Conjecture 6.2 are also given by sums
of elementary symmetric polynomials, as in the case of the basic orders.
Denition. Fix a regular order 4 on the poset Col(C). For j¿ 0, de7ne ’j : Col(C)→
Col(C) by the following procedure. Let x=(x0; x1; : : :)∈Nk . If j¡k then let y be the
predecessor of x(j+1) in Col(C) and set ’j(x) = z, where
zi :=
{
0 if i = i(x(t)) for some 0¡t6 j;
yi otherwise:
If j¿ k we set ’j(x) := (0; 0; : : :).
By convention, if a = (a0; a1; : : :)∈Col(C) then ek(a) := ek(a0; a1; : : :) (which is
equal to ek(ai1 ; ai2 ; : : : ; ais), where i1; : : : ; is are the indices i such that ai ¿ 0).
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Lemma 6.3. Let 4 be a regular order of Col(C) and let m∈N. Let a be the (m+
1)-th element of Col(C) with respect to 4. Then for all ‘¿ 0, we have
f‘(C(m;Col(C))) =
2(a)−1∑
i=0
e‘−i(’i(a)):
Proof. It is obvious if ‘ = 0 since e0(x) = 1 for all x∈Col(C). Assume now ‘¿ 0
and set I‘ := N‘ ∩ C(m;Col(C)). For each b∈ I‘ there exists a unique i such that
06 i¡2(a) and b = a(1) + a(2) + · · · + a(i) + b′, with b′ ≺ a(i+1). Moreover, there
are exactly e‘−i(’i(a)) such elements b∈ I‘. Hence f‘(C(m;Col(C))) = |I‘| =∑2(a)−1
i=0 e‘−i(’i(a)).
It is easy to see that Proposition 4.1 can be straightforward generalized to regular
orders. However, this is not the case for Proposition 4.2. We end the section with
a 7nal word of support to Conjecture 6.2, necessiting the introduction of Macaulay
posets. The reader is referred to Chapter 8 of [3] for more information, and also for
proofs of the mentioned statements.
Denition. The poset Colt(C) is the 7nite subposet of Col(C) whose set is given
by EC(t) (see beginning of Section 2). The above de7nitions of regular orders and
standardized posets also apply to Colt(C). It is a graded poset of rank t, and its
pro7le is given by (ek(c0; c1; : : : ; ct−1))06k6t .
As we have seen before, the pro7le f(C(m;Col(C))), for any m∈N∗, is of the
form (f0; f1; : : : ; ft ; 0; 0; : : :), for some t = t(m)∈N and with fi ¿ 0. Hence f(C(m;
Col(C))) = f(C(m;Colt(C))) and it is of course su5cient to investigate the pro7les
of compressed ideals in the 7nite subposet Colt(C) of Col(C).
Denition. If x∈P, we set 7(x) := {y∈P: x covers y} and 7(E) := ∪x∈E7(x) if
E ⊆ P. A 7nite ranked poset (P;6) is called a Macaulay poset if there exists a linear
order 4 on P such that, for all 16 k6 2(P) and all F ⊆ Nk , we have
VC(#F; Nk) ⊆ C(#VF; Nk−1):
A Macaulay poset (P;6 ;4) is called shadow increasing if, for all 16 k ¡2(P) and
16m6 min {#Nk; #Nk+1},
#VC(m;Nk)6 #VC(m;Nk+1):
It is known that Colt(C) is a Macaulay poset for the regular order 4 if its stan-
dardized poset (Colt(C′);4′) is such that (i) c6(0)¿ c6(1)¿ · · ·¿ c6(t−1) and (ii)
N1(Col(C′)) is linearly ordered by a ≺ b iQ ai(a) ¡bi(b), or ai(a)=bi(b) and i(a)¡i(b).
Note that this linear order is not basic in general. This result 7rst appeared in [3,
Corollary 8.1.3], but several authors contributed to it; see [3] for exact attributions.
Moreover, it was recently proved [6] that (Colt(C);6 ;4) is a shadow increasing
Macaulay poset. These results allows us to use the following statement [3, Proposition
8.1.6]: the pro;le of a graded shadow increasing Macaulay poset is unimodal.
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Consider the pro7le f(C(m;Colt(C))), where the compression is relative to the
above Macaulay order 4 of Colt(C). The subposet C(m;Colt(C)) is itself trivially,
by restriction, a shadow increasing Macaulay poset. Since it is not graded in general,
let us consider only the subposet Tm of C(m;Colt(C)) given by
Tm := {x∈Colt(C): 2(x)6 2(a)};
where a is the mth element of Colt(C) with respect to the Macaulay order 4. The
poset Tm is a graded shadow increasing Macaulay poset, and therefore its pro7le is
unimodal. Note 7nally that the pro7le of Tm satis7es fi(Tm) = fi(C(m;Colt(C))), for
06 i6 2(a), which ensures unimodality of the 7rst elements of f(C(m;Col(C))).
Thus, we have proved that for the (nonbasic) regular Macaulay orders of Colt(C),
the 7rst 2(a) components of the pro7les f(C(m;Colt(C))) are unimodal, where a is
the mth element of Colt(C). Of course, this is very weak in regard to Conjecture 6.2.
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