We present a type system with subtyping for a strongly normalizing, Curry-style language. Our type constructors include sum and product types, universal and existential quantifiers, inductive and coinductive types. Soundness and strong normalization are shown semantically by constructing a realizability model. We argue that the system is suitable for practical use based on our experience with a prototype implementation. To support this claim, we consider several examples of applications. For instance, the system is able to type recursors for datatypes encoded in the pure λ-calculus, using a representation due to Dana Scott. Other examples include injections between mixed inductive and coinductive types.
Introduction
Polymorphism and subtyping are essential for programming in a generic way. They lead to programs that are shorter, easier to understand and hence more reliable. Although polymorphism is widespread among programming languages, only limited forms of subtyping are used in practice (e.g. polymorphic variants [7] , modules [18] ). Overall, subtyping is useful for both product types (e.g. records or modules) and sum types (e.g. polymorphic variants). It provides canonical injections between a type and its subtypes. For example, unary natural numbers may be defined as a subtype of unary integers.
The downside of subtyping is that it is difficult to incorporate in complex systems such as Haskell or OCaml. For instance, the latter provides polymorphic variants [7] for which complex annotated types are inferred. For example, one would expect 'F] in which subtypes and supertypes are explicitly tagged. This is not very natural and hides a complex mechanism involving polymorphic type variables.
In this paper, we show that it is possible to design a practical type system based on subtyping. It can be implemented easily using standard unification techniques and following its typing and subtyping rules (Figures 1 and 2 ). In particular, the typing and subtyping procedures never backtrack since they are directed by the syntax of terms and types respectively.
Our motivation being the design of a practical programming languages, we consider a reasonably expressive calculus. It is based on System F extended with SML-style records, polymorphic variants, existential types, inductive types and coinductive types. Our system is Curry style (a.k.a. implicitly typed), which means that polymorphic and existential types are interpreted as intersection and union types respectively. Type annotations are provided in the implementation to guide the typing algorithm, however they are not part of the theoretical type system. Working with such a large set of complex features requires us to introduce the technical innovations that are listed and discussed below. the denoted properties. For example, εX(t / ∈ B) is a type such that t does not have type B[X := εX(t / ∈ B)]. Intuitively, εX (t / ∈ B) is a counter-example to t : ∀X.B. Hence, to show t : ∀X.B, it will be enough to show t : B[X := εX (t / ∈ B)]. As a consequence, the usual typing rule for universal quantifier introduction is subsumed by the following local subtyping rule. 2 t ∈ A ⊂ B[X := εX(t / ∈ B)] t ∈ A ⊂ ∀X.B In conjunction with local subtyping, choice operators allow the derivation of valid permutations of quantifiers and connectors. For instance, Mitchell's containment axiom [4] 
∀X.(A → B) ⊂ (∀X.A) → (∀X.B)
can be easily derived. Consequently, our type system mostly contains typing and subtyping rules that are syntax-directed. In particular, we do not have a transitivity rule for subtyping. It is not a problem since such a rule cannot be implemented. Indeed, it would require the system to guess an intermediate type. Transitivity is generally admissible in subtyping systems. In our system however, it is an open problem whether a form of transitivity is admissible.
Uniform ordinal induction for sized types. Inductive and coinductive types are generally handled using types µX.F (X) and νX.F (X) denoting the least and greatest fixpoint of a covariant parametric type F . Here we use sized types µκX.F (X) and νκX.F (X) [2, 11, 28] , where κ denotes an ordinal. Intuitively, these types correspond to κ iterations of F on the types ⊥ and ⊤ respectively. These types can hence be unfolded to F (µτ X.F (X)) and F (ντ X.F (X)), where τ is an ordinal smaller that κ. When κ is maximal, the usual semantics is recovered.
In this paper, we introduce a uniform induction rule for local subtyping. It is able to deal with many inductive and coinductive types at once. As a consequence, our system is suitable for handling subtyping between mixed inductive and coinductive types.
Facing undecidability. Typing and subtyping are likely to be undecidable in our system. Indeed, it contains Mitchell's variant of System F [4] , for which both typing and subtyping are undecidable [29] . We believe that there are no practical complete semialgorithms for such extensions of System F. Instead, we propose an incomplete semi-algorithm that may fail or even diverge on a typable program. In practice we almost never meet non termination, but even in such an eventuality, the user can interrupt the program to obtain a standard type error message. The typing rules being syntax-directed, type-checking can only diverge when checking a local subtyping judgment. In this case, a relevant error message can be built using the last applied typing rule.
We conjecture that our system is complete (i.e. may succeed on all typable programs) provided that enough type annotations are given. In practice, the required amount of annotations correspond to what a human would need to understand the program (see Section 5) . Our experiments indicate that our system provides a similar user experience to statically typed functional language like OCaml or Haskell. In fact, such languages also require type annotations for advanced features like polymorphic recursion.
Properties of the system. The language and type system defined in Section 2 have three main properties: strong normalization, type safety and logical consistency (Theorems 3, 4 and 5). They follow from the construction of a realizability model presented in Section 3, and are consequences of the adequacy lemma (Theorem 2). This central result establishes the compatibility of the model with the language and type system. 2 Note that no freshness constraint is required thanks to choice operators.
Implementation.
As a proof of concept, we implemented a toy programming language based on our system. It is called SubML and is available online [16] . Aside from a few subtleties described in Section 4, the implementation is straightforward and remains very close to the typing and subtyping rules of Figures 1 and 2 . Although the system is relatively expressive, its simplicity allows for a very concise implementation. The main type-checking functions require less than 400 lines of OCaml code. The full implementation, including parsing, evaluation and L A T E X pretty printing is less that 3000 lines long.
SubML provides literate programming features (inspired by PhoX [23] ) that can be used to generate L A T E X documents. In particular, the examples presented in Section 5 (including prooftrees) have been generated using SubML and are therefore machine checked. Moreover, many examples of programs (more that 1000 lines of code) are provided as part of SubML's standard library. They are not included in this paper but can be used to verify that the system is indeed usable in practice.
Applications. In addition to classical examples, our system allows for applications that we find very interesting (see Section 5) . As a first example, we can program with the Church encoding of algebraic data types. Although this have little practical interest (if any), it requires the full power of System F and is a good test suite for polymorphism.
Church encoding is known for having a bad time complexity. To solve this problem, Dana Scott proposed a better encoding using a combination of polymorphism and inductive types [1] . For instance, the type of natural numbers can be defined as
where µX.F (X) denotes the least fixpoint of a covariant parametric type F . Contrary to Church numerals, this encoding admits a constant time predecessor of type N → N.
In general, recursion for Scott encoding requires some specific typing rules using a recursor like in Gödel's System T. In contrast, our system is able to derive the typing of a recursor encoded as a λ-term, without extending the language. This recursor was shown to the second author by Michel Parigot. We then adapted it to other algebraic data types, showing that Scott encoding can be used to program in a strongly normalisable system with the expected asymptotic complexity. In general, recursors for Scott encoded data require a non-trivial interaction between polymorphism and inductive types.
We also discovered a surprising coiterator for streams encoded using an existentially quantified type as an internal state.
Here νX.F (X) denotes the greatest fixpoint of a covariant parametric type F . The type S can indeed be though of as an abstract internal state, as it must be used to progress in the computation of the stream. Contrary to Church or Scott encoding of datatypes, the product that we use in the definition of streams does not need to be encoded using polymorphism. As a consequence, our definition of streams may have practical interest.
This leads to the following open question: what are the derivable induction and coinduction schemes in our system? A first step, is to consider subtyping in the context of mixed induction and coinduction. For instance, our system is able to derive subtyping relations such as
for a given covariant type F with two parameters. When we restrict ourselves to types without universal and existential quantifiers, our experiments tend to indicate that our system can be extended to-ward a complete subtyping relation using the size change principle [14] . This has already been implemented in SubML [16] .
As another example of application, it is possible to take advantage of the presence of choice operators in types to provide type abstractions for universal types. Such a feature is required to be able to annotate subterms of polymorphic functions with their types. This enables us to write Id : ∀X.X → X = ΛXλx : X.x like in Church style (a.k.a. explicitly typed) systems.
An even more interesting application of the choice operators in types is the dot notation for existential types. It allows the encoding of a module system based on records. For instance, we can encode an ML signature for isomorphisms with the following type.
For any term h : Iso, the following syntactic sugars can be defined to allow access to the abstract types T and U .
The first choice operator denotes a type T such that h inhabits the type ∃U {f : T → U ; g : U → T }. As our system never infers polymorphic or existential types, we can rely on the name given to the bound variables by the user. This new approach to abstract types seems simpler than previous work like [5] .
Related work. The language presented in this paper is an extension of John Mitchell's System F [4] , which itself extends JeanYves Girard and John Reynolds's System F [8, 25] with subtyping. Our subtyping algorithm extends previous work [3, 21] to support mixed induction and coinduction with polymorphic and existential types. In particular, we improve on an unpublished work of the second author [24] .
Our system is related to sized types [11] since we annotate inductive and coinductive types with ordinals. Such a technique has already been used for handling induction and coinduction [2, 28] , but it is here extended with a more general induction principle. Sized-types fit very well in our system as they are closely related to subtyping. In particular, iterations of a fixpoints to related ordinals can be related via subtyping. In our context, sized types are not directly used for termination checking.
Subtyping has been extensively studied in the context of MLlike languages, starting with the work of Roberto Amadio and Luca Cardelli [3] . Recent work includes the MLsub system [6] , which extends unification to handle subtyping constraints. It relies on a flow analysis distinction between input types and output types borrowed from the PhD thesis of François Pottier [22] .
Language and Type System
Our language is formed using three syntactic entities: terms, types and ordinals. In this paper, syntactic ordinals are used to annotate inductive and coinductive types. Although our system is Curry-style (a.k.a. implicitly typed), terms and types need to be defined simultaneously due to the presence of choice operators in terms. 
Record fields are named using labels of the set L = {l, l1, l2 . . . } and constructors are taken in the set C = {C, C1, C2 . . . }. A term of the form εx∈A(t / ∈ B) should not have any free term variables. For example the term λy.εx∈A(y x / ∈ B) is invalid. We also forbid types of the form µτ X.A or ντ X.A with negative occurrences of X in A. Occurrences of type variables in terms are neither positive nor negative, therefore they cannot be bound by fixpoints.
The term language contains the usual syntax of the pure λ-calculus extended with records, projections, constructors and pattern matching (see the reduction rules below). A term of the form εx∈A(t / ∈ B) corresponds to a choice operator denoting a closed term u of type A such that t[x := u] does not have type B. The restriction to closed choice operators is necessary for their interpretation in the semantics.
In addition to the usual types of System F, our system provides sums and products (corresponding to variants and records), existential types, inductive types and coinductive types. Our least and greatest fixpoints carry size information in the form of syntactic ordinals. Two choice operators εX(t ∈ A) and εX (t / ∈ A) are also provided. Like choice operators in terms, they correspond to witnesses of the property they denote and will be interpreted as such in the semantics. Contrary to choice operators in terms, they do not need to be closed. 
Note that bad terms corresponding to runtime errors are reduced to a diverging term Ω for termination to subsume type safety.
Notations and conventions.
To lighten the syntax and reduce the need for parentheses, we consider binders to have the lowest priority. This means that λx.x x and ∀X.A → B denote λx.(x x) and ∀X.(A → B) respectively. Binders can be grouped, hence λx y.t denotes λx.λy.t and ∀X Y.A denotes ∀X.∀Y.A. We use the notations µX.A and νX.A for the usual inductive and coinductive types defined as µ∞X.A and ν∞X.A respectively. We sometimes use the letter F to denote a type with one parameter X → A. We will hence write F (µκF ) for A[X := µκX.A]. Pattern matching and records can be expanded to obtain expressions of the forms
and {l1 = t1; . . . ; ln = tn}. Similar notations are used for the corresponding types. Labels and constructors should always be unique in such structures, consequently their order is irrelevant. In a pattern matchings we will sometimes use the notation Cx → t to denote C → λx.t. If C is a constructor, the notation t.C corresponds to the term 
Definition 4.
The syntactic ordinals are equipped with ordering relations κ ≤ τ and κ < τ defined using the following rules. 
The ordering relations over ordinals and types only contain syntax-directed rules. As a consequence, they can be immediately implemented as a deterministic and terminating function. In particular, this is the case because they do not include transitivity rules. The relation A ≤ B will be used by our general subtyping procedure for checking subtyping up to ordinals. Note the contravariance on ordinals for coinductive types.
Definition 6.
In addition to usual typing judgments of the form t : A, we introduce local subtyping judgements of the form t ∈ A ⊂ B meaning "if t has type A, then it also has type B". Usual subtyping judgments of the form A ⊂ B are then encoded using εx∈A(x / ∈ B) ∈ A ⊂ B. The typing and subtyping rules of the system are given in Figures 1 and 2 respectively, with the exception of the induction rule that is discussed below.
Thanks to local subtyping judgements, quantifiers can be handled in the subtyping part of the system. Using choice operators allows for valid commutations of quantifiers with other connectors, without changing the syntax-directed nature of the system. Our judgements have the peculiarity of not carrying any context. 3 Indeed, choice operators are used to substitute free variables denoting terms or types.
Induction rule. We now give a local subtyping allowing proofs by ordinal induction in proof trees.
For the rule to apply, the ordinals {κi}i∈I have to appear in A or in B, and I has to be non-empty. The constrained ordinal variables {α i≤κ i }i∈I are fresh in the conclusion. In other words, they cannot appear in A, B or t. The name of the rule Im contains a number m (unique in the branch of the proof) that maintain the link with the corresponding axioms labeled Hm. The relation < * on ordinal tuples denotes any lexicographic ordering. With this definition, correctness of the system is ensured: the axiom Hm are valid induction hypothesis on smaller tuples. But as discussed later, it is not enough for the completeness of the implementation.
As an example, the judgment t ∈ µτ X.A ⊂ νκX.B is a valid conclusion for the induction rule. In this case, the application of the induction rule corresponds to a proof of µαX.A ⊂ ν β X.B by induction on the tuple of ordinals (α, β). We can assume that these ordinals verify α ≤ τ and β ≤ κ. This is expressed in the premise of Im, which consists in a general subtyping judgement. It is not restricted to a local subtyping judgement over t, and hence the induction hypothesis Hm can be applied to local subtyping judgements over arbitrary terms. Figure 4 provides an example of a proof using the induction rule.
Realizability Semantics
In this section, we build a realizability model that is shown adequate with our type system. In particular, formulas are interpreted using sets of strongly normalizing pure terms.
Definition 7.
A term is said pure when it does not contain choice operators εx∈A(t / ∈ B). We denote Λ ⊆ Λ the set of pure terms.
Definition 8.
We say that a pure term t ∈ Λ is strongly normalizing if there is no infinite sequence of reduction starting from t. We denote N ⊆ Λ the set of strongly normalizing pure terms.
Definition 9. The set H of head contexts (i.e. terms with a hole in head position) is generated by the following grammar.
H ::= [ ] | H t | H.l | [H | (Ci → ti)i∈I]
Given a term t and a head context H we denote H[t] the term formed by plugging t into the hole of H.
Definition 10. We say that a set of pure terms Φ ⊆ Λ is saturated if the following conditions hold.
•
• If H[t u] ∈ Φ and for all i ∈ I we have ti ∈ N , then
• If H[t] ∈ Φ and for all i ∈ I we have ti ∈ N , then
3 However, ordinal variable constraints may be seen as a form of context. Proof. The proof can be carried out using techniques found in [13] , by first showing that arbitrary infinite reductions can be transformed into infinite standard reductions. The proof of a similar result can be found in the work of Karim Nour and Khelifa Saber [20] , however it is more complex due to specific reduction rules for classical logic and commutative cuts. Finally, a general framework for proofs using reducibility candidates can be found in the work of Colin Riba [26, 27] .
Definition 11. The set of neutral terms N0 is defined as the smallest set of terms such that:
1. For every λ-variable x we have x ∈ N0. 2. For every u ∈ N and t ∈ N0 we have t u ∈ N0.
3. For every l ∈ L and t ∈ N0 we have t.l ∈ N0. 4. For every (Ci, ti)i∈I ∈ (C × N ) I and t ∈ N0 we have
Lemma 2. We have N0 ⊆ N .
Proof. Simple induction on the definition of N0, using the fact that the terms of N0 never contain a redex in their left branch.
Definition 12.
Given two sets Φ1 ⊆ Λ and Φ2 ⊆ Λ, we define (Φ1 → Φ2) ⊆ Λ as follows.
Lemma 3. Let Φ1, Φ2, Ψ1, Ψ2 ⊆ Λ be sets of terms such that
Proof. Immediate by definition.
Proof. By Lemma 2 we know that N0 ⊆ N and hence we obtain (N → N0) ⊆ (N0 → N ) using Lemma 3. If we take t ∈ N0, then by definition t u ∈ N0 for every u ∈ N . Therefore we obtain N0 ⊆ (N → N0). Finally, if we take t ∈ (N0 → N ) then by definition t x ∈ N since x ∈ N0. Hence t ∈ N , which gives us
To simplify the definition of the semantics, the syntax of terms, formulas and ordinals is extended with elements of their respective models (Definition 13). Hence, we first need to give the domain of interpretation for each of the three syntactic category.
• A closed term t ∈ Λ is interpreted by a pure term t ∈ Λ . We therefore interpret terms with choice operators using (possibly open) pure terms.
• A formula A ∈ F is interpreted by a saturated set of pure terms A such that N0 ⊆ A ⊆ N . We denote F the set of every such type interpretation. Figure 3 . The semantics of terms and types need to be defined mutually inductively because of the choice operators.
Note that the semantical interpretation of syntactic ordinals is straightforward because they mostly denote variables, which are not interpreted directly. Indeed, closed parametric object are built from non-parametric ones by substituting their free variables with closed parametric objects (e.g. elements of the semantics). As ordinal variables carry constraints, we will need to restrict ourselves to substitutions satisfying these constraints (see Definition 16) .
In the interpretation of a choice operators εx∈A(t / ∈ B), it is important that no λ-variable other that x is bound in t. This is enforced by a syntactic restriction that was given in Definition 2. It is absolutely necessary to obtain a well-defined term model. Without this restriction, a term λy.εx∈A(t / ∈ B) with y free in t or B would correspond to a function that is not always definable using a pure term. In this case, our model would have circular and hence invalid definitions. Note that the axiom of choice is required to interpret all the choice operators. 
Theorem 1. For every closed parametric term
Proof. We do a proof by induction. For terms, all the cases are immediate by induction hypothesis. If u = εx∈A(t / ∈ B) then we have u ∈ N ⊆ Λ since N0 ⊆ N by Lemma 2 and A ⊆ N by induction hypothesis. For ordinals, the proof is immediate by definition. The saturation is easy for types because the closure of the definition by head context is exactly what is needed. For the inclusions, using Lemma 1 we obtain N ∈ F , hence the proof is immediate for types of the forms Φ, {}, εX (t ∈ AX) or εX (t / ∈ AX). The remaining cases are given below.
• If it is of the form A ⇒ B, then we have N0 ⊆ A ⊆ N and N0 ⊆ B ⊆ N by induction hypothesis. We need to show that N0 ⊆ A → B ⊆ N . By Lemma 4, it is enough to show (N → N0) ⊆ A → B ⊆ (N0 → N ). We can hence conclude using Lemma 3.
• If it is of the form {(li : Ai) i∈I =∅ } then we know that for all i ∈ I we have N0 ⊆ Ai ⊆ N by induction hypothesis. Let us take t ∈ N0 and show that t ∈ {(li : Ai) i∈I =∅ } . We take j ∈ I = ∅ and show that t.lj ∈ Aj . It is enough to show that t.lj ∈ N0, which follows by definition of N0. Let us now take t ∈ {(li : Ai) i∈I =∅ } and show that t ∈ N . Since I = ∅ we can take j ∈ I and by definition t.lj ∈ Aj ⊆ N . Since t.lj is strongly normalizing t must be strongly normalizing.
• If it is of the form [(Ci : Ai)i∈I ] then we know that for all i ∈ I we have N0 ⊆ Ai ⊆ N by induction hypothesis. Let us take t ∈ N0 and show that t ∈ [(Ci : Ai)i∈I ] . Let us now take Φ ∈ F and (ti ∈ ( Ai → Φ))i∈I and show that [t | (Ci → ti)i∈I ] ∈ Φ. It is enough to show that [t | (Ci → ti)i∈I ] ∈ N0 and since t ∈ N0 we only have to show ti ∈ N for all i ∈ I, by definition of N0. It is the case since ( Ai → Φ) ⊆ (N0 → N ) ⊆ N by Lemmas 3 and 4. Let us now take t ∈ [(Ci : Ai)i∈I ] and show that t ∈ N . Let us take take Φ ∈ F and (ti ∈ Ai → Φ)i∈I . By definition [t | (Ci → ti)i∈I] ∈ Φ ⊆ N , hence we must have t ∈ N .
• If it is of the form ∀X.A or ∃X.A then for every Φ ∈ F we have N0 ⊆ A[X := Φ] ⊆ N by induction hypothesis. As a consequence we obtain that N0 ⊆ ∀X.A ⊆ N and that N0 ⊆ ∃X.A ⊆ N .
• If it is of the form µκX.A or νκX.A then the proof is similar to the previous case. Formally to manage ordinals, the proof is by induction on the size of the formula and the multiset of the semantics of all ordinals appearing in the formula. In all the previous cases, the size was decreasing and the multiset was constant. Here, the multiset decreases.
Definition 16. A substitution σ for terms, ordinals and type variables is said to be acceptable for some terms and types if it satisfies
the following conditions.
After substitution, the resulting terms and types are closed parametric terms and types. 2. For every variable α<κ (resp. α ≤κ ) occurring in the terms or
types, we have ασ < κσ (resp. ασ ≤ κσ ).
By extension, a substitution is said to be acceptable for a judgment if it is acceptable for the underlying terms and types.
Theorem 2. Let A and B be types, t be a term and σ be an acceptable substitution for t, A and B.
• If t : A is derivable then tσ ∈ Aσ .
• If t ∈ A ⊂ B is derivable and tσ ∈ Aσ then tσ ∈ Bσ .
Proof. We do a proof by induction on the derivations. Let us first note that if κ < τ (resp. κ ≤ τ ) is derivable then κσ < κσ (resp. κσ ≤ κσ ) follows from the definition of acceptable substitution, provided that σ is acceptable for κ and τ . Similarly, if A ≤ B is derivable and if σ is acceptable for A and B, then Aσ ⊂ Bσ . This follows from an immediate induction on the size of A, using the previous remark on ordinals for fixpoints.
We now reason by case analysis on the last typing or local subtyping rule used in the derivation of the considered typing or local subtyping judgment.
ε Let σ be an acceptable substitution for t, A, B and C. By definition of u = εx∈Aσ(tσ / ∈ Bσ) ∈ Aσ , and hence u ∈ Cσ by induction hypothesis →i Let σ be an acceptable substitution for λx.t ∈ C. We need to show that (λxt)σ ∈ Cσ . We can assume that σ is acceptable with A → B, because (λxt)σ and Cσ are independent of ασ for any ordinal α that occurs in A → B but not in C, nor in t. Therefore, by induction hypothesis, we have (λxt)σ ∈ (A → B)σ implies (λxt)σ ∈ Cσ . It remains to prove that (λxt)σ ∈ (A → B)σ . By induction hypothesis, we have tσ[x := εx∈Aσ(tσ / ∈ Bσ)] ∈ Bσ which by definition of the choice operator means that for all u ∈ Aσ we have tσ[x := u] ∈ Bσ . ∀r Let σ be an acceptable substitution for t ∈ A ⊂ ∀X.B. We assume tσ ∈ Aσ and show tσ ∈ (∀X.B)σ . Up to a renaming of X, we may assume that (∀X.B)σ = ∀X.Bσ. By induction hypothesis tσ ∈ Bσ[X := εX (tσ / ∈ Bσ)] and hence tσ ∈ Aσ . Consequently we tσ ∈ Bσ[X := Φ] for all Φ ∈ M by definition of the choice operator. We hence obtain tσ ∈ (∀X.B)σ . µ * l Let sigma be an acceptable substitution for t ∈ µκX.A ⊂ B.
We assume tσ ∈ (µκX.A)σ and (µκX.A)σ = µκX.Aσ (renaming X if necessary). By definition, this means that we can find o < κσ such that tσ ∈ Aσ[X := µoX.Aσ] . The substitution ρ = σ[α := o] is acceptable for t, B and A[X := µα <κ X.A. Furthermore we have tρ = tσ, Aρ = Aσ and Bρ = Bσ because of the constraint on α. As a consequence, tσ ∈ Bρ = Bσ by induction hypothesis. Im The intuition for the induction rules is given informally in the previous section. One point is missing to make the argument formal: the fact that the semantical truth of Aσ ⊂ Bσ for an acceptable substitution σ indeed implies Aσ ⊂ Bσ . By definition, the truth of the judgment means that u = εx∈Aσ(x / ∈ Bσ) ∈ Aσ implies u ∈ Bσ . By definition of the semantics of the choice operator, this implication can only be true if Aσ ⊂ Bσ , otherwise we would obtain a contradiction with u ∈ Aσ and u / ∈ Aσ .
The remaining cases can be proved in a similar way.
The previous theorem is generally called the adequacy lemma. Intuitively, it establishes the compatibility between the syntax and the semantics. We will now rely on this theorem to obtain results such as strong normalization.
Theorem 3. Let t be a pure term. If there is a type A with no free ordinal variables such that t : A then t is strongly normalizable.
Proof. We consider the substitution σ mapping all the free type variables of A to N . It is obviously acceptable for t and A. Indeed, t cannot contain types or semantic ordinals as it is pure. Using the adequacy lemma (Theorem 2), we obtain that tσ ∈ Aσ . We hence get t ∈ Aσ ⊆ N using Theorem 1.
Note that the condition on free ordinal variables could be relaxed by a soundness condition forbidding cyclic constraints like α <β and β<α. A direct consequence of strong normalization is that well-typed terms cannot produce runtime errors thanks to our definition of reduction.
Theorem 4. We say that a data type is simple if it is closed and only contains sums, products and fixpoints. If we can derive t :
A for a simple data type A and a closed pure term t, then t reduces to a normal form u and u : A is derivable.
Proof. Using strong normalization (Theorem 3) we know that t reduces to a normal form u that remains closed (no free variables are introduced during reduction). Since A is a simple datatype, we can show by induction on A that u ∈ A implies u : A if u is in normal form.
Theorem 5 (logical consistency). There is no closed term t such that we can derive t : ∀X.X or t : [ ].
Proof. This result follows from Theorem 2 using the fact that ∀X.X = [ ] = N0 only contains open terms.
Type-checking Algorithm
Our system can be implemented by transforming the rule systems into recursive functions. This can be done easily because the system is mostly syntax-directed. For instance, there is only one typing rule for every form of term. Nonetheless, several subtle details need further discussion.
Unification variable. During type-checking, a term with an unknown type may arise (e.g. the argument of an application). To handle such situations, types are extended with a set of unification variables {U, V . . . }. Such variables can be used in the place of unknown types until their outer layer can be inferred. In our implementation [16] , unification variables are handled as follows.
• If we encounter U ≤ U or t ∈ U ⊂ U then we use reflexivity.
• If we encounter U ≤ V or t ∈ U ⊂ V , then we may decide that U and V are equal. For efficiency reasons, this can be implemented using a union-find data structure.
then we may decide that U is equal to A provided that U does not occur in A. Note that it is essential to check occurrence inside choice operators. When U occurs only positively in A we can use µX.A[U := X] as a definition for U .
Saturating induction.
The induction rule is the only one that is not directed by the syntax. As a consequence, it cannot be implemented directly and requires special treatment. In our implementation, we try to apply the induction rule whenever possible (i.e. before every application of a local subtyping rule). As a consequence, we need to store induction hypotheses in a data structure. A branch of the proof can then be ended whenever a stored hypothesis applies. More precisely, we say that judgements are similar if they are equal up to the value of ordinals. For example, the judgment µF ⊂ A and µα <∞ F ⊂ A are similar. When a judgement that is encountered is similar to a stored induction hypothesis, we distinguish the following two cases.
• The ordinals are strictly smaller for the chosen ordering and this ends the branch.
• Typechecking fails to avoid infinite loops.
During a proof search with no polymorphic nor existential types, only finitely many distinct types up to similarity may occur. This is a consequence of the fact that no subtyping rule increases the size of a type except ∀ l and ∃r, if ordinals are ignored.
As a byproduct, this ensures termination of our semi-algorithm when checking a judgment containing no polymorphic nor existential types. Unfortunately, such an algorithm is not complete. However, this problem seems to be solvable using the size change principle [14] to detect valid induction instead of trying to build lexicographic combinations of ordinals compatible with use of the induction hypothesis. This is what is currently implemented in SubML, because it is both simpler and seems complete.
Avoiding the µr and ν l rules. In an implementation, the µr and ν l rules cannot be implemented without relying on unification on ordinals to search for suitable ordinals. This situation can in fact be avoided by enforcing the following invariant: all indexes κ of a positive µκ and negative νκ must be ∞. Following this idea, we can proceed as follows.
• We replace the µ l rule and the νr rule by two new rules µ • We only consider ordinals appearing in a negative µ or a positive ν in induction rules. In fact, doing more seems useless.
• When we perform an imitation, when checking t ∈ U ⊂ A (resp. t ∈ A ⊂ U ), we can take U = A ′ where A ′ is obtained Figure 5 . Derivation of Mitchell's containment axiom.
replacing by ∞ the ordinals in negative (resp. positive) µ or positive (resp. negative) ν in A. This imitation preserves the invariant and is correct because A ′ ≤ A (resp. A ≤ A ′ ).
Applications
Our new type system is quite expressive and allows for many different applications. First, it can be used for programming with inductive datatypes as usual. Several examples including unary natural numbers, lists and trees are provided with the implementation of SubML. In this section we focus on original applications.
Mixed inductive coinductive types. Our system is suitable for handling types containing both least and greatest fixpoints. As an example, let us consider the following two types S and L.
The elements of the former can be thought of as streams of A'a and B's that only use finitely many A's. The elements of L are streams that do not use infinitely many consecutive A's. Our system is hence able to find a proof that S ⊂ L. It is displayed in Figure 4 .
To check that the induction hypothesis H1 is valid, we must prove that α0 ≤ ∞, α3 ≤ α6 and (α0, α3) < (α5, α4). These inequalities are true because the constraints on ordinal variables are α0 ≤ α1 < α5 ≤ ∞ and α3 ≤ α4 ≤ α6. In this case, it is the first element of the tuple decreases. For H2, we have to check that α0 ≤ α1, α2 ≤ α4 and (α0, α2) < (α0, α3). This is again true because the constraints are α0 ≤ α1 and α2 < α3 ≤ α4. Here, it is the second element of the tuple that is decreasing. In this precise example, any choice of a lexicographic ordering would work. However, this is not always the case.
Mitchell's subtyping. In our system, the use of local subtyping together with choice operators allow many valid commutations of quantifiers with other connectives. In particular, it can derive Mitchell's containment axiom [19] and one of its variations.
The first derivation is given in figure 5 . Note that the choice operators for terms and types are all well defined (i.e. they are not cyclic definitions). In the proof, simple imitations are enough to guess the type to use for the ∀ l and ∃r rules.
Type annotations and dot notation. Our algorithm being incomplete, type annotations are required for the user to be able to help the system. However, type annotations are not completely natural in a Curry style language. Simple type coercions like t : A can be added to the system without difficulty using the following rule.
However, type annotations are often required to reference bound type variables. Hence, a type abstraction constructor ΛX.t is necessary, like in Church style languages. A very simple and natural way to extend the system with such annotations uses our choice operator in types. We define the following partial function relying on the name of bound variables.
The name of the bound variables can be used because we never infer polymorphic types. Therefore, the names are always chosen by the programmer. We can hence use the following typing rule for type-checking with type abstractions.
A One of the advantages of this definition is that the order of the type abstraction is not relevant. In fact, only the type abstractions that are really needed have to be provided.
The same kind of definitions can be used to define dot notation on existential types. This time, two local subtyping rules need to be added to the system.
As an example, we can define a type for categories using two abstract types O and M for objects and morphisms. We can then use dot notation to annotate the definition of a function dual computing the opposite category of a category. 
Using Church encoding, our algorithm is able to typecheck the usual terms for predecessor PC , recursor RC , but also the less usual Maurey infimum (≤), which requires inductive type [12] . It can be typechecked using few type annotations. They are defined as follows, where T, F : B denote booleans.
Scott numerals were introduced because they have a constant time predecessor, whereas Church numerals don't. Usually, programming using Scott numerals require the use of recursor in the style of Gödel's System T. Such a recursor can be programmed using a general fixpoint combinator, however this would imply the introduction of typable terms that are not strongly normalizing. In our type system, we can typecheck a strongly normalisable recursor found by Michel Parigot. It is displayed below together with several other terms and types that are used for Scott encoding.
It is easy to check that the term RS is indeed a recursor for Scott numerals. As this term is typable, Theorem 3 implies that it is strongly normalizable. It can be typechecked because the subtyping relation NS ⊂ N ′ holds in our system. It is however not clear what are the terms of type N ′ . The minimum type annotation for our algorithm to type-check the recursor are its type and the annotation n : N ′ . It is not necessary to give the type of the subterms ζ nor δ. The recursor on Scott numerals can be adapted to other algebraic data types like lists or trees. Surprisingly, it can also be adapted to some coinductive data types. For instance, it is possible to encode streams using the following definitions. In this definition of streams, the existentially quantified type is used as an internal state of the stream. It needs to be provided in order to compute an element of the steam. The order of the fixpoint and the existential is essential to allow the typing of cons. The use of an internal state is essential to keep strong normalization and add some laziness to the data-type. In particular, a function call is required to access a new element of the stream. The following definitions are required to program a strongly normalizing co-iterator.
In these definitions, we use the same names as in the previous one to show the similarities. One of the main difference in that we use here the native records of our language. For Scott's numeral, it is possible to use native sums, but we have to keep some function types to be able to program a strongly normalisable recursor. For the types µN [Z|S of N ], we are not able program such a recursor and we conjecture that it is impossible.
The minimum type annotation for this program is to use the following subtyping relations: S ′ (A, P) ⊂ S0(A, P×T(A, P)) ⊂ S(A)
Here we gave the first subtypings by giving the type of ζ and δ. The two subtypings are necessary, because our simple strategy for unification variables can not simultaneously guess the type of the global state (i.e. P×T(A, P)) and the instanciation of Y in T(A, P). The later is given by the second subtyping, which also reverse the order of the ν and ∃ quantifier. The first subtyping gives the subtype S ′ (A, P) of streams which does not use fixpoint and that really make the typing works.
Perspectives and Future Work
In this paper, we introduced a new subtyping-based framework for the design of programming languages based on system F. Our experiments show that such systems are practical and can be implemented easily. However, a lot of work remains to explore combinations of our system with several common programming features.
Higher-order and ordinal quantification. In our system, only types can be quantified over. It is however possible to allow quantification over ordinals. Such a feature is particularly useful as it allows the definition of size-preserving functions. As an example, the map function on lists can be given the type where ListX (Y ) denotes the appropriate parametric type. As a consequence, the length of the output list is guaranteed to be the same as the length of the input list. Such an information can be used for proving termination. Ordinal quantification has been implemented in a modified version of SubML [17] .
In practice, many other forms of quantification are useful. For instance, quantification over values is necessary for allowing proofs of programs as in [15] . The most natural way of allowing many different kinds of quantification is to switch to higher-order types. We then use one atomic sort for every kind of objects (e.g. formulas, ordinals, values). The main difficulty for extending our system to higher order is purely practical. The handling of unification variables needs to be generalized into a form of higher-order pattern matching and variances have to be computed to ensure the validity of (co)inductive types.
Dependent types and proofs of programs. One of our motivations for this work is the integration of subtyping to the realizability models defined in a previous work of the first author [15] . To achieve this goal, the system needs to be extended with a first-order layer having terms as individuals. Two new type constructors t ∈ A and A ↾ t ≡ u are then required to encode dependent products and specifications. These two ingredients would be a first step toward program proving in our system. Extensible sums and products. The proposed system is relatively expressive, however it lacks flexibility for records and patternmatching. A form of inheritance allowing extensible records and sums is desirable. Moreover, features like record opening are required to recover the full power of ML modules and functors.
Completeness and size change principle. As mentioned in the introduction, our handling of induction and coinduction is not complete for the system without polymorphism and existential types. For example, the system is unable to derive the correct inclusions T ⊂ U and T ⊂ V if we define the following types. T = µXνZF(X, X, Z) U = µXνZµY F(X, Y, Z) V = µY νZµXF(X, Y, Z)
Here, our algorithm fails because the required constraints are not met. For our algorithm to succeed, a deeper proof search would be required, unfolding the fixpoints more than once.
However, using the size change principle [14] to check the wellfoundedness of subtyping proofs seems to give a complete subtyping algorithm in the monomorphic fragment. Moreover, the size of the produced proof trees is reasonably small. A first implementation shows that all examples with up to five alternations of inductive and coinductive types are correctly checked. We hope to prove the completeness of this method in the near future.
