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We theoretically investigate the effect of multi-mode dynamics on the creation of macroscopic
superposition states (spin-cat states) in Bose-Einstein condensates via one-axis twisting. A two-
component Bose-Einstein condensate naturally realises an effective one-axis twisting interaction,
under which an initially separable state will evolve toward a spin-cat state. However, the large
evolution times necessary to realise these states is beyond the scope of current experiments. This
evolution time is proportional to the degree of asymmetry in the relative scattering lengths of
the system, which results in the following trade-off; faster evolution times are associated with an
increase in multi-mode dynamics, and we find that generally multi-mode dynamics reduce the degree
of entanglement present in the final state. However, we find that highly entangled cat-like states are
still possible in the presence of significant multi-mode dynamics, and that these dynamics impose a
speed-limit on the evolution such states.
I. INTRODUCTION
Atom interferometers are precision measurement de-
vices with many applications in both fundamental sci-
ence and industry [1]. Aside from a handful of proof-of-
principle experiments, the phase sensitivity ∆φ of most
atom interferometers with N atoms is shot-noise limited,
∆φ ≥ 1/√N [2]. This precision limit may be surpassed
by employing states that exhibit N -body entanglement
[3, 4], up to the ultimate Heisenberg limit ∆φ ≥ 1/N .
The states that achieve this maximum sensitivity are the
‘spin-cat states’, which are coherent macroscopic super-
positions of the maximum and minimum projections of
the collective spin [5]. As well as providing Heisenberg
limited sensitivity [2, 5–7], it has recently been shown
that the ability to create these states can provide robust-
ness against detection noise [8–11]. These states can be
generated from unentangled states via one-axis twisting
(OAT) dynamics [12, 13]. One-axis twisting (OAT) [14]
is naturally realised due to atom-atom interactions in
two-component Bose-Einstein condensates (BECs) [15],
and has emerged as an extremely successful method of
generating entanglement in BECs [16–21]. OAT dynam-
ics have also been demonstrated with cold atoms in a
cavity-QED setting [22–26] and with trapped ions [27–
31]. Current OAT experiments are performed with small,
tightly confined condensates [2]. In this regime spatial
dynamics are unimportant and may be neglected, result-
ing in a single-mode analysis. Usually, the twisting rate is
slow relative to timescales associated with sources of de-
coherence such as dephasing and particle losses, and thus
making spin-cat states with OAT is outside the realm
of current experiments [2, 32]. This challenge is com-
pounded by the notorious fragility of these states [33–39].
∗ samuel.nolan@uqconnect.edu.au
Nevertheless, small spin-cat states have been created in
other systems, such as superconducting flux qubits [40],
nuclear spins [41], angular momentum states of a single
Rydberg atom [42] and in trapped ions [28–30]. Macro-
scopic superpositions of optical coherent states have also
been realised [43].
More rapid twisting dynamics occur in systems with
highly asymmetric scattering lengths [17, 18, 44], which
usually results in significant multimode dynamics, espe-
cially when combined with large particle number [44, 45].
In Ref. [46] the authors perform a multi-mode anal-
ysis of spin-cat states, with a focus on studying losses
and finite temperature effects as sources of decoherence.
In this paper we take a slightly different approach, and
study the effect of multi-mode dynamics on OAT with
the goal of producing spin-cat states (perhaps approxi-
mately) more rapidly than in a single-mode regime. This
approach has already been suggested as a possibility for
enhancing spin-squeezing under OAT [47, 48]. We do
not study decoherence per se as the state remains pure,
however multi-mode dynamics can take the system away
from ideal OAT behaviour and thus, compared to single-
mode dynamics, may reduce the entanglement of the final
state.
The structure of this paper is as follows: In Section
II we revise ideal single-mode OAT and spin-cat states.
Starting from the general multi-mode Hamiltonian for a
two-component BEC, we show that under a single-mode
approximation the dynamics reduce to an effective OAT
interaction which can be used to generate nonclassical
states. We define spin-cat states, as well as the quantum
Fisher information (QFI), which we use throughout this
paper to quantify the metrological usefulness of states
produced under multi-mode OAT. In Section III we ar-
gue that working in a more multi-mode regime should
give rise to faster twisting dynamics, and introduce a
numerical formalism that we use throughout the remain-
der of the paper. In Section IV, we investigate the ef-
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2fect of multi-mode dynamics on the QFI. As these states
are no longer Heisenberg limited, strictly speaking they
are not spin-cat states. Nevertheless, we wish to inves-
tigate conditions under which large QFI states may be
created which would still be extremely valuable resources
for quantum-enhanced metrology. Thus, in Section V we
explore a range of parameters and find that so long as the
chemical potential is carefully chosen, states with large
QFI are still achievable in a highly multi-mode regime.
II. SINGLE-MODE MODEL OF SPIN-CAT
STATE CREATION VIA ONE-AXIS TWISTING
A. Deriving the One-Axis Twisting Hamiltonian
The physical system we consider is a two-component
Bose-Einstein condensate (BEC), with components la-
belled a and b. In terms of the bosonic field
operators ψˆj(r), which obey commutation relations
[ψˆj(r), ψˆ
†
k(r
′)] = δ(r− r′)δjk, the full multi-mode Hamil-
tonian for the system is
Hˆ =
∑
j=a,b
∫
drψˆ†j (r)H0ψˆj(r)
+
∑
j,k=a,b
gjk
2
∫
drψˆ†j (r)ψˆ
†
k(r)ψˆj(r)ψˆk(r), (1)
where H0 = pˆ
2/2M + V (r) is the single-particle Hamil-
tonian (momentum operator pˆ, mass M , and external
trapping potential V (r)) and gjk = 4pi~2ajk/M is the
interaction strength for s-wave scattering length ajk.
It is common to study this system within the single-
mode approximation, which assumes each mode is well
described by the same wavefunction φj(r), with j =
a, b. This is a good approximation for sufficiently small,
tightly trapped condensates that the motional dynamics
are effectively “frozen” over timescales of interest, and
may be integrated out [16]. Quantitatively, the single-
mode Hamiltonian is obtained by making the approxi-
mation
ψˆa(r) ≈ aˆφa(r) (2)
ψˆb(r) ≈ bˆφb(r) , (3)
with
[
aˆ, aˆ†
]
=
[
bˆ, bˆ†
]
= 1,
[
aˆ, bˆ
]
=
[
aˆ, bˆ†
]
=
[
aˆ†, bˆ
]
= 0.
The wavefunctions φj(r) are normalised to unity.
A convenient description for a system of N conserved,
two-level bosons is the SU(2) angular momentum alge-
bra. In terms of ladder operators Jˆ+ = aˆbˆ
†, Jˆ− = (Jˆ+)†
and number operators Nˆa = aˆ
†aˆ, Nˆb = bˆ†bˆ, the pop-
ulation difference Jˆz = (Nˆa − Nˆb)/2 obeys the stan-
dard angular momentum commutation relations with
Jˆx = (Jˆ+ + Jˆ−)/2 and Jˆy = −i(Jˆ+ − Jˆ−)/2.
Neglecting the single-particle energies, which amount
only to a trivial rotation, in the single-mode regime the
multi-mode Hamiltonian [Eq. (1)] becomes
H = ~χaaNˆ2a+~χbbNˆ2b +2~χabNˆaNˆb+~χaaNˆa+~χbbNˆa ,
(4)
where
χjk =
gjk
2
∫
dr|φj(r)|2|φk(r)|2 , (5)
with j, k = a, b. To account for asymmetric interac-
tions χaa 6= χbb, we insert a pi-pulse half-way through
the evolution, which is described by the unitary opera-
tor Uˆpi = exp(−iJˆxpi). The single-mode time evolution is
generated by
Uˆ(t) = e−iHˆt/2Uˆpie−iHˆt/2, (6)
which can be re-written
Uˆ(t) = UˆpiUˆNe
−iJˆ2zχt, (7)
with the effective twisting rate
χ = χaa + χbb − 2χab. (8)
We have also defined the unitary
UˆN = e
−it[ 14 (χaa+χbb+2χab)Nˆ2+ 12 (χaa+χbb)Nˆ], (9)
which in an SU(2) system amounts only to a global phase,
and is henceforth neglected. The pi-pulse is similarly
unimportant as it only reverses the sign of Jˆz and Jˆy.
Thus, the single-mode Hamiltonian is equivalent to the
well known one-axis twisting (OAT) interaction,
Hˆ = ~χJˆ2z ≡ HˆOAT. (10)
B. Creating Spin-Cat States with One-Axis
Twisting
The OAT Hamiltonian is capable of producing macro-
scopic superpositions of collective-spin eigenstates. It is
convenient to work in the Jˆz eigenbasis, Jˆz|m〉 = m|m〉
for J = N/2, where N is total number of atoms and m
is half the population difference. We begin with a sepa-
rable, coherent spin state [49, 50] |α(θ, φ)〉, defined by
|α(θ, φ)〉 = eiφJˆzeiθJˆy |N/2〉
=
J∑
m=−J
CJm(θ)e
−i(J+m)φ|m〉 , (11)
where
CJm(θ) =
(
2J
J +m
)1/2
cos(θ/2)J−m sin(θ/2)J+m. (12)
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FIG. 1. (a-e) Single-mode Q-functions of N = 20 atoms (Q/Qmax with Q(θ, φ) = |〈α(θ, φ)|Ψ(t)〉|), showing evolution under
one-axis twisting for the state |Ψ(t)〉 = exp(−iJˆ2zχt)|α(pi/2, pi/2)〉. (f-j): the corresponding probability distributions in the Jˆy
eigenbasis. The system is prepared entirely in a single component (|Ψ〉 = |α(0, 0)〉 ≡ |N/2〉) (a,f) , before a pi/2 pulse places
the state on the equator of the Bloch sphere (|Ψ〉 = e−iJˆxpi,2|N/2〉 = |α(pi/2, pi/2)〉) (b,g). Using this as the initial state, the
one-axis twisting interaction [Eq. (10)] creates a nonclassical state (c,h), and quickly reaches the over-squeezed regime (d,i).
Eventually, after tcat = pi/2χ the state becomes a spin-cat state in the Jˆy basis (e,j).
Evolving this state under HˆOAT results in a non-linear
rotation of each Jˆz component about the Jˆz axis by twist-
ing angle χt, as illustrated in Fig. 1(b-e). For small in-
teraction times χt, the resultant nonclassical state has
significantly modified noise properties, and leads to spin
squeezing, Fig. 1c). At larger times, the state becomes
non-Gaussian, as illustrated in Fig. 1d). At time
tcat =
pi
2χ
, (13)
noting that for any integers J and m [51],
e−im
2pi/2 =
e−ipi/4√
2
(1 + i(−1)Jei(J+m)pi) (14)
such that
e−iJˆ
2
zpi/2|α(θ, φ)〉 = e
−ipi/4
√
2
J∑
m=−J
CJm(θ)(1 + i(−1)Jei(J+m)pi)e−i(J+m)φ|m〉
=
e−ipi/4√
2
( J∑
m=−J
CJm(θ)e
−i(J+m)φ|m〉+ i(−1)J
J∑
m=−J
CJm(θ)e
−i(J+m)(φ+pi)|m〉
)
=
e−ipi/4√
2
(|α(θ, φ)〉+ i(−1)J |α(θ, φ+ pi)〉) . (15)
When we choose θ = pi/2 (as in Fig. 1), the state is an
equal superposition of the maximal and minimal eigen-
states of Jˆy (Fig. 1e). This state is characterised by its
large quantum Fisher information (QFI) with respect to
the pseudo-spin operator Jˆy: FQ = 4Var(Jy) = N
2.
That is, for pure state |ψ〉 under evolution |ψΩ〉 =
exp(iJˆyΩ)|ψ〉, the parameter Ω may be estimated with
Heisenberg-limited sensitivity ∆Ω = 1/
√
FQ = 1/N [52–
54]. If the scattering lengths of the two components are
asymmetric, evolution under the full Hamiltonian Eq. (1)
may result in drift in the Jx, Jy plane. Rather than
manually accounting for this drift, it is simpler to calcu-
late the QFI by finding the maximum eigenvalue of the
collective-covariance matrix,
Fi,j = 2〈JˆiJˆj + Jˆj Jˆi〉 − 4〈Jˆi〉〈Jˆj〉. (16)
where i, j = x, y, z [55]. The QFI of the state |ψ(t)〉 =
e−iχtJˆ
2
z |α(pi/2, 0)〉 as a function of time is shown in Fig. 2.
The QFI initially increases rapidly, before quickly reach-
ing a plateau at FQ = N
2/2. At χt = pi/2, the state
4
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FIG. 2. QFI vs. time for the state |ψ(t)〉 = e−iJˆ2zχt|α(pi/2, 0)〉,
calculated analytically (Ref. [14], solid black), and with the
widely used truncated Wigner method (TW, dashed red). At
χt = pi/2 the QFI exhibits a “cat peak” in the QFI, associated
with the creation of a spin-cat state, which is absent in the
TW calculation.
briefly revives to a cat state, and the QFI peaks at
FQ = N
2. Throughout this paper, we refer to this peak
as the “cat peak”, and take it as the signature of a cat-
like state.
III. ONE-DIMENSIONAL MULTI-MODE
MODEL
In cases with small atom-number and very tightly con-
fined potentials, such as [18], the motional dynamics of
the condensate are negligible and the single-mode ap-
proximation [Eq. (2) and Eq. (3) ] is sufficient to model
the evolution of quantum correlations in the system.
However, there are cases when the multimode dynam-
ics cause a break-down of the single mode approximation,
and we must model the system in a way that accounts for
both the quantum correlations and multimode dynamics.
The truncated Wigner (TW) method [56–62] has been
used successfully to model spin-squeezing in the pres-
ence of significant multimode dynamics [45, 47, 48, 63–
67]. However, the truncation of third order terms in
the Focker-Planck equation limits the dynamics to states
with positive Wigner functions [68], and therefore can-
not be used to model the creation of spin-cat states,
which display significant negativity [2]. Fig. 2 compares
a single-mode TW simulation to the exact calculation.
While TW simulation agrees quite well for times less than
χt ∼ pi/2, it does not describe the revival of the state
and the associated cat peak. Other phase-space methods
also fail, such as positive-P [69–71], which is restricted
to evolution times much less than tcat due to the expo-
nential divergence of stochastic trajectories, or number-
phase Wigner [72, 73], which is negative for coherent-
spin states. We circumvent these issues by employing
the method of Sinatra and Castin [44, 59, 74], which is
described in depth in Appendix A. Briefly, the idea is to
expand the state in the number basis, and then evolve
the wavefunction for each number component within the
Hartree-Fock approximation. In this way it is possible to
capture both multi-mode dynamics and quantum corre-
lations. We define a new Fock space with bosonic anni-
hilation operators
aˆφa,m =
∫
drφ∗a,m(r, t)ψˆa(r) (17)
bˆφb,m =
∫
drφ∗b,m(r, t)ψˆb(r), (18)
which are used to construct a set of dynamic basis states,
labelled by m
|m;φa,m(r, t), φb,m(r, t)〉 = (19)
e−iAm(t)/~
(
aˆ†φa,m
)na
√
na!
(
bˆ†φb,m
)nb
√
nb!
|0〉,
with na = N/2 + m, nb = N/2 − m, and we implicitly
assume a fixed total number na + nb = N . These basis
states are SU(2) states with respect to the multi-mode
pseudo-spin operators Jˆx = (Jˆ+ + Jˆ−)/2, Jˆy = −i(Jˆ+ −
Jˆ−)/2, Jˆz = (Nˆa − Nˆb)/2 with
Jˆ+ =
∫
dξψˆa(ξ)ψˆ
†
b(ξ) (20)
Nˆj =
∫
dξψˆ†j (ξ)ψˆj(ξ), (21)
and Jˆ− = (Jˆ+)†. The approximation in this method is
that each number-component is well described by a single
wavefunction. Although this ansatz assumes a Hartree
product state for each number component, it is able to
capture quantum correlations between number compo-
nents that may arise from subsequent dynamics.
We consider a harmonically trapped BEC, where the
trapping frequency ω along the x axis is small compared
to the y and z directions. The dynamics in the trans-
verse dimensions are therefore integrated out resulting in
an effective one dimensional (1D) system, with modified
interaction strengths g˜ij . In practice, g˜ij is determined
by the degree of transverse confinement. However, in a
1D model, the dynamics are entirely determined by the
magnitude of the chemical potential, µ0, relative to the
non-interacting ground-state energy ~ω/2. Thus, the rel-
evant parameter is the dimensionless chemical potential
µ = µ0/~ω. As such, we adjust g˜ij such that the chem-
ical potential matches the chemical potential of the 3D
system we wish to emulate. Working in dimensionless
oscillator units τ = ωt and ξ = x
√
Mω/~, assuming a
Hamiltonian of the form Eq. (1), the (unity-normalised)
mode-function φj,m(ξ, τ) and phase factors Am(τ) that
define the states Eq. (19) evolve in time under the equa-
5FIG. 3. Dynamics of |φa,m|2/|φmax|2 (a-c) and |φb,m|2/|φmax|2 (d), labelled by m = (na − nb)/2 with, N = 100, κ = 0 and
λ = 1. (a) When the chemical potential is close to the single-particle ground state energy the system is well described by a
single-mode treatment, i.e. the dynamics are almost identical for populations a,b and for all number components m. (b) A
larger chemical potential gives rise to breathing dynamics shown here for the m = 0 number component, which is different
for each m, shown in (c). Multi-mode dynamics also differ between the components, for instance (d) shows the density
|φb,m|2/|φmax|2. For m = N/4, |φb,m|2 differs significantly from |φa,m|2. The reason is that Na = (N/2 + m) = 3/4N , while
Nb = (N/2−m) = N/4, such that the initial condition for φb,m is significantly further from a stationary state of Eq. (22).
tions (with j = a, b)
i
∂φj,m
∂τ
=
(
−1
2
∂2
∂ξ2
+
1
2
ξ2
)
φj,m
+
(
g˜jj(nj − 1)|φj,m|2 + g˜jknk|φk,m|2
)
φj,m (22)
dAm
dτ
= −
∑
j=a,b
g˜jj
2
nj(nj − 1)
∫
dξ|φj,m|4
− g˜abnanb
∫
dξ|φa,m|2|φb,m|2 (23)
(see Appendix A for derivation). If all the atoms are in
mode a, before a pi/2 rotation about the Jx axis instan-
taneously puts each atom in an equal superposition of
state a and b (equivalent to the maximal Jy eigenstate),
then the appropriate initial conditions are
φa,m(ξ, 0) = φb,m(ξ, 0) = φ0(ξ), (24)
Am(0) = 0 (25)
where φ0(ξ) is the solution to
µφ0 =
(
−1
2
∂2
∂ξ2
+
1
2
ξ2 +Ng˜aa|φ0|2
)
φ0. (26)
which represents the ground state wavefunction of the
system when all N particles are initially in mode a (ie,
m = N) with chemical potential µ. With these assump-
tions, the quantum state of the system is given by
|ψ(τ)〉 =
N/2∑
m=−N/2
√
N !
na!nb!
(ca)
na(cb)
nb |m;φa,m(ξ, τ), φb,m(ξ, τ)〉 ,
(27)
with ca =
1√
2
and cb =
i√
2
. Throughout this paper we
write the interaction strengths in terms of dimensionless
parameters,
g˜aa = g0 (28)
g˜bb = λg0 (29)
g˜ab = κg0, (30)
where g0 is chosen to determine a particular value of µ,
for some N . This is done by solving Eq. (26), and im-
posing
∫
dξ|φ0(ξ)|2 = 1.
Fig. 3 shows the magnitude of the mode-functions
|φj,m(ξ, τ)|2 as a function of time. We chose N = 100,
for several values of µ. For µ = 0.6, which is just slightly
above the non-interacting ground state energy E0 =
1
2 ,
the density is approximately static. Furthermore, it is the
same for all m components, which is the essence of the
single-mode approximation. However, when we increase
the chemical potential to µ = 32.08 (with λ = 1 and
κ = 0), we observed significant breathing dynamics in
the mode-function shape. Even in the case of symmetric
interactions (λ = 1), when m 6= 0, φa,m(ξ) and φb,m(ξ)
breathe with different amplitudes, which will reduce the
6spatial overlap of these components. In fact when λ = 1,
φa,m(ξ, τ) = φb,−m(ξ, τ).
IV. EFFECT OF MULTIMODE DYNAMICS ON
THE QFI
Figure 4 shows the QFI, calculated via Eq. (16). When
µ = 0.6, we see excellent agreement with the single mode
model. However, despite a clearly defined cat peak with
maximum amplitude FQ = N
2 the time taken for this
revival is large; tcat ≈ 1570/ω for µ = 0.6. Increasing
µ significantly decreases tcat, however the peak QFI is
diminished, eventually disappearing completely.
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FIG. 4. The quantum Fisher information of a maximally non-
linear (κ = 0), symmetric (λ = 1) condensate with N = 100
as a function of evolution time for several µ. Times τcat were
taken directly from numerics by finding the peak, except for
µ = 200.0 which was estimated from Eq. (33) and Eq. (13).
The times are τcat = 1570, 5.735, 0.9817 for µ = 0.6, 32.08,
200.0, respectively. Chemical potential µ is in units of ~ω.
We can understand the scaling of tcat with µ by consid-
ering the shape of |φ0(ξ)|2. In the regime where µ ~ω,
the ground state is well approximated by the Thomas-
Fermi (TF) solution [75]
|φ0(ξ)|2 =
µ− 12ξ2
Ng0
(31)
for ξ2 < 2µ, and 0 otherwise, and
g0 =
4
√
2µ
3
2
3N
(32)
is chosen to enforce the normalisation of |φ0(ξ)|2. This is
equivalent to choosing a particular value of g0 to deter-
mine µ.
Inserting this into Eq. (5) and Eq. (8), with φa(ξ) =
φb(ξ) = φ0(ξ) gives the twisting rate of the TF initial
state
χTF = (1 + λ− 2κ) 2µ
5N
, (33)
and therefore
τcat = ωtcat =
5piN
4µ(1 + λ− 2κ) . (34)
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FIG. 5. The 1D twisting rate χ under breathing dynamics
with λ = 1 and κ = 0, far from the single-mode regime µ =
32.08 (solid cyan) and close to the single-mode regime µ = 0.6
(dashed green), which is close to 0. We also include twisting
rate χ of the TF ground state [Eq. (33)] (dashed cyan), which
agrees excellently with the numeric result at τ = 0. Inset:
Magnification of µ = 0.6 data which shows small, but non-
zero dynamics. In the TF regime the period of the breathing
motion agrees well with the n = 2 excitation period, Eq. (35).
Subsequent dynamics in the twisting rate χ(τ) occur
when λ, κ 6= 1. For symmetric scattering lengths (λ =
1) the excitation spectrum of the two component TF
ground-state agrees well with the 1D single component
result presented in the appendix of Ref. [76], which finds
oscillating excitations with period
Tn =
2pi√
n
2 (n+ 1)
. (35)
Breathing motion is the n = 2 excitation, (T2 ≈ 3.63)
which agrees well with the dynamics observed in Figure
3. Figure 5 compares χTF to χ(τ) calculated via Eq. (5)
using the mean-field wavefunctions, obtained by setting
m = 0 in Eq. (22), i.e φj(ξ, τ) = φj,0(ξ, τ). In the TF
regime we observe breathing oscillations in χ(τ) with pe-
riod T2 ≈ 3.63, and find good agreement between χ(τ)
and χTF at τ = 0. As µ approaches the single-particle
energy E0 =
1
2 , the multi-mode dynamics vanish, but so
does the effective twisting rate χ(τ).
Although Eq. (34) neglects dynamics (Figure 8 ex-
plores deviations from this formula that arise due to
multi-mode dynamics), it is suggestive that tcat could be
reduced by increasing µ. However, in a 1D simulation the
time scale (in SI units) generally depends on µ. Despite
this, it is possible to meaningfully study the dependence
of tcat on µ in absolute terms. The 1D and 3D interaction
strengths are related by some area A⊥, g1D = g3D/A⊥,
and so one could vary µ by adjusting A⊥ but keeping ω
fixed, which would fix the time-scale between simulations
with different µ. In this case, so long as the TF approxi-
7mation holds, µTF ∝ g2/31D , and tcat would be reduced by
relaxing A⊥, which supports multi-mode dynamics.
Figure 4 reveals a trade-off between this speed-up and
the maximum QFI the state reaches, as clearly the multi-
mode dynamics have a deleterious effect on the QFI, es-
pecially around τcat. To explore the cause of this, con-
sider FQ = 4Var(Jˆy), which is the optimal generator at
tcat for symmetric interactions (λ = 1). It is convenient
to define the overlap between the mode functions of dif-
ferent number components
γjkm′(m, τ) =
∫
dξφj,m(ξ, τ)φ
∗
k,m−m′(ξ, τ), (36)
and to decompose the QFI into terms that depend on the
0th, 1st and 2nd order overlaps respectively [7]
F = 4Var(Jˆy) = F0 + F1 + F2 , (37)
where
F0 = 〈Jˆ+Jˆ−〉+ 〈Jˆ−Jˆ+〉 (38)
F1 = −4〈Jˆy〉2 (39)
F2 = −〈Jˆ+Jˆ+〉 − 〈Jˆ−Jˆ−〉. (40)
Suppressing the τ dependence, expressing F0, F1 and F2
in terms of Eq. (27) gives
F0 = N + 2
N−1∑
na=1
N !
(na − 1)!(nb − 1)! |ca|
2na |cb|2nb
∣∣γab0 (m)∣∣2 (41a)
F1 = −Im
(
N∑
na=1
N !
(na − 1)!nb! |ca|
2(na−1)|cb|2nbc∗bcaei[Am−1−Am]/~γab1 (m) [γaa1 (m)]na−1
[
γbb1 (m)
]nb )2
(41b)
F2 = −
N∑
na=2
N !
(na − 2)!nb! |ca|
2(na−2)|cb|2nb(c∗b)2c2aei[Am−2−Am]/~
[
γab2 (m)
]2
[γaa2 (m)]
na−2 [γbb2 (m)]nb − c.c. (41c)
where c.c denotes the complex conjugate.
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FIG. 6. Shows F0, F1, F2 and F0 + F1 + F2 = 4Var(Jˆy)
for N = 100 as a function of evolution time for single-mode
(SM) dynamics (top) and (middle) a multi-mode simulation
performed using the method of Sinatra and Castin. F2 is the
term responsible for the cat peak. (bottom) The magnitude
of the overlap [γbbj (m = 0, τ)]
N/2 for j = 1, 2, 3, and µ = 32.08.
Due to the binomial coefficients in Eq. (27), the m = 0 term
contributes the most to F2 [c.f. Eq. (41c)].
Figure 6 shows these, and their sum, in the single-mode
regime (top panel) and in a multi-mode regime (mid-
dle panel). In the single-mode regime, |γjkm′(m, τ)|2 = 1
for all τ . Therefore F0 is conserved and reduces to
F0 = N
2/2 + N − 2〈Jˆ2z 〉 = N2/2. In the multi-mode
system, F0 ≤ N2/2. We also have for any SU(2) system
(multi-mode or single-mode) −N/2 ≤ 〈Jˆy〉 ≤ N/2 and
0 ≤ F0 + F1 + F2 = 4Var(Jˆy) ≤ N2. The first bound
implies −N2 ≤ F1 ≤ 0, and all of these bounds can be
combined to deduce 0 ≤ F2 ≤ N2/2. The terms F1
and F2 initially decay, and reach ∼ 0 at approximately
τ = 0.1τcat. At τ = τcat, F2 experiences a revival to the
maximum value, which is responsible for the cat peak.
The decay of the overlaps is responsible for the decreased
QFI in the multimode regime. As such, the QFI at τcat
is independent of γjk1 (m).
In the multimode regime, the decreased QFI is pri-
marily determined by the decay of |γjkm′(m, τ)|2. Figure 6
(bottom row) shows the magnitude of the overlaps to the
power of nb as this directly appears in Eq. (41c), γ
bb
0 (0),
γbb1 (0) and γ
bb
2 (0) for the symmetric number component
(m = 0), which has the largest weighting in Eq. (27). The
second-order overlap is reduced more than the first or
zeroth-order overlaps, and as the first-order overlaps al-
ready do not contribute, this indicates that poor second-
order overlaps are primarily responsible for the reduction
in maximum QFI.
In condensates with symmetric interactions (λ = 1) the
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FIG. 7. For N = 100 and κ = 0 we compare the QFI of a con-
densate with symmetric interactions (λ = 1) and an asymmet-
ric condensate (λ = 0.5) for different µ (a, b). Asymmetric
condensates are far more susceptible to the deleterious effects
of multi-mode dynamics. The cat times for the symmetric
(asymmetric) condensates are τcat = 1570(1814), 18.06(20.33)
for µ = 0.6, 10.29, respectively. We also compare the mag-
nitude of the overlap γab0 (c) for symmetric and asymmetric
condensates.
maximal, zeroth-order overlap γab0 (0) = 1 due to symme-
try and normalisation of the mode functions. In asym-
metric condensates, even this term is reduced indicat-
ing that asymmetric condensates are poorly suited to the
creation of spin-cat states. This intuition is confirmed in
Figure 7, which compares the QFI for symmetric interac-
tions (λ = 1) and asymmetric interactions (λ = 0.5) with
otherwise identical parameters. Although the two agree
well in the single-mode regime [Figure 7(a)], increasing
µ diminishes the peak QFI of the asymmetric system
compared to the symmetric one [Figure 7(c)]. Asym-
metric systems require a pi-pulse roughly at τcat/2, the
precise timing of this pulse is found by numerically opti-
mising the peak QFI. In Figure 7 (c) we show the max-
imal zeroth-order overlap γab0 (0), which is always unity
in symmetric systems, but is significantly reduced in the
asymmetric simulation. This is in addition to the loss
of QFI due to reduced γjk2 , indicating that asymmetric
systems are more susceptible to the deleterious effects of
multi-mode dynamics. There is however a speed-up to
be gained over symmetric condensates [c.f. Eq. (34)], in-
dicating that working with asymmetric condensates may
still be desirable, especially if µ is close to E0 where the
multi-mode dynamics are less deleterious.
V. SPEED LIMITS ON CAT EVOLUTION TIME
Having determined that multi-mode dynamic can have
a deleterious effect on the peak QFI, we performed many
simulations such as those depicted in Figures 4 and
7. The results are collected in Figure 8. As conden-
sates with asymmetric interactions always perform more
poorly than symmetric ones for otherwise fixed param-
eters, we focus on symmetric systems (λ = 1). In
particular we collate the maximum QFI and the corre-
sponding time τcat as a function of chemical potential.
The maximum QFI is compared to FQ = N
2/2, which
is approximately the QFI of a twin-Fock state (TFS)
|TFS〉 = |N/2, N/2〉, which has N/2 atoms in both com-
ponents. This QFI which is quickly reached under one-
axis twisting (see for instance Figures 2, 4) and serves
as a threshold - if the maximum QFI is close to the TFS
QFI there is little point bothering with the comparatively
large τcat.
The top row of Figure 8 reveals that, as µ increases
and moves the system away from the single-mode regime,
there are certain values of µ/N that support the creation
of states with QFI approaching FQ = N
2. Crucially,
this is true even in the presence of significant multi-mode
dynamics. After scaling out the total number N , for a
particular value of κ these values of µ/N are predicted
by studying the period, T , of the (maximally weighted)
overlap |γjk2 (m = 0)|, which we previously deduced is pri-
mary responsible for the decay in QFI. The bottom row
of Figure 8 shows the time at which the maximum QFI
occurs (empty squares, not necessarily tcat), compared to
the period of |γaa2 (0)|. Values of µ with τcat [Eq. (34), in
Figure 8 plotted as a solid black line] coinciding with an
integer multiple of T give rise to cat peaks significantly
above the N2/2 threshold (dashed magenta line). The
take-home result of this plot is this: for a symmetric con-
densate far from the single-mode regime, given an N and
κ, it is not possible to use OAT to generate a state with
QFI comparable to a spin-cat state faster than T , and µ
should be chosen such that tcat is an integer multiple of
T .
VI. CONCLUSION
We have investigated the creation of spin-cat states
from non-linear atomic interactions in a two-level 1D
trapped Bose-Einstein condensate. Starting from a sim-
ple analytic treatment within the Thomas-Fermi approx-
imation, we deduce that working in a multi-mode regime
should produce a larger twisting rate, and thus faster
evolution toward a spin-cat state in absolute terms. Us-
ing the method of Sinatra and Castin we find that multi-
mode dynamics have a deleterious effect on the maximum
QFI, as a result of poor overlap between the mode func-
tions of the different spatial components, especially the
second order overlaps γj2k. In particular we find that con-
densates with asymmetric interactions are more suscepti-
ble to this overlap reduction than symmetric condensates.
For this reason we focus on symmetric interactions, and
find that even in the presence of significant multi-mode
dynamics, maximum QFI close to N2 is possible so long
as tcat = pi/2χ matches the period of |γjk2 (m = 0)| [Fig-
ure 8]. This time scale imposes a speed limit on the time
taken for one-axis twisting to produce a state with QFI
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FIG. 8. (top row) For a symmetric condensate λ = 1, the maximum QFI is displayed for a range of parameters. The QFI
is compared to FQ = N
2/2 (dashed magenta), which is quickly (relative to τcat) reached under OAT. (bottom row) For
N = 100, we display the time at which the maximum QFI occurs (not necessarily tcat). This is compared to the TF result
(Eq. (34), solid black), and deviations from this curve indicate that the corresponding maximum QFI is not associated with a
cat peak. The dashed cyan lines are integer multiples of the period of |γaa2 (m = 0)|.
close to the Heisenberg limit.
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Appendix A: The Method of Sinatra and Castin
In this appendix we will present the method of Sinatra
and Castin, and derive a number of useful results which
we use throughout this paper.
1. Example: Single component system
For simplicity, we will first present the method as it
applies to a single-component field ψˆ(r). In Section A 3
we present the generalisation to a two-component system
represented by the fields ψˆa(r), ψˆb(r). The idea behind
the method is to expand the state in the number basis,
and then evolve each number state within a single-mode
(or Hartree-Fock) approximation. Quantitatively, this is
done by defining a Bosonic annihilation operator
aˆφ =
∫
drφ∗(r)ψˆ(r). (A1)
which destroys a particle with mode function φ(r) (nor-
malised to unity). From the cannonical commutation
relations
[
ψˆ(r), ψˆ†(r′)
]
= δ(r− r′) it follows that
[
aˆφ(r), aˆ
†
ϕ(r′)
]
=
∫
drφ∗(r)ϕ(r). (A2)
It is possible to use the mode-annihilation operator
Eq. (A1) to construct a set of number-like states. To
start with, the mode-annihilation operator Eq. (A1) acts
on the vacuum in the standard way,
aˆφ|0〉 = 0. (A3)
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Thus, we can define the basis states
|n;φn〉 =
(
aˆ†φn
)n
√
n!
|0〉, (A4)
which each have their own mode function φn(r). This is
conceptually similar to the usual single-mode approxima-
tion, with the key difference that each number component
has its own wavefunction (or mode function). Associating
each number state with a unique mode function means
that superpositions of these states
|ψ(t)〉 =
N∑
n=1
cn|n;φn(r, t)〉 (A5)
can exhibit spatial dynamics. The utility of this picture
is that if written in this basis, |ψ(t)〉 can be evolved in
time by simply evolving each mode function φn(r, t), i.e.
in this picture the basis states are time dependent. Es-
sentially the full multi-mode problem is recast as a sin-
gle mode problem with spatial dynamics accounted for
separately by φn(r, t), which can significantly reduce the
numerical difficulty of constructing and evolving the full
state. Thus we have retained a multi-mode description of
the system, within the approximation that each number
component is well described by a single wavefunction. As
a counter-example, another n-particle state is
|n˜〉 = 1√
n!
(
aˆ†φn−1
)n−1
aˆ†φ1 |0〉, (A6)
which cannot be expressed in the form of Eq. (A4) if
φ1 6= φn−1.
Making use of Eq. (A3) and applying commutator
Eq. (A2) m times with the identity
[Aˆ, Bˆn] = nBˆn−1[Aˆ, Bˆ], (A7)
(which holds for any two operators Aˆ, Bˆ that both com-
mute with [Aˆ, Bˆ]), the overlap of the basis states is
〈m;φm′(r′)|n;φn′(r)〉 = δm,n
(∫
drφ∗m′(r)φ
∗
n′(r)
)m
.
(A8)
Although the mode functions φn(r) are non-orthogonal,
they are normalised to unity. Importantly, this implies
that the states |n;φn′(r)〉 are orthogonal, and normalised
so long as m = m′ and n = n′, which justifies the expan-
sion Eq. (A5).
2. Equations of motion for a single component
field.
Here we will derive equations of motion for the mode
functions φn(r, t), and then discuss how these may be
used to calculate expectation values.
For brevity, in this section we will suppress the n in-
dex on the mode functions φn(r, t). Consider a single
component system evolving under the Hamiltonian
Hˆ =
∫
drψˆ†(r)Hˆ0ψˆ(r) +
g
2
∫
drψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r),
(A9)
with single-particle Hamiltonian Hˆ0. Assuming the coef-
ficients cn are stationary, then the dynamics are entirely
governed by the basis states |n, φ(r, t)〉, which evolve un-
der the Schro¨dinger equation
i~
∂
∂t
|n;φ(r, t)〉 = Hˆ|n;φ(r, t)〉. (A10)
Using the definition Eq. (A4) with Eq. (A1), the left-hand
side (LHS) of the Schro¨dinger equation is
i~
∂
∂t
|n;φ(r, t)〉 = i~n√
n!
(
aˆ†φ
)n−1(∫
dr
∂φ(r, t)
∂t
ψˆ†(r)
)
|0〉.
(A11)
However the right-hand side (RHS) is a little more effort,
so we split the RHS into the single-particle term and the
interaction term. To proceed, the commutators[
ψˆ(r), aˆ†φ(r′,t)
]
= φ(r, t) (A12)[
aˆφ(r,t), ψˆ
†(r′)
]
= φ∗(r′, t) (A13)
will be needed, along with the commutator identity
Eq. (A7). The single particle term is
∫
drψˆ†(r)Hˆ0ψˆ(r)|n;φ(r′, t)〉 (A14)
=
n√
n!
∫
drψˆ†(r)Hˆ0φ(r, t)
(
aˆ†φ(r′,t)
)n−1
|0〉,
and the interaction term is
g
2
∫
drψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r)|n;φ(r′, t)〉 (A15)
=
gn(n− 1)
2
√
n!
∫
drψˆ†(r)ψˆ†(r)φ(r, t)2
(
aˆ†φ(r′,t)
)n−2
|0〉.
Equating the LHS and the RHS of the Schro¨dinger equa-
tion, and multiplying through on the left by the inverse
of aˆ†φ n− 2 times, we obtain
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(
aˆ†φ(r,t)
∫
drψˆ†(r)
(
i~
∂φ(r, t)
∂t
− Hˆ0φ(r, t)
)
− g
2
(n− 1)
∫
drψˆ†(r)ψˆ†(r)φ(r, t)2
)
|0〉 (A16)
=
(
aˆφ(r,t)aˆ
†
φ(r,t)
∫
drψˆ†(r)
(
i~
∂φ(r, t)
∂t
− Hˆ0φ(r, t)
)
− g(n− 1)
∫
drψˆ†(r)|φ(r, t)|2φ(r, t)
)
|0〉 (A17)
= 0, (A18)
where in the second line we have multiplied through by
aˆφ on the left. Finally, normally ordering aˆφaˆ
†
φ gives(
aˆ†φf(t) +
∫
drψˆ†(r)g(r, t)
)
|0〉 = 0, (A19)
where we have defined:
f(t) =
∫
drφ∗(r, t)
(
i~
∂φ(r, t)
∂t
− Hˆ0φ(r, t)
)
, (A20)
g(r, t) = i~
∂φ(r, t)
∂t
− Hˆ0φ(r, t)− g(n− 1)|φ(r, t)|2φ(r, t).
(A21)
Eq. (A19) implies,∫
drψˆ†(r)g(r, t) = −aˆ†φf(t) (A22)
= −
∫
drψˆ†(r)f(t)φ(r, t), (A23)
where the second line follows from the definition of aˆφ
[Eq. (A1)]. Equating the integrands we can conclude
that g(r, t) = −f(t)φ(r, t), which can be re-written as
i~
∂φn(r, t)
∂t
=
(
Hˆ0 − fn(t) + g(n− 1)|φn(r, t)|2
)
φn(r, t).
(A24)
Notice we have re-labelled f(t) and the mode functions
with the n index. This equation is strikingly similar
to the time-dependent Gross-Pitaevskii equation (GPE),
but with a dynamic offset to the energy given by fn(t).
Substituting Eq. (A24) into Eq. (A20) reveals that fn(t)
depends only on the non-linear term,
fn(t) =
g
2
(n− 1)
∫
dr|φn(r, t)|4. (A25)
In principle, Eq. (A24) fully determines the dynamics
of φn(r, t), i.e. one must solve the equation of motion
for each φn(r, t), computing fn(t) at each time step via
Eq. (A25). However it is tidier to define the rotated field
φ˜n(r, t) = φn(r, t)e
−iAn(t)/~n, (A26)
with
An(t) = −n
∫ t
0
fn(t
′)dt′. (A27)
To summarise, the time-evolved basis state is
|n;φn(r, t)〉 = e
−iAn(t)/~
√
n!
(∫
drφ˜n(r, t)ψˆ
†(r)
)n
|0〉,
(A28)
where φ˜n(r, t) evolve under a set of GPE-like equations
i~
∂φ˜n(r, t)
∂t
=
(
Hˆ0 + g(n− 1)|φ˜n(r, t)|2
)
φ˜n(r, t),
(A29)
and An(t) are computed by integrating
dAn(t)
dt
= −g
2
n(n− 1)
∫
dr|φ˜n(r, t)|4. (A30)
For a single field containing N atoms, the full state
|ψ(t)〉 can be constructed by solving N coupled differ-
ential equations Eq. (A29) and Eq. (A30). However,
this may still be a challenging numerical task if N is
large, particularly in higher numbers of spatial dimen-
sions. Fortunately, for some states it may be sufficient
to consider a subset of the full system. Additionally,
in Ref. [44] the authors present a number of approxima-
tion methods which are less computationally demanding,
however these methods are not employed in this work and
as such they will not be discussed any further. Here, we
will calculate some observables in terms of φ˜n(r, t) and
An(t). For simplicity, we drop the tilde notation, with the
understanding that φn(r, t) is the solution to Eqs. (A29)
rather than Eq. (A24) with Eq. (A25).
3. Generalisation to two fields
In the previous section we presented the case of a sin-
gle field mainly for pedagogical reasons. In this section
we present the formalism as it applies two fields ψˆa, ψˆb.
In analogy with Eq. (A4), the relevant (dynamic) basis
states are
|n;φa,n(r, t), φb,n(r, t)〉 (A31)
= e−iAn(t)/~
(
aˆ†φa,n
)na
√
na!
(
bˆ†φb,n
)nb
√
nb!
|0〉, (A32)
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with n = (na, nb), and
aˆφa,n =
∫
drφ∗a,n(r, t)ψˆa(r) (A33)
bˆφb,n =
∫
drφ∗b,n(r, t)ψˆb(r). (A34)
Consider the two-component Hamiltonian
H =
∑
j=a,b
ψˆ†j (r)Hˆ0ψˆj(r)+ (A35)
+
∑
j,k=a,b
gjk
2
∫
drψˆ†j (r)ψˆ
†
k(r)ψˆj(r)ψˆk(r). (A36)
Following a similar procedure to the previous Section, one
can derive the equations of motion for the mode functions
φa,n(r, t), φb,n(r, t) and phase factor An(t) (suppressing
the r and t dependence),
i~
∂φa,n
∂t
=
(
Hˆ0 + gaa(na − 1)|φa,n|2 + gabnb|φb,n|2
)
φa,n
(A37)
i~
∂φb,n
∂t
=
(
Hˆ0 + gbb(nb − 1)|φa,n|2 + gabna|φa,n|2
)
φb,n
(A38)
dAn
dt
= −
∑
j=a,b
gjj
2
nj(nj − 1)
∫
dr|φj,n|4− (A39)
− gabnanb
∫
dr|φa,n|2|φb,n|2.
Once these equations have been solved, expectation
values of normally ordered moments (such as those pre-
sented in Section A 4) can be evaluated making use of
the following identities,
ψˆa(r)|n;φa,n′(r′, t), φb,n′(r′, t)〉
=
√
naφa,n′(r, t)|(na − 1, nb);φa,n′(r′, t), φb,n′(r′, t)〉
(A40)
ψˆb(r)|n;φa,n′(r′, t), φb,n′(r′, t)〉
=
√
nbφb,n′(r, t)|(na, nb − 1);φa,n′(r′, t), φb,n′(r′, t)〉
(A41)
with the overlap
〈m;φa,m′(r′, t), φb,m′(r′, t)|n;φa,n′(r, t), φa,n′(r, t)〉
(A42)
=
(∫
drφ∗a,m′(r, t)φa,n′(r, t)
)na
×
×
(∫
drφ∗b,m′(r, t)φb,n′(r, t)
)nb
ei[Am′ (t)−An′ (t)]/~δm,n.
Note that δm,n = δma,naδmb,nb and also that typically n,
n′ are not independent (for instance n′a = na ± 1, and
likewise for m, m′).
4. SU(2) expectation values
In the main text we are interested in employing this
formalism to calculate the expectation values of observ-
ables associated with the SU(2) algebra. If we impose
the constraint na+nb = N , then all two-level basis states
Eq. (A31) have conserved total numberN , which can now
be labelled with a single index m = (na − nb)/2. This
is the notation used in the main text [Eq. (19)]. These
states are the multi-mode analogue of Dicke states. We
note that for any SU(2) state summing over m is equiv-
alent to summing over na, but we continue to use the
latter for notation for clarity.
We study the time-evolution of coherent-spin states of
N atoms, i.e.
|ψ(t)〉 = 1√
N !
(
caaˆ
†
φa
+ cbbˆ
†
φb
)N
|0〉 (A43)
=
N∑
na=0
√
N !
na!nb!
(ca)
na(cb)
nb× (A44)
× |m;φa,m(r, t), φb,m(r, t)〉.
The coefficients ca, cb describe the initial coherent-spin
state with |ca|2 + |cb|2 = 1, and initial condition φa = φb.
Observables that commute with the total number are
conserved, and can be simply evaluated with respect to
the initial coherent-spin state Eq. (A43), for instance
〈Nˆa〉 = N/2, 〈Nˆ2a 〉 = N2/4, etc. In general expectation
values of normally-ordered observables can be evaluated
by making use of Eq. (A40) and Eq. (A41), with the
overlap Eq. (A42). In terms of the mode-overlaps
γjkm′(m, t) =
∫
drφj,m(r, t)φ
∗
k,m−m′(r, t), (A45)
we have
13
〈Jˆ+〉 =
∫
dr〈ψˆa(r)ψˆ†b(r)〉 (A46)
=
N∑
na=1
N !
(na − 1)!nb! |ca|
2(na−1)|cb|2nbc∗bcaei[Am−1(t)−Am(t)]/~γab1 (m, t) [γaa1 (m, t)]na−1
[
γbb1 (m, t)
]nb
.
Up to conjugates and ordering, there are four unique
moments which are needed to study one-axis twisting.
The relevant higher order moments are (see also Ref.[44],
Appendix A):
〈Jˆ+Jˆ−〉 − 〈Nˆb〉 =
∫ ∫
drdr′〈ψˆ†b(r)ψˆ†a(r′)ψˆa(r)ψˆb(r′)〉 (A47)
=
N−1∑
na=1
N !
(na − 1)!(nb − 1)! |ca|
2na |cb|2nb
∣∣γab0 (m, t)∣∣2
〈Jˆ+Jˆ+〉 =
∫ ∫
drdr′〈ψˆ†b(r)ψˆ†b(r′)ψˆa(r)ψˆa(r′)〉 (A48)
=
N∑
na=2
N !
(na − 2)!nb! |ca|
2(na−2)|cb|2nb(c∗b)2c2aei[Am−2−Am]/~
[
γab2 (m, t)
]2 × [γaa2 (m, t)]na−2 [γbb2 (m, t)]nb
〈NˆbJˆ+〉 − 〈Jˆ+〉 =
∫
drdr′〈ψˆ†b(r)ψˆ†b(r′)ψˆb(r)ψˆa(r′)〉 (A49)
=
N−1∑
na=1
N !
(na − 1)!(nb − 1)! |ca|
2(na−1)|cb|2nbc∗bcaei[Am−1−Am]/~γab1 (m, t) [γaa1 (m, t)]na−1
[
γbb1 (m, t)
]nb
〈NˆaJˆ−〉 − 〈Jˆ−〉 = 〈ψˆ†a(r)ψˆ†a(r′)ψˆa(r)ψˆb(r′)〉 (A50)
=
N∑
na=1
N !
(na − 1)!(nb − 1)! |ca|
2na |cb|2(nb−1)c∗acbei[Am+1−Am]/~γba−1(m, t)
[
γaa−1(m, t)
]na [
γbb−1(m, t)
]nb−1
.
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