Abstract-Cloud Computing, born in the e-business context, and GRID computing, originated in the e-science context, are two different but similar paradigms for managing large sets of distributed computing resources. In the last few years there have been many efforts that aim at integrating them. One of the main problems linked to the use of the virtualization techniques adopted in clouds in the GRID and High Performance Computing context derives from the overheads in the virtualization layer. This paper introduces PerfCloud, a cloud environment built on the top of a GRID system, which lets the user to instantiate Virtual Clusters (VCs) that become part of the starting GRID. The architecture proposed integrates a set of services able to predict the performance (response time) of user applications on the newly generated VC taking into account the actual amount of computing and communication resources allocated to the VC, as well as the presence of the virtualization layer. The obtained predictions let the user to evaluate on-the-fly if the created VC is compatible with his performance expectations or not.
I. INTRODUCTION
Cloud computing, born with the EC2 Amazon project [1] , is an emerging computing paradigm which is steadily spreading in the e-business world. In essence, cloud computing is based on the use of distributed computing resources that are easily allocated, de-allocated, migrated and possibly re-allocated on user request. As such, it relies heavily on the use of virtualization technologies (e.g., [2] , [3] ), able to offer an almost unlimited amount of virtual computing resources. Thanks to virtualization, which controls the access to physical resources in a transparent way, it is possible to offer computational resources with full control, in that final users can configure them as administrators, without any restriction.
On the other hand, GRID computing is basically a paradigm that aims at enabling access to high performance distributed resources in a simple and standard way. As such, it is widely diffused in the e-science world. In practice, GRID is born with the Globus project, and currently Globus toolkit [4] and gLite [6] are probably the most relevant implementations of the paradigm available. In GRIDs, users can compose complex stateful services in order to build up complex and typically computation-intensive tasks. This is obtained by means of a middleware paradigm: every host has a GRID interface, and developers adopt middleware-dependent APIs for building up their applications.
In fact, cloud and GRID computing paradigms have many points in common: both adopt large datacenters, both offer resources to users, both aim at offering a common environment for distributed resources, . . . . At the state of the art, there are two main approaches for their integration:
• GRID on Cloud: a cloud approach (i.e. adoption of virtual machines) is adopted in order to build up and to manage a flexible GRID system [7] . As in this context the GRID middleware runs on a virtual machine, the main drawback of this approach is performance. Virtualization inevitably entails performance losses as compared to the direct use of physical resources. The evaluation of the overheads is currently a hot research topic [9] - [11] .
• Cloud on GRID: the complex and stable GRID infrastructure is exploited to build up a cloud environment. This is a more common solution [12] , [14] . In this case, a set of GRID services is offered in order to manage (create, migrate ...) virtual machines. The use of Globus workspaces [12] , [14] , a set of GRID services for the Globus Toolkit 4, is the prominent solution. It is also adopted in the Nimbus project, where a cloud environment is built on top of a GRID [15] .
In this paper, we propose to use both approaches at the same time, adopting the Virtual Workspaces GRID services to build up a Cluster on Demand (CoD) system, i.e., a system that creates Virtual Clusters (VCs) on user request, with explicit support for High Performance Application Development. VCs offer message passing libraries, queuing systems, . . . , and are directly accessible through the Globus middleware. Our proposal, PerfCloud, offers a set of services able not only to create VCs on user request, but also to predict by simulation how fast the target application will run on the newly created system. This approach can help the user to re-modulate the resources requested for his VC, or simply to optimize his application for running on a VC. The target applications are described in a high-level description language (MetaPL) and performance predictions are performed by means of a simulation environment named HeSSE.
From the user perspective, the use of PerfCloud is pretty simple. By invoking a GRID service it is possible to create the Virtual Cluster, to obtain an IP address to access it, and to build automatically a configuration file that will be successively used for simulation. An additional GRID service tunes the simulation environment to the newly created Virtual Cluster, running a set of predefined benchmarks to characterize the performance of the VC and measuring the timing parameters needed by the simulator. Then another GRID service accepts the application high-level description, runs the simulations, and returns the predicted response time of the given application on the previously created VC. The focus here will be on MPI applications, even if both the MetaPL language and the simulation environment HeSSE are able to describe and simulate a much larger set of paradigms (web services, mobile agents, OpenMp, hybrid applications ...).
The remainder of this paper is structured as follows: the next section briefly introduces the related work about cloud technologies. Section III introduces the use of performance prediction techniques in the context of cloud computing. Then section IV describes the PerfCloud architecture and its main component services, and section V describes the testbed we have built. Finally, the conclusions are drawn and our future work is sketched.
II. RELATED WORK -CLOUD TECHNOLOGIES
Recently a great interest on cloud computing has been manifested from both academic and private research centers, and numerous projects from industry and academia have been proposed. The concept of cloud computing is born with the Amazon Elastic Compute Cloud (EC2) [1] , which is based on a simple idea: to offer a set of web services and a command line interface to let the users manage (create, destroy, migrate ...) virtual machine images on the Amazon datacenter. Amazon sells CPU time, which is used by the users' virtual images.
Starting from EC2, a large set of technologies has been successively developed. In commercial contexts, it is worth mentioning the IBMs Blue Cloud [16] , the Sun Microsystems Network.com [17] , the Microsoft Azure Services Platform [18] , the Google App Engine [19] , the Dell Cloud computing solutions [20] . Most of these commercial systems adopt proprietary solutions (such as the virtualization engine by VMWare [3] ) and relatively few details are available on the adopted architecture. Even if the cloud concept is born in the commercial environment, it is just an evolution of the virtualization techniques that have been object of research in the last years. The scientific world offered many similar solutions in the past, such as the idea of Cluster on Demand proposed in [21] . At the state of the art, in this context the most advanced research project is the Reservoir project [22] , which includes technologies such as OpenNebula [23] . The most widely adopted virtualization engine is Xen [2] , even if alternative solution do exist (Virtualbox [24] , KVM [25] , ...). The idea of GRID-Cloud integration originated in a scientific context. The idea is to exploit an existing GRID infrastructure as basis or the cloud environment, instead of adopting a big datacenter as in the commercial world. This solution is the one chosen for the Virtual Workspaces [12] , [14] , adopted by the Nimbus project [15] , and used for building many e-science clouds [15] , [26] , [27] .
III. PERFORMANCE PREDICTION AND CLOUD COMPUTING -METAPL AND HESSE
Even if virtualization technologies have proven to be very effective in different contexts, such as server consolidation and migration [3] , in the scientific field most users are rather skeptical on their adoption. After all, setting up a virtual cluster of servers to sustain variable amounts of web traffic is one thing, and solving a scientific problem in reasonable time is another. Furthermore, virtualization engines add overhead. A vast amount of research is ongoing to measure it in different conditions, and to optimize hypervisors (see [9] , [10] and [11] , respectively). However, this seems not to be the crucial point. The big issue is that the main advantage of clouds, namely the transparency to users of such factors as physical network load, physical CPU loads and possible sharing of compute nodes, makes very difficult to find out if the computing resources received from a cloud are sufficient to meet the user response time expectations. Service Level Agreements (SLAs) would be of help, but they are not available in current cloud solutions. This is not surprising, because the above mentioned problem makes very difficult to manage conflicting service levels.
In this paper we will tackle the above mentioned problem by means of simulation technologies that have been successfully adopted in different contexts, such as in distributed systems with variable number of heterogeneous nodes [28] , [29] and service-oriented systems with ubiquitous web services [33], [34] . These systems have in common with the virtual clusters created on-demand in a cloud the following characteristics:
• possibility to change easily the system configuration (in the case of virtual clusters, the system is a virtual one, but this is unessential); • the computational tasks are known beforehand (the code is available or, at least, its structure is sketched with sufficient detail). These characteristics suggest the separate modeling of hardware (whether it is virtual or physical) and software. This is carried out by the construction of a simulation model (more detailed, by fitting parameters to a relatively general-purpose simulation model) and of a description of the code (or of artifacts of the code to be written). The first key point of our proposal, which is detailed in the following, is to match the simulation model to the actual timing parameters (model tuning) by running off-line general-purpose benchmarks. The availability of the tuned simulation model, along with the code meta-language description, makes it possible to query the simulation engine on-the-fly to evaluate the performance of alternative system configurations. The use of on-line simulation tools queried by invoking GRID services is the second distinctive feature of our proposal.
The approach described above is fairly general and, at least in principle, could be implemented through any simulation environment and code description tool. However, the experiences described in this paper has been conducted by exploiting notations and tools developed internally to our research group, namely the prototype-based meta-language MetaPL [36] and the simulation framework HeSSE [28] , [29] . In the rest of this section, we will give some general information on the characteristics and use of both. The use of the MetaPL/HeSSE performance prediction methodology will be contextualized to virtual environments in the next section.
HeSSE (Heterogeneous System Simulation Environment) is a simulation framework that allows the user to simulate the performance behavior of a wide range of distributed systems for a given application, under different computing and network load conditions. HeSSE uses traces to describe applications behavior. A trace is a file that records all the actions of a program that are relevant for simulation. Each trace is the representation of a specific execution of the parallel program.
Trace files can be generated using prototypal languages, as MetaPL [36] . This defines a program description notation that is language-independent, and can support different programming paradigms or communication libraries. The MetaPL core can be easily extended to introduce new constructs into the language. Starting from a MetaPL program description, a set of extensible filters enables developers to generate different program views, and among the others, the trace files that can be used to feed the HeSSE simulation engine [29] .
As briefly mentioned before, though MetaPL and HeSSE are independent modeling tools, they can be integrated through a four-step methodology, as follows:
• System Description construction of a model of the system to be evaluated: -MetaPL meta-code production (Application Description); -System architecture model definition (System Architecture Modeling);
• Tuning evaluation of timing parameters (Model Tuning);
• Generation generation of HeSSE traces through MetaPL filters, possibly with additional input from the user; • Evaluation simulation in HeSSE and prediction of the performance parameters. During the System Description phase, users are involved mainly in application description. This consists of the development of MetaPL prototypes that will be used to generate the trace files needed to drive the simulated execution, and in the definition of the model of system architecture, which entails the choice (or the development, if needed) of the HeSSE components needed for simulation, that are later on composed through a configuration file. The model Tuning step consists of running benchmarks on the target system, in order to enrich the simulator and the MetaPL description with parameters related to timing information. Further details on this approach can be found in [38] . During the Generation Phase, users have just to provide the tools with a set of information useful to define the actual execution conditions (application parameters, system loads . . . ). It should be noted that that the tool fully automates this step. The last phase (Evaluation) gives the user an evaluation of the chosen execution condition in terms of the performance parameters chosen (e.g., response time, throughput). Repeating the Generation and Evaluation phases, and so performing several trace generation and system simulations (each of them requires a few milliseconds), it is possible to compare the different results, to ascertain which is the best configuration and which are the parameters that lead to the best system performance.
IV. PERFCLOUD
PerfCloud is a complete framework that provides performance prediction services in an e-science cloud. The design adopted relies on the adoption of a set of grid services able both to create a Virtual Cluster (VC), and to predict the performance of a given target application on that particular VC. As shown in the use case diagram in Figure 1 , PerfCloud provides three subsets of services, which are used to configure a VC, to manage it and to obtain the timing parameters needed for simulation, to predict its performance and to execute the actual application. These cover all the steps of the performanceoriented development cycle, with the exception of the application design and development, which are performed off-line with traditional tools, and produce the application description in MetaPL and the executable application code.
The Configuration services make it possible to design a VC with the characteristics requested by the user (number of virtual nodes, number of virtual CPUs for virtual node, network configuration, . . . ) , and to generate its description both to request its creation from the cloud and to allow the construction of its simulation model. Since the information needed for building up the virtual cluster and the simulator configuration are similar, we defined an high-level XML cluster description. This is a simple and user-friendly way to describe the cluster, allowing a further set of GRID services to generate from it both the detailed VC specification and the skeleton of the simulation model. The VCs that are created and evaluated in PerfCloud have the same organization of common physical clusters, i.e., they are composed of a Front-End (FE), which is the only node with public IP address, and a set of nodes (slave machines) connected to the FE through a network (a private network built with Xen bridges). Figure 2 shows an example of such a description (for simplicity's sake, the VC in the figure is composed of a single node). The VC Management and Evaluation services make it possible for the user to create a VC, i.e., to start on the cloud a set of virtual machine images, and to perform the evaluation of the newly created VC. This entails to launch a set of benchmarks and to store their results, which are successively used for tuning the simulation model, evaluating the timing parameters typical of the VC created by the user.
Finally, the Performance prediction and application execution services make it possible to run a simulation (this requires the Application description, to be provided from the user), thus producing the performance predicted for the application on the actual VC set-up on the cloud. A further service is provided to execute the application on the VC.
Our implementation relies on three GRID services, whose main functionalities are:
• VC2service, which accepts as parameter an XML file describing the Virtual Cluster, creates the virtual images and returns the simulator configuration file.
• BenchService, which performs a set of predefined benchmarks on the target VC and stores the results in a Database allocated in an ad-hoc virtual machine.
• SimulationService, which queries the benchmark results database, retrieves all relevant timing information related to the VC and performs automatically the simulator model tuning. Then, it predicts the application response time. A PerfCloud client has also been developed to interact with the PerfCloud services. From the client it is possible to ask for the Virtual Cluster creation, receiving in return the cluster ID and the simulation configurations. The client allows also to launch the benchmarking and tuning steps, and to access the SimulationService for performance prediction. Figure 3 briefly summarizes the overall architecture of PerfCloud. The PerfCloud client resides on a user machine (which has access to the GRID environment) and interacts with the PerfCloud system through invocation of GRID services, which enable the user to obtain a new cluster as a WSRF GRID resource to which he has full access. The same GRID resource contains all the information needed to perform the simulations and so the user can invoke evaluation services (simulation and benchmarking), just using the WSRF resource link. 
A. Virtual Cloud Computing (VC2) Grid Services
The VC2 Grid Service offers a set of functionalities that are the main interface for virtual cluster creation and management. The offered functionalities are similar to the ones offered by the Amazon EC2 APIs or by the Nimbus Grid services. They are based on a set of shell scripts that we have developed in order to invoke the virtual workspace services directly from the FE. These let the user manage (create, destroy, migrate, pause ...) the virtual clusters.
The VC2 offers two main functionalities (as services):
• CreateVC: it accepts as parameter a cluster XML description, starts up the virtual image set needed for building up the cluster, creates a WSRF resource that points to the cluster, and returns a VC ID, which uniquely identifies the newly generated cluster.
• getHeSSEConf: it accepts as parameter the VC ID and returns the HeSSE configuration file. Figure 4 is a sequence diagram that shows how the CreateVC service works. When the client invokes the service, it interprets the XML description of the cluster that contains all the parameters needed to start up the cluster. Then it invokes the script for creating and starting the VCs, which creates both the front-end and slave nodes, through a wrapper (in the diagram, the RunTimeJavaClass).
The getHeSSEconf service is much simpler than CreateVC, because it exploits a dedicated XSLT to translate the high-level XML cluster description into the HeSSE configuration file. The service just sends the cluster description to the XML parser, which translates it and returns the result in the output file. 
B. BenchService
This set of services is used to run benchmarks on the virtual clusters and to collect the results. The PerfCloud system provides a dedicated virtual image, which resides on any of the available physical machines (typically, on a machine not to be used for VCs) different from the one adopted for executing computational work) which hosts a DBMS (MySQL) on which a DB is configured to receive the benchmarking results. As benchmark, we adopt the SkaMPI benchmarking framework. A discussion on the choice of the benchmarks and their use for the evaluation of the timing parameters of the VCs is out of the scope of this paper.
When the BenchService is invoked, it starts up a wrapper java runtime on the target virtual cluster which launches the benchmarks. The results are collected on the FE of the virtual cluster, and successively returned to the service caller. Then the service redirects the result to the result DB, which stores performance figures obtained for future use.
C. SimulationService
The simulation service contains most of the innovative features provided by the PerfCloud system, as it offers to the user a simple interface for predicting the performance of his application in a virtualized environment. The simulation package offers two main services: (a) HeSSEService, which accepts as input an application to be evaluated and (b) TuningService, which tunes the simulator configuration to the target virtual cluster. Figure 5 illustrates how the services work. The HeSSEService service accepts as parameter the VC ID and the MetaPL description of the application. It generates the trace files, retrieves the simulator configurations from the VC resource and runs the simulation, returning the predicted response time.
The TuningService accepts as parameter the VC ID. It retrieves the simulator configuration from the VC resource, queries the DB for the benchmarking results, and starts up the automatic tuning procedure described in [38] . Finally, the service sends the result to the VC resource, which updates the simulator configurations. As discussed in the introduction, cloud and GRID systems are object of extensive research and evolve at high speed. So we think that it could be useful to mention the hardware/software architecture adopted for our implementation and tests, pointing out also the versions used. Even if the GRID services design and the PerfCloud overall architecture are independent of the environments and tools used, their implementation inevitably depends on the underlying technologies. We built up the PerfCloud prototype on the research group experimental local GRID, ParsecGRID, which is composed of four different clusters. The first three clusters are located in the same campus LAN, at the 2nd University of Naples. The fourth one is located in the Unisannio campus, and it is connected with the others through an 8 MB/s dedicated link.
All the clusters are configured using Rocks, a widely used cluster distribution based on RedHat Linux. Cluster nodes can be easily reinstalled, and their configuration are stored on the cluster FE. Rocks can be expanded using the concept of rolls, which make it possible to add appliances or other customizations. Further details on this topic can be found in [39] . In order to test and to validate the PerfCloud implementation we used the Rocks 4.3 version, which natively does not support virtualization.
The GRID middleware adopted is the Globus Toolkit 4, with the customizations offered by the Rocks GRID roll and a dedicated OpenCA certification authority. In order to add support for virtualization, we built up a Rocks roll (VirtRoll) which customizes the cluster nodes adding support for Xen 3.0, defining a new appliance (virtnode) which operates as host domain. Our virtnode is similar to the VMcontainer offered by the new Xen Roll (which was only in the testing phase when PerfCloud was developed). The porting of our software to the newest Rocks distribution is currently under way. To exploit the GRID environment as basis for the cloud system, we adopted the GRID Virtual Workspaces. The release we used precedes the release of the Nimbus Project. Also in this case, the porting to the new version is a work in progress.
As mentioned in the previous section, we developed a simple client which enables the final user to invoke one by one the services and to check their results. Figure 6 shows a screenshot of the client tool. 
VI. CONCLUSIONS AND FUTURE WORK
In this paper we have presented the architecture of PerfCloud, which offers cluster-on-demand functionalities integrated with a simulation environment able to predict user application performance on the newly instantiated Virtual Clusters. The architecture of PerfCloud makes use of existing GRID technologies to manage at low-level the Virtual Clusters, and integrates them with a dedicated set of services able to offer the performance prediction functionalities. We have described the design of the architecture, pointing out the details of the existing implementation.
The main contribution of our work is the possibility offered to the user to evaluate on-the-fly the performance of his application on the particular VC that has received from the cloud. This is of great importance in the HPC world, where there is skepticism about the adoption of virtualization techniques because of the introduced overheads. Our research aims at making the resulting performance loss predictable.
As future evolution of our work, we will design services able to build up VC tailored to the user performance requirements. This way, the user will provide the application and the requested response time, and the system automatically will build up (if possible) a suitable cluster. This further work will make it possible for the cloud to offer guarantees about the quality of service and to negotiate SLAs.
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