Abstract. The purpose of this note is to extend the following classical result from groups to hypergroups in the sense of C.F. Dunkl, R.I. Jewett, and R. Spector: If a hypergroup has a countable neighborhood base of its identity, then K admits a left-or a right-invariant metric. Moreover, it admits an invariant metric if and only if there exists a countable conjugation-invariant neighborhood base of the identity.
Definition 1.
Let K be a hypergroup with identity e such that the topology of K is generated by some metric d. Then d is called left-invariant, if for all x ∈ K and > 0 the -balls U (x) := {y ∈ K : d(x, y) < } satisfy U (x) = {x} * U (e).
Right-invariance is defined in the same way, and d is called invariant if it is both left-and right-invariant.
If the hypergroup is a group G, then it can easily seen that our left-invariance just means that d(e, y) = d(z, zy) for all z, y ∈ G. As this implies that d(x, y) = d(e, x −1 y) = d(zx, (zx)(x −1 y)) = d(zx, zy) for all x, y, z ∈ G, it follows that for groups our definition agrees with the classical one stated in Eq.
(1). The following theorem is the main result of this note:
Theorem 1. If a hypergroup has a countable neighborhood base of its identity, then it admits a right-invariant metric.
Assume that a hypergroup K admits an invariant metric d. Then all -balls U (e) around e satisfy {x} * U (e) = U (e) * {x} for all > 0 and x ∈ K, which means that there exists a countable "conjugation-invariant" neighborhood base of the identity e ∈ K. Therefore, one direction of the following theorem is clear:
Theorem 2. A hypergroup admits an invariant metric if and only if there exists a countable conjugation-invariant neighborhood base of its identity.
Remarks. (1) If a commutative hypergroup K has a countable neighborhood base of its identity, then these neighborhoods trivially are conjugation-invariant, and K admits an invariant metric. (2) For any discrete hypergroup, the metric d with d(x, y) = 1 for x = y is invariant. (3) We presently do not know whether each second countable compact hypergroup admits a conjugation-invariant neighborhood base of e and hence an invariant metric.
Before we prove the theorems, we recapitulate some notation and facts about hypergroups; for further details see [2] and [4] .
Definition 2.
A hypergroup (K, * ) consists of a locally compact Hausdorff space K together with a bilinear, associative, weakly continuous convolution on the Banach space M b (K) of all bounded regular Borel measures on K with the following properties:
(1) For all x, y ∈ K, the convolution of the point measures δ x * δ y is a probability measure with compact support. (2) The mapping K × K −→ C(K), (x, y) −→ supp(δ x * δ y ), is continuous with respect to the Michael topology on the space C(K) of all nonvoid compact subsets of K, where this topology is generated by the sets
There is an identity e ∈ K with δ x * δ e = δ e * δ x = δ x for all x ∈ K. (4) There is a continuous involution x → x on K such that (δ x * δ y ) − = δ y * δ x and e ∈ supp(δ x * δ y ) ⇐⇒ x = y for x, y ∈ K. We use the common abbreviation A * B := x∈A,y∈B supp(δ x * δ y ) for sets A, B ⊂ K. Moreover, A is the image of A ⊂ K under the involution on K. The closure of A is denoted by cl A.
The following facts from Sections 2.5, 3.2, and 4.1 of Jewett [4] will be needed in the proof of the theorems:
Proof of Theorem 1. The proof will be divided into three major steps.
Step 1. Assume the hypergroup K has a countable neighborhood base of its identity e. For k ∈ N we choose inductively a neighborhood base (U k ) k∈N of e consisting of open neighborhoods U k of e with the following properties:
In fact, (a) can be achieved obviously for each sufficiently small symmetric
above, we conclude from fact (C) above that the finitly many conditions in (b) are satisfied for each sufficiently small U k .
As (U k ) k∈N is a neighborhood base of e, we in particular have k U k = {e}. In the next step, we define V 2 −k := U k for k ∈ N. For arbitrary dyadic rational numbers
we define
Moreover, for r ≥ 1 we put V r = K. The sets V r are open, and we next prove that they have the following properties for arbitrary dyadic rational numbers r, s ≥ 0:
Our proof of (1.1) follows the exposition of the proof of the same statement in the proof of Theorem 8.2 of Hewitt and Ross [3] . In order to check (1.1), we may assume 0 < r < s < 1. Let r be given as in Eq. (2) and s by 2
, we then have
In order to prove (1.2), we first assume 0 < s ≤ r with r + 3s < 1 (notice that the case r + 3s ≥ 1 is obvious). It suffices here to check (1.2) for r as in (2), and for s = 2 −l with l ≥ l(1). If l > l(n), then we have
and (1.2) holds. If l ≤ l(n), then we take k ∈ N with k ≥ 2 and
and r 2 = r + r 1 . Then r < r 2 < r + 2 −l+1 . Applying (1.1) and Eq. (3), we obtain
We next prove that V s * V r ⊂ V r+3s for 0 < s ≤ r with r as in Eq. (2) where we again may assume that s = 2 −l with l ≥ l(1). Take again k with l(k − 1) ≤ l < l(k). Then, by property (b) of the sets U k ,
which completes the proof of step (1.2).
Step 2. We next define the mappings
The function φ has the following properties: (2.1) φ(x) = 0 if and only if x = e, and φ(x) = φ(x) for all x ∈ K. 3) The sets W (e) := {x ∈ K : φ(x) < } form a neighborhood base of e for > 0, and, in particular, φ is continuous at e ∈ K.
The symmetry of φ in (2.1) is clear. Moreover, φ(x) = 0 means that x, x ∈ V r for all dyadic r > 0, which is equivalent to the fact that x, x ∈ U k for all k ∈ N, and this means that x = e. Hence, part (2.1) is clear.
In order to check (2.2), take > 0. We then find dyadic numbers r 1 , r 2 > 0 with
which implies that
As this holds for all > 0, we conclude that
It is now obvious from the definition of φ that (2.2) holds. In order to check (2.3), we first notice that for > 0 and dyadic numbers r with 0 < r < /2, the set V r ∩ V r is an open neighborhood of e with V r ∩ V r ⊂ W (e), which shows that all W (e) are neighborhoods of e. Conversely, for each open neighborhood U of e we find U k with U k ⊂ U . Therefore, W 2 −k ⊂ U k ⊂ U , and (2.3) becomes clear.
Step 3. We define the metric d on K by d(x, y) := inf{φ(z) : z ∈ {x} * {y}} for x, y ∈ K.
We still have to prove that d has the required properties: (3.1) It is clear that for all x, y ∈ K, d(x, y) ≥ 0 and d(x, x) = 0. Moreover, if x = y, then e is not contained in the compactum {x} * {y}. By (2.3) this yields that there exists > 0 with W (e) ∩ ({x} * {y}) = ∅, and hence d(x, y) ≥ > 0. (3.2) d is symmetric, as {x} * {y} = ({y} * {x}) − and as φ is symmetric by (2.1). (3.3) To check the triangle inequality, take x, y, z ∈ K and > 0. We then find a ∈ {x} * {y} and b ∈ {y} * {z} with φ(a) ≤ d(x, y) + and φ(b) ≤ d(y, z) + . Thus, x ∈ {a} * {y} and y ∈ {b} * {z}, and x ∈ {a} * {b} * {z}. This implies that ({a} * {b})∩({x} * {z}) = ∅. Now choose some c ∈ ({a} * {b})∩({x} * {z}). The definition of d together with (2.2) ensures that
The triangle inequality now follows for → 0, and we now know that d is a metric. (3.4) In order to prove the right-invariance of d, choose > 0 and x ∈ K and define
Then this notion is consistent with that of (2.3) for x = e. Moreover, for each y ∈ W (e) * {x} we find z ∈ K with d(z, e) < and y ∈ {z} * {x}, which yields z ∈ {y} * {x}, and hence, by the definition of d, d(x, y) ≤ d(z, e) < . This implies that
Conversely, if y ∈ W (x), then d(x, y) < , and we find z ∈ {y} * {x} with φ(z) = d(e, z) < and thus z ∈ W (e). Thus, y ∈ {z} * {x} ⊂ W (e) * {x}, and the converse inclusion is also proved. (3.5) We still have to check that ρ generates the original topology. This, however, immediately follows from the fact that the following three assertions are equivalent for all x, z n ∈ K (n ∈ N): (a) lim n→∞ z n = x with respect to the original topology.
(b) For > 0 there is n 0 with ({x} * {z n }) ∩ W (e) = ∅ for n ≥ n 0 .
(c) For > 0 there is n 0 with z n ∈ W (x) for n ≥ n 0 . In fact, the equivalence (a)⇐⇒(b) follows from the continuity axiom (2) of hypergroups above while (b)⇐⇒(c) is a consequence of (3.4).
The proof of Theorem 1 is now complete.
Proof of Theorem 2. The proof will again be divided into three steps, which are similar to, but sometimes easier than, the steps in the proof of Theorem 1.
Step 4. Choose a neighborhood base (U k ) k≥1 of e such that for all k ∈ N,
The symmetry and the conjugation-invariance of the U k ensures that the sets V r as defined in step 1 of the proof of Theorem 1 have the following stronger properties for all dyadic rational numbers r, s ≥ 0:
3) V r is conjugation-invariant and symmetric.
Step 5. The function φ(x) := inf{r : x ∈ V r } for x ∈ K has the following properties:
3) The sets W (e) := {x ∈ K : φ(x) < } form a neighborhood base of e for > 0. (5.4) All W (e) are conjugation invariant.
In fact, it suffices to check (5.4): Take y ∈ {x} * W (e). Then there is z ∈ K with y ∈ {x} * {z} and φ(z) < . We find a dyadic rational r < with z ∈ V r . Hence, by the conjugation invariance of V r , y ∈ {x} * {z} ⊂ {x} * V r = V r * {x} ⊂ W * {x}, which proves {x} * W (e) ⊂ W * {x}. The converse inclusion can be checked in the same way.
Step 6. This step can be carried out in the same way as in the previous theorem where the additional left-invariance of d follows from (5.4) . This completes the proof of Theorem 2.
Examples. Hypergroup structures on intervals I ⊂ R were studied and partially classified by Zeuner [6] . He proved that on R each hypergroup structure is isomorphic with the group (R, +). He also showed that each hypergroup structure on 
