is paper proposes an adaptive switch controller (ASC) design for the nonlinear multi-input multi-output system (MIMO). In fact, the proposed method is an online switch between the neural network adaptive PID (APID) controller and the neural network indirect adaptive controller (IAC). According to the design of the neural network IAC scheme, the adaptation law has been developed by the gradient descent (GD) method. However, the adaptive PID controller is built based on the neural network combining the PID control and explicit neural structure. e strategy of training consists of online tuning of the neural controller weights using the backpropagation algorithm to select the suitable combination of PID gains such that the error between the reference signal and the actual system output converges to zero. e stability and tracking performance of the neural network ASC, the neural network APID, and the neural network IAC are analyzed and evaluated by the Lyapunov function. en, the controller results are compared between APID, IAC, and ASC, in this paper, applying to a nonlinear system. From simulations, the proposed adaptive switch controller has better effects both on response time and on tracking performance with smallest MSE.
Introduction
Tracking performance and fast response time are a major concern in industrial control theory. is interest comes in order to facilitate the use of the systems, to satisfy stricter design criteria, and to avoid the lack of some knowledge of the system. In this context, a great effort is being made within the area of system control. A lot of control system approaches have been studied, and many researchers have developed new techniques.
For instance, the proportional integrate derivative (PID) controller has been widely spread in various applications until these days due to its simple structure and easy implementation [1, 2] . A challenging problem in designing a PID controller is to find its appropriate gain values [1] . For nonlinear systems, PID controller performance decreases under a great deal of tuning efforts of constant gains to get local stability.
en, there remains to explore autotuning schemes for the nonlinear system, which clearly leads to consider some sort of system estimation [3] . A new strategy called adaptive PID is needed which automatically detects the changes in the controlled system and readjusts its gains by improving the response of the PID controller.
In [4] [5] [6] [7] , a PID controller-based neural network is proposed with self-learning and adaptive ability for nonlinear systems. In [1] , the author proposed an adaptive PID controller using the recursive least square algorithm for single-input single-output stable and unstable systems. However, in [3] and in [8] , respectively, a PID controller based, firstly, on the wavelet neural network is applied to the AC motor and, secondly, on radial basis function is applied to quadrator. In [9] , online tuning of the neural PID controller is proposed for plant hybrid modelling. However, in [10] , a PID-type fuzzy logic controller based on particle swarm optimization is proposed.
e indirect adaptive control (IAC) is well used in [11] [12] [13] . is method is based on two parts: identification and control of the system. For the identification phase, the aim is to obtain a structure with the capacity of representing the behavior of the unknown system. is process may be performed offline or online using measurements of input and output of the system. Neural networks, under certain condition, can approximate any nonlinear function with arbitrary precision. It also has a strong ability of adaptive, self-learning, and self-organization. For the control phase, the goal is to design a controller with the capacity of generating the appropriate signal law in order to carry out the output of the system to the desired target. e IAC is applied for nonlinear dynamic systems using self-recurrent wavelet neural networks via adaptive learning rates [14] , using fuzzy neural networks via kernel smoothing [15] , and using radial basis function [11] . However, in [13] , a performance comparison of neural network training approaches in indirect adaptive control is proposed. In [16] , an indirect hierarchical FCMAC control is proposed for the ball and plate system. However, hybrid control has received considerable attention during the past two decades, and the class of switching systems is specifically employed in many industrial applications such as in [17] [18] [19] [20] [21] [22] [23] [24] and [25] . In fact, in [17] and [21] , respectively, the PID is mixed with the model reference adaptive control and the model predictive controller. In [19, 20] , a mixed method between the PID controller and model reference control is proposed for the nonlinear hydraulic actuator and for an aerial inertially stabilized platform. ese methods are proposed to suppress the effect of nonlinear and time-varying parameters and to get faster response time and better tracking performance. Motivated by the above discussion, we aim, in this paper, to combine the neural network adaptive PID (APID) controller with the neural network indirect adaptive control (IAC) and establish a unified framework to get fast better tracking performance for the nonlinear control system. By constructing the Lyapunov function, a sufficient condition is presented to ensure the asymptotic stability of the state tracking control.
e proposed switch controller is applied to a nonlinear multiinput multi-output system. e rest of this paper is organized as follows. Section 2 briefly introduces the nonlinear system problem of the control system. In Section 3, the proposed method is detailed and the stability properties of the adaptive designs are studied. In Section 4, an example of a nonlinear system is presented to illustrate the proposed efficiency of the methods. At last, concluding remarks are detailed in Section 5.
Problem Statement
Consider the above discrete nonlinear multivariable system with n inputs and n outputs expressed in terms of its difference equation in the following form [22] :
where
, are, respectively, the input and output vectors; n Y and n U are the number of past process input and output, respectively; f � [f i (k)] i�1,...,n is the nonlinear function mapping specified by the model; and k is the discrete time index. e problem is to find a controller u i (k) to ensure that the system output y i (k) tracks asymptotically the desired reference r i (k), i � 1, . . . , n.
In this paper, the control object is to combine the neural network PID controller and the neural network indirect adaptive control as a switch controller for the nonlinear system.
Adaptive Switch Controller Structure
In this section, an adaptive switch controller is proposed for the nonlinear MIMO system (1). e controller consists of the neural network APID and neural network IAC approach. We assume that the switching point is decided by the norm of the error between the system output and the desired value during the neural network APID and the neural network IAC stages.
Neural Network Indirect Adaptive Control.
In this section, an indirect adaptive control scheme for a class of MIMO nonlinear systems, shown in Figure 1 , is proposed.
e multilayer perceptron is used in the model block and in the controller block. Each block consists of three layers with the sigmoid activation function for all neurons. e tracking error and the identification error are used, respectively, to train the neural network controller and the neural network model. Since the learning rate is an essential factor for determining the performance of the neuroidentifier and the neurocontroller trained via the GD method, it is important to find the optimal learning rate.
e i th control law is u IACi (k), i � 1, . . . , n, and is given as follows:
or in the compact vector-valued form as
, and
, where n 1 is the neuron number of the input layer, n 2 is the neuron number of the hidden layer, and
To update the neural network controller parameters, let us consider the cost function:
where the tracking error is
e gradient descent method is applied to train the weights of the neural network controller.
e output 2 Mathematical Problems in Engineering synaptic weights and the hidden weights are given by the following expressions:
where the incremental change of the output weights Δw 3 (k) and the hidden weights Δw 2 (k) of the neural network controller are given as follows [23] :
e used partial derivatives of the cost function with
) is the Jacobian of the multivariable by applying the system sensitivity approximation system and is as follows:
An important advantage of the presented method is that it allows the learning rate to change adaptively during the training process giving better performance than with the fixed one.
On the contrary, the neural network model outputs are given as follows:
and can be rewritten in the following compact form:
, where n 3 is the neuron number of the input layer, n 4 is the neuron number of the hidden layer, and
e update of the model synaptic weights is given by where the incremental change of the output weights Δw 1 (k) and the hidden layer weights Δw 0 (k) of the neural network model are given as follows [13, [16] [17] [18] [19] [20] [21] [22] [23] [24] :
. . , n, is the identification error vector between the system outputs' vector Y(k) and the model network outputs' vector Y m (k) and the model network parameters are updated by the minimization of the cost function, i � 1, . . . , n:
For the stability of the neural network model, the Lyapunov function is detailed. Indeed, let us define a discrete Lyapunov function as
where e m i (k), i � 1, . . . , n, is the identification error. e change in the Lyapunov function is obtained by
e identification error difference can be represented as follows [13] :
where w m (k) is the synaptic weights of the neural network identifier (w 0 (k), w 1 (k)). Using equation (19) , the identification error is going to be
with
From (17), V m (k) > 0. us, from (20) and (21), the convergence of the identification error is guaranteed if lim k⟶∞ e m i (k) � 0, and it is necessary that the condition
e online algorithm suitable for real-time applications is the variable learning that occurs when the learning rate is
Similar to the neural network model, for the stability of the neural network controller, the Lyapunov function is presented. Indeed, let us define a discrete Lyapunov function, i � 1, . . . , n, as follows:
where e c i (k), i � 1, . . . , n, is the control error. e change in the Lyapunov function is obtained by
e control error difference can be represented as follows [13] :
) and w c (k) is the synaptic weights of the neural network controller (w 2 (k), w 3 (k)). Using (24), the control error is going to be
From (22), V c (k) > 0. us, from (25) and (26), the convergence of the control error is guaranteed if lim k⟶∞ e c i (k) � 0, and it is necessary that the condition
is controller will be applied in Section 4 to a nonlinear MIMO system.
Neural Network Adaptive PID Controller.
In this section, a control structure based on PID for nonlinear MIMO systems is presented in Figure 2 where the bold arrows indicate the vector-valued form. e PID structure includes the controlled system, the PID controller, and the neural network tuner that is used to adjust adaptively the controller parameters. For such system with n outputs, n PID controllers and neural network PID tuners have to be stacked in parallel. Each PID tuner gets the current system input u ∈ R, the reference signal r ∈ R, and the control error e c ∈ R. e control system itself can be represented with a neural network model which represents this system. e adaptive controller output is given as follows:
(27) where K P ∈ R n , K I ∈ R n , and K D ∈ R n are the proportional, integral, and derivative gains of the PID controllers, where the proportional error is given as
the derivative error as
and the integral error as
en, the i th adaptive controller output u PIDi (k) can be represented in the updating algorithm as follows:
(31) e PID-MLP structure is presented in Figure 3 , where the network parameters are given as follows:
e PID-MLP tuner structure is presented in Figure 3 , where the output is given by the following expression:
and in the following compact vector-valued form: . e weights update of the PID tuner is obtained by minimizing the cost function as follows:
where c i can take w i or z i . Finally, the parameters' update of the PID-MLP tuner is obtained as follows:
] is the learning rate corresponding to the vector component z i . e PID controller parameters are dynamically tuned in accordance with the identification information and optimization index [5] .
For the stability of the neural network PID tuner, the Lyapunov function is presented. Indeed, let us define a discrete Lyapunov function, i � 1, . . . , n, as follows:
e control error difference can be represented as follows [15] :
Using (24) , the control error is going to be with
From (40), V T (k) > 0. us, from (43) and (44), the convergence of the control error is guaranteed if lim k⟶∞ e c i (k) � 0, and it is necessary that the condition |1 −
is controller will be applied also in Section 4 to a nonlinear MIMO system.
Neural Network Adaptive Switch Controller Design.
In this section, the adaptive switch controller (ASC) is proposed for the nonlinear system (1) to achieve closed-loop stability and tracking. In fact, in this structure, we design the switching controller consisting of 2 controllers: a neural network adaptive PID and a neural network indirect adaptive control, as shown in Figure 4 .
In this section, a summary of the proposed algorithm of the ASC for the nonlinear MIMO system is presented. (3), (12), (31), and (34) using a reduced number of observations. (ii) If the condition e m i (k + 1) ≤ ε 1 , where ε 1 > 0 is a given small constant, is satisfied, then the neural network model, given by equation (3), approaches sufficiently the behavior of the system (iii) If the condition e c i (k + 1) ≤ ε 2 , where ε 2 > 0 is a given small constant, is satisfied, then the neural network adaptive PID controller provides sufficiently the control law u PIDi (k + 1) using expression (31) (iv) If the condition e c i (k + 1) ≤ ε 3 and 0 < ε 3 < ε 2 , where ε 3 is a given small constant, is satisfied, then the neural network indirect adaptive controller provides sufficiently the control law u IACi (k + 1) using expression (2) (v) If e c i (k + 1) ≤ ε 3 is not satisfied, the update of the synaptic weights of the neural network indirect adaptive controller is necessary, using equations (6) and (7) (vi) If e m i (k + 1) ≤ ε 1 is not satisfied, the update of the synaptic weights of the neural network model is necessary, using equations (14) and (15) (vii) If e c i (k + 1) ≤ ε 2 is not satisfied, the update of the synaptic weights of the neural network adaptive PID controller is necessary, using equations (36) and (37) (viii) End
Online Phase

Simulation Results
In this section, we examine the effectiveness of the proposed control system for the nonlinear system. Indeed, three different cases concerning the controller structure have been tested for comparison. First, the neural network adaptive PID controller is used. Second, the neural network indirect adaptive control is applied.
ird, the new design of the switch structure is applied. Two simulation experiments were carried out for this study. e first one did not consider any disturbance or parameter perturbation.
e second experiment was to demonstrate the control performance in presence of added disturbances. Mathematical Problems in Engineering
Consider the nonlinear MIMO system taken for this purpose described by the following equation [22] :
where y i (k) and u i (k) are, respectively, the output and the input of the studied system, i � 1 : 2. e model performance is evaluated using the mean square error (MSE) [26] between the system output and the model one:
where N is the number of observations. e tracking control objective for the system is to follow the reference signal, r i (k), i � 1 : 2. In this simulation, the reference signal is defined as
Neural Network Indirect Adaptive Control
Results. e first case is to apply the neural network indirect adaptive controller.
Indeed, the mechanism of this approach is based on the online identification which ran firstly and gave good results. e found model parameters are used secondly to synthesize the neural network controller. Figure 5 presents both the reference signal r i (k) and the output system y i (k), i � 1 : 2, using neural network indirect adaptive control. e evolution of tracking errors e ci (k) is presented in Figure 6 . e evolution of variable learning rate η i (k) is presented in Figure 7 , and the evolution of control signal u IACi (k) is shown in Figure 8 .
To demonstrate the system stability and tracking performance, in the presence of noise, a white noise was applied to the system output.
e control results after 150 observations are compared in Table 1 where the MSE and time simulation are used as performance indexes in two cases: without noise and in presence of noise.
From Figures 5-8 and Table 1 , it is clear that the proposed neural network indirect adaptive control gives good results.
Neural Network Adaptive PID Controller.
In this case, the neural network adaptive proportional integrate derivate controller is applied. However, the parameters K pi , K di , and K Ii are obtained and adjusted using the neural network. Figure 9 shows the response of the system y i (k) toward the reference inputs r i (k). e evolution of the tracking errors e ci (k) is presented in Figure 10 , and the evolution of the control laws is presented in Figure 11 .
e results show that the tracking of the neural network adaptive PID has some oscillations (overshot) at the beginning that might be caused by the randomly set neural network weights.
As time goes on, the system outputs track the reference inputs satisfactorily.
e PID parameters k p1 , k p2 , k d1 , k d2 , k i1 , and k i2 are adjusted by the self-learning neural network until the tracking errors approach zero asymptotically. In this simulation, the three learning rates η 1 , η 2 , and η 3 we used were set to 0.46, 0.46, and 0.35, respectively. Figure 12 corresponds to the behavior presented by the neural network adaptive PID controller gains during 150 iterations. In Table 2 , the performance of the online adaptive tuning based neural network PID algorithm in terms of MSE is summarized.
Analysis shows that the response speed, stability, and small system error of the neural network PID controller have been guaranteed.
From these Figures 9-11 and Table 2 , the found results mean the efficiency of the used controller.
In the next section, we focus on the proposed switch controller.
Neural Network Adaptive Switch Controller.
e proposed method, presented in Figure 4 and detailed by the proposed algorithm, is applied in this case.
Indeed, the minimum of the tracking error between the used method is used to adapt the correspondent controller, as detailed in the proposed algorithm. Figure 13 presents both the reference signal r i (k) and the output system y i (k), i � 1 : 2, using the proposed switch controller. e evolution of tracking errors e ci (k) is presented in Figure 14 . Table 3 Presents the performance of the adaptive switch controller in the two cases: with and without added noise compared to the other used controllers.
According to these Figures 13 and 14 and Table 3 , we can get that the switch controller has the best performance for the nonlinear system compared to other controllers (APID and IAC). And the mean squared errors are the smallest, controlled by the switch controller, as shown in Table 3 . e output system tracks correctly the reference signals. is method gives good results because it uses in the same time an adaptive indirect controller based on a neural network with a 
Figure 12: Evolution of PID gains.
variable learning rate and an adaptive self-tuning proportional integrate derivate. In Figures 5 and 9 , we can observe many oscillations caused by disturbances or the failure of the controller to reject them, especially in Figure 9 . However, using the proposed neural network ASC, all these disturbances are rejected, as shown in Figure 13 .
Compared to others mentioned here or not, this scheme is based on the neural network which uses a variable learning rate in the neural network indirect adaptive control and in the neural network adaptive PID.
is technique (neural network) is a universal approximator and well used in modeling and control. e use of the variable learning rate ameliorates the learning speed, the performance tracking, and the control system stability.
Conclusion
In this paper, is proposed an adaptive switch controller consisting of indirect adaptive control and adaptive proportional integrate derivate controller for multi-input multioutput nonlinear system. e switch algorithm is based on the less tracking error between these two controllers and makes the designed system have faster response time and better tracking performance, simultaneously. is proposed controller is applied for a nonlinear MIMO system. According to the simulation, this method is the best in performance tracking. Data Availability e data used to support the findings of this study are included within the article.
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