Abstract. We consider criteria for the differentiability of functions with continuous Laplacian on the Sierpiński Gasket and its higher-dimensional variants SG N , N > 3, proving results that generalize those of Teplyaev [13] . When SG N is equipped with the standard Dirichlet form and measure µ we show there is a full µ-measure set on which continuity of the Laplacian implies existence of the gradient ∇u, and that this set is not all of SG N . We also show there is a class of non-uniform measures on the usual Sierpiński Gasket with the property that continuity of the Laplacian implies the gradient exists and is continuous everywhere, in sharp contrast to the case with the standard measure.
Introduction
In analysis on fractals the basic differential operator is a Laplacian obtained either by probabilistic methods [1] or as a renormalized limit of graph Laplacians [7] . There are then various approaches to defining a gradient, or first derivative, such as those in [9, 11, 8, 10, 4] , and related questions remain an active area of research [5, 6, 2] . The results of this paper are a contribution to understanding what connection there is between smoothness measured using the Laplacian and the pointwise existence of a gradient, as the situation is very different than in the setting of Euclidean spaces or manifolds.
A fundamental result relating the regularity of the Laplacian and existence of a gradient was proven by Teplyaev in [13] , who gave an example in which functions with continuous Laplacian are differentiable a.e. but can fail to be differentiable at a countable dense set of points. The innovative idea was not the example itself, which was just the standard Sierpiński gasket with its usual Laplacian and Bernoulli measure, but a concrete description of the gradient which allowed the points of differentiability to be described fairly precisely. It should be noted that, on the Sierpiński gasket, Teplyaev's gradient can be identified with that of Kusuoka [9] .
In Section 2 we introduce the N -vertex Sierpiński Gasket SG N and its analytic structure, and in Section 3 we review Teplyaev's gradient and some basic results from [13] . In Section 4 we then build on Teplyaev's work to show how the structure of the measure affects the connection between Laplacian regularity and existence of a gradient. Theorem 4.1 shows that, in contrast with the previously mentioned results from [13] , if we equip the Sierpiński gasket with a suitably chosen selfsimilar measure having unequal weights, then we find that functions with continuous Laplacian are not only differentiable everywhere but the gradient is continuous. The discontinuity of natural gradients in the case of the standard measure is well-known, and it is rather unexpected that a continuous gradient can be obtained with such a simple modification of the measure.
Section 5 is concerned with differentiability results on the gaskets SG N . We show that if the self-similar Laplacian and measure are symmetric under the symmetries of the underlying simplex then the results proved in [13] can be generalized to SG N , though the description of the points of differentiability is less explicit and some proofs are correspondingly more complicated.
Higher Dimensional Sierpiński Gaskets
Let N ∈ N with N ≥ 3. We largely follow [8, 3] in the following definitions and basic results. Note that, in the definition below, SG 3 is the usual Sierpiński Gasket. For simplicity, we often omit the index N in Ω N and S N and write Ω, S respectively. SG N is post-critically finite with post-critical set V 0 = {p 0 , . . . , p N −1 }. We write F w = F w1 • . . . • F wm , where w = w 1 . . . w m is a finite word of length m over the alphabet S. Let V m = w∈S m F w (V 0 ) and consider these points as vertices of a graph in which adjacency x ∼ m y means there is a word w of length m such that x, y ∈ F w (V 0 ). A non-negative definite, symmetric, quadratic form on SG N may be defined as a limit of graph energies as follows. 
defines the graph energy of level m.
We write E m (u) = E m (u, u). Then {E m (u)} is a nondecreasing sequence of graph energies, so E (u) = lim m→∞ E m (u) is well-defined; setting its domain to be dom E = {u : SG N → R|E (u) < ∞} one obtains a non-negative definite, symmetric quadratic form that extends to the completion of ∪ m V m , which can be shown to be SG N , and the domain is uniform-norm dense in the continuous functions. For proofs of these facts see [7] . By construction this form is also self-similar in the sense that
We equip SG N with a Bernoulli measure µ with weights {0 < µ i < 1}
i=0 , i µ i = 1, at which point (E , dom E ) is a Dirichlet form and we may define the Dirichlet µ-Laplacian as follows (see [7, 12] 
Definition 2.4. Let u ∈ dom E , and let f be continuous. Then u ∈ dom ∆ µ with
where dom 0 E is the subspace of dom E consisting of functions that vanish at V 0 .
A function h ∈ dom E is called harmonic if it has specified values on V 0 and minimizes the graph energies E n (u) for all n ≥ 1. We can calculate h| Vm+1 from h| Vm using harmonic extension matrices. Definition 2.5. Let h be a harmonic function on SG N . The harmonic extension matrices
The harmonic extension matrices for SG N are derived in [3] , and given by
matrix with all entries equal 1, and 0 and 2 are the (N − 1) size vectors with all entries 0 and 2 respectively. All other harmonic extension matrices can be found with cyclic row and column permutations.
Let A i be a harmonic extension matrix of SG N and σ(A i ) the set of eigenvalues of A i . Then the eigenspace of λ ∈ σ(A i ), denoted by E i [λ], is the subspace of R N spanned by the eigenvectors of A i corresponding to λ. We need an elementary lemma.
Lemma 2.6. Let A i be a harmonic extension matrix for SG N . Then, the eigen-
The corresponding eigenspaces have the following dimensions:
Proof. It can be easily verified that that (1, . . . , 1)
T is a simple eigenvector with eigenvalue 1, (0, 1, . . . , 1)
T is a simple eigenvector with eigenvalue Let H denote the space of harmonic functions. Since these are determined by their values on V 0 this space is N -dimensional. Let W ⊂ H be the subspace of constant functions and P : H → H /W =:H be the quotient map. As W is the eigenspace for the eigenvalue 1 we have A i (W ) = {A i w | w ∈ W } ⊆ W for i ∈ {0, . . . , N − 1} and thus there isÃ i :H →H , such thatÃ
i=0 the induced harmonic extension matrices. The energy E (·, ·) is a bilinear form on H and E (u, u) = 0 if and only if u is a constant function on SG N , so the restriction of E (·, ·) onH is a well-defined inner product that makesH a Hilbert space. The following is an immediate consequence of Lemma 2.6. Corollary 2.7. LetÃ i be a induced harmonic extension matrix for SG N . Then, the eigenvalues ofÃ
N , N + 2}. The corresponding eigenspaces have the following dimensions: 
Harmonic Gradients in the sense of Teplyaev
We define a harmonic gradient on SG N following the approach and notation of Teplyaev [13] , which is closely related to work of Kusuoka [9] . We require some notation for a cell containing a point described by an infinite word and for a harmonic approximation to the function on such a cell.
whereH(g) = P H(g), and H(g) is the unique harmonic function that coincides with g on the boundary of SG N . The harmonic gradient at ω is defined to be
if the limits exist inH .
Observe that the preceeding is analogous to the way in which secants converge to a tangent in elementary calculus, with harmonic functions playing the role of linear functions (because the latter are harmonic on R). The n-level harmonic gradient of f at a point x is akin to a secant modulo constant functions because it is the unique globally harmonic function modulo constants that agrees with f at the boundary points of a cell containing the point. The matricesÃ −1
[ω]n are used simply to find the boundary values of this harmonic function from data on the cell at scale n. Then the limit of the harmonic approximations as the scale goes to zero is the harmonic gradient.
The following theorems are essential to our treatment of the topic, and were proved for a resistance form satisfying the identity
and a Bernoulli measure with weights 0 < µ i < 1 in [13] . Teplyaev [13] points out that Corollary 3.4 is not applicable to the Sierpiński Gasket when µ is the standard (uniform) Bernoulli measure. The same is true for SG N for any N ≥ 3 because one may readily compute that A 
A measure on SG 3 for which functions with continuous Laplacian have continuous gradient
On the standard Sierpiński Gasket SG 3 with its usual self-similar resistance form (as defined in Section 2) we consider the Laplacian associated to a non-uniform Bernoulli measure defined using the iterated function system of the second level, meaning that the similarities are compositions F ij = F i • F j of the usual three contractions on SG 3 . The following theorem gives a condition on the measure sufficient to ensure functions with continuous Laplacian have continuous gradients. Theorem 4.1. Let µ be the Bernoulli measure on SG 3 with the weights {µ ij } i,j∈S corresponding to the iterated function system {F ij = F i • F j } i,j∈S , so
then u ∈ dom ∆ µ implies that ∇u(ω) exists and is continuous for all ω ∈ Ω.
Remark 4.2. The theorem provides examples because 17 + 4 √ 13 < 9, so there are many choices of µ ij satisfying both (4.1) and i,j∈S µ ij = 1.
Proof. We apply Corollary 3.4, for which purpose we need the values of r ij , µ ij and an estimate of the norms of the matricesÃ −1 ij whereÃ ij is the reduced harmonic extension matrix of the composition F ij = F i • F j . The µ ij values are given in (4.1) and r ij = ( We can calculate the spectral radius ρ((Ã −1 ij ) * Ã−1 ij ) for each i and j, using the description in Corollary 2.7 and Mathematica, to obtain
Thus, we see that
and hence from (4.1) that Corollary 3.4 is applicable because the spectral radius dominates the norm. It follows that if u ∈ dom ∆ µ then ∇u(ω) exists and is continuous for all ω ∈ Ω. In Figure 4 , we illustrate one such µ.
A similar argument works on SG N for any N ≥ 3, though we do not know a convenient procedure for determining the optimal weights (corresponding to those in (4.1)) if N > 3.
Gradients on SG N with the Standard Bernoulli Measure
As we noted at the end of Section 3, Corollary 3.4 is not applicable to the Sierpiński gasket or any SG N , N ≥ 3 when they are equipped with the standard (fully symmetric) measure and Dirichlet form. Hence in this setting there may be functions u with continuous Laplacian but for which ∇u fails to exist, at least at some points. Indeed, in [13] , Teplyaev gives an example which may be used to construct a function u with continuous Laplacian such that ∇u is undefined on a countable dense set. This example may readily be generalized to SG N , N > 3. However, Teplyaev also proves there is a full µ-measure set of words ω ∈ Ω for which continuity of ∆u implies existence of ∇u(ω). The purpose of this section is to prove a generalization of this result to SG N , N > 3.
The key idea in Teplyaev's proof of the result mentioned above is that harmonic functions have an improved scaling behavior near points defined by words that are asymptotically sufficiently non-constant. An appropriate generalization to our context uses the following concept. wj . However we determined these eigenspaces explicitly in the proof of Lemma 2.6. Recalling that passage from A i toÃ i eliminated the constant eigenspace (which was common to all A i ), we see that the eigenvectors ofÃ Remark 5.3. One can compute β N explicitly, but we do not know an elementary way to do this for general N . In [13] it is shown that β 3 = 7+ √ 13
18 . The significance of a (N − 1)-block from our perspective is that the harmonic gradient exists at the point F w (X) if w has sufficient asymptotic density of (N − 1)-blocks. The density is counted using the following.
The following theorem now provides a criterion sufficient for existence of the harmonic gradient.
Theorem 5.5. Let u : SG N → R and suppose ∆ µ u is continuous, where µ is the standard Bernoulli measure. Then ∇u(ω) is defined at every ω ∈ Ω such that
Proof. The proof is inductive with base case n = 1, for which C N (ω, 1) = 0 (by definition) and we are bounding the norm ofÃ we have from the induction hypothesis
In the other case, where the last N − 1 letters form a (N − 1)-block, we instead use Lemma 5.2 on this block and the inductive bound on for n + 1 − (N − 1) to obtain
where we also used the fact that C N (ω, n + 1) − C N (ω, n − N + 2) ≤ N − 1, which is immediate from the definition.
Proof of Theorem 5.5. For the standard Bernoulli measure and Dirichlet form on the higher dimensional Sierpiński Gasket we have
(N +2) n , as noted after Corollary 3.4. Inserting this and the result of Lemma 5.6 we compute, using that 0 < β N < 1 that
n −C N (ω,n)| log β N |/ log n which is convergent because C N (ω, n) log |β N | log n > 1 2 1 + lim inf n C N (ω, n) log |β N | log n > 1 for all sufficiently large n. This gives the result by Theorem 3.3.
Theorem 5.7. Let u : SG N → R and suppose ∆ µ u is continuous, where µ is the standard Bernoulli measure. Then ∇u(ω) is defined µ-a.e.
Proof. We give a crude but sufficient lower bound on the set of words for which C(ω, n) satisfies the estimate in Theorem 5.5. Suppose we split a word of length n − (N − 2) up into disjoint intervals of length N − 1. Evidently there are at least k = n N −1 − 2 of these. The probability of any one such interval being an N − 1 block is p N = (N !)N −N , so the probability that C N (ω, n) < log n | log β N | := l does not exceed that of having l successes in k binomial trials where success has probability p N . Using Chernoff's inequality to bound the stated probability by exp −(kp N − l) 2 /(2kp N ) and taking n large enough that kp N > 2l we have probability less than exp(−kp N /8) = exp(−nq N ) for a q N > 0 that does not depend on n. The latter is summable over n, so the bound required in Theorem 5.5 follows from the first Borel-Cantelli lemma.
It is perhaps interesting to note that the preceding reasoning allows one to bound the Hausdorff dimension of the set of points at which ∇u is undefined by a value strictly less than the Hausdorff dimension of SG N ; we omit the details.
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