Abstract. We prove sharp L 2 regularity results for classes of strongly singular Radon transforms on the Heisenberg group by means of oscillatory integrals. We show that the problem in question can be effectively treated by establishing uniform estimates for certain oscillatory integrals whose canonical relations project with two-sided fold singularities; this new approach also allows us to treat operators which are not necessarily translation invariant.
Introduction
The principal aim of this work is to study the behaviour of integral operators acting on functions on the Heisenberg group H n ; these arise as natural generalisations of their Euclidean counterparts, often known as singular Radon transforms. Such integral transforms combine properties of singular integrals and averages along families of submanifolds of R d and have attracted great interest in recent years; for the most recent results and further references, see [2] .
1.1. Formulation of the problem on the Heisenberg group. To describe the objects we shall be interested in, we recall a real-variable characterisation of the Heisenberg group H n ; as a topological space this group can be identified with R 2n+1 , but Euclidean addition is replaced by the group operation (1) (x, t) · (y, s) = (x + y, s + t − 2 x t Jy)
where J denotes the standard symplectic matrix on R 2n , namely
and inverses are given by (x, t) −1 = −(x, t). We shall often refer to this last term as simply the twist. The centre of the group H n is then given by those elements of the form (0, t) ∈ H n .
A problem considered by Geller and Stein in [7] was the following: suppose K is a Calderón-Zygmund kernel in R 2n , and M is the distributional kernel given by the tensor product of K with the Dirac delta in the central direction, namely
M (x, t) = K(x)δ(t);
then what are the L p mapping properties of the singular Radon transform on H n defined by setting T f = f * M, where convolution is taken with respect to the group structure? Geller and Stein showed that these operators were in fact bounded on L p (H n ) for 1 < p < ∞. In [12] the second author considered operators R obtained by taking group convolution with the distribution (2) M (x, t) = K α,β (x)δ(t − φ(x)),
where K α,β is a distribution on R 2n that away from the origin agrees with the function
with β > 0 and χ a smooth cut-off function that equals one near the origin. 1 Using group Fourier transform techniques it was shown that if
Kernels of the form (3) were considered by Wainger [18] and C. Fefferman [6] in the context of strongly singular convolution operators; further generalisations can be found in Lyall [12] . Note that if we choose φ ≡ 0, then the operators R above are in fact strongly singular analogues of the operator considered by Geller and Stein.
In this article we shall be principally interested in the study of strongly singular Radon transforms (on the Heisenberg group), which we define to be natural generalisations to the non-translation-invariant setting of the operators R discussed above as follows: we define these to be operators of the form
where K α,β is now a strongly singular integral kernel 2 on R 2n × R 2n . We shall make some specific assumptions on the function φ later.
Here we shall not aim for the most general definition of such a kernel; for us a strongly singular kernel on R 2n × R 2n will be a distribution of the form
with β > 0, where the amplitude a is supported in a small neighbourhood of the diagonal ∆ = {(x, y) ∈ R 2n × R 2n : x = y}, is smooth away from ∆ and satisfies the estimates
for every multi-index µ; here α ≥ 0.
The distribution-valued function α → K α,β , initially defined for Re α < 0, continues analytically to the entire complex plane. 2 Since our operators are not going to be necessarily translation invariant, the kernel K α,β is given by a distribution on the product of the spaces as defined below.
3 Of course such a definition, as well as (3), is valid also in the odd-dimensional case.
We shall study (4) for two different classes of functions φ for which we shall make very different qualitative and quantitative assumptions. Our main result is the following.
Theorem 1.
Consider the operator (4) with phase function φ satisfying either of the following conditions:
with U ⊃ supp(a), and for some κ > 2 satisfies the differential inequalities
for all x = y and every multi-index µ. 
We note that our second result only concerns those operators associated with translation-invariant phase functions. The reason for requiring the phase function to have a special form will be clear from the arguments provided in the proof. The model example of such a phase is ϕ(x) = |x| 2 ; more generally, we can also consider phases of the form ϕ(x) = σ(|x| 2 ), where σ is a smooth function supported in a neighbourhood of the origin.
We further note that the necessity of the results in Theorem 1 was shown in [12] .
1.2. Strongly singular integrals along curves in R d . It is standard and well known that the Hilbert transform along curves:
is an appropriate curve in R d . In particular, it was shown by Nagel, Rivière, and Wainger in [14] 
, is a curve in R 2 ; see also Stein and Wainger [17] . This work had been originally initiated by Fabes and Rivière [5] .
Continuing on the work of Zielinski [19] , Chandarana [1] studied strongly singular analogues of the above operators; in particular, he considered operators on R 2 that take the form
where
is a strongly singular (convolution) kernel in R which enjoys some additional cancellation (note that H α,β is an odd function for x = 0). Note that the convolution kernel M of the operator (8) can of course be written as
which is clearly very reminiscent of (2) . In Section 7 we shall indicate how the techniques introduced to study operators of the form (4) can be employed to revisit and generalise these results. We however point out that this approach is not exactly necessary and that one can also obtain the result below by simply appealing to van der Corput's lemma; see [11] .
With our oscillatory integral techniques it is natural to consider operators given by averaging more general strongly singular kernels over a smooth curve Γ(t) = (t, γ(t)). More specifically, we consider the operators
where the amplitude a is supported in a small neighbourhood of the diagonal and satisfies the differential inequalities (6) with n = 1/2.
Theorem 2. Consider the operator (9) and suppose the smooth curve γ(t) has curvature which does not vanish to infinite order in a small neighbourhood of the origin. Then
T γ is bounded on L 2 (R 2 ) if and only if α ≤ β/3.
Standard oscillatory integral operator estimates
Key to our arguments is the following proposition of Hörmander [9] , [10] . 
Consider the canonical relation
y ) associated to the phase function Φ. The nondegeneracy assumption (10) is equivalent to the condition that the two projection maps
We also take this opportunity to recall the notion of a map having fold singularities 4 and a fundamental result stemming from the work of Melrose and Taylor [13] (see also [15] ), which we shall use in this work; in particular, we shall rely on a proof given by Cuccagna in [4] , which guarantees that the bounds of Proposition 5 below satisfy the stated properties. Definition 4. Let M 1 , M 2 be smooth manifolds of dimension n, and let f : M 1 → M 2 be a smooth map of corank ≤ 1. Define the singular variety S = {P ∈ M 1 : rank(Df ) < n at P }. Then we say that f has a fold at 
Decomposition of the operator
We now introduce decompositions which are convenient in the analysis of operator (4). Let ζ be a smooth bump function in C ∞ (R + ) with ζ(t) = 1 for t ≤ 1/2 and ζ(t) = 0 for t ≥ 1, and define
Next, consider a partition of unity of the interval [1/4, 1] by means of a function χ h , centred at points a h ∈ [1/4, 1] with the property that
and
where δ is understood to be a small but fixed number. Note that we have
Furthermore, we decompose the space R 2n y into thin half-cones of aperture δ centred at the point x by means of cut-off functions χ δ (x, y) homogeneous of degree 0; O(δ −2n ) operators are then produced. Since both the former and the latter partitions of unity produce a finite number of operators, we shall abuse notation and incorporate the cut-off functions in the amplitude.
We thus define
where the amplitude a j is given by
Theorem 6 (Key Estimate). If φ satisfies either Condition (i) or (ii) of Theorem
Theorem 1 now follows from a standard application of Cotlar's lemma since our operators T j are, in the following sense, almost orthogonal.
Proposition 7.
If α ≤ (n − 1/6)β, then the operators T j satisfy the estimate
The bulk of the proof of Theorem 6 is postponed to section 5. First we turn our attention to making some additional reductions and establishing Proposition 7.
Further reductions and the proof of Proposition 7
Taking Fourier transforms in the last variable one obtains the new operator
It then follows from Plancherel's theorem and rescaling that establishing Theorem 6 is equivalent to verifying that the operators
satisfy the estimates
uniformly in τ , where
is smooth, compactly supported and satisfies pointwise estimates which are uniform in j.
A further preparatory statement concerns the behaviour of the operator (12) when the parameter 2 −j(β+2) |τ | in front of the second term in the phase function is either very large or very small.
Proposition 8. There exists
with and A independent of j and τ .
This result is an immediate consequence of the continuity of the determinant function and Proposition 3 once we have established the following two lemmas.
Proof. It is easy to verify that
where u = (x − y)/|x − y|. We then employ a device introduced by C. Fefferman to compute the determinant of this matrix; namely, let R be the rotation matrix that takes the vector u to the vector e 1 = (1, 0, . . . , 0) ∈ R 2n . Clearly det(R) = 1 and we have
here E 1,1 denotes the matrix whose (1, 1) entry is 1, while all the other entries are 0.
Lemma 10. If φ satisfies either Condition (i) or (ii) of Theorem 1 and
If φ satisfies Condition (i) of Theorem 1, then we clearly have that
for κ > 2. Consequently the second term is truly an error when j is sufficiently large, and the conclusion follows. If φ satisfies Condition (ii) of Theorem 1, then it follows from the Taylor expansion
The result then follows in this case from the additional observation that
We conclude this section by showing that the dyadic operators T j are almost orthogonal.
Proof of Proposition 7. We shall only establish the desired estimate for T * j T j ; the proof of the other estimate is analogous. We again observe that by taking Fourier transforms in the last variables and rescaling, it suffices to prove appropriate uniform estimates for the
It follows from Theorem 6 that the operators T j,τ are uniformly bounded on L 2 (R 2n ) whenever α ≤ (n − 1/6)β. Since we also have the trivial estimate
we can clearly assume that |j − j| 1. Let > 0 be the constant given in Proposition 8 and, without loss in generality, assume that j ≥ j + C 0 , where 2 C 0 (β+2) ≥ −2 . We now distinguish between two cases.
, then it follows from (14) and Proposition 8 that
, and hence appealing to (14) and Proposition 8 one more time it follows that 
Proof of Theorem 6
It follows from the reductions made in Section 4 that in order to prove Theorem 6 (and hence Theorem 1) it suffices to establish estimate (13) for the operators T j,τ . We recall that
where b is smooth, compactly supported and satisfies pointwise estimates which are independent of j. We note that if φ satisfies Condition (i) of Theorem 1, then we have that
where this inequality holds in the C m topology for any m ∈ Z + , meaning that the derivatives up to order m also satisfy this bound. While if φ satisfies Condition (ii) of Theorem 1, then we may assume to have
as in the proof of Lemma 10. In view of these observations we will first show how the desired bounds are obtained in the case when the errors above are identically zero.
In light of Proposition 8 we may assume that
for some 0 < < 1 fixed. If we assume that τ > 0 (the case for τ < 0 is similar) and rescale T j,τ by performing the changes of variables
we are led, in the case when the errors are identically zero, to study operators of the form
We shall now establish the following result.
Proposition 11. If T λ is of the form (15) above, then
Proof. We now consider the canonical relation
y ) associated to the operators T λ , and in particular the two projections
y ) to the cotangent bundles of the base spaces. We wish to show that both projections π L and π R have at most fold singularities as the result then follows from Proposition 5, while the estimates may depend on the parameter 2 j τ −1/(β+2) . This is no more a matter of concern as this parameter belongs to a bounded set. We therefore turn our attention to the derivatives Dπ L and Dπ R . These are given by matrices whose determinants coincide (see [9] ) and are equal to det (Φ xy )(x, y) .
We shall present here only the arguments in the case where φ satisfies Condition (ii) of Theorem 1, the other case being simpler. In this case we have
where Φ 1 (x, y) = |x − y| −β . As in the proof of Lemma 9 we see that
where Q = |x − y| −(β+2) . Note that it is clear from the first equality above that
thus both π L and π R are maps of corank ≤ 1. Furthermore we see that det(Φ xy )(x, y) vanishes if and only if It is easy to then verify that
where C β = 0 and as in the proof of Lemma 9 we have set u = (x − y)/|x − y|.
It is now simple to check that det (Φ xy ) = 0 whenever ∇ x,y det (Φ xy ) = 0. Indeed ∇ x,y det (Φ xy ) = 0 if and only if b 1 = −(β + 1)Q, which implies |det (Φ xy )| ≥ 4 n . Thus, the determinant of Φ xy vanishes of the first order on S.
It now only remains for us to verify the third condition contained in Definition 4. We focus our attention on π L , the arguments for π R being similar. We now wish to establish the transversality condition (17) Ker (Dπ L )| P + T P S = T P C for P ∈ S; again it will suffice to work with the variety S. The complete proof of estimate (6) now also follows, as it is simple to observe that the errors in the phase function, although they may depend on the parameter
) and O(2 −j ) respectively in cases (i) and (ii); since 2 j τ −1/(β+2) is bounded and j can be assumed to be large, they can be regarded as small perturbations of the phase function. This shows that
uniformly in τ , as desired.
Remarks
There are a few questions of interest which are not answered in this paper and which we believe deserve further investigation.
Firstly, it would be of interest to determine an optimal class of smooth functions φ for which the estimates of Theorem 1 hold. While part (i) of Theorem 1 is (in our opinion) fairly satisfactory, the results of part (ii) can possibly be improved; the difficulties are in the calculations needed to understand the behaviour of determinants.
To be more precise, we note that in our arguments, in order to compute the determinant of the mixed Hessian of the phase function, we need the matrices involved to commute with rotations (or at least with the rotation employed in the proof); while this may not be necessary for the result to hold, it seems like the calculations needed might be intractable otherwise. Furthermore, the twist term which is created by group convolution introduces an "element of curvature", which we wish to preserve; concretely, we wish the matrix (Φ 2 ) xy to have maximal rank (the content of Lemma 10), a fact used several times in our arguments. This may not be the case if we consider a general, smooth phase. One should compare this with the Euclidean result of §7 below.
It would also be of interest to consider a strongly singular kernel with a more general oscillation. Strongly singular integrals with this property are briefly considered in [12] .
Proof of Theorem 2
The necessity of the condition imposed on the indices α and β is essentially shown in [1] , and the sufficiency truly follows the line of our arguments on the Heisenberg group. In order to decompose the operator (9), define cut-off functions χ h , χ δ and ϑ as in §3, and let (18) T j f (x, t) = 
uniformly in τ , where b(x, y) = 2 −j(1+α) a j (2 −j x, 2 −j y) is smooth, compactly supported and satisfies pointwise estimates which are independent of j.
Writing Φ 3 (x) = 1 k! γ (k) (0)x k + O(2 −j ) we see that Φ 3 (x) = 0 on the support of the kernel provided j is large enough. Thus, the analogue of Proposition 8 follows easily and we may, analogously to our arguments above, assume that the parameter 2 −j(β+k) |τ | ∈ [ , −1 ] for some 0 < < 1 fixed. As before we will assume that Φ 3 (x) = x k and τ > 0; the case for τ < 0 can again be treated similarly. It then follows, from the uniformity of the estimates of Proposition 5, that matters essentially reduce to establishing that the operators This establishes estimate (20) uniformly in τ. As almost orthogonality also follows as in Proposition 7, this concludes the proof.
