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The objective of this paper is to provide a general framework
for the construction of wavelets that are generated by translates
of a given slowly growing function where the translates are de-
ned by a sequence of arbitrarily spaced points. Our approach is
operator theoretic in nature and relies only on specic properties
of the function (e.g., the order of the singularity of its Fourier
transform at the origin) and not on a detailed knowledge of the
function itself. The methods used here not only provide a unifying
thread for several known results but allow for many new results as
well. For example, the rst results on stability of certain wavelet
bases associated with scattered data on the line are obtained here
(the only assumption on the scattered data is boundedness of the
global mesh ratio). Many radial basis functions are unbounded on
the line and this fact leads to our investigation of certain classes
of unbounded operators including their domain identication and
their closed extensions. An important result of this study is an
exact identication of the L2(R) spaces generated by linear com-
binations of shifts of certain unbounded radial basis functions.
c© 1996 Academic Press, Inc.
1. INTRODUCTION
The objective of this paper is to provide a general frame-
work for the construction of wavelets generated by trans-
lates of a given tempered distribution h where the translates
are dened by a sequence of arbitrarily spaced points. In
contrast with the existing literature [4, 5, 8, 14], where spe-
cic generating functions are considered, our approach is
operator-theoretic in nature and relies only on certain prop-
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erties of h (e.g., the order of the singularity of the Fourier
transform of h at the origin; for details, see Assumption 1
below) but not on a detailed knowledge of the distribution
itself. This approach provides not only a unifying thread
for the known results, but also a very powerful tool for
analyzing almost any mathematical representation of scat-
tered discrete data. For example, our methods yield the rst
results on stability of certain wavelet bases associated with
scattered data on the line under the sole assumption that
the scattered data are taken on sample sites with bounded
global mesh ratio.
The prototypical examples of functions used to generate
scattered translates are univariate splines and radial basis
functions. Many radial basis functions as well as the trun-
cated powers are unbounded on the line, and this leads to
our study of certain classes of unbounded operators, in-
cluding their domain identication and closed extensions.
An important result of this study is an exact identication
of the L2(R)-subspaces generated by linear combinations
of shifts of certain unbounded radial basis functions. The
use of radial basis functions in generating wavelets associ-
ated with scattered data is quite natural. These functions are
noted for their eectiveness in terms of projection, such
as interpolation and least-squares approximation, particu-
larly when the data structure is scattered or the dimension d
of Rd is large; see [1, 15]. Thus, projecting a function f onto
a suitable space of a nested sequence of subspaces, so that
the resulting projected function can be decomposed and
analyzed by these wavelets, is relatively easy. Also, when
the translation points are equally spaced, wavelets generated
by radial basis functions, even without a two-scale relation,
have been shown in our earlier work [6] to possess many
of the attractive features of ane wavelets.
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Although many of the concepts in this paper have a natu-
ral multivariate setting, we are satised to restrict our atten-
tion here to the univariate setting. Multivariate extensions
are currently being investigated and will appear at a later
date.
This paper consists of six sections. In Section 2,
sesquilinear forms tX on ‘2(Z) associated with tempered
distributions that satisfy Assumption 1 are introduced (see
Denition 1); here, X refers to a bi-innite knot sequence
with minimal separation distance. These forms give rise
to an isomorphism connecting their domain of denition
(as characterized in Lemma 2) to a corresponding function
space V0X  L2(R) consisting of certain nite linear combi-
nations of unbounded functions. In Section 3, symmetric,
strictly positive and closed extensions tX of the sequilinear
forms tX are derived (see Theorem 2). This extension has
several important consequences. In particular, it provides
for an exact characterization of the space HX of ‘2(Z)-
sequences fujg for which the function
fu =
X
j2Z
ujh( − xj)
is in the L2(R)-closure VX of V
0
X, and gives the correct in-
terpretation of convergence for the innite series that de-
nes fu. Of course, our most interesting consideration is
unbounded h. In addition, since the extended sesquilinear
forms are closed, each form can be identied with an in-
ner product on ‘2(Z) having a weight operator AX where
the (unbounded) operator AX is maximal, self-adjoint, and
strictly positive (see Theorem 4). This operator plays a crit-
ical role in our wavelet construction consideration, and in
the characterization of Riesz (or particularly orthonormal)
bases of VX in terms of the related sequences fujg (see
Corollary 2).
Section 4 will be devoted to the construction of wavelets.
It should be stressed that this construction yields a Riesz ba-
sis. Here, the typical multiresolution spaces are generated
only by translates (but not by dilates) of the tempered distri-
bution h with respect to nested knot sequences, and special
attention is payed to those knot sequences with bounded
global mesh ratio. This is worked out in some details for
two nested spaces Vo := VXo and VF := VXF associated with
knot sequences Xo and XF satisfying Xo  XF. Hence, the
extension to a nested sequence of multiresolution spaces is
evident. The central results are the characterization of the
sequence space giving the wavelet subspace Wo of VF with
respect to Vo (see Theorem 5), and the explicit construction
of a Riesz basis of Wo (see Theorem 6). Section 5 will deal
with the construction of the corresponding dual wavelets
as well as decomposition and reconstruction formulas. All
these formulas are derived quite readily by using certain
coecient sequences.
Examples will be given in Section 6. For the spline case,
we recover the semiorthogonal exponentially decaying car-
dinal spline wavelets [7] for equidistant knot sequences
and the extension by Buhmann and Micchelli [5] to ar-
bitrary simple knot sequences with bounded global mesh
ratio, and we show that these wavelets provide a Riesz ba-
sis of the wavelet space Wo. For the Hardy multiquadric
Hc = −
p
c2 + x2 as a tempered distribution we also show
that our wavelets, derived again from the translates of cen-
ters satisfying a bounded global mesh ratio, form a stable
basis. Another new result in this section is the construction
of regularized Haar wavelets in the sense that the gener-
ating basis function hc is a regularized Heaviside function
that satises jhcj2 = Hc.
2. SESQUILINEAR FORMS ASSOCIATED
WITH TEMPERED DISTRIBUTIONS
Throughout this paper, we will consider a positive integer
m and a tempered distribution h that satises the following:
Assumption 1. h will denote a tempered distribution with
distributional Fourier transform h, that satises:
(i) h 2 C(Rnf0g),
(ii) h() ≠ 0 for  2 Rnf0g,
(iii) (i)m h 2 L1(R),
(iv) 1=((i)m h) 2 L1(U0) for some neighborhood U0
of 0.
We will investigate spaces which are spanned by trans-
lates of h with respect to a bi-innite knot sequence
X = fxk : k 2 Zg with xk < xk+1 and lim
k!1
xk = 1:
(2.1)
Furthermore, we shall later assume that X is minimally sep-
arated; i.e.,
qX := inf(xk+1 − xk) > 0: (2.2)
We are mainly interested in the L2(R)-closure, VX, of the
space
V0X := ffu := h  u : u 2 ‘02g
\
L2(R); (2.3)
where ‘02 denotes the set of all sequences in ‘2(Z) with nite
support, and
u :=
X
j2Z
ujxj ; u 2 ‘02: (2.4)
The convolution in (2.3) is to be understood in the sense of
distributions; here it is important that u has compact (in
fact nite) support.
The rst step toward an operator theoretical treatment of
the function space V0X is the introduction of the following
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sesquilinear form on ‘02. In the sequel, we will frequently
refer to [13, Chap. VI] and use the notation there.
Definition 1. Let DX  ‘2(Z) be dened by
DX := fu 2 ‘02 : fu := h  u 2 L2(R)g: (2.5)
Then the mapping
tX[u; v] := hfu; fviL2(R); u; v 2 DX; (2.6a)
is called the sesquilinear form associated with h and X, and
tX[u] := tX[u; u]; u 2 DX; (2.6b)
is called the corresponding quadratic form.
An obvious property of the form tX is that it is symmetric
(hermitian) and positive; i.e.,
tX[u; v] = tX[v; u] and tX[u] Æ 0; u; v 2 DX: (2.7)
One of the main results of this paper is that tX is closable
(cf. [13, p. 315]), densely dened in ‘2(Z), and that the
corresponding quadratic form is strictly positive. For this
purpose we have to study the domain DX more closely.
We introduce the following operator on ‘2(Z) that serves
as a preconditioner in [12]. Let
dj;m :=
xj+m − xj
m
; j 2 Z; (2.8)
and let the bi-innite matrix C = C(m;X) = (cjk)j;k2Z be
dened by
cjk :=
8<: m!
q
dj;m
Qj+m
l=j;l≠k
1
xk−xl ; for j à k à j +m;
0; otherwise.
(2.9)
Then C is banded and, in view of (2.2), has uniformly
bounded entries. Hence, C denes a bounded linear opera-
tor on the Hilbert space ‘2(Z). It can also be considered as
a weighted divided dierence operator; the reason is that,
by using the standard notation for divided dierences with
respect to the knot set X, we haveX
k2Z
cjkuk = m!
q
dj;m[xj; : : : ; xj+mju]
=
q
dj;m
Z
R
u(m)(x)Bj;m(x)dx; j 2 Z; (2.10)
for any function u 2 Cm(R) with uj = u(xj); j 2 Z. Here,
we have used the sequence of mth order B-splines
Bj;m(x) := m[xj; : : : ; xj+mj( − x)m−1+ ]; j 2 Z: (2.11)
We also introduce the corresponding space of spline func-
tions with compact support, namely,
S0X :=
8<:v = X
j2Z
vj
q
dj;mBj;m : v = (vj) 2 ‘02
9=; : (2.12)
The stability estimate due to de Boor [2] tells us that, for
some constant Dm > 0 and any sequence v,
Dmkvk‘2(Z) à
∥∥∥∥∥X
j2Z
vj
q
dj;mBj;m
∥∥∥∥∥
L2(R)
à kvk‘2(Z): (2.13)
Proposition 1. Let v 2 ‘02; u = Cv; u =
P
j2Z ujxj ,
and v =
P
j2Z vj
q
dj;mBj;m. Suppose that h is a tempered
distribution. Then, in the distributional sense,
fu := h  u = (−1)mh(m)  v; (2.14)
and
fu() = ((−1)mh(m)  v)  () = (−i)m h() v(): (2.15)
If, in addition, h satisfies Assumption 1(iii), then fu 2 L2(R).
Proof. We rst note that since C is banded, u is nitely
supported, so that u and v have compact support, and the
convolutions in (2.14) are well dened. Standard relations
for the convolution of distributions (cf. [11, p. 103]) give
h(m)  v = (h  v)(m) = h  (m)v :
In order to verify (2.14), we only have to show that (−1)m

(m)
v = u in the weak sense. Let  2 C10 (R); then, since v
is a regular distribution, we obtain, via (2.10), that
(−1)m(m)v () = v((m)) =
Z
R
v(x)(m)(x)dx
=
X
j2Z
vj
q
dj;mm![xj; : : : ; xj+mj]
=
X
j2Z
vj
 X
k2Z
cjk(xk)
!
=
X
k2Z
0@X
j2Z
cjkvj
1A(xk) = u():
The interchange of summations above is justied, since both
sums are nite.
Equation (2.15) is obtained by applying [11, p. 166], since
((−1)mh(m)  v)  = ((−1)mh(m))  v = (−i)m h v:
This last term is a regular distribution by Assumption 1(iii),
which is an element of L2(R) by (2.13). This concludes the
proof of the proposition.
Remark. The above argument shows that the weak iden-
tity (−1)m(m)v = u extends to hold for any v 2 ‘2(Z) and
u = Cv. It is important that C is banded and that v is
given by a locally nite sum.
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Lemma 1. The operator C : ‘2(Z) ! ‘2(Z) is bounded
and injective, and its range RC is dense in ‘2(Z). The same
is true for the adjoint operator C. Moreover, the inverse
operator C−1 is defined on a dense subset of ‘2(Z) but is
not bounded.
Proof. If both properties are valid for C, then standard
arguments give the same properties for C. It is clear that
C is injective, viz. if Cu = 0 for u 2 ‘2(Z), then uj =
p(xj); j 2 Z, for some polynomial p of degree less than
m. Together with (2.1), this implies that u = 0. It is also
obvious that C−1 is not bounded.
In order to prove that the range of C is dense in ‘2(Z),
we use the following factorization of C. According to the
recurrence relation for divided dierences, we have
C = DmDm−1   D1
in terms of bidiagonal matrices D = (d

j;k) with entries
d

j;k =
8<: (−1)
k−j−1(dj;dk;−1)−1=2 for k = j; j + 1;
0 otherwise,
 Æ 1;
where dj; is dened as in (2.8) for  Æ 1, and dj;0 = 1.
By (2.2), these entries are uniformly bounded. Since the
operators D are bounded on ‘2(Z), it is sucient to show
that the range of each factor D is dense in ‘2(Z).
We show that ej = (j;k)k2Z; j 2 Z, is in the closure of
the range of D; here it is sucient to deal with j = 0,
since the general case follows from an apparent index shift.
Let n 2 N be xed, and put aj := d1=2j; ; bj := d1=2j;−1 for
j 2 Z, and l := 1 −
Pl−1
=1(1=(n +  − 1)) for l 2 N. We
can choose l0 2 N such that l0 > 0 Æ l0+1, and dene
u 2 ‘02 by
uj =
(
aojbj; if1 à j à l0;
0; otherwise.
Then a straightforward calculation shows that
ke0 −Duk2‘2(Z) à
1X
j=1
 a0aj(n+ j − 1)

2
;
and the right-hand side can be made arbitrarily small by
letting n ! 1. This concludes the proof of the lemma.
The operator C = C(m;X) can be used to give a complete
characterization of the set DX as dened in (2.5).
Lemma 2. The domain of the sesquilinear form associ-
ated with h and X is given by DX = C(‘02).
Proof. We rst prove that C(‘02)  DX. Let v 2 ‘02
and u := Cv. Since C is banded, we have u 2 ‘02 and
fu 2 L2(R) by Proposition 1, whence u 2 DX.
In order to verify DX  C(‘02), let u 2 DX. Since the
support of u is nite, the Fourier transform of the distribu-
tion u =
P
j2Z ujxj of compact support and of fu = hu
are given by
fu = u h and u() =
X
j2Z
uje
−ixj;
and hence, u is an analytic function. Since fu 2 L2(R)
by our choice of u, Assumption 1(iv) implies that u() =
O(jjm) for  ! 0, whence u annihilates all polynomials of
degree less than m. Peano’s theorem now gives a spline 
of compact support and with knot sequence X that satises
u(’) =
Z
R
’(m)(s)(s)ds; ’ 2 Cm(R):
This spline  can be written as a nite linear combination
of the B-spline sequence (2.11); i.e., there exists a v 2 ‘02,
such that  =
P
j2Z vj
q
dj;mBj;m. Using (2.10), we arrive at
u(’) =
X
j2Z
vjm!
q
dj;m[xj; : : : ; xj+mj’]
=
X
j2Z
vj
 X
k2Z
cjk’(xk)
!
;
where both sums are nite, and hence
P
k2Z uk’(xk)
=
P
k2Z(Cv)k’(xk); i.e., u = Cv, as we wanted to
prove.
The previous lemmas and (2.7) can be combined to give
the rst part of the following rst main result.
Theorem 1. The form tX in (2.6a) is symmetric and
nonnegative, and is defined on a dense subset of ‘2(Z). Fur-
thermore, there exist constants 0 < γ < Γ < 1, such that
γ
kCk2 kuk
2
‘2(Z) à γkvk2‘2(Z) à tX[u] à Γkvk2‘2(Z) (2.16)
holds for all u = Cv 2 DX; v 2 ‘02.
Proof. It remains to establish the last two estimates in
(2.16). According to (2.6) and Parseval’s identity, we have
tX[u] = kfuk2L2(R) =
1
2
k fuk2L2(R): (2.17)
Let u = Cv and use the same notations as in Proposition
1. Then
fu() = h() u() = (−i)m h() v();
and hence, by Assumption 1(iii) and the upper half of de
Boor’s stability estimate, we have
kfukL2(R) à constkvk‘2(Z):
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The lower bound can be proved along the same lines of
argument as [12, Thm. 1b], by putting there s := v and
γn := minfjj2mjh()j2 : jj à ng for n 2 N. Assumption 1
then guarantees that γn > 0.
By the previous result, we see that the space DX with
inner product given by the form tX denes a pre-Hilbert
space. From the denitions of DX and tX, it is obvious that
this space is isometrically isomorphic to the space V0X, as a
subspace of L2(R). The coercivity in (2.16) implies that the
norm
kukX := (tX[u])1=2 = kfukL2(R) (2.18)
is equivalent to the norm dened in [13, p. 314]. Therefore,
the results in [13, Chap. VI.1 and VI.2] remain valid with
this norm.
Our ndings show that the following diagram is commu-
tative:
‘02
v,Cv−−−−−−−−!
(2:16)
DX
v,v
(2:13)
???y ???y u,fu=hu(2:18)
S0X
v,(−1)mh(m)v−−−−−−−−!
(2:14)
V0X
(2.19)
Here, (‘02;k  k‘2(Z)); (S0X;k  kL2(R)); and (DX;k  kX) are iso-
morphic (as pre-Hilbert spaces), while (DX;k  kX) and (V0X;
k  kL2(R)) are isometrically isomorphic. The operator
T0X : S
0
X ! V0X in the bottom line of the diagram is the
mapping used in [12, Sect. 3].
3. THE CLOSURES OF V0X AND tX
With V0X  L2(R) dened as in (2.3), we now consider
VX := closL2(R)V
0
X: (3.1a)
From the above diagram and (2.13), we see that
VX = ffu 2 L2(R) : fu() = (−i)m h() v(); v 2 SXg;
(3.1b)
where SX is the L2(R)-closure of the space (2.12). Our goal
is to characterize VX as the isometrically isomorphic im-
age of another Hilbert space (HX; tX) which is a superspace
of (DX; tX). Appropriate for our analysis is the notion of
closable forms as given in [13, Chap. VI].
In the sequel, we need several notions associated with
non-negative sesquilinear forms t on a domain Dt  ‘2(Z).
A sequence fu(n)gn2N is called t-convergent to u 2 ‘2(Z) if
u(n) 2 Dt; lim
n!1 ku
(n) − uk‘2(Z) = 0 and
lim
n;m!1 t[u
(n) − u(m)] = 0;
and we use the notation u(n)
t
-! u. The form t is said to be
closed, if it satises the property
u(n)
t
-! u implies u 2 Dt and lim
n!1 t[u
(n) − u] = 0:
Usually, the form tX in Denition 1 is not closed. The
notion of closable forms, however, leads to the completion
of the pre-Hilbert space (DX; tX). We let
HX := fu 2 ‘2(Z) :
there exists a sequence fu(n)g with u(n) tX-! ug; (3.2)
whence DX  HX, and following [13, p. 315], we dene
another sesquilinear form, with domain HX, through
tX[u; v] := lim
n!1 tX[u
(n); v(n)] for any u(n)
tX
-! u; v(n) tX-! v;
(3.3)
with u; v 2 HX.
Theorem 2. The extension tX of tX as defined in (3.3)
is a symmetric, nonnegative, and closed form, with domain
of definition given by
HX = C(‘2(Z)): (3.4)
Furthermore,
γ
kCk2 kuk
2
‘2(Z) à γkvk2‘2(Z) à tX[u] à Γkvk2‘2(Z) (3.5)
for v 2 ‘2(Z) and u = Cv 2 HX, with the same constants
γ and Γ as in Theorem 1.
Proof. Symmetry and nonnegativity follow directly
from the denition of the form and Theorem 1. Let us show
that the form is closed. According to [13, Thm. VI.1.17] we
have to show that
u(n)
tX
-! 0 implies tX[u(n)] ! 0:
In order to prove this, let fu(n)g be any sequence in DX
which is tX-convergent to 0. By Lemmas 1 and 2, we can
dene the vectors v(n) := (C)−1u(n) 2 ‘02. By Theorem 1,
fv(n)g is a Cauchy sequence in ‘2(Z), with ‘2(Z)-limit v, say.
Since the operator C is bounded, we have
0 = lim
n!1 u
(n) = lim
n!1C
v(n) = Cv;
whence v = 0 by Lemma 1. Another application of Theo-
rem 1 gives
0 à tX[u(n)] à Γkv(n)k2‘2 ! 0 as n ! 1;
showing that tX[u(n)] ! 0.
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The proof of HX  C(‘2(Z)) is similar. Let u 2 HX
and u(n)
tX
-! u. Then v(n) := (C)−1u(n) is again a Cauchy se-
quence as above with ‘2(Z)-limit v, say, and u = Cv. In
order to see that C(‘2(Z))  HX also, let u = Cv with
v 2 ‘2(Z), and choose a sequence v(n) in ‘02 with ‘2(Z)-
limit v. Putting u(n) = Cv(n), we see by Lemma 2 that this
sequence is from DX, and by the continuity of the opera-
tor C, it is a Cauchy sequence in ‘2(Z). With an applica-
tion of estimate (2.16), we see that u(n)
tX
-! u, showing that
u 2 HX.
The proof of the estimates follows from Theorem 1 and
similar arguments as above.
Theorem 1 implies that the closed form tX is dened on
a dense subset of ‘2(Z). Its domain HX, although not closed
in the ‘2(Z)-norm, is a Hilbert space (see [13, p. 314]) by
using the norm
kukX := (tX[u])1=2; u 2 HX: (3.6)
Going back to the denition of tX in (2.6), we see that when-
ever u(n) is tX-convergent to u 2 HX, the sequence ffu(n)g
of functions from V0X is a Cauchy sequence in L2(R). By
putting fu := limn!1 fu(n) as an L2(R)-limit, we have veri-
ed the following result.
Theorem 3. The mapping I : HX ! VX; I(u) = fu, is
an isometric isomorphism of the two Hilbert spaces; i.e., I
is one-to-one, onto, and
kfukL2(R) = kukX for all u 2 HX:
In particular, this isomorphism shows the correct inter-
pretation of L2(R)-convergence of the series
fu =
X
j2Z
ujh( − xj) for any u 2 HX  ‘2(Z): (3.7)
We thus have veried the commutativity of another dia-
gram:
‘2(Z)
v,Cv−−−−!
Theorem 2
HX
v,v
(2:13)
???y ???y u,fu
SX
v,fu−−−−!
(3:1b)
VX
(3.8)
There is another important consequence of Theorem 2.
The form tX, as already mentioned, is closed, symmetric,
positive denite, and is dened on a dense subset of ‘2(Z).
Therefore, we can apply Theorems 2.1 and 2.23 in [13,
Chap. VI] to nd two representations of tX in terms of (un-
bounded) self-adjoint operators on ‘2(Z).
Theorem 4. There is a (maximal) self-adjoint and
strictly positive operator AX, with domain D(AX)  HX,
where D(AX) is dense in ‘2(Z), such that
tX[u; v] = hAXu; vi‘2(Z) for all u 2 D(AX); v 2 HX:
Furthermore, the square root A1=2X of AX is a self-adjoint
and strictly positive operator with domain HX that satisfies
tX[u; v] = hA1=2X u; A1=2X vi‘2(Z) for all u; v 2 HX:
This theorem gives a precise denition of the operator
A
1=2
X : HX ! ‘2(Z); (3.11)
upon which a major portion of our analysis in the following
section will be based. We have the following
Corollary 1. The operators AX and A
1=2
X have range
‘2(Z). Furthermore, the operator
BX := A
1=2
X C
 (3.12)
is a bounded isomorphism of ‘2(Z) with bounded inverse.
Proof. The operator AX in (3.9) is self-adjoint, strictly
positive, and maximal (where maximality means that it has
no proper self-adjoint extension). Therefore, AX coincides
with its Friedrichs extension (cf. [18, Sect. 123] or [13, p.
325]), which is an operator with range ‘2(Z). The same is
true for the square root of AX.
The second assertion follows from Theorem 2 and (3.10),
since for any v 2 ‘2(Z) and u = Cv, we have
kBXvk2‘2(Z) = kA1=2X Cvk2‘2(Z) = tX[Cv; Cv] = kfuk2L2(R)
(3.13)
and therefore
γkvk2‘2(Z) à kBXvk2‘2(Z) à Γkvk2‘2(Z): (3.14)
This shows that BX is bounded and injective, and since
its range is ‘2(Z), the inverse is a bounded operator on
‘2(Z).
Remark. We note that the operator BXBX corresponds to
what is called B = CAC in [12, Thm. 1], where the es-
timates (3.14) are derived with slightly dierent assump-
tions. It can be interpreted as the Grammian of the func-
tions ’j = fCej ; j 2 Z, where ej denotes the canonical
unit vectors in ‘02. It also leads to a formula for the inverse
of AX. If u = Cv for some v 2 ‘2(Z), then by the above
corollary we have BXA
−1=2
X v = u and A
−1=2
X v = (B

X)−1Cv.
This leads to the representation
A−1X = C(BXBX)−1C (3.15)
which will be an important item for the proof of our other
main result, namely Theorem 6 below.
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The relation ofHX and VX can be made even more precise
than that in Theorem 3. By (3.10), we obtain
kfA−1=2X vkL2(R) = kA
−1=2
X vkX = kvk‘2(Z) for all v 2 ‘2(Z):
(3.16)
An immediate consequence is the following.
Corollary 2. For any Riesz basis fvj : j 2 Zg of ‘2(Z)
with Riesz bounds 0 < m à M < 1, the functions
’j := fA−1=2X vj 2 VX; j 2 Z; (3.17)
constitute a Riesz basis of VX with the same Riesz bounds.
In particular, if fvj : j 2 Zg is an orthonormal basis of
‘2(Z), then f’jg is an orthonormal basis of VX.
4. EMBEDDED KNOT SEQUENCES AND WAVELETS
We start with two disjoint knot sets
Xo = fxok : k 2 Zg and X = fxk : k 2 Zg; (4.1a)
which both satisfy the assumptions (2.1) and (2.2), and de-
note their union by
XF := Xo
[
X = fFk : k 2 Zg (4.1b)
where the Fk ’s are assumed to be in increasing order. A
further essential assumption for our analysis is that all the
knot sequences have a bounded global mesh ratio; e.g., for
Xo this means that
ro := sup
k;j2Z
xok+1 − xok
xoj+1 − xoj < 1:
We think of Xo as an initial (coarse) sequence, and of XF as
a rened knot sequence with new knots X, and we are
after a proper decomposition of the corresponding function
spaces in (3.1). For simplicity, we only use subscripts o; 
and F in place of the knot sequences; so our aim is to in-
vestigate the relation of the spaces Vo; V; and VF which
are dened as in (2.3), (3.1). In particular, we are going to
prove that Vo and V are subspaces of VF, and we wish to
nd a Riesz basis of the orthogonal complement Wo of Vo
in VF, namely,
Vo +Wo = VF; Wo ? Vo (4.2)
by specifying the corresponding coecient sequences in
HF. Following the standard notion in the wavelet litera-
ture, we would like to call Wo the wavelet space in VF with
respect to Vo.
The renement (4.1) naturally induces two strictly in-
creasing mappings o;  : Z ! Z, with
xok = 
F
o(k) and x

k = 
F
(k): (4.3)
Associated with these are the downsampling and upsam-
pling operators on ‘2(Z), as follows.
Definition 2. With the mappings o and  given by
(4.3), the downsampling operators are dened by
Pov = fvo(k)gk2Z; Pv = fv(k)gk2Z;
and the upsampling operators by
(Po v)k =
(
vj; ifk = o(j);
0; ifk =2 o(Z);
(P v)k =
(
vj; ifk = (j);
0; ifk =2 (Z):
It is easy to see that Po and P are bounded operators
on ‘2(Z) with norm equal to 1, and that Po and P are the
adjoint operators of Po and P, respectively. We have
PoP

 = PPo = 0 and PoPo + PP = id: (4.4)
Furthermore, the adjoints Po and P dene isometric
imbeddings on ‘2(Z). This relation also holds for the do-
mains Ho = Co (‘2(Z)) and H = C (‘2(Z)) as dened in
(3.4).
Lemma 3. The operator Po : Ho ! HF defines an iso-
metric imbedding; i.e.,
Po (Ho)  HF and kuko = kPo ukF for all u 2 Ho;
with the norms defined as in (3.6). The analogous result
holds for P : H ! HF.
Proof. We prove this result for Po . Let u 2 Do = DXo
with DXo = C

o (‘
0
2) as in Lemma 2. Then by Proposition 1,
we have fou :=
P
j2Z ujh( − xoj ) 2 L2(R). Since Po u 2 ‘02
and
fF
Po u :=
X
k2Z
(Po u)kh( − Fk ) = fou;
we obtain
Po u 2 DF = DXF and kuko = kPo ukF:
Therefore, Po is an isometric imbedding of Do into DF, and
this property carries over to the completions Ho and HF.
Since there is a one-to-one correspondence between the
sequence spaces Ho and HF and the function spaces Vo and
VF, we have
Vo  VF and V  VF: (4.5)
This is obvious only at rst sight. We emphasize that it is
dangerous to look at this heuristically: Since the distribu-
tion h needs not be an element of L2(R), the domain of the
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operators involved has to be taken into consideration very
carefully.
We next prove a kind of converse of Lemma 3.
Lemma 4. For any u 2 HF; Pu = 0 implies that fu
2 Vo.
Proof. For u = Cv 2 HF, we have fu = v(−i)m h with
v 2 SF, and by the remark we made after the statement
of Proposition 1, we have (−1)m(m)v = u;F. Since Pu = 0
by assumption, we nd u;F = Pou;o; i.e., v is a spline
with active knots from Xo only. Therefore v 2 So and
fu 2 Vo.
The following result is an immediate consequence of
(3.16) and Lemma 3.
Lemma 5. The operator
Qo := A
1=2
F P

o A
−1=2
o (4.6)
is an isometric imbedding of ‘2(Z) into itself with Qo Qo =
id‘2(Z), and QoQ

o is the orthogonal projection of ‘2(Z) onto
the range of Qo.
The denition of this operator can be explained by the
following commutative diagram.
Ho
P0−−−−−!
Lemma 3
HF
A
1=2
o
(3:11)
???y ???y A1=2F(3:11)
‘2(Z)
Q0−−−−−!
Lemma 5
‘2(Z)
In particular, Qo is a bounded operator with norm 1. Its
adjoint Qo leads us to a characterization of Wo, dened in
(4.2) as the orthogonal complement of Vo in VF.
Theorem 5. Let v 2 ‘2(Z) and u := A−1=2F v. Then
fFu :=
X
k2Z
ukh( − Fk ) 2 Wo , Qo v = 0: (4.7)
Proof. Let w 2 ‘2(Z) and z := A−1=2o w 2 Ho. Then by
Theorem 4 and Lemma 3, we have
hfFu ; foz iL2(R) = hfFu ; fFPo ziL2(R) = hA
1=2
F u; A
1=2
F P

o zi‘2(Z);
and using Lemma 5, we arrive at
hfFu ; foz iL2(R) = hv; Qowi‘2(Z) = hQo v; wi‘2(Z):
This shows that hfFu ; foz iL2(R) = 0 for all z 2 Ho if and only
if hQo v; wi‘2(Z) = 0 for all w 2 ‘2(Z), and thus veries the
theorem.
It is easy to see that Qo can be represented on the sub-
space HF  ‘2(Z) as the formal adjoint of Qo, namely,
Qo v = A
−1=2
o PoA
1=2
F v for all v 2 HF:
Hence, if the vector v in Theorem 5 belongs to HF, then
condition (4.7) is equivalent to
PoA
1=2
F v = 0: (4.8)
We are now ready to attack our main problem, viz. to
nd coecient sequences vj 2 HF such that the functions
 j := f
F
A
−1=2
F vj
2 VF provide a Riesz basis of Wo. To this
end, we need a further lemma.
Lemma 6. For the knot sets Xo and XF as in (4.1) with
bounded global mesh ratios, the operator
CFP

 : ‘2(Z) ! ‘2(Z) (4.9)
is bounded, and there is a constant γ > 0 such that
kCFP vk‘2(Z) Æ γkvk‘2(Z); v 2 ‘2(Z):
Proof. It is clear that the operator is bounded, since CF is
bounded and P has norm one. Let v 2 ‘2(Z) and y := P v.
Then as in (2.10), for any u 2 Cm(R) with yj = u(Fj ); j 2 Z,
we have
CFP

 v =
q
dj;m;Fm![
F
j ; : : : ; 
F
j+mju]

j2Z
=
Dq
dj;m;FBj;m;F; u
(m)
E
L2(R)

j2Z
: (4.10)
The additional index F stresses that the knot averages and
the sequence of B-splines are taken with respect to the ne
knot set XF.
In this formula, we can take u as a spline interpolant. Let
Sk;F denote the L2(R)-subspace of splines of order k with
respect to the knot sequence XF. From de Boor’s Theorem
5.2 and its proof in [9, Chap. 13], based on the assumption
that XF has a bounded global mesh ratio, we know that for
any y 2 ‘2(Z) there is a unique spline interpolant u = uy 2
S2m;F, and this interpolation operator, as an operator from
‘2(Z) to S2m;F, is bounded. It is also injective and onto due
to the minimal separation property of XF. Hence there exist
constants 0 < c1 à c2 < 1, such that
c1kyk‘2(Z) à kuykL2(R) à c2kyk‘2(Z); y 2 ‘2(Z): (4.11)
In particular, since uy 2 L2(R) and by using the dierenti-
ation formula for B-spline series representations, we con-
clude (since we have assumed boundedness of the global
mesh ratio) that u(m)y 2 L2(R) as well, so that u(m)y 2 Sm;F.
Since the B-splines appearing in (4.10) form a Riesz basis,
hence a frame, of Sm;F, we see that (4.10) implies
kCFP vk‘2(Z) Æ const ku(m)y kL2(R);
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with const denoting the lower frame bound (it can be
shown that this constant equals Dm in (2.13)). In order to
complete the proof, it is now sucient to show that
ku(m)y kL2(R) Æ const kuykL2(R); (4.12)
since this implies the nal estimate
kCFP vk‘2(Z) Æ const kyk‘2(Z) = const kvk‘2(Z):
To this end, note that on the space S2m;F the L2(R)-norm
and the L2(R)-Sobolev norm of order m are equivalent. This
follows from de Boor’s stability estimate for splines, the
dierentiation formula for a B-spline series, and the bound
on the global mesh ratio. On the other hand, since u = uy
vanishes on the knot set Xo, we can apply the Bramble
Hilbert Lemma [3, Thm. 2] in the following way: choose
 > 0 such that, for any x 2 R, the interval Rx := [x −
; x + ] contains at least m points from Xo; this choice is
possible due to the assumption on the global mesh ratio.
Since m Æ 1, we have the imbedding estimate
kfk1;Rx à c1kfkm;2;Rx ; f 2 Wm2 (Rx);
with the constant c1 depending only on the diameter 2 of
Rx. We x x, and consider the functional
F : f , f(x) − pf(x)
where pf denotes the interpolating polynomial of degree
m − 1 with respect to m points from Xo
T
Rx. Using the
imbedding estimate and the assumption on minimal sepa-
ration for Xo (i.e., qo := q(Xo) := inf(x
o
k+1 − xok) > 0), we
nd that
jF(f)j à c2kfkm;2;Rx ; f 2 Wm2 (Rx);
with the constant c2 depending on ;m, and qo. Clearly, F
is orthogonal to all polynomials of degree at most m − 1.
Hence, by the BrambleHilbert Lemma we have
jF(f)j à c3kf(m)k2;Rx
with the constant c3 depending only on m;, and qo, but
not on x and f. Specifying f = uy, we see that
juy(x)j2 à c23
Z x+
x−
ju(m)y ()j2d
and hence
kuykL2(R) à c3
p
2ku(m)y kL2(R):
This veries (4.12), and completes the proof of the
lemma.
We recall from (3.15) that
A−1F = CF (BFBF)−1CF
and from (3.14) that
γFkvk2‘2(Z) à kBFvk2‘2(Z) à ΓFkvk2‘2(Z)
for some constants 0 < γF à ΓF < 1. Therefore, the
following result is a direct consequence of Lemma 6.
Lemma 7. The operator PA
−1
F P

 is self-adjoint, posi-
tive, and invertible. More precisely,
γ2
ΓF
id à PA
−1
F P

 à
kCFk2
γF
id:
We are now ready to establish the second main result of
this paper.
Theorem 6. Let the tempered distribution h satisfy As-
sumption 1, and let the knot sets Xo;XF be given as in (4.1),
with bounded global mesh ratios. If fwj : j 2 Zg is a Riesz
basis of ‘2(Z), then the functions  j; j 2 Z, with
 j := fFuj and uj := A
−1
F P

 wj; (4.13)
constitute a Riesz basis of Wo.
Proof. Using the notation of Theorem 5, we have
uj = A
−1=2
F vj = A
−1
F P

 wj;
where vj = A
−1=2
F P

 wj is an element of HF. From (4.4), we
conclude that vj satises (4.8) and hence,  j = fFuj 2 Wo.
We prove next that the linear span of the functions  j is
dense in Wo. Choose any u = A
−1=2
F  2 HF which satises
(4.7), so that fFu 2 Wo and that fFu is orthogonal to all of
the functions  j. Since A
1=2
F is self-adjoint, we obtain, by
(3.10), that
hfu;  jiL2(R) = hA1=2F u; A1=2F uji‘2(Z)
= hu; P wji‘2(Z) = hPu; wji‘2(Z):
Since the vectors wj provide a Riesz basis of ‘2(Z), the
orthogonality assumption leads to Pu = 0. This implies,
by Lemma 4, that also fFu 2 Vo, and hence fFu = 0.
So it remains to show that the Grammian of the functions
 j is positive denite and bounded. This fact follows from
Lemma 7, by using the representation
h j;  kiL2(R) = hA−1=2F P wj; A−1=2F P wki‘2(Z)
= hPA−1F P wj; wki‘2(Z); (4.14)
since fwj : j 2 Zg is a Riesz basis of ‘2(Z). This concludes
the proof of Theorem 6.
Remark. The Riesz bounds of the basis f j : j 2 Zg in
(4.13) can be explicitly computed from the Riesz bounds of
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the sequences fwj : j 2 Zg. If these are given by 0 < m à
M < 1, then Lemma 7 leads to the inequalities
γ2m
Γ
kck2‘2(Z) à
∥∥∥∥∥X
j2Z
cj j
∥∥∥∥∥
2
L2(R)
à
kCFk2M
γ
kck2‘2(Z)
for any sequence c = (cj)j2Z.
5. DUAL WAVELET BASES AND DECOMPOSITION
AND RECONSTRUCTION ALGORITHMS
In this section, we focus our attention on the construction
of dual wavelets as well as the associated decomposition
and reconstruction formulas. Their derivations are all based
on Theorem 6 which allows much of the analysis to take
place in the sequence space ‘2(Z).
The starting point will be the construction of the dual
wavelet basis f  j : j 2 Zg where the associated wavelet
basis is given by f j = fFuj : j 2 Zg with uj := A−1F P wj
and fwj : j 2 Zg an arbitrary Riesz basis in ‘2(Z). Thus, let
W : ‘2(Z) ! ‘2(Z) be the bounded linear operator given by
Wek := wk; k 2 Z;
and let
U := A−1F PW:
Since fwjg is a Riesz basis, W is invertible, and from
Lemma 7, we see that PU and its transpose are also in-
vertible. Next, let
wj := [(PU)]−1ej; uj := A−1F P wj; and
Ψj := f uj ; j 2 Z: (5.1)
It follows that f  j : j 2 Zg is the dual wavelet basis. In
order to explain this, we rst note that this set is a Riesz
basis of Wo by Theorem 6, since ((PU))−1 is an invertible
operator, and therefore f wj : j 2 Zg is a Riesz basis of
‘2(Z). Second, the biorthogonality relation holds, since
hfuj ;  kiL2(R) = hA−1=2F P wj; A1=2F Ueki‘2(Z)
= h[(PU)]−1ej; (PU)eki‘2(Z) = j;k
for all j; k 2 Z.
In order to derive the decomposition sequences, recall
that the ne space VF decomposition
VF = Vo
M
Wo
corresponds to the associated knot sequence decomposition
XF = Xo
[
X:
Thus, any fFa 2 VF may be expressed as
fFa = f
o
b +
X
j2Z
dj j; (5.2)
where fob 2 Vo and
P
j2Z dj j 2 Wo.
As an important identity for the subsequent consideration
we mention the formulaX
j2Z
dj j =
X
k2Z
(Ud)kh( − Fk ) = fFUd; d 2 ‘2(Z): (5.3)
Therefore, we may interchange the summations when ex-
panding each  j on the left of (5.3) by its coecient se-
quence uj. For the proof of (5.3) note that f
F
Ud 2 Wo by
Theorem 5, since Ud 2 DAF and PoAFUd = PoPWd = 0
by (4.4). Furthermore, the coecients in the Riesz basis
representation of fFUd are found to be
hfFUd;  jiL2(R) = hA1=2F Ud; A1=2F uji‘2(Z)
= hUd; P ((PU))−1eji‘2(Z)
= hPUd; ((PU))−1eji‘2(Z)
= hd; eji‘2(Z);
and this gives (5.3).
We are now ready to develop the decomposition and re-
construction formulas.
Theorem 7. (Decomposition). Let G;H : HF ! ‘2(Z)
be defined by
G := Po(id −U(PU)−1P)
= Po − (PoA−1F P )(PA−1F P )−1P
and
H := (PU)−1P:
Then, for given a 2 HF, the identity (5.2) is valid with
b = Ga 2 Ho and d = Ha.
Proof. From (3.7), (3.10), and (5.1), it follows that
dj := hfFa ;  jiL2(R) = hA1=2F a; A1=2F uji‘2(Z)
= ha; P wji‘2(Z) = ha; P ((PU))−1eji‘2(Z)
= h(PU)−1Pa; eji‘2(Z); j 2 Z;
so that d = Ha. On the other hand we obtain by (5.3)
fob = f
F
a −
X
j2Z
dj j = f
F
a−Ud:
Hence, we can determine b in (5.2) from the relation
a−Ud = (P P + Po Po)(a−Ud)
= P (Pa− PU(PU)−1Pa)| {z }
=0
+ Po Po(id −U(PU)−1P) a:
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The fact that b = Ga 2 Ho follows from Lemma 4.
As a direct consequence of Lemma 3 and (5.3), we obtain
Theorem 8. (Reconstruction). For given b; d 2 ‘2(Z);
identity (5.2) is valid with
a := Po b+Ud:
Remark. The alternative representation of the operator G
in Theorem 7,
G = Po − (PoA−1F P )(PA−1F P )−1P;
shows that G does not depend on the chosen wavelet basis
f jg. For computational purposes, however, the rst repre-
sentation in Theorem 7, which involves the wavelet coe-
cient sequences, might be more preferable.
We end this section with a diagram that looks similar
to the standard scheme for lter banks. The symbols #o; #
stand for the downsampling operators Po; P, respectively,
while "o is the symbol for the upsampling operator Po . We
also use the notation G := id − A−1F P (PA−1F P )−1P.
Note, however, that here the input vector a and the vector b
are not related to a Riesz basis of VF (Vo resp.), but to shifts
of the unbounded function h. This is one of the reasons for
the nonsymmetric appearance of the diagram (see Fig. 1).
6. EXAMPLES
The starting point for the construction of wavelet bases is
formula (4.13) in Theorem 6. In all our examples we choose
the canonical unit vectors wj = ej; j 2 Z. The coecient
sequences uj can be found by solving a bi-innite system
of equations. Since A−1F = CF (BFBF)−1CF as in (3.15), we
nd that
uj = C

F (B

FBF)−1CFP wj = CFzj;
where zj 2 ‘2(Z) can be obtained from the equation
BFBFzj = CFP wj: (6.1)
Here, as mentioned at the end of Section 3, BFBF is the
Grammian of the Riesz basis f’k = fCF ek : k 2 Zg of the
space VF. This leads to the (stable) representation
 j =
X
k2Z
zj;k’k; j 2 Z; (6.2)
FIG. 1. Reconstruction and decomposition algorithm.
for the wavelet basis of Wo.
Let us stress that with the above choice of wj = ej; j 2 Z,
we nd that  j is orthogonal to the superspace VXFnfxj g
of Vo. This holds, since for any f 2 VXFnfxj g there is an
element y 2 HF with f = fy and y(j) = 0 by Lemma 3
with Xo replaced by XFnfxjg. This gives
h j; fiL2(R) = tF[uj; y] = hP ej; yi‘2(Z) = y(j) = 0:
6.1. Spline Wavelets
The existence of spline wavelets with scattered shifts was
rst proved by Buhmann and Micchelli [5]. Later, Lyche and
Moerken [14] gave a compact formula and allowed multiple
knots. The case of mth order splines is covered in our work
by h(x) = xm−1+ =(m− 1)! with Fourier transform
h() = (i)−m +
im−1
(m− 1)!
(m−1);
see [10, p. 360]. It readily follows that (i)m h  1, so our
Assumption 1 holds with the given m. It should be noted
that for this case we have another characterization of the
wavelet space, viz.,
Wo = fs(m) : s 2 S2m;F and sjXo = 0g;
where S2m;F denotes the closed subspace of L2(R) spanned
by the B-splines of order 2m with respect to the ne knot
sequence XF.
In our above construction, we see that ’k =
p
dk;m;FBk;m;F;
k 2 Z. Hence, BFBF is a banded matrix, and according to
a result of Demko [9, Chap. 13, Thm. 4.3], the entries bi;j
of its inverse decay exponentially as
jbi;jj à coji−jj; i; j 2 Z;
with the constants co and 0 <  < 1 depending only on m
and the bound on the global mesh ratio for XF. This shows
that the solutions of (6.1) decay exponentially as well. That
is, we have the following.
Theorem 9. The solutions of (6.1) and the correspond-
ing spline wavelets of order m constructed as in Theorem 6
decay exponentially at infinity.
Let us stress that our construction agrees with the Buh-
mannMicchelli consideration of globally supported spline
wavelets; i.e., Theorem 9 extends the result in [5, Thm.
1.2]. However, the Riesz basis property as stated in our
Theorem 6 was not considered in [5]. We also mention that
in case Xo = Z and XF =
1
2Z, our construction recovers the
exponentially decaying semiorthogonal wavelet in [7].
While the periodic grids in [5] and the related spline
wavelets of compact support can be treated in a similar
way, we do not know, so far, how to include the minimally
supported spline-wavelets with scattered knots (at least for
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FIG. 2. Multiquadric wavelets with scattered knots.
the case of simple knots) to our approach. It would be in-
teresting to know whether these can be related to a Riesz
basis fwj : j 2 Zg as in Theorem 6, since this would imply
that their wavelet basis is stable, a fact not considered in
[5, 14]. Note that the related result in [8, Prop. 4.1] gives
no complete answer to the question of stability, since no
bounds for the norms of the involved operators are known
in general, and since the knot sets are restricted by the in-
terlacing property xok < x

k < x
o
k+1; k 2 Z. It seems likely
from the construction in [8] that stability holds for knot sets
with bounded global mesh ratios.
6.2. Multiquadric Wavelets
The only further attempt in the literature to construct
wavelets with scattered shifts known to us, is given in [4]
that deals with wavelets from multiquadrics. However, our
approach leads much farther since our wavelet basis is sta-
ble (a fact not considered in [4]) and no technical assump-
tions on the knot sequences as hypothesized in [4, Thm. 3]
are needed.
FIG. 3. The function hc with c = 0:1.
The multiquadric in one single variable is given by
Hc(x) = −
q
c2 + x2;
with scaling parameter c > 0 that can be considered as
a regularization of the function H0(x) = −jxj. Its Fourier
transform is given by
Hc() = 2cK1(cjj)=jj;  2 Rnf0g;
with K1 being the modied Bessel function of the second
kind (for details, see the example in [12]). We see that Hc
decays exponentially at innity, while at the origin,
Hc() =
2
jj2 f1 + c
2O(jj2 ln(jcj))g; as jj ! 0:
This shows that the multiquadric satises Assumption 1
with m = 2, and our results can be applied.
We would like to stress that our approach settles several
questions that arise from the theory of multiquadrics (cf.
[17]) in a satisfactory manner. For example, there has been
the question [16] as how to precondition the multiquadric in
order to set up reasonable subspaces of L2(R), and how to
interpret the convergence of an innite multiquadric series.
In this direction, our Sections 2 and 3 give a theoretically
sound basis. In addition, we show how to construct a proper
Riesz basis for the L2-space VX, and our Theorem 6 gives
the stable wavelet construction with minimal assumptions
on the knot sequences.
For the computation of multiquadric wavelets, the most
expensive procedure consists of setting up the Grammian
BFBF in (6.1). The solution of the system of equations does
not create any problems, since for symmetric and positive
denite matrices, a variety of stable procedures are avail-
able. However, the truncation of the Grammian might cause
some problems. Here it is useful to know that the decay of
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FIG. 4. The basis function and the regularized Haar wavelet.
the entries bij = (’j; ’i) of the Grammian is proportional
to ji − jj−3.
Our computations were done using MATHEMATICA on
an HP 720 with subsequent test for orthogonality of the
wavelet  j to the Riesz basis ’k; k 2 Z, of the space
VXFnfxj g. The inner products turned out to be less than
210−7, giving a strong evidence that our computations are
extremely stable. (Of course, a careful numerical treatment
of the computation of wavelets needs a more sophisticated
analysis.) In Fig. 2, we show two wavelets for the case of
randomly chosen knots XF and parameter c = 1. The knot
sequence XF is marked by the bars on the real axis, and the
new knot j refers to the index j in (6.2).
6.3. Regularized Haar Wavelets
Starting with the multiquadric Hc, we let
hc() := i sign()
q
Hc():
This shows that hc satises Assumption 1 with m = 1,
and again our methods can be applied. The function hc is
shown in Fig. 3 for the case c = 0:1. In order to give a
simple example, we have elaborated on the uniform case
Xo = Z; XF =
1
2Z. In Fig. 4, we display the basic function
’ = hc( − 1) − hc and the corresponding wavelet  0 from
which the Riesz bases of Vo and Wo are obtained through
Z-translates. (Here,  0 = fFu denotes the wavelet with co-
ecients u = A−1F P eo, and the labeling of the knots is
determined by P eo = e1.) Straightforward computations
involving the Toeplitz form of A−1F and (3.15) give
 0() = e−i=2
hc()
1()
;
where j() := 2j
P
k2Z jh(+2j+1k)j2; j 2 Z. This repre-
sentation has been used for the computation of the graph in
Fig. 4. We wish to point out the relation between  0 and the
orthogonal wavelet  ?0 introduced in [6] for the equidistant
case. With the 2-periodic function
() :=
s
0()
1()1(+ 2)
;
we have  0() = ()c ?0 (). So the wavelet  0 represents
a semiorthogonal wavelet which generates the same (shift-
invariant) wavelet space as  ?0 .
ACKNOWLEDGMENTS
This research was started when the authors spent a short research stay at
the Oberwolfach Research Institute in March 1994. We also acknowledge
support from NATO Grant CRG 900 158 and NSF Grant DMS-92-06928.
REFERENCES
1. K. Ball, N. Sivakumar, and J. D. Ward, On the sensitivity of radial ba-
sis interpolation to minimal data separation distance, Constr. Approx.
8 (1992), 401426.
2. C. de Boor, The quasi-interpolant as a tool in elementary polynomial
spline theory, in Approximation Theory (G. G. Lorentz, Ed.), pp.
269276, Academic Press, New York, 1973.
3. J. H. Bramble and S. R. Hilbert, Estimation of linear functionals on
Sobolev spaces with application to Fourier transforms and spline in-
terpolation, SIAM J. Numer. Anal. 7 (1970), 112124.
4. M. D. Buhmann, Multiquadric prewavelets on nonequally spaced
knots in one dimension, Math. Comp. 64 (1995), 16111625.
5. M. D. Buhmann and C. A. Micchelli, Spline prewavelets for non-
uniform knots, Numer. Math. 61 (1992), 455474.
6. C. K. Chui, J. St¤ockler, and J. D. Ward, Analytic wavelets generated
by radial functions, Adv. in Comp. Math., to appear.
7. C. K. Chui and J.-Z. Wang, A cardinal spline approach to wavelets,
Proc. Amer. Math. Soc. 113 (1991), 785793.
8. W. Dahmen and C. A. Micchelli, Banded matrices with banded in-
verses, II: Locally nite decomposition of spline spaces, Constr. Ap-
prox. 9 (1993), 263281.
9. R. A. DeVore and G. G. Lorentz, Constructive Approximation,
Springer-Verlag, Berlin, 1993.
CHUI ET AL. 267
10. I. M. Gel’fand and G. E. Shilov, Generalized Functions, Vol. I,
Academic Press, New York, 1964.
11. L. H¤ormander, The Analysis of Linear Partial Dierential Operators
I, Springer-Verlag, Berlin, 1983.
12. K. Jetter and J. St¤ockler, A generalization of de Boor’s stability result
and symmetric preconditioning, Adv. in Comp. Math. 3 (1995), 353
367.
13. T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag,
New York, 1966.
14. T. Lyche and K. Moerken, Spline-wavelets of minimal support, in
Numerical Methods of Approximation Theory, Vol. 9 (D. Braess
and L. L. Schumaker, Eds.), ISNM Vol. 105, pp. 177194, Birkh¤auser-
Verlag, Basel, 1992.
15. F. J. Narcowich and J. D. Ward, Norm estimates for the inverse of a
general class of scattered-data radial-basis interpolation matrices, J.
Approx. Theory 69 (1992), 84109.
16. M. J. D. Powell, Univariate multiquadric approximation: Reproduc-
tion of linear polynomials, in Multivariate Approximation and In-
terpolation (W. HauÞmann and K. Jetter, Eds.), ISNM Vol. 94, pp.
227240, Birkh¤auser-Verlag, Basel, 1990.
17. M. J. D. Powell, The theory of radial basis function approximation
in 1990, in Advances in Numerical Analysis, Volume II: Wavelets,
Subdivision Algorithms, and Radial Basis Functions (W. A. Light,
Ed.), pp. 105210, Oxford Univ. Press, Oxford, 1992.
18. F. Riesz and B. Sz.-Nagy, Vorlesungen ¤uber Funktionalanalysis,
Deutscher Verlag der Wissenschaften, Berlin, 1973.
