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Abstract
Path problems such as the maximum edge-disjoint paths problem, the path coloring problem, and the maximum path coloring
problem are relevant for resource allocation in communication networks, in particular all-optical networks. In this paper, it is shown
that maximum path coloring can be solved optimally in polynomial time for bidirected generalized stars, even in the weighted case.
Furthermore, the maximum edge-disjoint paths problem is proved NP-hard for complete graphs (undirected or bidirected), a constant-
factor off-line approximation algorithm is presented for the weighted case, and an on-line algorithm with constant competitive ratio
is given for the unweighted case. Finally, an open problem concerning the existence of routings that simultaneously minimize the
maximum load and the number of colors is solved: an example for a graph and a set of requests is given such that any routing that
minimizes the maximum load requires strictly more colors for path coloring than a routing that minimizes the number of colors.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Resource allocation in communication networks leads to challenging optimization problems concerning paths in
graphs. We refer to such problems as path problems. For example, if a network is to support bandwidth reservation
or guaranteed quality of service, resources must be allocated to a connection on all links along some path between its
endpoints. If the resource requirements of individual connections are so large that no two connections can share a link,
connections must be routed along edge-disjoint paths. Maximizing the number of accepted connection requests then
leads naturally to the maximum edge-disjoint paths problem.
In all-optical networks with wavelength-division multiplexing, different connections can use the same ﬁber link
simultaneously if their signals are transmitted on different wavelengths. Establishing a connection requires reserving
a certain wavelength on all links along a path from the sender to the receiver (assuming that wavelength conversion is
not available). Two connections that are routed through the same link (edge) must be assigned different wavelengths.
Wavelengths are conveniently viewed as colors, and the problem of minimizing the number of wavelengths required
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to establish a given set of connection requests is called the path coloring problem. If the number of wavelengths is a
hard constraint and the goal is to maximize the number of accepted connections using only the available wavelengths,
the maximum path coloring problem is obtained.
For path problems of this type, no approximation algorithms with good approximation ratio are feasible for general
network topologies. Therefore, investigating these problems for speciﬁc classes of graphs (where better ratios can often
be obtained) is an interesting ﬁeld of research. In this paper, we present various new results concerning path problems
in speciﬁc classes of graphs.
1.1. Preliminaries
The communication network is modeled as a graph G = (V ,E). G can be an undirected graph or a directed graph.
An important subclass of directed graphs are the bidirected graphs, also called symmetric directed graphs. These are
directed graphs for which (u, v) ∈ E implies (v, u) ∈ E. All of the path problems deﬁned in the following can be
studied for undirected paths in undirected graphs and for directed paths in directed graphs or bidirected graphs. We
consider only undirected graphs and bidirected graphs. Bidirected graphs are a good model of real communication
networks where a physical connection between two nodes consists of two unidirectional links, one for each direction.
A request is given by a pair (u, v) of vertices in G. In the directed case, the request (u, v) asks for a directed path
from u to v in G. In the undirected case, the order of u and v does not matter, and the request (u, v) just asks for an
undirected path with endpoints u and v in G. Now we can deﬁne the following path problems.
Path coloring (PC): Given a graph G = (V ,E) and a list R of requests in G, assign paths and colors to the requests
in R such that paths receive different colors if they share an edge. Minimize the number of colors used.
Maximum path coloring (MaxPC): Given a graph G= (V ,E), a list R of requests in G, and a number k of available
colors, compute a subset R′ of R and assign paths and colors to the requests in R′ such that paths sharing an edge
receive different colors and at most k colors are used. Maximize |R′|.
Maximum edge-disjoint paths (MEDP): Given a graph G = (V ,E) and a list R of requests in G, compute a subset
R′ of R and assign edge-disjoint paths to the requests in R′. Maximize |R′|.
Note that MEDP is the special case of MaxPC for k = 1. For MEDP and MaxPC, it is also meaningful to consider
a weighted version of the problem: each request r has a certain weight wr , and the goal is to maximize the sum of the
weights of the requests in R′.
For PC, an algorithm is a -approximation algorithm if it runs in polynomial time and uses at most  · OPT
colors, where OPT is the number of colors used in an optimal solution. For MEDP and MaxPC, an algorithm is a
-approximation algorithm if it runs in polynomial time and accepts at least OPT/ requests, where OPT is the number
of requests accepted in an optimal solution. For the weighted version, the deﬁnition is analogous. If an algorithm is a
-approximation algorithm, we say that it achieves approximation ratio .
An algorithm for MEDP is called an on-line algorithm if it processes the requests in the given order and decides
acceptance or rejection of each request without knowledge of requests that are processed later on. When a request is
accepted, it must be routed along a path in the graph immediately, and the decision cannot be changed later on. A
-approximation algorithm that is an on-line algorithm is called -competitive.
For a given list R of requests in a graph G = (V ,E), we call any assignment of valid paths to the requests in R
a routing. For each routing , the maximum load L(G,) is the maximum number of paths going through the same
edge. By L∗(G,R) we denote the maximum load of that routing for R in G that minimizes the maximum load. For
a routing , we denote by (G,) the minimum number of colors required to color the paths in . By (G,R) we
denote the minimum of (G,) over all routings  for R in G.
A star with n nodes is a graph consisting of one node c in the center and n − 1 nodes adjacent to c but not adjacent
to each other. A generalized star is the graph obtained from a star by replacing each edge by a path of arbitrary length.
These paths are called legs, and generalized stars are also called spiders. A complete graph is a graph in which every
pair of vertices is joined by an edge. The bidirected versions of these graphs are obtained by replacing each undirected
edge by two directed edges with opposite directions.
1.2. Previous work
The path problems deﬁned above have been studied intensively during the past few years, both for arbitrary directed
and undirected graphs as well as for speciﬁc classes of graphs.
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A comprehensive introduction to edge-disjoint paths problems along with several approximation results can be found
in [22]. For arbitrary directed graphs, it is known that unless P = NP no approximation algorithm for MEDP with
ratio O(m
1
2 −) can exist for any > 0, where m is the number of edges of the graph [20]. In chains and rings, MEDP
can be solved optimally in polynomial time [19,29]. For a class of undirected planar graphs including meshes, an
O(1)-approximation algorithm for MEDP was presented in [23]. A survey of known results for the on-line version of
MEDP can be found in [5, Chapter 13].
The MaxPC problem can be solved optimally in polynomial time for undirected or bidirected chains, because in
these graphs it is equivalent to the maximum k-colorable induced subgraph problem for interval graphs [7]. In general,
it is known that a -approximation algorithm for MEDP in a class of graphs can be used repeatedly in order to obtain
an algorithm with approximation ratio 1/(1 − e−1/) + 1 for MaxPC [29].
Path coloring has been studied for chains, trees, rings, meshes, and complete graphs, for example. Surveys of
known results can be found in [4,21,16]. In chains, the problem can be solved optimally in polynomial time, since it
corresponds to coloring an interval graph. For undirected trees, asymptotic approximation ratio 1.1 can be achieved
[10]. For bidirected trees of arbitrary degree, the best known algorithm has approximation ratio 53 [11]. Randomized
approximation algorithms with ratio 75 +o(1) and 1.61+o(1) were presented for bidirected binary trees and bidirected
trees of bounded degree, respectively, in [3,6]. For bidirected generalized stars, it was shown that PC can be solved
optimally in polynomial time and that the optimal number of colors is equal to the maximum load [15]. For undirected
or bidirected rings, deterministic 2-approximation algorithms are known [26,30]. A randomized algorithm achieving
approximation ratio 1.5 + 1/(2e) + o(1) ≈ 1.684 + o(1) has been obtained for undirected rings [24]. For undirected
meshes with n nodes, an approximation algorithm with approximation ratio polynomial in log log n was presented in
[25]. For complete graphs, an O(1)-approximation algorithm for call scheduling, a generalization of path coloring, is
given in [12].
1.3. Our results
In Section 2, we prove that the weighted version of MaxPC can be solved optimally in polynomial time for bidirected
generalized stars. Bidirected generalized stars are the ﬁrst class of graphs besides chains and bidirected stars for which
MaxPC is proved to be solvable in polynomial time.
In Section 3, we show that MEDP is NP-hard for complete graphs, and we give a constant-factor approximation
algorithm for this problem. These results apply to undirected and bidirected complete graphs, and also to the weighted
version of MEDP. Furthermore, we present an on-line algorithm that achieves constant competitive ratio for the
unweighted version of MEDP in complete graphs.
In Section 4, we solve an open problem that was stated in [4] and [16] by constructing a list R of requests in a
bidirected graph G such that L∗(G,R)=2 and any routing with maximum load 2 requires strictly more colors for path
coloring than the routing that minimizes the number of colors (for which the maximum load is 3).
2. Weighted MaxPC in generalized stars
Let G = (V ,E) be a bidirected generalized star with  legs and let c denote the center of G. Since the path for a
request in G is uniquely determined by its endpoints, we assume that the input consists of G, a list P of weighted paths
in G, and a number k of available colors. The weight of a path p ∈ P is denoted by wp ∈ Q+. We give an efﬁcient
algorithm that computes a subset P ′ ⊆ P satisfying L(G,P ′)k and maximizing the total weight w(P ′)=∑p∈P ′ wp.
Since any set of paths with maximum load at most k can be colored with k colors in a generalized star (see [15]), this
set P ′ gives an optimal solution to the weighted version of MaxPC.
Our algorithm reduces MaxPC to the minimum cost network ﬂow problem. For our purposes, an instance of the
minimum cost network ﬂow problem is given by a directed graph G′ = (V ′, E′) with edge capacities u : E′ → Q+
and edge costs c : E′ → Q, a source s ∈ V ′, a sink t ∈ V ′, and a ﬂow value K ∈ Q. A feasible solution is a ﬂow f of
value K , i.e., a function f : E′ → Q satisfying the capacity constraints:
∀e ∈ E′: 0f (e)u(e),
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Fig. 1. The generalized star G and the corresponding ﬂow network G′.
the ﬂow conservation constraints at all vertices except s and t :
∀v ∈ V ′\{s, t} : F(v) :=
∑
u:(u,v)∈E′
f (u, v) −
∑
w:(v,w)∈E′
f (v,w) = 0
and achieving ﬂow value K , i.e., F(t) = −F(s) = K . The cost of a ﬂow f is deﬁned as∑e∈E′f (e) · c(e). A ﬂow
of minimum cost can be computed efﬁciently in polynomial time [2]. Furthermore, if K and all edge capacities are
integral, there always exists a ﬂow of minimum cost such that f (e) is integral for all edges e ∈ E′, and a solution with
this property is indeed computed by the known algorithms. If G′ is acyclic and has integral edge capacities, a minimum
cost ﬂow of value K can be computed in time O(|E′| + K · S(|V ′|)), where S(|V ′|) is the running-time of solving the
single-source shortest paths problem in a directed graph with O(|V ′|) edges and non-negative edge weights [28]. We
refer to [2] for further background on network ﬂow problems.
Our algorithm transforms an instance of the weighted MaxPC problem to a minimum cost network ﬂow problem in
an acyclic directed graph G′ = (V ′, E′) as follows. Intuitively, G′ is obtained by replacing each leg of G by an in-leg
and an out-leg, connecting a new source s to the beginnings of all in-legs, and connecting the endings of all out-legs to
a new target t . An additional path edge is added for each path in P . The costs are assigned to the edges in such a way
that the path edges used by a min-cost ﬂow of value k from s to t correspond to the paths in an optimal solution to
weighted MaxPC. This is a generalization of the technique used to solve the maximum weight k-colorable subgraph
problem for interval graphs in [7].
A more formal description of the construction follows. An example is shown in Fig. 1 (where G is drawn as an
undirected graph for the sake of simplicity). Deﬁne V ′ = V in ∪ V out ∪ {c, s, t}, where V in (resp. V out) contains one
copy vin (resp. one copy vout) of every vertex v ∈ V \{c}, and s and t are two new vertices. Edges of G that are
directed towards the center are called inward-edges, edges directed away from the center outward-edges. A leg of G
with vertices v1, v2, . . . , vj , c (listed from the leaf towards the center) creates an in-leg and an out-leg in G′. The in-leg
consists of the edges (vin1 , vin2 ), (vin2 , vin3 ), …, (vinj , c). The out-leg has the edges (c, v
out
j ), (v
out
j , v
out
j−1), …, (vout2 , vout1 ).
In addition, we have edges (s, vin) and (vout, t) in G′ for all leaves v of G. All edges of G′ introduced so far are called
regular edges and have capacity k and cost 0.
Finally, we add a path edge ep to G′ for every path p ∈ P . Assume that p starts at u and ends at v. If the ﬁrst edge
of p is an inward-edge, the tail of ep is uin. If p starts at c, the tail of ep is c. If p does not start at c and the ﬁrst edge
of p is an outward-edge, the tail of ep is uout. The head of ep is deﬁned in an analogous way. Intuitively, this deﬁnition
ensures that the path in G′ from the tail of ep to the head of ep using only regular edges corresponds to the path p in
G. The path edge ep corresponding to path p ∈ P has capacity 1 and cost −wp.
Lemma 1. The minimum cost of a ﬂow of value k from s to t in G′ is equal to the negative of the weight of an optimal
solution to weighted MaxPC in G.
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Proof. Since the capacities of all edges in G′ are integral, there is always a minimum cost ﬂow for which the ﬂow on
all edges is integral. We prove that a solution P ′ to weighted MaxPC with total weight w(P ′) can be transformed into
an integral ﬂow of value k and cost −w(P ′) in G′, and vice versa.
Assume that a solution P ′ to weighted MaxPC is given. Assign ﬂow 1 to all path edges ep for p ∈ P ′ and ﬂow 0
to all path edges eq for q ∈ P \P ′. It is easy to see that the ﬂow on the regular edges can be adjusted so that a valid
ﬂow from s to t of value k is obtained: the ﬂow on edges incident to s or t is set to k, and the ﬂow on one of the other
regular edges e is set to k − Le(G, P ′), where Le(G, P ′) is the number of paths in P ′ that contain e.
Now assume that an integral ﬂow f of value k and cost C in G′ is given. Since s and t have  outgoing and 
incoming edges of capacity k, respectively, the ﬂow on each of these edges must be equal to k. Intuitively, we have a
ﬂow of value exactly k ﬂowing into each in-leg and out of each out-leg. Let P ′ be the set of paths corresponding to the
path edges with ﬂow 1. Obviously, we have w(P ′) = −C. We claim that L(G,P ′)k, implying that P ′ is a feasible
solution to weighted MaxPC. Assume for a contradiction that Le(G, P ′)> k for some edge e of G. Assume that e is
an outward-edge. (The case for inward-edges is analogous.) Then a total amount of ﬂow larger than k reaches the part
of the out-leg containing e that lies between e and the ending of that out-leg. Since only ﬂow at most k can ﬂow out
of the out-leg, this contradicts the assumption that we had a valid ﬂow. Therefore, Le(G, P ′)> k cannot occur, and P ′
must be a feasible solution. 
From Lemma 1 and its proof it is clear that weighted MaxPC in bidirected generalized stars can be reduced (in linear
time) to the min-cost network ﬂow problem in acyclic directed graphs with integer capacities. Since the latter problem
can be solved efﬁciently (see, e.g., [28]), we obtain the following theorem.
Theorem 2. There exists an efﬁcient optimal algorithm for weighted MaxPC in bidirected generalized stars.
In the undirected case, MEDP can be solved optimally in polynomial time for trees [14] and, therefore, also for
generalized stars. However, path coloring is NP-hard for undirected stars, since it is equivalent to edge coloring of
multigraphs (see [17]). Therefore, MaxPC is also NP-hard for undirected stars and undirected generalized stars.
3. MEDP in complete graphs
We consider MEDP in complete graphs. For a given list R of requests in a complete graph G, the goal is to select
a subset of R of maximum cardinality and connect the pairs in the subset along edge-disjoint paths in G. Multiple
occurrences of the same pair in R are allowed; otherwise, the problem is trivial since each request in R can be routed
along its direct edge.
3.1. NP-completeness
The problem of deciding for a given list of requests in a graph whether all requests can be established along edge-
disjoint paths is called the edge-disjoint paths problem (EDP). In this section we prove that EDP in complete graphs is
NP-complete. As MEDP is the optimization version of EDP, this implies that MEDP is NP-hard.
Theorem 3. EDP in complete graphs is NP-complete, both in the undirected case and in the bidirected case.
Proof. It is easy to see that EDP is contained in NP. Concerning hardness, we give the proof for the undirected case
ﬁrst. We present a reduction from EDP in arbitrary graphs, which is known to be NP-complete [13], to EDP in complete
graphs. Let an instance I of EDP in arbitrary graphs be given by an undirected graph H = (V ,E) and a list R of
requests. Take G to be the complete graph with vertex set V . Let F denote the edge set of G. Let R′ be the list of
requests consisting of one request (u, v) for every edge {u, v} in F\E. Thus, R′ contains |F |− |E| requests. By R ◦R′
we denote the concatenation of the lists R and R′. Let I ′ be the instance of EDP in complete graphs given by the graph
G and the list of requests R ◦ R′. Obviously, I ′ can be constructed from I in polynomial time. We claim that I ′ is a
yes-instance if and only if I is a yes-instance. This is proved as follows.
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Assume that I is a yes-instance, i.e., all requests in R can be routed in H along edge-disjoint paths. Then a solution
to I ′ is obtained by routing the requests in R in the graph G in the same way as in H and routing each request in R′
using the direct edge connecting the endpoints of that request. Thus, I ′ is also a yes-instance in this case.
For the other direction, assume that I ′ is a yes-instance. Let be a routing of the requests in R◦R′ along edge-disjoint
paths in G. If each request in R′ is routed using the direct edge connecting the endpoints of that request, the paths
assigned to the requests in R must be contained in H and, therefore, provide a solution to I . Now assume that some
request (u, v) in R′ is not routed along the edge {u, v} by the routing . If the edge {u, v} is not used by  at all, we
can simply reroute the request (u, v) to use the edge {u, v}. If some other request r is routed through edge {u, v} by
, we can replace the edge {u, v} on the path assigned to r by the path from u to v assigned to (u, v) by  (if the
resulting path is not a simple path, discard all loops). Then the request (u, v) can be rerouted using the edge {u, v}, and
the resulting set of paths is still edge-disjoint. This operation can be repeated until all requests in R′ are routed along
the direct edge. Then the argument above can be applied, showing again that I is a yes-instance.
Therefore, the above construction constitutes a polynomial-time reduction from EDP in arbitrary graphs to EDP in
complete graphs, showing that EDP in complete graphs is NP-complete.
For the bidirected case, a reduction from EDP in arbitrary directed graphs (which is also known to be NP-complete,
even if only two requests are given) can be obtained in the same way: the requests in R′ are used to ensure that the
requests in R must be routed along edges of the given directed graph. 
We remark that the proof technique of Theorem 3 is quite general. For example, it can be used to show that if EDP
is NP-complete for a class of graphs G, then EDP is also NP-complete for every class of graphsH that contains, for
every graph G ∈ G, a graph HG that is obtained from G by adding an arbitrary number of edges. The only additional
requirement for obtaining a reduction from EDP in G to EDP inH is that the graph HG and an embedding of G in HG
can be determined for given G ∈ G in polynomial time.
3.2. Constant-factor approximation algorithms
In this section, we present a constant-factor approximation algorithm for the weighted version of MEDP in complete
graphs. For the unweighted version, we show that a constant approximation ratio can even be achieved by an on-line
algorithm.
3.2.1. An algorithm for undirected complete graphs
Let G = (V ,E) be an undirected complete graph with n nodes and let R be a list of weighted requests in G. Split
V into three parts A,B and C of roughly equal size. For the sake of simplicity, we assume in the following that n is a
multiple of 6. Then we have |A| = |B| = |C| = n/3.
We partition the given list R of requests into three disjoint lists:
• S1 = {(si, ti)|si, ti ∈ B or si ∈ A, ti ∈ B or si ∈ B, ti ∈ A},
• S2 = {(si, ti)|si, ti ∈ C or si ∈ B, ti ∈ C or si ∈ C, ti ∈ B},
• S3 = {(si, ti)|si, ti ∈ A or si ∈ A, ti ∈ C or si ∈ C, ti ∈ A}.
Note that S1 contains no request with an endpoint in C, S2 contains no request with an endpoint in A, and S3 contains
no request with an endpoint in B. We will run an algorithm for each list independently and then choose the largest of
the three solutions. In this way we lose at most a factor of 3, i.e., we get a 3c-approximation for MEDP in complete
graphs provided that the algorithm for each list is a c-approximation algorithm. This is because at least one third of the
total weight of the optimal solution must be obtained from requests in the same list.
In the following, we focus on the algorithm for one list, say S1, and its analysis. Denote with OPT(S1, H) the total
weight of an optimal solution for S1 in graph H .
We transform G into a star G′ = (V ′, E′) in the following way: merge all nodes from C into one node cm, and let
V ′ = A ∪ B ∪ {cm}. For all v ∈ A ∪ B there is an edge {v, cm} in E′ with capacity n. View S1 as a list of requests in
the star G′, and consider the problem of determining a subset S′ of S1 of maximum total weight such that no edge of
G′ is used by more than n paths. We claim that an optimal solution for this problem is at least as large as an optimal
solution for S1 in G.
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Lemma 4. OPT(S1,G′)OPT(S1,G).
Proof. We show that any solution in G can be transformed into a solution in G′ of the same weight. Let G(S1) be a
feasible routing for a subset of S1 in G. For each path pi ∈ G(S1) that connects some si and ti , we take the path in
G′ of length 2 from si to ti with intermediate node cm. All these paths constitute a routingG′(S1) in G′. Every node
in G has degree n− 1, thus there can be at most n− 1 paths in G(S1) with the same endpoint. On the other hand, the
edge capacities in G′ are set to n, so we can realize all requests that are routed in G(S1) also in G′ without exceeding
any edge capacity. 
Now we transform G′ into G′′ by reducing the edge capacities to n/6. We claim that an optimal solution for S1 in
G′′ is at least a constant fraction of the optimal solution for S1 in G′.
Lemma 5. OPT(S1,G′′) OPT (S1,G
′)
9 .
Proof. The paths in the optimal solution S∗ for S1 in G′ can be partitioned into 3n/2 classes of edge-disjoint paths in
G′. This can be done by edge-coloring the corresponding multigraph M containing a vertex for every node in A ∪ B
and an edge {u, v} for every path with endpoints u and v in S∗. This multigraph has degree at most n. We apply the
following classical result due to Shannon [27] on the edge-coloring of multigraphs: any multigraph can be (efﬁciently)
edge-colored with (3/2)max colors, where max is the maximum degree of a node in the multigraph. By taking the
n/6 of these 3n/2 color classes containing the paths with the largest total weight, we obtain a solution in G′′ with total
weight at least OPT(S1,G′) n/63n/2 = OPT(S1,G′)/9. 
Next, we consider the problem of computing a solution for S1 in G′′. For this purpose, S1 can be considered as
a (multi-)set of paths of length two in G′′. We make use of a reduction to the capacitated b-matching problem. An
instance of the capacitated b-matching problem is given by a graph H =(V¯ , E¯), a function b : V¯ → N0, edge capacities
c : E¯ → N0, and edge weights w : E¯ → Q. A c-capacitated b-matching in H is a function x : E¯ → N0 such that
x(e)c(e) for all e ∈ E and∑e:v∈ex(e)b(v) for all v ∈ V . The weight of x is
∑
e∈E¯x(e) · w(e). A c-capacitated
b-matching of maximum weight can be computed in polynomial time (see [18, pp. 257–259]).
Lemma 6. An optimal solution for the requests S1 in the star G′′ can be computed in polynomial time.
Proof. We transform the problem into an instance of the capacitated b-matching problem in a graph H as follows.
Take A ∪ B as the vertex set of H . For every request r = (si, ti) with weight wr in S1, add an edge ei = {si, ti} with
capacity c(ei) = 1 and weight w(ei) = wr to H . Let b(v) = n/6 for all v ∈ A ∪ B. It is easy to see that the feasible
solutions for S1 in G′′ (which are sets of paths in S1 such that at most n/6 paths start or end at each vertex in A ∪ B)
are in one-to-one correspondence with the c-capacitated b-matchings in H (which are subsets of the edges of H such
that each vertex is adjacent to at most n/6 edges). Thus, an optimal solution for S1 in G′′ is obtained by computing
a c-capacitated b-matching x of maximum weight in H and outputting the paths corresponding to the edges e with
x(e) = 1. 
As a ﬁnal step in the algorithm, we have to convert a solution for S1 in G′′ into a solution for S1 in G.
Lemma 7. Any feasible solution for S1 in G′′ can be efﬁciently converted into a feasible solution for S1 in G with the
same weight.
Proof. A feasible solution S′ for S1 in G′′ can be transformed into a solution in G of the same weight as follows.
Consider the requests (s, t) in S′ in arbitrary order. For request (s, t), ﬁnd a vertex v ∈ C such that the edges {s, v}
and {v, t} are not yet used by any other path, and add (s, t) with assigned path s–v–t to the solution. Such a vertex v
can always be found, because {s, v} and {v, t} are only used by requests with endpoints s or t , and S′ contains at most
2(n/6 − 1)<n/3 such requests besides (s, t). Note that C contains n/3 vertices. 
Finally, we can combine all these lemmas and derive an approximation algorithm for weighted MEDP in complete
graphs.
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Theorem 8. There exists an approximation algorithm with approximation ratio at most 27 for weighted MEDP in
undirected complete graphs.
Proof. Lemmas 4–7 imply that there is a 9-approximation algorithm for each of the lists S1, S2 and S3. By running
the algorithm on each of the lists and outputting the solution of largest weight, we lose at most a factor of 3 in the
approximation ratio. Therefore, the resulting algorithm for MEDP in complete graphs achieves approximation ratio at
most 27. 
3.2.2. An algorithm for bidirected complete graphs
The algorithm of the previous section can be adapted to weighted MEDP in a bidirected complete graph G= (V ,E).
We explain brieﬂy which parts of the algorithm and the analysis change.
The stars G′ and G′′ are taken as bidirected stars now. Lemma 4 can be proved as before. In the proof of Lemma
5, the vertex set of the multigraph M is taken to be the edge set of G′, and every path in S∗ consisting of edges e1
and e2 contributes an edge {e1, e2} to M . Since every path in S∗ uses one incoming edge of the center of the star and
one outgoing edge, the resulting multigraph M is bipartite and has maximum degree n. Hence, the edges of M can
be colored efﬁciently with n colors (see, e.g., [9]), so that we get a partition of S∗ into at most n sets of edge-disjoint
paths. By taking the n/6 color classes with largest total weight, we obtain a feasible solution for S1 in G′′ with total
weight at least OPT(S1,G′)/6.
The computation of an optimal solution for S1 in G′′ can again be done by reduction to the capacitated b-matching
problem. The graph H constructed in the proof of Lemma 6 is now also bipartite and has a vertex for each edge in G′′.
The greedy approach of Lemma 7 can still be used for the transformation of the optimal solution for S1 in G′′ into a
feasible solution for S1 in G with the same weight.
Since the factor 9 of Lemma 5 improves to 6 in the bidirected case, we obtain the following theorem.
Theorem 9. There exists an approximation algorithm with approximation ratio at most 18 for weighted MEDP in
bidirected complete graphs.
3.2.3. An on-line algorithm
As the algorithms leading to Theorems 8 and 9 use only paths of length at most two in their solutions, we obtain the
following corollary.
Corollory 10. For the weighted version of MEDP in undirected or bidirected complete graphs, there always exists a
feasible solution using paths of length at most two whose total weight is at least a constant fraction of the optimum
solution.
Using this corollary, we can analyze the competitive ratio of the 2-bounded greedy algorithm for (unweighted) MEDP
in complete graphs. This algorithm considers the requests in the given order. For a request (si, ti), it checks whether
there is still a path from si to ti of length at most two whose edges are not used by previously accepted requests. If so,
the algorithm accepts the request and routes it along such a path. Otherwise, the request is rejected. Bounded greedy
algorithms of this type were already suggested by Kleinberg [22].
Theorem 11. The 2-bounded greedy algorithm is an on-line algorithm with constant competitive ratio for MEDP in
undirected or bidirected complete graphs.
Proof. Let R∗ be the set of requests in a solution of maximum cardinality among all solutions that use paths of length
at most two, and let S∗ be a set of paths of length at most two that realizes the requests in R∗. By Corollary 10, the
cardinality of R∗ is at least a constant fraction of the optimal solution. Now consider an execution of the 2-bounded
greedy algorithm. Whenever the algorithm accepts a request (si, ti) and assigns it a path i from si to ti , remove from
R∗ the request (si, ti), if (si, ti) is contained in R∗, and the at most two requests whose paths in S∗ intersect i . Also,
remove from S∗ the paths of the requests that were removed from R∗. By the deﬁnition of the 2-bounded greedy
algorithm, R∗ and S∗ are empty at the end of the algorithm. Furthermore, each request accepted by the algorithm
removes at most three requests from R∗. Thus, the number of paths accepted by the algorithm is at least one third of
the cardinality of R∗. 
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Note that the class of complete graphs is thus one of the very few classes of graphs where deterministic on-line
algorithms for MEDP can achieve a constant competitive ratio.
4. Minimizing the load versus the number of colors
The following question is stated as Question 4 in [4] and as Open Problem 3.1 in [16].
Does there always exist, for every set R of requests in a bidirected graph G, a routingwith L(G,)=L∗(G,R)
and (G,) = (G,R)?
We solve this open question by giving a negative answer: we give a list of requests R in a bidirected graph G such that
the optimal routing with respect to the maximum load differs from the optimal routing with respect to the number of
colors. The construction makes use of a variant of the brick wall graph, which is a graph similar to the two-dimensional
mesh, but with internal vertices of degree 3 instead of 4. Brick wall graphs have been used in [1] and [26] to prove
extremal results concerning path coloring problems.
More precisely, the graph G consists of a brick wall part with vertices s1, s2, . . . , sk on the left boundary (numbered
from top to bottom) and with vertices t1, t2, . . . , tk on the bottom boundary (numbered from left to right), as well as
separate chains from si to ti for i = 1, . . . , k, which we call private chains. The list R of requests contains the requests
(si, ti) for i = 1, . . . , k as well as additional short requests that we will specify below. For k = 5, the construction
is illustrated in Fig. 2, where G is shown as an undirected graph for the sake of simplicity. The construction can be
generalized to arbitrary values of k.
The idea of the construction is that the requests (si, ti) can either be routed in the brick wall part of G, giving the
smallest possible maximum load 2 but requiring k colors for path coloring, or along the private chains, giving a higher
load (because of the short requests that we will add) but requiring the smallest possible number of colors.
For i = 1, . . . , k, the private chain from si to ti has the four vertices ri1, ri2, ri3, and ri4 between si and ti . We add to
R two copies of each of the three short requests (ri1, ri2), (ri2, ri3), and (ri3, ri4). These are six short requests in total.
We also add the reverse short requests for these six requests. The short requests are illustrated for the private chain
from s1 to t1 in Fig. 2.
Each “edge” between two nodes of degree 3 in the brick wall part of the graph is in fact a chain with 4 internal nodes.
On each chain corresponding to a horizontal “edge” of the brick wall, we add six short requests from right to left in
the same way as for the private chains. On each chain corresponding to a vertical “edge”, we add six short requests
directed upward. See the right-hand side of Fig. 2.
In total, R contains the k requests from si to ti , i = 1, . . . , k, as well as 12 short requests on each of the k private
chains and 6 short requests on each “edge” of the brick wall part.
We refer to the routing of a short request along the direct edge connecting its endpoints as the canonical routing for
that request. If three or more of the six short requests with the same direction on a chain, say on the private chain from
si to ti , are not routed in the canonical way, the load on the edge (ri1, si) will be at least 3. If at most two of the short
requests are not routed in the canonical way, one of the edges (rij , ri(j+1)) must have load 2 already because of the two
short requests corresponding to the edge. Therefore, we can state the following fact.
Fact 12. Let  be an arbitrary routing of R in G with maximum load 2. Consider a chain from x to y on which six
short requests are contained in R in the direction from x to y. Then no other request can be routed along this chain in
the direction from x to y.
Theorem 13. For the instance constructed as described above, we have
(i) For any routing with maximum load L∗(G,R) = 2, at least k colors are required to color the paths.
(ii) There exists a routing with maximum load 3 such that the paths can be colored with (G,R) = 3 colors.
Proof. First, we convince ourselves that L∗(G,R)= 2. Obviously, even the short requests on one private chain cannot
be routed with maximum load smaller than two. Therefore, L∗(G,R)2. A routing with maximum load 2 is obtained
by routing all short requests in the canonical way and routing the requests (si, ti) in the brick wall part of the graph as
shown in Fig. 2.
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brick wall part detailed view of one brick
Fig. 2. The graph consisting of brick wall part and private chains.
(i) Let a routing with maximum load 2 be given. By Fact 12, no path for a request (si, ti) can be routed along a
private chain (in either direction), nor can it be routed upward or leftward anywhere in the brick wall part of the
graph. Therefore, the path for (si, ti) must run from si to ti traveling only to the right and downward. Furthermore,
any two of the paths for the requests (si, ti), i = 1, . . . , k, must meet at some vertex of the brick wall and, by
construction, this implies that they intersect in an edge. Therefore, the paths for the k requests (si, ti) must receive
different colors.
(ii) The routing is obtained as follows. Route all short requests in the canonical way, and route the k requests (si, ti)
along the private chain from si to ti . The load of the resulting routing is 3. The paths for the requests (si, ti) can
all be assigned the same color, and each path for a short request can be assigned one of two other colors in a
greedy way. Therefore, three colors sufﬁce. Since no routing exists for which two colors sufﬁce (see (i)), this
implies (G,R) = 3. 
We remark that the construction can be modiﬁed such that no two requests in R are between the same pair of nodes
by making the chains longer and using different nodes as endpoints for the short requests.
Furthermore, note that the construction can be adapted to undirected graphs as follows. Take the undirected graph
underlying the bidirected graph used above. For the list of requests, take the k requests (si, ti) as well as the six short
requests on every private chain that had the same direction in the bidirected case. The short requests in the other direction
on the private chain and all short requests in the brick wall part are no longer required, because two undirected paths
crossing in the brick wall part must always share an edge in the undirected case, since all vertices in the brick wall
part have degree at most 3. Again, any routing that minimizes the maximum load requires strictly more colors than the
routing that optimizes the number of colors.
5. Conclusion
In this article, we have presented results for three different problems in networks. We have shown that the maximum
path coloring problem can be solved optimally in polynomial time for bidirected generalized stars, even in the weighted
case. For MEDP in complete graphs, we have proved NP-hardness and presented constant-factor approximation algo-
rithms. Finally, we have settled an open problem concerning the existence of routings that simultaneously minimize
the maximum load and the number of colors: We have described an example where any routing that minimizes the
maximum load requires strictly more colors for path coloring than a routing that minimizes the number of colors.
For weighted MEDP in complete graphs, our algorithms have approximation ratio at most 27 in the undirected case
and at most 18 in the bidirected case. An immediate open problem is to ﬁnd algorithms with better approximation
ratio or to establish an inapproximability result. At the time of this writing, only NP-hardness is known for MEDP
in complete graphs, so even the existence of a polynomial-time approximation scheme cannot be excluded. Recently,
Carmi, Erlebach, and Okamoto [8] have reported progress for the unweighted case of MEDP in undirected complete
graphs: They show that two simple algorithms, the 4-bounded greedy algorithm and the shortest-path-ﬁrst greedy
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algorithm, achieve approximation ratio at most 9, and they construct instances of the problem showing that these
algorithms do not have approximation ratio better than 3.
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