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The electromagnetic (EM) behavior of soils is strongly related to the mineralogy, soil 
structure, and pore fluid characteristics. However, the current interpretation of the EM 
waveforms in the time domain (TDR) is limited to the estimation of water content and 
dry density based on empirical equations that relate these two parameters with the 
dielectric permittivity (Ka) and the bulk electric conductivity (ECb). The information 
obtained in the time domain is extracted from several local points of the TDR waveform 
and disregards most of the acquired data that reflects the EM response of the material in a 
broad frequency range. The complexity of the EM soil-particle interaction in the presence 
of a time-varying EM field and the presence of a non-transverse propagation mode in the 
TDR transmission line (TDR system) limit the characterization of soils by dielectric 
spectroscopy. The main purpose of this research is to develop a semi-empirical method 
for the identification of soil type based on an integrated numerical and experimental 
analysis of the EM propagation phenomenon through the TDR system. The numerical 
analysis of TDR waveforms also was extended for the improvement of the TDR probe. 
Evaluation of 170 TDR tests on gravel, sands, silts, and clays at different water contents 
and dry densities in conjunction with a systematic analysis of the TDR system 
components shows that a simple time domain signal processing of the first reflection 
from the probe section captures the effects of the EM soil-water interaction. Considering 
that the coefficients of the TDR empirical equations for water content and dry density 
estimation are soil-type dependent, the developed method allows self-calibrating the TDR 
system. The interpretation of Ka and ECb also was addressed in terms of soil structure, 
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mineralogy, liquid limit, and fabric. The result of this study provides the basis for making 
the TDR technique a tool not only for water content and dry density estimation, but also 




CHAPTER 1. INTRODUCTION 
1.1. Statement of the Problem 
The electromagnetic (EM) behavior of soils is strongly related to the mineralogy, soil 
structure, and pore fluid characteristics. However, the current interpretation in the time 
domain of EM waveforms from Time Domain Reflectometry (TDR) is limited to the 
estimation of water content and dry density based on empirical equations that relate these 
two parameters with the dielectric permittivity (Ka) and the bulk electric conductivity 
(ECb) (Siddiqui and Drnevich, 1995; Yu and Drnevich, 2004 and Drnevich et al. 2006). 
The limited information obtained in the time domain is due to the extraction of 
information only from local points of the TDR waveform, disregarding most of the 
acquired data that reflects the EM response of the material in a broad frequency range. A 
comprehensive approach for the extraction of detailed information of the soil being tested 
is given by dielectric spectroscopy that requires a wave propagation model for non-
uniform transmission line (TL) and a dispersive dielectric model of the insulating 
material (soil) being tested. However, this approach is limited by the lack of a dielectric 
model capable of describing the complex EM behavior of soils at frequencies below 1 
GHz (Lin, 2003; Yu et al., 2005), and by the non-transverse propagation mode observed 
in the TDR TL.  
 
The primary focus of this thesis is to investigate the propagation mechanisms through the 
TDR TL and define a semi-empirical method for the identification of soil type. 
Considering the limitations of the theoretical approach, an integrated numerical and 
experimental analysis of waveforms was conducted in order to identify the effects of the 
electric properties of the soil on the overall waveform. The interpretation of Ka and ECb 
also was addressed in terms of soil structure, mineralogy, liquid limit, and fabric, which 
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leads to a physical interpretation of the constants of the empirical equations for water 
content and dry density estimation. The results of this study make the TDR technique a 
tool not only for water content and dry density estimation, but also a device for soil 
characterization as well. 
1.2. Objectives 
The main objectives of this research work were to: 
 
1. Analyze the propagation mechanisms through the TDR TL, defining the effects of the 
TL components and the electrical properties of the soil being tested on the TDR 
waveform.  
 
2. Evaluate the relationship of Ka and ECb with soil type and soil structure, and provide 
a theoretical interpretation of the empirical equations for water content and soil dry 
density estimation using TDR.  
 
3. Define a semi-empirical method for the estimation of soil type base on numerical and 
experimental studies of the EM wave propagation through the TDR TL 
1.3. Organization 
The study of the EM propagation phenomenon through the TDR TL is conducted in this 
thesis. Chapter 2 summarizes the EM wave propagation model for uniform and infinite 
transmission lines formulated from Maxwell’s EM equations and assuming a transverse 
(TEM) propagation mode. In the second part of the chapter, a detailed description of the 
polarization mechanisms of single component materials and multiphase materials such as 
soils is presented.  
 
Chapter 3 describes the propagation mechanisms in the TDR TL and presents the EM 
wave propagation model for multiple-section transmission lines developed by Feng et al. 
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(1999) and Lin (1999). Finally, calibration of the TL parameters outlined by Lin (1999) 
based on inversion analysis is presented. 
 
Chapter 4 presents an integrated numerical and experimental analysis of the effects of the 
TL components and EM properties of soil on the TDR waveforms, and further defines 
improvements of the TDR system. At the end, the relationship of Ka and ECb with soil 
type and soil structure is explored. 
 
Chapter 5 proposes a semi-empirical method for the determination of soil type based on 
the evaluation of the TL and EM properties of soils on the waveform. Chapter 6 consists 
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CHAPTER 2. TIME DOMAIN REFLECTOMETRY IN GEOTECHNICAL 
ENGINEERING 
2.1. Introduction 
Time domain reflectometry (TDR) is technology that makes use of electromagnetic (EM) 
wave propagation in materials like soils that has become an established technology in 
civil engineering for measurements of water content and density of soils for compaction 
quality control (Siddiqui et al. 1995, Drnevich et al. 2001a, 2002, Yu et al. 2004, 
Drnevich 2005, Drnevich et al. 2005; ASTM D6780-05), monitoring of chemically 
stabilized soils for compaction quality control (Yu and Drnevich, 2004a and Chen et al., 
2005); monitoring of water content of subgrade for pavement performance evaluation 
(Rainwater et al., 1999), monitoring of transportation of contaminants (Somasundaram et 
al., 2005; Noborio, 2001), and monitoring of deformation of rock and soil masses, and 
structural systems (O’Connor et al., 1999; Blackburn, 2004; Kutschke et al, 2005, Su et 
al. 2000). Recently, Yu et al. (2004) have extended TDR application for the monitoring 
of the concrete hydratation process during early stages.  
 
The following section introduces the general concept of TDR in compaction quality 
control and presents the detailed description of TDR equipment. At the end, a description 
of the EM wave propagation from the time domain point of view is presented, where the 
influence of the dielectric properties of the soil on the TDR wave forms is discussed.   
 
Considering that the dielectric properties of soil are frequency dependent, Section 2.3 
presents the EM wave propagation model in homogenous transmission lines in the 





The main purpose of the application of TDR in soils is the evaluation of the 
electromagnetic properties of the soil that are associated with its physical properties. In 
order to complete the propagation model presented in Section 2.3, the polarization 
mechanisms in soils are discussed in Section 2.4.  
2.2. TDR in Compaction Quality Control 
The Time Domain Reflectometry device is an electric pulse generator and sampler that 
was initially developed in electrical engineering for the fast location of breaks points 
along transmission lines  by the observation of electromagnetic wave reflections (Ramo 
et al, 1965). Recognizing that the electromagnetic wave propagation is controlled not 
only by the transmission line geometry but also by the dielectric properties of insulating 
materials, Fellner-Feldegg (1969) showed the capability of TDR technology for the 
measurement of dielectric permittivity of liquids. Since that time TDR has been applied 
to the measurement of dielectric properties of several materials (Yanuka et al., 1988; 
Dalton et al, 1984).  
 
The origin of TDR in civil engineering begins with the development of the technology in 
agriculture science for volumetric water content estimation. Topp et al. (2003) and Ferré 
and Topp (2002) provide a detailed history of the evolution of TDR in agriculture. 
Considering the high contrast of the dielectric properties of water with respect to air and 
soil particles, Topp et al. (1980) developed an empirical equation for the estimation of 
volumetric water content of soils as a function of the soil apparent dielectric constant 
determined by the EM wave travel time. Extending the capabilities of the TDR, Dalton et 
al. (1984) developed a method for the estimation of the bulk electric conductivity in 
terms of the dielectric constant of the soil and the voltage levels before the establishment 
of the steady state of the wave form.  
 
Siddiqui et al. (1995), Feng et al. (1999), Lin, C.P., (1999), Drnevich et al. (2001a, 2002), 
Yu et al. (2004) extended the use of TDR for compaction quality control developing 
calibration equations considering the effect of the soil density and temperature, and made 
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use of a method for the estimation of conductivity based on the long term response of the 
transmission line.  
2.2.1. TDR Principle 
A TDR device generates an electrical signal that propagates through coaxial cables.  The 
velocity and attenuation of the EM wave is controlled by the electric properties of the 
dielectric material. Based on this principle, the Purdue TDR equipment uses special 
laboratory and field probes to simulate a coaxial cable section where the insulating 
material between the coaxial lead and the shield is soil. The laboratory coaxial probe is 
represented by soil in a compaction mold with a steel rod driven into it (Figure 2.1a). The 
field probe simulates a coaxial cable by the arrangement of four spikes driven into the 
ground surface (Figure 2.1b). The distribution of voltage normal to the direction of the 
laboratory and field probe insertion is presented in Figure 2.1.  
a b
 
Figure 2-1 TDR probes. a) Coaxial laboratory probe. b) Field probe emulating a coaxial 
configuration (Lin, 2004). Below the laboratory and field probe is presented the 
associated voltage distribution in the plane normal to the direction of the probe insertion. 
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The electromagnetic wave is tracked using a voltage sampler. Reflections and 
transmission of this wave are observed from impedance mismatch points, which are 
points were the geometry of the transmission line or the electric properties of the 
dielectric material change. Determination of the EM wave velocity through the probe is 
determined in the time domain by identifying the reflections associated with the 
impedance mismatch at the beginning of the probe (i.e. where there is a section change 
from a truly coaxial cable to the TDR probe), and the end of the probe. Then, the 
apparent dielectric constant of the soil being tested is calculated (Section 2.2.3). 
2.2.2. Equipment 
This section describes the main components of the TDR equipment. The TDR electronic 
components include a transmission line, power supply, and a data acquisition system. The 
transmission line consists of a front panel (Campbell Scientific TDR 100 pulse 
generator/sampler), a 1.8 m-long coaxial cable, a probe head, and a soil probe (Figure 
2.2). The front panel generates a step pulse and the sampler records the reflected signal 
that is associated with the dielectric properties of the soil being tested. Table 2.1 shows 
the main characteristics of Campbell Scientific device. 
 
Figure 2-2 TDR system components (Yu and Drnevich, 2004b).  
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Table 2.1 Characteristics of the TDR Campbell Scientific device. 
 
Campbell Scientific pulse generator/sampler 
Input signal type Step rise 
System rise time <250 ps 
Time resolution 12.8 ps 
Bandwidth 1.7 GHz 
Output impedance 50 ohms ± 1 
Noise filtering  1 to 128 average 
Temperature range -25 to 50°C 








The user interface is through the PMTDR program developed by Yu (2003). The 
software controls the TDR device and sets vertical and horizontal scales. The sampling 
time is defined by the length of the record and the number of data points (512, 1024, or 
2048), and has to be greater than the time resolution of the equipment presented in Table 
2.1. 
2.2.3. Time Domain Wave Interpretation 
This section discusses the estimation of the apparent dielectric constant of soils and bulk 
electric conductivity from the electromagnetic wave form. The velocity of 
electromagnetic waves is inversely proportional to the polarization susceptibility of the 
propagation medium. In air, EM waves reach their maximum speed (the speed of light), 
because the main component of air is nitrogen which is an electrically neutral atom.  
 
The polarization susceptibility is associated with the atomic and molecular structure of 
the medium and is represented by the dielectric constant (Ka), which is a dimensionless 
value given by the ratio of the dielectric permittivity of the medium (ε) to the dielectric 







=  Eq. 2.1 
where c is the velocity of an EM wave in free space (2.998x108 m/s) and Ka is the 
dielectric constant of the insulating material. The propagation time of the wave traveling 















The TDR device defines a horizontal axis in terms of the apparent length (La) that is 












Figures 2.3 and 2.4 show the waveforms of a clayey and sandy soil, respectively. The 
input step is shown at about 0.5m and has a height of Vs/2, where Vs is the source voltage. 
In both figures, the first peak marked by A is associated with a positive reflection caused 
by the impedance mismatch at soil surface. The entry of the wave front through the soil 
specimen is represented by the negative reflection that follows. When the wave front 
reaches the end of the probe, a positive reflection occurs. This part of the wave 
represented the subsequent travels of the wave through the probe, and is also composed 




























Figure 2-3 ASTM reference soil CH. LL=59.7, PI=39.3, w=12% and γd =1405 kg/m3. The 
first step at 0.5m is the input signal and its height is Vs/2, where Vs is the source voltage. 
The down arrow marked by A is associated with the reflection from the ground surface. 































Figure 2-4 ASTM Ottawa sand. w=10% and γd=1629 kg/m3. The first step at 0.5m is the 
input signal and its height is Vs/2, where Vs is the source voltage. The down arrow 
marked by A is associated with the reflection from the ground surface. Vf is the long term 
voltage level. V1 and V2 are voltage levels 
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Using the transmission line response in the time domain, Dalton et al. (1984) developed a 
method for the estimation of the bulk electric conductivity in terms of the dielectric 
constant of the soil and the voltage levels V1 and V2, right after the first round trip of the 
wave, before the establishment of the steady state of the wave form (Figure 2.4).  
Considering that picking the values of V1 and V2 could be difficult, especially in clay soils 
(Figure 2.3), Yu and Drnevich (2003) used transmission line theory to estimate the bulk 
electric conductivity based on the steady state response of the transmission line, after the 










where Vs is the source voltage which is equal to twice the step pulse, Vf is the long term 
voltage level, and C is a constant related to the probe configuration. For coaxial probes C 



















where Lp is the probe length in the soil, Zs is the internal resistance of the pulse generator, 
and do and di are the outer and inner conductor diameters, respectively. The bulk electric 
conductivity is associated with the availability of the ions in the medium and has units of 
Siemens/meter. 
 
Based on the determination of Ka and ECb, Yu and Drnevich (2003) and Drnevich et al. 
(2006) developed a method for the determination of soil water content and dry density 
using a single time domain reflectometry test considering the effect of temperature. An 
ASTM standard designated ASTM D6780-05 (2005) for this method has been approved.  
2.3. Electromagnetic wave propagation model 
The electromagnetic (EM) wave sampled by the TDR unit is the result of a linear 
superposition of the traveling waves going in both directions. The response of the 
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transmission line (TL), represented by the voltage and current, is determined by the 
characteristics of the TL and the electromagnetic properties of the insulating material, 
which in our case is soil.  The presence of voltage and current indicate the presence of an 
electric and magnetic field that are interdependent and govern the wave propagation 
phenomenon. Thus, an understanding of the EM wave propagation phenomenon is 
required to interpret the waveforms and their relationship with the soil being tested.  
 
This section provides details of the mathematical model of EM wave propagation 
thorough an infinite homogenous TL. At first it is assumed that a TDR TL has four 
homogeneous sections; a front panel, a coaxial cable, a multiple-rod probe head (MPH), 
and a probe. In Chapter 3 the model will be extended to a finite non-homogenous TL by 
the discretization of the TL sections into homogenous subsections.  This multi-sectional 
TL model was developed by Feng et al. (1999a, 1999b) and Lin (1999).  
 
In order to get a closer view of the EM wave propagation and to facilitate the 
interpretation of the mathematical model, a conceptual interpretation of the phenomenon 
is presented, with a discussion of the interaction among the main parameters that 
determined the TL system response. Then, the mathematical model of the EM wave 
propagation will be discussed.  
2.3.1. Conceptual EM Wave Propagation Model 
A uniform transmission line is usually modeled by a parallel-wire transmission line 
(Figure 2.5). However the actual physical configuration may be quite different. Figure 2.6 
presents the most common TL forms. The terms and SV̂ ( )0V̂ represent the source voltage 
and the sampled voltage, respectively. The parameters and represent the source 
impedance and load impedance, respectively. Their magnitude is defined by the 
resistance of the system to the flow of current. Thus,  is defined by the boundary 
condition of the circuit. For example, an open circuit, like the one associated with the end 





load impedance.  is defined by the existing system and represents an initial condition 















z=0 z=lz xz Δ+
zΔ
 
Figure 2-5 Parallel-wire transmission line circuit model. ( )zV̂  and  are the voltage 
and current at any point z along the TL, respectively; Z
( )zÎ
S and ZL are the source and load 
impedance, respectively; and SV̂ ( )0V̂ are the source voltage and the sampled voltage, 







Figure 2-6 Configuration of TL. a) TDR field probe section, b) twin-lead, c) telephone 
cable, d) shielded parallel wire and e) coaxial cable (modified from Moore, 1960). 
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As shown in Figures 2.3 and 2.4, once the step pulse voltage ( ) is sent from the front 
panel, the sampler will register over a short period of time (i.e. rise time)  equals to 
one half of the source voltage due to the loss of energy though the source impedance. 
After this time, the sampled voltage will be constant until the pulse reaches the end of the 
TL and reflects back, superimposing the injected pulse from the front panel. As in the 
case of stress wave propagation, the magnitude and sign of the reflected pulse is defined 
by the load impedance. The velocity of propagation is defined by the geometry of the TL 




In order to visualize the influence of the TL geometry and electromagnetic properties of 
the dielectric material on the EM wave velocity, the following discussion will focus on an 
infinitesimal segment Δz of the transmission line presented in Figure 2.5 with the 












Figure 2-7 Infinitesimal segment of an infinite homogeneous TL. l and r are the 
inductance and resistance of the conductors, respectively; g and c are the capacitance and 
conductance of the insulating material, respectively; and ( )zV̂  is the voltage at any point 




A certain amount of inductance (l) and resistance (r) are associated with each 
infinitesimal TL segment (Figure 2.7). The TL wave formulation is constrained to 
transversal propagation mode which requires conductors with small losses (Section 
2.3.2). Then, the resistance is neglected (Lin, 1999).  
 
The inductance reflects the interdependence of the electric and magnetic fields through 
Ampere’s law, which states that magnetic fields are set up around the wires due to the 
current flow, and Faraday’s law, which states that a change in a magnetic field induces an 
electric field. The integral of this field along the cross section of the wire is equal to the 
induced voltage. 
 
Additionally, the infinitesimal circuit segment has a capacitance (c) and conductance (g) 
between its conductors given by the properties of the dielectric medium.   
 
The capacitance (c) represents the ability of the dielectric medium to store energy when a 
potential difference is applied. When the charging potential decreases, the charges that 
had accumulated in the dielectric medium are returned to the system. The amount of 
charges that can be accumulated on the dielectric depends on the differential voltage that 
is applied and on the polarization ability of the dielectric. Then, capacitance is directly 
related to the atomic and molecular structure of the material being tested. This parameter 
is discussed in detail in Section 2.4. 
 
On the other hand, conductance (g) is related to the ability of the dielectric to conduct 
current. In the particular case of soils, the conductivity is also strongly related to the soil 
structure (Chapter 4).  
 
Therefore, when the current arrives for the first time to the TL point z (Figure 2.7), a 
varying magnetic field is established due to inductance of the circuit, and an electric field 
is generated by the variation of the magnetic flux (Barnes, 1963). Then, the current flows 
through the resistance of the conductors a small loss of occurs (this small quantity is 
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neglected). Now, the current enters into the dielectric, where part of the energy is lost due 
to the conductivity (g) of the dielectric, and the other part charges the dielectric medium 
because of its capacitance (c). Because the dielectric is initially uncharged there is no 
voltage drop across the dielectric medium in the infinitesimal segment and time is 
required to charge it. The duration of this time period is defined by the molecular and 
atomic structure of the dielectric. Once the voltage is established across the dielectric, the 
complete process above described starts again in the adjacent infinitesimal TL segment. 
As the Δz decreases, the number of elements necessary to approximate a given length of 
line increases, and the circuit model depicts the true situation more exactly. 
 
The following sections present the mathematical model of EM wave propagation. First, 
the general Maxwell’s EM equations in the time domain (Section 2.3.2) are presented. 
Soils, acting as a dielectric medium, are dispersive (Section 2.4). To model this, the 
mathematical model will be transformed to the frequency domain and summarized with 
two general EM equations, one for electric fields and one for magnetic fields (Section 
2.3.3). 
 
In order to give a practical capability to the EM propagation model in the frequency 
domain, two TL equations for two conductors are developed as functions of voltage and 
current, introducing the inductance of the TL (Section 2.3.4).  
 
Finally, based on the two general EM wave propagation equations and on the two TL 
equations, two EM wave equations for propagation through transmission lines are 
presented in the frequency domain. These two equations are functions of voltage, current, 
EM dielectric properties, and TL geometry. Thus, this model allows us to infer the 
properties of the dielectric, based on the TL response, given by voltage and current 
(Sections 2.3.4 and 2.3.5). 
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2.3.2. Wave Equation Model in The Time Domain 
The mathematical model of the wave propagation problem is based on the following 
assumptions: 
• The electro-magnetic field surrounding the conductors is perpendicular to the 
propagation direction. This is called Transverse Electromagnetic (TEM) 
propagation mode. 
 
• The TL has a uniform cross-sectional dimension and uniform surrounding 
medium. If these two conditions are satisfied, then the transmission line is 
classified as uniform. 
 
• The conductor presents small losses. The line current flowing through an 
imperfect conductor (one with losses) generates a non-zero electric field in the 
propagation direction, violating the first assumption (Paul, 1994; Ida, 1995; 
Moore, 1960; Lin, 1999).  
 
Electromagnetic Maxwell’s equations are the basis of the propagation model at the 
macroscopic scale. These equations consider the electric and magnetic fields, and their 
inter-dependence. 
 
An electric field is the region controlled by the electric forces generated by a system of 
charges. The magnitude and direction of the forces are functions of the charge magnitude 
and amount and position of all of the charges of the system. Then, the electric field can 
be determined by a small test charge qo (Figure 2.8), which does not disturb the original 
charge distribution of the system (-q and +q) considering the resultant of all of the 
electric forces acting on it (A and B). The electric field lines begin and end on electric 








Figure 2-8 Construction of electric field lines about point charges. A and B represent the 
resultant electrical forces acting on the small charge qo due to +q and –q, respectively. E 
is the electrical force acting on qo due to its interaction with the system of charges. The 
dash lines represent the electric field (Ramo et al., 1994) 
On the other hand, a magnetic field is the result of the interaction of forces generated by 
system current elements (i.e. a small loop carrying current). The magnetic field 
associated with permanent magnets is the result of atomic currents in the ferromagnetic 
material (Ramo et al., 1994). Magnetic fields form loops around the current (Figure 2.9).  
 




Table 2.2 shows the Maxwell’s electromagnetic equations in the integral and differential 
form. The integral form applies to a region either enclosed by a Gaussian surface or along 
an Amperian loop.  The differential version is used locally at a point.  
Table 2.2 Electromagnetic equations of time-varying fields in the time domain. 
Integral form Differential form Law Equation 
∫∫ = vS ρdvDds  ρ=⋅∇ D  Gauss’s law of electricity  
   2.7 (*) 
0=∫SBds  0=⋅∇ B  Gauss’s law of magnetism 
2.8 


















Maxwell’s law  
2.10 (‡) 
Notation: E [Volt/m] is the electric field vector, D [Coulomb/m2] is the electric flux density 
vector, H [Ampere/m] is the magnetic field density vector, B [Weber/m2] is the magnetic flux 
density vector, J [Ampere/m2] is the current density vector, and ρ [Coulomb/m3] is the volume 
charge density vector. The domain of the previous time-varying vectors is defined by the 3D 
space x, y, z and the time t.  
(*) This equation only considers free charges. Bounded charges are considered in the polarization 
vector (Section 2.4). 
(‡) Maxwell modified Ampere equation for static fields, adding the second term to satisfy 
continuity of time-varying fields. This term is known as the displacement current density (Ramo 
et al., 1994, Barnes, 1963). 
 
Equation 2.7 is Gauss’s law for electric fields. This equation also applies for static fields. 
In time-varying fields the equation states that the electric flux flowing out of any closed 
surface at a given instant is equal to the charge enclosed by the surface at that instant.  
 
Equation 2.8 is Gauss’s law for magnetic fields. This states that the magnetic flux 
flowing out of a closed surface is zero at any time, expressing the fact that isolated 
magnetic charge does not exist in nature (Stratton, 1941; Barnes, 1963). 
 
Equation 2.9 is Faraday’s law of induction. The equation states that a change in the 




Equation 2.10 is the generalized Ampere’s law including Maxwell’s displacement current 
term. The equation states that a magnetic field develops in response to current and time-
varying electric flux. 
 
The main purpose of the application of TDR in Geotechnical Engineering is to study the 
soil that is part of the transmission line. Thus, it is important to incorporate a second set 
of equations that represent the electromagnetic constitutive equations of the dielectric 
medium. These equations express the relationships between E and D, H and B and J and 
E, assuming a linear, isotropic and homogenous medium (Eqs. 2.11 to 2.13). 
EED orεεε ==  Eq. 2.11 
HHB or μμμ ==  Eq. 2.12 
EJ σ=  Eq. 2.13 
where  ε is the dielectric permittivity, μ is the magnetic permeability, and σ is the electric 
conductivity. εr=ε/ε o and εo are the relative electric permittivity and electric permittivity 
of free space, respectively.  μr=μ/μo and μo are the relative magnetic permeability and 
magnetic permeability of free space, respectively. The value of μo is 4πx10-7 
Henry/meter. The value of εo is 8.854x10-12 farads/meter. 
 
Equation 2.13 shows that current is generated by the movement of charges when an 
electric field is applied. 
 
Usually the electric permittivity and magnetic permeability of the materials are expressed 
as a ratio of the respective value at the free space. The TDR equipment determines εr 
from time domain analysis at high frequencies with the symbol Ka. The equipment also 





The TDR equipment generates a time-varying electric field, where ε, μ and σ are 
frequency dependent. However, in order to simplify our problem, we consider two facts 
associated with EM behavior of soils: 
 
• The response of soils to magnetic fields is small and differs from the free space by 
a negligible fraction (Santamarina, 2001; Feng et al., 1999). Thus, hereafter the 
magnetic permeability will be treated as a frequency independent parameter equal 
to μo. Then μr is equal to one. This would not be the case for ferromagnetic 
materials (Bartnikas et al., 1983; Santamarina, 2001, Ramo et al., 1994). 
 
• Materials with moderate-to-low conductivity (below 1 Siemen/meter) have a 
frequency-independent conductivity equal to the DC conductivity (conductivity at 
zero frequency) (Feng et al., 1999; Lin, 1999). 
 
The dielectric permittivity of soils is discussed in detailed in Section 2.4. For the 
moment, because soils are polarized by electric fields, we have to consider that the 
relationship between the dielectric flux and electric field, represented by ε (Eq. 2.11), 
must consider the existence of an additional vector called polarization vector (Section 
2.4). 
 
Because, the main objective in our case is the study of the soil properties, from EM wave 
propagation, a more appropriate formulation of the wave propagation model is in the 
frequency domain considering that the dielectric permittivity is frequency dependent.  
2.3.3. Frequency Domain EM Propagation Model 
The dielectric permittivity of soils is a frequency dependent property. Then, the wave 
propagation model has to be considered in the frequency domain. The frequency analysis 
of a signal involves the resolution of the signal into its frequency (sinusoidal) 
components (Proakis et al, 1996). To perform a frequency analysis we need to convert the 
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time domain Maxwell’s equations (Table 2.2) to their equivalent frequency 
representation given by a Fourier Transform. Eq. 2.14 presents the Fourier representation 
of a signal. Eq. 2.15 is the respective inverse Fourier transform. 
( ) dtetxCwxC jwtk −∫= ,),(  Eq. 2.14 
( ) dtewxCtxC jwt+∫= ,),(  Eq. 2.15 
where w=2πf  is the radial frequency and f is the frequency in Hz of the field quantity. C 
represents any of the electromagnetic vectors presented in Table 2.2.  
 
The introduction of the exponential form, proper for the Spectral representation, 
simplifies differentiation and integration with respect to time (Proakis et al, 1996).  
 
Considering the assumptions of a transverse electromagnetic (TEM) propagation mode 
presented at the beginning of the Section 2.3.2 (Figure 2.10), Table 2.3 presents the 
frequency domain versions of the electromagnetic equations for a source free location (ρ 
= 0). 
 
Figure 2-10 llustration of the electromagnetic field structure of the transverse 
electromagnetic (TEM) mode of propagation. The electric and magnetic field vectors at a 




Table 2.3 Electromagnetic equations of time-varying fields in the frequency domain 
(Paul, 1994 and Lin, 1999). 
Transversal 
direction, T 
Equation Longitudinal direction, z Equation Law 
0ˆ =⋅∇ TT E  2.16 (‡) 0ˆ =⋅∇ Tz E  2.20 (*) Gauss’s law of 
electricity  
0ˆ =⋅∇ TT H  2.17 0ˆ =⋅∇ Tz H  2.21(*) Gauss’s law of 
magnetism 



























Notes: (‡) Eq. 2.16 is associated with a free charge space. (*) These equations satisfy the 















=∇ , and x , y and z are unit vectors in the direction x, y 
and z (Figure 2.10). 
 
Eqs. 2.22 and 2.23 represent the interdependence of the electric and magnetic fields. To 
simplify the solution of the equations a decoupling of the two equations is required. 
Looking for similarities between the two equations, the cross product of the z direction is 







− μπ  
Eq. 2.24 






− πεσ  
Eq. 2.25 
The only difference between the cross product factors of Eqs. 2.23 and 2.24, and Eqs. 
2.22 and 2.25 is a partial differentiation of the magnetic field and electric field, 
respectively. Thus, the both sides of Eqs. 2.24 and 2.25 are partially differentiated with 
respect to z, and the results are replaced in Eqs. 2.23 and 2.24. Taking the second 
derivative with respect to z 
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were ε* is the equivalent dielectric permittivity and represents the total effect of the 
dielectric permittivity and conductivity. This parameter is the basis for the 
characterization of soils and interpretation of TDR wave forms (Section 2.4). 
2.3.4. Transmission Line Equations 
Two equivalent wave equations will be developed as functions of TL parameters and as 
functions of quantities easy to measure (i.e. Voltage and current). The solution of TL 
equations for multi-conductors is complex. However, they can be reduced to an 
equivalent two-conductor TL considering axial symmetry (Paul, 1994; Lin, 1999). 
Detailed description of the matrix analysis of multi-conductors is described by Paul 
(1994). 
 
The first TL equation is based on Faraday’s law. The second TL equation is based on 
current continuity. In order to formulate the two equations as functions of voltage and 
current, which are quantities easy to measure, the relationship between voltage and 
electric field, and current and magnetic field is considered from EM theory (Ida et al., 
1997; Ida, 1995; Barnes, 1963). 
 
The voltage between two points at distance z in a transversal plane, as shown in Figure 
2.11, is given by the line integral of the transverse electric field between the two 
conductors (Eq. 2.28). On the other hand, the current in the z direction is given by 
integral of the transverse magnetic field around a closed contour of a conductor in the 










xyt dlHzI .ˆ)(ˆ  Eq.2.29
These two equations will be expressed as functions of the per-unit-length parameters of 
the TL system (inductance, capacitance, and conductance as described in Figure 2.7). 
 
First TL equation 
 
The first TL equation is based on Faraday’s law and is expressed as a function of voltage 
and inductance unit-length-parameter. Figure 2.11 shows an open surface s with a unit 
normal vector ( na ) lying in the transverse plane. Eq. 2.30 presents the integration of 
Faraday’s law around this surface.  
















Figure 2-11 Contours for derivation of the first TL equation. a) Longitudinal plane and b) 
Transversal plane of a TL. The electric and magnetic fields only act on the transversal 
plane (Paul, 1994). 
The integration between a’ and b’, and between b and a is zero considering the second 
assumption of the EM wave propagation model associated with perfect conductors (See 
Section 2.3.1).  
 
Expressing Eq. 2.30 in terms of voltage using Eq. 2.28, dividing both sides of the 











The integral of the right side of Eq. 2.31 is the magnetic flux penetrating the surface, s. 











































Replacing Eq. 2.33 in Eq. 2.31 gives the first TL equation in the frequency domain. 
ˆ ( ) ˆ2 (dV z j f l I z
dz
π= − )  
Eq.2.34
where  is the voltage, ( )zV̂ ( )zÎ  is the current, f is the frequency and l is the inductance 
 
Second TL equation 
The second TL equation is based on the law of continuity and is expressed as a function 
of current and of capacitance and conductance per unit-length-parameters. By enclosing 
each conductor with a closed surface, s’, of length Δz (Figure 2.12), the continuity 
equation states that the net outflow of current from a some closed surface equals to the 













Figure 2-12 Contours for derivation of the second TL equation based on the continuity 
equation of current flow. a) Longitudinal boundary (so’), and b) Transversal boundary 
(se’)  that conform a closed surface in a conductor (Paul, 1994).  
The portion of this closed surface over the ends is denoted by se’ whereas the portion of 
the surface around the perimeter is denoted by so’ (Fig. 2.12). The current associated to 




ˆˆˆ −+=∫ ) Eq.2.36





S TS o ∫∫ = σ  
Eq.2.37
According to Gauss’ law, the total enclosed charge is equal to the electric flux out of the 













































The conductance between the two conductors for a length of Δz is defined by  








































Substituting Eqs. 2.36, 2.39 and 2.41 in the continuity equation (Eq. 2.35), then dividing 
both sides by Δz, and taking the limit as Δz→0 gives the second TL equation. 

















were c* is defined as the equivalent capacitance per unit length and represents the total 
effect of capacitance and conductance.  
2.3.5. Wave Equation in Homogeneous TL Sections 
 
The two TL equations presented above are coupled. The decoupling of them can be done 
by differentiating both equations with respect to z as follows 











































The solution of the two previous equations requires determining the per-unit-length 
parameters of the transmission line system (inductance, capacitance and conductance).   
 
The determination of these TL parameters will be done by comparing the general EM 
propagation equations presented in Section 2.3.3 (Eqs. 2.26 and 2.27) and the two TL 
equations (Eqs. 2.43 and 2.44) (Lin, 1999). 
  
The two general EM wave equations (Eqs. 2.26 and 2.27) are expressed in terms of 
voltage and current with Eq. 2.26 integrating the electric field between the two 
conductors (between points a and a’ in Fig. 2.11) and with Eq. 2.27 integrating the 
magnetic field in an enclosed transverse contour of the conductor as shown in  Figure 
2.12. The voltage and current are introduced using the Eqs. 2.28 and 2.29. 












































Comparing Eqs. 2.43 and 2.45 and, Eqs. 2.44 and 2.46, the per-unit-length parameters of 
the TL are given by  
rooolc εεμεμ ==  Eq.2.47
ogl σμ=  Eq.2.48
*** rooolc εεμεμ ==  Eq.2.49
Substituting Eqs. 2.47, 2.48, and 2.49 into Eqs. 2.43 and 2.44 gives the following 
expressions 







rooo ====  
Eq.2.50












( ) *2 roofj εεμπγ =  Eq.2.52
The term γ is defined as the propagation constant, which depends only on the 
electromagnetic properties of the dielectric material, and is independent of the TL 
parameters.  
 
The general solutions of the second order differential Eqs. 2.50 and 2.51, assuming an 
infinite TL are 
( ) zz eVeVzV γγ −−−+ += ˆˆˆ  Eq.2.53
( ) zz eIeIzI γγ −−−+ += ˆˆˆ  Eq.2.54
were , ,+V̂ −V̂ +Î , −Î represent the constants of the waves traveling forward (+z direction) 
and backwards (-z direction). This indicates that the EM wave sampled by the TDR unit 
is the result of a linear superposition of the traveling waves going in opposite directions.  
 
The TDR device measures voltage. Considering the interdependence of the electric and 
magnetic fields, voltage and current are related each other. Then, the previous two 




zVd γγγπ −−−+ −−=−= ˆˆ)(ˆ2)(
ˆ  Eq.2.55
Solving this equation for current,  

















were Zc is defined as the characteristic impedance, which was introduced in Section 2.3.1. 
This parameter is a function of both, the geometry of the TL and the EM properties of the 
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Where Zp is the reference impedance filled with air and c is the EM wave velocity in free 
space. Then, the general solution of the EM wave propagation through a uniform 
transmission line in the frequency domain are given by 















Now the EM wave equations are functions of voltage, current, dielectric properties of the 
medium, and the geometry of the transmission line.  
 
The propagation constant, γ, (Eq. 2.52) and the characteristic impedance, Zc, (Eq. 2.57) 
are two intrinsic properties of the transmission line. The propagation constant is only a 
function of the dielectric material and can be expressed by its real and imaginary 
components as follows 
( ) *2 roofj εεμπγ =  Eq.2.60
The previous model is for an homogenous TL segments, where reflections are only 
expected at the end of the TL. However, the TDR TL is a multi-section TL, where 
reflections occur at impedance mismatches points. Feng et al. (1999a, 1999b) and Lin 
(1999) extended the above model to a non-homogeneous TL model by the discretization 
of the TL into homogenous segments.  This model will be presented in Chapter 3, and it 
will be used for the calibration of the TDR equipment.  
2.3.6. Final Comments 
The EM wave propagation model for an homogenous TL is formulated from Maxwell’s 
equations with a transverse electromagnetic (TEM) propagation mode assumed, which 
implies that the wave front is represented by plane (Figure 2.10). In Chapter 3, this model 





The solution of the propagation equation is based on the EM constitutive properties of the 
dielectric material given by the conductivity, the magnetic permeability, and the electric 
permittivity. In soils only the electric permittivity is frequency dependent, and the 
magnetic permeability is nearly that of free space. The electrical dispersive nature of soils 
requires formulating the EM propagation model in the frequency domain. 
 
The equivalent dielectric permittivity (ε*) represents the total effect of the dielectric 
permittivity and conductivity of the dielectric. Then, ε* controls the TL response, which 
is given by current and voltage.  
 
A conceptual and mathematical introduction of ε* was presented in this section. 
However, a detailed discussion of the polarization process in time-varying electric fields 
is required to interpret the TL response. In the following section a detailed discussion of 
polarization mechanisms in single component materials and mixtures is presented. 
2.4. Polarization Mechanisms 
In media such as fluids and particulate materials, the electric field polarizes the medium, 
increasing the electric flux density (D) compared to the one associated with the free 
space. Then, D in a dielectric material is given by 
oD E Pε= +  Eq.2.61
were P is the polarization vector and εo is the permittivity of the free space. P is the 
vectorial sum of all of the individual dipole moments (distance between the slightly 
shifted centers of positive and negative charge multiplied by the amount of one of the 







Figure 2-13 Polarization of Dielectrics. a) Randomly oriented electric dipoles of a 
dielectric. b) Uniform polarization of a dielectric material.  
In a linear and isotropic electric medium, the polarization (P) is linearly dependent on the 
intensity of the applied electric field. Then P can be rewritten in the following fashion 
( )EoEEPED ooo χεχεεε +=+=+= 1  Eq.2.62
were χ is a dimensionless parameter called electric susceptibility. Then, the electric 
permittivity of a material medium is then given by  
( ) oro εεχεε =+= 1  Eq.2.63
were εr is the relative permittivity or dielectric constant, or εεε /= , which represents the 
polarization susceptibility of the material with respect to free space. Considering that 
polarization is the result of the displacement of charges by electric force, high values of 
dielectric constant are associated with materials that have high capability for storing 
energy as well.  
Soils are multi-phased materials composed of solid, liquid and gas phases. In the 
following section, polarization mechanisms for single component and multi-phase 







2.4.1. Polarization in Single Component materials 
The polarization of a single component dielectric can be the result of three effects:  
• Electronic polarization (αe): this mechanism occurs at the atomic level when an 
electric field induces microscopic electronic dipoles by displacing the electron 
density relative to the nucleus it surrounds. The magnitude of these dipoles 
increases until the equilibrium conditions are established by the Coulomb 








Figure 2-14 Electronic polarization. a) The charge centers are coincident in the absence 
of an external field. b) When an external field is applied the electron cloud is distorted 
and the charge centers are separated, and each atom becomes a small charge dipole.  
• Ionic polarization (αi): this mechanism occurs at the molecular level associated 
with ionic bounds. As with the previous case, when an electric field is applied to 
molecules composed by positively and negatively charged ions, a microscopic 











Figure 2-15 Ionic polarization in the ionic crystal NaCl. a) In the NaCl lattice each Na+-
Cl– atom pair is a natural dipole. However, the vectorial sum of the individual dipoles is 
zero because for every dipole moment there is a neighboring one with exactly the same 
magnitude, but opposite sign. b) When an external electric field is applied the Na+ ions 
slightly move to the right, and the Cl– ions to the left. The dipole moments between 
adjacent NaCl pairs in field direction are now different and there is a vector polarization 
different than zero now. 
• Orientational polarization (αd): this mechanism occurs in molecules with 
permanent microscopic separation of the center of charges. Water is the main 
example of this type of molecule (Figure 2.16).  
 
E  
Figure 2-16 Orientation polarization. a) In the absence of an external electric field the 
water molecules are randomly orientated. b) In the presence of an external electric field 
the permanent dipoles tend to align them self with the field. 
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In time varying electric fields, like the one generated by the TDR, there is a phase lag 
between the polarization and the applied electric field because charges possess inertia, 
which makes polarization a dynamic phenomenon, with an amplitude and phase that vary 
with frequency. The zero frequency static polarization is the maximum polarization of a 
medium may attain for a given polarization mechanism. 
 
The dynamic response under electronic and ionic polarization is given by inertial force 
and electric restoring forces. The losses in the system are presented by radiation and 
interaction with other charges.  On the other hand, in permanent dipoles the dynamic 
response given by inertia and attenuation that is represented by damping associated with 
thermal effects. 
 
In order to complete the mathematical model formulated in Section 2.3, it is important to 
redefine the relative permittivity considering the dynamic response of the dielectric. The 
dynamic analysis of polarization is based on a single degree of freedom system with a 
mass, a velocity dependent loss due to radiation, and a spring representing the stiffness of 
electrical forces.  These models, formulated in the frequency domain, are described in 
detail by Santamarina (2000), Ramo et al. (1965), Siddiqui (1995) and Lin (1999), and 
are the basis of the formulation of permittivity in the frequency domain. As a result of the 
spectral representation, the relative permittivity is written as the sum of a real and an 
imaginary part. 
''' rrr jεεε −=  Eq.2.64
were εr’ and ε r’’ are the real and imaginary parts of the relative permittivity. The real part 
is often called dielectric constant and it is a measure of how much energy from an 
external field is stored in a material through the movement of dipoles. The TDR 
equipment estimates this value associated with high frequencies. On the other hand, the 
imaginary part represents the dielectric loss by radiation, interaction among charges, and 




Based on the wave propagation model presented in Section 2.3, the equivalent complex 































'* ''  
Eq.2.66
where εii is denominated the equivalent imaginary part of the relative complex 
permittivity (εr*) that accounts for energy loss due to radiation, interaction among 
charges, and thermal effects and conductivity. 
 
The propagation constant, which is defined by the electric property of the insulating 
material (Eq. 2.60), can now be rewritten as follows  
( ) βαεεμπγ jfj roo +== *2  Eq.2.67
were α and β represent the attenuation and phase change terms and are given by the 








































































































This expression is equivalent to the one given in Eq. 2.1, where the dielectric dispersive 
behavior of the soil, the loss of energy due to molecular and atomic interaction during 
polarization, and electric conductivity of the medium all were not considered.  
 
The spectral response of polarization mechanisms presents relaxation and resonance 
given the different nature of the described polarization mechanisms as depicted in Figure 
2.17. Electronic and ionic mechanisms display resonance at ultraviolet and infrared 
frequencies, respectively, because polarization mechanisms trigger restoring electric 
forces. Orientational polarization displays relaxation at microwave frequency range 
because the damping prevails over inertial forces (i.e. charges do not have enough time to 
reach the maximum polarization positions). The difference of the characteristic frequency 
range of the polarization mechanics is given by the difference in the mass involved in the 
process; the larger the mass the smaller the characteristic frequency, as in the case of 









Figure 2-17 Schematic presentation of the real and imaginary part of the relative 
dielectric permittivity for a single component material (modified from Ramo et al., 1994). 
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Figure 2.17 shows that at low frequencies the polarization of a molecule is given by the 
superposition of the three basic polarization mechanisms. 
dieT αααα ++=  Eq.2.71
The characteristic frequency of electronic (αe) and ionic (αi) polarization are out of the 
TDR bandwidth (Section 2.2) and the relaxation frequency associated with the dipolar 
polarization (αd) is beyond the TDR bandwith as well.  
 
In general, soils are composed by three phases; solid, liquid and gas phase. The most 
abundant atoms that compose the solid phase are oxygen, silicon and hydrogen held 
together by primary (covalent and ionic bonds) and secondary bonds (hydrogen bonds 
and van der Waals bonds). These atoms form crystals when they are arranged in a three-
dimensional network termed lattices (Mitchell, 1993). The termination of this structure at 
a surface produces unsatisfied force fields that tend to be balanced though the interaction 
with the surrounding atoms and molecules. 
 
Clay minerals are very tiny crystalline substances that evolve primarily from chemical 
weathering of certain rock-forming minerals. There are only two fundamental crystal 
sheets; silica sheet and alumina sheet. The particular ways in which these sheets are 
stacked together constitute the different clay minerals that are either electrical neutral 
(e.g.. brucite mineral) or negative charged. To preserve electrical neutrality, cations are 
attracted and held between the layers and on surfaces and edges of the particles. Many of 
these cations are exchangable by cations of another type. The quantity of exchangeable 
cations is termed the cation exchange capacity (Mitchell, 1996).  
 
In granular materials the most abundant mineral is quartz, which has a highly stable 
structure composed of silica tetrahedral grouped in such a way as to form electrically 
neutral spirals, with all of the tetrahedral oxygen atoms bound to the silicon (primary 




Considering the different structure of sands and clays it is expected that their polarization 
ability differ as well. In clay solids, because of the nonsymmetrical distribution of 
electrons in the silicate crystal, these crystals act as a large number of dipoles (Lambe, 
1953), which is associated with a higher susceptibility of clay minerals to be polarized 
than sandy soils.  
 
The liquid phase of most soils is composed of water containing various types and 
amounts of dissolved electrolytes that modified the dielectric response of pure water 
adding a relaxation process at frequencies below the relaxation frequency of pure water 
(Santamarina, 2000). Considering the dipolar structure of water molecules, this phase is 
the one with the highest polarization ability of the soil components.  
 
The gas phase, in unsaturated soils, is usually air, although organic gases may be 
presented in zones of high biological activity or in chemically contaminated soils. The 
main component of air is nitrogen atom that has an extremely low polarization capability. 
 
The individual exposition of these materials to external electric fields will show that the 
solid and gas phase experience electronic and ionic polarization, while the liquid phase 
experience orientational, ionic and electronic polarization. 
  
The understanding of the EM behavior of the individual soil phases is fundamental for 
the interpretation of wave propagation model in sandy soils. However, in clay soils, once 
these three elements are mixed, changes in the dielectric spectral response occur mainly 
due to the interaction between the liquid and solid phase (i.e. interfacial interaction). 
Polarization of mixtures is discussed in the following section. 
2.4.2. Polarization of Mixtures 
Soils are multiphase dielectric materials consisting of polar and non polar materials. The 
polar fraction is represented by the liquid phase, in which electronic, ionic and 
orientational polarization occur. On the other hand, the non-polar fraction is represented 
 
 43
by the solid and gas phases in which the application of an external electric field induces 
electronic and ionic polarization. The application of an external electric field causes these 
microscopic dipoles of bound charges to align with the field as illustrated in Figure 2.18, 
with the liquid phase having a higher electric moment due to the contribution of the three 















a b  
Figure 2-18 Schematic representation of multi-phase soil mixture. a) Microscopic 
polarization of the individual mixture components. b) Macroscopic polarization of a non-
homogenous medium. The macroscopic polarization and electric field vectors are equal 
and point in the same direction as the average for all microscopic polarizations and 
average electric field vectors (After Hilhorst et al., 2000). 
The previous simplified version of microscopic polarization does not consider the phase 
interaction effects, which becomes important as the size of the solid particles decreases 
and the surface forces become relatively important compared with the mass of the 
particle. The specific surface area, defined as the particle surface area divided by particle 
mass in m2 per gram, is the suitable parameter for the determination of electric forces in 




Clay minerals carry important net electrical charges, resulting from isomorphous 
substitutions and also from local charges due to primary and secondary bonds holding the 
atoms together and from local discontinuities (i.e. surfaces). Once the clay mineral is 
placed in water, the tendency toward electrical equilibrium leads to attraction and 
adsorption of anions and molecules of water to the particle surfaces. The water very near 
the particle is strongly held by these electric charges (i.e. absorbed water), and cations 
swarm around the particle, while anion concentration tends to increase with the distance 
from the particle surface. These systems of charges and their zone of concentration is 
called double layer.  
 
The complex interaction of clay minerals, water, and dissolved electrolytes induce a 
profound change in the dielectric spectral response of mixtures at frequencies below 1 
GHz (Shang et al., 1995; Dudley et al., 2003). Polarization of adsorbed water in the 
double layer and polarization of the charge imbalance created by the contact of two 
phases of different permittivity (Maxwell-Wagner effect) determine the dielectric 
response and define the EM behavior at frequencies below the microwave region, i.e. less 
than 1 GHz.   
 
The Maxwell-Wagner polarization effect is associated with movement restriction of 
cations bound to the clay mineral surface. Only local movement of the ions is permitted 
by large energy barriers associated with structural surface charges (Figure 2.19a). 
Water molecules immediately next to clay mineral surface are strongly held by the 
electrical charges of the particle surface, hydrogen bonding and van der Waals forces (i.e. 
fluctuating dipole bonds). These forces modify the properties of the bound water relative 
to the free water. In particular, interlayer viscosity increases exponentially toward the soil 
surface from its value in bulk water (Low, 1976; Hilhorst et al., 2001), which induce 
relaxation phenomena in the frequency range associated with bound water polarization. 
Although this effect extends to the closest two or three monolayers, it may involve a 
significant amount of water that is available in high specific surface soils (Figures 2.19b 
and 2.20).  
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Finally, the double layer polarization arises due to the relative displacement of the double 
layer exchangeable cloud with respect the charged particle in response to the electric 
field. Polarization of the double layer occurs at frequencies below 100kHz. If this process 
takes place in deionized water, charges would leave one of the ends of the particle with 
an excess of surface charge and the other end with an excess of exchangeable cations. 
However, this condition does not represent real expected conditions in engineering. 
Polarization of the double layer is affected by  
 
• The replacement of ions by the diffusion of ions into and out of the bulk solution. 
• Movement of ions from one particle to a neighboring particle due to the applied 
electric field. This process certainly attenuates the double layer polarization and 




Figure 2-19 Schematic representation of interfacial polarization mechanism in clay. a) 
and b) are associated with Maxwell-Wagner polarization, and c) to f) are associated with 
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Figure 2-20 Polarization of bound and free water (After Yu, 2003 and Santamarina, 
2003).  
The spectral localization of previous polarization mechanisms in soils is fundamental for 
the interpretation of EM wave propagation. Figure 2.21 presents a qualitative 
representation of the dielectric response of soils with the interfacial polarization 
mechanisms.  
 
The relaxation processes are defined by the solid-liquid phase interaction. Wet clays will 
experience all of the interfacial polarization mechanisms, while silty clays experience 
only bound water relaxation. On the other hand, in wet sands only relaxation of free 
water is observed given the poor interaction of the soil particles and water (Figure 2.21). 
This aspect could be an advantage for the evaluation of the structure of sand deposits as 
will be discuss in Chapter 4. 
 
Dispersion is a relative term. A dielectric material is dispersive if it suffers from 
relaxation or resonance in the measured bandwidth. Then, the observation of these 
polarization mechanisms will depend on the operating frequency range of the equipment. 
The TDR bandwidth is in the gigahertz range, which means that free water relaxation will 





Figure 2-21 Qualitative representation of the dielectric permittivity spectrum in wet soils 
(Hilhorst and Dirksen, 1994).  
Working in the time domain, the TDR device provides data for estimating a relative 
dielectric parameter (εr*) at approximately 1GHz. This value is called apparent dielectric 
constant (Ka). Fresh and sea water have a Ka of 81. Air has a Ka of 1. Dry soils present a 
relatively narrow range of Ka between 2 and 7 where the value is controlled by the atomic 
structure of the crystals and the density of the soil mass. However, if Ka values are 
normalized with respect to density, clay minerals present a higher Ka considering their 
highly active electric structure. This aspect will be discussed in detail in Chapter 4.  
 
The high apparent dielectric constant contrast between water and soil particles and air 
makes the value of Ka a good indicator of water content given the bandwidth of the TDR. 
A broad bandwidth, beyond the relaxation frequency of water, would not be an efficient 
way of estimating water content because the dielectric constant of the water drops to 
extremely low values at higher frequency bandwidths.  
2.5. Dielectric Models 
Identification of soil type based on the frequency-dependent dielectric behavior of soil is 
a powerful tool. However, the definition of an adequate dielectric soil model is required. 
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This section classifies the main dielectric models.  Identification of soil texture though 
the modeling of TDR wave forms requires a well defined dielectric model in the TDR 
bandwidth. The main dielectric models are presented in Table 2.4. 
Table 2.4 Dielectric models. 
































































































































‡ ε∞ and εs are the dielectric constant at infinite frequency and at zero frequency, respectively. εo 
is the dielectric permittivity of the free space. f and frel  are the frequency and relaxation 
frequency respectively. σ is the electric conductivity. β is an empirical parameter to describe the 
spread in relaxation frequency that increase with the complexity of the mixture. Ka is the 
dielectric constant. εm is the electric permittivity of the mixture. Vi and εi are the volumetric 
fraction and permittivity of each component. α is a empirical constant that represent the geometry 
of the medium with respect to the applied electric field. Si is the depolarization factor of each 
component. ε* is the complex dielectric permittivity of soil. εw* is the complex dielectric 
permittivity of the pore fluid. εs* is the complex dielectric permittivity of the soil particles spore 
fluid. n is the soil porosity. m is function of the grain shape.  
 
Debye, Cole-Cole, and the simplified model are not able to model the interfacial spectral 
effects. Theoretically, the volumetric models are capable of predicting the multiple 
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relaxation mechanisms associated with clay materials. The depolarization model 
facilitates relating the microstructural and compositional material properties to the 
measure bulk permittivity of a material (Hilhorst et al., 2000). The BHS model is based 
on the effective medium theory and has relaxations in the MHz range (Lesmes et al., 
2005) covering the dielectric spectrum for silty soils (Figure 2.22). 
 
Dielectric behavior of soil is complex due to the electric interaction between the phases. 
Evaluation of dielectric models by Lin (2003a, 2003b) and by Yu et al. (2005) point out 
the problem of non-uniqueness in inversion results for soil parameters.  The inversion 
process systematically varies the dependent parameters in the model to have it match the 
measured waveform. Yu et al. (2005) suggest that experimental data measured in the 
frequency domain bandwidth extending from kHz to GHz range could provide a reliable 
basis for evaluating existing models in the describing dielectric soil behavior.  
2.6. Final Comments 
The dielectric spectrum of soils is represented by multiple polarization mechanisms. 
Electronic mechanism are in the infrared range, ionic mechanisms are in the ultraviolet 
range, and orientational polarization occurs in the microwave range. Interfacial effects 
induce Maxwell-Wagner and bound water polarization at frequencies below the 
microwave range. The distribution of these processes is directly related to the length scale 
of the elements involved.  
 
The TDR bandwidth is approximately 1 GHz, which covers the frequency range of the 
interfacial polarization mechanism. However, the contribution of the high frequency 
polarization mechanisms, represented by electronic, ionic and orientational polarization, 
is accumulated as frequency decrease (Figures. 2.17 and 2.21). Thus, the apparent 
dielectric constant (Ka) estimated by travel-time analysis reflects the overall contribution 




The complex structure of particulate media such as soils makes it difficult to formulate  
simple dielectric models capable of representing multiple polarization mechanisms. 
Evaluation of the existing models have revealed that the greater the number of model 
parameters, the more severe the non-uniqueness for inversions results. Facing this current 
limitation, in Chapter 4 presents a model-free procedure to determine soil type based on 
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The Purdue TDR transmission line (TL) is a multi-section line with different insulating 
materials. The main segments of the TDR TL are represented by a 1.8m-long coaxial 
cable, a Coaxial Head (CH) and a probe section which is designed to have soil as a 
dielectric material (Figure. 2.2). The CH provides a transition between the coaxial cable 
and the probe section. A detailed geometrical description of the Purdue equipment is 
presented by Drnevich et al. (2001) and in the ASTM D6780-05 (2005). 
  
The propagation of electromagnetic (EM) waves through nonuniform transmission lines 
induces multiple reflections and transmissions at the interface of the segments, which 
decrease the energy of the EM wave, and add secondary and higher order reflection 
components to the rear part of the signal. An adequate wave model for a non-uniform TL 
has to account for these complex propagation mechanisms. 
  
This chapter is devoted to describing the EM wave propagation phenomena through the 
TDR TL. Section 3.2 discusses the mathematical formulation of wave propagation 
through a non-uniform TL and provides a brief discussion of the effects of the TL 
characteristics on the output signal.   
 
Section 3.3 presents the mathematical propagation model for nonhomogenous TL 
developed by Feng et al. (1999a, 1999b) and Lin (1999) based on the mathematical 




Finally, Section 3.4 presents the frequency domain method developed by Lin (1999) for 
removing reflections associated with the TDR front panel, cable, and CH.  It considers 
that multiple reflections through the non-uniform TDR TL make the response dependent 
not only on the dielectric properties of the material being tested but also on the TL 
characteristics. 
3.2. EM Wave propagation in the TDR transmission line 
The effects of multiple-reflections and the TL configuration on the output TDR signal are 
important aspects for the interpretation of TDR waveforms that will be discussed in 
Chapter 4. Section 3.2.1 describes the transmission and reflection mechanisms in the 
TDR TL, and Section 3.2.2 discusses the effects of the pulse generator and TL 
characteristics on the output waveform. 
3.2.1. Transmissions and Reflections 
In Section 2.3 it was shown that the TL cross section and the dispersive electric behavior 
of the insulating material defined the frequency-dependent characteristic impedance of a 
TL segment (Zc, Eq. 2.57). As the incident voltage pulse propagates through the TL, the 
attenuation and phase shift are changed by the traveling wave function (See equations 
2.61 and 2.62). Similar to the case of mechanical wave propagation through rods, when 
the EM wave finds a line termination a reflection occurs, and at points where the 
impedance change (e.g. impedance mismatches), part of the wave is reflected and the 
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z  
Figure 3-1 EM wave propagation through nonuniform transmission lines. An impedance 
mismatch is given by a change in the TL cross section, represented by the reference 
impedance (Zp), and/or a change in the dielectric properties of the insulating material 
(εr*). When the incident EM wave (Vi) finds an impedance mismatch the energy is 
spreaded in two EM waves; the reflected (Vr) and transmitted (Vt) wave.  If an 
oscilloscope is installed at the extreme left of the TL, a linear superposition of Vi and Vr 
will be observed. 
As in a mechanical boundary value problem, the existence of an interface introduces 
compatibility equations of voltage and current as follows 













i =−=  
Eq.3.2 
where Zc is the characteristic impedance defined by Zp and εr*. The previous frequency-
domain equations come from the general formulation of EM propagation presented in 
Chapter 2 (Eqs. 2.58 and 2.59). The proportionality of the reflected and incident voltage 
is given by the frequency-dependent reflection coefficient (ρ), and the proportionality of 
the transmitted voltage is given by the frequency-dependent transmitted coefficient (τ). 
These two coefficients are defined by the characteristic impedance of the TL segments at 




































In order to reduce the attenuation of energy of the incident EM wave and avoid the 
interference of reverberation in the output signal due to multiple-reflections, the number 
of impedance mismatch points in a TDR TL has to be minimized. However, the transition 
function of CH between the coaxial cable and the probe section requires having more 
than one impedance mismatch only in the CH section. Figure 3.2 presents the Purdue CH, 
with changes in both geometric cross section, from a coaxial configuration to a Multi Rod 
Probe (MRP), and in the dielectric material type, from Delrin® material to air. The CH 
has a dual capability of coupling with a MRP field probe and a coaxial cylinder probe 
(Figure 3.3).  
 





Figure 3-2 Coaxial Head (CH) geometric configuration. a) Side view and b) plan view 





Figure 3-3 Configuration of the Coaxial Head (CH) with: (a) the multiple rod probe 
(MRP) and (b) the coaxial cylinder probe (After Drnevich et al., 2001). The coaxial 
cylinder probe has a Delrin® material base at the bottom of the cylinder to avoid a short 
circuit.  
The described CH configuration causes complex wave transmissions and reflections in 
this short section, which affect the waveform. However, as will be discussed in Chapter 
4, observation of the attenuation of higher order reflections as the water content and clay 
content increase, constitute a reliable tool for soil type identification.  
 
Figure 3.4 shows a ray diagram to trace the propagation of the EM wave through the field 
TDR TL where the main impedance mismatches are identified. Level 1 represents the 
connection of the coaxial cable with the CH that has a larger coaxial cross section. The 
impedance mismatches of the CH and soil surface are marked by levels 2 and 3. The 
section delimited by levels 3 and 4 represent the MRP field probe.   
 
The step pulse generated by the TDR unit travels through the coaxial cable to the CH. 
Due to the multi-layer configuration of the CH section and the presence of the soil 
surface, multiple reflections and transmissions occur.  Whenever a reflected wave reaches 
the oscilloscope, the displayed output signal is the result of a linear superposition of the 
applied pulse and the reflected one (Eq. 3.1). The first wave front that reaches the end of 
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the TL is free of higher order reflections (Ray V4a in Figure 3.4); while the subsequent 
waves are affected by reverberations in the CH section (See the bold lines in Figure 3.4). 
The waveform presented by the oscilloscope in Figure 3.4 is associated with the 
reflection of the first wave front that reached the TL end and the second one way trip of 
the wave, before the second reflection from the probe end (Ray V4b in Figure 3.4).  
Figure 3.5 presents an EM wave of deionized water with the CH and the MRP. In order 
to clearly identify the main inflection points associated with reflections, the derivative of 
the wave is presented as well. Keeping the same nomenclature used in the ray diagram 
(Figure 3.4), the main features of the waveform are associated with the propagation 
mechanism depicted in Figure 3.4. Thus, a positive reflection occurs when the signal 
passes through the CH, and, according to Eq. 3.3, a negative reflection (e.g. abrupt 
voltage decay) occurs due to the low characteristic impedance (Zc) of the probe section 
given the high dielectric permittivity of water relative to air. Thus, in soils the magnitude 
of the negative reflections will increase as the water content and/or and clay content of 
the material being tested increases. Once the wave reaches the probe end a positive 
reflection occurs due to the high impedance at the TL end, associated to the open circuit, 
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Figure 3-4 Ray diagram through the Purdue field TL. The bold lines are the secondary 








Figure 3-5 a) TDR Waveform and b) derivative of the TDR signal for deionized water. 
The nomenclature in this figure is associated with the mismatch points identified in 
Figure 3.4 (input step pulse is not included). 
3.2.2. Effects of TL Characteristics on the Waveform 
Time domain analysis of TDR waveforms relies on the determination of the travel time of 
the EM wave and on the EM long-term response of the TL. This section discusses the TL 
parameters that can affect the determination electrical properties in the time domain.  
3.2.2.1. TDR Bandwidth 
The electrical response of materials is a dynamic problem characterized by multiple 
polarization mechanisms spread in a frequency range representative of the insulating 
material structure (Sections 2.4 and 2.5). Our ability to observe these relaxation and 
resonance phenomena associated with the electrical behavior of the material will depend 
on the frequency range of operation of the spectroscopy equipment, which indeed makes 
the dispersion a relative term (Section 2.5). This concept is depicted by the schematic 
dielectric spectrum of Figure 3.6, where it is observed that when the relaxation frequency 
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(frel ) of the material is beyond the TDR bandwidth (BW1) the apparent dielectric constant 
(Ka) estimated from travel time (Section 2.2.3) will tend to the value of the relative 
permittivity at low frequency (ε1), and when the TDR bandwidth (BW2) is greater than 
the relaxation frequency, the calculated Ka from travel time will tend to the relative 






fL fH1 fH2  
Figure 3-6 Effect of the TDR bandwidth on the determination of Ka from travel-time 
analysis. The terms ε1 and ε2 are the relative permittivity at low and high frequencies with 
respect to the relaxation frequency (frel), respectively. BW1 and BW2 are the bandwidths 
associated with the rise time of two different the pulse generators. fL and fH are the lowest 
and highest frequencies determining the bandwidth, respectively.  
Based on numerical modeling of unmatched TDR probes, Lin (2003) qualitatively 
evaluated the variation of Ka as a function of the rise time of the pulse generator. Figure 
3.7 summarizes his analysis, where it is observed that Ka increases by 6% when the rise 
time varies from 200 to 500 picoseconds which is equivalent to a change in bandwidth 




Figure 3-7 Numerical analysis of the TDR bandwidth effect on the time domain 
determination of the apparent dielectric constant (Ka). Thus, the waveform is TDR 
bandwidth dependent (Lin, 2003). 
3.2.2.2. Coaxial Cable Length 
The determination of travel time of the fastest EM wave depends on the identification of 
two reflection points associated with the impedance mismatch of the Coaxial Head and 
the end of the probe section. Thus, the disturbance of the input signal has to be minimized 
as much as possible during its travel to the probe section.  
 
Research conducted by Campbell Scientific (2005), Jones et al. (2004) Wraith et al. 
(2004) and Robinson et al. (2003a, 2003b) pointed out that significant distortion of the 
input signal occurs when long coaxial cables are used since every segment of the multi-
section TL acts as a low pass filter. Figure 3.8 shows waveforms using coaxial cables of 
different length, where the first reflection point is shifted and attenuated as the coaxial 




Figure 3-8 Waveforms of a sandy soil using Campbell TDR100 equipment (Campbell 
Scientific Inc., 2005) 
Another important effect of using long coaxial cables is the invalidation of the transverse  
propagation mode of EM waves (TEM) assumed in the EM mathematical model due to 
the induction of a longitudinal electric field by the resistance along the cable (Section 
2.3.2). 
3.2.2.3. Probe Section 
The soil probe configuration has been identified as an important factor because its length, 
radii, and separation between inner and outer conductors define the quality of the signal, 
the sampling volume, and the accuracy of the Ka estimation in the time domain (Zegelin, 
et al, 1989; Knight, J., 1992; Knight, J., 1994; Robinson et al., 2003b; Jones et al., 2002 
and Wraith et al., 2004; Nissen, H., 2001). 
 
Next, we discuss the effects of the geometric configuration of the probe section and the 
sampling volume on the estimation of the bulk Electrical Conductivity (ECb). Finally, the 
effect of the probe length on the time domain estimation of Ka is addressed.  
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The per-unit length parameters describe the geometry of the TL (Section 2.3.4). 
However, there exist few TL configurations for which these parameters can analytically 
be determined. The two-wire probe and the coaxial line are two examples (Paul, 1994; 
Ida, 1995).  
 
Eqs. 3.5a to 3.5c define the capacitance (c), inductance (l) and conductance (g) per-unit 











































where d and s are the diameter of the two wires and the spacing between the two wires, 
respectively. 
 










































where a and b represent the inner and outer diameter of the inner and outer conductors, 




The solution of the TL equations presented in Chapter 2 skipped the use of these per-unit 
length parameters (i.e. capacitance, inductance and conductance) by comparing each term 
of the TL EM equations with the corrresponding voltage and current of the general TEM 
equations (Eqs. 2.43 to 2.49). Thus, considering that the main objective of the TDR 
application is the study of the soil surrounding the conductors, the TL equations in 
Chapter 2 were developed as functions of the dielectric properties of the insulating 
material and the reference impedance of the TL (Section 2.3).  
 
On the other hand, estimation of ECb using the TDR (Eq. 2.5), which avoids the unstable 
calculations that are functions of Ka and voltage levels before the TL long-term response 
(Section 2.2.2), makes use of the resistance per-unit length parameter for a coaxial TL. 
The resistance per-unit length is the reciprocal of the conductance per-unit length (Eq. 
3.6c). Figure 3.9 shows the distribution of voltage by solving the electrostatic equations 
of the electric fields in the TDR field probe and in a probe with multiple outer rods that 
better approaches to a coaxial cell. The TDR field probe provides a good approximation 
to coaxial TL by having concentric equipotentials around the center conductor. Based on 
the satisfactory voltage distribution of the four-wire probe, Zegelin et al. (1989) 
recommended the adoption of this configuration instead of a multi-wire probe in order to 






Figure 3-9 Voltage distribution in field multiple rod probes obtained with Ansoft 
Maxwell® 2D field solver (2005). a) TDR field probe; b) Multiple rod probe emulating a 
coaxial TL.   
Considering that the field of the MRP is an approximation to a coaxial TL (See Figure 
3.9), the estimation of ECb in the field may differs from the value obtained in the 
cylindrical laboratory probe ideally having a soil with the same micro-structure.  
 
Another important effect of the probe section configuration is the determination of the 
sampling volume by the TDR, which is defined by the region of the insulating material 
that contributes to the TDR measurement (Ferré et al., 1998). Knight (1992, 1994) 
defined the distribution of energy as an indicator of the sampling volume, and 
analytically derived approximate expressions of the energy distribution for two-rod and 
multi-rod probes based on the electrostatic equations, from which he concluded that in 
coaxial probes most of the energy is concentrated around the inner conductor if the ratio 
of the radii of the inner and equivalent outer conductor is small. He termed this 
phenomenon the “skin effect”, which can considerably affect the accuracy and 
representation of the TDR measurement because any local nonuniformity around the 
central conductor will have a great effect on the calculation of the water content.    
 
The skin effect is minimized by increasing the diameter of the inner conductor compared 
with the equivalent diameter of the outer conductor. Considering that the reduction of  the 
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soil disturbance requires the use of small diameter rods, Knight (1992) recommend a ratio 
of electrode spacing to equivalent wire diameter (b/a) not greater than 10.  
 
Siddiqui et al. (2000) presented a simple formulation for the estimation of the sampling 
volume based on a weighted dielectric constant for a composite medium. Figure 3.10 
presents the variation of the weighting function in the radial direction with the ratio of the 
outer conductor radius (b) to the inner conductor radius (a). Considering a b/a of 10 
recommended by Knight (1992), Figure 3.10 shows that the soil in the central area equal 
to 10% of the total cross section area contributes to more than half to the total dielectric 
constant measured by the TDR.  However, this central area may be considerably affected 
by the change in soil density due to the probe insertion (Siddiqui et al., 2000; Lin et al, 
2004). Siddiqui et al. (2000) found an increase of Ka in 10% and 5% in clay and silts, 
respectively for a b/a ratio equal to 7.5, while in sands they found that Ka decreases by 
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Figure 3-10 Spatial weighting function for a coaxial transmission line (After Siddiqui et 
al., 2000).  
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The accuracy of the Ka also is affected by the probe length (Section 2.2.2). Lin (2003a) 
observed that Ka determination from the time domain results in errors if short probes are 
used due to difficulty in the accurate identification of the travel time span.  Figure 3.11 
summarizes the results of his numerical analysis where it is observed that probe lengths 
greater than 10 cm lead to stable calculations of Ka. However, in conductive soils the 
probe length should be short enough to allow the sampling of the second reflection. 
These two requirements simultaneously have to be satisfied (Lin, 2003a; Persson et al., 
2003).  
 
Figure 3-11 Numerical analysis of the probe length effect on the determination of the 
apparent dielectric constant (Ka) (Lin, 2003a). 
3.2.2.4. High Electric Contrast 
The formulation of the EM wave propagation model presented in Chapter 2 assumes a 
transversal propagation mode (TEM) (Section 2.3.2). However, an inhomogeneous 
insulating medium invalidates the main assumption because a transversal EM field 
structure must have one and only velocity of propagation (Paul, 1994). In the TDR TL, 
once the wave arrives at the coaxial head, due to the contrast of dielectric properties to 
which the EM wave is exposed (e.g. from the Delrin® material to air and then to the soil 
being tested), an non-transversal propagation mode is established, which explains the 
difference of the reflection level at the head when different materials are tested (See 
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Figure 3.12). Under a pure transversal propagation mode, the reflection from the CH 
should be unique considering that the wave front at a section is only affected by the 



















































Figure 3-12 TDR waveforms. a) EM signals of the coaxial head section and probe section 
filled with air, tap water, saturated Ottawa sand and dry Ottawa sand. b) Close up of at 
the CH reflection point for different insulating materials.  
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3.3. Electromagnetic Propagation Model for Non Homogenous Transmission Lines 
The mathematical model of electromagnetic waves presented in Chapter 2 was limited to 
infinite and uniform transmission lines (TL), where the TL cross section and electric 
permittivity of the insulating material do not change. However, the TDR system is a finite 
TL that has four homogeneous segments; front panel, coaxial cable, coaxial head and a 
probe section.  
 
In this section the propagation model will be extended to non-homogenous TL by the 
discretization dividing the TL into homogenous finite segments. This method was 
developed by Feng et al. (1999) and Lin (1999), which combines the multiple-reflection 
and attenuation model of Yanuka et al. (1988) that does not consider the dispersive 
behavior of the insulating material, and the uniform TL propagation spectral model of 
Heimovaara (1994). 
3.3.1. Finite Uniform TL 
The propagation model presented in Chapter 2 is function of voltage and current (Eqs. 
2.53 and 2.54). These two parameters are easy to measure and are related to each other 
through the characteristic impedance (Zp) that is defined by the TL cross section and the 
dielectric properties of the insulating material. Considering that our major interest is with 
the electric properties of the insulating material, the propagation model was finally 
expressed as a function of voltage and the characteristic impedance (Eqs. 2.58 and 2.59). 
 
Based on the EM propagation model presented in Chapter 2, following considers the case 
of a finite uniform TL (Figure 3.13) with the boundary conditions given by the source 
voltage (Vs) and source impedance (Zs) of the TDR cable tester and a load impedance 








Sampled voltage by 




















Figure 3-13 Equivalent circuit of a finite uniform TL. Zin is the equivalent impedance 
when looking into the circuit (Lin, 1999). 
( ) ( )0ˆˆ0ˆ IZVV SS −=  Eq.3.7a 
( ) ( )lIZlV L ˆˆ =  Eq.3.7b
where  is the independent voltage source, ZSV̂ s is the source impedance (Zs = 50Ω ± 1%, 
See Table 2.1), and ZL is the load impedance at z=l. For open and short circuits ZL is 
infinite and zero, respectively. 
 
The sampled voltage by the oscilloscope of a finite uniform TL is the result of the linear 
superposition of the launched step voltage and the voltage reflected back due to the end 
of the TL (Figures 3.4 and 3.5). Thus, the solution of particular interest is for the voltage 
at z=0, considering that the signal displayed by the oscilloscope is a true representation of 
the TL EM response controlled by the TL characteristics and the electric properties of the 
material being tested.   
 
Lin (1999) applied the input impedance approach to solve for the sampled voltage 
considering the boundary conditions of Equation 3.7. The input impedance (Zin) method 
defines an equivalent impedance by looking into the circuit (See Figure 3.13). 
Considering equations 2.58 and 2.59, Zin is given by 
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From Eq. 3.7a it is observed that given the current term at the sampling point, the input 
impedance at z = 0 is required to estimate the sampled voltage. In order to find the 














The impedance at the load end is also defined by the boundary condition given by 











Substituting Eq. 3.11 into Eq. 3.8 at z = 0, the input impedance at z = 0 is defined as a 
function of the input impedance at z = l as follows  












Replacing ( ) ( ) ( )0ˆ0ˆ0ˆ inZVI =  in Equation 3.7a and considering the definition of Zin(0) 
given by Equation 3.12, the sampled voltage is given by  












3.3.2. Finite Non Uniform TL 
The TDR systems is a multi-section TL. A cascade of uniform sections is used to 
discretize the nonuniform TL (Figure 3.14), extending the solution of finite uniform TL 
presented in the previous section. 
 
Figure 3-14 Multi-section TDR TL model (Lin, 1999). 
The calculation process works in a bottom-up fashion starting with the boundary 
condition at the end of the TL and transferring the impedance back successively to the 
next discontinuity until the input impedance is reached with continuity constraints at the 
interfaces of the segments. Eq. 3.14 summarizes the calculation process using the input 
impedance method. 
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were Zc,i, γi, and li are the characteristic impedance, propagation constant, and the length 
of each uniform section, and Zin (zn-1) is the overall input impedance from the segment n 
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to the end of the TL (See Figure 3.14). With the overall input impedance at z=0 
calculated from the previous equation, the sampled voltage is calculated using Equation 
3.13 
 
Considering that the sampled voltage by the TDR oscilloscope is the result of the linear 
superposition of the launched step voltage and the voltage reflected back, the solution of 
the sampling voltage in equation 3.13 can be rewritten in terms of an incident wave and a 
reflected wave as  
( ) inin VSVV ˆˆ0ˆ 11+=  Eq.3.15













The incident TDR waveform can be experimentally obtained by terminating the cable 
tester with a 50Ω impedance block in order to avoid an impedance mismatch (The source 
impedance is also 50Ω, See Table 2.1) 
 




VV =  
Eq.3.17




10ˆ 11+=  Eq.3.18
The ratio of the frequency spectrum of the sampling voltage to the source voltage is 
defined as the system function (H), and then the relation between S11 and H is 
2
1 11SH +=  Eq.3.19
From Eqs. 3.14 to 3.16 it is observed that the sampled voltage is a function of the 
reference impedance Zp, length li, and the dielectric properties of the insulating material 
surrounding the TL segments. In the particular case of the TDR TL, the only dielectric 
property of interest is the insulating material of the TDR probe.  
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3.4. TDR TL Characterization 
This section describes a procedure for removing the effect of the TDR system from the 
sampled signal, which will be used in Chapter 4 for the numerical analysis of the effects 
of TL and soil properties on the waveform.  
 
The signal captured by the TDR oscilloscope is associated not only with the material 
being tested but also with multiple reflections into the front panel from the coaxial cable, 
coaxial head, and probe section. 
  
Characterization of the TL is required to remove the effect of TDR system from the 
sampled signal. The resulting signal is referred as a “peeled signal” and represents only 
the electric behavior of the material being tested within the probe. The following sections 
describe the Layer Peeling algorithm and the TL calibration for the determination of the 
TL parameters.  
3.4.1. TL Sytem Calibration 
The TL characterization is an inverse problem that consists in the determination of the TL 
parameters of an equivalent system that match the EM response of the real system (See 





parameters     




Figure 3-15 Definition of the inverse problem for the TL calibration. Zp is the reference 
impedance and l is the length of the TL conductor, and ε* represents the electric 
properties of the insulating material (Section 2.5).  
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For the inversion analysis for the system parameters, the TDR TL was divided into 4 
sections; the front panel, coaxial cable, coaxial head (CH), and the probe section. The CH 
was subdivided into two parts; the first part is represented by the segment of the CH that 
has Delrin® as a dielectric material. The second part is represented by the CH segment 
that has air as a dielectric material (Section 3.2).  
 
The reference impedance, length and dielectric properties constitute the TL parameters 
for each TDR section. Two of these parameters were calibrated successively from the 
front panel to the probe section to reduce the number of unknowns in the calibration 
inverse analysis. For the calibration of the probe section, this segment was filled with 
deionized water, which has well documented electric properties (Table 3.1), in order to 
concentrate the inversion process on the parameters of the conductor of this segment. 
Table 3.2 presents the TL parameters to be calibrated for each TDR section.  
 
Table 3.1 Dielectric properties of water. 
Liquid T (°C) εs ε∞ frel (GHz) σdc S/m 
Deionized water 20.6 79.9 4.22 17 0 
Tap water 19.6 80.2 4.22 17.4 0.0666 
Note: T is the temperature in Celsius, ε∞ and εs are the dielectric constant at infinite frequency 
and at zero frequency respectively. frel  is the relaxation frequency respectively, and σdc is the 













Table 3.2 Initial condition of the calibration inversion problem. The front panel was 
modeled by 30 sections considering the multi-reflection in the waveform shown in Figure 
3.16. The coaxial cable was modeled by 3 sections. 
Section Unknown Known 
1 Front panel Li, Zpi ε*i
2 Coaxial Cable Zpi, ε*i Li
3 Coaxial Head (CH) section with Delrin® as 
dielectric material 
Zp, ε*i L 
4 Coaxial Head (CH) section with Air as 
dielectric material 
Zp, L ε*i
5 Probe with Deionized water as dielectric 
material. 
Zp, L or Zp, ε* ε* or L 
 
The optimal TL parameters were obtained by minimizing the residual sum-of-square 
differences between the measured and the simulated waveforms (Feng et al. 1999; Lin, 
1999 and Lin, 2003). Lin (1999) developed computer codes that perform the calibration 
inversion analysis using Bayesian statistical methods provided by the Optimization 
Toolbox of MatlabTM. A similar approach was also implemented by Huisman et al. 
(2002).  
 
Figure 3.16 shows the measured waveform (referred to as observed data) used for the 































Figure 3-16 Wave forms of the Transmission line sections specified in Table 3.2. 
The waveforms from the front panel and coaxial cable were obtained by attaching a 50Ω 
impedance block at the end of cable tester and TL, respectively, in order to avoid 
additional reflections (See Impedance source of pulse generator in Table 2.1). The 
waveform of the CH Section 3 (Table 3.2) was obtained by shorting the circuit right at 
the end of the Delrin® section (Figure 3.4, at level 2).The waveform of the CH Section 4 
(Table 3.2) was obtained by shorting the circuit at the level of the ground surface (See 
Figure 3.4, at level 3). 
 
In order to simplify the calibration inversion computation process, a Gaussian distribution 
was used in the formulation (Lin, 1999). The interpretation of the inverse solution 
included an optimal estimator (e.g. least square error), uncertainty analysis, and 
resolution analysis. This last part evaluates the sensitivity of the optimal estimator on the 
selection of the model parameters to be inverted. Yu et al. (2005) refined the codes 
developed by Lin (1999) to facilitate data input and enhance the capability of performing 
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analyses regardless of the measurement system. As part of this research these codes were 
updated with the current Optimization Tools provided by MatlabTM V7, the existing 
subroutines were extended to allow modeling the coaxial cable by 3 subsections, and to 
allow performing inversion of all of the previously calibrated TL parameters (Table 3.2) 
at the same time in order to refine the estimated calibration model parameters. This last 




Initial prior calibration model parameters to be 
inverted - mprior and known parameters (Table 
3.2). 
CMo – Prior Covariance matrix of model 
Optimization by the minimization of the cost 
function, cf 
cf = [dobs - g(mn)]2 
  
Iterative search for optimum model calibration 
parameters mn by  
 












Incident step voltage,    
Vi 
Calculation of the waveform in the frequency 
domain using equations 3.14 to 3.17.  
Calculation of the waveform in the time 
domain via an IFFT. 
 
Calculated Data, g(mn)  
 
Observed data 
CD – Covariance matrix 
of the observed data  
Observed data, dobs  
(Figure 3.16) 
  
Figure 3-17 Simplified flowchart of the calibration inversion algorithm. The presented 
scheme shows the inversion for the probe section. For the inversion of the remaining 
sections the observed data (e.g. waveform) has to be associated with the segment in study 
(Figure 3.6).   
 
 84
Figure 3.18 shows the estimated impedance profile of the front panel given by the 
inversion analysis, and Tables 3.3 and 3.4 present the TL parameters of the coaxial cable, 
coaxial head, and probe section.  Figure 3.19 presents the performance of the calibrated 

























Figure 3-18 Impedance profile of the front panel from inversion.  
Table 3.3 Transmission line parameters of the coaxial cable. It was subdivided into three 
segments. Zp is the reference impedance (Eq. 2.57), li is the length of segment i, ε∞ and εs 
are the dielectric constant at high frequency and low frequency, respectively, frel is the 
relaxation frequency, and σdc is the electrical conductivity at zero frequency 
Zp (Ω) li (m) εs (-) ε∞ (-) frel  (Hz) σdc (S/m) 
71.589 0.3396 2.2524  2.2606 101.32x106 2.07E-10 
71.778 0.79966 2.2256 2.171 101.38x106 8.45E-10 





Table 3.4 Transmission line parameters of the coaxial head (CH) and the probe section.  
ε∞ and εs are the dielectric constant at infinite frequency and at zero frequency, 
respectively, frel  is the frequency and relaxation frequency, and σ is the electric 
conductivity. 
Section Zp (Ω) li (m) εs (-) ε∞ (-) frel  (Hz) 
CH Delrin®
section 
198.86 0.03744 3.83 3.76 1.0x107
Air gap sections 
Section Zp (Ω) li (m) ε 
CH air gap section  104.55 0.0569 1 
Probe 148.5 0.119 1 
 
 
Figure 3-19 Measured signal in deionized water versus that from inversion analysis. The 
voltage axis is scaled by a factor of 2000.  
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Based on the observations related to the violation of the assumption of a transversal 
propagation mode (TEM) due to high electric property contrast mainly at the soil surface 
(Section 3.2.2.4), it is expected that a non-perfect calibration of the probe head will result 
because the main reflection depends on the material being tested as shown in Figure 3.12. 
This limitation affects the calibration of the probe section as well, considering the top-to-
bottom fashion of the calibration inversion process. 
3.4.2. Layer-Peeling 
The TDR waveform contains information of both the TL system and the material being 
tested (Figure 3.4). This section presents the algorithm to remove the effects of the TDR 
system on the measured waveform using the TL parameters obtained in the previous 
section for calibration of the TDR equipment. The resulting signal is known as the 
“peeled signal” and represents the waveform from only the probe section of the TL. This 
signal will be used in Chapter 4 for the numerical analysis of the effects of the TL and 
soil electrical properties on waveforms.  
 
After preprocessing the measured waveform to remove multi-reflections unrelated to the 
material under testing, the waveform should look as if the probe section were directly 




Figure 3-20 Equivalent circuit model for the nonuniform TL reduced to an ideal circuit 
showing the probe section directly connected to the pulse generator (Yu et al., 2005). 
The calculation of the peeled signal requires modifying the overall input impedance (Eq. 
3.14) due to the removing of the TDR system. First, the overall input impedance is 
calculated by solving for Zin(0) in Equation  3.13 as  









Lin (1999) formulated a layer-peeled algorithm reversing Eq. 3.14, by solving the 
equation in a top-to-bottom fashion (Eq. 3.21). The systematic solution of Eq. 3.21 
requires substituting Eq. 3.20 into Eq. 3.21. 
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The input impedance looking into the sample section, Zin (zn-1), obtained in Eq. 3.21 can 
be used to measure the reduced scatter function and the TDR waveform of the ideal probe 
system presented in Figure 3.20. The reduced scatter function becomes  














The ideal waveform will be obtained by using Eq. 3.22 in Eq. 3.15. Figure 3.21 shows the 





Figure 3-21 Unpeeled and peeled signal of tap water using the layer-peeling algorithm. 
The relative delay between the measured and peeled TDR signals is due to the removal of 
the coaxial cable and coaxial head in the peeled signal. 
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Eq. 3.19 suggests that the scatter function represents a deconvolution of the source and 
output frequency spectrum of the TDR signal. Observation of the peeled signals leads to 
the conclusion that the peeled signal is highly affected by noise induced by the 
deconvolution process which is due to the inherent measurements errors, especially those 
at and close to the voltage step, and the noise of the deconvolution that arises from the 
coincidence in zero and pole locations of and  lead to indeterminacies at these 
points in the calculation of both the scatter function and system function (Proakis et al., 
1996; Dhaene et al., 1993; Patterson, 2001; Deng, Y., 2003). This makes the estimation 
of the system response a critical part of the peeling process.   
)0(V̂ SV̂
 
In order to improve the quality of the deconvolution process, a filter was implemented 
into the layer-peeling code. This filter is a general filter formulation of Dhaene et al. 
(1993) that is based on a detailed optimization analysis, where the smoothness was 
maximized and the deconvolution errors and the unwanted peaks (caused by a division by 
nearly zeroes) were minimized. Figure 3.22 presents the waveform of Figure 3.21 after 
the filtering of the reduced scatter function of Eq. 3.22 and shows a well defined signal. 
Comparing Figures 3.21 and 3.22 indicates that the effect of the filter is to only reduce 








Figure 3-22 Unpeeled and peeled signals of tap water using the layer-peeling algorithm 
and filtering of the reduced scatter function. The relative delay between the measured and 
peeled TDR signal is due to the removal of the coaxial cable and coaxial head in the 
peeled signal. 
3.5. Final Comments 
EM wave propagation through the mismatched TDR transmission line (TL) generates 
multiple reflections that decrease the energy in the leading part of the EM wave and add 
secondary and high order reflection components to the latter part of the signal. Thus, the 
design of TL has to minimize the number of mismatch points. 
 
At a mismatch point the relative magnitude of the reflected and transmitted voltage with 
respect to the incident voltage is given by the reflection and transmission coefficients, 
respectively. These two coefficients are defined by the characteristic impedance of the 
interacting segments; negative reflections occur when the impedance of the receiver TL 
segment is less than the transmitter TL segments. Thus, considering that the faster EM 
waves are associated with the high frequency components of the step pulse, the negative 
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reflections of the wave front become greater as the clay content and water content 
increase.  
 
Besides the multiple reflections induced by a nonuniform TL, the TDR bandwidth, length 
of the coaxial cable, configuration of the Coaxial Head, and the contrast of dielectric 
properties between the TL segments also have an important effect on the TDR waveform. 
In particular, a high dielectric property contrast in the TL invalidates a transversal 
propagation mode because the wave front is affected by the preexisting electrostatic field.  
 
A mathematical propagation model for a mismatched TL was developed by Feng et al. 
(1999) and Lin (1999) by complementing the Yanuka et al. (1988) multi-reflection model 
in nonuniform transmission lines (that does not considering the dispersive behavior of 
insulating material) and the frequency domain propagation model developed by 
Heimovaara (1994) for uniform transmission lines. 
 
Considering that the sampled waveform results from both the material being tested and 
the TL characteristics due to the multiple reflections, Lin (1999, 2003) formulated a 
Layer-Peeling algorithm that removes the effects of the TDR system from the signal. The 
capability of the algorithm is limited by the existence of a non transversal propagation 
mode.  
 
Chapter 4 makes use of the mechanisms of propagation through a mismatched TL and the 
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CHAPTER 4. TDR WAVEFORM INTERPRETATION 
4.1. Introduction 
The Electromagnetic (EM) response of a TDR Transmission Line (TL) is defined by the 
electrical behavior of the soil being tested and the characteristics of the TL. The electrical 
properties of the soil are related to the soil particle characteristics, soil structure, water 
content, and pore fluid characteristics (Section 2.4). 
 
In this Chapter a detailed evaluation of the effects of the TL and the basic electric 
properties of soils on the EM response of TDR systems is conducted by modeling 
waveforms and analyzing TDR test results in clayey, silty and sandy soils. The modeling 
algorithm is presented in Section 4.3. The evaluation of these modeled TDR waveforms 
is extended in Sections 4.4 and 4.5 to define further improvements to the TDR TL and to 
better understand the effects of the EM properties of soils on the overall configuration of 
the TDR waveform. Finally, an evaluation and interpretation of the soil dielectric 
constant (Ka) and bulk electric conductivity (ECb) is presented. 
4.2. Materials and Laboratory Procedures 
This section presents the geotechnical characteristics of the materials used in this 
research.  TDR waveforms from previous research at Purdue University conducted by 
Lin (1999) and Daita (2005) were re-analyzed. As part of this research, 50 additional 
TDR tests with ASTM reference soils were conducted. Daita (2005) used the Campbell 
Scientific TDR100 and it was used in this research as well. Lin (1999) used a Tektronix 
1502B cable tester. Table 4.1 shows the geotechnical characteristics of the soils analyzed 




Table 4.1 Engineering characteristics of the soils used in this research. 
Notation: Gs is the specific gravity. P<#200 is the percentage of soil that pass No.200 sieve. LL 













PI TDR waveform source
M1 ‡ SM-SC 55 35 10 2.76 41.3 - - Lin (1999) 
M2 ‡ ML 37.5 40 17.5 2.77 52.4 16.2 10.5 Lin (1999) 
M3 ‡ CL 20 55 25 2.83 72.9 28.5 12.3 Lin (1999) 
M4 ‡ CL 12.5 47.5 40 2.83 78.6 33.7 18.9 Lin (1999) 
M5 ‡ CL 5 40 55 2.82 84.4 41 19.9 Lin (1999) 
Jasper CL 11 60 29 * * 47 26 Daita (2005) 
Jascrete CL 50 35 15 * 50.5 24 9 Daita (2005) 
Orchard CL 28 47 25 * 72.2 35 19 Daita (2005) 
Salisbury CL 10 48 42 * 91 48 29 Daita (2005) 
Grundite CL 23 51 25 2.73 76 46.7 26 Daita (2005) 
Florida sand SP * * 0 2.65 * - - Drnevich et al. (2005)
Ottawa sand SP ≈ 100 0 0 2.65 0 - - This research 
ASTM CH † CH 16.8 35.8 47.3 2.72 98.8 60 40 This research 
ASTM CL † CL 42.3 27.7 30 2.67 88.5 33.2 13.4 This research 
ASTM ML† ML 1 94 5 2.72 99 29 8 This research 
Note: *Unknown values. ‡ The percentage of sand, silt and clay reported for M soils represented 
the percentage by weight of Ottawa sand, natural silt and Illite in a mixture. † ASTM reference 
soils are being provided by Durham Geo Slope Indicator in cooperation with the ASTM Materials 
reference Laboratory. The reported properties of these soils comes from a detailed statistical 
analysis of several tests. Detailed information of the statistical analysis of the data is posted on 
www.durhamgeo.com/pdf/m_test-pdf/soil/ref_soil.pdf. 
 
Lin (1999) fabricated five soils by mixing Ottawa sand, natural silt and Illite. These soils 
were labeled as M1, M2, M3, M4 and M5. For each soil type, five different water 
contents were used to prepare samples that later were compacted using four different 
compaction energies. The first compaction method consisted in tamping the soil with a 
metallic rod into a compaction mold in three layers with 25 blows each. The second 
method, identified as the reduced compaction method, followed the standard compaction 
method (ASTM D698) but 15 blows per layer were applied instead of 25 blows per layer. 
The third method used the standard compaction method (ASTM D698), and the last 
method used the modified compaction method (ASTM 1557).  
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Daita (2005) prepared 25 soil specimens with five natural soils from West Lafayette, 
Indiana using four different water contents for each soil. The soil was compacted using 
the standard compaction method (ASTM D698).  
 
As part of this research, 50 new specimens were prepared with four different ASTM 
reference soils at different water content, ranging from dry up to 30%, depending on the 
soil type. The soil was compacted using the standard compaction method (ASTM D698). 
The text identifies special cases where a different compaction method was used. 
 
All of the previous soils were prepared with tap water. After preparing the soil at an 
intended water content, the materials were sealed with plastic wraps and allowed to 
equilibrate for more that 24 hours in a humid room to achieve a uniform soil. In order to 
avoid the effect of temperature on the electric properties of the material being tested 
(Section 2.4 and Yu and Drnevich, 2004), before conducting each TDR test, the packed 
soil (before compaction) was exposed to a 20°C environment for up to 20 hours to reach 
temperature equilibrium. After the compaction of the soil, a central rod was driven into 
the compaction mold as described in Section 2.2.1.  
4.3. Modeling of TDR Waveforms 
The EM response of the TDR TL is defined by the electric behavior of the soil and the 
TL characteristics. The overall effects of the coaxial head (CH) and coaxial cable, and the 
characteristics of the soil being tested are explored in Sections 4.4 and 4.5, respectively, 
by modeling waveforms and analyzing TDR laboratory tests. The mathematical 
framework of a finite non-uniform TL presented in Section 3.4.1 was used as the 
modeling algorithm. Figure 4.1 shows a simplified flowchart of the simulation algorithm 
that uses the TL parameters estimated by the calibration inversion problem of TDR 









• TL calibration parameters calculated by the 
TDR inversion problem (Section 3.3.1 and 
Tables 3.3 and 3.4). 
 
• Electric parameters of the material to be 
modeled according to the dielectric model 
used. In this case εs, ε∞, frel, σdc were 
specified using the Debye model. 
Incident step voltage,    
Vi 
• Calculation of the waveform in the frequency 
domain using Eqs. 3.14 to 3.17.  
 
• Calculation of the waveform in the time 
domain via IFFT. 
 
Figure 4-1 Simplified flowchart of the forward waveform modeling algorithm. The TL 
parameters are defined by the reference impedance (Zp) and length (l) of each 
homogeneous TL segment, and the permittivity at high frequency (ε∞) and zero frequency 
(εs), relaxation frequency (frel,) and bulk electric conductivity (σdc) of the insulating 
material of each homogeneous TL segment.  
Figure 4.2 shows the waveform of a saturated Ottawa sand specimen where the multiple 
positive reflections of the EM wave associated with the travels of the wave through the 
specimen are indicated. The main features of the waveform that will be evaluated in this 


























due to the one way 
trips of the EM wave 
through the soil. 
Ottawa Sand 
w =18 %    ρd = 1700kg/m3 























Figure 4-2 A TDR waveform of a saturated Ottawa sand specimen. a) A sampled 
waveform where the multiple reflections through the soil are marked. b) Close up of the 
waveform indicating the main features of the signal that reflect the characteristics of the 
material being tested and the TL. P is the voltage decay during the first one way trip 
through the soil. Q indicates a small step of the TDR signals for sandy, silty, and clay 
soils with water contents greater than 5%. R shows ripples in the first one way trip. S is 
an inflection point that appears during the first reflection of the wavefront from the end of 
the probe due to the delay of higher order reflections.  
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4.4. Evaluation of the Transmission Line 
The propagation mechanism through a TDR TL was described in Section 3.2 and a 
detailed ray diagram was presented in Figure 3.4, which showed the reverberations 
induced by the coaxial head (CH) due to the multiple impedance mismatches presented in 
this transition section. The effect of the coaxial head (CH) and coaxial cable on the 
waveform is quantitatively explored in this section using the forward modeling algorithm 
presented in Figure 4.1. In order to extend these observations to different soil types, 
special attention was placed on the main features of TDR signals identified in Figure 
4.2b. 
 
Figure 4.3 shows modeled waveforms of deionized water considering three types of CH 
configuration connected to a 1.8m-coaxial cable; the Purdue CH described in Section 3.2 
and two theoretical modified components of the Purdue CH: Delrin CH and Air CH. The 
Delrin CH is a 3 cm-long coaxial portion of the CH with Delrin® as insulating material. 
The Air CH is a 3-cm-long Multi Rod Probe (MRP) with air as insulating material. As a 
reference for the evaluation of the CH effects on the signal, the theoretical case of a probe 
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Figure 4-3 Numerical evaluation of the effects of CH section on the modeled waveform 
of deionized water. Delrin CH is a 3-cm-long coaxial section with Delrin® as insulating 
material. Air CH is a 3-cm-long Multi Rod Probe (MRP) with air as insulating material. 
Purdue CH section is the combination of the Delrin CH section and the Air CH section. 
The nomenclature of this figure is associated with the one presented in Figure 4.2 (See 
points P, Q, R and T). In this figure, P’ is the voltage decay during the first one way trip 
for the theoretical case of a coaxial cable directly connected to the probe. 
The systematic modification of the CH shows that as the wave travels through the CH, 
multiple reflections and transmissions occur, with the reflections decreasing the energy of 
the transmissions of the EM wave and adding secondary and higher order reflections to 
the latter part of the signal.  
 
The modeled waveforms show that the coaxial section with Delrin® material of the CH 
significantly disturbs the sampled signal. The step located right after the abrupt voltage 
decay and the ripples at the beginning of the first one way trip  (See Points Q and R in 
Figure 4.3)  are considerably attenuated when the Purdue CH is replaced by the Air CH. 
Also, a notable increase of the slope of the reflections from the end of the probe is 
observed, which shows a reduction of the attenuation of the leading part of the wave due 
to the elimination of a mismatch point in the CH. Additionally, the inflection point S 
(Figure 4.3) related to the delay of higher order reflections (Figure 3.4), is removed. A 
steeper and well defined slope of the reflections at the ground surface and at the end of 
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the probe section will greatly facilitate the calculation of the dielectric constant (Ka) using 
travel time analysis (See Section 2.2.3). 
 
The results presented in Figure 4.3, indicate that the quality of the TDR signal can be 
considerably improved by the use of an Air CH consisting of a MRP section with air as 
insulating material.  In order to evaluate an optimum length of this section, Figure 4.4 
presents the modeled waveforms using a 3-cm-long and a 6-cm-long Air CH. An 























Air CH section (3 cm)
Air CH section (6 cm)P’ 
 
Figure 4-4 Evaluation of the length of a Coaxial Head represented by MRP section with 
air as insulating material. The theoretical waveform associated with a coaxial cable 
directly connected to the probe section is included as well.  
Figure 4.4 shows that removing the CH decreases the loss of voltage marked by P’, 
which is less than P associated to the Purdue CH (Figure 4.2). Considering that the 
material in the probe section is deionized water, the voltage decay should be zero because 
its electrical conductivity is zero (Table 3.1), and the loss due to thermal effects is not 
visible in the TDR bandwidth. Thus, this difference is related to the coaxial cable. 
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Calculating the reflection coefficient by Eq. 3.3, using 48 Ω as an average impedance of 
the front panel (Figure 3.18) and 80 as the permittivity of deionized water (Table 3.1), the 
expected level of the voltage at the theoretical interface of front panel and probe section 
is -0.48, which is close to the lower value presented in Figure 4.4 at 32 ns (The incident 
voltage is 1. Thus, the reflection coefficient is equal to the voltage displayed in the 
























Figure 4.5 shows the modeling of a TDR waveform obtained by numerically removing 
the coaxial cable effect, which is consistent with the previous estimation of voltage decay 
(Eq. 4.1). Additionally, a considerable reduction of the attenuation of the reflection from 
























Figure 4-5 Effects of the coaxial cable on the reflection at the soil surface and on the 
reflection from the end of the probe. The numerical removal of the coaxial cable 
considerably sharpens these reflections.  
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Based on the numerical analysis of the effects of the CH summarized in Figure 4.4, a new 
coaxial head denominated ultra-thin head (UTH) was designed. The 1.5 cm long UTH 
minimizes reverberations by having only one multi-rod-probe (MRP) section with air as a 
dielectric material (Figure 4.6).  
a b 
 
Figure 4-6 Coaxial heads of the TDR system coupled with a MRP field probe. a) Ultra-
thin head (UTH), that was designed based on the numerical analysis summarized in 
Figure 4.4, minimizes reverberations by having only one 1.5 cm long multi-rod-probe 
(MRP) section with air as a dielectric material. b) Purdue coaxial head changes in both 
geometric cross section, from a coaxial configuration to a Multi Rod Probe (MRP), and in 
the dielectric material type, from Delrin® material to air.  
In order to validate the advantage of UTH respect to the Purdue CH two aspects were 
considered; attenuation of the wave front through the head and quality of the signal. 
Figure 4.7a shows two TDR signals opening the circuit at the end of the UTH and the 
Purdue CH. As an objective reference, the opening of the circuit at the end of the coaxial 
cable is included as well. Due to the simplified geometric configuration of UTH the 
attenuation of the wave front is practically zero compared with the attenuation imposed 
by the Purdue CH. On the other hand, Figure 4.7b shows two TDR signals of deionized 
water using UTH and Purdue CH, where is observed that UTH signal has steeper and 
cleaner reflections. These observations are consistent with the numeral analysis 
summarized in Figure 4.4. The major advantages of using the UTH, besides its lower 
cost, are the possibility of capture a higher EM response in high conductive materials (i.e. 
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such as clays at high water content), and to facilitate the analysis of waveforms in both 
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Figure 4-7 Evaluation of the performance of the UTH with respect to the Purdue CH. a) 
TDR waveforms opening the circuit at the end of the coaxial cable, Purdue CH and UTH. 
The closeness of the coaxial cable and UTH waveforms indicates the minimization of 
reverberations through the new head respect to the Purdue CH. b) TDR waveform of 
deionized water using the UTH and the Purdue CH. The UTH signal is cleaner and has 
sharpened and steeper reflections.  
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4.5. Evaluation of the Soil Characteristics 
The permittivity, relaxation frequency, and bulk electric conductivity are related to the 
soil type, dry density, water content, and pore fluid characteristics (Section 2.4). The 
effects of the variations of these electrical soil parameters on the TL response is evaluated 
in this section by modeling waveforms utilizing the forward algorithm summarized in 
Figure 4.1. The numerical analysis is then complemented by the evaluation of TDR 
laboratory tests with the soils listed in Table 4.1.  
  
The complex EM interaction of the water and soil particles makes it difficult to define a 
dielectric model capable of modeling the multiple polarization mechanisms that occur 
especially at frequencies below 1000 MHz. A detailed description of the different 
polarization mechanisms was presented in Section 2.4. Considering that the purpose of 
the evaluations here is to study the overall effect of the soil electrical properties on the TL 
response, it is not intended to model the true electrical behavior of the soil. Thus, the 
Debye model is adecuate. The dielectric permittivity at low (εo) and high frequencies 
(ε∞), and the relaxation frequency (frel) define the simplified dielectric spectrum of a 
dispersive material presented in Figure 4.8 associated with the Deybe model (Section 
2.5). Nondispersive materials are characterized by a flat dielectric spectrum where εo and 







Figure 4-8 Real part of the dielectric permittivity using the Debye model presented in 
Section 2.5. εo is the dielectric permittivity at low frequency,  ε∞  is the dielectric 




The EM behavior of soils exposed to a varying EM field is represented by multiple 
polarization mechanisms that represent the interfacial effects and the EM response of the 
free water, soil particles and air. The interfacial effects are associated with the double 
layer and bound water polarization that occur at frequencies below the microwave range. 
The free water is a polar material that experiences electronic, ionic and orientational 
polarization in the visible, infrared and microwave frequency range, respectively. Soil 
particles and air are non-polar materials that only experience electronic and ionic 
polarization (Section 2.4). The contribution of these polarization mechanisms to the 
permittivity is accumulated as frequency decreases (Santamarina, 2001). Thus, the 
apparent dielectric constant (Ka) estimated by travel-time analysis, associated with a 
relative permittivity at a frequency of 1 GHz (Lin, 2003a), reflects the contribution of the 
polarization mechanisms associated with frequencies greater than 1 GHz.  
 
The variation of soil permittivity with frequency defines both the EM wave velocity and 
attenuation (Eqs. 2.70 and 2.72). The TDR signal is composed of many frequencies. EM 
waves travel in phase when the insulating material is nondispersive. When the EM wave 
is transmitted into a dispersive material, the higher frequency components of the signal 
energy attenuate. The variation of the wave velocity and the attenuation term (α) with 
frequency for deionized water is presented in Figures 4.9 and 4.10. As a reference, the 




Figure 4-9 Variation of EM wave velocity (Eq. 2.70) and real part of the permittivity (ε’) 
with frequency for deionized water using Debye model. 
 
Figure 4-10 Variation of the attenuation term (α,Eq. 2.72) and real part of the permittivity 
(ε’) with frequency for deionized water using Debye model.  
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Figures 4.9 and 4.10 show that the fastest and most attenuated waves of the input TDR 
signal are the high frequency components, which correspond to the reflections from the 
end of the probe section (Robinson et al., 2003). This is observed in Figure 4.11, where 
two modeled TDR waveforms with a relaxation frequency of 0.8 GHz are presented. 
Material 1 and material 2 have an εo equal to 25 and an ε∞ equal to 4.22 and 20, 
respectively. The value of ε∞ for material 2 was increased by 500% in order to visualize 
the overall effect of the high frequency waves on the configuration of the sampled signal. 
The differences between these waveforms are concentrated in the zones where voltage 




























Figure 4-11 Modeled TDR waveforms. Material 1 has εo and ε∞ equal to 25 and 4.22, 
respectively, and Material 2 has εo and ε∞ equal to 25 and 20, respectively. Material 2 has 
an ε∞  500% greater than the one of Material 1. Both materials have a relaxation 
frequency of 0.8 GHz. The main differences between these signals are concentrated in the 
segments of the TDR waveforms defined by the high frequency components of the input 
signal.  
The variation of the static permittivity (εo) also was evaluated. Figure 4.12 shows 
modeled waveforms with the electric parameters of the deionized water (Table 3.1) 
where εo was systematically varied. The reduction of the negative reflection in the probe 
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as the static permittivity decreases is due to the increase of the characteristic impedance 
of the probe section (Section 3.2 and Eq. 3.3). Comparing Figures 4.11 and 4.12 shows 
that the TDR waveform is mainly controlled by the permittivity spectrum below the 
microwave range. In sandy materials Ka is equal to εo due to the poor interfacial 
interaction between sand grains and water (Section 2.4). Thus, the theoretical waveforms 
in Figure 4.12 with Ka equal or less than 50 are representative of sandy materials with 
different water contents and/or dry densities. This trend of the TDR waveforms due to the 


































Figure 4-12 Effect of the variation of the static permittivity (εo) on the sampled TDR 
signal. The TDR waveform of the deionized water has an εo = 80. The numerically 
modeled waveforms of sandy soils represent soils with different water content and/or dry 
density. As the water content decreases, εo decreases as well.   
4.5.2. Relaxation Frequency 
The relaxation frequency is associated with the soil type. Wet sandy soils present only 
one relaxation at about 17 GHz which is related to the free water polarization. Wet clayey 
and silty soils present additional relaxations below the microwave range due to the 
interfacial effects (Section 2.4).  Figure 4.13 shows two modeled TDR waveforms at low 
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water content with a relaxation frequency outside and inside of the TDR bandwidth. The 
overall effect of the reduction of the relaxation frequency from 17 GHz to 0.8 GHz is to 
smooth the waveform and increase the rise time of the first reflection from the probe. The 
effect of the relaxation frequency on the TL response of fine soils can be clearly observed 
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Figure 4-13 TDR Waveforms for εo = 25, ε∞ = 4.22, bulk electric conductivity (σ) of zero 
and relaxation frequencies (frel) of 17 GHz and 0.8 GHz associated with the free and 
bound water polarization, respectively.  
Figure 4.14 shows the observed TDR waveforms of Ottawa sand, ASTM ML, ASTM CL 
and ASTM CH, all oven dried. Due to the absence of water there are not major 
differences among them. However, the dry density of the specimens differs, being lower 
in the clay soils, which mask the difference between sands and clays as will be discussed 
later. The steep and high voltage from the end of the probe section in dry specimens is 
because of the high EM wave velocity that makes the multiple reflections that occur at 
the coaxial head, soil surface, and the probe section to interfere with each other. Figure 
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4.15 shows the TDR waveform of the same soils but with water content around 3%. This 
small amount of water is enough to smooth the waveforms of fine soils due to the 
reduction of the relaxation frequency associated with the interfacial effects. Figure 4.16 
shows the observed TDR waveforms of these four ASTM soils at high water content, 
where marked differences in their waveforms is observed due to both the relaxation 

























Ottawa sand,      = 1782kg/m
ASTM ML,      = 1511 kg/m
ASTM CL,      = 1285 kg/m










Figure 4-14 Observed TDR waveforms of oven dry sandy, silty and clayey soils. 
Mixtures of soil particles and air tend to behave as a nondispersive material because the 


























Ottawa sand,     = 2%,     = 1782kg/m
ASTM ML,     = 3%,      =1490 kg/m










Figure 4-15 Observed TDR waveforms of sandy, silty and clayey soils at low water 























Ottawa Sand,     = 18%,       = 1700 kg/m
ASTM ML,     = 20%,       = 1606 kg/m
ASTM CL,     = 20%,       = 1562 kg/m














Figure 4-16 Observed TDR waveforms of sandy, silty and clayey soils at high water 
content (The initial rise-time of the TDR signal is not shown). 
 
 114
4.5.3. Interpretation and Evaluation of Ka 
Siddiqui and Drnevich (1995) developed a calibration equation for the estimation of 







where a and b are soil-type dependent constants (Section 4.4). Following is a presentation 
of the theoretical basis for this equation and of a possible extension of the use of Ka for 
the estimation of void ratio in saturated soils. 
 
Ka is the polarizability at high frequencies (i.e. approximately 1 GHz when TDR is used) 
and is defined by the number of charges per unit volume times the average displacement 
(Section 2.4). In wet soils the Ka value is controlled by the water content given its 
extremely high polarization ability (Ka =80 for tap and deionized water) with respect to 
the other soil components such as air (Ka =1) and soil particles (Ka =2 to 5) that only 
experience induced polarization (Section 2.4). Thus, the Ka values in soils are defined by 
the concentration of each of the three soil phases in a given volume as follows: 
 
• An increment of water content increases Ka in partially saturated and saturated 
soils due to the higher ability of the liquid phase to be polarized (Section 2.4 and 
Figure 4.17).  
• An increment of dry density at a given water content increases Ka in partially 
saturated soils due to the higher ability of the solid phase to be polarized with 
respect to the gas phase (Section 2.4 and Figure 4.18). 
• A decrease of the dry density increases Ka in saturated soils due to the higher 





Figure 4-17 Effect of the increase of water content on observed TDR waveforms of 
partially saturated Ottawa sand specimens with the same dry density. The TDR signals 
are from a Campbell Scientific TDR100 (Yu and Drnevich, 2004). 
 
Figure 4-18 Effect of a dry density increase on the observed TDR waveform of partially 
saturated clay specimens with the same water content. The TDR signals are from a 
Tektronix 1502B cable tester (Yu and Drnevich, 2004). 
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As was observed in the numerically modeled waveforms of Figure 4.12, Figures 4.17, 
and 4.18 also show that reductions of Ka induce a reduction of the negative reflection in 
the probe due to the increase of the characteristic impedance of the probe section (Section 
3.2 and Eq. 3.3). This observation can be extended to localize wet fronts in partial 
saturated soils as depicted in Figure 4.19, where a voltage reflection occurs due to the 
difference in permittivity between the dry and wet materials. When the wave is 
transmitted from the dry side to the wet side, a negative reflection occurs at the wet front 
due to the lower characteristic impedance of the receiver probe segment (Eq. 3.3). The 







Figure 4-19 Observed TDR waveform of a wet/dry layered sand specimen (Feng et al., 
1999). 
In order to account for the effect of dry density on Ka, Siddiqui and Drnevich (1995) 
defined a normalized Ka by taking the square root of Ka and multiplying this by the ratio 
of the water density to the soil dry density (Eq. 4.2). Figures 4.20 and 4.21 show the 
variation of Ka with water content and dry density for Ottawa sand and Jasper soils. 
These figures indicate that Ka is not sensitive to the structure of partially saturated soils. 
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Figure 4.20 shows that Ka of partially saturated sand increases at a nearly constant rate 
independent of the compaction method. Figure 4.21 shows a linear relationship between 
the water content and Ka of Jasper soil on the dry and wet sides of the optimum water 
content compaction curve, which are associated with a flocculated and dispersed soil 
structure (Lambe, 1958a; Lambe, 1958b). Observed TDR tests of Lin (1999) also show 
that Ka is not affected by the structure considering that normalized Ka values from 
specimens compacted with different methods fall in a narrow linear band (Figure 4.22). 
This represents an advantage in the comparison of TDR results between field and 
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Figure 4-20 Observed TDR test on dry and partial saturated Ottawa sand. a) Variation of 
Ka and dry density with water content; and b) Variation of normalized Ka and dry density 
with water content. The arrows indicated specimens with low dry density that were 






























































Figure 4-21 Observed TDR test on partially saturated Jasper soil (CL). a) Variation of Ka 
and dry density with water content, and b) Variation of normalized Ka and dry density 
























Figure 4-22 Relationship between the normalized Ka and water content for M1 soil 
(Table 4.1). 
Given that Ka is controlled by the proportion of the components in an heterogeneous 
medium, Ka should have a strong relationship with the void ratio of saturated soils where 
void ratio is defined as the ratio of the voids filled with water to the volume of the solid 
phase. Preliminary work with saturated gravels shows a linear relationship between the 
void ratio and the permittivity factor defined by the ratio of the Ka of solid phase to the Ka 
of the liquid phase (Figures 4.18 and 4.19). In engineering construction the liquid phase 
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is represented mainly by water that has a Ka equal to 80 and is independent of electrical 
conductivity (Figure 4.25). This simplifies the problem of variability of electrical 
properties of pore fluids commonly expected in the field. A stronger linear relationship 
between Ka and void ratio is anticipated for saturated sandy and clayey soils because their 
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Figure 4-23 Observed TDR waveforms of saturated gravel materials with different void 
ratios. As the TDR waveform gets closer to the waveform of tap water the void ratio 
increases.  
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4.5.4. Interpretation and Evaluation Electrical Conductivity 
The bulk electric conductivity (ECb) of the pore fluid does not affect the apparent 
dielectric constant (Ka) of the mixture. Figure 4.25 shows the modeled TDR waveforms 
of a sandy material with a relaxation frequency of 17 GHz, εo = 30, ε∞ = 4.22, and 
different bulk electric conductivities. The water content and dry density of the modeled 
materials are the same because the travel time (t) of the EM wave does not change with 
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Figure 4-25 Numerically modeled waveforms of sandy materials with a relaxation 
frequency of 17 GHz, εo = 30, ε∞ = 4.22, and with different bulk electrical conductivities 
(ECb).  
The flow of electricity through soils is a composite of three paths as shown in Figure 
4.26; a) flow through the pore fluid and conducting particles in series, b) flow through 
particles in contact with each other, and c) flow through the pore fluid (Arulanandan et al, 
1973; Mitchell, 1993). Thus, the total electrical flow is defined by soil type, soil structure 
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(i.e. related to the tortuosity of the flow paths), degree of saturation and pore fluid 
characteristics (Mitchell, 1993; Lesmes et al., 2005). 
 
The flow of electricity through soils is a composite of three paths as shown in Figure 
4.26; a) flow through the pore fluid and conducting particles in series, b) flow through 
particles in contact with each other, and c) flow through the pore fluid (Arulanandan et al, 
1973; Mitchell, 1993). Thus, the total electrical flow is defined by soil type, soil structure 
(i.e. related to the tortuosity of the flow paths), degree of saturation and pore fluid 
characteristics (Mitchell, 1993; Lesmes et al., 2005).  
 a b c 
 
Figure 4-26 Bulk electric conductivity in heterogeneous medium (After Arulanandan, 
1973). 
Yu and Drnevich (2004) developed a practical calibration equation relating water content 
with a normalized ECb that is given by the square root of ECb multiplied by the ratio of 







where c and d are soil-type dependent constants (Section 4.4). Following is a presentation 
of the theoretical basis for this equation.  
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ECb in clayey soils 
Clay minerals have net negative electrical charges due to isomorphous substitution and 
local charges, resulting from the heteropolar bonds holding the mineral atoms together 
and from local discontinuities (Lambe, 1958a). Thus, paths a and b (Figure 4.26) become 
important in clayey soils given the conductivity of the ions at the surface of the clay 
particles.  
 
Clay soil structure is uniquely defined by compaction energy, the compaction method 
(i.e. kneading, static, etc) and water content (Lambe, 1958a; Lambe, 1958b; Seed et al., 
1959; Bell, J.R., 1977). At a given compaction energy and compaction method, a 
flocculated structure is observed at low water content where an edge-to-face contact 
among particles is predominant (Point A, Figure 4.27). As the water content increases the 
double layer expands reducing the degree of flocculation and allowing a more orderly 
arrangement of particles and higher density (Point B, Figure 4.27). This structure has a 
pore network with a higher turtuosity which leads to reducing the rate of increase of ECb 
with water content. A further increase of water content results in a further expansion of 
the double layer and a continuous reduction in the net attractive forces between particles 
that leads to a well developed dispersive structure that has a pore network with the 
highest turtuosity (Figure 4.27). In this stage, the flow of electricity is mainly controlled 





Figure 4-27 Effect of water content and compaction effort on structure of clay soils 
(Lambe, 1958a). The low compactive effort curve is defined by points A, B and C. Point 
A is in the dry side and is associated with a flocculated soil structure. Point B is at the 
optimum water content. Point D is in the wet side and is associated with a dispersive soil 
structure. The high compactive effort curve is defined by E and D. Point E is analogous 
to A and point D is analogous to C.  
Figure 4.27 suggests that at a given water content, increasing the compactive effort tends 
to provide a soil with a more dispersed structure, especially on the wet side of the 
optimum. On the other hand, research on compacted clay (Seed and Chan, 1959) has 
shown that compaction methods have little effect when clays are compacted dry of 
optimum. Figure 4.28 shows the variation of ECb with water content of Jasper soil, where 
it is evident that the effect of structure at water contents greater than the optimum are as 
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Figure 4-28 Compaction curve and variation of Normalized ECb with water content for 
Jasper soil. 
ECb in sandy soils 
ECb of sands is controlled by water content, soil structure, and degree of saturation, 
considering that clean sand grains are non-conductive (Figure 4.14).  
 
Sands compacted by impact tend to display straight line compaction curves throughout 
the range from the dry to the saturated condition. Additionally, vibratory compaction 
curves have been shown to be similar to impact compaction curves up to certain water 
contents that can be around 10%, after which vibratory methods lead to higher dry 
densities. During vibration, for water content around 12%, water is usually observed 
squeezing out of the mold during compaction. This is called the “flushed” or “wet as 
possible” compaction condition (Figure 4.29). Therefore, under partially saturated 
conditions sands compacted by impact and by vibration for water content less than 12% 
show small changes of ECb with water content relative to the variation observed in clay 
soils (Figures 4.30 and 4.28). Sandy soils compacted by vibration at water content higher 
than 12% may show an even lower increment of ECb with water content due to the 
interrupted connectivity and tortuosity of the pore network. This is an important factor to 
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Figure 4-30 Normalized ECb variation with dry density of Ottawa Sand 
ECb in silty soils 
Compaction methods and gradation are the most important factors controlling the 
behavior of compacted granular materials. However, the presence of silts is important and 




Davoudi, et al. (2005) studied the effect of compaction water content on the structure of a 
well-graded silty sand, containing 57% sand, 41% silt, and 2% colloidal particles by 
means of scanning electron microscopy, water retention curve, permeability, and mercury 
intrusion porosimetry tests. Figure 4.31 shows microphotographs of specimens 
compacted at the dry and wet side of the optimum water content with almost identical 
porosity (26.7% and 26.2% respectively). 
a b 
 
Figure 4-31 Microphotographs of specimens compacted at different water content at 
about the same porosity. a) w = 4.76%, n = 26.7%; b) w = 8.71%, n = 26.2% (Davoudi, et 
al., 2005). 
 In the specimen compacted dry of optimum (Figure 4.3a) the silt particles are well 
distributed between the sand grains, providing a more or less uniform skeleton with 
relatively uniform macropores and micropores, and with a continuous pore network. On 
the other hand, the specimen compacted wet of optimum (Figure 4.31b) is associated 
with an arrangement with a few large macropores and many smaller micropores 
(Davoudi, et al., 2005). A large proportion of the porous volume is composed of 
micropores surrounding the fewer large macropores resulting in a considerable degree of 
tortuosity within the micropore system which prevents macropores from fully 
contributing to the electric flow. Thus, ECb of silty specimens compacted on the dry side 
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of optimum presents a higher rate of increase with water content than specimens 
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Figure 4-32 Normalized ECb variation with dry density of ASTM ML soil 
With low conductive particles such as silt, a linearization of the normalized ECb – water 
content relationship can be obtained by dividing the normalized ECb with the formation 
factor (FF), which is defined by the ratio of ECb of water to the ECb of the wet soil 
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Figure 4-33 Linearization of normalized the ECb – water content relationship using the 
formation factor (FF). 
4.6. Final Comments 
A detailed numerical evaluation of the effects of the coaxial cable and the coaxial head 
(CH) was conducted using the mathematical model of the TDR TL presented in Chapter 
3. It was shown that the part that most affects the sampled signal is the Delrin® section of 
the CH, considerably attenuating the wavefront and adding reverberations to the 
remaning part of the EM wave. Systematic analysis of the CH parts show that a CH 
composed of a Multiple Rod Probe (MRP) with air as an insulating material provide a 
high quality signal if the length of the CH is less than 3 cm. Based on these 
recommendations, a new coaxial head, denominated ultra-thin head (UTH), was 
designed. UTH is a 1.5 cm long multi-rod-probe (MRP) section with air as a dielectric 
material. Experimental data show that UTH minimizes reverberations and allows 
sampling a cleaner and steeper reflections. The major advantages of using the UTH, 
besides its lower cost, are the possibility of capture a higher EM response in high 
conductive materials (i.e. such as clays at high water content) given the reduced 
attenuation of the input signal by the system, and to facilitate the analysis of waveforms 
in the frequency and time domain.  
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Complementing the previous numerical analysis, an evaluation of the effects of the 
electrical properties of soils on the overall configuration of TDR waveforms was 
conducted by modeling waveforms and analyzing TDR tests on clayey, silty and sandy 
soils. The effects of the high frequency and the low frequency components of the TDR 
signals and the relaxation frequency were defined by modeling and analysis of TDR test 
results. Finally, a detailed evaluation and interpretation of Ka and ECb was presented, 
where it was shown that Ka is not sensitive to the soil structure while ECb is a flow path 
dependent parameter that better describes the 3D arrangement and the pore network 
structure. This difference between Ka and ECb explains the higher scatter of the 
normalized ECb -water content relationship compared to the observed normalized Ka-
water content relationship.  
 
The detailed description of the effects of soil properties and the TL system characteristics 
on the TDR TL response presented in this chapter provides the basis for the procedure of 
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CHAPTER 5. SOIL TYPE IDENTIFICATION  
5.1. Introduction 
The Purdue TDR equipment estimates water content and dry density based on the 
determination of the apparent dielectric constant (Ka) and the bulk electrical conductivity 
(ECb) of soils in the time domain. Ka is defined from the travel-time of the 
electromagnetic (EM) wave and is associated with a dielectric permittivity at a frequency 
of about of 1 GHz (Lin, 2003a). ECb is defined from the voltage of the transmission line 
(TL) response, after all of the reflections have occurred, and is associated with the lowest 
frequency in the TDR spectrum. Siddiqui and Drnevich (1995), Yu and Drnevich (2004), 
and Drnevich et al. (2006) developed calibration equations relating Ka, ECb, water 
content and dry density. Evaluation of TDR tests has shown that the constants of these 
equations are soil-type dependent, pointing out their sensitivity to the electrical 
interaction between the soil particles and the pore fluid. Thus, the identification of soil 
type from the TDR signal will simplify the use of TDR in practice and will make the 
TDR technique a tool not only for water content and dry density estimation, but also a 
device for soil characterization as well.  
 
Dielectric spectroscopy by inverse theory analysis of TDR waveforms is the most 
comprehensive approach for soil characterization since it models the dispersive 
propagation phenomenon in the TDR system (Chapters 2 and 3). The inversion process 
requires an adequate dielectric spectral model of the material being tested. However, a 
complete description of the soil dielectric behavior is not feasible due to the complexity 
of the electrical interaction between the phase components of soil and the heterogeneity 
and non-uniform characteristics of soils (Sections 2.4 and 2.5). Detailed evaluation of the 
existing dielectric models by Lin (2003a, 2003b) and Yu et al. (2005) pointed out the 
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problem of non-uniqueness with the inversion results for soil parameters after having a 
match between the measured and calculated waveforms. Yu et al. (2005) suggested that 
experimental data measured in the frequency domain extending from the the kHz to GHz 
range could provide a reliable basis to evaluate the quality of the existing models.  
 
Considering the limitation of the dielectric models, the limitations of the EM propagation 
model due to the wave propagation mode not being perfectly transverse in the TDR TL 
(Section 3.2.2.4), and the extensive computational effort required by inverse analyses of 
TDR waveforms, two model-free methods for the identification of soil type based on the 
analysis of TDR waveforms in the frequency and time domains are introduced in this 
chapter. The formulation of these semi-empirical methods relies on the evaluation of the 
waveforms of sandy, silty and clayey soils at different water contents considering the 
effects of the transmission line (TL) and the electric properties of the soil on the TDR 
waveform described in Chapter 4. The geotechnical characteristics of the soils used in 
this Chapter were presented in Section 4.2. 
5.2. Identification of Soil Type by Spectral Analysis of Waveforms 
A comprehensive characterization of soils by dielectric spectroscopy requires a dielectric 
model capable of describing the dynamic EM behavior of the interaction between fine 
soil particles and water observed at frequencies below 0.1 GHz. Several dielectric models 
are available with variable numbers of parameters. However, unsatisfactory results from 
inverse analysis have been found especially with the models with a large number of 
parameters, where the non-uniqueness of the solution is most severe (Lin, 2003b; Yu et 
al., 2005). These limitations are not only limited to the performance of the dielectric 
models but also by the wave propagation mode not being perfectly transverse through the 
TL due to the high contrast of dielectric properties at the soil surface between the air and 
the soil being tested. One approach to interpret waveforms is to evaluate TDR waveforms 
of different types of soils at different water contents and identify variations in patterns 
associated with the characteristics of the material being tested, considering that the 
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overall waveform reflects the interplay between porosity, water content, specific surface 
area, mineralogy, fabric, and pore fluid characteristics (Sections 4.4 and 4.5).  
 
In this section, an evaluation of the waveforms of different soils at different water 
contents was conducted in the frequency domain, breaking down the sampled signal into 
constituent sinusoids of different frequencies by applying a fast Fourier transform (FFT) 
to the time domain signal (Proakis et al., 1996). Our attention is focused on the first 
reflection of the wave from the probe section considering that this signal has already been 
filtered by the soil being tested and is the wave package less attenuated by the electric 
conductivity and the scattering of energy (i.e. relaxation frequency, Section 4.5.2) 
(Figures 3.4 and 5.1).  However, the FFT does not explicitly indicate how the frequency 
content of a signal evolves in time. Considering that the TDR waveform is a non-
stationary signal, the loss of time information becomes a problem when only a segment 
of the wave is of interest because all of the time features of the wave are mixed in the 
frequency domain. An adaptation of the FFT to analyze only a small section of the signal 
at a time was conducted by windowing the signal.  
 
 
Figure 5-1 TDR signal of deionized water. The first reflection from the end of the probe 
is the segment of the wave to be analyzed. The subsequent flat portion of signal is 
associated with the second one-way travel time of the EM wave. 
Figure 5.1 shows the segment of the signal to be analyzed by a windowed FFT. Signals 
that end in a non-zero point require processing to avoid inducing high frequency 
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components to the spectrum. Nicholson (1973), Gans et al. (1982), and Shaarawi et al. 
(1986) developed procedures to FFT step-like signals. However, considering the limited 
number of data points in the selected segment and the required computation effort by 
these methods, the windowed FFT of the derivative of the signal is a more appropriate 
approach (Figure 5.2). 
 
 
Figure 5-2 Derivative of the deionized water signal. The first reflection from the end of 
the probe is the segment of the wave to be analyzed. The subsequent flat portion of signal 
is associated to the second one way travel of the EM wave.  
In Figure 4.3, it was shown that an inflection point (point S) in the first reflection from 
the end of the probe section was induced by the reverberations associated with the 
complex configuration of the coaxial head (CH) (Figures 3.4 and 3.5). Soils with low 
electrical conductivity and high relaxation frequency, such as sandy and silty soils, show 
a well defined inflection point that is delayed as the water content increases (Figures 5.3 
and 5.4). However, the particle size difference between these soil types defines different 
EM behaviors. On the other hand, clayey soils do not present a well defined inflection 
point due to the attenuation by the bulk electrical conductivity and the low relaxation 
frequency (Sections 4.4 and 4.5) (Figure 5.4). Thus, the limit of the window was defined 









Figure 5-3 TDR waveforms and derivative of signals of Ottawa sand; a) Dry sand, b) 
Sand specimen with 6% water content, c) Sand specimen with 17% water content. In the 
dry specimen the multiple-reflections interfere with each other due to the high EM wave 







Figure 5-4 TDR waveforms and derivative of signals of ASTM ML soil; a) Dry ML; b) 
specimen with 13.2% water content; c) Specimen with 20% water content. In the dry 
specimen the multiple-reflections interfere with each other due to the high EM wave 




Figure 5-5 TDR waveforms and derivative of the signal for ASTM CL soil. The effect of 
the scattering of energy (associated with the relaxation frequency) end electrical 
conductivity is observed by the gentle slope of the first reflection from the end of the 
probe section. The arrow indicates the beginning of the first reflection at the end of the 
one-way trip of the wave thorough the specimen 
Figure 5.6 shows a simplified flow chart of the windowed FFT analysis of the TDR 
waveforms. A brief discussion of its main steps is presented.  
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Figure 5-6 Simplified flow chart of the STFT analysis of waveforms. 
Sampling in the time domain 
 
In the TDR system the sampling time is determined by the number of data points (i.e. 
512, 1024, or 2048). This sampling time needs to be greater than the timing resolution of 
the TDR system (Section 2.2). The calculation of the sampling time (Δt) for 2048 data 
points is 






−Δ = = = ×  
Eq.5.1a 
112 2.7 10 s = 0.027 nsaLt
c
−ΔΔ = = ×  
Eq.5.1b 
where La is the apparent length of the TDR record in meters (Section 2.1), c is the speed 
of the electromagnetic wave in free space (2.998 108 m/s), and N represents the number 
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of data points. Thus, assuming N=2048, ΔLa and Δt are the apparent distance interval in 
the record and the sampling time, respectively.  
 
Derivative of the signal and windowing in time 
 
Figure 5.7 shows the derivative of the TDR signal of Ottawa sand for different water 
contents. The segment of the derivative signal to be windowed starts at the zero crossing 
point, related to the first reflection from the end of the probe section, and the inflection 
point associated with the reverberations in the CH. Due to the low SNR (Signal-to-Noise 
Ratio) and reverberations in the head, a non-zero end is still present after the 
differentiating the signal (Figures 5.3 and 5.4). Additionally, signals associated with 
clayey soils at low water content may also present a start point slightly off from the zero 
base line. Considering the reduced number of data points of the windowed signal and the 
closeness of the start point and end point to the zero base line, a box window with 
smoothed ends is used. The degree of this smoothing may change depending on the 
location of the reflection pulse respect to the zero-base line. The major effect of 
windowing is to induce leakage in the frequency spectrum (Proakis et al. 1996, i.e. spread 
out of energy with frequency) that increases the spectral bias (i.e. difference between the 
true and estimated frequency spectrum). Then, having a variable window induces 
different amount of errors, which makes this method of limited applicability at this stage. 




Figure 5-7 Differentiated Ottawa sand TDR signals. For reference, the derivative of the 
tap water signal is included. The curves in the figure show the delay of the EM wave with 
decrease in water content from top to bottom. The bottom two curves are for dry Ottawa 
sand and show the effect of dry density on the EM wave velocity described in Section 
(4.5.3); the faster wave in dry soils is associated with a higher concentration of air in the 
tested soil volume. The arrows indicate the reflections at the end of the one-way trips of 




Figure 5-8 Windowing of the first reflection from the end of the probe section. a) TDR 
signal of ASTM ML soil; b) Derivative of the signal of ASTM ML soil; c) windowing of 
the first reflection from the probe section. 
Zero padding and sampling in frequency 
 
The periodic sampling of a continuous-time signal implies a mapping of the infinite 
frequency range into a finite frequency range defined by  
NYQff <<0  Eq.5.2b 








where fNYQ is the Nyquist frequency (Proakis et al. 1996). In digital signal processing, 
discretization of the signal in the time domain defines the discretization of the signal in 
frequency domain. Thus, assuming N=2048, sampling time (Δt) and sampling frequency 
(Δf) are related as follows 




Δ = = ×
Δ
 Eq.5.3 
A smaller sampling frequency (Δf) allows us to have a better picture of the Fourier 
transform of a signal. Equation 5.3 shows that Δf can be minimized by adding zeros to the 
windowed segment.  This technique is known as zero padding. Figure 5.9 shows the 
effect of zero padding in the frequency domain by presenting the spectrum of a non-zero-
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padded step signal of 8 data points, the spectrum of a 24 point-zero-padded step signal 
(i.e. 32-8) and the spectrum of a 120 point-zero padded step signal (i.e. 128-8). 
 
Figure 5-9 Effect of zero padding on an unit step signal. As the zero padding increases a 
better definition of the spectrum is obtained. The Nyquist frequency of the sampled 
signals is 0.5 Hz. Thus, the spectrum above 0.5 Hz is associated with aliasing where the 
spectrum becomes periodic.  
Evaluation of the Spectra 
 
Figure 5.10 shows the amplitude spectrum of the first reflection from the end of the probe 
section of sandy, silty and clayey soils with different water contents. In the spectra, the 
corner frequencies are located and identified as the frequency at which the amplitude is 




Figure 5-10 Spectra of the first reflection from the end of the probe section of sandy, silty 
and clayey soils with different water contents. Due to the bias induced by windowing 
these spectra only represent general trends of EM response of coarse and fine soils. 
The effects of the front panel, coaxial cable and Multiple Probe Head (MPH) on the input 
signal are presented in Figure 5.10 (curves 1, 2, 3, and 4, respectively) by conducting a 
windowed FFT of the reflections obtained by opening the circuit at the output of the 
pulse generator, the end of the coaxial cable, and at the end of the Multiple Probe Head, 
respectively. The windowed FFT of a theoretical step pulse with a rise-time of 200 
picoseconds is included as well.  The attenuation of the spectral amplitude as the wave 
passes through the front panel, coaxial cable and coaxial head is associated with the 
reflections at the interfaces of these segments that reduce the energy of the frontwave 
(Figure 5.10). This is consistent with what the modeled waveforms presented in Section 
4.4 (Figure 4.3). 
 
In Section 4.5, it was observed that dry silty and sandy soils have the same EM response 
due to the absence of the interfacial effects (Figure 4.12). This is also observed in the 
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spectrums of the dry silty and sandy specimens in Figure 5.10. Only a small about of 
water is required to attenuate the reflection from the end of the probe section due to both 
the bulk electrical conductivity and relaxation frequency (Figure 4.13).  Figure 5.10 
shows the difference of the EM responses of wet sandy, silty and clayey soils; the highest 
amplitude and corner frequency of the wet sand specimens is associated with the high 
relaxation frequency and the low bulk electrical conductivity of sands (Section 4.5 and 
Section 2.4). The corner frequency of the sand specimens does not change considerably 
as the ones for silts and clays due to the poor interaction between soil particles and water. 
The corner frequency starts to change as the fine particle content increases showing that 
this parameter is sensitive to the interaction between particles and water. Clayey soils 
present the lower amplitude and lower corner frequency due to the considerable 
scattering of energy and high bulk electrical conductivity associated with the interfacial 
effects and the net electric charge of the particles, respectively (Sections 2.4, 4.4 and 4.5). 
These observations are consistent with the numerical modeling of the effect of relaxation 
frequency on the TDR waveform summarized in Figure 4.9, where it is shown that 
reduction of the relaxation frequency (i.e. analogous to increase the fine soil particle 
content) leads to increase the rise time that is inversely proportional to the corner 
frequency. 
 
The area of the windowed pulse in the time domain defines the low frequency amplitude 
of the spectrum. Thus, the amplitude of the spectra at low frequency in Figure 5.10 is 
associated with the bulk electrical conductivity (ECb) and the dielectric constant (Ka). 
The distribution of power of the spectrum with frequency is associated with the dielectric 
spectrum of the soil that defined the magnitude of the reflections with frequency (Eqs. 
3.3, 3.4 and 2.57). 
 
The evaluation of the previous results shows that windowed FFT of the first reflection is 
sensitive to the soil type, water content and bulk electric conductivity. However, its major 
drawback is related to the definition of the width of the window because a non-zero end 
point is still observed due to the interference of multiple reflections and high SNR 
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especially in silts and clayey soils (Figures 5.5 and 5.8 ). As it was mentioned above, due 
to the error induced by windowing, the spectra of Figure 5.10 are only valuable for 




























5.3. Time Domain Analysis of Waveforms 
 
A simpler and more efficient empirical approach to identify soil type is by interpreting 
the signal directly in the time domain. Figure 5.11a shows the TDR signal of Ottawa sand 
with a water content of 6%. Figure 5.11b is a close up of the first reflection from the end 










Figure 5-11 Determination of the pulse area and rise time of Ottawa sand with a water 
content w = 6% and dry density ρd=1686.6 kg/m3; a) TDR signal. (The arrows mark the 
reflection to be analyzed.); b) Close up of the segment of the wave to be analyzed; and c) 
Time derivative of the segment of the signal to be analyzed. The shadowed area 
represents the considered zone of the pulse. The rise time is defined by the starting time 
of the first reflection and the maximum peak of the pulse. 
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As mentioned in Section 5.2, the rise time is related to the relaxation frequency (Figure 
4.11), which is a sensitive parameter for soil-type identification. Additionally, this 
parameter is inversely related to the corner frequency introduced in Section 5.2 (Figure 
5.10). The increase of the rise time is due to the filtration of higher frequency 
components reflected by the decrease of the corner frequency (Figure 5.10). However, 
due to the measurement errors and noise induced by taking the derivative of the TDR 
signal, this parameter is highly affected. Figure 5.12 shows the relationship between the 
rise time and the water content for different soil-types. In general the rise time tends to 
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Figure 5-12 Variation of rise time with water content for different soil-types. 
On the other hand, the area of the pulse delimited by the arrows in Figure 5.11 is defined 
by both the Ka and ECb (Figure 3.3, and Section 4.5). These two electrical parameters are 
related to the soil-type, water content and pore fluid characteristics. Thus, a simple 
approach to evaluate the EM behavior of different soils is to study the relationship 
between the area of the pulse and the water content. Because the end of the pulse is 
highly affected by a high SRN (Section 5.2), the pulse area is redefined as the zone 
delimited by the zero crossing point, associated with the first reflection from the probe 
section and the maximum amplitude of the pulse (Figure 5.11c).  
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Figure 5.13 shows the variation of the pulse area (PA) with water content for different 
materials. Sandy, silty and clayey soils define three boundaries. The upper boundary is 
given by the sands that have a higher pulse area due to a low ECb and high relaxation 
frequency that allows the Ka to detect more free water (Section 4.5). The lower boundary 
is defined by clays that have the lowest PA due to the low relaxation frequency and high 
conductivity. Clayey soils with Liquid Limits less than 50% tend to slightly diverge from 
the lower limit when the water content exceeds 15%, which shows the effect of the 
specific surface area (SSA) on the EM response. A transition band between the upper and 
lower boundaries is given by silts for water contents greater than 2%. This value is 
consistent with the minimum amount of water that was found to be required to make 
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Figure 5-13 Variation of the Pulse Area (PA) with water content for different soil types. 
The arrow indicates the divergence of low and high plastic clays.  
In order to evaluate the trends between silts and clays, three mixtures were fabricated 
with dry Ottawa sand and ASTM CH soil. The 80% Ottawa sand / 20% ASTM CH 
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mixture is closer to the silt band, while the 50% Ottawa sand/ 50% ASTM CH and the 
20% Ottawa sand/80% ASTM CH mixtures are in the clay band.  
Figure 5.14 shows the relationship between Ka and the pulse area for different soil types, 
where the trends described above also are observed for the sands, silts and clays. 
However, the divergence of clays with a Liquid Limit higher and lower than 50% is more 
evident. Figure 5.15 presents the relationship between Ka and the dimensionless 
normalized PA given by the ratio of the PA of the soils to the PA of the input step signal 
(which is defined as described in Figure 5.11, from the zero-cross point to the peak of the 
pulse). Thus, the presented relationship is independent of the voltage magnitude 
generated by the cable tester.  This chart will allow conducting preliminary soil 
classification with one TDR test without requiring calibration equations. Increase of the 
pore fluid conductivity respect to the tap water will shift the curves of the clay, silt and 
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Figure 5-14 Variation of the Pulse Area (PA) with Ka for different soil types. The arrow 
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Figure 5-15 Variation of Ka with the dimensionless ratio of pulse area (PA) of the soil to 
the PA of the input step signal. The arrow indicates low plastic clays.  This chart will 
allow conducting preliminary soil classification with one TDR test without requiring 
calibration equations.   
Section 4.5 showed that due to the reduced difference between Ka of air and soil particles, 
the waveforms of dry clays, dry silts and dry sands do not differ considerably, even if 
their dry densities are different (Figure 4.12). A normalization of the pulse area with dry 
density accounts for the effect of soil particle concentration in a given volume of soil. 
Figure 5.16 shows the variation of the density adjusted normalized PA with water 
content. Following the recommendations of Siddiqui and Drnevich (1995) and Yu and 
Drnevich (2004) for the dry density compensation of Ka and ECb, the density adjusted 
normalized PA is defined by the square-root of normalized PA times the ratio of water 
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Figure 5-16 Variation of the normalized pulse area (PA) adjusted for dry density with 
water content for different soil types. 
5.4. Use of Ka and Water Content to Identify Soil Type 
Another tool to identify soil type is by the direct evaluation of Ka and water content 
(Section 4.5.3). In the extension of TDR for geotechnical engineering, Siddiqui and 







where a and b are calibration parameters that are soil-type dependent considering the 
sensitivity of Ka to soil type above described. The constant a represents the normalized 
Ka value of dry soils. The constant b represents the change rate of normalized Ka given an 
increment of water content. Thus, soils with a higher specific surface area (SSA), that are 
capable of holding more bound water, will show lower b values compared to soils with 
particles with a lower SSA. Figures 5.17 and 5.18 shows the variation of a and b values 
with Liquid Limit for M soils, Indiana natural soils (Jasper, Jascrete, Orchard, Salisbury 
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and Grundite soils) and ASTM soils (Table 4.1). A relatively strong linear relationship 
between the calibration constants and the Liquid Limit is observed. These plots allow 
estimating either the calibration constants from the Liquid Limit or the Liquid Limit from 
the TDR calibration constants.   














Sands & low 
plastic soils
 
Figure 5-17 Variation of the value of a with Liquid Limit (LL). The shadowed area 
indicates the expected range of a for sands and low plastic soils.  
 


















Figure 5-18 Variation of the value of b with Liquid Limit (LL). 
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5.5. Final Comments 
TDR estimates water content and dry density based on calibration equations that relate 
Ka, ECb, dry density, and water content. Evaluation of TDR tests have revealed that the 
constants of these equations are soil-type dependent. In this Chapter, an extension of the 
capabilities of the TDR technology in geotechnical engineering was developed by 
introducing two empirical methods of TDR waveform analysis for soil-type 
characterization, overcoming the limitation of rigorous numerical EM methods associated 
with inaccuracy of the available dielectric models and the existence of EM waves that 
may have non-transverse propagation mode (non TEM) through the TL.   
 
The two model-free methods for soil type characterization analyze the first reflection 
from the end of the probe section in the frequency and time domains based on the 
detailed description of the EM wave propagation in a TDR TL presented in Chapter 3, 
and the detailed description of the effects of the TL systems and soil electric properties 
on the overall configuration of the waveform presented in Chapter 4. The frequency 
domain procedure conducts a windowed Fourier Transform of the derivative of the 
reflection and its spectrum is shown to be sensitive to soil type, water content, and bulk 
electrical conductivity. However, the major drawback of this method is related to the 
definition of the width of the window due to reverberations and the high SNR of the 
signals as they approach zero after the peak.  
 
On the other hand, the time domain procedure relates the pulse area under the derivative 
of the reflection from the start of the first reflection to the peak, with the Ka value and 
water content. Well defined trends of these relationships were observed for sandy, silty 
and clayey soils. Furthermore, at water contents higher than 15% lean clays start to 
diverge from the fat clay trend.  Additionally, considering that Ka is a soil-phase-
proportional dependent parameter that reflects the EM interaction between soil particles 
and the pore fluid, correlations between the Ka-equation coefficients and Liquid Limit 
were developed, making it possible to either estimate Liquid Limit based on the 
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calibration coefficients or the calibration coefficients from the Liquid Limit of the soil 
being tested.  
 
The developed methods for soil-type identification from the TDR signal allow self-
calibrating the TDR system and at the same time provide material characterization of the 
tested soil integrated to the water content and density estimation, without requiring 
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CHAPTER 6. SUMMARY CONCLUSIONS AND RECOMENDATIONS 
6.1. Summary 
The main focus of this research was the investigation of the electromagnetic (EM) wave 
propagation through the TDR transmission line (TL), describing the effects of the TL 
components and the electrical properties of the soil being tested on the TDR waveform, 
and accordingly, to provide a semi-empirical method for soil type identification using 
TDR.  
 
The EM propagation through infinite and uniform TL was studied, and it was shown that 
the mathematical model of EM wave propagation is based on the assumption of a 
transverse electromagnetic (TEM) propagation mode, and that the TL geometrical 
characteristics and the dispersive electrical properties of the material (soil) under testing 
control the TL EM response. The TL geometrical characteristics are introduced in the 
model by the reference impedance (Zp). The electrical properties of the material are 
described by the equivalent complex permittivity (ε*). The real part of ε* quantifies the 
capability of the dielectric to be polarized by an external time-varying EM field, and the 
imaginary part of ε* represents the dielectric loss (i.e. radiation and interaction among 
charges and thermal effects) and conductivity loss. A literature review of polarization of 
heterogeneous materials such as soils showed that the complex EM behavior of soils is 
mainly imposed by the interaction of the soil particles and the pore fluids below the 
microwave range (Santamarina, 2000; Hilhorst et al., 2000; Dudley et al. 2003; Hilhorst 
et al., 2001, Shang et al., 1995).  
 
The TDR TL is a multi-section line with different insulating materials and cross sections. 
Feng et al. (1998) and Lin (1999) extended the propagation model of infinite uniform TL 
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by discretizing the TL in a cascade of uniform sections. This numerical model results in a 
powerful tool for the TL design, parametric study and inversion analysis. A description of 
the inverse analysis for the system parameters and layer-peeling algorithm developed by 
Lin (1999) was also presented. A detailed analysis of the signal processing leads to 
improving the layer peeling process.  Complementing the discussion of propagation 
through non-uniform TL, this work examined the effects of the pulse generator, the 
coaxial cable length, and the configuration of the probe section on the TL EM response. 
Special attention was also given to the propagation mechanisms of the probe head, where 
the TL changes in both geometric cross section, from a coaxial configuration to a Multi 
Rod Probe (MRP), and in the dielectric material type, from Delrin® to air. Based on 
experimental work, it was concluded that a non-transverse propagation mode is present in 
the TDR TL. From TL theory (Paul, 1994) it was determined that the non-transverse 
mode is induced by the high contrast of dielectric properties at which the EM wave is 
exposed at the probe head, where the dielectric materials changes from Delrin® to air and 
then to the soil being tested.  
 
Considering the limitations of the dielectric models of soils and the mathematical 
propagation model in the TDR TL, an integrated numerical and experimental analysis of 
the effects of the TL components and EM properties of soil on the TDR waveforms was 
conducted. A systematic analysis of the TDR TL segments lead to improving the TDR 
system by the design of a new probe head named an ultra-thin head (UTH). UTH reduces 
attenuation of the waveforms and reverberations allowing the sampling of a clean signal. 
The major advantages of using the UTH, besides its lower cost, are the possibility of 
capturing a higher frequency EM response in highly conductive materials (i.e. such as 
clays at high water content) and improved signal quality to facilitate the analysis of 
waveforms in the frequency and time domain.   
 
The parametric study of the electrical properties of soils showed the effects of the soil-
water interaction on the waveform. A detailed evaluation and interpretation of Ka and 
ECb was also presented, where it was shown that Ka is not sensitive to the soil structure 
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while ECb is a flow-path-dependent parameter that better describes the 3D arrangement 
and the pore network structure. This difference between Ka and ECb explains the higher 
scatter of the normalized ECb  versus water content relationship compared to the 
observed normalized Ka versus water content relationship defined by Yu and Drnevich 
(2004) and Siddiqui and Drnevich (1995), respectively.  
 
Finally, based on the detailed evaluation of the propagation mechanisms through the 
TDR TL and the effects of the electric properties of the soil being test on the overall TDR 
waveform, a semi-empirical method for the determination of soil type using TDR was 
proposed by a simple time domain processing of the signal. Additionally, the 
interpretation of Ka and ECb also was addressed in terms of soil structure, mineralogy, 
liquid limit, and fabric, which lead to a physical interpretation of the constants of the 
empirical equations for water content and dry density estimation. The result of this study 
makes the TDR technique a tool not only for water content and dry density estimation, 
but also a device useful for soil characterization as well. 
6.2. Conclusions 
Based on the findings of the present study, the following conclusions are drawn: 
 
1) From the numerical solution of the distribution of voltage in a coaxial probe 
(laboratory probe) and a three-rod probe (field probe), it was observed that the field 
probe provides a similar voltage distribution in the vicinity of the central rod, and at 
about half of the radii of the equivalent coaxial cell, the voltage starts to spread out 
due to the lack of continuous confinement by the external conductor (shield). 
Considering that the calculation of ECb using TDR is based on the assumption of a 
coaxial configuration, slight differences in measurement of conductivity between 
these two types of probes is expected.   
 
2) Evaluations of the reflections at the probe head level using materials with different Ka 
show that the propagation mode is not limited to the transverse (TEM) mode in the 
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TDR TL. Transmission line theory explains that a non-traverse propagation mode is 
induced in TL when there is a high contrast of dielectric properties among the 
insulating materials along the TL, which is exactly what happens at the level of the 
probe head, where the dielectric materials changes from Delrin® material (Ka≈3.2) to 
air (Ka =1) and then to the soil being tested (dry soil, Ka ≈ 3 – 5, and wet soil Ka ≈ 10 
- 40). Thus, the limitation of characterization of soils by dielectric spectroscopy is not 
only given by the complexity of the EM soil behavior at low frequencies but also by 
the main assumption of the mathematical model of transverse propagation (TEM) 
mode.  
 
3) Numerical and experimental analysis show that the segment of the TL that most 
affect the sampled signals is the probe head by attenuating the EM frontwave and 
adding secondary and higher order reflections to the latter part of the signal. 
Numerical analysis of a modified version of probe head leads to the conclusion that a 
single-cross section probe head with air as a dielectric material and with a length less 
than 3 cm will allow obtaining a cleaner signal. This result was experimentally 
confirmed by the design of a new probe head named an ultra-thin head (UTH). The 
advantage of using UTH, besides its lower cost, are higher EM response in high 
conductive materials (i.e. such as clays at high water content) and improved signals 
for the analysis of waveforms in the frequency and time domains. 
 
4) From experimental TDR tests and compaction tests it was observed that Ka is not 
sensitive to the soil structure because it is defined by the proportion-weighted average 
of the polarization ability of the different materials presented in a mixture. On the 
other hand, ECb is a flow path dependent parameter that describe the 3D particle 
arrangement and the continuity of the pore network. The difference in the soil 
structure sensitivity of Ka and ECb explains the higher scatter of the dry density 
adjusted ECb versus water content relationship proposed by Yu and Drnevich (2004) 
compared to the observed scatter in the dry density adjusted Ka versus water content 
relationship defined by Siddiqui and Drnevich (1995), respectively. To reduce the 
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effect of the structure on ECb use of the formation factor is recommended, where the 
formation factor is defined by the ratio of the ECb of the pore fluid of the soil to the 
ECb of the wet soil. Preliminary work applying this procedure showed the 
strengthening of a linear relationship between ECb and water content. 
 
5) Preliminary experimental work showed that Ka can be used to estimate void ratio in 
coarse saturated soils. It is anticipated that this relationship would be controlled by 
the grain shape and grain size distribution of the material being tested. 
 
6) Considering that Ka is a soil-phase-proportional dependent parameter that reflects the 
EM interaction between soil particles and the pore fluid, correlations between the 
coefficients in the calibration equation relating Ka to water content (Siddiqui and 
Drnevich, 1995) and the Liquid Limit were developed, making it possible to either 
estimate Liquid Limit based on the calibration coefficients or the calibration 
coefficients from the Liquid Limit of the soil being tested.  
 
7) A semi-empirical method that makes use of simple processing of the time domain 
signal was proposed for the identification of soil type. The method works with the 
first reflection from the probe section.  This portion of the signal has been filtered by 
the soil under test and is the wave package less attenuated by the electrical 
conductivity and the multiple reflections that break down the signal into 
subcomponents. This process provides a better view of the effects of the relaxation 
frequency on the waveform. Based on experimental and numerical analyses, it was 
shown that a decrease of the relaxation frequency tends to smooth the signal due to 
the scattering of the energy. The presented time-domain method clearly identifies 
sands, silts, and clays.  At water contents higher than 15% it also is possible to 
determine if the clay soil is a low plastic or a fat clay. The developed methods for 
soil-type identification from the TDR signal suggest that the TDR system could be 
self-calibrating.  With the use of the process developed, TDR testing could provide 
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material characterization of the tested soil along with water content and density 
estimation, without requiring sampling or additional laboratory tests.  
6.3. Recommendations for Future Research 
This thesis showed that an integrated numerical and experimental study provides an 
alternative to overcome the limitations of the dielectric spectroscopy approach for soil 
type identification. Considering that the EM response the electromagnetic (EM) behavior 
of soils is strongly related to the mineralogy, soil structure, and pore fluid characteristics, 
more information than water content and dry density can be obtained from the TDR 
waveform. Suggested future research on the topics of this thesis includes: 
 
1) Extension of the use of Ka for the determination of void ratio and definition of the 
parameters that affect this relationship in saturated fine sands (i.e particle shape, grain 
size distribution, etc). 
 
2) Quantifying the effect of the soil structure in the formulation of the ECb versus water 
content relationship by use of the formation factor. This will improve the accuracy of 
TDR in the estimation of water content and dry density. 
 
3) Evaluate the spectral analysis method outlined in section 5.2 with signals obtained 
with the UTH probe designed in this study. It is anticipated that the reduction of 
reverberations will facilitate the windowing of the signal. 
 
4) Make use of the information provided by the pulse area normalized by dry density to 
obtain increased accuracy in estimating water content and dry density from TDR test 
data. 
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SS1 0.1 1728.8 2.22 0.309 SS_1_test1 
SS2 2 1781.8 2.57 0.995 SS_1_test2 
SS3 6 1714 5.99 3.217 SS_1_test3 
SS4 7.3 1686.6 8.24 4.672 SS_1_test4 
SS5 10.8 1628.9 11.72 4.525 SS_1_test5 
SS8 18 1628.2 15.07 8.329 SS_1_test8 
SS9 20 1680.4 20.37 15.584 SS_1_test9 



































ML1 0.1 1577.6 2.5 0.508 ML_1_test1 
ML1a 1.6 1478.6 3.36 1.294 ML_1_test1a 
ML2 3 1489.7 4.17 6.316 ML_1_test2 
ML3 5.7 1577.6 6.8 16 ML_1_test3 
ML4 9.5 1657.1 10.21 26.317 ML_1_test4 
ML5 13.1 1649.9 12.84 28.853 ML_1_test5 
ML6 15 1673.8 15.34 31.703 ML_1_test6 
ML7 20 1606.6 20.76 35.23 ML_1_test7 
ML8 24.3 1551.6 24.4 37.501 ML_1_test8 
ML9 30 1451.1 28.1 40.287 ML_1_test9 





























CL1 0.14 1284.8 1.92 0.363 CL_1_test1 
CL2 3.4 1377.3 3.89 2.710 CL_1_test2 
CL3 6.1 1564.9 7.21 27.678 CL_1_test3 
CL4 10.4 1660.7 10.25 62.543 CL_1_test4 
CL5 12.8 1693.1 17.71 82.464 CL_1_test5 
CL6 17 1679.0 15.54 105.899 CL_1_test6 
CL7 22 1562.3 22.05 119.622 CL_1_test7 



















CH1 0.2 1393.7 2.65 0.365 CH_1_test1 
CH2 9.5 1485.5 8.74 35.586 CH_1_test2 
CH3 12.7 1405.4 14.72 69.206 CH_1_test3 
CH4 17 1524.2 23.06 120.016 CH_1_test4 
CH5 18.5 1533.7 29.89 130.608 CH_1_test5 
























80Sand20CH 12.7 1924.6 15.78 35.587 80Sand20CH_test 1 
50Sand50CH 18.5 1722.8 20.15 81.954 50Sand50CH_test_1








Appendix B. TDR Calibration and Layer Peeling Codes 
Calibration Inversion Code (MatlabTM V7) 
 
Following are presented: the format of the input file, calibration inversion code, and 
subroutines.  
 
1) Format of the Input file (*.txt)  
The input file contains the transmission line parameters and defines the inversion 
problem. Following an example to calibrate the probe section is presented. The comments 
that describe the lines have to be erased. 
 
TDR100_input.dat           % Input clean signal 
2.6953996267E-11          % Time interval 
TDR100_water.cmp                     % Signal to be matched 
800 1000          % Data points to be matched 
4  0  4  % Number of segments of the transmission line      
%considered as dispersive, non-dispersive and total 
%number of segments, respectively.  
1  % First segment of the transmission line (i.e. front 
%panel) 
5           % Number of sub-segments of the front panel 
0.025 0.034 0.031 0.043 0.035     % Sub-segment lengths of the front panel 
38.95 59.20 47.99 52.18 48.82     % Reference impedance of the front panel 
1 1 1e9 0 0                                    % Dielectric properties of the front panel sub-segments: 
% low frequency permittivity (εo), high frequency 
%permittivity (ε∞), relaxation frequency (frel), 
%distribution of relaxation frequency (α), and electrical 
%conductivity (σ)  




1           %Number of sub-segments of the coaxial cable  
1.84                                               %Length of the coaxial cable 
77.32          %Reference impedance of the coaxial cable 
2.41 2.3 1.42e+8 2.3e-5 2.8e-5    % Dielectric properties of the coaxial cable 
3 %Third section of the transmission line (i.e. coaxial   
%head)  
2           %Number of sub-segments 
0.025 0.038         %Length of the sub-segments 
142 143         %Reference impedance of the sub-segments 
3.8 3.7 1.0e7 0 0         % Dielectric properties of the coaxial head 
4 %Forth section of the transmission line (i.e. probe)  
1           %Number of sub-segments 
0.14          %Length of the sub-segments 
152          %Reference impedance of the sub-segments 
80 4.22 17.4e9 0 0         % Dielectric properties of the deionized water 
50 1.0e12            %Boundary condition  
4             % Number of section to be calibrated 
2             %Number of sub-segments of the selected section  
1 2 0 %Purpose of the inversion: 1 is for length, 2 is for the 
%reference impedance, 3 is for dielectric parameters, 
%and 0 indicates the known data. In this example the 
%length and the reference impendence of the probe 
%sections will be estimated. 
0.14                                                %Initial prior calibration length of the probe section 
0.05              %Standard deviation of the probe length 
152                                                 %Initial prior calibration impedance of the probe  
10                %Standard deviation of the probe impedance 
1               %Gaussian distribution. 0 is for Logarithmic Gaussian 
%distribution.  
0.0625                   %Observed data covariance. 
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2) Calibration inversion code (MatlabTM V7). 
% calibrate_general_interface_06082006.m 
%______________________________________________________________________ 
% Matlab code for the inversion calibration analysis of the  
% transmission line parameters. An input file (i.e. *.txt) is required. 
% Developed by Xiong Yu September 13, 2003 
%______________________________________________________________________ 
% Modified by Carlos Zambrano. June 06, 2005. 
% fmins function of Matlab V6 was replaced by fminsearch of Matlab V7. 
%______________________________________________________________________ 
clear all; 
ta=clock; % start time 
%___________________________USER INTERFACE_____________________________ 
prompt = {'What is the input file name? (*.txt) ',... 
'What is the N value (for mrp files N=8, for cmp files N=12)? '}; 
dlg_title = 'TDR EQUIPMENT CALIBRATION - PURDUE UNIVERSITY'; 
num_lines = 1; answer = inputdlg(prompt,dlg_title,num_lines); 
celldisp(answer); R1=char (answer(1,1)); fid=fopen(R1,'r');                       
R2=char(answer(2,1)); N_TDR=str2num(R2);       
%______________________________________________________________________ 
global eps sqrt_eps; 
global Lp_Logic_Section Zp_Logic_Section m_Logic_Section; 
%______________________________________________________________________ 
%Reading the step input signal (i.e. TDR100_input.dat) 
file_pulse = fscanf(fid,'%s/n/t'); 
input_pulse_t = load(file_pulse); 
%Scaling the input signal.  
input_pulse_t=offsetscale(input_pulse_t)*2; 
%Reading time interval of time 
dt=fscanf(fid,'%f/n/t');  
N=2*length(input_pulse_t);                       
%Sampling frequency 
df=1/(N*dt); 
%Frequency and time vectors 
f=[df:df:N/2*df]';   








xf1=xf1(2:N/2+1);   %FFT of the input signal 







    if FileType>1  
        for i=1:3 
            tmp=fgets(fid_in);  
        end   
        Points=str2num(tmp); 
        tmp=fgets(fid_in);  
        Start=str2num(tmp); 
        tmp=fgets(fid_in);  
        Length=str2num(tmp); 
        tmp=fgets(fid_in);  
        Plength=str2num(tmp); 
        for i=1:2 
            tmp=fgets(fid_in);  
        end   
        deltaL=Length/Points 
    else  
        for i=1:13 
            tmp=fgets(fid_in); %reading above-soil length 
        end 
        location=findstr(tmp,':');  
        Tlength=str2num(tmp(location+1:length(tmp)));  
        tmp=fgets(fid_in);  
        location=findstr(tmp,':'); 
        Alength=str2num(tmp(location+1:length(tmp)));  
        Plength=Tlength-Alength;  
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        tmp=fgets(fid_in);  
        location=findstr(tmp,':');  
        Cable=str2num(tmp(location+1:length(tmp))); %Cable Length (m) 
        tmp=fgets(fid_in); 
        tmp=fgets(fid_in);  
        location=findstr(tmp,':'); 
        Points=str2num(tmp(location+1:length(tmp))); 
        tmp=fgets(fid_in);  
        location=findstr(tmp,':'); 
        Start=str2num(tmp(location+1:length(tmp))); 
        tmp=fgets(fid_in); 
        location=findstr(tmp,':'); 
        Length=str2num(tmp(location+1:length(tmp))); 
        tmp=fgets(fid_in); 
        tmp=fgets(fid_in); 
        tmp=fgets(fid_in); 
        location=findstr(tmp,':'); 
        KaSM=str2num(tmp(location+1:length(tmp)));  
        if findstr(Input_file,'cmp')>0  
            for i=1:N_TDR  
                tmp=fgets(fid_in);  
            end 
        end 
        deltaL=Length/Points;  
        dist1=round((abs(Start)+Cable*1.7)/deltaL);  
        dist2=round((abs(Start)+Cable*1.9+Tlength)/deltaL);  
    end 
end  
    TDRWave=fscanf(fid_in,'%f',[N/2,1]); %Reading the signal data 
    TDRWave=offsetscale_2(TDRWave); % Scaling the signal 
    MatchRange=fscanf(fid,'%f',[1,2]);  
    yobs=TDRWave(MatchRange(1):MatchRange(2));  
    Number_of_Divisions=fscanf(fid,'%f',1);%Number of segments in TL 
    %Number of non Cole segments of the TL 
    Number_of_NonCole_Divisions=fscanf(fid,'%f',1);  
    %Number of Cole segments of the TL  
    Number_of_Cole_Divisions=fscanf(fid,'%f',1); 
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    NonCole_Section_No=zeros(Number_of_NonCole_Divisions,1);  
    NonCole_Number_Logic_Section=zeros(Number_of_NonCole_Divisions,1); 
    Lp_NonCole_Number_Section=zeros(Number_of_NonCole_Divisions,1); 
    Zp_NonCole_Number_Section=zeros(Number_of_NonCole_Divisions,1); 
    kp=Number_of_NonCole_Divisions; 
    Lp_Cole_Logic_Section=[]; 
    Zp_Cole_Logic_Section=[]; 
    Lp_NonCole_Logic_Section=[]; 
    Zp_NonCole_Logic_Section=[]; 
    Lp_Logic_Section=[]; 
    Zp_Logic_Section=[]; 
    m_Logic_Section=[]; 
    Pointer_LZ=[1]; 
%__________________________ 
    %Non-Cole segments 
    for i=1:Number_of_NonCole_Divisions 
        NonCole_Section_No(i)=fscanf(fid,'%f',[1]); 
        NonCole_Number_Logic_Section(i)=fscanf(fid,'%f',[1]); 
  LZ=Pointer_LZ(length(Pointer_LZ))+.. 
        NonCole_Number_Logic_Section(i); 
        Pointer_LZ=[Pointer_LZ,LZ];           
        Lp_NonCole_tmp=fscanf(fid,'%f',.. 
        [1,NonCole_Number_Logic_Section(i)]); 
        Zp_NonCole_tmp=fscanf(fid,'%f',.. 
        [1,NonCole_Number_Logic_Section(i)]); 
        Lp_NonCole_Logic_Section=[Lp_NonCole_tmp]; 
        Zp_NonCole_Logic_Section=[Zp_NonCole_tmp]; 
        m_cole_NonCole=[1;1;1e9;0;0]; 
        Lp_Logic_Section=[Lp_Logic_Section,... 
        Lp_NonCole_Logic_Section]; 
        Zp_Logic_Section=[Zp_Logic_Section,Zp_NonCole_Logic_Section]; 
  for j=1:NonCole_Number_Logic_Section(i) 
            m_Logic_Section=[m_Logic_Section,m_cole_NonCole]; 
        end; 





    Cole_Section_No=[1:Number_of_Cole_Divisions];  
    Cole_Number_Logic_Section=zeros(Number_of_Cole_Divisions,1);  
    m_cole=zeros(5,Number_of_Cole_Divisions);  
    for i=1:Number_of_Cole_Divisions   
        Cole_Section_No(i)=fscanf(fid,'%f',[1]);  
        Cole_Number_Logic_Section(i)=fscanf(fid,'%f',[1]);  
        LZ=Pointer_LZ(length(Pointer_LZ))+Cole_Number_Logic_Section(i); 
        Pointer_LZ=[Pointer_LZ,LZ]; 
        Lp_tmp=fscanf(fid,'%f',[1,Cole_Number_Logic_Section(i)]);  
        Zp_tmp=fscanf(fid,'%f',[1,Cole_Number_Logic_Section(i)]);  
        Lp_Cole_Logic_Section=[Lp_tmp]; 
        Zp_Cole_Logic_Section=[Zp_tmp]; 
        Lp_Logic_Section=[Lp_Logic_Section,Lp_Cole_Logic_Section];  
        Zp_Logic_Section=[Zp_Logic_Section,Zp_Cole_Logic_Section];  
        if i~=1; 
           m_cole=fscanf(fid,'%f',[5*Cole_Number_Logic_Section(i),1]); 
           for j=1:Cole_Number_Logic_Section(i); 
               m_cole_temp=zeros(5,1); 
               for k=1:5; 
                   m_cole_temp(k)=m_cole(k+5*(j-1)); 
               end; 
               m_Logic_Section=[m_Logic_Section,m_cole_temp];     
           end;          
        else                
            m_cole=fscanf(fid,'%f',[5,1]);  
            for j=1:Cole_Number_Logic_Section(1); 
                m_Logic_Section=[m_Logic_Section,m_cole];  
            end; 
        end 
    end 
BC=fscanf(fid,'%f',[1,2]); % Boundary Conditions  
% Inversion Problem 
Target_Division=fscanf(fid,'%f',1); %TDR Segment under study  
Target_No_Sections=fscanf(fid,'%f',1); 
Purpose_of_Inverse=fscanf(fid,'%f',[1,3]); 





% 3--Model Parameters 
% 0--Not to inverse for this 
if Purpose_of_Inverse(1)>0    %Inversion for lengths 
L_pr=fscanf(fid,'%f',[1,Target_No_Sections]);              
std_Lpr=fscanf(fid,'%f',[1,Target_No_Sections]); 
end; 
if Purpose_of_Inverse(2)>0 %Inversion for Impedance 
Z_pr=fscanf(fid,'%f',[1,Target_No_Sections]);    
std_Zpr=fscanf(fid,'%f',[1,Target_No_Sections]); 
end; 
if Purpose_of_Inverse(3)>0 %Inversion for dielectric properties  
    M_pr=[];  
    std_Mpr=[];  
   for i=1:Target_No_Sections 
 M_pr_s=fscanf(fid,'%f',[1,5]);std_Mpr_s=fscanf(fid,'%f',[1,5]);  
       M_pr=[M_pr,M_pr_s]; std_Mpr=[std_Mpr,std_Mpr_s];  
   end; 
end; 
Ntotal=length(Lp_Logic_Section);  
 for i=1:Ntotal  
     eps(:,i)=eps_cole(m_Logic_Section(:,i),f);  
     sqrt_eps(:,i)=sqrt(eps(:,i));  
 end; 
if Purpose_of_Inverse(3)==0     
    mprior=[L_pr';Z_pr'];  
    std=[std_Lpr'; std_Zpr']; % Variance of the model parameters 
    LogGausian=fscanf(fid,'%f',1); 
    if LogGausian==1 
       std_log=log((mprior+std)./mprior); 
       Cm_inv=diag(std_log.^-2);  
       mprior=log(mprior);  
    else  
       Cm_inv=diag(std.^-2);  
    end; 
else 
    if Purpose_of_Inverse(3)~=2  
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        mprior=[Z_pr';M_pr'];    
        std=[std_Zpr'; std_Mpr']; % Variance of the model parameters 
    else 
        mprior=[L_pr';M_pr']; 
        std=[std_Lpr'; std_Mpr']; % Variance of the model parameters 
    end; 
    LogGausian=fscanf(fid,'%f',1); 
    if LogGausian==1 
       std_log=log((mprior+std)./mprior); 
       Cm_inv=diag(std_log.^-2);  
       mprior=log(mprior);  
    else  
       Cm_inv=diag(std.^-2); 
    end; 
    for i=1:length(std)  
        if std(i)==0 
            Cm_inv(i,i)=0; 
        end; 
    end; 
end; 




%     Optimal estimator 
%______________________________________________________________________ 
m0=mprior; % Initial prior calibration model parameters  
P_of_Inverse=Purpose_of_Inverse; 













    mm=exp(m); 
else 
    mm=m; 
end 
if Purpose_of_Inverse(3)==0 
   Nlayer=Pointer_LZ(Target_Division+1)-Pointer_LZ(Target_Division); 
   for i=1:Nlayer 
        Lp_Logic_Section(Pointer_LZ(Target_Division)+i-1)=mm(i); 
        Zp_Logic_Section(Pointer_LZ(Target_Division)+i-1)=mm(i+Nlayer); 
   end; 
else 
  Nlayer=Pointer_LZ(Target_Division+1)-Pointer_LZ(Target_Division); 
  for i=1:Nlayer 
      Zp_Logic_Section(Pointer_LZ(Target_Division)+i-1)=mm(i); 
      for k=1:5 
      index=(Pointer_LZ(Target_Division)+i-1); 
      m_Logic_Section(k,index)=mm(k+Nlayer+5*(i-1)); 
      end 
  end 
end 
%Calculated data  
ypred=kernelz_cole_general(f,xf1,Lp_Logic_Section,Zp_Logic_Section,... 
    m_Logic_Section,BC,Pointer_LZ,P_of_Inverse,Target_Division); 
ypred=ypred(1:2048); 
%Displaying results  
if Purpose_of_Inverse(3)>0 
    mm(1)' 
    for i=2:6  
        mm(i) 
    end; 
else 
    mm(1:Nlayer)' 






xlabel('No. of Data Point'); ylabel('Relative Voltage'); 
hold on; 
plot(ypred,'b');  








xlabel('No. of Data Point'); ylabel('Residual, %'); 
hold off; 
 
3) Auxiliary subroutines of the calibration inversion code (MatlabTM V7). 
 
3.1) Function that scales the TDR waveform 
function y=offsetscale(x) 




3.2) Cost function 
function cf = fcost_general(m,f,xf1,Lp_Logic_Section, ... 
Zp_Logic_Section,m_Logic_Section,BC,yobs,MatchRange,Pointer_LZ,... 
P_of_Inverse,Target_Division,mprior,Cm_inv,Cd_inv,LogGausian); 
% This function calculates the bayes objective function for MAP 
estimator.  
% Written by Chihping Lin,8/18/98. 
% ------------------------------------------------------------- 
if LogGausian==1 
    mm=exp(m); 
else 





    Nlayer=Pointer_LZ(Target_Division+1)-Pointer_LZ(Target_Division); 
    for i=1:Nlayer 
        Lp_Logic_Section(Pointer_LZ(Target_Division)+i-1)=mm(i); 
    end; 
    if P_of_Inverse(2)~=0 
        Nlayer=Pointer_LZ(Target_Division+1)- ... 
        Pointer_LZ(Target_Division); 
        for i=1:Nlayer 
            Zp_Logic_Section(Pointer_LZ(Target_Division)+i-... 
            1)=mm(i+Nlayer); 
        end; 
    else 
       if P_of_Inverse(3)~=0 
            for i=1:Nlayer 
                for k=1:5 
                   temp=mm((i-1)*5+1+Nlayer+k-1); 
                   index=Pointer_LZ(Target_Division)+i-1; 
                   m_Logic_Section(k,index)=mm((i-1)*5+1+Nlayer+k-1); 
                end 
           end 
       end 
    end 
else 
    if P_of_Inverse(2)~=0 
        Nlayer=Pointer_LZ(Target_Division+1)- ... 
        Pointer_LZ(Target_Division); 
        for i=1:Nlayer 
            Zp_Logic_Section(Pointer_LZ(Target_Division)+i-1)=mm(i); 
        end; 
        if P_of_Inverse(3)~=0 
            for i=1:Nlayer 
                for k=1:5 
                   temp=mm((i-1)*5+1+Nlayer+k-1); 
                   index=Pointer_LZ(Target_Division)+i-1; 
                   m_Logic_Section(k,index)=mm((i-1)*5+1+Nlayer+k-1); 
                end 
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            end 
        end 
    else 
       if P_of_Inverse(3)~=0 
           for i=1:Nlayer 
                for k=1:5 
                   temp=mm((i-1)*5+1+k-1); 
                   index=Pointer_LZ(Target_Division)+i-1; 
                   m_Logic_Section(k,index)=mm((i-1)*5+1+k-1); 
                end 
           end 
       end 
   end 
end 





% finally the objective function is    
    dy=ycalc-yobs; 
    dm=m-mprior; 
    cf=(dot(dy,dy)*Cd_inv+dm'*Cm_inv*dm);  
    tem=1; 
  
3.3) Kernelz function 
function y=kernelz_cole_general(f,xf1,Lp_Logic_Section, ... 
Zp_Logic_Section,m_Logic_Section,BC,Pointer_LZ,P_of_Inverse, ... 
Target_Division) 
% This function uses the input impedance method to calculate TDR 
%response. 







global eps sqrt_eps; 
for i=1:Ntotal 
Zs(:,i)=Zp_Logic_Section(i)./sqrt_eps(:,i);     
Gs(:,i)=Gp.*sqrt_eps(:,i);  
end 
if P_of_Inverse(3)>0  
    if Target_Division>0  
        Nlayer=Pointer_LZ(Target_Division+1)- ... 
        Pointer_LZ(Target_Division); 
        for k=Pointer_LZ(Target_Division): ... 
      Pointer_LZ(Target_Division+1)-1 
eps(:,k)=eps_cole(m_Logic_Section(:,k),f);                
sqrt_eps(:,k)=sqrt(eps(:,k)); 
        end 




   temp=tanh(Lp_Logic_Section(i)*Gs(:,i)); 
   temp1=Zs(:,i)+Zin.*temp; 
   Zin=Zs(:,i).*(Zin+Zs(:,i).*temp)./(Zs(:,i)+Zin.*temp); 
end 










3.3) teps_cole function 
function [teps]=teps_cole(m,f) 
% This function defines the frequency-dependent complex permittivity of 
% the material using the Cole-Cole model.  
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% Written by Chih_Ping Lin 5/1/98 
eps_0=8.854e-12; 
teps=m(2)+(m(1)-m(2))./((1.+j*f/m(3)).^(1-m(4))) ... 
        -j*m(5)./(eps_0*2*pi*f); 
 
Layer peeling code (MatlabTM V7) 
Following are presented: the format of the input file, layer peeling code, and subroutines.  
 
1) Format of the Input file (*.txt)  
The input file contains the transmission line parameters. Following an example is 
presented. The comments that describe each of the lines have to be erased. 
 
TDR100_input.dat           % Input clean signal 
2.6953996267E-11          % Time interval 
TDR100_water.cmp                     % Signal to be peeled 
800 1000          % Data points to be matched 
4  0  4  % Number of segments of the transmission line      
%considered as dispersive, non-dispersive and total 
%number of segments, respectively.  
1  % First segment of the transmission line (i.e. front 
%panel) 
5           % Number of sub-segments of the front panel 
0.025 0.034 0.031 0.043 0.035     % Sub-segment lengths of the front panel 
38.95 59.20 47.99 52.18 48.82     % Reference impedance of the front panel 
1 1 1e9 0 0                                    % Dielectric properties of the front panel sub-segments: 
% low frequency permittivity (εo), high frequency 
%permittivity (ε∞), relaxation frequency (frel), 
%distribution of relaxation frequency (α), and electrical 
%conductivity (σ)  




1           %Number of sub-segments of the coaxial cable  
1.84                                               %Length of the coaxial cable 
77.32          %Reference impedance of the coaxial cable 
2.41 2.3 1.42e+8 2.3e-5 2.8e-5    % Dielectric properties of the coaxial cable 
3 %Third section of the transmission line (i.e. coaxial   
%head)  
2           %Number of sub-segments 
0.025 0.038         %Length of the sub-segments 
142 143         %Reference impedance of the sub-segments 
3.8 3.7 1.0e7 0 0         % Dielectric properties of the coaxial head 
4 %Forth section of the transmission line (i.e. probe)  
1           %Number of sub-segments 
0.14          %Length of the sub-segments 
152          %Reference impedance of the sub-segments 
80 4.22 17.4e9 0 0         % Dielectric properties of the deionized water 
50 1.0e12            %Boundary condition  
 
2). Layer peeling code 
% This function obtains the ideal TDR waveform by removing the effect  
% of the system. 
% Developed by Xiong Yu September 13, 2003 
%_______________________________________________________________ 
% Modified by Carlos Zambrano 
% Filtering of the deconvolution process 





global eps sqrt_eps; 
global Lp_Logic_Section Zp_Logic_Section m_Logic_Section; 
prompt = {'What is the input file name?(*.txt) ',... 
'What is the N value (for mrp files N=8, for cmp files N=12)? '}; 
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dlg_title = 'LAYERPEELING - PURDUE UNIVERSITY'; 
num_lines= 1;answer  = inputdlg(prompt,dlg_title,num_lines); 
celldisp(answer); R1=char (answer(1,1)); fid=fopen(R1,'r'); 
R2=char(answer(2,1)); N_TDR=str2num(R2);       
%________________________________________________________________ 
%Reading the step input signal 
file_pulse = fscanf(fid,'%s/n/t'); 
input_pulse_t=load(file_pulse); 




df=1/(N*dt); % Sampling frequency 
% Time and frequency vectors 
f=[df:df:N/2*df]';    













   if (findstr(Input_file,'rev')>0) 
       for i=1:29 
           tmp=fgets(fid_in); 
       end 
   else 
     if FileType>1 
        for i=1:3 
            tmp=fgets(fid_in); 
        end   
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        Points=str2num(tmp); 
        tmp=fgets(fid_in); 
        Start=str2num(tmp); 
        tmp=fgets(fid_in); 
        Length=str2num(tmp); 
        tmp=fgets(fid_in); 
        Plength=str2num(tmp); 
        for i=1:2 
            tmp=fgets(fid_in); 
        end   
        deltaL=Length/Points 
     else       
        for i=1:13 
            tmp=fgets(fid_in); 
        end 
        location=findstr(tmp,':'); 
        Tlength=str2num(tmp(location+1:length(tmp))); 
        tmp=fgets(fid_in); 
        location=findstr(tmp,':'); 
        Alength=str2num(tmp(location+1:length(tmp))); 
        Plength=Tlength-Alength; 
        tmp=fgets(fid_in); 
        location=findstr(tmp,':'); 
        Cable=str2num(tmp(location+1:length(tmp))); 
        tmp=fgets(fid_in); 
        tmp=fgets(fid_in); 
        location=findstr(tmp,':'); 
        Points=str2num(tmp(location+1:length(tmp))); 
        tmp=fgets(fid_in); 
        location=findstr(tmp,':'); 
        Start=str2num(tmp(location+1:length(tmp))); 
        tmp=fgets(fid_in); 
        location=findstr(tmp,':'); 
        Length=str2num(tmp(location+1:length(tmp))); 
        tmp=fgets(fid_in); 
        tmp=fgets(fid_in); 
        tmp=fgets(fid_in); 
 
 186
        location=findstr(tmp,':'); 
        KaSM=str2num(tmp(location+1:length(tmp))); 
        if findstr(Input_file,'cmp')>0 
            for i=1:8 
                tmp=fgets(fid_in); 
            end 
        end 
        deltaL=Length/Points; 
        dist1=round((abs(Start)+Cable*1.7)/deltaL); 
        dist2=round((abs(Start)+Cable*1.9+Tlength)/deltaL); 
     end 
   end  
end  
    TDRWave=fscanf(fid_in,'%f',[N/2,1]); 
    TDRWave=offsetscale_2(TDRWave); 
    MatchRange=fscanf(fid,'%f',[1,2]); 
    yobs=TDRWave(MatchRange(1):MatchRange(2)); 
    Number_of_Divisions=fscanf(fid,'%f',1); 
    Number_of_NonCole_Divisions=fscanf(fid,'%f',1); 
    Number_of_Cole_Divisions=fscanf(fid,'%f',1); 
    NonCole_Section_No=zeros(Number_of_NonCole_Divisions,1); 
    NonCole_Number_Logic_Section=zeros(Number_of_NonCole_Divisions,1); 
    Lp_NonCole_Number_Section=zeros(Number_of_NonCole_Divisions,1); 
    Zp_NonCole_Number_Section=zeros(Number_of_NonCole_Divisions,1); 
    kp=Number_of_NonCole_Divisions; 
    Lp_Cole_Logic_Section=[]; 
    Zp_Cole_Logic_Section=[]; 
    Lp_NonCole_Logic_Section=[]; 
    Zp_NonCole_Logic_Section=[]; 
    Lp_Logic_Section=[]; 
    Zp_Logic_Section=[]; 
    m_Logic_Section=[]; 
    Pointer_LZ=[1]; 
    for i=1:Number_of_NonCole_Divisions 
        NonCole_Section_No(i)=fscanf(fid,'%f',[1]); 
        NonCole_Number_Logic_Section(i)=fscanf(fid,'%f',[1]); 
        LZ=Pointer_LZ(length(Pointer_LZ))+ ... 
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        NonCole_Number_Logic_Section(i); 
        Pointer_LZ=[Pointer_LZ,LZ]; 
        Lp_NonCole_tmp=fscanf(fid,'%f', ... 
  [1,NonCole_Number_Logic_Section(i)]); 
        Zp_NonCole_tmp=fscanf(fid,'%f', ... 
  [1,NonCole_Number_Logic_Section(i)]); 
        Lp_NonCole_Logic_Section=[Lp_NonCole_tmp]; 
        Zp_NonCole_Logic_Section=[Zp_NonCole_tmp]; 
        m_cole_NonCole=[1;1;1e9;0;0]; 
        Lp_Logic_Section=[Lp_Logic_Section,Lp_NonCole_Logic_Section]; 
        Zp_Logic_Section=[Zp_Logic_Section,Zp_NonCole_Logic_Section]; 
        for j=1:NonCole_Number_Logic_Section(i) 
            m_Logic_Section=[m_Logic_Section,m_cole_NonCole]; 
        end; 
    end; 
    Cole_Section_No=[1:Number_of_Cole_Divisions]; 
    Cole_Number_Logic_Section=zeros(Number_of_Cole_Divisions,1); 
    m_cole=zeros(5,Number_of_Cole_Divisions); 
    Cole_Section_No=[1:Number_of_Cole_Divisions];  
    Cole_Number_Logic_Section=zeros(Number_of_Cole_Divisions,1); 
    m_cole=zeros(5,Number_of_Cole_Divisions);  
    for i=1:Number_of_Cole_Divisions   
        Cole_Section_No(i)=fscanf(fid,'%f',[1]);  
        Cole_Number_Logic_Section(i)=fscanf(fid,'%f',[1]);  
        LZ=Pointer_LZ(length(Pointer_LZ))+Cole_Number_Logic_Section(i); 
        Pointer_LZ=[Pointer_LZ,LZ]; 
        Lp_tmp=fscanf(fid,'%f',[1,Cole_Number_Logic_Section(i)]); 
        Zp_tmp=fscanf(fid,'%f',[1,Cole_Number_Logic_Section(i)]); 
        Lp_Cole_Logic_Section=[Lp_tmp]; 
        Zp_Cole_Logic_Section=[Zp_tmp]; 
        Lp_Logic_Section=[Lp_Logic_Section,Lp_Cole_Logic_Section];  
        Zp_Logic_Section=[Zp_Logic_Section,Zp_Cole_Logic_Section];  
        if i~=1; 
           m_cole=fscanf(fid,'%f',[5*Cole_Number_Logic_Section(i),1]); 
           for j=1:Cole_Number_Logic_Section(i); 
               m_cole_temp=zeros(5,1); 
               for k=1:5; 
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                   m_cole_temp(k)=m_cole(k+5*(j-1)); 
               end; 
               m_Logic_Section=[m_Logic_Section,m_cole_temp];     
           end;          
        else                
            m_cole=fscanf(fid,'%f',[5,1]); 
            for j=1:Cole_Number_Logic_Section(1) 
                m_Logic_Section=[m_Logic_Section,m_cole]; 
            end; 
        end 
    end 
BC=fscanf(fid,'%f',[1,2]); % Reading Boundary Conditions  














    eps(:,i)=eps_cole(m_Logic_Section(:,i),ff); 
    sqrt_eps(:,i)=sqrt(eps(:,i)); 
end 
for i=1:Ntotal 
    Zs(:,i)=Zp_Logic_Section(i)./sqrt_eps(:,i); 
    Gs(:,i)=Gp.*sqrt_eps(:,i); 
end 
for i=1:1:Ntotal-1 
    temp=tanh(Lp_Logic_Section(i)*Gs(:,i));  


























plot(TDRWave,'r'); axis([1  2048  -0.7  2]); 
grid on; 
xlabel('No. of Point'); ylabel('Relative Voltage'); 
hold on 
plot(y_simple(1:2048),'.'); h=legend('Peeled',1); 
legend('Measured', 'Peeled',4);  
subplot(212); 
plot(derivative2(1:2048),'--'); axis([1  2048  -0.03  0.07]); hold on 
grid on; 
plot(derivative1(1:2048),'r');  
xlabel('No. of Point'); ylabel('dV/dt'); h=legend('Peeled',1); 






3) Auxiliary subroutines of the layer peeling code (MatlabTM V7). 
 
3.1) fft_double_rev function 
function [ff,Xf1]=fft_double_rev(x,ND,dt) 
% This function defines the FFT of the TDR waveform  













% This function define the FFT of the TDR signal using Nicolson (1973) 






    x=[x;x(len)*ones(ND-len,1)]; 
end 
x=x(1:ND); 
r=-x(ND)/(ND-1)*t/dt; 
r=[0; r]; 
x=x+r; 
Xf=fft(x,ND);  
Xf1=Xf(2:ND/2+1); 
 
 
APPENDICES  
 
