Abstract-The perfect regulation problem with bounded peaking refers to the design of controllers which can regulate the output of a system arbitrarily fast while maintaining boundedness. In this paper, we construct controllers of low dynamic order which solve this problem for multivariable linear time-invariant systems. In particular, we provide lower bounds on the dynamic order. The result is a one parameter family of controllers whose structure only varies according to the orders of infinite zeros of the system. An example is given to illustrate the advantages of the approach.
I. INTRODUCTION
When designing a controller for a system, one often strikes a balance between the control effort and the resulting performance. Specifically, if one allows for higher actuation forces, the achievable performance expected usually increases.
We seek a family of controllers parameterized by a scalar gain so that arbitrarily fast performance can be obtained if this parameter can be made sufficiently large. With restrictions on the size of allowable inputs, one may still be able to achieve acceptable performance by tuning the gain parameter within some prescribed range.
Low dynamic order controllers are of immense practical importance. The complexity of the hardware, or the amount of computation necessary to implement the controller is directly related to its order. Common observer-based techniques will have a state size equal to that of the system under control, thus producing a controller of high dimensionality if the order of the system is large. Towards this end, we present a family of controllers with low dynamic order which can solve the perfect regulation problem with bounded peaking.
A. Related Work
The question of achievable performance when the input is unrestricted has been extensively studied during the 1970's and 1980's. Formulating the problem in the cheap control setting is a common approach where a quadratic cost criterion is used and the penalty on the input made small. When the total cost in this formulation can be made arbitrarily close to zero, perfect regulation results. Kwakernaak and Sivan [1] provided necessary and sufficient conditions for perfect regulation under the cheap control framework. Additionally, it may occur that some of the state variables involved become unbounded, as the response becomes infinitely fast. To this end, Francis [2] gave a complete solution of the optimal cheap regulator with bounded peaking.
A condition common to the aformentioned papers is that the system is minimum phase. To the best of our knowledge, the most recent results on this topic have shown that the perfect regulation problem is still solvable when this condition is relaxed by allowing the presence of transmission zeros on the imaginary axis [3] . The observer-based output feedback case has also been studied in [4] .
Many researchers have studied high gain systems of this nature from a different perspective using singular perturbation theory (e.g. [5] ). In this approach, the feedback gain matrix is scaled with a high gain parameter, which closely resembles the formulation of the multivariable root locus problem [6] . This connection was made explicit in [7] .
The closest approach to ours is given by Kimura [8] and Zhang [9] . Kimura gave a complete frequency domain characterization of the perfect regulation and bounded peaking problem. We formalize and extend much of the previous work in [9] by combining a generalization of a high-gain stabilization result from Martensson [10] , multivariable root locus theory, and a complex variable approach to design low order controllers which solve this problem.
B. Contributions
The main contributions of this work are the following: 1) We construct controllers which solve the perfect regulation problem with bounded peaking that are of low dynamic order when compared to existing observer based methods, e.g. [4] . This is achieved by analyzing the infinite zero structure of the system. 2) A lower bound on the dynamic order of the controller is given. 3) A result on high gain stabilization of a class of systems is derived. This can be seen as a generalization of the results from [10] . 4) We formalize and extend much of the previous work from [9] .
C. Organization
The remainder of this paper is organized as follows. Section 2 begins with the problem definition. In Section 3, we generalize the high gain stabilization result in [10] to produce controllers of low order that are necessary for Section 4 which shows that the proposed controller solves the perfect regulation problem with bounded peaking. In Section 5 an illustrative example is given to show the advantages of the approach. Concluding remarks are given in Section 6. Owing to space limitations, some proofs have been omitted. Details can be found in [11] .
II. PROBLEM FORMULATION Let R(s) denote the field of rational, linear time-invariant scalar transfer functions, so that R(s) m×n is then the set of all m × n transfer matrices. Denote C − , C + as the open left and right half plane of C respectively. Denote also R ++ as the strictly positive real line, and N as the natural numbers.
Consider the linear time-invariant, stabilizable, and detectable square system
and controller
where the superscript denotes a continuous dependence on a scalar . Define
With some straightforward manipulation, the output of the closed loop system given an initial condition x(0) is,
where
We say the controller (2) achieves perfect regulation with bounded peaking if:
1) The closed loop system is asymptotically stable, 2) sup
n , s ∈ C) the closed-loop system achieves perfect initial condition response,
Condition 2 is essentially the same definition for bounded peaking given in [8] , and constrains the output to be uniformly bounded in . As is well known, bounded poles always exhibit bounded peaking, however Condition 3 forces the response to become infinitely fast as becomes small. Thus special attention is required.
We assume the following. Assumption 1: The system (1) is minimum phase. Assumption 2: The transfer matrix G(s) is invertible, i.e. det G(s) = 0. Under our assumptions a controller of the form (2) always exists to solve this problem as demonstrated by [1] , [4] .
III. HIGH GAIN STABILIZATION
The ability to design controllers of low dimensionality is critically related to the main result of this section. The order of our controller is intimately tied with the orders of infinite zeros of the system. We first show this connection here for the SISO case, where there is only a single order of infinite zero i.e. its relative degree. These necessary tools are extended to the MIMO case in the next section.
We devise a controller for which stabilization is possible for the family of SISO systems
Consider a controller of the following structure
where h(s) is a Hurwitz polynomial of degree l, and p i ∈ N, i = 0, . . . , l. Martensson [10] gave a specific choice for the {p i } in (3) which stabilizes the family G r * for sufficiently small . Here we generalize his results for numerous reasons. The proof given in [10] , although correct, does not provide insight into the asymptotic behaviour of the unbounded poles which characterize high-gain systems.
Further, arbitrary choices of {p i } can give rise to instability as seen in [9] , [10] which does not seem to have been fully examined in the literature. Lastly, this result plays a key role in the design of low order controllers. We first state the main result of this section and then develop the necessary machinery for its proof.
Theorem 1: For l ≥ r * −1, and p 0 ∈ N there always exists a set of integers {p 1 , p 2 , . . . , p l } such that the controller (3) stabilizes all systems G(s) ∈ G r * . In particular, for r = 1 the controller achieves this behaviour if {p 1 , p 2 , . . . , p l } ⊂ N, and for r > 1 if
for all i = 1, . . . , l.
Define the closed-loop characteristic polynomial of a system G(s) ∈ G r * with controller (3) as ∆( , s) where
We first determine the behaviour of the closed-loop poles which remain finite before investigating those which tend to infinity.
A. Behaviour of the Finite Closed-loop Poles
As → 0, the finite closed-loop poles behave analogously to the standard root locus problem.
Lemma 1: As ↓ 0, the closed-loop poles of (5) which remain finite tend to the roots of h(s)n(s).
Proof: Since the second term of (5) dominates the first for sufficiently small, the proof follows trivially from continuity and Rouché's Theorem.
B. Behaviour of the Unbounded Closed-loop Poles
The study of the asymptotic behaviour of the closedloop system is far more complicated due to the structure of our controller (3). We make use of the theory of algebraic functions (for details, see for example [12] ).
Definition 1: Let ∆(q, v) be a polynomial in q of the form
where each coefficient {f i (v) : i = 1, . . . , m} is itself a polynomial in v with coefficients in C. Then an algebraic function is a function q(v) defined for values of v ∈ C by an equation of the form ∆(q, v) = 0. Consider the closed-loop characteristic polynomial ∆( , s) (5), and let g = . If we allow g to be a complex number then the branches of ∆(g, s), s(g), is an algebraic function satisfying ∆(g, s) = 0. Since some of the roots of ∆(g, s) tend to infinity as g ↓ 0, determining the asymptotic behaviour of the closed-loop system is equivalent to determining the asymptotic behaviour of each branch of ∆(g, s) around the point s = ∞.
The classical method of determining the behaviour of an algebraic function around a point is the Newton-Puiseux (NP) diagram approach [12] . Suppose that ∆(g, s) is a degree n polynomial in s. It is well known that around g 0 ∈ C, the n values of s(g) are determined by a finite set of convergent (Puiseux) series, i.e. {s = ∞ j=δi c ij g µj : i = 1, . . . , m ≤ n}. The NP diagram is a graphical tool which is used to determine the coefficients of the Puiseux series.
Consequently, the role in which NP diagrams serve here is to produce the first term in the series of each branch so that we may infer the angle at which it approaches the point of interest since, around the point of interest, subsequent terms in the series become negligible.
Perhaps the simplest way to illustrate the use of NP diagrams is by example. For complete details on NP diagrams we refer the reader to [12] . Consider the standard root locus formulation for a strictly proper SISO system
so that the closed-loop poles are the roots of
Let g = ∈ C. We seek the asymptotic behaviour of the roots of
We seek an approximation of the series representation of each branch of the form z(g) = cg µ , where c ∈ C, µ ∈ Q are to be determined. Thus arg c will be the angle at which z approaches 0 (or s approaches ∞). The NP diagram technique allows us to accomplish this as follows. Construct a plot with coordinate axis g, and ordinate axis z. A point (x, y) on the NP diagram corresponds to the integer value of the powers in g, and z respectively of each non-zero term in Ψ(g, z) so that we may construct Figure 1 . For example, the point (0, n − m) corresponds to the term b 0 z n−m , and (1, 0) to g in (6). Definition 2: The lower convex hull of a Newton-Puiseux diagram corresponds to the boundary of the convex hull formed by connecting those points which lower bound the remaining points on the diagram. Each line segment of distinct slope on the boundary is denoted as a link. The sum By standard arguments of the NP diagram construction [12] , the lower convex hull formed by connecting points (0, n − m), and (1, 0), characterizes the branches of the algebraic function around the point of interest (s = ∞). In particular, the number of branches of ∆(g, z) associated with a link is equal to the length of the orthogonal projection of that link onto the ordinate axis. For the case at hand, the single link in Figure 1 has n − m associated branches. Furthermore, the most significant term of the Puiseux series of each branch associated with a link can be determined from its link equation. The points on the diagram above the lower convex hull are of no significance.
We are now ready to compute c, and µ from the lower convex hull. Consider, the link denoted by l in Figure 1 or the line segment from (0, n − m) to (1, 0). The link equation associated with l must sum to zero [12] , i.e.
By the standard NP diagram construction,
Substitution of z = cg µ into the link equation (7) yields
so that the arguments of the n−m solutions in c clearly give the angles of the asymptotes in the standard root locus. Remark 1: The standard root locus results in a lower convex hull consisting of only a single link. This is not true for a general algebraic function which results in a specific approximation, i.e. z i = c i g µi , for each link l i . Consider now the full problem, where the closed loop characteristic polynomial is given by (5) . Using the intuition developed in the previous example, the peculiar form of controller (3) is chosen to manipulate the lower convex hull associated with the NP diagram of the closed loop system (5) . In this way, we may directly manipulate the asymptotes along which the unbounded poles approach s = ∞. The following will be useful.
Proposition 1: Substituting z = cg µ into any link equation will always result in an equation that is a function of c only.
Lemma 2: Let G(s) = α n(s) d(s) be a SISO system with relative degree r ≥ 0, ∆(g, z) be as in (5) where g = is allowed to be complex, and z = 1 s . Suppose l = r − 1, and p 0 ≤ p 1 < p 2 < · · · < p l . Then the terms which are on the lower convex hull of the Newton-Puiseux diagram of ∆(g, z) are given by
j=0 pj z, g l j=0 pj . Now that we have determined the terms on the lower convex hull by the choice of {p i } it is then straightforward to determine each link equation from which the angles of the asymptotes can be computed. Although here there are multiple links, this is completely analogous to the standard root locus example developed previously. Thus the closed-loop asymptotic behaviour for any SISO plant G(s) as defined in Lemma 2 after applying controller (3) is characterized by the following lemma.
Lemma 3: Let ∆(g, z), {p 0 , p 1 , . . . , p l }, and r be as in Lemma 2. Then the r unbounded closed-loop poles tend to infinity along asymptotes which make angles arg c i with the positive real axis where c i is given by one of
for i = 0, . . . , r − 1. Proof: Suppose p 0 < p 1 . Of the r+1 terms on the lower convex hull of the NP diagram of ∆(g, z), the link equations are the sum of any two consecutive terms in the ordering given by Lemma 2. There are r of these link equations, so that substition of z i = c i g µi (where µ i is given by (8)) gives αc i + 1 = 0, or c i + 1 = 0 by Proposition 1.
The case when p 0 = p 1 gives exactly the above except that the first three terms of the ordering in Lemma 2 on the lower convex hull map to the same link resulting in the quadratic link equation αc 2 i + c i + 1 = 0 by similar reasoning. We are now ready to prove Theorem 1.
C. Proof of Theorem 1
Proof: Since r * can be appropriately redefined, assume without loss of generality l = r * − 1, q ≤ r * ∈ N. It is required to show that both the bounded, and unbounded poles of (5) are contained in C − . The former follows from Lemma 1. For the latter consider the following.
By Lemma 3 for each q ≤ r * if the integers {p
then the link equations which determine the angles of the asymptotes along which the unbounded poles tend to s = ∞ are given by (9) . Since α > 0 by assumption, the solutions of c i necessarily have negative real parts by the Hurwitz condition. Thus the arg c i , i.e. the angle of the asymptotes, will always point into C − . Since the approximation for each of the asymptotes is s i = q−1 } can be expressed as a linear combination of the integers {p 0 , p 1 , . . . , p l }. By considering our choice in (4) and the terms on the lower convex hull of the NP diagram given by Lemma 2 it can be verified that for i = 1, . . . , q − 1. Since q was arbitrary, the proof is complete. Remark 2: An example of the NP diagram for systems in G r * for r * = 5 is given in Figure 2 where equality has been taken in (4) . The line beginning from (0, 3) and terminating on the g axis is the lower convex hull of the closed-loop system for G(s) ∈ G r * of relative degree 3. The remaining lines follow a similar description. Note that the higher r * becomes, the size of the {p i } grows quite quickly as shown by the plot.
Remark 3: Indeed, if we choose p 0 = 1, and p i = 2 i , which can be easily verified to satisfy (4), we then recover Martensson's original controller.
D. A Lower Bound
We now provide a lower bound on the dynamic order of the controller. The choice of the order l of the controller (3) can also be characterized using the exact same methodology. IV. PERFECT REGULATION WITH BOUNDED PEAKING Our methodology revolves around the multivariable root locus approach, and the results from the previous section. We begin by giving the following standard definition concerning the infinite zeros of a system. Definition 3: A transfer matrix G(s) has an infinite zero of order σ if G 1 s has a finite zero of order σ. Remark 4: Since MIMO systems generally possess numerous infinite zeros, we refer to them as the orders of infinite zeros. Next, we re-state Theorem 6.3 of Hung & MacFarlane [13] as the following Lemma. This lemma allows one to decompose a transfer matrix based on its infinite zero structure and allows for further analysis.
Lemma 4:
Remark 5: The matrices {Σ i : i = 1, . . . , v} in Lemma 4 are diagonal and contain strictly positive entries.
v} are the orders of infinite zeros of G(s).
Remark 6: Computation of the matrices U, Y is straightforward and given in [13] .
The last assumption we make is technical in nature. Assumption 3: The transfer matrix G(s) ∈ R(s) m×m has Simple Null Structure (SNS) (see [6] ).
It is a possibility of the multivariable root locus to have Butterworth patterns that do not correspond to the orders of infinite zeros of the system. In particular, the orders of the Butterworth patterns need not be integers [13] , [14] . It has been shown in [14] that the orders of the various Butterworth patterns that emerge coincide with the orders of infinite zeros if and only SNS is satisfied.
Remark 7: SNS is a generic system property in the sense that systems which do not possess SNS lie in a set of measure zero [14] . Consider the controller
where the dynamical portion of the controller is given by (3) and the constant matrices U, Y are given by Lemma 4. The motivation for the above controller structure will become apparent in the following development. We now present some preliminary results to obtain a high gain approximation of the closed-loop system. Proposition 2: As ↓ 0, s → ∞ according to the limits given in Definition 4, c(s, ) as given in (12) is an O (s q ) quantity where q > l, and l is the the order of c(s, ).
Consider the series in Lemma 4. Denote G i (s) as the series beginning from the i th term. Proposition 3: Let c(s, ) be as in (12) and G i (s) as above. The following holds as ↓ 0.
where,
Proposition 4: Let c(s, ) be as in (12), and ∆ Proof: The idea behind the proof is to decompose the system based on its infinite zero structure using Lemma 4 so that we may perform further analysis.
Consider the first order of infinite zeros σ 1 . Then the closed loop characteristic polynomial is equal to
. G 2 (s) is the rest of the series given by Lemma 4. Repeatedly applying Propositions 3, 4, and 5 yields
Letting ↓ 0, and s → ∞ proves the claim. Remark 8: The high-gain decomposition given in Lemma 6 shows that we only need to choose c(s, ) to stabilize the first term on the right-hand side of (14) . This is possible by Theorem 1. Since l, the order of c(s, ) in (12) , is only a function of the highest order of infinite zero of the system, which for most practical systems is quite low, this allows the design of low order controllers. From the above, we can immediately determine the following.
Theorem 2: The controller (12) asymptotically stabilizes the system (1) for sufficiently small . Proof: Follows immediately from Lemma 6 and Theorem 1. We are now ready to solve the perfect regulation problem with bounded peaking. A result from Kimura [8] is needed.
Theorem 3: [8] Suppose the controller C(s, ) is stabilizing. Then C(s, ) achieves perfect regulation with bounded peaking if and only if for all s ∈ C as ↓ 0
We show that the above holds with our controller. Theorem 4: The controller (12) achieves perfect regulation with bounded peaking for the system (1).
Proof: Can be verified by direct computation.
V. ILLUSTRATIVE EXAMPLE
Since we have proposed a one-parameter family of controllers, a design procedure for systems which satisfy our assumptions could be the following. Construct the controller (12) based on the orders of infinite zeros of the plant. Decrease until the plant is stable. If performance is satisfactory, stop.
We show the effectiveness of our approach by applying the proposed controller to a 4-input, 4-output, 41 st order chemical plant (see [11] ). The chemical plant can be verified to satisfy our assumptions, and has three first order infinite zeros, and one second order infinite zero. Thus, the resulting controller (12) has dynamic order 4 given by The constant matrix U Y T is constructed based on the infinite zero structure of the system (see [13] , [11] for complete details).
We plot the initial condition response to varying in Figure 3 . The three distinct lines are obtained by decreasing where the smallest corresponds to the fastest, and wellbehaved, response.
When compared to an observer-based approach, the resulting controller would be 41 st order, the same dimensionality as the plant. Even if a reduced order observer is designed where a state transformation is applied to manipulate the C matrix, a 37 th order controller is expected. This large reduction in dimensionality from 37 to 4 by our approach results from the consideration of the infinite zero structure of the system which the observer/cheap control framework lacks. One may exploit this technique to produce lower order controllers to solve the perfect regulation problem with bounded peaking rather than the traditional cheap optimal regulator since in both cases, high-gain is necessary.
VI. CONCLUDING REMARKS
We have shown that if one explicitly considers certain structural properties of a system, i.e. the infinite zero structure, one can design low order controllers which solve the perfect regulation problem with bounded peaking. To do this, we generalized a high-gain stabilization result from Martensson [10] , and showed how it can be used in the multivariable case. We have also given a lower bound on the dynamic order for which the controller must satisfy. Since most practical systems, such as the one given in the example, have small orders of infinite zeros, the potential decrease in the order of the controller when compared with observer based techniques is dramatic if one is willing to allow highgain control.
