This study explores the linguistic application of bipartite spectral graph partitioning, a graphtheoretic technique that simultaneously identifies clusters of similar localities as well as clusters of features characteristic of those localities. We compare the results using this approach to previously published results on the same dataset using cluster and principal component analysis (Shackleton, 2007). While the results of the spectral partitioning method and Shackleton's approach overlap to a broad extent, the analyses offer complementary insights into the data. The traditional cluster analysis detects some clusters which are not identified by the spectral partitioning analysis, while the reverse also occurs. Similarly, the principal component analysis and the spectral partitioning analysis detect many overlapping, but also some different linguistic variants. The main benefit of the bipartite spectral graph partitioning method over the alternative approaches remains its ability to simultaneously identify sensible geographical clusters of localities with their corresponding linguistic features.
Introduction
theoretic technique, which clusters localities on the basis of the features they share and features on the basis of the localities in which they occur. To continue with the example in the last paragraph, a good BiSGP would identify the two variables as associated and also the sites in which this (and other) associations are evident. From a dialectometric point of view BiSGP is attractive in attributing a special status to features as well as to localities, but like all procedures for seeking natural groups in data, it needs to be evaluated empirically.
In this study, we apply BiSGP to Shackleton's (2007) data. We compare these results to those on the basis of cluster analysis and PCA reported by Shackleton (2007) .
Dataset
In this study we use the dataset described by Shackleton (2007) .) A complete list of variants is given by Shackleton (2010: 180-186 
Methods

Clustering Varieties and their Variants Simultaneously
We use hierarchical spectral partitioning of bipartite graphs (Wieling and Nerbonne, 2010) 
Determining the Most Important Variants for Every Cluster
As every cluster will contain many varieties and corresponding variants, and we are interested only in the most important linguistic variants for every geographical cluster, we need a method to distinguish the most variants. Following Wieling and Nerbonne (2011) Normally representativeness and distinctiveness are averaged to obtain the importance score for every variant (higher is better), but it is also possible to assign different weights to representativeness and distinctiveness. When the input matrix contains many variants which occur almost everywhere, representativeness will be very high for these (non-informative) sound correspondences. In that case it makes sense to weight distinctiveness more heavily than representativeness. Alternatively, if there are many variants occurring only in a few varieties, the distinctiveness of these (non-informative) variants will be very high. In that case, it makes sense to weight representativeness more heavily than distinctiveness. As our matrix contained many frequent variants, we weighted distinctiveness twice as heavily as representativeness.
Results
Applied to the data from Shackleton (2007) The second round of partition of the north and south divides England into four separate regions, somewhat more clearly reflecting regionally coherent distributions of variants. Figure 2 shows this division. A small far northern region emerges restricted mainly to Northumbria, with for beans) in the Southwest Midlands.
Fig. 3 Bipartite spectral graph partitioning in eight groups including the hierarchy
Comparison to Traditional Cluster Analysis
The results from the BiSGP analysis can be usefully compared with those that emerge from Shackleton's (2007) cluster analysis of the same data, thus illustrating the comparative strengths of the two approaches. In contrast to the bipartite spectral graph partitioning approach described here, cluster analysis may use a variety of techniques to group localities on the basis of some measure of the aggregate similarity of the localities' patterns of usage rather than optimizing over a balance of representativeness and distinctiveness. Shackleton (2007) applied several different clustering techniques to the English data set and combined them into a single site × site table of mean cophenetic differences (i.e. distances in dendrograms). He then used multidimensional scaling to reduce the variation in the results to a relatively small, arbitrary number of dimensions that summarize fundamental relationships in the data. For visualization purposes the variation is reduced to three dimensions, which can be mapped onto the RGB color spectrum. The resulting pattern, shown in Fig. 4 , shows many similarities to the eight regions resulting from the BiSGP analysis. Interestingly, however, the BiSGP analysis identifies a region in the northwest Midlands, centered on Staffordshire and Derbyshire, on the basis of a number of variants associated by Trudgill (1999) with the 'Potteries' region that Shackleton's analysis consistently fails to distinguish.
Comparison to Principal Component Analysis
The regions resulting from the BiSGP analysis can also be usefully compared to those isolated Localities can be assigned component scores that indicate the extent to which the variants in a given principal component appear in that particular locality, and in many cases a group of localities may have sufficient geographic cohesion to suggest a dialect region identified by the variants with high scores in that component. Indeed, principal component analysis of our data set identifies groups of identifying variants for about a dozen regions of England, accounting in the process for roughly half of the variation in the data set. In some cases, the principal components appear to provide a fairly objective method for characterizing traditional English dialect regions on a quantitative basis. However, unlike the BiSGP analysis, principal component analysis does not comprehensively divide England into regions; moreover, it often isolates variants that are unique to fairly small regions or include variants that are not unique to the relevant region; and few localities in an identified region even use most of the variants identified by the relevant principal component. may only rather loosely be said to define a dialect or group of dialects. In contrast to the first principal component, however, the second principal component cannot be said to strongly delineate a dialect region; it is more suggestive of than explicit about the region's boundaries. The third rotated principal component (shown in Fig. 7 ) assigns high component scores to localities in the Far North, and assigns high positive loadings to the same variants associated with that region by the BiSGP analysis. In this case, the variants are sufficiently highly correlated with each other and also sufficiently unique to the region to allow both approaches to arrive at essentially the same classification -although, again, the principal component does not delineate the region as distinctly as the BiSGP analysis does. Also note that the area clearly overlaps with that of the second principal component (see Fig. 6 ). The fourth principal component (shown in Fig. 8 Applied to the English dialect data used in this chapter, the BiSGP analysis identifies dialect regions that are broadly similar to those identified by clustering and principal component techniques, and isolates sets of variants distinctive for those regions that are also broadly similar to many of the sets identified by principal component analysis. In some cases, however, the BiSGP analysis failed to identify such well-accepted clusters as the Central dialect region (Trudgill, 1999) , which was detected (in part) using cluster analysis (Shackleton, 2007) ; but, in other cases -most notably in the 'Potteries' region ---the BiSGP analysis distinguishes regionally distinctive combinations of variants that the other methods largely fail to identify.
Principal component analysis applied to linguistic material identifies groups of variables whose values tend to co-occur with one another. It applies primarily to numerical values, but also works well with frequency counts, once these attain a substantial size. PCA attaches no special value to solutions which privilege finding coherent groups of sites, i.e. finding groups of sites
