Efficient algorithms for robust submodular maximization under matroid
  constraints by Pokutta, Sebastian et al.
ar
X
iv
:1
80
7.
09
40
5v
1 
 [c
s.D
S]
  2
5 J
ul 
20
18
Efficient algorithms for robust submodular maximization under
matroid constraints
Sebastian Pokutta∗ Mohit Singh† Alfredo Torrico‡
Abstract
In this work, we consider robust submodular maximization with matroid constraints. We give an
efficient bi-criteria approximation algorithm that outputs a small family of feasible sets whose union
has (nearly) optimal objective value. This algorithm theoretically performs less function calls than
previous works at cost of adding more elements to the final solution. We also provide significant
implementation improvements showing that our algorithm outperforms the algorithms in the existing
literature. We finally assess the performance of our contributions in three real-world applications.
1 Introduction
In the last decade, submodular maximization Fisher et al. (1978); Calinescu et al. (2011) has caught
significant attention due to its applicability in numerous real-world applications, particularly those re-
lated to constrained subset selection problems, such as clustering Gomes and Krause (2010), variable
selection in graphical models Krause and Guestrin (2005) and sensor placement Krause et al. (2008c,
2009); Powers et al. (2016a). A simple example is the problem of selecting a subset of patients that is
the most informative in a group of people with certain illness. Submodularity reflects the decreasing
marginal gain in the information acquired via bio-medical observations when choosing more patients
Krause and Guestrin (2005). Formally, a set function g : 2V → R+ is submodular if and only if for any
e ∈ V and A ⊆ B ⊆ V \{e}, gA(e) ≥ gB(e), where gA(e) := g(A + e)− g(A) and A+ e := A ∪ {e}.
Also, we say that g is monotone if for any A ⊆ B ⊆ V , we have g(A) ≤ g(B). However, there are a
few reasons that motivated constrained robust submodular optimization Krause et al. (2008b); Anari et al.
(2017). For instance, when running medical tests on patients, any malfunction in the procedure will lead
to imprecise observations, which translates in unstable models. Thus, the goal is to obtain solutions that
are robust to these perturbations. This can be achieved by optimizing against (the minimum of) several
submodular functions.
Our main contributions are: (a) to design an efficient bi-criteria algorithm that provides theoretical
guarantees for robust submodular maximization subject to matroid constraints, (b) to observe that the
main computational bottleneck in previous approaches is to certify near-optimality of the obtained solu-
tion and present significant implementation improvements to attack this issue and also (c) to show that our
procedure can be efficiently executed in real-world applications. Our theoretical results build on previous
works related to efficient algorithms for submodular optimization and its robust variant Nemhauser et al.
(1978); Minoux (1978); Krause et al. (2008b); Badanidiyuru and Vondrák (2014); Anari et al. (2017).
∗Georgia Institute of Technology, Atlanta. Email: sebastian.pokutta@isye.gatech.edu
†Georgia Institute of Technology, Atlanta. Email: mohitsinghr@gmail.com
‡Georgia Institute of Technology, Atlanta. Email: atorrico3@gatech.edu
1
1.1 Problem Formulation
Consider a collection of non-negative, monotone, submodular functions fi : 2
V → R+ on the same
ground set V = {1, . . . , n} with i ∈ [k] := {1, . . . , k}, and also a family of feasible (also called
independent) sets I , which define a matroidM = (V,I). Our interest is to obtain a feasible set S ∈ I
that maximizes the minimum over all objectives, i.e., we want to solve
max
S∈I
min
i∈[k]
fi(S) (1)
Krause et al. (2008b) prove that problem (1) is NP-hard to approximate to any polynomial factor
when any k is considered. This motivates the necessity of bi-criteria solutions. Specifically, in this
work we focus on relaxing the constraints in order to get better approximation factors. We address this
by constructing a small family of feasible sets whose union has (nearly) optimal objective value. This
“solution” may initially seem counterintuitive for general matroids, however for many cases of interest,
this is just a generalization of what is done when relaxing a single cardinality constraint. To exemplify
this, consider partition constraints: here we are given a partition {P1, . . . , Pq} of the ground set and the
goal is to pick a subset that includes at most bj elements from part Pj for each j. Then, the union of ℓ
feasible sets have at most ℓ · bj elements in each part. Since the output set S is possibly infeasible, we
define the violation ratio ν as the minimum number of feasible sets whose union is S. In our example,
this is equivalent to ν = maxj∈[q]⌈|S ∩ Pj |/bj⌉.
1.2 Related Work
There has been considerable work in robust submodular function maximization Chekuri et al. (2010);
Orlin et al. (2016); He and Kempe (2016); Chen et al. (2016, 2017); Staib and Jegelka (2017) and due to
space limitations we will only be able to review work most closely related to ours. The initial model for
robust submodular function maximization was introduced in Krause et al. (2008a). Later, Krause et al.
(2008b) study the case when I corresponds to cardinality constraints, and propose a (greedy-type) bi-
criteria algorithm. Powers et al. (2016b) considers the same robust problem with any matroid constraint
but their relaxation approach is diferent. For structured combinatorial constraints, such as matroids or
knapsack constraints, Anari et al. (2017) propose an extended version of the standard greedy algorithm.
However, in real-world applications the standard greedy algorithm is inefficient due to the number of
function calls. Specifically, the extended greedy algorithm presented in Anari et al. (2017) performs
O(nrℓ) function evaluations, where r is the rank of the matroid and ℓ is the number of rounds. Since
Fisher et al. (1978), there has been significant progress on reducing the number of evaluations, see e.g.
Minoux (1978); Badanidiyuru and Vondrák (2014); Mirzasoleiman et al. (2015) for vanilla version of
submodular maximization.
1.3 Our Results and Contributions
We propose an extended version of the threshold greedy algorithm introduced by Badanidiyuru and Vondrák
(2014), which produces a family of feasible sets by using less function calls at cost of a small error in the
approximation factor. The procedure is formally presented in Algorithm 1 and its theoretical guarantee
is given in Proposition 1.
Proposition 1. Given ℓ ≥ 1, a monotone submodular function g : 2V → R+ with g(∅) = 0, and
parameter δ > 0, Algorithm 1 returns feasible sets S1, . . . , Sℓ ∈ I such that
g
(
∪ℓτ=1Sτ
)
≥
(
1−
(
1
2− δ
)ℓ)
·max
S∈I
g(S).
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Algorithm 1 Extended Threshold-Greedy
Input: ℓ ≥ 1, ground set V with n := |V |, monotone submodular function g : 2V → R+, matroid
M = (V,I) and δ > 0.
Output: feasible sets S1, . . . , Sℓ ∈ I .
1: for τ = 1, . . . , ℓ do
2: Sτ ← ∅
3: d← maxe∈V g(∪
τ−1
j=1Sj + e)
4: for (w = d;w ≥ δ
n
d;w ← (1− δ)w) do
5: for e ∈ V \Sτ do
6: if Sτ + e ∈ I and g∪τj=1Sj (e) ≥ w then
7: Sτ ← Sτ + e
This algorithm performs O(nℓ
δ
log n
δ
) function calls, independent of the rank of the matroid.
By using Algorithm 1, we are able to construct a bi-criteria algorithm for problem (1) as follows: in a
outer loop we obtain an estimate γ on the value of the optimal solution OPT := maxS∈I mini∈[k] fi(S)
via a binary search. Next, for each guess γ we define a new submodular set function as gγ(S) :=
1
k
∑
i∈[k]min{fi(S), γ}. Finally, given δ > 0, we run Algorithm 1 (corresponding to a inner loop) on g
γ
with ℓ = ⌈log 2k
ǫ
/ log(2 − δ)⌉ to obtain a candidate solution. Depending on this result, we update the
binary search on γ, and we iterate. We stop the binary search whenever we get a relative error of 1− ǫ/2,
namely, (1 − ǫ/2)OPT ≤ γ ≤ OPT. With this procedure we can get (nearly) optimal objective value
by using less function evaluations than Anari et al. (2017) at cost of producing a slightly bigger family
of feasible sets. This is formally stated in Theorem 1.
Theorem 1. For problem (1), there is a polynomial time algorithm that returns a set SALG, such that for
given 0 < ǫ, δ < 1, for all j ∈ [k] it holds
fj(S
ALG) ≥ (1− ǫ) ·max
S∈I
min
i∈[k]
fi(S),
where SALG = S1 ∪ · · · ∪ Sℓ with ℓ = ⌈log
2k
ǫ
/ log(2− δ)⌉, and S1, . . . , Sℓ are feasible.
The proofs of these two theoretical results can be found in Appendix A. The extended threshold-
greedy as well as other heuristics such as lazy evaluations Minoux (1978) (see Appendix A.3) improve
the running time theoretically as well as on practical instances, see Section 2. Unfortunately, the main
bottleneck remains obtaining a certificate of (near)-optimality or equivalently, a good upper bound on the
optimum. We obtain that the optimum value is at most γ whenever running the extended greedy algorithm
on function gγ fails to return a solution of desired objective. Unfortunately, due to the desired accuracy in
binary search and the number of steps in extended greedy, obtaining good upper bounds on the optimum
is computationally prohibitive. We resolve this issue by implementing an early stopping rule in the bi-
criteria algorithm. When running Algorithm 1 on function gγ (as explained above) we use the stronger
guarantee given in Proposition 1. When γ is much larger thanOPT and we fail to realize the guarantee in
Proposition 1: if in iteration τ ∈ [ℓ]we obtain a set Sτ such that g(∪
τ
t=1St) < (1−1/(2−δ)
τ )·γ, then we
stop and update the upper bound on the optimum to be γ. This allows us to stop the iteration much earlier
since in many real instances τ is typically much smaller than ℓ when γ is large. This leads to a drastic
improvement in the number of function calls as well as CPU time. Indeed, without this improvement,
the extended greedy algorithm of Anari et al. (2017) even with lazy evaluations has a poor performance
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with a CPU time of more than 4 hours in small instances of n = 5, 000 elements as compared to few
minutes after addition of this step.
In Section 2, we assess the performance of these implementation improvements in two applications,
showing empirically that the tested algorithms using these small changes significantly outperform the pre-
vious work. Also, we present a simple heuristic adapted from the stochastic greedy algorithm introduced
in Mirzasoleiman et al. (2015). We provide an extra experiment in Appendix A.6.
2 Modeling and Experimental Results
To facilitate the interpretation of our theoretical results, we will consider partition constraints in all ex-
periments: the ground set V is partitioned in q sets {P1, . . . , Pq} and the family of feasible sets is
I = {S : |S ∩ Pj | ≤ b, ∀j ∈ [q]}, same budget b for each part. We test four methods: (prevE-G) the
extended greedy with no improvements Anari et al. (2017), and the rest with improvements, (E-G) the ex-
tended greedy Anari et al. (2017), (E-ThG) the extended threshold greedy (this work), and (E-StochG)
a heuristic we called extended stochastic greedy. The last procedure is an extended version of the stochas-
tic greedy Mirzasoleiman et al. (2015), and adapted to partition constraints (see Appendix A.4). Finally,
we consider ℓ = ⌈log 2k
ǫ
⌉ for E-G and E-StochG, and ℓ = ⌈log 2k
ǫ
/ log(2 − δ)⌉ for E-ThG. See
Appendix A.5 for the final pseudo-code of the main algorithm.
After running the four algorithms, we save the solution SALG with the largest violation ratio ν, and
denote by τmax := ⌈ν⌉. Observe that S
ALG = S1 ∪ . . . ∪ Sτmax where Sτ ∈ I for all τ ∈ [τmax].
We consider two additional baseline algorithms (without binary search): Random Selection (RS) which
outputs a set S˜ = S˜1 ∪ . . .∪ S˜τmax such that for each τ ∈ [τmax]: S˜τ is feasible, constructed by selecting
elements uniformly at random, and |S˜τ ∩ Pj | = |Sτ ∩ Pj | for each part j ∈ [q]. Secondly, (G-Avg) we
run τmax times the lazy greedy algorithm on the average function
1
k
∑
i∈[k] fi and considering constraints
Iτ = {S : |S ∩ Pj | ≤ |Sτ ∩ Pj|, ∀j ∈ [q]} for each iteration τ ∈ [τmax].
In all experiments we consider the following parameters: approximation 1 − ǫ = 0.99, threshold
δ = 0.1, and sampling in E-StochG with ǫ′ = 0.1. The composition of each part Pj is always
uniformly at random from V .
Non-parametric Learning. We follow the setup in Mirzasoleiman et al. (2015). Let XV be a set of
random variables corresponding to bio-medical measurements, indexed by a ground set of patients V .
We assume XV to be a Gaussian Process (GP), i.e., for every subset S ⊆ V ,XS is distributed according
to a multivariate normal distribution N (µS ,ΣS,S), where µS = (µe)e∈S andΣS,S = [Ke,e′ ]e,e′∈S are the
prior mean vector and prior covariance matrix, respectively. The covariance matrix is given in terms of
a positive definite kernel K, e.g., a common choice in practice is the squared exponential kernel Ke,e′ =
exp(−‖xe − xe′‖
2
2/h). Most efficient approaches for making predictions in GPs rely on choosing a
small subset of data points. For instance, in the Informative Vector Machine (IVM) the goal is to obtain a
subset A such that maximizes the information gain, f(A) = 12 log det(I+σ
−2
ΣA,A). In our experiment,
we use the Parkinson Telemonitoring dataset Tsanas et al. (2010) consisting of n = 5, 875 patients with
early-stage Parkinsons disease and the corresponding bio-medical voice measurements with 22 attributes
(dimension of the observations). We normalize the vectors to zero mean and unit norm. With these
measurements we computed the covariance matrix Σ considering the squared exponential kernel with
parameter h = 0.75. For our robust criteria, we consider k = 20 perturbed versions of the information
gain defined with σ2 = 1, i.e., problem (1) corresponds tomaxA∈I mini∈[20] f(A)+
∑
e∈A∩Λi
ηe, where
f(A) = 12 log det(I+ΣAA), Λi is a random set of size 1,000 with different composition for each i ∈ [20],
and η ∼ [0, 1]V is a uniform error vector.
We made 20 random runs considering q = 3 parts and budget b = 5. We report the results in Figures
1 (a)-(d). In the performance profiles (a) and (b), we observe that any of the three algorithms clearly
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outperform prevE-G, either in terms of running time (a) or function calls (b). With this, we show
empirically that our implementation improvements help in the performance of the algorithm. We also
note that E-StochG is likely to have the best performance. Box-plots for the function calls in Figure 1
(d) confirm this fact, since E-StochG has the lowest median. In this figure, we do not present the results
of prevE-G because of the difference in magnitude of the number of function calls. Finally, in (c) we
present the objective values obtained in a single run, and we observe that the stopping rule is useful since
the three tested algorithms find a good solution earlier (using fewer elements) outperforming prevE-G
and the benchmarks, and at much less cost as we mentioned before.
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Figure 1: Non-parametric learning: performance profiles (a) for running time (note that E-G is covered
by E-ThG) and (b) for function calls. In (c) is the objective value versus the violation ratio in a single run
of each method. In (d) is the box-plot for the function calls. Clustering: (small) performance profiles
(e) for the running time and (f) for the function calls. (Large) box-plots (g) for the running time and (h)
for the function calls.
Exemplar-based Clustering. We follow the setup in Mirzasoleiman et al. (2015). Solving the k-
medoid problem is a common way to select a subset of exemplars that represent a large dataset V
Kaufman and Rousseeuw (2009). This is done by minimizing the sum of pairwise dissimilarities between
elements in A ⊆ V and V . Formally, define L(A) = 1
V
∑
e∈V minv∈A d(e, v), where d : V × V → R+
is a distance function that represents the dissimilarity between a pair of elements. By introducing an
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appropriate auxiliary element e0, it is possible to define a new objective f(A) := L({e0}) − L(A+ e0)
that is monotone and submodular Gomes and Krause (2010), thus maximizing f is equivalent to mini-
mizing L. In our experiment, we use the VOC2012 dataset Everingham et al. (2012). The ground set
V corresponds to images, and we want to select a subset of the images that best represents the dataset.
Each image has several (possible repeated) associated categories such as person, plane, etc. There are
around 20 categories in total. Therefore, images are represented by feature vectors obtained by counting
the number of elements that belong to each category, for example, if an image has 2 people and one
plane, then its feature vector is (2, 1, 0, . . . , 0) (where zeros correspond to other elements). We choose
the Euclidean distance d(e, e′) = ‖xe − xe′‖ where xe, xe′ are the feature vectors for images e, e
′. We
normalize the feature vectors to mean zero and unit norm, and we choose e0 as the origin. For our
robust criteria, we consider k = 20 perturbations of the function f defined above, i.e., problem (1) corre-
sponds to maxA∈I mini∈[20] f(A) +
∑
e∈A∩Λi
ηe, where Λi is a random set of fixed size with different
composition for each i ∈ [20], and finally, η ∼ [0, 1]V is a uniform error vector.
We consider two experiments: (small) with n = 3, 000 images, 20 random instances considering
q = 6 and b = 70, |Λi| = 500 and (large) with n = 17, 125 images, 20 random instances q ∈
{10, . . . , 29} parts and budget b = 5, |Λi| = 3, 000 (we do not implement prevE-G because of the
exorbitant running time). We report the results of the experiments in Figures 1 (e)-(h). For small,
charts (e) and (f) confirm our theoretical results: E-ThG is the most likely to use less function calls (f)
and running time (e) when the rank is relatively high (in this case q · b = 420) which contrasts with the
performance of E-G that depends on the rank (chart (f) reflects this). For large, we can see in charts
(g) and (h) that the results are similar, either in terms of running time or function evaluations, so when
we face large ground sets, we could choose any algorithm, but we would still prefer E-ThG since it has
no dependency on the rank.
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A Appendix
A.1 Additional proofs
For the problem of maximizing a single submodular function subject to cardinality constraints, a vari-
ation of the standard greedy algorithm called threshold greedy (Algorithm 2 with I being a cardinality
constraint) is proposed by Badanidiyuru and Vondrák (2014). This algorithm achieves a (1 − 1/e − δ)-
approximation factor, where δ is the parameter for decreasing the threshold (line 4 in Algorithm 2).
Moreover, it can be easily adapted to any matroid constraint (Algorithm 2), and it achieves a (1−δ2−δ )-
approximation factor. We formally state this result in Corollary 1.
Corollary 1. Given δ > 0, Algorithm 2 gives a
(
1−δ
2−δ
)
-approximation for the problem of maximizing a
single nonnegative, monotone, submodular function g subject to a matroid constraint, using O(n
δ
log n
δ
)
queries.
Proof. Denote by r the rank of matroid M. Let S∗ = {e∗1, . . . , e
∗
r} and S = {e1, . . . , er} be the
optimal set and the set obtained with the algorithm, respectively. W.l.o.g, we can assume that S∗ and
SG are both basis in M, so there exists a bijection φ such that φ(ei) = e
∗
i for all i ∈ [r]. Denote by
Si−1 = {e1, . . . , ei−1} the set of elements after iteration i − 1. Observe that if ei is the next element
chosen by the algorithm and the current threshold value is w, then we get the inequalities
gSi−1(x) =
{
≥ w if x = ei
≤ w/(1 − δ) if x ∈ V s.t. Si−1 + x ∈ I
This imples that gSi−1(ei) ≥ (1 − δ)fSi−1(x) for all x ∈ V \Si−1 such that Si−1 + x ∈ I . In particular
for x = e∗i we have then
(1− δ)gSi−1(e
∗
i ) ≤ g(Si)− g(Si−1).
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On the other hand, if we apply submodularity twice we get
g(S∗)− g(S) ≤
K∑
i=1
gS(e
∗
i ) ≤
K∑
i=1
gSi−1(e
∗
i )
Using the previous two inequalities we get
(1− δ)[g(S∗)− g(S)] ≤
K∑
i=1
g(Si)− g(Si−1) = g(S).
So we finally obtained
g(S) ≥
(
1− δ
2− δ
)
· g(S∗)
as claimed.
Following the same idea as in Anari et al. (2017), we then reuse the threshold greedy algorithm in
an iterative scheme to construct a family of feasible sets whose union has an (nearly) optimal objective
value, as stated in Proposition 1.
Proof of Proposition 1. We use Corollary 1 to state that the extended threshold greedy algorithm when
run for a single iteration returns a set S1 ∈ I such that
g(S1)− g(∅) ≥
(
1−
(
1
2− δ
))
max
S∈I
{g(S)− g(∅)} .
We use the above statement to prove our theorem by induction. For τ = 1, the claim follows directly.
Consider any ℓ ≥ 2. Observe that the algorithm in iteration τ = ℓ, is exactly the Threshold-Greedy
algorithm run on submodular function g′ : 2V → R+ where g
′(S) := g(S
⋃
∪ℓ−1τ=1Sτ ). This procedure
returns Sℓ such that
g′(Sℓ)− g
′(∅) ≥
(
1−
1
2− δ
)
max
S∈I
(
g′(S)− g′(∅)
)
which implies that
g
(
∪ℓτ=1Sτ
)
− g
(
∪ℓ−1τ=1Sτ
)
≥
(
1−
1
2− δ
)(
max
S∈I
g(S)− g
(
∪ℓ−1τ=1Sτ
))
.
By induction we know g
(
∪ℓ−1τ=1Sτ
)
≥
(
1−
(
1
2−δ
)ℓ−1)
maxS∈I g(S). Thus we obtain
g
(
∪ℓτ=1Sτ
)
≥
(
1−
1
2− δ
)
max
S∈I
g(S) +
(
1
2− δ
)
g
(
∪ℓ−1τ=1Sτ
)
≥
(
1−
(
1
2− δ
)ℓ)
max
S∈I
g(S)
as claimed.
Note that the number of function calls O(nℓ
δ
log n
δ
) does not depend on the rank of the matroid r as
the algorithm proposed in Anari et al. (2017), which requires O(nℓr) function evaluations.
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A.2 Proof of Theorem 1
The formal proof of Theorem 1 follows the same lines as in Anari et al. (2017).
Proof of Theorem 1. Consider the family of monotone submodular functions {fi}i∈[k], g
γ defined as
above and parameter γ with relative error of 1− ǫ2 . If we run the extended threshold greedy algorithm 1
on gγ with ℓ ≥ ⌈log 2k
ǫ
/ log(2 − δ)⌉, we get a set SALG = S1 ∪ · · · ∪ Sℓ, where Sj ∈ I for all j ∈ [ℓ].
Moreover, Proposition 1 implies that gγ(SALG) ≥
(
1− ǫ2k
)
γ. Then, by a contradiction argument we
can prove that fi(S
ALG) ≥
(
1− ǫ2
)
γ ≥ (1− ǫ)OPT, for all i ∈ [k] as claimed.
A.3 Other implementation improvements
Lazy evaluations All algorithms and baselines are implemented with lazy evaluations Minoux (1978).
This means, we keep a list of an upper bound ρ(e) on the marginal gain for each element (initially ∞)
in decreasing order, and at each iteration, it evaluates the element at the top of the list e′. If the marginal
gain of this element satisfies gS(e
′) ≥ ρ(e) for all e 6= e′, then submodularity ensures gS(e
′) ≥ gS(e).
In this way, greedy does not have to evaluate all marginal values to select the best element.
Bounds initialization. To compute the initial LB and UB for the binary search, we run the lazy
greedy Minoux (1978) for each function in a small sub-collection {fi}i∈[k′], where k
′ ≪ k, lead-
ing to k′ solutions A1, . . . , Ak
′
with guarantees fi(A
i) ≥ (1/2) · maxS∈I fi(S). Therefore, we set
UB = 2 · mini∈[k′] fi(A
i) and LB = maxj∈[k′]mini∈[k] fi(A
j). This two values correspond to upper
and lower bounds for the true optimum OPT.
Algorithm 3 Extended Stochastic-Greedy for Partition Matroid
Input: ℓ ≥ 1, monotone submodular function g : 2V → R+, partition matroidM = (V, I), ǫ
′ > 0.
Output: sets S1, . . . , Sℓ ∈ I.
1: for τ = 1, . . . , ℓ do
2: Sτ ← ∅
3: while Sτ is not basis inM do
4: For each j ∈ [q], uniformly sample Rj ∼ Pj\Sτ with
nj
kj
log 1
ǫ′
elements.
5: e∗ ← argmaxe∈R1∪···Rr
{
g∪τ
j=1
Sj (e)
}
.
6: Sτ ← Sτ + e∗.
A.4 Extended Stochastic Greedy for Partition Matroid
Consider a partition {P1, . . . , Pq} on ground set V with nj := |Pj | for all j ∈ [q] and a family of feasible
sets I = {S ⊆ V : |S ∩ Pj | ≤ kj ∀j ∈ [q]} which for a matroid M = (V,I). We can construct a
heuristic based on the stochastic greedy algorithm Mirzasoleiman et al. (2015) and adapted to partition
constraints (Algorithm 3): given ǫ′ > 0, in each round it uniformly samples
nj
b
log 1
ǫ′
elements from each
part Rj ∼ Pj , where nj := |Pj |. And then, it obtains the element with the largest marginal value among
elements in ∪j∈[q]Rj .
Even though, we are not able to state any provable guarantee, we use Algorithm 3 as inner loop for
solving the robust problem (1) with ℓ = ⌈log 2k
ǫ
⌉.
A.5 Pseudo bi-criteria algorithm
In this section, we present the pseudo-code of the main algorithm that we use for the experiments in
Section 2. Algorithm 4 works as follows: in a outer loop we obtain an estimate γ on the value of
the optimal solution OPT via a binary search. For each guess γ we define a set function gγ(S) :=
1
k
∑
i∈[k]min{fi(S), γ}. Then, we run algorithm A (either E-G, E-ThG, or E-StochG) on g
γ . If at
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some point the solution S satisfies mini∈[k] fi(S) ≥ (1 − ǫ/2)γ, we stop and update the lower LB =
mini∈[k] fi(S), since we find a good candidate. Otherwise, we continue. After finishing round τ , we
check if we realize the guarantee gγ(∪τj=1Sj) ≥ ατ · γ. If not, then we stop and update the upper bound
UB = γ, otherwise we continue. Finally, we stop the binary search whenever LB andUB are sufficiently
close. We consider factor guarantees (line 17 in Algorithm 4) ατ = 1−1/2
τ for E-G and or E-StochG,
and ατ = 1− 1/(2 − δ)
τ for E-ThG.
Algorithm 4 Pseudo-code to get bi-criteria solutions
Input: ǫ > 0, monotone submodular functions {fi}i∈[k], partition matroid P1, . . . , Pq , and subroutine A: E-G,
E-ThG, or E-StochG.
Output: sets S1, . . . , Sℓ ∈ I.
1: Compute LB and UB as stated above.
2: while UB−LBUB > 2ǫ do
3: γ = (UB+LB)/2
4: for τ = 1, . . . , ℓ do
5: Sτ = ∅.
6: Compute marginals ρ(e) = gγ(S + e)− gγ(S) for all e ∈ V .
7: if maxe ρ(e) ≤ 0 then
8: if mini fi(∪
τ
j=1Sj) ≥ (1 − ǫ)γ then
9: Update LB = mini fi(∪τj=1Sj)
10: else
11: Update UB = γ
12: Break
13: else
14: Obtain Sτ ← A(gγ ,∪
τ−1
j=1Sj)
15:
16: if gγ(∪τj=1Sj) < ατ · γ then
17: Update UB = γ.
18: Break
19: else
20: if mini fi(∪τj=1Sj) ≥ (1− ǫ)γ then
21: Update LB = mini fi(∪
τ
j=1Sj)
22: Break
23: else
24: Continue
A.6 Extra experiment - Sensor Placement
For this problem we follow the setup in Krause et al. (2008b). Here, we are given a set of sensors V
with fixed locations in a specific region. Each sensor s measures certain phenomena such as temperature,
humidity and light, which define a random vector Xs. We assume that the set of random variables XV
is distributed according to a multivariate normal distribution, which corresponds to a Gaussian Process
(GP). The predictive variance of sensor s after obtaining observations from a subset of sensors A ⊆ V
is given by σ2
s|A = σ
2
s − ΣsAΣ
−1
AAΣAs, where ΣAA is the covariance matrix of the measurements at
the chosen locations A, ΣsA is the row-vector in Σ with row s and columns A, and σ
2
s is the a priori
variance of sensor s. Traditionally, the goal is to find a subset A that minimizes the predictive variance.
However, let us assume that the a priori variance σ2s is constant for all locations s and define the variance
reduction fs(A) := ΣsAΣ
−1
AAΣAs. Das and Kempe (2008) show that fs is monotone and submodular for
certain distributions. Therefore, minimizing σ2
s|A is equivalent to maximizing fs when σ
2
s is assumed to
be constant.
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We use the Intel Research Berkeley dataset of n = 44 sensors, which contains measurements of
temperature (T), humidity (L), and light (L). We consider data of three consecutive days, and we construct
the corresponding covariance matrices ΣT , ΣH , and ΣL. For our robust criteria, we consider perturbed
versions of the average variance reduction for each observation k = 3, i.e., problem (1) corresponds
to maxA∈I mink∈{T,H,L}{fk(A) +
∑
e∈A∩Λk
ηe}, where fk(A) =
1
44
∑
s∈[44]Σ
k
sA(Σ
k
AA)
−1ΣkAs, Λk is
random set of size 15, different in composition for each k, and η ∼ [0, 1]V is an error vector.
We made 30 random runs considering the number of parts q = 3 and budget b = 1. We report
the results of the instances in Figures 2. We observe that the three tested algorithms clearly outperform
prevE-G, either in running time (see box-plot (b) and performance profile (d)) and in the number of
function evaluations (see box-plot (a) and performance profile (e)). When we only compared the three
tested algorithm, the performance is very similar (see box-plots (a) and (b)), but E-StochG is the most
likely to use less number of function calls, see profile (e). In terms of running time E-G and E-Stoch
are the most likely to solve the problem faster, see profile (d). Finally, in chart (c) we observe that the
stopping rules help to find a good candidate solution earlier by using less elements and at much less cost.
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Figure 2: Sensor Placement: Box-plots (a) for the function calls and (b) for the running time. In (c) we
present the objective value versus the violation ratio in a single run of each method. Performance profiles
(d) for the running time and (e) for the function calls.
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