Accurate localization of sound in 3-D space is based on variations in the spectrum of sound sources. These variations arise mainly from reflection and diffraction effects caused by the pinnae and are described through a set of Head-Related Transfer Functions (HRTF's) that are unique for each azimuth and elevation angle. A virtual sound source can be rendered in the desired location by filtering with the corresponding HRTF for each ear. Previous work on HRTF modeling has mainly focused on methods that attempt to model each transfer function individually. These methods are generally computationally-complex and cannot be used for real-time spatial rendering of multiple moving sources. In this work we provide an altemative approach, which uses a multipleinput single-output state-space system to create a combined model of the HRTF's for all directions. This method exploits the similarities among the different HRTF's to achieve a significant reduction in the model size with a minimum loss of accuracy.
INTRODUCTION
Applications for 3-D sound rendering include teleimmersion; augmented and virtual reality for manufacturing and entertainment; teleconferencing and telepresence; air-traffic control; pilot waming and guidance systems; displays for the visually impaired; distance learning; and professional sound and picture editing for television and film. Work on sound localization finds its roots as early as the beginning of the twentieth century when Lord Rayleigh [ 11 first presented the Duplex Theory that emphasized the importance of interaural time differences (ITD) and interaural amplitude differences (IAD) in source localization. It is notable that human listeners can detect ITD as small as 7ps [2] , which makes it an important cue for localization. Nevertheless, ITD and IAD alone are not sufficient to explain localization of sounds in the median plane, in which ITDs and IADs are both zero.
Variations in the spectrum as a function of azimuth and elevation angles also play a key role in sound localization. These variations arise mainly from reflection and diffraction effects caused by the outer ear (pinna) that give rise to amplitude and phase changes for each angle. These effects are described by a set of functions known as the head-related transfer functions (HRTF's).
One of the key drawbacks of 3-D audio rendering systems arises from the fact that each listener has HRTF's that are unique [3] , as well as spatial feature extraction and regularization [4] .
In this paper, we present a two-layer method of modeling HRTF's for immersive audio rendering systems. This method allows for two degrees of control over the accuracy of the model. For example, increasing the number of measured HRTF's improves the spatial resolution of the system. On the other hand, increasing the order of the model extracted from each measured HRTF improves the accuracy of the response for each of measured direction. Kung's method [5] was used to convert the time-domain representation of HRTF's in state-space form. The models were compared both in their Finite Impulse Response (FIR) filter form and their state-space form. It is clear that the state-space method can achieve greater accuracy with lower order filters. This was also shown using a balanced model truncation method [6] . Although an Infinite Impulse Response (IIR) equivalent of the state-space filter could be used without any theoretical loss of accuracy, it can often lead to numerical errors causing an unstable system, due to the large number of poles in the filter. State-space filters do not suffer as much from the instability problems of IIR filters, but require a larger number of parameters for a filter of the same order. However, considering that there are similarities among the impulse responses for different azimuths and elevations, a combined single system model for all directions can provide, as we will show, a significant reduction.
Previous work on HRTF modeling has mainly focused on methods that attempt to model each direction-specific transformation as a separate transfer function. In this paper we present a method that attempts to provide a single model for the entire 3-D space. The model builds on a generalization of work by Haneda ef al. [7] , in which the authors proposed a model that shares common poles (but not zeros) for all directions. Our model uses a multipleinput single-output state-space system to create a combined model of the HRTF's for all directions simultaneously. It exploits the similarities among the different HRTF's to achieve a significant reduction in the model size with a minimum loss of accuracy.
SPATIAL AUDIO RENDERING
One way to spatially render 3-D sound is to filter a monaural (nondirectional) signal with the HRTF's for the desired direction. This involves a single filter per ear for each direction and a selection of the correct filter taps through a lookup table. The main disadvantage of this process is that only one direction can be rendered at a time and interpolation can be problematic. In our work we extract and model the important cues of ITD and IAD as a separate layer, thus avoiding the problem of dual half-impulse responses created by interpolation. The second layer of the interpolation deals with the angle-dependent spectrum variations (Fig. 1) . This is a multiple-input single-output system (for each channel), which we created in state-space form. Similarly we can approximate the gain with a 14th order polynomial as in Fig. 4 . The advantages of polynomial fitting are not so obvious when only one elevation is considered, but become more evident when the entire 3-D space is taken into consideration.
The signal for any angle 8 can be fed to the input corresponding to that angle, or if there is no input corresponding to 8 then the signal can be split into the two adjacent inputs (or more in the case of both azimuth and elevation variations). In order to proceed with the two-layered model described above, we first extract the delay from the measured impulse responses. Fig. 2 shows the delay extracted from the measurements and fitted with a sixth order polynomial. It should be noted that here the azimuth is measured from the center of the head relative to the midcoronal and towards the face as shown in Fig. 3 and not relative to the midsagittal and clockwise
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RESULTS
The measurements used in this paper consist of impulse responses taken using a KEMAR dummy head [8]. These 512-point impulse responses can be used as an FIR model against which our comparisons will be based. In order to reduce these impulse responses we original paper by Kung [5] , as well as Beliczynski et al. [9] and references therein. To achieve higher speeds in model creation and the ability to handle any model size, Kung's method is performed on each impulse response separately. This avoids the dimension increase of the Hankel matrix and consequently drops the computational cost of the SVD significantly since SVD is an O (3) For example, angle 40' corresponds to $ of the input signal being fed through the 30" input, while the remaining 6 is input to the 60" direction. As expected, the two main cues of delay and gain were preserved in the impulse response since they are generated from a separate, very accurate layer. The second layer can then be reduced according to the desired accuracy. Fig. 9 shows the performance of a further reduced state space model. The model was reduced to less than a third its initial size (down to 191 states from 600). The reduction was performed using techniques as described in [IO] and [ll] . As can be seen from the figures, there was some minor loss of accuracy. Fig. 10 displays the performance of an equivalent model size that was created by reducing each individual HRTF to a 16 state model. These models correspond to a combined model of 192 states that is of equivalent size to the previous combined model but that performs very poorly. The advantage of performing the reduction to the combined model., as decribed above, is clearly evident.
CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
Although the state space model is computationally expensive compared to an FIR filter, it provides several advantages over the latter while avoiding some of the disadvantages of IIR filters. One advantage that comes with the use of a state-space model is memory, which eliminates the audible "clicking" noise heard when changing from coefficient to coefficient. In fact, a model with many states eliminates the need for interpolation due to the memory. Interpolation, by passing a signal to two inputs at once, is however desirable to avoid sudden jumps in space of the virtual source.
We have also demonstrated that while a single model for the whole space can achieve spatial rendering of multiple sources at once, it can also result in a smaller size than the individual models for all directions combined. Further work of improving this model will focus on techniques reducing the front-to-back confusion using methods similar to those described by Zhang et al. [12] . 
