This work investigates approaches to simplifying individual-based models in which the rate of disturbance depends on local densities. To this purpose, an individual-based model for a benthic population is developed that is both spatial and stochastic. With this model, three possible ways of approximating the dynamics of mean numbers are examined: a mean-field approximation that ignores space completely, a second-order approximation that represents spatial variation in terms of variances and covariances, and a patch-based approximation that retains information about the age structure of the patch population. Results show that space is important and that a temporal model relying on mean disturbance rates provides a poor approximation to the dynamics of mean numbers. It is possible, however, to represent relevant spatial variation with second-order moments, particularly when recruitment rates are low andÂ or when disturbances are large and weak. Even better approximations are obtained by retaining patch age information.
INTRODUCTION
Realistic ecological models, for dealing with the complexities of distributed interactions in fluctuating environments, must incorporate elements of space, nonlinearity, and stochasticity. In the complexity of these models, however, what one gains in realism one loses in analytic capability, and must resort to exploration through large simulations. It is therefore difficult to elucidate the essential processes determining their spatial and temporal dynamics, and the critical mechanistic bases of responses to changing environmental conditions. One route to establish such a link is to simplify models to their essentials by aggregating their basic units, thereby increasing predictive power.
In spatial models, aggregation closely relates to the problem of scaling dynamics across spatial scales. Beyond simplifying models, spatial scaling addresses the importance of local detail (Pacala and Deutschman, 1996; , the identification of the scale at which macroscopic descriptions become effectively deterministic (Rand and Wilson, 1995; Keeling et al., 1997; Pascual and Levin, in press) , and how to represent variability at scales smaller than those that are explicitly considered (Steele et al., 1993) . These issues pervade scientific inquiry, but are especially relevant to ecological systems, where many and perhaps most measurements are taken at scales smaller than those of the patterns of interest, sometimes at the level of the individual (DeAngelis and Gross, 1992; Deutschman et al., 1997; Flierl et al., 1998) , and other times at the level of landscape units (Levin, 1992) . Spatial aggregation has received substantial attention in landscape and ecosystem models (King, 1992; Levin, 1992; Rastetter et al., 1992; Turner and O'Neill, 1992) , and many open questions remain.
Population and community models for benthic systems span the whole spectrum of complexity with respect to their treatment of space. At one extreme are models that ignore the spatial dimension; these are termed mean-field systems, in the sense that they involve only the dynamics of mean quantities averaged over space (e.g., Hughes, 1984; Roughgarden et al., 1985; Pascual and Caswell, 1991; Tanner et al., 1994) . Metapopulation models, on the other hand, recognize the existence of different patches or sites coupled by dispersal (e.g., Chesson, 1985; Iwasa and Roughgarden, 1986) , and provide a framework, for example, for incorporating spatial detail on larval transport but not on the sessile component (e.g., Roughgarden et al., 1988 Roughgarden et al., , 1994 ). An early example of such a model is given by Levin and Paine (1974;  see also Paine and Levin, 1981) , who characterize the gaps created by disturbance in terms of age since disturbance, ignoring explicit space. Finally are models that treat the spatial dimension explicitly to incorporate local processes such as competition and growth (e.g., Maguire and Porter, 1977) , treating space either as discrete or as continuous (Levin, 1976) .
Nonlinearity is introduced in spatial models by local processes whose rates depend on the local density of individuals or on the local frequency of patch types. It complicates in fundamental ways the problem of extrapolating across scales, rendering simple averaging impossible. In fact, averaging in nonlinear systems leads to a hierarchy of moment equations in which the dynamics of mean quantities are not independent from those of higher order moments, such as variances and covariances, and so on for higher moments. By taking expectations over space or over the set of all possible realizations of the stochastic process, one can derive equations for the dynamics of mean quantities, secondorder moments (variances and covariances), and higher order moments. The resulting equations for mean quantities will depend, however, on second-order moments, those for second-order moments will in turn involve third-order moments, and so on. Thus, the resulting system always remains open and therefore unsolvable: there is always one more unknown than equations. The problem of how to close the system and obtain an approximation of it that considers only low-order moments is known as the closure problem in the field of turbulence (McComb, 1990 ). This problem is clearly illustrated in the application of moment expansion methods to the scaling of spatial stochastic systems (Matsuda et al., 1992; Levin and Pacala, 1997) . These methods have been recently investigated in a variety of models for plant populations and communities (Harada and Iwasa, 1994; Harada et al., 1995; Kubo et al., 1996; Bolker and Pacala, 1997; Pacala and Levin, 1997; Law and Metz, 1998) .
As for terrestrial vegetation (Watt, 1947) , disturbance is a local process that plays a fundamental role in the dynamics of benthic populations, determining the renewal rate of space, often a limiting resource (Levin and Paine, 1974; Paine and Levin, 1981) . Although disturbance is generally modeled as an external forcing, there is evidence for its dependency on local densities of the primary space holders. As densities build up, susceptibility to disturbance can increase, creating a feedback between local biological conditions and environmental forcing. Gaines and Roughgarden (1985) refer to this feedback as the``biological targeting of disturbance.'' Examples can be found in rocky intertidal populations: the barnacle hummocks that form when recruitment is high become unstable and susceptible to removal by wave action (Gaines and Roughgarden, 1985) , and the crowding of mussels leads to the disruption of individuals and the formation of focal points for erosion and patch creation (Paine and Levin, 1981) . Examples, however, are not limited to benthic systems; in forests, high local abundances can lead to an increase in mortality through the spread of pathogens among neighboring trees (Hubbell, 1995) , and the increase of biomass due to tree growth can also expose trees to disturbance.
In this paper, we investigate the consequences of density-dependent disturbance for translating the dynamics of a benthic population model from one spatial scale to a larger or coarser scale. We explore and compare three possible approaches to aggregation. These approaches are respectively to ignore spatial detail entirely (the mean-field approach; see Durrett and Levin, 1994b) ; to derive expressions that attempt to represent relevant spatial detail completely in terms of variances and covariances Levin and Durrett, 1996) ; and to suppress explicit spatial detail entirely via a metapopulation or patch-based approach that retains information about the age structure of the patch population (Levin and Paine, 1974) . Although our focus is on the intertidal, similar approaches apply to forests and other systems.
We develop a stochastic and spatially explicit model for a benthic population, motivated by the dynamics of intertidal mussel beds. Individuals are classified according to a size threshold at which they escape predation, but become increasingly susceptible to disturbance. Space is subdivided into discrete units, each containing a discrete number of individuals. The disturbance rate is a function of the local density of adults in a neighborhood of prescribed size. With this model, we ask whether explicit spatial detail is necessary to follow the dynamics of mean population numbers, and whether it is possible to aggregate the basic spatial units to approximate the dynamics of the system at a larger spatial scale.
THE MODEL
Our model is motivated by benthic populations, such as intertidal mussel beds, in which crowding influences disturbance rates. Although susceptibility to disturbance depends on the demography of the bed in ways that are not fully understood (Paine and Levin, 1981) , crowding is a key factor leading to higher susceptibility, and disturbed patches in which mussels are absent or small are not susceptible to further disturbance. For barnacles and mussels alike, high densities may lead to physical instability of the bed, creating focal points for further disruption.
Localized disturbances of the sort described differ from other sources of individual mortality by creating patches or gaps, and therefore spatial correlations in abundance. When susceptibility to disturbance increases with local crowding, such correlations can influence the population dynamics of total numbers, with important consequences for the level of spatial detail needed in a population model.
To investigate these consequences, we consider a simple population model in which disturbance is the only process exhibiting local density dependence. Space is one-dimensional and disturbance size is constant. Because physical disturbances, such as the opening of space by wave action, generally remove more than a single individual, we divide space into an array of discrete sites, each containing a group of individuals. All other processes affecting the dynamics within a site operate at the individual level and individuals within each site are discrete. In this sense, the model is individual-based and has the same spatial structure than the individual-based models of Durrett and Levin (1994b) . Individuals are classified as juveniles or adults according to a size threshold at which they escape predation and become susceptible to disturbance. An example of such a threshold, which results in different mortality rates for juveniles and adults, is described by Paine and Levin (1981) for mussels of the rocky intertidal. To incorporate an increasing susceptibility to disturbance as local densities build up, we consider a simple functional form in which the disturbance rate increases linearly with local adult crowding and the spatial scale at which individuals sense densities coincides with disturbance size. With respect to recruitment, the system is open and juveniles recruit from outside the spatial area under consideration. This is common in many benthic populations in which the long-distance dispersal of planktonic larvae effectively decouples recruitment from local reproduction. In summary, four processes determine the temporal dynamics of the number of adults A(x) and the number of juveniles J(x) at a site centered at x:
1. Recruitment: juveniles recruit at a constant rate r 2. Growth: a juvenile grows into an adult at rate g 3. Mortality (by factors other than disturbance): a juvenile dies at rate + j , and an adult at rate + a .
4. Disturbance: a site is disturbed at a rate proportional to the density of adults in a neighborhood N of size L D , m_ :
When a site is disturbed, all adults and juveniles in N are removed. Disturbance size L D is measured in units of site length l, with l set equal to 1.
Model parameters are summarized in Table I . The model is stochastic (technically, an interacting particle system, Durrett and Levin, 1994a) : the rates specify a probability for an event to happen in a given interval of time. A rate : means that the associated event occurs at a given site at times of a Poisson process with rate 1Â:. That is, the probability that the event happens in a small interval of time $t is approximately :$t; or more exactly, the probability that the event happens at a time greater than t decreases exponentially with exponent :t.
The model is nonlinear because the density of individuals in the neighborhood of a site influences disturbance rates. It is clearly spatial since the explicit arrangement of sites influences the disturbance process. We ask next whether explicit space matters to the dynamics of mean numbers and whether we can simplify the model by reducing the level of spatial detail. Three types of approximations are considered: the first approximation ignores spatial detail entirely; the second represents relevant spatial detail in terms of variances and covariances; and the third eliminates explicit spatial detail by retaining information about the age structure of the population of sites.
MOMENT APPROXIMATIONS

The Problem
As already mentioned, individual-based models give rise to visually convincing approximations to reality Deutschman et al., 1997) . However, the robust aspects of prediction are not in the detail, but in appropriate macroscopic statistics. One avenue to reducing spatial detail in the model is to average over sites and obtain equations for the mean number of adults A (t) and the mean number of juveniles J (t). In this way (see Appendix 1 for details), it is possible to derive the following equations which give an exact representation for the dynamics of mean numbers,
where D is the disturbance intensity mL D and k is a spatial lag in units of site length l. Also, C A (k) denotes the spatial covariance for adults at lag k (the spatial variance for k=0),
and C AJ (k) denotes the spatial covariance between adults and juveniles at lag k,
Finally, |(k) is a weight function, shown in Fig. 1a , which multiplies the variance and the covariances for the different spatial lags. The function |(k) is symmetrical, achieves a maximum for k=0, and decreases linearly to zero within a distance equal to the disturbance size.
In each of these equations, the last two terms correspond to the loss rate due to disturbance. The first such term is the disturbance rate that would occur in the system if all neighborhoods were exactly at the mean density. The second term represents an additional component of the disturbance rate due to the variability among sites and the spatial structure in the system. These equations show that the dynamics of mean numbers depend on second-order moments (variances and covariances), a consequence of the nonlinearity introduced by density-dependent disturbance (Levin, 1978; Pacala and Levin, 1997) . Equations for these second-order moments would, in turn, involve thirdorder moments, and so on. We consider next the two simplest ways to close this system of equations: first by neglecting (central) second-order moments in the equations for mean numbers (this approximation, which we call mean-field approximation, includes only the equations for mean numbers, with C A and C AJ set to zero); and second by neglecting (central) third-order moments in the equations for second-order moments (this approximation, which we call second-order approximation, includes equations for mean numbers, variances, and covariances). More complicated approaches to the closure problem exploit relationships among low-order moments. However, in the absence of evidence regarding these relationships, setting higher order central moments equal to zero seems the appropriate null assumption.
The Mean-Field Approximation
The mean-field approximation assumes that the density in a typical neighborhood of size L D is the mean spatial density, in other words, that disturbance rate is a function of the mean spatial density. Specifically, the disturbance rate at a single site becomes proportional to the mean density of adults, and is given by mA . To obtain the per capita mortality rate of adults, we multiply the disturbance rate by L D , the number of sites within one disturbance event. Then, the dynamics of mean numbers are given by
Notice that the above equations correspond exactly to (2) and (3) with the variances and covariances set to zero.
Results comparing simulations of Eqs. (6) and (7) to those of the stochastic model for a large range of parameter values show that this approximation performs poorly because it ignores the consequences of selforganized spatial clustering. All simulations are run with 1000 sites and periodic boundaries. Figure 2 illustrates a typical comparison for independent sites (L D =1). After a short transient, both models converge to equilibrium. However, the adult numbers are substantially higher in the mean-field approximation. Figure 3 summarizes similar comparisons for different values of neighborhood size L D when disturbance intensity (D=mL D ) is kept constant. The relative difference at equilibrium for the two models (stochastic and mean field) decreases with L D but remains large. These results show that a disturbance rate that is a function of mean density alone underestimates disturbance. This is not surprising: The model is a natural extension of the contact process (see, for example, Durrett and Levin, 1994a) , for which it is well known that clustering develops and plays a fundamental role in the dynamics. To represent this influence, one must go beyond the mean field approach to one that considers variances and covariances (Levin, 1978; Levin and Durrett, 1996) . We turn to these improvements in the next section.
3.3. The Second-Order Approximation 3.3.1. Equations. The mean-field equations ignore both variation among sites and spatial structure. Variation among sites results from disturbance and demographic noise, i.e., from the stochastic nature of recruitment, growth, and mortality. Spatial structure, or spatial covariance, is created by disturbance, and positive covariance among abundances exists at distances less than or equal to the disturbance size L D (Fig. 4) . Sites within this distance are likely to be disturbed together, and therefore to share similar numbers of individuals as they recover.
As shown by Eqs. (2) and (3), it is possible to derive equations for mean numbers that are exact and take into consideration both variation among sites and spatial patterns. The resulting system, however, is not closed in that rates of changes for the means are expressed in terms of correlations. To complete the second-order approximation, we next derive equations for variances and covariances, neglecting the (central) third-order moments (see Appendix 1 for details of the derivations). By so doing, we are able to close the dynamics, leading to an autonomous system of equations for the means, variances, and covariances.
Two different cases arise in the derivations according to the lag k between sites: |k| L D and |k| >L D
with the weight function | T (n, k) described in Fig. 1b . These equations show that disturbance plays a dual role, both creating and destroying pattern, as evidenced by the positive and negative terms multiplying D. The first disturbance term in each of these equations is always positive and increases rapidly with the mean number of adults. It also increases as the sites become closer (i.e., as the relative distance |k|ÂL D decreases) and disturbance events that affect both sites become more likely. The next disturbance term, which describes the effect of disturbance on the means, is also positive when covariances are positive. By reducing the mean, disturbance increases covariance. Finally, the remaining disturbance terms are negative when covariances are positive. They decrease covariance at a rate that increases with the relative distance |k|ÂL D , as disturbance events that affect only one of the two sites become more likely.
The dual role of disturbance is clearly illustrated by the particular case k=0, for which Eqs. (8) (10) become
When the mean number of adults is large, disturbance creates variance by emptying sites and thereby producing a wide distribution of adult numbers. When variance is large, disturbance diminishes variance by resetting sites to the same number of individuals. Finally, for |k| L D , the covariance equations are
These equations show that, for such sites, disturbance can only destroy spatial pattern: all disturbance terms are negative when covariances are positive.
3.3.2.
Comparison to Mean-Field Model. Equations (2) and (3) allow easy interpretation of the previously observed difference between the mean-field and stochastic models. Recall that, when second-order moments are specified, these equations are exact. They differ respectively from the mean-field equations (6) and (7) by a sum of terms representing the effects of spatial variances and covariances on the loss rate, due to disturbance. When covariances are positive, this rate is higher than in the mean field equations, explaining the lower equilibrium values of the stochastic model (see Fig. 2 ).
When sites are independent (L D =1), the sums in the right-hand side of Eqs. (2) and (3) collapse to a single term. For instance, in Eq. (2), this term involves only the variance in the number of adults among sites. Thus, the variance term explains 1000 of the difference in the mean adult number between the mean-field and stochastic models, and becomes decreasingly important as the number of grid sites becomes large. However, as disturbance size increases, the variance term explains less FIG. 3 . Relative difference between the mean number of adults per site in the spatial model and in the different approximations as a function of disturbance size. The disturbance intensity is kept constant (mL D =0.03). The different curves correspond to the different approximations: mean-field approximation (m); second-order approximation (M); and first, second, and third age-based approximations (C, h, and d, respectively). The relative difference is computed as |A approx &A IPS |ÂA IPS , where A approx is the equilibrium number of adults in the corresponding approximation, and A IPS , the equilibrium number of adults in the stochastic model. and less of the difference, as the covariance terms become important (Fig. 5) .
As disturbance size increases, simulations of the stochastic model show that the total sums in Eqs. (2) and (3) decrease in magnitude. In other words, the total disturbance rate becomes closer to the mean disturbance rate, explaining the smaller difference between the meanfield and stochastic model. This is expected because adult densities, which determine disturbance rates, are averaged over larger neighborhoods and therefore become closer to the mean density.
3.3.3.
Comparison to Stochastic Model. The secondorder approximation is a system of differential equations whose dimension clearly depends on the number of lags considered. It is therefore fair to ask: have we really achieved a simplification of the original model by trading space for such lags? The answer is yes for two reasons. First, the approximation is deterministic, while the original model is stochastic. Second, the number of lags that are effectively needed is small. Simulations of the approximation have shown that only the lags within the disturbance distance (i.e., k L D ) are important. Beyond this distance, the covariances quickly decay to zero (Fig. 4) . We compared the mean value of adults for simulations of the approximation with large k (and periodic boundaries) to those with |k| L D , and covariances set to zero outside this range. The difference is negligible. (For example, the relative difference in mean adult number is 0.0280 for L D =5, and 0.078 0 for L D =9).
To see how good the second-order approximation is, we next compare simulations of the stochastic model to the statistical approximation for a range of parameter values. Comparisons are made at statistical equilibrium and evaluated as a relative difference in mean number of adults. We use |k| 50 in all simulations.
In Fig. 3 , we vary disturbance size while keeping disturbance intensity constant. The approximation performs better than the mean-field equations (for all L D >1), and its accuracy increases with disturbance size, FIG. 4 . Spatial autocorrelation in adult numbers for the stochastic model (C) and for the second-order approximation (m). Adult numbers are correlated within the disturbance size, L D =5. For the stochastic simulation, the spatial distribution changes in time. Thus, the spatial autocorrelation function was computed at 1000 different times with transients removed, and the resulting curves were averaged to compute the mean (C) and the mean plus and minus the standard deviation (+) of the correlation coefficient for each spatial lag. as predicted. It reproduces accurately the covariance structure of the stochastic model (Fig. 4) .
In Fig. 6 (left panel), we vary disturbance intensity for fixed values of disturbance size. The accuracy of the approximation decreases with disturbance intensity for any disturbance size. Notice that for L D =1 and large disturbance intensities, the accuracy is not shown because the approximation fails completely (the equilibrium becomes unstable and the system exhibits oscillations of large amplitude, including negative values for A and J ). This trend is also not surprising. Higher disturbance rates increase deviations from equilibrium and increase the importance of higher order moments.
In Fig. 6 (right panel), we vary the recruitment rate for fixed values of the disturbance size. The accuracy of the approximation decreases as recruitment rate increases. The approximation fails for large recruitment rates and L D =1. Once again, large recruitment rates increase volatility and the importance of fluctuations, hence the importance of higher order moments.
FIG. 5.
Contribution of the variance to the difference between equilibrium number of adults in the mean-field and stochastic models. This contribution was quantified as follows. We estimated the equilibrium values of the adult variance and the adult juvenile covariance from simulations of the stochastic model and used these to obtain the associated disturbance terms &D|(0) C A (0) and &D|(0) C AJ (0) of Eqs. (2) and (3). We used these terms as inputs to the mean-field equations and obtained from simulations of this forced system the equilibrium number of adults (denoted by A F ). We computed the contribution of the variance as (A MF &A F )Â(A MF &A IPS ), where A MF is the equilibrium number of adults in the mean-field approximation.
APPROXIMATIONS BASED ON THE AGE OF A SITE SINCE DISTURBANCE
Another avenue to reducing spatial detail in the model is to introduce the age of a site since disturbance: Closely located sites are more likely to be disturbed together, and therefore to have similar age; sites of similar age are more likely to contain similar numbers of individuals, at least initially. Indeed, models of this sort have played a central role in the consideration of disturbed systems for more than 20 years (Levin and Paine, 1974; Paine and Levin, 1981) . Here, we develop and examine approximations to the dynamics of the model that use age as a surrogate for space.
Equations
We consider that a site is born by disturbance with age zero, and start with the simplest case of independent sites. We let n({, t) denote the distribution of sites with age { at time t. That is, n({, t) d{ gives the fraction of sites at time t whose ages lie between { and {+d{. Then, the dynamics of n({, t) are given by
where A ({) is the mean number of adults in a site of age {. The following boundary condition describes the birth of sites by disturbance,
The dynamics of the mean number of adults and juveniles in a site of age { is given by
with initial conditions A (0)=J (0)=0. Equations (17) (20) give the complete approximation for L D =1. In this case, the approximation is exact and can be solved analytically. In fact, Eq. (17) is not only linear, since the density-dependent disturbance is now incorporated in the boundary condition, but is exactly the well-known McKendrick Von Foerster equation for age-classified populations with age-dependent mortality. Thus, we can rely on the well-known solutions for this equation (Sinko and Streifer, 1967; Levin and Paine, 1974) , provided that we specify the age-dependent mortality mA ({). This is FIG. 6 . The accuracy of the second-order approximation decreases as the disturbance intensity (left) or the recruitment rate (right) increases. Different curves correspond to different disturbance sizes (the missing points correspond to parameters for which the approximations fail).
easily obtained by solving Eqs. (20) (see Appendix 2). Then, the equilibrium number of sites with age { is
where N(0) denotes the initial number of sites, and C({), the stable age distribution, a function of the survivorship curve
From C({) and A({), we can compute the mean number of adults in the system. When sites are not independent, the situation is more complicated because the age of sites in a neighborhood is not known. We make three different approximations based on different assumptions about age in a neighborhood.
First, we consider that all sites in a disturbance neighborhood have the same age. Then, Eq. (17) becomes
with boundary condition
where A ({) is given by the solution of (20). As before, this approximation can be solved analytically. Second, we consider that the center of disturbance has age { but that the rest of the sites in a disturbance neighborhood has ages sampled at random from the distribution of sites' age. Then, Eq. (17) becomes
FIG. 7.
Comparison of the mean number of individuals per site for the stochastic spatial model (IPS) and two age-based approximations (Eqs. (23) and (25)) (L D =3, m=0.01).
It is clear that the assumptions considered so far for age in a neighborhood will become increasingly incorrect as L D increases. The third and final approximation addresses this problem.
We seek an expression for the expected number of sites with age { in the neighborhood of a site with that age. This is equivalent to asking how many sites in an L D -neighborhood are expected to be disturbed with its center. We assume that these sites are not disturbed again as long as the center of the neighborhood is not, and that all sites in a neighborhood are equally likely to be the center of a distur-bance. Then, the expected number of sites with age { is
where L D =2N+1. With this number, we approximate the loss rate of age { sites by disturbance as
This approximation can be solved analytically.
Comparison to the Stochastic Model
All simulations of the age-based approximations are run with a numerical method specifically developed for structured population models and known as the Escalator boxcar train (de Roos et al., 1992; de Roos, 1988) .
Results show that the first approximation (Eqs. (23) and (24)) overestimates the loss rate of sites by disturbance. This is illustrated in Fig. 7 . Comparisons of its solution to simulations of the stochastic model have shown that its accuracy decreases with L D (Fig. 3) .
Simulations of the second approximation (Eqs. (25) and (26)) show that it underestimates the loss rate of sites by disturbance (Fig. 7) , and that its accuracy decreases faster with L D than that of the previous age model (Fig. 3) . These two models provide, however, a good approximation to the mean equilibrium number of adults, and give, respectively, an upper and lower bound for this number. They are more accurate for small values of L D .
The third age model underestimates the loss rate of sites by disturbance but provides an excellent approximation to the stochastic model. More importantly, its accuracy plateaus with disturbance size (Fig. 3 ). This result holds for different disturbance intensities.
DISCUSSION
In summary, density-dependent disturbance leads to dynamics of mean population numbers that are influenced by variability at smaller spatial scales (variances and covariances). Thus, explicit space is important and a temporal model that relies on mean disturbance rates provides a poor approximation to the dynamics of adult mean numbers. It is possible, however, to aggregate in space and approximate the dynamics of the system with equations for mean numbers and second-order moments. The accuracy of this moment approximation decreases as disturbance intensity and recruitment rates increase, and as disturbance size decreases. Better approximations become possible by introducing the age since disturbance of a site. These are exact for independent sites and perform extremely well for small disturbance sizes, where small is defined relative to the scale at which other processes, the demographic noise of mortality, recruitment, and growth, generate heterogeneity. In contrast, the moment approximation is best suited to disturbances that are large and weak.
Both the moment and age-based equations represent simplifications of the original model: they are deterministic approximations to the mean behavior of the stochastic system. The moment equations achieve a further reduction in dimensionality, since only the covariances at lags within the disturbance size are relevant. The result is a finite-dimensional system of differential equations. The age equations trade space for age and, therefore, remain infinite dimensional. They allow us, however, to rely on the extensive literature and analysis of structured population models.
Derivations similar to those presented here should apply to other spatial systems involving disturbance. The choice of a particular approximation will, however, ultimately depend on the particular questions being asked. The mean-field approximation provides the simpler interpretation. Its computational simplicity makes it well suited, for example, to formulate large-scale benthic models that investigate the role of larval transport by ocean currents. It can also provide information on the type of qualitative dynamics of the spatial stochastic system (Durrett and Levin, 1994b) . The cost in accuracy will depend, however, on the importance of spatial structure and spatial variability. It has been shown that in some plant systems the mean-field equations are not only highly inaccurate (Pacala and Deutschman, 1996) , but fail to capture the qualitative outcome of competition . Second-order approximations provide the minimal formulation to incorporate spatial structure. Finally, age-based approximations provide a description that is not only analytically tractable but also informative on the role of history in the dynamics.
The importance of patch age in models with disturbance was previously emphasized by Levin and Paine (1974) and Paine and Levin (1981) in studies of intertidal mussel beds. Their models followed the fate of patches within the bed classified according to age. They did not, however, incorporate mussel density and local density-dependent interactions. Our work indicates that for models that do incorporate these, age since disturbance is a useful variable for modeling the dynamics of mean densities.
We end with two extensions of the model that would better describe the dynamics of mussel beds. The first one would incorporate another local process related to gap dynamics, the closure of patches by the migration of adults into adjacent open areas (Paine and Levin, 1981) . This movement would decrease spatial variance by homogenizing densities, potentially diminishing the importance of space. Another extension would incorporate a distribution of patch sizes and a better description of the``biological targeting of disturbance,'' through better knowledge of the functional form of disturbance with local densities. This description ultimately requires a better understanding of the mechanisms that initiate and spread a disturbance to form a patch.
APPENDIX 1: DERIVATION OF MOMENT EQUATIONS
Equations for Mean Numbers
Consider a small time interval 2t in which a single event can occur. In 2t, the number of adult individuals A x in a site centered at x will change by +1 with probability gJ x 2t, by &1 with probability + a A x 2t, and by &A x with probability
the probability that a disturbance event includes the site. Such a disturbance event can be centered at x or at any other site in N x , the neighborhood centered at x of size L D . Let N be the number of sites to the right (as well as the number of sites to the left) of the site centered at x (i.e., L D =2N+1). The disturbance probability can be rewritten as
where U(x& y) is a uniform kernel equal to one when |x& y| N and zero otherwise. Then,
with the weight function given by L D & | y&x| for | y&x| <L D and 0 otherwise. W( y&x) is normalized by dividing by y W( y&x)=L 2 D , giving the function | described in Fig. 1a . Then, the expected change in A x during 2t, given the state of the system at time t, is
The expectation of this conditional expectation over all possible values of A and J gives the total mean change (2A), where the brackets denote ensemble averages.
We define the means A =(A x ) and J =(J x ), and the covariance at lag ( y&x), C A ( y&x)=( (A x &A ) (A y &A )). By using Eq. (33) and the facts that (A x A y ) =C A ( y&x)+A 2 and y |( y&x)=1, we obtain
Spatial stationarity allows us to set x=0. Then, after defining k= y&x and taking the limit as 2t Ä 0, we obtain Eq. (2). A similar argument gives us Eq. (3) for the mean number of juveniles.
Equations for Variances
By definition, the variance of A is C A (0)=((A x &A 2 )). Thus,
In a small time interval 2t, the product A x A x will change by 2A x +1 with probability gJ x 2t, by (1&2A x ) with probability + a A x 2t, and by (&A 2 x ) with probability
Let M 3, A (x, x, z) denote the (central) third-order moment ( (A x &A ) 2 (A z &A )). Then, by using the facts
we obtain 
The second piece in the equation for 2C A (0) is given by
which is easily obtained from Eq. (34). By adding (38) and ( 
We set x=0, define k=z&x, neglect the term involving the third-order moment, and take the limit 2t Ä 0. This gives us Eq. (11). A similar argument gives us Eq. (12) for C J (0), and Eq. (13) for C AJ (0).
Equations for Covariances
First, we consider two sites centered, respectively, at x and y, such that the distance | y&x| lies within L D . As before, we have 2C A ( y&x)=(2(A x A y )) &2A 2A . In a small time interval 2t, the product 2(A x A y ) will change by Ay with probability gJ y 2t, by Ax with probability gJ y 2t, by &Ay with probability + a A x , by &A x with probability + a A y 2t, and by &A x A y with the disturbance probability
where N s denotes the neighborhood of size L D centered at s, and N U x, y denotes the neighborhood resulting from the union of N x and N y . Disturbances whose center belongs to neighborhood N U x, y will eliminate all individuals in the site at x, in the site at y, or both. The disturbance probability can be rewritten as
where the weight function W(n, k) is plotted in Fig. 1b for n=z&x and k= y&x and is given by
when k is positive,
when k is negative, and 0 otherwise. The sum n W(n, k) =L 2 D +|x& y| L D . We divide by this quantity to obtain the function | T (n, k) such that n | T (n, k)=1, and write 
and (A x A y ) =C A (x& y)+A 2 , (A x J y ) =C AJ (x& y) +AJ . We then add to it Eq. (39) for &2A 2A , to obtain 
where we have z | T (z&x, y&x)=1, C A ( y&x)= C A (x& y), and C AJ ( y&x)=C AJ (x& y). Finally, we set x=0, define k= y&x and n=z&x, neglect the thirdorder moment term, and take the limit as 2t Ä 0. This gives Eq. (8). Similar arguments give us Eq. (9) for C J (k) and Eq. (10) for C AJ (k), |k| L D .
When sites are separated by |k| >L D , the derivation of the covariance equations is similar but easier because disturbance events affecting those sites are independent. Thus, the product (A x A y ) changes by &A x A y with disturbance probability 
A({)= &rg (g++ j )(+ a & g&m j ) (e &( g++ j ) { &e &+ a { ) = gr + a ( g++ j ) (1&e &+ a { ).
