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Mathematische Theorie des Verhaltens endlicher Automaten*) 
Von J. RICHARD BUCHI**) 
Der Begriff des endlichen Automaten entstand als mathematische Abstraktion der deter- 
ministischen-diskreten-sequentiellen Systeme, wie es z. B. die modernen Rechenanlagen sind. 
Das Charakteristische am Funktionieren solcher Systeme liegt in der Ruckkoppelung oder Selbst- 
Steuerung. Die Theorie der reinen Schaltungen (BooLEsche Algebra) genugt nicht zur Erfassung 
dieses Phanomens und muB erweitert werden zur Theorie der endlichen Automaten (KLEENEsche 
Algebra), die geradezu als Theorie der Schaltung durch Riickkoppelung bezeichnet werden kann. 
Es ist zu hoffen, da13 eine streng mathematische Entwicklung von Begriffen und Satzen uber 
endliche Automaten auch dem Praktiker einen Einblick in das Verhalten und die Moglichkeiten 
digitaler Systeme gewahrt, der sich dem nur empirischen Probieren auf dem Gebiete der Kon- 
struktion und des Gebrauches von Schaltwerken komplementar zur Seite stellt. Allerdings ist es 
fraglich, ob die schon vorliegende Theorie im mehr naiven direkten Sinn praktisch anwendbar 
sei. Andererseits aber werden leistungsfahigere und vor allem neuartige Systemc schon in nachster 
Zukunft nur entstehen konnen auf Grund tiefgreifender Einsichten von allgemeiner Natur, wie 
sie nur bei der konsequenten Entwicklung mathematischer Theorien entstehen. Es wiire daher 
wiinschenswcrt, da13 sich ein weiter Kreis mathematisch denkender Forschcr der verschiedensten 
Richtungen mit endlichen Automaten, Tmma-Maschinen und ahnlichen Strukturen beschaftigte, 
und dal3 in Zukunft diese Dinge nicht nur einigen Logikern und vielen Dilettanten iiberlassen 
blieben. Seit ciniger Zeit ist ein grol3es Gewimmel von Schlagwortern (wie etwa Selbstreprodu- 
zierende, Selbstorganisierende, Lernende. Systeme, Operations Research, Communication Science 
usw.) charaktcristisch fur einen ganzen Komplex von Aktivitaten, der sich um die modernen 
Rechenanlagen entwickelt hat. Ob es dabei immer bei groBen Worten und anregenden Speku- 
lationen bleiben soll? DaB das nicht so zu sein braucht, zeigt das Beispiel des Wortchens ,,Vcr- 
halten". Im Folgenden werden wir sehen, daB sich diesem, wenigstens mit Bezug auf eine ganz 
einfache Sorte von Systemen, eine exakte Bedeutung zulegen laBt, die dann auch AnlaB gibt zu 
einer fruchtbaren Theorie. 
B E  
A 
( a }  Transit - Tafel von a, ( b )  Transit - Graph van a, (c) Transit -Bourn von U, 
Blld 1 
Ein A u t o m a t  mit k Eingabezustanden ist ein algebraisches System % = ( S ,  f i ,  . . . , f E ,  W )  
bestehend aus einer Menge S, deren Elemente die Z u s t a n d e  von '2l heiBen, einem Element A 
von _S genannt A n f a n g s z u s t a n d ,  Abbildungen f i  von _S in _S genannt T r a n s i t - O p e r a t o r e n  
und einer Teilmenge _W von 8, genannt die A u s g a b e  von 2L Die E i n g a b e z u s t a n d e  werden 
durch die Symbole 1, 2, . . . , k bezeichnet, jeder von ihnen entspricht einem Transit-Operator 
von g. Der Automat heiBt endlich, wenn die Menge S seiner Zustande endlich ist. 
Ein Beispiel eines endlichen Automaten 910 mit zwei Eingabezustanden ist durch Bild l(a) 
gegeben. Seine Zustande sind A ,  B, C, D und E. Die Tafel ist so zu verstehen, daB z. B. f i  B = D, 
f i  B = C, B E  W da W(B)  = T,  C B W da W(C) = F .  In selbstsprechender Weise ist derselbe 
Automat 8, auch durch die Bilder l(b) oder l(c) bestimmt. Diese graphischen Darstellungen 
eines endlichen Automaten sind naturlich fur die Theorie uberflussig, erweisen sich aber beide 
als nutzliche Stiitzen der Anschauung. Auf Eingabe etwa' des Signals 1121 reagiert der Auto- 
mat !&, indem er vom Anfangszustand A ausgehend sukzessiv die Zustande fl A = B, f i  B = D, 
fi D = E, fl E = B durchlauft. Der schlul3endliche Zustand B heil3t die interne Reaktion von a, 
auf das Eingabesignal 1121 und sei rnit %,(1121) bezeichnet. Das Signal 1121 crregt die Ausgabe 
*) Auf Einladung der Tagungsleitung gehaltener Hauptvortrag. 
* *) University of Michigan, Ann Arbor und Gutonberg-Universitat, Mainz. 
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von ao, weil a0(1121) E W. Hingegen gilt z. B. U0(212) @ W, also erregt das Signal 212 die Aus- 
gabe von U0 nicht. Genauer wird die Arbeitsweise eines Automaten % mit k Eingabezustanden 
so definiert: 
Die Worter uber dem Alphabet 1, . . . , k heil3en die E i n g a b e s i g n a l e  von %. Sie bilden 
die Menge N k ,  zu der auch das leere Wort o gerechnet wird. Die i n t e r n e  R e a k t i o n  %(x) ist 
die fur jedes z E N k  durch folgende einfache Rekursion definierte Funktion; 
- ~ 
%(o) = A 
%(x i) = fi%(x) fur i = 1, . . . , k . 
Fur jedes Eingabesignal x bestehen nun folgende zwei Alternativen 
%(x) E W : z e r r e g t  die Ausgabe von % 
%(x) + _W : x e r r e g t  die Ausgabe von % nicht. 
Ein Automat ist also die mathematische Abstraktion eines konkreten Systems, dessen 
Zweck es ist, die Eingabesignale in zwei komplementare Mengen aufzulosen. Allerdings spielen 
in dieser Hinsicht nur endliche Automaten eine Rolle, und auf solche werden wir uns daher im 
folgenden konzentrieren. Dabei 
~ ei;12~gabesrgnal  handelt es sich aber nicht darum, 
uber diese und jene endliche Auto- 
maten Aussagen adhoc zu machen. 







matische Theorie, bestehend aus 
1 1 2 1 Definitionen, Beweisen und Satzen, 
fi-f-l- 
A 8  0 E 8 = ao/ll 21 entwickelt werden, mit dem Zweck, 
das Verhalten endlicher Automaten 
verstehen zu lernen. Dazu tu t  es 0 1 2 3 I 
vor allem not, geeignete Konzepte 
durch prazise Definitionen hervor- 
Wir beginnen mit der von KLEENE [ 101 stammenden Definition des fundamentalen 
Blld 2 
Begriffs des Verhaltens. 
Seien % = (S, A ,  I,, . . . , f k ,  W) und B = ( I ,  B, g,, . . . , gk, 1) zwei Automaten. Man 
wird sagen ,,a ver i i a l t  sic11 g le ich  wie  %", wenn die beiden Automaten auf gleiche Eingabe- 
signale mit gleicher Ausgabe reagieren, d. h., wenn fur jedes x aus N k  gilt, %(x) E W genau dann, 
wenn B(z) E - V. Diesen Sachverhalt kann man aber auch so ausdriicken: 
{z pw E W} = {XI B@) E 11  - 
Es ist daher zweckmaljig, die Menge {x I%(z) E W} d a s  V e r h a l t e n  v o n  zu nennen und mit 
u r h(%) zu bezeichnen. Damit kann nun der Zweck unserer Theorie schon ziemlich scharf for- 
muliert werden. 
H a u p t a u f g a b e :  Se i  17, d i e  Menge a l l e r  V e r h a l t e n  e n d l i c h e r  A u t o m a t e n  m i t  k 
E i n g a b e z u s t a n d e n .  Es i s t  d i e  A r t  de r j en igen  Te i lmengen  P L  N k  z u  er forsc l ien ,  die  
z u  I l k  gehoren .  Auch  s i n d  E i g e n s c h a f t e n  v o n  I l k  z u  u n t e r s u c h e n .  In sbesonde re  
g i l t  e s  K r i t e r i e n  z u  f i n d e n ,  d i e  f u r  i rgendwelches B (  N k  a u s s a g e n ,  o b  ,5 z u n k  g e h o r t  
o d e r  n i c h t  gehor t .  
Zunachst ist zu bemerken, daB nur abzahlbar viele der Teilmengen von Nk durch endliche 
Automaten realisierbar sind. Fernerhin sind diese Mengen rekursiv; ein endlicher Automat '2I 
prasentiert ja  geradezu ein effektives Verfahren, das dariiber entscheidet, ob ein vorgelegtes 
z E N k  zu u r h(%) gehort. Es gibt aber andererseits ganz einfache rekursive Teilmengen von Nk, 
die nicht das Verhalten eines endlichen Automaten sind. Z. B. zeigt man leicht, dalj die Menge 
(yyly E N2}, bestehend aus allen Wortern aus N,, die aus zwei gleichen Stucken zusammengesetzt 
sind, nicht zu IT2 gehort. 
Gegenuber den in der Literatur vorkommenden Varianten ha t  unsere Definition der Auto- 
maten den Vorteil, dalj so fundamentale Begriffe wie Homomorphie, direktes Produkt und Kon- 
gruenz gleich aus der abstrakten Algebra ubernommen werden konnen. Damit ist dann erstens 
eine systematische Strukturtheorie der Automaten eroffnet und zweitens ein Beitrag zum Haupt- 
problem gewonnen. Auch die Resultate von MOORE 1131 iiber minimale Automaten ergeben sich 
sozusagen als Beiprodukt. Diese Dinge konnen in Kiirze wie folgt angedeutet werden. Dabei 
wollen wir uns auf solche Automaten beschranken, in welchen die Menge 8 aller Zustande vom 
Anfangszustand A durch die Transit-Operatoren erzeugt wird. Von A aus nicht ,,erreichbare" 
Zustande haben ja  keinen EinfluB auf das Verhalten von %. 
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Eine Abbildung h von S auf - T heiI3t H o m o m o r p h i e  d e s  A u t o m a t e n  % = (3 ,  A ,  
f l ,  . . . , fk, IV> auf B = ( T ,  17, ql, . . . , gk, _v> wenn h A = B, h(fi X) = gi(h X )  und (X E ~ y )  
+- (h X E - V). Bedeutet B 5 %, daI3 5f3 homomorphes Bild von % ist, dann gilt 
B 5 %  + u r h ( N )  = u r h ( B )  
@ @ ) ( % S E A  B S @ ) t  u r h ( 2 l ) = v r h ( B )  
Fur jedes B 2 Nk ist die Menge V p  aller Automaten vom Verhalten B ein vollstandiger Verband 
beziiglich der Ordnungsrelations. Dieser S t r u k t u r v e r b a n d  (Vp, 5)  hat als grobstes Element 
den f re ien  A u t o m a t e n  (Nk, 0,v l , .  . , v k ,  j3) = s p ,  wobei v1 x = x 1 , .  . . , v k x  = X k.  Sein 
kleinstes Element ist der min ima le  A u t o m a t  des Verhaltens B. Gibt es endliche Auto- 
maten vom Verhalten j3, so liegen sie unten im Strukturverband; %Rp ist dann auch der minimale 
in der Zahl von Zusthnden unter allen Automaten vom Verhalten j3. 
Bild 3 zeigt den Strukturverband bestehend aus allen homomorphen Bildern von a1. Wie 
man dem Beispiel entnimmt, brauchen solche Verbande nicht distributiv zu sein. Es brauchen 
auch keine Kettensatze zu gelten, und die irreduziblen Elemente konnen sehr unregelmiiflig 
angeordnet sein. Die Struktur- 
theorie endlicher Automaten 
scheint nungslos daher schwierige e n Angelegen- fast hoff
O I I  k q j )  heit zu sein. Eine Aquivalenzrelation v, 
uber der Menge _S aller Zustande 
wird man dann eine Kon-  
g r u e n z  des  A u t o m a t e n  % 
nennen, wenn gilt (X rn Y )  
+(faXv, f iY)und(Xv ,  Y A X  
E W) +(Y E IV). In bekannter 
Weise bildet man den Quotienten 
%/m von % bezuglich einer Kon- 
gruenz. Wie man das von der 
Algebra her weiI3, besteht nun 
der Strukturverband von % aus allen Quotienten von % und ist isomorph zum Verband der 
Kongruenzen von a. Insbesondere liefert die grobste (das Supremum) N aller Kongruenzen von 
'ill den minimalen Automaten des Verhaltens u r h('$l). Daraus ergeben sich leicht e f f e k t i v e  
Methoden  z u r  Minimiernng;  es handelt sich ja einfach um das Auffinden der grobsten Kon- 
gruenz eines vorgelegten endlichen Automaten. 
Bis auf Isomorphie sind also die Automaten vom Verhalten B genau die Quotienten 3p/m 
des freien Automaten %.s. Insbesondere erhalten wir daher die folgenden Kriterien fur die Reali- 
sierbarkeit von f i  5 Nk als Verhalten eines endlichen Automaten: 
1. Die Menge B Nk gehort zu nk genau dann, wenn der freie Automat 3.s eine Kongruenz 
von endlichem Index (Zahl der Kongruenzklassen) zulaBt. 
2. Die Menge /? 5 Nk gehort zu nk genau dann, wenn die grobste Kongruenz von 30 end- 
lichen Index hat. 
Zwecks pragnanter Formulierung lohnt es sich, folgende Definitionen anzubringen. Eine 
Kongruenz der rechts-Nachfolgerfunktionen v1, . . . , nennen wir r ech t s -Kongruenz  von Nk. 
Die grobste Kongruenz von %p bezeichnen wir mit N (j3) und nennen sie die von j3 i n d u z i e r t e  
r ech t s -Kongruenz .  Der Index von z(@) heiI3t auch r e c h t s - R a n g  von 8. Obige Kriterien 
lassen sich nun auch so formulieren: 
1' .Die Menge I Nk gehort zu 17, genau dann, wenn sie Vereinigung von Kongruenzklassen 
einer rechts-Kongruenz von Nk von endlichem Index ist. 
(11) D i e  Menge BL Nk g e h o r t  zu  nk g e n a u  d a n n ,  wenn  de r  r e c h t s - R a n g  v o n  j3 
end l i ch  i s t ,  d. h., w e n n  d ie  von B i n d u z i e r t e  r ech t s -Kongruenz  = ( B )  n u r  end l i ch  
v i e l e  K l a s s e n  bes i t z t .  
A Re 
Automat a ,  Strukturvefband 
nild 3 
Mit Hilfe der Formel 
(a) X - . Y ( B )  - (v 4 ( X u E j 3 -  Y U E B )  
gelingt es oft, die induzierte rechts-Kongruenz genugend konkret zu ermitteln (oder doch ihren 
Index abzuschiitzen), sodaI3 dann Kriterium (11) wirklich angewandt werden kann. Z. B. zeigt 
man so leicht, daI3 die induzierte rechts-Kongruenz der Menge { 2 x I x E N , }  die Gleichheitsrelation 
ist, und sie daher nicht durch einen endlichen Automaten realisiert werden kann. Zur Bedeutung 
von Kriterium (1') ist folgendes zu sagen: 




N ,  = (0, 1, 11, 111, . . .}  ist doch einfach die Menge der naturlichen Zahlen. Die Nach- 
folgerfunktion ist v1 x = x 1 = (x + l), ihre Kongruenzen sind, nebst der Gleichheit, die wohl- 
bekannten elementaren Kongruenzen 
x = yo, q) - (x -=c 1 A z = y) v (I S x A 1 5 y A 5 = Y (mod q)) , 
wobei 0 I und 1 5 q. Sie sind alle von endlichen Index (I + q), und Vereinigungen ihrer 
Kongruenzklassen pflegt man (schlufiendlich-) periodische Mengen von Zahlen zu nennen. Es 
scheint daher angebracht, auch im Falle k > 1, die Vereinigungen von Kongruenzklassen modulo 
einer rechts-Kongruenz von endlichem Index, als r ech t s -pe r iod i sche  Teilmengen von N ~ .  
zu bezeichnen. Das Kriterium (1') kann dann auch so formuliert werden : 
(I) D ie  Menge fl g e h o r t  zu f l k  g e n a u  d a n n ,  wenn  s i e  r ech t s -pe r iod i sch  ist. 
Ubrigens kann N k  auch im Falle k > 1 als die Menge der naturlichen Zahlen interpret& 
werden. Nur sind jetzt die Zahlen nicht mehr durch eine einzige, aber durch k freie Funktionen 
v1 z = x 1 = (k . t + l), . . . , v k  z = z k = (k . x + k) aus 0 erzeugt (siehe Bild 4 fur den Fall 
k = 2). Mit einer Variante dieses k-are, Nummernsystems (Nk, 0,  vl, . . . , p k )  krn t  man zwar 
schon auf der Schule zu manipulieren (Algorithmen fur k-are Addition und Multiplikation), und 
es wird doch gerade dieses Um- \ '  ' \, I " ' / gehen mit Wortern von altersher 
\ I  \8/ '9: Rechnen genannt. Warum aber 
enzen (Kongruenzen des Funk- 
\6 ' tionssystems k x + 1, . . . , k . 41 \5/ 
x + k) von endlichem Index und 
12 21 22 ' die zugehorigen k-periodischen 
Mengen von Zahlen nicht schon 
fruher systematisch behandelt 
worden? Die Theorie der end- 
lichen Automaten kann geradezu 
als Beitrag zu diesem Teil der 
elementaren Zahlentheorie be- 
zeichnet werden. - Einige Be- 
merkungen uber k-periodische 
Mengen von Zahlen sind bei BUCHI [2] zu finden. - Ein sehr anspruchsvolles Problem 
ist es, irgendwelche Ubersicht uber alle k-Kongruenzen (von endlichem Index) der Zahlen 
zu gewinnen. DaB die Verbandtheorie hier nicht weiter hilft, wurde schon angedeutet. - 
Im Kontrast zum Falle k = 1 gibt es unter den k-Kongruenzen von unendlichem Index sehr 
komplizierte (namlich nicht rekursive) Relationen (POST und MARKOW, rekursive Unlosbarkeit 
des Wortproblems fur Halbgruppen). 
uber  N k  gibt es auch die l inks-Nachfolgerfunktionen &a: = 1 2 , .  . . ,&x = kt, 
und ihre Kongruenzen, die l i nks -Kongruenzen  von  Nk.  Eine Menge BLA'k heifit l inks-  
pe r iod i sch ,  wenn die von /? i n d u z i e r t e  l i nks -Kongruenz  = (/?) endlichen Index hat. 
Dieser heil3t auch der l i nks -Rang  von /?, und es gilt, 
J 
' ,7' / sind eigentlich diese k-Kongru- 
1 1 1  "2 1 \ I 
1 2 I i  \ ' \ 
\ /  
\ I  \ 
3 
X 2  
X 
/ 2 1 2 




x\\ Bild 4 
(b) t N Y ( / ? ) = -  (vul(uxe/?- u Y E B > -  
SchlieBlich nennen wir eine Relation, die links- und rechts-Kongruenz ist, einfach eine 
K o n g r u e n z  v o n  Nk.  Es sind dies die Kongruenzen der freienHalbgruppe ( N k , - )  . EineMenge 
N k  heil3t per iodisch ,  wenn die i n d u z i e r t e  K o n g r u e n z  II.(#?) endlichen Index hat. 
Dieser Index heil3t auch R a n g  von /?, und es gilt 
(c) x E y@) - (v u, u)  (u  2 u E /? - u y u E /?) . 
Unter Verwendung von (a), (b), (c) ist es nun moglich zu zeigen, dal3 die Range r,, r,, r 
einer Menge B Nk den Abschatzungen r, 5 271, r2 5 2'1 und r 5 rlrl, r 2  genugen. Da tri- 
vialerweise r,, r,, 5 r, folgt also aus der Endlichkeit einer der drei Range die Endlichkeit der 
beiden anderen, d. h., ,,rechts-periodisch", ,,links-periodisch" und ,,periodisch" liaben alle den- 
selben Sinn. Wegen (I) gilt also, 
S a t z  1: Die  V e r h a l t e n s m e n g e n  end l i che r  A u t o m a t e n  s i n d  g e n a u  d i e  perio- 
d i schen  Mengen v o n  Wor te rn .  Diese  wiede rum s ind  i d e n t i s c h  m i t  d e n  r ech t s -  
pe r iod i schen  u n d  a u c h  d e n  l i nks -pe r iod i schen  Mengen. 
Trotzdem brauchen naturlich die drei Range einer Menge /? E f l k  nicht identisch zu Sein, 
sie genugen aber den oben zitierten Ungleichungen. Ubrigens ist der rechts-Rang r, einer perio- 
dischen Menge /? gerade die Minimalzahl von Zustanden die zur Realisierung von durch eincn 
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Automaten notig sind; es ist ja 3s / 21 (,!?) der minimale Automat des Verhaltens ,!?. Das links- 
rechts Vertauschte eines Wortes x heiI3e das K o n v e r s e  zu x und sei m i t 2  bezeichnet. Trivialer- 
weise ist ,!? periodisch genau dann, wenn es B ist, und der links-Rang von ist gleich dem rechts- 
Rang vong .  Aus Satz 1 folgt also: 1st ,!?I N k r ea l i s i e rba r  d u r c h  e inen  end l i chen  A u t o -  
m a t e n ,  d a n n  i s t  e s  a u c h  B. Mit anderen Worten, bei der Frage der Realisierbarkeit von ,!? 
spielt es keine Rolle, ob man sich dazu entscheidet, die Signale immer von links nach rechts, oder 
immer von rechts nach links einzugeben. Apriori (ohne Satz 1) ist dies ein erstaunliches Resultat 
uber endliche Automaten, und die Zahl der zur Realisierung von ,!? notigen Zustande kann auch 
fur die eine Art des Eingebens viel groI3er sein als fur die andere (rechts-Rang und links-Rang 
von ,!?). Das Resultat kann iibrigens auch so formuliert werden: f l k  ist abgeschlossen unter 
Konversion. Unter Verwendung der Formeln (a), (b) zur Abschatzung von Rangen ist es nicht 
schwer zu zeigen, da13 Periodizitat auch erhalten bleibt unter den BooLEschen Operationen W, n, N 
und den weiteren, sogenannten r egu la ren  O p e r a t i o n e n  an,!? = {X y Ix E a A y E ,!?} und 
cy* = { 2, x2 . . . xn I xl, x2, . . . , xn E a} = a w (â.) w (an?iia) v - . 
S a t z  2: Die  Menge 17, d e r  V e r h a l t e n  end l i che r  A u t o m a t e n  i s t  abgesch lossen  
u n t e r  d e n  O p e r a t i o n e n  w, n, -, +, ", *. 
Wir werden sehen, daI3 die abstrakte Algebra $?k = ( n k ,  w, n, -,+, *, *) das Einnialeins 
der Theorie der Schaltung durch Ruckkoppelung ist. Falschlich wird dies oft von der BooLEschen 
Algebra behauptet, die aber nur das reine Schalten beherrschtl) . Dies wurde zuerst von KLEENE 
[lo] erkannt, und wir schlagen deshalb vor, f t k  die KLEENE'SChen Algebren  zu nennen. Uber 
sie ist leider nicht viel bekannt; es bleibt die wichtige Aufgabe, ihre Theorie auf den Stand der- 
jenigen der BooLEschen Algebra zu bringen. Z. B. sind die Probleme der Axiomatisierung der 
KLEENESchen Algebra ungelost. 
Der oben angedeutete Beweis von Satz 2 ist nicht derjenige von KLEENE [lo]. Diese Arbeit 
enthalt vieles von vielleicht sekundarer Bedeutung und ist daher schwer verdaulich. Eine bessere 
Darstellung der Hauptresultate ist bei COPI, ELGOT und WRIGHT [8] zu finden. Im folgenden 
werde ein eleganter und sehr aufschluflreicher Beweis von MYHILL [12] des Satzes 2 wieder- 
gegeben. Er  beruht auf der folgenden Verallgemeinerung der Automaten, die auch aus ganz 
anderen Grunden beachtenswert sein durfte. Ein T r a n s i t - S y s t e m  (auch Flurjdiagramm und 
nicht deterministischer Automat genannt) Q = @,A,  F,, . . . , Fk, F ,  _W) besteht aus einernlenge S 
von Z u s t a n d e n ,  der Anfangsmenge  453, den T r a n s i t - R e l a t i o n e n  F,, . . . , Fk, F S  
(2 x 2) und der E n d m e n g e  W S S .  Die Relationen Fi entsprechen den Eingabezustanden 
i = 1, .  . . , k .  F heifit auch Relation der s p o n t a n e n  Ubergange und entspricht dem leeren 
Signal 0. In Bild 5 ist ein Transit-System Q, mit den Zustanden A ,  B,  C ,  D, E durch seinen 
Transit-Graphen gegeben. Man sieht gleich, daI3 KO kein Automat ist, denn erstens gibt es zwei 
Anfangszustande, zweitens sind die Relationen Fl und F, nicht funktionell, und drittens treten 
spontane Ubergange auf. 
. Aus Satz 1 folgt d a m  
C, BkD 48, C, E, A 
2 \ I  
2 0 8p/D 0 
I 
( a )  Das Transit - System C. (b )  Teilmengenkonstruktion Tm (lo) 
Bild 6 
Bemerkung zu Bild 6(a): E 1st E n h t s n d  
Unter der K o n t a k t m e n g e  eines Transit-Systems Q verstehen wir die Menge k n f (Q) ,  
bestehend aus alleii Signalen x E Nk, die einen gerichteten Weg vom Anfang nach deni Ende 
markieren. Z. B. gehort also das Signal 121122 = 12101202 zu k n @,), da in Bild 5 der ge- 
richtete Weg A - + C - + E + D + B + B + D - + C - + E  in der Anfangsmenge A = { R , B }  - 
l)  Eigentlich ist es nur die zweiwertige Schaltung, die der BooLEschen Algebra entspricht. Die n-wer- 
tigen Schaltungen werden von den PosTschen Algebren [ 141 beherrscht, die leider wenig Beachtung finden. 
Fur eine kurze Darstellung siehe RQSENBLOOM [ 171. 
@2-@ d. 
- d v P  - 
Anfang mit Ende vertauscht. 
Ferner ist in Bild 6 angedeutet, 
wie aus Transit-Systemen fur a 
und /? neue Transit-Systeme mit 
den Kontaktmengen LY w /3, &p, 
/?* konstruiert werden konnen. 
Die Bilder erklaren wohl diese 
Konstruktionen zur Genuge (die 
Doppelpfeile bedeuten jeweils 
ganze Kabel von spontanen 
Transitionen). Damit ist dann m aP *  
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Bild i 
RABIN und SCOTT [16]. Zu den regularen Ausdriicken ist jetzt aber noch das Symbol A fur die 
leere Menge, zu rechnen. 
Ana lysen -Sa tz :  Es  g i b t  e in  e f f ek t ives  V e r f a h r e n ,  d a s  zu  j edem end l i chen  
A u t o m a t e n  !X e inen  r e g u l a r e n  A u s d r u c k  E l i e f e r t ,  d e r  d a s  V e r h a l t e n  v o n  !X be-  
ze i chne t .  
Die beiden Satze zusammen zeigen, dalJ die regularen Ausdrucke genau das Verhalten end- 
licher Automaten beschreiben. Ihre Bedeutung fur die Theorie der Schaltung durch Ruck- 
koppelung entspricht also gerade der Bedeutung BooLEscher Ausdrucke in der Theorie der reinen 
Schaltung. Endlich ergibt der Analysen-Satz die Umkehrung zu (d), so da13 wir als weiteres 
Kriterium fur das Verhalten endlicher Automaten erhalten : 
L Nk g e h o r t  z u U k ,  g e n a u  d a n n ,  wenn  s i e d e r w e r t  e ines  r egu-  
l a r e n  A u s d r u c k e s  i s t ,  d. h., wenn s ie  d u r c h  d i e  O p e r a t i o n e n  v, ”, * a u s  end l i chen  
Mengen a u f g e b a u t  w e r d e n  k a n n .  
Wegen Satz 2 konnen in (IV) auch die Operationen n, -, + zugefugt werden. Uber regulare 
Ausdrucke bleiben viele wichtige Fragen ungelost, die mit den Problemen der Axiomatisierung 
der KLEENEschen Algebren verwandt sind. so  folgt zwar aus dem Synthesensatz, daR das Zu- 
treffen von Gleichungen Q = 8 zwischen regularen Ausdriicken algorithmisch entschieden werden 
kann. Man kennt aber keine endliche Menge von Identitaten, aus denen alle zutreffenden Glei- 
chungen Q = 8 herleitbar sind. Sodann fehlt fur regulare Ausdrucke ein brauchbares Konzept 
der Normalform. 
Wir liaben damit die fundamentalen Resultate iiber das Verhalten endlicher Automaten 
besprochen. Tiefgreifendere Ergebnisse in dieser Richtung sind bei BUCHI [3] zu finden. Es bleibt 
uns noch, vor allzu stur-einseitiger Beurteilung der Bedeutung dieser Dinge zu warnen. Es ist 
doch einfacli undenkbar, daR Einsichten uber SO anschauliche konkrete Strukturen, wie es z. B. 
die endlichen Transit-Systeme sind, nicht auch in ganz anderen Zusammenhangen von prak- 
tischem Wert sein konnen. Zudem verdient die Arithmetik der Worter (oder k-aren Zahlsysteme) 
im allgemeinen und der periodischen Mengen von Wortern (k-are Kongruenzen der Zahlen) im 
speziellen auch die Beachtung des reinen Mathematikers. Dan, auch von diesem Standpunkt 
aus gesehen, die Theorie des Verhaltens endliclier Automaten nicht inlialtsleer ist, zeigt vielleicht 
am schonsten ihre Anwendung, BUCHI [l], auf ein Problem von TARSKI, das sich immerhin von 
anderer Seite her als unzuganglich erwiesen hat. 
Eine ganz andere Fragestellung uber endliche Automaten ist wohl am ausfiihrlichsten bei 
CHURCH [7] formuliert; siehe auch BUCHI, ELGOT und WRIGHT [4]. Es handelt sich hier um Pro- 
bleme der Existenz von Algorithmen zur Konstruktion von endlichen Automaten, die vorgelegten 
Anforderungen genugen sollen. Solche Probleme sind naturlich erst dann fixiert, wenn man sich 
fur cine genau umschriebene, also eine formalisierte Sprache S entschieden hat, in der die An- 
forderungen zu formulieren sind. Abhangig vom Reichtum der Sprache S existieren dann Kon- 
struktions-Algorithmen oder sie existieren nicht. Ein sehr starker Algorithmus dieser Art  findet 
sich bei BUCHI [l]. Weiter sind zu diesem Thema folgende Arbeiten zu nennen: FRIEDMAN [9],
BUCHI [2], WANG [19]. 
Fur gewisse Zwecke ist es wohl nutzlich, digitale Rechenanlagen als TuRINGsche Maschinen 
zu interpretieren. Mit seiner universellen Maschine ist TURING ja der geniale Erfinder der heute 
so wichtigen Programmsteuerung geworden. Allerdings darf man nicht stur auf der praktischen 
Unbrauchbarkeit seiner linearen Bander herumreiten; es kann ja leicht TURINGS Konzeption der 
Maschine in vielen Richtungen flexibler gestaltet werden. (SchlieRlich hatte TURINGS Arbeit den 
(1V) E i n e  Menge 
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mehr theoretischen Zweck der exakten Definition der Berechenbarkeit und Losung des HILBERT- 
schen Entscheidungsproblems.) Als sehr weitreichende Idealisierung verbleibt aber die Unbe- 
grenztheit des Rechenbandes. Im Unterschied zur allgemeineren TURING-Mascliine mit end- 
lichem, aber unbegrenztem Gedachtnis ist das Gedachtnis des endlichen Automaten beschrankt 
durch die Zahl seiner Zustande. Es gibt nun eine Mannigfaltigkeit von Begriffen, die zwischen 
denjenigen des endlichen Automaten und der Trmma-Maschine fallen. Siehe z. B. RABIN und 
SCOTT [16]. Eine wichtige Aufgabe bleibt es zu erforschen, ob einer dieser Begriffe sich besser 
eigne, als niatliematisclie Abstraktion der programmgesteuerten Rechenmaschine zu dienen. 
Zum SchlulJ sei noch ganz deutlich gesagt, dalJ hier nicht der Eindruck erweckt werden soll, 
als ob die Automatentheorie alle Aspekte der Konstruktion und des Programmierens von digitalen 
Rechenanlagen und Datenverarbeitungssystemen erfasse. Diese Tlieorie ist aber ein Zweig (und 
zwar ein ganz junger und bescheidener) einer hocli entwickelten mathematischen Disziplin, die 
als Ganzes fur den Coniputerspezialisten selir wohl sein konnte, was fur den Physiker die Theorie 
der Differentialgleichungen und was fur den Statistiker die MaTJtlieorie ist. Gemeint naturlicli 
ist die formale Logik; allerdings nicht mit Akzent auf Grundlagenforschung, sondern als eine Art 
von Mathematik gewisser endliclier Strukturen. Der angehende Computerniann sollte (vielleicht 
sogar auf Kosten der Analysis) lernen, was der Logiker uber exakte Sprachen weiD und wie man 
mit solchen umgelit. Vor allem sollte er sich ein tiefes Verstandiiis aneignen des Begriffes der 
Berechenbarkeit, wie er in den 30er Jaliren seine Klarung fand mit der Entwicklung der Tlieorie 
der rekursiven Funktionen, ~UaING-Maschinen und Algoritlinien. 
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