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JACOBIENS, JACOBIENNES ET STABILITE´ NUME´RIQUE
par
Jean-Marc Couveignes
Re´sume´. — On e´tudie la complexite´ et la stabilite´ des calculs dans la jaco-
bienne des courbes de grand genre sur le corps des complexes avec une attention
particulie`re aux courbes modulaires.
Abstract (Jacobians and numerical stability). — This paper is concerned
with the complexity and stability of arithmetic operations in the jacobian variety
of curves over the field of complex numbers, as the genus grows to infinity. We
focus on modular curves.
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1. Introduction
Il est traditionnel de calculer dans le groupe des points de la jacobienne d’une
courbe alge´brique projective lisse et ge´ome´triquement irre´ductible X de genre g en
repre´sentant tout e´le´ment de ce groupe par un diviseur effectif de degre´ g, une fois
choisi un tel diviseur O comme origine. La somme de deux diviseurs P −O et Q−O
est re´duite par le calcul de l’espace line´aire associe´ au diviseur P +Q− O suivi de
la localisation des ze´ros d’une fonction non nulle de cet espace.
Comme l’application de Jacobi,
SgX → JX
de la puissance syme´trique g-ie`me SgX de X dans sa jacobienne JX , n’est pas un
isomorphisme, la repre´sentation n’est pas unique.
Classification mathe´matique par sujets (2000). — 11F11, 11F25, 11F30, 11Y16, 11Y35,
65E05, 65Y20, 68Q15.
Mots clefs. — jacobienne, approximation, stabilite´, formes modulaires, complexite´ algorith-
mique, machine de Turing, temps polynomial de´terministe.
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Si le corps de base est un corps fini Fq, les ope´rations arithme´tiques y sont exactes
et rapides.
On conside`re ici le cas ou` le corps de base est le corps C des complexes. On se
donne un mode`le analytique naturel et une mesure sur X(C). On s’inte´resse a` la
complexite´ des algorithmes utilise´s pour ajouter et re´duire des diviseurs. Le cadre
est celui des machines de Turing classiques. En effet, on peut avoir en vue des
applications arithme´tiques comme le calcul de nombres de points, ou de coefficients
de formes modulaires et les calculs en nombres complexes ne sont alors qu’une e´tape
dans la recherche d’une quantite´ discre`te. Le projet de Bas Edixhoven pour re´pondre
a` une question de Rene´ Schoof [6, 7, 3] se preˆte a` cette approche.
Bien suˆr, les machines de Turing ordinaires ne manipulent pas les nombres re´els ni
complexes mais plutoˆt des nombres rationnels, de´cimaux ou binaires. Cependant, on
peut voir un nombre re´el α comme un oracle qui, pour tout entier positif k, retourne
une valeur binaire ou de´cimale approche´e de α a` exp(−k) pre`s. Si une machine de
Turing doit re´soudre un proble`me dont les entre´es sont des nombres re´els, elle rec¸oit
un oracle pour chacun de ces re´els. Si la machine de Turing calcule un nombre re´el,
on lui donne en entre´e la pre´cision absolue k requise et elle retourne une valeur
approche´e a` exp(−k) pre`s du re´sultat. On dit que la machine est polynomiale si elle
re´pond en temps polynomial en la taille des donne´es et k. On note que la recherche
des racines complexes d’un polynoˆme unitaire a` coefficients complexes se fait en
temps de´terministe polynomial graˆce a` la me´thode de quadrichotomie de Weyl par
exemple. On veut dire par la` qu’une valeur approche´e a` exp(−k) pre`s de chaque
racine peut eˆtre calcule´e en temps polynomial en le degre´ du polynoˆme, la taille des
coefficients (logarithme du maximum des modules des coefficients) et la pre´cision
absolue k requise.
On veut savoir si la complexite´ asymptotique des ope´rations arithme´tiques dans
la jacobienne est polynomiale en le genre de la courbe. La premie`re difficulte´ est
de donner un sens pre´cis a` cette assertion. Plutoˆt que de rester dans le vague,
on formule et on e´tudie ces questions dans le cas important et repre´sentatif des
courbes modulaires X0(p) lorsque p est un entier premier qui tend vers l’infini.
L’algorithmique de ces courbes est riche et largement explore´e. On trouve dans
[4, 5, 8] des algorithmes pour l’e´tude homologique des courbes modulaires et des
me´thodes analytiques expe´rimentales motive´es par la ve´rification de conjectures
arithme´tiques et la recherche de points rationnels.
La section 2 de´crit le mode`le analytique standard de ces courbes ainsi que ses
proprie´te´s algorithmiques. On y rappelle d’abord les re´sultats de Manin, Shokurov,
Cremona et Merel concernant le calcul des pe´riodes, et on en donne une expres-
sion quantifie´e du point de vue de la complexite´ algorithmique et de la stabilite´
nume´rique. Cette dernie`re est assure´e en dernier ressort par des minorations du
volume des pe´riodes et du de´terminant jacobien de l’application d’inte´gration de
Jacobi. Ces minorations reposent elles meˆmes sur des conside´rations d’inte´gralite´
des coefficients des formes modulaires primitives, propres et normalise´es.
On pre´sente dans la section 3 des algorithmes pour les ope´rations e´le´mentaires
dans la jacobienne J0(p) et pour la re´solution effective du proble`me inverse de Ja-
cobi. La complexite´ et la stabilite´ de ces algorithmes sont e´tudie´es avec les outils
de la section 2 puis estime´es dans les the´ore`mes 1 et 2. On obtient des algorithmes
de´terministes polynomiaux en p. Le caracte`re de´terministe de ces algorithmes s’ex-
plique en dernier lieu par la connexite´ du tore analytique complexe J0(p)(C).
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Tous les lemmes et de´finitions concernant la localisation et la stabilite´ des ze´ros
de fonctions analytiques sont pre´sente´s dans l’appendice A qui est inde´pendant mais
doit eˆtre au moins parcouru avant de lire les sections 2 et 3.
Les me´thodes, les e´nonce´s et les de´monstrations que nous donnons pour les
courbes X0(p) s’e´tendent sans peine au cas de X1(p). Pour les courbes modulaires
de niveau compose´, il faut une majoration des coefficients des de´veloppements de
Fourier en toutes les pointes ainsi qu’un algorithme pour les calculer.
On trouvera un index a` la fin de cet article.
Convention importante : le symbole O de´signe partout une constante absolue
positive et effective, chaque fois diffe´rente. La pre´sence de ce symbole dans une
formule ou un e´nonce´ signifie que cette formule ou cet e´nonce´ sont vrais si, pour
chaque occurence, ce symbole est remplace´e par une constante positive effective
bien choisie.
2. Courbes modulaires X0(p)
Cette section rappelle, pre´cise et comple`te quelques re´sultats me´triques et al-
gorithmiques concernant les courbes modulaires X0(p). On supposera que p est
premier et que le genre g de X0(p) est au moins 2.
Le paragraphe 2.1 introduit quelques notations et un recouvrement non injectif
de X0(p) par deux disques analytiques centre´s en chacune des deux pointes.
Les proprie´te´s e´le´mentaires des formes primitives, propres et normalise´es sont
rappele´es dans le paragraphe 2.2 et celles de l’homologie dans le paragraphe 2.3.
Le calcul des pe´riodes est aborde´ dans le paragraphe 2.4. Ces trois paragraphes
re´sument le travail de Manin, Shokurov, Cremona et Merel sur cette question.
Le paragraphe 2.5 e´tablit une minoration du volume du re´seau des pe´riodes. Une
formule d’inte´gration sur les surfaces de Riemann relie ce volume au produit des
normes de Petersson des formes primitives, propres et normalise´es, ces dernie`res
e´tant faciles a` minorer parce que le de´veloppement de Fourier commence par (1 +
O(q))dq ou` q = exp(2iπτ) est le parame`tre de Tate associe´ a` un τ du demi-plan de
Poincare´.
Le paragraphe 2.6 e´tablit des majorations simples mais ne´cessaires des inte´grales
de Jacobi et de´finit l’instabilite´ d’un diviseur effectif de degre´ g. Le paragraphe 2.7
construit un diviseur d’instabilite´ assez petite. Cela revient a` trouver g points dans
le mode`le canonique de X0(p) qui ne soient proches d’aucun hyperplan. Autrement
dit, le jacobien en ces g points n’est pas trop petit. On prend le parti (maladroit
en pratique mais simple en the´orie) de chercher les g points dans le voisinage de la
pointe a` l’infini. Le terme principal du de´veloppement du jacobien y est le wronskien.
On le minore graˆce a` l’inte´gralite´ des coefficients de son de´veloppement de Fourier.
Le paragraphe 2.9 e´tudie la stabilite´ de l’application inverse de Jacobi. Cela` se
re´duit a` majorer la diffe´rence entre cette application et sa line´arise´e.
La connaissance d’un g-uplet de points de faible instabilite´, donne´ au paragraphe
2.7, permet de construire au paragraphe 2.10 des sous-ensembles finis de taille mod-
este et bien distribue´s dans le tore complexe. Comme les e´le´ments de ces ensembles
sont images par l’application de Jacobi de diviseurs connus, il sont des auxiliaires
pre´cieux pour la re´solution approche´e du proble`me inverse de Jacobi. Ils permettent
de discre´tiser ce proble`me.
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2.1. Un mode`le analytique. — Soit p un nombre premier et X = X0(p) la
courbe modulaire de niveau p associe´e au sous groupe de congruence Γ = Γ0(p) de
SL2(Z). On note H le demi-plan de Poincare´ et H∗ = H ∪Q ∪ {∞}. La surface de
Riemann compacte quotient Γ\H∗ est X(C). Son genre est g = p+1−3ν2−4ν312 avec
ν2 = 1 +
(
−1
p
)
et ν3 = 1 +
(
−3
p
)
. Il y a ν2 points elliptiques d’ordre 2 et on note
P2 le diviseur somme de ces points. De meˆme il a ν3 points elliptiques d’ordre 3 et
on note P3 le diviseur somme de ces points. Voir [15, Propositions 1.40 et 1.43]. Le
genre de X est compris entre p−1312 et
p+1
12 . Le quotient Γ\H est un ouvert de Zariski
de X note´ Y = Y0(p). On note que la largeur de la pointe∞ est 1 et la largeur de la
pointe 0 est p. Pour τ ∈ H on pose q = q(τ) = q∞(τ) = exp(2iπτ) et w(τ) = − 1pτ
et q′ = q′(τ) = q0(τ) = q(w(τ)) = exp(−2iπpτ ). On note P = P∞ = P (τ) = P (q) le
point de Y associe´ a` τ et P ′ = P0 = P ′(τ) = P ′(q) = P (w(τ)) = W (P ) = P (q′) ou`
W est l’involution d’Atkin-Lehner. On a le diagramme
Y
W // Y
D − {0}
P0
55
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
P∞
OO
D − {0}
P∞
OO
H
q
OO
w //
q′
55
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l H
q
OO
E´tant donne´s deux re´els R∞ et R0 plus petits que 1 on peut se demander si
l’union de l’image par P∞ du disque ouvert D(0, R∞) et de l’image par P0 de
D(0, R0) recouvre X(C).
On pose S =
(
0 −1
1 0
)
et T =
(
1 1
0 1
)
de sorte que Sτ = −1/τ et Tτ =
τ + 1. Soit R le domaine fondamental usuel de SL2(Z), de´limite´ par le cercle de
centre 0 et de rayon 1 et par les droites d’abscisses −1/2 et 1/2. Alors un domaine
fondamental pour Γ est constitue´ de l’union de R et des ST kR pour k entier de 0 a`
p−1. Ces derniers sont contenus dans l’image par S de l’ensemble des τ = a+ib avec
b ≥
√
3
2 . Donc leur image par w est constitue´e de complexes dont la partie imaginaire
est au moins
√
3
2p . Si on choisit R0 > exp(−π
√
3
p ) alors l’image de D(0, R0) par P0
recouvre les ST kR pour k de 0 a` p− 1.
Comme R est contenu dans le demi plan des parties imaginaire au moins e´gales
a`
√
3/2 on prend R∞ > exp(−π
√
3) et l’image de D(0, R∞) par P∞ recouvre R.
On pose donc R∞ = 0.005 et R0 = 1− 1p
On a donc recouvert X(C) par l’image de deux disques analytiques complexes
D∞ = D(0, R∞) et D0 = D(0, R0).
2.2. Diffe´rentielles. — On peut maintenant calculer des espaces de formes
diffe´rentielles sur X . On fixe donc un entier d ≥ 1. A` toute forme modulaire
parabolique f de poids 2d sur Γ on associe la diffe´rentielle ω = (2iπ)df(dτ)d de
degre´ d. D’apre`s [15, Proposition 2.16] on a
Div(ω) = Div(f)− d(0)− d(∞) − d
2
P2 − 2d
3
P3.
On pose donc ∆d = (d − 1)(0) + (d − 1)(∞) + ⌊d2⌋P2 + ⌊ 2d3 ⌋P3 et on cherche
une base Dd de l’espace Hd(∆d) des formes diffe´rentielles de degre´ d et de diviseur
≥ −∆d.
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On prend pour Dd l’ensemble des ω = (2iπ)df(q)(dτ)d = f(q)qd (dq)d ou` f(q)
est une forme modulaire parabolique primitive(1), propre(2) et normalise´e(3) sur
Γ = Γ0(p) et de poids 2d. Si f est une telle forme elle admet un de´veloppement
f =
∑
k≥1 akq
k
∞ avec a1 = 1 et pour tout entier k ≥ 1 on montre que le coefficient
ak est un entier alge´brique majore´ en module par k
d+2. Il suffit de le montrer
pour k = ℓn une puissance d’un premier ℓ. D’apre`s le the´ore`me de Deligne on a
|aℓ| ≤ 2ℓd−12 et d’apre`s [1, Theorem 3]
|aℓn+2 | ≤ |aℓaℓn+1|+ ℓ2d−1|aℓn |
donc |aℓn | ≤ unℓn(2d−1)2 ou` un est la suite re´currente u0 = 1, u1 = 2 et un+2 =
2un+1 + un. Donc un =
(1+
√
2)n+1−(1−√2)n+1
2
√
2
et |un| ≤ 4n ≤ ℓ2n donc |aℓn | ≤
ℓ2nℓ
n(2d−1)
2 .
Le de´veloppement de ω en q∞ est donc le de´veloppement standard, donne´ par
les valeurs propres des ope´rateurs de Hecke. On peut calculer les coefficients ak
comme valeurs propres des ope´rateurs de Hecke agissant sur les symboles de Manin-
Shokurov suivant [4, 14, 10]. Les plongements complexes des valeurs propres peu-
vent alors eˆtre approche´s en temps polynomial en p et la pre´cision absolue requise,
par un algorithme de recherche de racines de polynoˆmes comme celui de Weyl.
Le de´veloppement de ω en q0 est le tire´ en arrie`re de ω par l’application P0 :
D−{0} → Y . Comme P0 est la compose´e de P∞ et deW , le de´veloppement de ω en
q0 est le de´veloppement de W (ω) en q∞. Mais ω est vecteur propre de W de valeur
propre ±1. On a donc la meˆme majoration pour les coefficients du de´veloppement
de ω en q0.
Lemme 1 (Manin, Shokurov, Cremona, Merel). — Il existe un algorithme
qui pour tous p premier, d ≥ 1 et r ≥ 1 calcule les plongements complexes des
r premiers coefficients de toutes les formes modulaire primitives, propres et nor-
malise´es de niveau p et poids 2d en temps polynomial en p, d, r et la pre´cision
absolue requise.
2.3. L’homologie de la courbe. — La the´orie de Manin [12, 14, 4] e´tablit
que l’homologie relative H1(X, ptes,Z) est engendre´e par les symboles modulaires.
Un symbole est note´ indiffe´rement (c : d) =
(
a b
c d
)
= { bd , ac }. L’ensemble des
symboles est P = P1(Z/pZ). On rappelle que S =
(
0 −1
1 0
)
et T =
(
1 1
0 1
)
.
Pour tout γ ∈ SL2(Z) on note (γ) le symbole {γ(0), γ(∞)}.
On note B le sous-Z-module de ZP engendre´ par les (c : d) + (c : d)S = (c :
d)+(−d : c) et (c : d)+(c : d)TS+(c : d)(TS)2 = (c : d)+(c+d : −c)+(d : −c−d)
ou` (c : d) parcourt P.
On note Z le sous Z-module libre et sature´ de ZP engendre´ par les (c : 1) pour
c 6= 0 et par (∞) = (0 : 1) + (1 : 0). C’est le module des symboles a` bord nul. La
base forme´e des (c : 1) pour c 6= 0 et de (∞) permet d’identifier Z au re´seau Zp de
Rp muni de la forme biline´aire canonique (de matrice identite´ dans cette base).
(1)Cela signifie qu’elle ne provient pas d’une forme de niveau plus petit. Se dit en Anglais newform.
Cette condition est vide ici puisque le niveau p est premier.
(2)Autrement dit, f est vecteur propre des ope´rateurs de Hecke.
(3)Son de´veloppement de Fourier commence par q.
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On note que B ⊂ Z ⊂ Rp. Comme le quotient Z/B = H1(X,Z) est sans-
torsion, le sous module B est sature´ dans Z. On identifie H1(X,Z) a` la projection
orthogonale de Z sur le R-espace vectoriel de Rp orthogonal au sous-espace vectoriel
RB engendre´ par B.
CommeB est engendre´ par des vecteurs de norme ≤ √3 et qu’il a pour dimension
p − 2g, son volume V est un entier positif majore´ par 3 p−2g2 . Mais d’apre`s [13,
Proposition I.2.9, Proposition I.3.5] H1(X,Z) est inclus dans
1
V 2Z
p et son volume
est e´gal a` 1/V .
D’apre`s l’ine´galite´ d’Hermite [13, The´ore`me II.2.1], le re´seau V 2H1(X,Z) ⊂ Zp
admet une base constitue´e de vecteurs de norme(4) majore´e par
(
4
3
) g(g−1)
2 3
p−2g
2 .
L’algorithme LLL [2, Theorem 2.6.2] produit en temps polynomial en p une base
de V 2H1(X,Z) forme´e de vecteurs entiers de norme ≤ 2 g(g−1)4 3 p−2g2 ≤ 3p2 . Donc ces
vecteurs sont des combinaisons de symboles avec des coefficients majore´s par cette
meˆme borne. On peut faire beaucoup mieux en y regardant de plus pre`s. Au total,
on obtient une base B de H1(X,Z) ⊂ Zp dont les vecteurs sont des combinaisons
de symboles a` coefficients dans 1V 2Z dont les nume´rateurs sont des entiers borne´s
en valeur absolue par 3p
2
.
2.4. Les pe´riodes. — On observe que le diviseur ∆1 est nul. Donc les formes
primitives, propres et normalise´es de poids 2 donnent une base D1 de l’espace des
formes diffe´rentielles holomorphes.
Le re´seau L des pe´riodes est construit en inte´grant chaque forme de D1 le long
des symboles comme font Tingley dans sa the`se et Cremona dans son livre [4,
Proposition 2.10.1]. Si g ∈ Γ0(p) avec g =
(
a b
pc d
)
et c > 0 on pose y0 =
1
pc et
x1 = −dy0 et x2 = ay0. Alors pour toute forme f =
∑
k≥1 akq
k
∞ de poids 2 on a
(1)
∫ g(0)
0
f(q)
dq
q
=
∑
n≥1
an
n
exp(−2πny0)(exp(2πinx2)− exp(2πinx1)).
Cette quantite´ est e´value´e en temps polynomial en p, c et la pre´cision absolue
requise et elle est majore´e en module par un polynoˆme en p et c.
Si (c : 1) =
(
1 0
c 1
)
= {0, 1c} est un symbole diffe´rent de (0 : 1) et (1 : 0), on
peut supposer que 1 ≤ c < p. Afin d’utiliser la formule d’inte´gration (1), on choisit
deux entiers u et v tels que uc− vp = 1 et on note que la matrice g =
(
u 1
pv c
)
∈
Γ0(p) ve´rifie g(0) = 1/c. On peut choisir 0 ≤ u, v < p. Donc
∫
(c:1) f(q)
dq
q est e´value´e
en temps polynomial en p et la pre´cision absolue requise, et elle est majore´e par un
polynoˆme en p.
Comme les e´le´ments de la base B de H1(X,Z) construite ci-dessus sont des com-
binaisons line´aires des symboles (c : 1) et (∞) ∈ B avec des coefficients dans 1V 2Z
a` nume´rateurs majore´s par 3p
2
en valeur absolue, on peut calculer les pe´riodes
∫
γ ω
pour γ ∈ B et ω ∈ D1 en temps polynomial en p et la pre´cision absolue requise et
ces pe´riodes sont majore´es en module par exp(pO).
(4)Noter que dans le livre de Martinet, la norme d’un vecteur est de´finie comme la valeur de la
forme quadratique en ce vecteur. Ici, la norme est la racine carre´e de la forme quadratique.
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2.5. Le tore complexe. — L’espaceH = H1⊕H¯1 des formes harmoniques admet
une forme biline´aire de´finie par inte´gration. Si ω1 = u1dq+v1dq et ω2 = u2dq+v2dq
on pose < ω1, ω2 >=
∫
X ω1 ∧ ω2.
L’inte´gration de´finit aussi un accouplement
∫
: H ×H1(X,C) → C qui a` (ω, γ)
associe la pe´riode
∫
γ
ω. Il en re´sulte un isomorphisme entreH et le dual deH1(X,C).
Mais l’accouplement d’intersection induit un isomorphisme entre H1(X,C) et son
dual. On en de´duit un isomorphisme ι entre H et H1(X,C) qui a` tout ω associe
l’unique γ = ι(ω) tel que
∫
g ω = γ ·g pour tout g ∈ H1(X,C). D’apre`s [9, Proposition
III.2.3.], cet isomorphisme est une isome´trie :
< ω1, ω2 >=
∫
X
ω1 ∧ ω2 = ι(ω1) · ι(ω2).
On de´finit l’ope´rateur ∗ : H → H par ∗(udq+ vdq) = (−iudq+ ivdq). On de´finit
un produit hermitien sur H par
(ω1, ω2) =
∫
X
ω1 ∧ ∗ω¯2 = i
∫
X
(u1u¯2 + v¯1v2)dq ∧ dq.
C’est le produit de Petersson. Les ope´rateurs de Hecke sont autoadjoints pour ce
produit hermitien. Donc deux formes distinctes dans D1 sont orthogonales. Il reste
a` e´valuer (ω, ω) pour chaque e´le´ment ω de la base D1.
On note B˜ la base de H1(X,Z) duale a` gauche de B pour la forme d’intersection,
c’est-a`-dire que pour tout γ ∈ B il existe un unique γ˜ ∈ B˜ tel que γ˜ · γ = 1 et si
γ 6= γ′ on a γ˜ · γ′ = 0. Ainsi ι(ω) =∑γ∈B γ˜ ∫γ ω.
Donc
(ω, ω) =< ω, ∗ω¯ >= ι(ω) · ι(∗ω¯) = ι(ω) · ι(iω¯) = i
∑
γ,γ′∈B
γ˜ · γ˜′
∫
γ
ω
∫
γ′
ω¯.
Notons P la matrice 2g × g des pe´riodes holomorphes
P =
(∫
γ
ω
)
γ∈B, ω∈D1.
Soit M = (P |P¯ ) la matrice 2g× 2g des pe´riodes harmoniques. Soit M∗ = (iP¯ | −
iP ). Soit Q = (γ · γ′)γ,γ′∈B la matrice de la forme d’intersection dans la base B.
Soit Q˜ = tQ−1 = (γ˜ · γ˜′)γ,γ′∈B la matrice de la forme d’intersection dans la base B˜.
La matrice du produit scalaire de Petersson dans la base D1∪D¯1 de H n’est autre
que tMQ˜M∗. Comme le de´terminant de Q est 1 et comme le volume du re´seau L
des pe´riodes est le module du de´terminant deM divise´ par 2g, il vient que ce volume
est le produit des 12 (ω, ω) pour ω dans la base D1.
On peut minorer chacun des (ω, ω) en notant que
ω =
f(q)
q
dq = (1 +
∑
k≥2
akq
k−1)dq
avec |ak| ≤ k3 de sorte que
∫
X
ω ∧ ∗ω¯ = ∫
X
|1+∑k≥2 akqk−1|2idq ∧ dq. On observe
que le disque forme´ des q de module infe´rieur a` exp(−2π) est contenu dans un
domaine fondamental de X donc (ω, ω) ≥ 2πr2min|q|≤r |1 +
∑
k≥2 akq
k−1|2 pour
tout r ≤ exp(−2π).
Or pour |q| ≤ r on a |∑k≥1 ak+1qk| ≤ r∑k≥0(k + 2)3rk ≤ 8r(1−r)4 ≤ 0.016 si
r = exp(−2π). Ainsi (ω, ω) ≥ 2π exp(−4π)(1 − 0.016)2 ≥ 2 · 10−5 de sorte que le
volume du re´seau L des pe´riodes est au moins 10−5g.
8 JEAN-MARC COUVEIGNES
Comme les pe´riodes
∫
γ ω sont majore´es par exp(p
O) on en de´duit que le volume
de tout sous-re´seau du re´seau des pe´riodes est minore´ par exp(−pO). De sorte que si
l’on connaˆıt les pe´riodes avec une pre´cision absolue polynomiale en p, on les connaˆıt
aussi avec une bonne pre´cision relative. En particulier, si on connaˆıt un point de
CD1 par ses coordonne´es complexes alors on connaˆıt le point du tore CD1/L puisque
L n’est pas trop petit ni trop aplati.
Lemme 2 (Volume et complexite´ du re´seau des pe´riodes)
Si X0(p) est de genre g ≥ 1 on note D1 la base de H1(X0(p)) constitue´e des
formes primitives, propres et normalise´es et on identifie le dual de H1(X0(p)) a`
CD1 . On appelle re´seau des pe´riodes le re´seau de CD1 forme´ des pe´riodes de X0(p).
Ce re´seau est de volume ≥ 10−5g. Tous les sous-re´seaux non nuls du re´seau des
pe´riodes ont un volume ≥ exp(−pc1) ou` c1 est une constante positive effective. Le
re´seau des pe´riodes admet une base constitue´e de vecteurs de norme ≤ exp(pc2) ou`
c2 est une constante positive effective. Une telle base peut eˆtre calcule´e en temps
polynomial en p et la pre´cision absolue requise.
2.6. L’application d’inte´gration de Jacobi. — On note µ0 : D(0, R0)→ CD1
l’application d’inte´gration de Jacobi
µ0 : q0 7→
(∫ q0
ω
)
ω∈D1.
On ne pre´cise pas l’origine o de l’inte´grale. Cette application est bien de´finie a`
une constante additive pre`s. On de´finit de meˆme µ∞ : D(0, R∞)→ CD1 en veillant
a` choisir la meˆme origine o
µ∞ : q∞ 7→
(∫ q∞
ω
)
ω∈D1.
Ces inte´grales se calculent par inte´gration terme a` terme de la se´rie associe´e a` la
forme diffe´rentielle.
Le disque D(0, 1) ⊂ C est muni de la distance usuelle associe´e a` la norme sur C
de´finie par le module z 7→ |z|.
L’espace CD1 peut eˆtre muni des normes L2 ou L∞ dont la de´finition est rappele´e
au paragraphe A.1 de l’appendice.
L’application d’inte´gration de Jacobi est Lipschitzienne dans le sens suivant.
Soit P1 un point de coordonne´es τ1, q1 et q
′
1 tel que q1 = exp(2iπτ1) est dans
D(0, R∞) = D(0, 0.005). Soit P2 de coordonne´es τ2, q2 tel que q2 est proche de
q1, en ce sens que q2 ∈ D(0, 0.01). Pour tout ω ∈ D1 on a |
∫ q2
q1
ω| ≤ |q2 −
q1|max|q|≤0.01(|
∑
k≥1 akq
k−1|). Or pour |q| ≤ 0.01 on a |∑k≥1 akqk−1| ≤∑k≥0(k+
1)310−2k ≤ 60.994 ≤ 7. Donc
|µ∞(P2)− µ∞(P1)|∞ ≤ 7|q2 − q1| et |µ∞(P2)− µ∞(P1)|2 ≤ 7√g|q2 − q1|.
Soit maintenant P1 un point de coordonne´es τ1, q1 et q
′
1 tel que q
′
1 = exp(
−2iπ
pτ1
)
est dans D(0, R0) = D(0, 1 − 1p ). Soit P2 de coordonne´es τ2, q′2 tel que q′2 est
proche de q′1, en ce sens que q
′
2 ∈ D(0, 1 − 12p ). Pour tout ω ∈ D1 on a |
∫ q′2
q′1
ω| ≤
|q′2 − q′1|max|q|≤1− 12p (|
∑
k≥1 akq
k−1|). Or pour |q| ≤ 1− 12p on a |
∑
k≥1 akq
k−1| ≤∑
k≥0(k + 1)
3(1− 12p )k ≤ 96p4. Donc
JACOBIENS, JACOBIENNES ET STABILITE´ NUME´RIQUE 9
|µ0(P2)− µ0(P1)|∞ ≤ 96p4|q′2 − q′1| et |µ0(P2)− µ0(P1)|2 ≤ 96p4
√
g|q′2 − q′1|.
Ainsi la perte de pre´cision occasionne´e par l’application de Jacobi est O(log p).
Lemme 3 (Majoration des inte´grales de Jacobi). — Pour tout premier p on
pose R∞ = 0.005 et R0 = 1− 1p et on recouvre X0(p) par les deux disques analytiques
D∞ et D0 centre´s en chacune des deux pointes ∞ et 0 et de rayons respectifs R∞
et R0. Donc D∞ = D(0, R∞) = {q∞, |q∞| ≤ 0.005} et D0 = D(0, R0) = {q0, |q0| ≤
1− 1p}.
Sur chacun de ces deux disques, l’inte´gration de Jacobi de´finit une application
a` valeur dans le dual de l’espace des formes holomorphes H1(X0(p)). On munit
H1(X0(p)) de la base D1 constitue´e des formes primitives, propres et normalise´es
et on note abusivement CD1 son dual, que l’on munit de la norme L∞ associe´e a` la
base canonique (duale de D1).
L’application d’inte´gration de Jacobi est alors Lipschitzienne sur chacun des deux
disques (et meˆme sur leurs voisinages D(0, 0.01) et D(0, 1− 12p )) et son coefficient
de dilatation y est majore´ par 7 sur le premier et par 96p4 sur le second.
Soit ǫ = (ǫk)1≤k≤g ∈ {0,∞}g. On note Dǫ le produit
Dǫ = D(0, Rǫ1)× · · · ×D(0, Rǫg).
Les Dǫ recouvrent le produit X(C)
g. L’application produit
µǫ = µǫ1 × · · · × µǫg : Dǫ → CD1
associe au g-uplet (q1, . . . , qg) la somme des µǫk(qǫk,k) pour 1 ≤ k ≤ g.
On note (zω)ω la base duale de la base canonique de C
D1 . On note JD1,ǫ le
de´terminant jacobien de l’application µǫ en (qǫ1,1, . . . , qǫg,g) :
JD1,ǫ(qǫ1,1, . . . , qǫg ,g) =
∧
zω∧
dqǫk,k
(qǫ1,1, . . . , qǫg,g) =
∣∣∣∣ ωdqǫk (qǫk,k)
∣∣∣∣
ω,k.
Ce de´terminant est une se´rie entie`re de g variables dont les coefficients se ma-
jorent aise´ment a` partir d’une majoration des coefficients des formes ω. Mais il peut
parfaitement s’annuler. L’instabilite´ d’un g-uplet dans Dǫ peut se de´finir comme
l’oppose´ du logarithme du module de ce de´terminant jacobien.
2.7. Jacobiens et wronskiens. — L’espace H1 des diffe´rentielles holomorphes
est muni de la base D1 et de la norme L∞ associe´e. Si F =
∑
ω∈D1 fωω cette
norme est note´e |F | = |f | = maxω |fω|. Puisqu’on dispose de deux disques analy-
tiques sur X(C) centre´s en chacune des deux pointes, il est naturel d’introduire une
norme S∞(F ) = maxq∞∈D¯(0,R∞)
∣∣∣ Fdq∞
∣∣∣ et de meˆme S0(F ) = maxq0∈D¯(0,R0) ∣∣∣ Fdq0
∣∣∣.
On introduit aussi les variantes Sˆ∞(F ) = maxq∞∈D¯(0, 12 )
∣∣∣ Fdq∞
∣∣∣ et de meˆme Sˆ0(F ) =
maxq0∈D¯(0, 12 )
∣∣∣ Fdq0
∣∣∣.
Puisque toutes les normes sont e´quivalentes, les quotients S0(F )/|F |, S∞(F )/|F |,
Sˆ0(F )/|F |, Sˆ∞(F )/|F | pour F 6= 0 sont majore´s et minore´s par des bornes
inde´pendantes de F . On veut montrer que le logarithme de ces bornes est polyno-
mial en p. C’est e´vident pour la borne supe´rieure parce que les formes de la base
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D1 s’e´crivent ω = f(q∞)dq∞ = ±f(q0)dq0 avec f d’ordre de grandeur(5) (1, 3). Il
suffit d’appliquer le lemme 17 de majoration du reste.
Pour controler la borne infe´rieure, il suffit de trouver g points q1, . . ., qg de
D(0, R∞) tels que le module du jacobien JD1,(∞,...,∞)(q1, . . . , qg) ait un logarithme
borne´ infe´rieurement par un polynoˆme −gO en le genre g.
Une strate´gie possible est de chercher d’abord un q tel que le wronskien de D1
en q ne soit pas trop petit et de chercher ensuite des q1,. . ., qg dans un voisinage de
ce q.
On utilise le classique
Lemme 4 (wronskien et jacobien). — Soient g ≥ 2 un entier naturel et f1(q),
f2(q), . . ., fg(q) des se´ries de Laurent a` coefficients complexes. On appelle wronskien
associe´ a` f = (f1, . . . , fg) le de´terminant
Wf (q) =
∣∣∣∣∣∣∣∣∣∣
f1(q) . . . fg(q)
f ′1(q) . . . f
′
g(q)
...
...
f
(g−1)
1 (q) . . . f
(g−1)
g (q)
∣∣∣∣∣∣∣∣∣∣
.
On se donne g inde´termine´es q1, q2, . . ., qg et on appelle jacobien associe´ a` f le
de´terminant
Jf =
∣∣∣∣∣∣∣∣∣
f1(q1) . . . fg(q1)
f1(q2) . . . fg(q2)
...
...
f1(qg) . . . fg(qg)
∣∣∣∣∣∣∣∣∣
.
On note D =
∏
k<l(ql − qk) le discriminant re´duit.
Si les fk sont des se´ries entie`res alors le jacobien Jf est dans l’anneau
C[[q1, . . . , qg]] et il est divisible par le discriminant re´duit D dans cet anneau. Le
quotient Jf/D est alors congru a` Wf (0) modulo l’ide´al maximal de C[[q1, . . . , qg]].
La de´monstration peut se faire par re´currence sur g. ✷
Lemme 5 (Majoration du wronskien). — Si pour 1 ≤ l ≤ g les fl(q) sont des
se´ries entie`res d’ordre de grandeur (A, k) avec A ≥ 1 et k ≥ 1 alors le wronskien
Wf (q) est une se´rie entie`re d’ordre de grandeur
(g!Ag2
g(g−1)(g+3k−2)
6 , gk − 1 + g(g + 1)
2
).
Cela re´sulte du lemme 15. ✷
Lemme 6 (Majoration du jacobien). — Si pour 1 ≤ l ≤ g les fl(q) sont des
se´ries entie`res d’ordre de grandeur (A, k) avec A ≥ 1 et k ≥ 1 alors le jacobien
Jf (q1, . . . , qg) est une se´rie entie`re des g variables q1, . . ., qg d’ordre de grandeur
(g!Ag, (k, k, . . . , k)).
Selon le lemme 4, le wronskien nous renseigne sur le terme dominant du jacobien
au voisinage de q1 = q2 = · · · = qg = 0.
(5)La de´finition de l’ordre de grandeur d’une se´rie est donne´e au paragraphe A.1.
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De´finition 1 (Wronskien et Jacobien des formes diffe´rentielles)
Pour chaque forme diffe´rentielle primitive, propre et normalise´e ω ∈ D1 on rap-
pelle que ω = f(q)q dq ou` f est une forme modulaire primitive, propre et normalise´e
de poids 2. On forme la famille f des g se´ries entie`res f(q)q ainsi obtenues. Pour
tout q ∈ D(0, 1), le wronskien de f en q est note´ W∞(q) et le jacobien correspondant
en q = (q1, . . . , qg) est note´ J∞(q).
Posons m = g(g+1)2 . Le produit W∞(q)(dq)
m est une forme holomorphe de degre´
m sur X(C). Donc elle a au plus 2(g − 1)m ze´ros en comptant les multiplicite´s. En
particulier, la pointe a` l’infini q∞ = 0 est un ze´ro de multiplicite´ v ≤ 2(g − 1)m de
W∞(q).
La se´rie entie`reW∞(q)2 a des coefficients entiers rationnels et sa valuation 2v est
au plus 4(g − 1)m = 2g(g2 − 1). On suppose g ≥ 2. Le lemme 5 de majoration du
wronskien montre que l’ordre de grandeur de W∞(q)2 est (exp(gO), gO). Le lemme
17 de majoration du reste permet d’e´crireW∞(q)2 = wq2v+R2v+1(q) avec w entier
naturel non nul etR2v+1 majore´ en module par |q|2v+1(2v+2)gO pour q ∈ D(0, R∞).
Donc W∞(q)2 est minore´ en module par 12q
2g(g2−1) si |q| ≤ (2v + 2)−gO .
Lemme 7 (Minoration du wronskien). — Il existe une constante effective pos-
itive c6 telle que pour tout premier p tel que le genre g de X0(p) est au moins 2, il
existe un q ∈ D(0, 10−10) tel que log |W∞(q)| ≥ −gc6. Un tel q se calcule en temps
polynomial en p et la pre´cision absolue requise.
Soit q ∈ D(0, R∞) tel queW∞(q) 6= 0 et posons q = (q, . . . , q) et x = (x1, . . . , xg).
Le jacobien J∞(q + x ⋆ (1g − ‖q‖)) est(6) une se´rie entie`re en les g variables x1,
. . ., xg. C’est en fait le jacobien des (fk(q + x(1 − |q|))/(q + x(1 − |q|)))1≤k≤g vues
comme fonctions de x. Le lemme 4 applique´ a` ces dernie`res donne le terme principal
de cette se´rie en x = 0g :
J∞(q + x ⋆ (1g − ‖q‖)) =W∞(q)(1 − |q|)
g(g−1)
2
∏
k<l
(xl − xk) +R g(g−1)
2 +1
(x).
Le jacobien J∞(q) est une se´rie en q d’ordre de grandeur (g!, (3, 3, . . . , 3)) d’apre`s
le lemme 6. Si q ∈ D(0, R∞), la se´rie recentre´e J∞(q+x ⋆ (1g −‖q‖)) est une se´rie
en x d’ordre de grandeur (exp(gO), (4, 4, . . . , 4)) d’apre`s le lemme 16 de recentrage.
Pour x dans P (0g, R∞), le lemme 17 de majoration du reste donne alors pour g ≥ 2
∣∣∣R g(g−1)
2 +1
(x)
∣∣∣ ≤ exp(gO)|x| g(g−1)2 +1∞ .
On pose s = |x|∞ et on suppose que x = ( sg , 2sg , . . . , (g−1)sg , s) et s ≤ R∞. Alors
∣∣∣∣∣W∞(q)(1 − |q|) g(g−1)2
∏
k<l
(xl − xk)
∣∣∣∣∣ ≥ |W∞(q)|
(
s(1− |q|)
g
) g(g−1)
2
≥ |W∞(q)|
(
0.995s
g
) g(g−1)
2
.
On choisissant un q donne´ par le lemme 7 et en prenant s = exp(−gO) on prouve
le
(6)La notation ⋆ est introduite au paragraphe A.1.
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Lemme 8 (Minoration du jacobien). — Il existe une constante effective
c7 telle que pour tout premier p tel que le genre g de X0(p) est au moins
2, il existe r = (r1, . . . , rg) ∈ D(0, R∞)g tel que log |J∞(r)| ≥ −gc7. Un tel
r se calcule en temps polynomial en p et la pre´cision absolue requise. Les
cinq normes sur H1 de´finies pour F = ∑ω∈D1 fωω par |F | = maxω |fω|,
S∞(F ) = maxq∞∈D¯(0,R∞)
∣∣∣ Fdq∞
∣∣∣, S0(F ) = maxq0∈D¯(0,R0) ∣∣∣ Fdq0
∣∣∣, Sˆ∞(F ) =
maxq∞∈D¯(0, 12 )
∣∣∣ Fdq∞
∣∣∣, et Sˆ0(F ) = maxq0∈D¯(0, 12 )
∣∣∣ Fdq0
∣∣∣ sont dans des rapports
exp(pO), ou, si l’on pre´fe`re, il existe une constante positive c3 telle que pour
tout p et pour tout F 6= 0 les diffe´rences entre log |F |, logS0(F ), logS∞(F ),
log Sˆ0(F ) et log Sˆ∞(F ), sont borne´es en valeur absolue par pc3 .
2.8. Jacobiens et wronskiens quadratiques. — Des re´sultats semblables sont
vrais pour le jacobien et le wronskien associe´s a` la base D2 de l’espace de formes
diffe´rentielles quadratiques H2(∆2).
De´finition 2 (Jacobien et wronskien des formes quadratiques)
Pour chaque forme diffe´rentielle quadratique primitive, propre et normalise´e φ ∈
D2 on rappelle que φ = h(q)q (dq)
2
q ou` h est une forme modulaire primitive, propre
et normalise´e de poids 4. On forme la famille h des g2 = 3g − 1 + ν2 + ν3 se´ries
entie`res h(q)q ainsi obtenues. Pour tout q ∈ D(0, 1), le wronskien de h en q est note´
W2,∞(q) et le jacobien correspondant en q = (q1, . . . , qg2) est note´ J2,∞(q).
Posons m2 =
g2(g2+3)
2 . Le produit W2,∞(q)q
−g2(dq)m2 est une forme de degre´
m2 sur X(C), holomorphe en dehors de ∆2. Plus pre´cise´ment elle appartient a`
Hm2(g2∆2). Donc elle a au plus 2(g− 1)m2+ g2(2 + ν2+ ν3) ze´ros en comptant les
multiplicite´s. En particulier, la pointe a` l’infini q∞ = 0 est un ze´ro de multiplicite´
v2 ≤ 2(g − 1)m2 + g2(2 + ν2 + ν3) de W2,∞(q). Donc v2 ≤ 9g(g + 1)2.
La se´rie entie`re W2,∞(q)2 a des coefficients entiers rationnels et sa valuation 2v2
est au plus 18g(g+1)2. On suppose g ≥ 2. Commes les h(q)q sont d’ordre de grandeur
(1, 4), le lemme 5 de majoration du wronskien montre que l’ordre de grandeur de
W2,∞(q)2 est (exp(gO), gO). Le lemme 17 de majoration du reste permet d’e´crire
W2,∞(q)2 = wq2v2 + R2v2+1(q) avec w entier naturel non nul et R2v2+1 majore´ en
module par |q|2v2+1(2v2 + 2)gO pour q ∈ D(0, R∞). Donc W2,∞(q)2 est minore´ en
module par 12q
18g(g+1)2 si − log |q| ≥ gO et g ≥ 2.
Lemme 9 (Minoration du wronskien quadratique). — Il existe une cons-
tante effective c8 telle que pour tout premier p tel que le genre g de X0(p) est au
moins 2, il existe un q ∈ D(0, 10−10) tel que log |W2,∞(q)| ≥ −gc8 . Un tel q se
calcule en temps polynomial en p et la pre´cision absolue requise.
On obtient de meˆme l’analogue du lemme 8 pour le jacobien des formes quadra-
tiques.
Soit q ∈ D(0, R∞) tel que W2,∞(q) 6= 0 et posons q = (q, . . . , q) et x =
(x1, . . . , xg2). Le jacobien J2,∞(q+x⋆(1g2−‖q‖)) est une se´rie entie`re en les g2 vari-
ables x1, . . ., xg2 . C’est en fait le jacobien des (hk(q+x(1−|q|))/(q+x(1−|q|)))1≤k≤g2
vues comme fonctions de x. Le lemme 4 applique´ a` ces dernie`res donne le terme
principal de cette se´rie en x = 0g2 :
J2,∞(q+ x) =W2,∞(q)(1 − |q|)
g2(g2−1)
2
∏
k<l
(xl − xk) +R g2(g2−1)
2 +1
(x).
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Le jacobien J2,∞(q) est une se´rie en q d’ordre de grandeur (g2!, (4, 4, . . . , 4))
d’apre`s le lemme 6. Si q ∈ D(0, R∞), la se´rie recentre´e J2,∞(q + x ⋆ (1g2 − ‖q‖))
est une se´rie en x d’ordre de grandeur (exp(gO), (5, 5, . . . , 5)) d’apre`s le lemme 16
de recentrage. Pour x dans P (0g, R∞), le lemme 17 de majoration du reste donne
alors pour g ≥ 2
∣∣∣R g2(g2−1)
2 +1
(x)
∣∣∣ ≤ exp(gO)|x| g2(g2−1)2 +1∞ .
On pose s = |x|∞ et on suppose que x = ( sg2 , 2sg2 , . . . ,
(g2−1)s
g2
, s) et s ≤ R∞. Alors
∣∣∣∣∣W2,∞(q)(1 − |q|) g2(g2−1)2
∏
k<l
(xl − xk)
∣∣∣∣∣ ≥ |W2,∞(q)|
(
s(1− |q|)
g2
) g2(g2−1)
2
≥ |W2,∞(q)|
(
0.995s
g2
) g2(g2−1)
2
.
On choisissant un q donne´ par le lemme 9 et en prenant s = exp(−gO) on prouve
le
Lemme 10 (Minoration du jacobien quadratique). — Il existe une cons-
tante effective c9 telle que pour tout premier p tel que le genre g de X0(p) est au
moins 2, il existe r = (r1, . . . , rg2 ) ∈ D(0, R∞)g2 tel que log |J2,∞(r)| ≥ −gc9.
Un tel r se calcule en temps polynomial en p et la pre´cision absolue requise. Les
cinq normes sur H2(∆2) de´finies pour H =
∑
φ∈D2 hφφ par |H | = maxφ |hφ|,
S∞(H) = maxq∞∈D¯(0,R∞)
∣∣∣ q∞H(dq∞)2
∣∣∣, S0(H) = maxq0∈D¯(0,R0) ∣∣∣ q0H(dq0)2
∣∣∣, Sˆ∞(H) =
maxq∞∈D¯(0, 12 )
∣∣∣ q∞H(dq∞)2
∣∣∣, et Sˆ0(H) = maxq0∈D¯(0, 12 )
∣∣∣ q0H(dq0)2
∣∣∣, sont dans des rapports
exp(pO) ou, si l’on pre´fe`re, il existe une constante positive c4 telle que pour tout p
et pour tout H 6= 0 les diffe´rences entre log |H |, logS0(H), logS∞(H), log Sˆ∞(H),
et log Sˆ0(H) sont borne´es en valeur absolue par pc4 .
2.9. Stabilite´. — On suppose que g ≥ 2. On suppose choisie une origine o et on
note SgX la g-ie`me puissance syme´trique de X et µg : SgX → CD1/L l’application
d’inte´gration de Jacobi. Soit ǫ = (ǫk)1≤k≤g ∈ {0,∞}g et r = (r1, . . . , rg) ∈ Dǫ =
D(0, Rǫ1) × · · · ×D(0, Rǫg ) et notons ρ ∈ Cg l’image de r par µǫ. On rappelle que
l’instabilite´ de r est l’oppose´ du logarithme du module du de´terminant jacobien
JD1,ǫ =
∣∣∣ ωdqǫk (rk)
∣∣∣
ω,k
. On suppose cette instabilite´ finie et on la note λ. Donc la
restriction de µg a` un voisinage de r est injective. L’image d’un tel voisinage est un
voisinage de ρ et la corestriction de µg a` un voisinage assez petit de ρ est injective.
On veut e´tudier quantitativement cette situation. On montre d’abord que les points
voisins d’un point stable sont assez stables. Ensuite on montre que l’image par
l’application de Jacobi d’une boule centre´e en un point stable, contient une boule
pas trop petite.
D’apre`s le lemme 6, le jacobien JD1,ǫ est une se´rie en les qǫk,k d’ordre de grandeur
(g!, (3, . . . , 3)). Posons x = (x1, . . . , xg). La se´rie recentre´e JD1,ǫ(r+ x ⋆ (1g −‖r‖))
est d’ordre de grandeur (exp(gO), (4, . . . , 4)). Pour |x|∞ ≤ 12 , le reste d’ordre 1 de
cette se´rie est majore´ par exp(gO)|x|∞. Donc si |x|∞ ≤ exp(−gO − λ) le point
r + (1g − ‖r‖) ⋆ x est stable d’instabilite´ majore´e par 1 + λ. Si y = (1g − ‖r‖) ⋆ x
alors |x|∞ ≤ p|y|∞ et |y|∞ ≤ |y|2 donc si |y|2 ≤ exp(−gO − λ) le point r + y est
stable d’instabilite´ majore´e par 1 + λ.
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On compare maintenant l’application de Jacobi µǫ et sa diffe´rentielle Dµǫ en
r. La matrice de Dµǫ dans les bases (dqǫk)k et (zω)ω , la base duale de la base
canonique de CD1 , n’est autre que
(
ω
dqǫk
(rk)
)
ω,k
. Elle a des coefficients majore´s
par 3!2p4. Donc pour y 6= 0g le quotient des normes L∞ associe´es aux deux bases
susmentionne´es |Dµǫy|∞|y|∞ est majore´ par g
O. Puisque le de´terminant de Dµǫ est
minore´ en module par exp(−λ) on montre de meˆme que le quotient |Dµǫy|∞|y|∞ est
minore´ par exp(−λ)g−Og ≥ exp(−λ−Og2) donc
(2) exp(−λ−Og2)|y|2 ≤ |Dµǫy|2 ≤ gO|y|2.
Soient ω une forme dans D1 et k un entier entre 1 et g. Le de´veloppement de
ω sur Dǫk = D(0, Rǫk) s’e´crit ω = ± f(qǫk )qǫk dqǫk pour une forme primitive, propre
et normalise´e f de poids 2. La se´rie f(qǫk)/qǫk a pour ordre de grandeur (1, 3).
Sa recentre´e en rk a pour ordre de grandeur (g
O, 4). Si qǫk = rk + xk(1 − |rk|),
avec |xk| ≤ 12 , le reste d’ordre 1 de la se´rie recentre´e est majore´ par gO|xk|. Donc∣∣∣∫ rk+xk(1−rk)rk ω − xk(1 − rk) f(rk)rk
∣∣∣ ≤ gO(1− rk)|xk|2. Ainsi le reste d’ordre 2
R2µǫ((1g − r) ⋆ x) = µǫ(r+ (1g − ‖r‖) ⋆ x)− µǫ(r)−Dµǫ((1g − ‖r‖) ⋆ x)
est majore´ en norme L∞ par gO|x|2∞ et en norme L2 par gO|x|22 ≤ gO|y|22 avec
y = (1g − ‖r‖) ⋆ x. Ainsi
(3) |R2µǫ(y)|2 = |µǫ(r+ y) − µǫ(r) −Dµǫ(y)|2 ≤ gO|y|22.
Les e´quations (2) et (3) permettent de s’assurer que la partie principale Dµǫy est
deux fois plus grande que le reste R2µ(y) : si − log |y|2 ≥ Og2 + λ alors |Dµǫy|2 ≥
2|R2µ(y)|2 donc µǫ(r+ y) − µǫ(r) ≥ 12 |Dµǫy|2 ≥ exp(−λ−Og2)|y|2.
Ainsi pour tout θ > gO, la boule centre´e en ρ et de rayon exp(−Og2 − 2λ − θ)
pour la norme L2 est forme´e de points stables (ayant un ante´ce´dent unique par
l’application de Jacobi) et elle est contenue dans l’image de la boule L2 centre´e en
r et de rayon exp(−λ− θ).
Lemme 11 (Stabilite´ du proble`me inverse de Jacobi)
Il existe une constante effective positive c10 telle que l’e´nonce´ suivant soit vrai :
Soit ǫ = (ǫk)1≤k≤g dans {0,∞}g et r = (r1, . . . , rg) ∈ Dǫ = D(0, Rǫ1) × · · · ×
D(0, Rǫg) et notons ρ l’image de r par l’application d’inte´gration de Jacobi µǫ.
On suppose que l’instabilite´ λ de r est finie. Alors pour tout θ ≥ gc10 la boule L2
centre´e en r et de rayon exp(−λ− θ) est forme´e de points stables et son image par
l’application de Jacobi contient la boule centre´e en ρ et de rayon exp(−gc10−2λ−θ).
Donc si r′ ∈ SgX s’envoie sur ρ′ par l’application de Jacobi et si |ρ − ρ′|2 ≤
exp(−2gc10 − 2λ) alors |r′ − r|2 ≤ exp(gc10 + λ)|ρ− ρ′|2.
2.10. Quelques sous ensembles discrets de la jacobienne. — On se place
a` nouveau dans la situation du paragraphe pre´ce´dent. On suppose que g ≥ 2. On
suppose choisie une origine o et on note SgX la g-ie`me puissance syme´trique de X
et µg : SgX → CD1/L l’application d’inte´gration de Jacobi. Soit ǫ = (ǫk)1≤k≤g ∈
{0,∞}g et r = (r1, . . . , rg) ∈ Dǫ = D(0, Rǫ1) × · · · ×D(0, Rǫg) et notons ρ l’image
de r par µǫ. On note λ l’instabilite´ de r.
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On identifie Cg ⊃ Dǫ a` l’espace tangent en r et on note (δk)1≤k≤g la base duale
de (dqǫk)1≤k≤g .
L’espace vectoriel re´el sous-jacent a pour base (δ1, δ2, . . . , δg, iδ1, iδ2, . . . , iδg).
Pour k entre 1 et g on pose iδk = δk+g.
On choisit un re´el χ > log p, on pose Υ = exp(−χ) et on conside`re les 2g
petits accroissements β1, . . ., β2g de C
g/L de´finis par βk = µ(rk + Υ) − µ(rk) =
(
∫ rk+Υ
rk
ω)ω∈D1 = µǫ(r+Υδk)−µǫ(r) pour 1 ≤ k ≤ g et βg+k = µ(rk+iΥ)−µ(rk) =
(
∫ rk+iΥ
rk
ω)ω∈D1 = µǫ(r+Υiδk)− µǫ(r) pour 1 ≤ k ≤ g.
Si M est un entier positif, on note A(r, χ,M) le sous ensemble de Cg/L forme´
des combinaisons des βk a` coefficients entiers dans [−M,M ]. On se demande dans
quelle mesure les e´le´ments du tore Cg/L peuvent eˆtre approche´s par l’ensemble
A(r, χ,M).
On doit premie`rement minorer le de´terminant
β1∧···∧β2g
e1∧···∧e2g ou` (ek)k est la base
canonique de l’espace re´el R2g sous-jacent a` Cg = CD1 . En particulier (ek)1≤k≤g
est la base canonique de Cg et ek+g = iek. On note Dµǫ la diffe´rentielle de µǫ en r.
Pour 1 ≤ k ≤ 2g on note γk = Dµǫ(δk). Le de´terminant γ1∧···∧γ2ge1∧···∧e2g est le carre´ du
module du de´terminant jacobien.
Or Υγk est une bonne approximation de βk. Plus pre´cise´ment, on a vu au para-
graphe pre´ce´dent que si − logΥ = χ ≥ Og2 + λ alors Υ|γk|2 ≥ 2|βk − Υγk|2 donc
Υ
2 |γk|2 ≤ |βk|2 ≤ 3Υ2 |γk|2 ≤ gOΥ d’apre`s l’ine´galite´ (2).
L’ine´galite´ (3) implique quant a` elle que |βk −Υγk|2 ≤ gOΥ2.
Comme le de´terminant est multiline´aire, on majore le module de la diffe´rence
β1∧···∧β2g
e1∧···∧e2g −Υ2g
γ1∧···∧γ2g
e1∧···∧e2g par 2
2g (max1≤k≤2g |βk|2)2g−1max1≤k≤2g |βk −Υγk|2.
Ainsi la diffe´rence
β1∧···∧β2g
e1∧···∧e2g −Υ2g
γ1∧···∧γ2g
e1∧···∧e2g est majore´e par 2
2ggO(2g−1)gOΥ2g+1.
Cette diffe´rence est plus petite que la moitie´ de Υ2g|γ1∧···∧γ2ge1∧···∧e2g | = exp(−2λ)Υ2g
pourvu que χ ≥ Og2 + 2λ. Alors
β1 ∧ · · · ∧ β2g
e1 ∧ · · · ∧ e2g ≥
1
2
exp(−2λ− 2gχ).
On a donc une minoration du de´terminant de la matrice de passage de la base
(ek)1≤k≤2g a` la base (βk)1≤k≤2g. Les colonnes de cette matrice sont les βk et elles
sont majore´s en norme L∞ par gOΥ. Donc les colonnes de la matrice inverse sont
majore´es en norme L∞ par 2(2g − 1)! exp(2λ+ 2gχ)gO(2g−1)Υ2g−1.
D’apre`s le lemme 2 il existe une constante positive c2 et une base du re´seau L
des pe´riodes de coordonne´es majore´es en valeur absolue par exp(pc2) dans la base
canonique de R2g. Donc les coordonne´es de ces pe´riodes dans la base (βk)1≤k≤2g
sont borne´es par 2(2g − 1)! exp(pc2 + 2λ+2gχ)gO(2g−1)Υ2g−1 ≤ exp(2λ+χ+ gO).
Les coordonne´es de tous les points du paralle´logramme fondamental associe´ a`
cette base sont e´galement borne´s de la sorte. Enfin, en remplac¸ant de telles coor-
donne´es par leurs valeurs entie`res on commet une erreur borne´e en norme L2 dans
la base canonique par gOΥ.
Lemme 12 (Bonne re´partition). — Il existe une constante c5 effective positive
telle que : si ǫ ∈ {0,∞}g et r ∈ Dǫ a une instabilite´ finie λ et si χ est un re´el plus
grand que gc5 +2λ et si M est le plus petit entier plus grand que exp(gc5 +2λ+χ),
alors tout point ρ de Cg = R2g est a` distance ≤ exp(−χ + gc5) d’un point de
A(r, χ,M) et les coefficients entiers dans [−M,M ] de ce point peuvent eˆtre calcule´s
en temps polynomial en g, log(max(1, |ρ|∞)) et χ.
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3. Complexite´ des ope´rations dans la jacobienne
Dans le paragraphe 3.1 on e´tudie la complexite´ de l’algorithme qui, e´tant donne´
une famille de points, trouve une forme s’annulant en ces points, puis recherche les
autres ze´ros de cette forme. On en de´duit dans le paragraphe 3.2 que les ope´rations
e´le´mentaires dans J0(p) sont stables et se font en temps de´terministe polynomial en
p et la pre´cision requise.
Au paragraphe 3.3, un semblable re´sultat est e´tabli pour le proble`me inverse de
Jacobi.
3.1. Une ope´ration e´le´mentaire dans la jacobienne : la dualisation. —
Un point P de X est spe´cifie´ par une valeur de τ ∈ H∗ ou de q0 ∈ D(0, R0) ou de
q∞ ∈ D(0, R∞). Connaˆıtre un tel point, c’est disposer d’un algorithme qui calcule
par exemple le q∞ correspondant, en temps polynomial en g et la pre´cision absolue
requise.
On suppose g ≥ 2 et on se donne 3g − 4 points distincts R1, R2, . . ., R3g−4 sur
X . On suppose que ces points ne sont ni des pointes, ni des points elliptiques. On
pose e = 3g− 2+ ν2+ ν3 = g2− 1 et on note P1, . . ., Pe la famille de points forme´e
des 3g− 4 points que l’on vient de se donner et des 2+ ν2+ ν3 points elliptiques ou
paraboliques.
On suppose que les r premiers points P1, . . ., Pr sont dans D∞ et sont donc
donne´s par des q∞,k ∈ D(0, R∞) pour 1 ≤ k ≤ r. Les autres points sont suppose´s
appartenir a` D0 et sont donc donne´s par des q0,k ∈ D(0, R0) pour r + 1 ≤ k ≤ e.
On suppose que P1 est la pointe ∞ et Pe la pointe 0.
On se donne un η > 0 et pour tout k entre 1 et r on conside`re le disque D∞,k =
{q∞, |q∞− q∞,k| ≤ η} de rayon η centre´ en q∞,k. De meˆme, pour tout k entre r+1
et e on note D0,k = {q0, |q0 − q0,k| ≤ η} le disque de rayon η centre´ en q0,k. On
suppose que les images de tous ces disques dans X(C) sont deux a` deux disjointes.
De´finition 3 (Re´solution d’une famille de points). — Dans cette situation,
on dit que ((Pk)1≤k≤3g−2+ν2+ν3 , r, η) est une re´solution pour la famille de points
(Rk)1≤k≤3g−4.
On note P = P1+ · · ·+Pe le diviseur somme des Pk et on observe que H2(−P +
∆2) ⊂ H2(∆2) est un sous-espace vectoriel non nul de H2.
On repre´sente une forme F dans H2(∆2) par ses coordonne´es dans la base D2 soit
F =
∑
φ∈D2 fφφ. On cherche les e´quations line´aires qui de´finissent le sous espace
H2(−P +∆2) dans cette base. Il y a une e´quation pour chaque Pk.
L’e´quation correspondant a` la pointe a` l’infini P1, est
∑
φ∈D2
q∞φ
(dq∞)2
(P1)fφ =
∑
φ
aφ,1fφ = 0
ou`
q2∞φ
(dq∞)2
=
∑
k≥1 aφ,kq
k
∞ est le de´veloppement en l’infini de la forme primitive,
propre et normalise´e de poids 4 associe´e a` φ.
L’e´quation correspondant a` la pointe en ze´ro Pe, est
∑
φ∈D2
q0φ
(dq0)2
(Pe)fφ =
∑
φ
bφ,1fφ = 0
ou`
q20φ
(dq0)2
=
∑
k≥1 bφ,kq
k
0 est le de´veloppement en ze´ro de la forme primitive, pro-
pre et normalise´e de poids 4 associe´e a` φ. Noter que bφ,1 = ±aφ,1 car les formes
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primitives, propres et normalise´es sont en particulier valeurs propres de l’involution
d’Atkin-Lehner.
L’e´quation correpondant a` Pk pour 2 ≤ k ≤ r est∑
φ∈D2
q∞φ
(dq∞)2
(Pk)fφ = 0
ou` q∞φ(dq∞)2 (Pk) =
∑
l≥1 aφ,lq
l−1
∞,k se calcule en temps polynomial en p et la pre´cision
requise.
L’e´quation correpondant a` Pk pour r + 1 ≤ k ≤ e− 1 est∑
φ∈D2
q0φ
(dq0)2
(Pk)fφ = 0
ou` q0φ(dq0)2 (Pk) =
∑
l≥1 bφ,lq
l−1
0,k se calcule en temps polynomial en p et la pre´cision
requise.
On rassemble toutes ces e´quation dans une matrice MP dont le noyau de´crit
H2(−P + ∆2) dans la base D2. Les coefficients de cette matrice sont ≤ pO. On
calcule une valeur approche´e M′P de MP a` coefficients dans Q(i). On note m ≥ 2
la pre´cision de cette approximation. Donc M′P −MP a des coefficients infe´rieurs a`
exp(−m) en module. Il existe une telle M′P de taille polynomiale en log p et m et
on la calcule en temps polynomial en p et m. L’algorithme d’Hermite [11], ou mieux
l’algorithme LLL [2, Theorem 2.6.2], produisent une base a` coefficients entiers du
noyau de M′P de taille polynomiale en p et m en temps polynomial en p et m. On
choisit un vecteur de cette base. Si M = a + ib est le plus grand des coefficients
de ce vecteur, on normalise en divisant le vecteur par le maximum de |a| et |b|. On
obtient ainsi un f ′ = (f ′φ)φ∈D2 dans le noyau de M′P a` coefficients dans Q(i) et
F ′ =
∑
φ f
′
φφ la forme associe´e telle que |F | = maxφ |f ′φ| soit compris entre 1 et
√
2.
D’apre`s le lemme 10, les normes Sˆ0(F ′) et Sˆ∞(F ′) sont majore´es par
√
2 exp(pc4)
et minore´es par exp(−pc4) pour une certaine constante positive c4.
Le produit MP f ′ = (MP −M′P )f ′ est un vecteur de coefficients majore´s en
module par g2 exp(−m)
√
2. Ces coefficients sont, dans l’ordre, la valeur de q∞F
′
(dq∞)2
en la pointe infini, les valeurs de q∞F
′
(dq∞)2
en les Pk pour 2 ≤ k ≤ r, les valeurs de
q0F
′
(dq0)2
en les Pk pour r + 1 ≤ k ≤ e − 1, la valeur de q0F
′
(dq0)2
en la pointe nulle Pe.
On peut maintenant appliquer le lemme 21 de stabilite´ des ze´ros.
On s’inte´resse d’abord aux Pk pour k ≤ r. Ils sont contenus dans D(0, R∞).
Puisque |F ′| ≤ √2, la se´rie entie`re q∞F ′(dq∞)2 est d’ordre de grandeur (g2
√
2, 4). Avec
les notations du lemme 21 on a donc A = g2
√
2, n = 4, 1− |c| ≥ 0.995 et − log ǫ =
m/2 pourvu que m ≥ O log(g). On demande que (0.995)
14
√
m
2
c14
soit plus grand que
c14(4
2(1− log 0.995)+log g2
√
2) et que pc4 ce qui est assure´ si m ≥ pO. Alors chaque
Pk pour k ≤ r est a` distance ≤ exp(−
√
m/2) d’un ze´ro de F ′.
On s’inte´resse maintenant aux Pk pour k > r. Ils sont contenus dans D(0, R0)
avec R0 = 1− 1p . Puisque |F ′| ≤
√
2, la se´rie entie`re q0F
′
(dq0)2
est d’ordre de grandeur
(g2
√
2, 4). Avec les notations du lemme 21 on a donc A = g2
√
2, n = 4, 1− |c| ≥ 1p
et − log ǫ = m/2 pourvu que m ≥ O log(g). On demande que
√
m
2
p14c14
soit plus grand
que c14(4
2(1+log p)+log g2
√
2) et que pc4 ce qui est assure´ si m ≥ pO. Alors chaque
Pk pour k > r est a` distance ≤ exp(−
√
m/2) d’un ze´ro de F ′.
On s’assure enfin que exp(−√m/2) est plus petit que la re´solution η de sorte
que les e ze´ros ainsi trouve´s sont distincts. On cherche alors les g autres ze´ros
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de F ′ avec l’algorithme de quadrichotomie de Weyl (voir le lemme 22). Puisque
l’application d’inte´gration de Jacobi est Lipschitzienne avec coefficients de dilatation
polynomiaux en p on obtient le
Lemme 13 (Dualisation). — Il existe un algorithme de´terministe qui, e´tant don-
ne´s un nombre premier p et 3g − 4 points distincts R1, . . ., R3g−4 sur X0(p) et
une re´solution ((Pm)1≤m<g2 , r, η), calcule g points Q1, . . ., Qg dont la somme est
line´airement e´quivalente a` deux fois le diviseur canonique moins la somme des points
initiaux :
Q1 + · · ·+Qg ∼ 2K − (R1 + · · ·+R3g−4).
Cet algorithme est polynomial en p, le logarithme − log η de la re´solution et la
pre´cision requise.
Remarque importante : Notons que dans cet e´nonce´, l’erreur qui est majore´e
se mesure dans l’image CD1 de l’application de Jacobi.
On peut s’affranchir de la condition sur la re´solution η. En effet, si les points
Rk ne sont pas tous disctincts, ou plus ge´ne´ralement si leur re´solution est juge´e
trop faible, c’est a` dire si η est trop petit, on peut perturber le´ge`rement ces points
pour obtenir la re´soluton souhaite´e. Comme l’application d’inte´gration de Jacobi
est Lipschitzienne de dilatation polynomiale en p, on peut adapter la perturbation
a` la pre´cision finale souhaite´e. On obtient ainsi le
Lemme 14 (Dualisation). — Il existe un algorithme de´terministe qui, e´tant don-
ne´s un nombre premier p et 3g−4 points R1, . . ., R3g−4 sur X0(p), calcule g points
Q1, . . ., Qg dont la somme est line´airement e´quivalente a` deux fois le diviseur
canonique moins la somme des points initiaux :
Q1 + · · ·+Qg ∼ 2K − (R1 + · · ·+R3g−4).
Cet algorithme est polynomial en p et la pre´cision requise.
3.2. Addition et soustraction dans la jacobienne. — On suppose que le
genre de X0(p) est au moins 4. On choisit un diviseur effectif origine de degre´ g
note´ O = o1+ · · ·+ og. On choisit aussi un diviseur effectif auxiliaire de degre´ g− 4
note´ N . La dimension de H2(∆2) est g2 = 3g − 1 + ν2 + ν3. Le plus naturel est
de choisir un point o origine de l’application d’inte´gration de Jacobi et de poser
O = go et N = (g − 4)o. Un e´le´ment de Pic0(X) est donne´ comme classe d’un
diviseur Q − O ou` Q est effectif de degre´ g. Soit R un autre diviseur effectif de
degre´ g. Pour ajouter la classe de Q−O et celle de R−O on applique le lemme 14
au diviseur Q + R + N qui est effectif de degre´ 3g − 4. On obtient un diviseur T
effectif de degre´ g tel que T ∼ 2K −Q − R −N . On applique a` nouveau le lemme
14 au diviseur T + O + N et on obtient un diviseur U effectif de degre´ g tel que
U +O ∼ Q+R. Donc U −O est bien la somme de Q−O et R−O.
Pour calculer l’oppose´ de Q−O on applique le lemme 14 au diviseur 2O+N ce
qui produit un diviseur Ξ effectif de degre´ g e´quivalent a` 2K−N−2O. On applique
a` nouveau le lemme 14 au diviseur Ξ + Q + N et on trouve un diviseur V effectif
de degre´ g tel que V −O ∼ −(Q−O).
The´ore`me 1 (Arithme´tique dans la jacobienne). — Les ope´ration d’addi-
tion et de soustraction dans la jacobienne de X0(p) se font en temps de´terministe
polynomial en p et la pre´cision requise.
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3.3. Le proble`me inverse de Jacobi. — E´tant donne´ ρ = (ρω)ω ∈ CD1 on
cherche un diviseur effectif de degre´ g sur X qui s’envoie sur ρ modulo le re´seau L
des pe´riodes par l’application de Jacobi.
Le lemme 12 de bonne re´partition, que l’on applique au r fourni par le lemme 8 de
minoration du jacobien, et a` un re´el χ assez grand, fournit un ensemble A(r, χ,M) =
{t1β1+· · ·+t2gβ2g avec −M ≤ tk ≤M} ou` les βk sont les images par l’application de
Jacobi de diviseurs Ωk connus, diffe´rences de deux points proches. Les coordonne´es
re´elles de ρ dans la base forme´e des βk sont calcule´es en inversant une matrice
dont le de´terminant n’est pas trop petit, puis tronque´es a` l’entier infe´rieur ou e´gal
le plus proche. Les entiers tk ainsi obtenus, on calcule dans J0(p) la combinaison∑
1≤i≤2g tkΩk avec la me´thode du the´ore`me 1 d’arithme´tique dans la jacobienne et
en utilisant l’exponentiation rapide. Le nombre d’ope´rations e´le´mentaires dans la
jacobienne est donc polynomial en logM , donc aussi la perte de pre´cision.
The´ore`me 2 (Proble`me inverse de Jacobi). — E´tant donne´ un entier pre-
mier p, on note g le genre de X0(p) et D1 l’ensemble des formes diffe´rentielles
primitives, propres et normalise´es et L le re´seau des pe´riodes de X0(p).
Il existe un algorithme de´terministe qui pour ρ ∈ CD1 et pour O = o1+· · ·+og une
origine de l’application d’inte´gration de Jacobi µg : SgX0(p)→ CD1/L et pour k un
entier positif, calcule g points P1, . . ., Pg de X0(p) tels que |µg(P1, . . . , Pg)− ρ|∞ ≤
exp(−k), en temps polynomial en p, la pre´cision k, et la taille log(max(1, |ρ|∞)) de
ρ.
On note que la de´pendance en log(max(1, |ρ|∞)) est sans importance car le re´seau
des pe´riodes admet un paralle´logramme fondamental de rayon exp(pO) d’apre`s le
lemme 2.
Notons encore que dans cet e´nonce´, l’erreur qui est majore´e se mesure dans
l’image de l’application de Jacobi. Si l’on veut majorer l’erreur commise sur les
points Pk on note Q1, . . ., Qg des points tels que µ
g(Q1, . . . , Qg) = ρ et soit λ leur
instabilite´ que l’on suppose finie, sans quoi la question serait de´pourvue de sens.
Le lemme 11 de stabilite´ du proble`me inverse de Jacobi, montre que la perte de
pre´cision dans le proble`me inverse de Jacobi est polynomiale en p et λ. Il s’agit donc
de controler λ.
Soit ǫ ∈ {0,∞}g tel que Qk ∈ Dǫk pour tout 1 ≤ k ≤ g et notons qǫk,k la valeur
de qǫk en Qk. L’instabilite´ λ est l’inverse du logarithme du module du de´terminant
jacobien
∣∣∣ ωdqǫk (qǫk,k)
∣∣∣
ω,k
qui n’est pas une fontion alge´brique. Il est donc naturel de
re´e´crire ce jacobien comme le produit d’une quantite´ alge´brique et de facteurs plus
simples.
Pour tout k entre 1 et g, on suppose que la valeur j(Qk) de l’invariant modulaire
j en Qk ve´rifie j(Qk) 6∈ {0, 1728,∞}.
On note que j(Qk) ne peut eˆtre proche de 0 et 1728 en meˆme temps. Si j(Qk) n’est
pas proche de 0 on pose jk = j−1728 et sinon on pose jk = j. Le jacobien se re´e´crit
alors comme produit du de´terminant Jalg =
∣∣∣ jkωdj (qǫk,k)∣∣∣
ω,k
et des djjkdqǫk
(qǫk,k) pour
1 ≤ k ≤ g.
Supposons que les Qk sont des points alge´briques sur Q¯ et que l’instabilite´ est
finie. Alors Jalg est fini et non nul et on peut le minorer en fonction de la hauteur
des j(Qk). Les
dj
jkdqǫk
(qǫk,k) se minorent en utilisant le lemme 22 de stabilite´ des
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ze´ros d’une se´rie entie`re(7) : si djdqǫk
(qǫk,k) est petit alors qǫk,k est proche d’un ze´ro
de djdqǫk
. Mais le jk choisi est alors plus petit encore.
Appendice A
Appendice sur les se´ries entie`res
On a rassemble´ dans cette section les de´finition et re´sultats relatifs a` la local-
isation et a` la stabilite´ des ze´ros des se´ries entie`res qui sont ne´cessaires a` notre
travail.
Le paragraphe A.1 introduit quelques de´finitions et notations ainsi que des
re´sultats e´le´mentaires. Le paragraphe A.2 e´nonce et de´montre une forme simple
et quantifie´e du the´ore`me de prolongement analytique. On introduit le polygone
de Newton d’une se´rie entie`re dans le paragraphe A.3 et on montre comment il
permet de localiser les ze´ros de cette se´rie. Le paragraphe A.5 prouve un re´sultat de
stabilite´ des ze´ros d’une se´rie entie`re et en de´duit une majoration de la complexite´
de la localisation des ze´ros.
A.1. Ordre de grandeur. — Soit g ≥ 1 un entier. Si x = (x1, . . . , xg) ∈ Cg,
on note |x|∞ = maxk |xk| la norme L∞ de x. On note |x|1 =
∑
k |xk| la norme L1
de x et |x|2 =
√∑
k |xk|2 sa norme L2. On note ‖x‖ le vecteur (|x1|, . . . , |xg|). Si
y = (y1, . . . , yg) on note x⋆y le vecteur (x1y1, . . . , xgyg). On note 0g = (0, . . . , 0) ∈
Cg et 1g = (1, . . . , 1) ∈ Cg. Si x = (x1, . . . , xg) ∈ Rg, on dit que x ≥ 0g si et
seulement si xk ≥ 0 pour tout k. On dit que x > 0g si et seulement si xk > 0 pour
tout k. Notons P (x, r) =
∏g
k=1D(xk, rk) ⊂ Cg le polydisque de polycentre x et de
polyrayon r.
Une se´rie entie`re f est donne´e par f =
∑
k fkx
k ou` k parcourt Ng.
De´finition 4 (Ordre de grandeur). — Soit A ≥ 1 un re´el et n = (n1, . . . , ng) ∈
Ng tel que n ≥ 1g. On dit que f est d’ordre de grandeur (A,n) si pour tout k ≥ 0g
on a
|fk| ≤ A(k+ 1g)n = A
∏
1≤m≤g
(km + 1)
nm .
Si f est d’ordre de grandeur (A, a) et h d’ordre de grandeur (B,b) alors le produit
p = fh est d’ordre de grandeur (AB, a + b+ 1g).
En effet p =
∑
m pmx
m avec pm =
∑
k+l=m fkhl. Il y a
∏
1≤n≤g(mn + 1) =
(m+ 1g)
1g termes dans cette dernie`re somme, et chacun est majore´ en module par
|fkhl| ≤ A(k + 1g)aB(l + 1g)b ≤ AB(k+ l+ 1g)a+b. ✷
Lemme 15 (De´rive´e). — Si f est une se´rie entie`re d’une variable, d’ordre de
grandeur (A,m), alors sa de´rive´e d-ie`me est d’ordre de grandeur (A2dm+
d(d−1)
2 ,m+
d).
Soit g ≥ 1 un entier et f = ∑k fkzk une se´rie entie`re de g variables d’ordre de
grandeur (A,n). On en de´duit pour tout z ∈ P (0g, 1) la majoration
(7)ou un argument de compacite´, plus ge´ne´ral mais non effectif.
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|f(z)| ≤
∑
k≥0g
A(k+ 1g)
n|zk| ≤ A
∏
1≤m≤g
∑
km≥0
(km + 1)
nm |zm|km
≤ n!A∏
m(1− |zm|)nm+1
=
n!A
(1g − ‖z‖)n+1g ≤
n!A
(1 − |z|∞)g+|n|1 .
Soit k = (k1, . . . , kg). Posant pour tout m
um =
km + 1 + (nm + 1)|zm|
km + nm + 2
,
l’inte´grale de Cauchy donne
|f (k)(z)| =
∣∣∣∣∣ k!(2πi)g
∫
|ζ1|=u1
∫
|ζ2|=u2
. . .
∫
|ζg |=ug
f(ζ1, ζ2, . . . , ζg)∏
m(ζm − zm)km+1
dζ1dζ2 . . . dζg
∣∣∣∣∣
≤ An!k! (k+ n+ 2g)
k+n+2g
(k+ 1g)k+1g (n+ 1g)n+1g
1∏
m(1− |zm|)nm+km+2
= An!k!
(k + n+ 2g)
k+n+2g
(k+ 1g)k+1g (n+ 1g)n+1g(1g − ‖z‖)n+k+2g
≤ An!k! (k+ n+ 2g)
k+n+2g
(k+ 1g)k+1g (n+ 1g)n+1g(1 − |z|∞)2g+|n|1+|k|1(4)
E´tant donne´ c = (c1, . . . , cm) ∈ P (0g, 1) il est alors naturel de conside´rer la se´rie
recentre´e en c
Fc(y) = Fc(y1, . . . , yg) = f(c+ y ⋆ (1g − ‖c‖)) = f((cm + ym(1 − |cm|))m)
de´finie pour y ∈ P (0g, 1).
Reprenons l’ine´galite´ (4) et de´duisons
Lemme 16 (Recentrage). — Soit g ≥ 1 un entier, A ≥ 1 un re´el et n ≥ 1g
dans Ng et soit f =
∑
k≥0g fkz
k une se´rie entie`re d’ordre de grandeur (A,n). Soit
c ∈ P (0g, 1) et notons Fc(y) = f(c+ y ⋆ (1g − ‖c‖)) la se´rie recentre´e de f en c.
Alors Fc est une se´rie entie`re d’ordre de grandeur (Ac,n+ 1g) avec
Ac = n!A exp(g + |n|1)2g+|n|1(1g − ‖c‖)−n−2g
Pour tout entier positif u on note Ru(z) le reste de la se´rie
f(z) =
∑
|k|1≤u−1
fkz
k +Ru(z).
Soit 0 < R < 1 et z ∈ P (0g, R) on a
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|Ru(z)| =
∣∣∣∣∣∣
∑
|k|1≥u
fkz
k
∣∣∣∣∣∣ ≤
∑
|k|1≥u
k≤(u−1)1g
∣∣fkzk∣∣+ ∑
|k|1≥u
k 6≤(u−1)1g
∣∣fkzk∣∣
≤ ug |z|u∞Au|n|1 +A∑1≤m≤g ∑km≥u(km+1)nm |zkmm |×∏1≤t≤g
t6=m
∑
kt≥0
(kt+1)
nt |z
kt
t |
≤ ug|z|u∞Au|n|1 +
n!A∏
m(1 − |zm|)nm+1
∑
1≤m≤g
|zm|u(1 + u)nm
≤ ug|z|u∞Au|n|1 +
n!A
(1g − ‖z‖)n+1g × g × |z|
u
∞(1 + u)
|n|∞
≤ ug|z|u∞Au|n|1 +
n!gA|z|u∞(1 + u)|n|∞
(1− |z|∞)g+|n|1
≤ ug|z|u∞Aung +
1
2
B(1 + u)n|z|u∞ ≤ B(u + 1)(n+1)g|z|u∞
avec n = |n|∞ et B = n!2Ag(1−R)g+|n|1 .
Lemme 17 (Majoration du reste). — Soit f(z) une se´rie de g variables d’or-
dre de grandeur (A,n). Soit u un entier positif ou nul et Ru(z) le reste d’ordre u.
Soit R un re´el strictement compris entre 0 et 1. Pour tout z dans P (0g, R) on a
|Ru(z)| ≤ B(u+ 1)(n+1)g|z|u∞
avec n = |n|∞ et B = n!2Ag(1−R)g+|n|1 .
En outre, si 0 < κ < 1 est un re´el et si
u ≥ max( 16(ng)
2
(logR)2
,
2(log κ− logB)
logR
)
alors |Ru(z)| ≤ κ pour z ∈ P (0g, R).
En effet, si u ≥ 16(ng)2(logR)2 alors (n+1)g
√
u ≤ u| logR|2 donc logB+ (n+1)g log(1 +
u) + u logR ≤ logB + u logR2 ≤ log κ car u ≥ 2(log κ−logB)logR . ✷
A.2. Prolongement analytique sur un disque. — Dans ce paragraphe on
veut montrer qu’une se´rie entie`re f d’une variable et d’ordre de grandeur (A, n) avec
A ≥ 1 et n ≥ 1, majore´e en module par un ǫ > 0 sur un petit disque D = D(c, r)
inclus dans D(0, 1) peut eˆtre agre´ablement majore´e en module sur le gros disque
D(0, 12 ).
On proce`de par prolongement a` des disques de plus en plus gros.
On introduit donc la
De´finition 5 (Fils d’un disque e´quilibre´). — Un disque ouvert non vide con-
tenu dans le disque unite´ est dit e´quilibre´ si et seulement si sa distance au cercle
unite´ est e´gale a` son rayon. Pour c ∈ D(0, 1), on note Dc le disque e´quilibre´ de
centre c. Sont rayon est r = 1−|c|2 .
Si de plus |c| > 15 , posons c′ = (|c| − r2 ) × c|c| et soit Dc′ le disque e´quilibre´ de
centre c′. Alors |c|− r2 = 5|c|−14 > 0 donc le rayon r′ de Dc′ ve´rifie r′ = 54r. De plus
1 − |c′| = 54 (1 − |c|). On dit que Dc′ est le fils de Dc. Si |c| ≤ 15 alors le fils de Dc
est par de´finition D0 = D(0,
1
2 ).
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cc’
1
Figure 1. Fils d’un disque e´quilibre´
Soit f(z) une se´rie entie`re d’une variable et d’ordre de grandeur (A, n) avec A ≥ 1
et n ≥ 1. Soit Dc ⊂ D(0, 1) un disque e´quilibre´ ou` f est majore´e en module par
0 < ǫ < 2−100. On note r le rayon de Dc. Soit Dc′ le disque fils de Dc et r′ son
rayon. Le disque de centre c′ et de rayon r/2, est contenu dans Dc. Donc f y est
majore´e en module par ǫ.
La formule de Cauchy majore les de´rive´es de f en c′.
|f (k)(c′)| =
∣∣∣∣∣ k!(2πi)
∫
|ζ|=r/2
f(c′ + ζ)
ζk+1
dζ
∣∣∣∣∣ ≤ ǫ2
kk!
rk
On veut majorer |f | sur Dc′ . On choisit un entier positif u et on majore
se´pare´ment la partie principale d’ordre u en c′ note´e Pc′,u et le resteRc′,u = f−Pc′,u.
D’une part
|Pc′,u(c′ + z)| ≤
∑
0≤k≤u−1
∣∣∣∣f (k)(c′)k! zk
∣∣∣∣
≤
∑
0≤k≤u−1
(
5r
4
)k
2kǫ
rk
≤ ǫ
(
5
2
)u
.(5)
D’autre part, posant z = c′+y(1−|c′|), le reste Rc′,u(c′+y(1−|c′|)) n’est autre que
le reste d’ordre u en 0 de la se´rie recentre´e y 7→ Fc′(y). Puisque z = c′ + y(1− |c′|)
appartient au disque e´quilibre´ Dc′ , le vecteur y parcourt le disque e´quilibre´ D0.
En d’autres termes, |y| ≤ 12 . On applique les lemmes 16 de recentrage et 17 de
majoration du reste.
La se´rie recentre´e Fc′ est d’ordre de grandeur (Ac′ , n+ 1) avec Ac′ majore´e par
n!A
(
2e
1−|c′|
)n+2
≤ n!A ( er)n+2.
Suivant les notations du lemme 17 on pose
Bc′ =
2(2e)n+2(n+ 1)!n!A
rn+2
≤ A exp(On2(1 + | log r|)).
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Pour z ∈ Dc′ on a
|Rc′,u(z)| ≤ Bc′(1 + u)n+22−u
Soit alors κ > 0 le re´el tel que log κ = log 2 log ǫ
12 log 52
et soit u le plus petit entier plus
grand que 4| log κ|log 2 =
| log ǫ|
3 log 52
.
On suppose que
| log κ| ≥ | logBc′ |
donc u ≥ 2(| log κ|+| logBc′ |)log 2 . On suppose en outre que
u ≥ 16(n+ 1)
2
(log 2)2
.
Alors
|Rc′,u| ≤ κ.
On de´duit de (5) que
log |Pc′,u(c′ + z)| ≤ u log 5
2
+ log ǫ.
On a u ≤ 1 + | log ǫ|
3 log 52
donc u log 52 ≤ log 52 + | log ǫ|3 ≤ | log ǫ|2 car | log ǫ| ≥ 100 log 2.
Donc log |Pc′,u(c′ + z)| ≤ log ǫ2 .
Ainsi log |f | ≤ log (2max(|Pc′,u|, |Rc′,u|)) ≤ log 212(log 5−log 2) log ǫ+ log 2 ≤ 0.05 log ǫ
car log ǫ ≤ −100 log 2.
Lemme 18 (Prolongement au disque fils). — Il existe une constante positive
effective c12 telle que l’e´nonce´ suivant soit vrai :
Soit f(z) est une se´rie entie`re d’une variable et d’ordre de grandeur (A, n) avec
A ≥ 1 et n ≥ 1. Soit D = Dc ⊂ D(0, 1) un disque e´quilibre´ de centre c et de rayon
r ou` f est majore´e en module par un 0 < ǫ < 1. Soit Dc′ le disque fils de Dc. On
suppose que − log ǫ est minore´ par c12(logA + n2| log r|). Alors f est majore´e en
module sur le disque fils Dc′ par ǫ
1
20 .
A.3. Polygone de Newton d’une se´rie entie`re. — Soit f une se´rie entie`re
d’une variable complexe et soit R ≤ ∞ son rayon de convergence, suppose´ non nul.
Soit r un re´el positif infe´rieur a` R. On note D = D(0, r).
On s’inte´resse aux ze´ros de f dans D. Combien sont ils ? Ou` sont ils ? Comment
sont ils affecte´s par une petite perturbation de f ?
Pour re´pondre a` ces questions, on cherche a` enfermer les ze´ros de f dans une
collection finie de petits disques disjoints tels que le nombre de ze´ros de f dans
chaque disque ne soit pas modifie´ par une petite perturbation.
On e´tudie d’abord la situation autour de ze´ro. On suppose que f(0) = 1 donc
f(z) = 1 +
∑
k≥1 fkz
k. On note d le degre´ de f en z, qui est en ge´ne´ral infini. Le
nuage de Newton associe´ a` f est l’ensemble de points (k,− log |fk|) pour k ≥ 0 et
fk 6= 0. Le polygone de Newton de f est la fonction N de [0, d] dans R de´finie comme
le maximum des fonctions affines φ : [0, d]→ R qui passent en dessous du nuage de
Newton (c’est-a`-dire φ(k) ≤ − log |fk| pour tout k). La fonction N est bien de´finie
car le rayon de convergence R est non nul. C’est une fonction convexe de [0, d]. Elle
est affine sur tout intervalle ouvert de´limite´ par deux entiers conse´cutifs.
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En effet, soit k ≥ 0 un entier infe´rieur a` d. Pour tout ǫ > 0 il existe une fonction
affine φ qui passe sous le nuage de Newton et telle que N (k) − ǫ ≤ φ(k) ≤ N (k).
De meˆme il existe une fonction affine ψ qui passe sous le nuage de Newton et telle
que N (k + 1) − ǫ ≤ ψ(k + 1) ≤ N (k + 1). On de´finit la fonction affine κǫ de la
fac¸on suivante. Si φ(k + 1) < ψ(k+ 1) et ψ(k) < φ(k) alors κǫ est la fonction affine
qui vaut φ(k) en k et ψ(k + 1) en k + 1. Si φ(k + 1) ≥ ψ(k + 1) alors κǫ = φ. Si
φ(k + 1) < ψ(k + 1) et ψ(k) ≥ φ(k) alors κǫ = ψ. On ve´rifie que κǫ passe sous le
nuage de Newton. Quand ǫ tend vers 0 la famille des κǫ converge simplement sur
le segment [k, k + 1] vers la fonction affine κ0 qui vaut N (k) en k et N (k + 1) en
k+1. Donc κ0 minore N sur cet intervalle. Un argument de convexite´ montre qu’on
a e´galite´.
Ainsi N est continue et affine par morceaux sur [0, d].
Les sommets du polygone de Newton sont les discontinuite´s de N ′ plus (0, 0) et
e´ventuellement (d,N (d)).
Soit k un entier entre 0 et d. On pose l = N (k). On appelle tangente en (k, l)
au polygone de Newton, toute droite passant par P = (k, l) et qui passe sous le
nuage de Newton. On note α− la de´rive´e a` gauche, qui est la pente de la tangente a`
gauche. Le vecteur (−α−, 1) est orthogonal a` cette droite et tourne´ vers l’inte´rieur
de N . De meˆme α+ est la de´rive´e a` droite. On suppose que α+ > α− donc P est
un sommet. Soit α dans ]α−, α+[. La position relative du nuage de Newton et de
la tangente en P de pente α nous renseigne sur l’ordre de grandeur de f(z) pour
un z tel que log |z| = α. En effet pour tout tel z et pour tout entier positif m on a
− log |fmzm| = − log |fm| −mα = (−α, 1) · (m,− log |fm|) ≥ (−α, 1) · (k,− log |fk|).
De sorte que fkz
k est le terme dominant sur le cercle |z| = exp(α). Il reste a` voir
jusqu’a` quel point. On se doute que si le sommet P est assez anguleux, les autres
termes peuvent eˆtre ne´gligeables.
Soit donc m 6= k un entier positif ou nul. Le point (m,− log |fm|) est au dessus
du polygone de Newton. Si m > k il est donc au dessus de la droite passant par
P et de pente α+. Donc |fm| ≤ |fk| exp(−(m − k)α+). Donc, pour log |z| = α, le
terme fmz
m est majore´ en module par |fk||z|k fois exp((m−k)(α−α+)). La somme∑
m>k |fk||z|k est donc majore´e par |fk||z|k fois x1−x en posant x = exp(α−α+). Si
m < k le point (m,− log |fm|) est au dessus de la droite passant par P et de pente
α−. Donc |fm| ≤ |fk| exp(−(m− k)α−). Donc, pour log |z| = α, le terme fmzm est
majore´ en module par |fk||z|k fois exp((m− k)(α−α−)). La somme
∑
m<k |fk||z|k
est donc majore´e par |fk||z|k fois y1−y en posant y = exp(α− − α).
Pour toute fonction h holomorphe sur un voisinage du disque ferme´ de centre 0 et
de rayon exp(α), et non nulle sur le bord de ce disque, le nombre de ze´ros de h dans
l’inte´rieur de ce disque est l’indice en 0 du lacet image du bord {z, |z| = exp(α)}
par h. C’est un invariant homotopique discret. Donc dans toute famille continue de
fonctions holomorphes sur un voisinage de ce disque et jamais nulles sur son bord,
le nombre de ze´ros dans l’inte´rieur du disque est constant.
On en de´duit que si x1−x +
y
1−y < 1 le nombre de ze´ros de f dans le disque ouvert
D(0, exp(α)) = {z, |z| < exp(α)} est le meˆme que celui de zk soit k ze´ros. Cette
condition est satisfaite si x et y sont infe´rieurs a` 13 .
On appelle pente du polygone de Newton, une valeur de la de´rive´e de N en un
point ou elle est de´rivable.
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Lemme 19 (Polygone de Newton). — Soit f = 1 +
∑
k≥1 fkz
k une se´rie
entie`re de rayon de convergence R > 0. Soit ξ ∈ D(0, R) un ze´ro de f . Il existe une
pente σ du polygone de Newton telle que | log |ξ| − σ| ≤ log 3.
On note P3 l’intervale ]−∞, logR[ prive´ des intervales [σ − log 3, σ + log 3] ou`
σ parcourt l’ensemble des pentes du polygone de Newton.
Si α est un re´el de P3 il existe un unique sommet P = (k,N (k)) admettant
une tangente de pente α. La fonction f a exactement k ze´ros dans le disque ouvert
D(0, exp(α)).
On note P4 l’intervale ]−∞, logR[ prive´ des intervales ]σ − log 4, σ + log 4[ ou`
σ parcourt l’ensemble des pentes du polygone de Newton.
Si α est un re´el de P4 il existe un unique sommet P = (k,N (k)) admettant une
tangente de pente α. Pour log |z| = α on a |f(z)| ≥ |z|k3 = exp(kα)3 .
Comme on pouvait s’y attendre, ce lemme est moins pre´cis que son pendant non-
archime´dien. On ne peut pas l’utiliser directement si les pentes sont trop proches
les unes des autres. Dans ce cas, on pourra former (par exemple) la se´rie g(z) =
f(
√
z)f(−√z) dont les ze´ros sont les carre´s des ze´ros de f . Le passage de f a` g
clarifie la situation dans le voisinage du cercle unite´. On peut re´ite´rer l’ope´ration si
ne´cessaire.
A.4. Le plus petit ze´ro d’une se´rie entie`re. — Soit F = F0 +
∑
k≥1 Fkz
k
une se´rie non constante de rayon au moins 1 telle que F0 6= 0. La se´rie normalise´e
f = F/F0 admet au moins une pente. Soit σ1 la plus petite des pentes. On suppose
d’abord que σ1 est ne´gatif. Soit alors log r la borne infe´rieure de ]σ1, 0[∩P3. Si
ce dernier ensemble est vide on pose r = 1. Si r < 1, alors f admet un ze´ro de
module ≤ r. On veut montrer que si F0 est petit alors r est petit ou bien F est
uniforme´ment petite. On suppose que |F0| < 1. Le segment ]σ1, log r[ est couvert par
des intervales ferme´s de rayon log 3 centre´s en les pentes du polygone de Newton. On
note σ1 < σ2 < · · · les pentes successives. On a σ2 ≤ σ1 + 2 log 3, σ3 ≤ σ1 + 4 log 3,
. . ., σk ≤ σ1 + 2(k − 1) log 3, tant que σ1 + (2k − 3) log 3 < log r. On pose donc
ℓ = ⌈ log r − σ1 + log 3
2 log 3
⌉
et pour tout 1 ≤ k ≤ ℓ on a σk ≤ σ1 + 2(k − 1) log 3 et donc N (k) ≤ kσ1 + k(k −
1) log 3. Cela prouve en particulier que le degre´ d de F est au moins e´gal a` ℓ.
On pose k = ℓ et on obtient
(6) N (ℓ) ≤ ℓσ1 + ℓ(ℓ− 1) log 3.
Le principe de la de´monstration est le suivant : on suppose F0 petit.
Si σ1 est grand alors la se´rie F est petite car ses premiers coefficients sont petits.
Si σ1 est petit et ℓ petit alors r est petit : le polygone de Newton est anguleux
pre`s de l’origine et il y a une petite racine.
Si σ1 est petit et ℓ grand alors la pente du polygone de Newton varie peu au
de´but, et la se´rie F a de grand coefficients.
Pour formaliser ce raisonnement, nous supposons maintenant que F est d’ordre
de grandeur (A, n) avec A ≥ 1 et n ≥ 1. Donc − log |fk| = − log |Fk| + log |F0| est
minore´e par − logA − n log(k + 1) + log |F0| qui est une fonction convexe de k et
qui minore donc le polygone de Newton. Pour k = ℓ on obtient
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(7) N (ℓ) ≥ − logA− n log(ℓ+ 1) + log |F0|.
Comme ℓ ≤ log r−σ1+3 log 32 log 3 on a σ1 ≤ −2ℓ log 3+log r+3 log 3. En reportant dans
l’ine´quation (6) on a N (ℓ) ≤ −ℓ2 log 3 + ℓ(log r + 2 log 3). L’ine´quation (7) donne
alors ℓ2 log 3−ℓ(log r+2 log 3) ≤ logA+n log(ℓ+1)− log |F0| ≤ logA+nℓ− log |F0|.
Donc ℓ satisfait l’ine´galite´ quadratique
(8) ℓ2 log 3− ℓ(log r + 2 log 3 + n)− logA+ log |F0| ≤ 0.
Si ℓ ≥ log r + 2 log 3 + n alors on de´duit de l’ine´quation (8) que ℓ2(log 3 − 1) ≤
logA− log |F0|. Au total
(9) ℓ ≤ max(log r + 2 log 3 + n,
√
logA− log |F0|
log 3− 1 ).
Comme ℓ ≥ log r−σ1+log 32 log 3 on a σ1 ≥ −2ℓ log 3 + log r + log 3. On de´duit de
l’ine´quation (9)
σ1≥min((1−2 log 3) log r−2n log 3−(2 log 3)2+log 3,−2 log 3
√
logA−log |F0|
log 3−1 +log r+log 3).
On rappelle que r ≤ 1, et on suppose que
− log |F0| ≥ O(logA+ n2).
On en de´duit alors que
σ1 ≥ −10
√
− log |F0|+ log r
Si − log r ≥ √− log |F0| on s’estime heureux puisqu’on a montre´ que F admet
un ze´ro tre`s petit. Sinon on a σ1 ≥ −11
√− log |F0|. On observe que cette dernie`re
ine´galite´ est vraie aussi si σ1 est positif ou nul.
Donc pour tout entier k ≥ 0 on a fk = FkF0 ≤ exp(−kσ1) ≤ exp(11k
√− log |F0|).
Si z ∈ D(0, 12 ) est un complexe de module infe´rieur a` 12 alors |Fk||z|k ≤
|F0| exp(k(11
√− log |F0| − log 2)) et pour tout entier positif u, la partie principale
Pu(z) =
∑
0≤k<u Fuz
u est majore´e en module par |F0| exp(u(11
√− log |F0|−log 2)).
Si on choisit u = ⌊
√
− log |F0|
22 ⌋ alors log |Pu(z)| ≤ log |F0| + u(− log 2 +
11
√− log |F0|) ≤ log |F0|2 .
Pendant ce temps la`, on peut majorer le reste Ru(z) a` l’aide du lemme 17. On
demande que u ≥ 16n2(log 2)2 ce qui est acquis si
− log |F0| ≥ On4.
Suivant les notations du lemme 17 on pose B = 2n+2n!A. On peut majorer Ru(z)
en module par κ pourvu que− log κ ≤ − logB+u log 22 . On note que u = ⌊
√
− log |F0|
22 ⌋
est plus grand que
√
− log |F0|
23 si
√− log |F0| ≥ O.
Si
√− log |F0| ≥ O(logA+ n2) alors
logB ≤ log 2
92
√
− log |F0|
donc − logB + u log 22 ≥
√− log |F0| × log 292 .
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On pose donc − logκ = 0.007√− log |F0|.
Comme la partie principale Pu(z) est majore´e par
√|F0| qui est plus petit que κ
on a log |F (z)| ≤ log 2− 0.007√− log |F0| ≤ −0.006√− log |F0| si √− log |F0| ≥ O.
Lemme 20 (Plus petit ze´ro). — Il existe une constante positive effective c13
telle que l’e´nonce´ suivant soit vrai :
Soit F (z) = F0 + F1z + · · · une se´rie entie`re d’ordre de grandeur (A, n) avec
A ≥ 1 et n ≥ 1. On suppose que |F0| < 1 et
√− log |F0| ≥ c13(n2 + logA). Alors
ou bien f a un ze´ro ξ tel que log |ξ| ≤ −√− log |F0|, ou bien f(z) est majore´e en
module pour z ∈ D(0, 12 ) par κ tel que log κ =
−
√
− log |F0|
200 .
A.5. Stabilite´ des ze´ros d’une se´rie entie`re. — On se donne maintenant une
se´rie entie`re f d’ordre de grandeur (A, n) avec A ≥ 1 et n ≥ 1 et un complexe c tel
que |c| < 1. On veut montrer que si f(c) est petite alors c est proche d’un ze´ro de
f ou bien f est petite sur le disque D(0, 12 ).
On note Fc(y) = f(c+ y(1 − |c|)) = F0 + F1y + · · · la se´rie recentre´e en c. Elle
est d’ordre de grandeur (Ac, n + 1) avec Ac = An! exp(n + 1)2
n+1(1 − |c|)−n−2.
Appliquons le lemme 20 a` la se´rie recentre´e Fc. On suppose donc que F0 = f(c)
ve´rifie |f(c)| < 1 et
√
− log |f(c)| ≥ c13(n2 + logAc).
Il vient que f a un ze´ro ξ tel que log |c − ξ| ≤ −√− log |f(c)| ou bien f est
majore´e en module par κ sur le disque e´quilibre´ Dc ou` log κ = −
√
− log |f(c)|
200 . Dans
ce dernier cas, on peut appliquer le lemme 18. Soit w = ⌈−log(1−|c|)
log 54
⌉ et soit ν tel
que log ν = log κ20w et supposons que
− log ν ≥ c12(logA+ n2| log
(
1− |c|
2
)
|).
On applique w fois le lemme 18 et on montre que f est majore´e en module par
ν sur le disque D(0, 12 ).
On note que 20w ≤ 20(1− |c|)
log 20
log 4
5 ≤ 20(1− |c|)−14.
Lemme 21 (Stabilite´ d’un ze´ro). — Il existe une constante effective positive
c14 telle que l’e´nonce´ suivant soit vrai :
Soit f une se´rie entie`re d’ordre de grandeur (A, n) avec A ≥ 1 et n ≥ 1. Soit c
dans D(0, 1). On suppose que ǫ = |f(c)| < 1. Soit ν tel que log ν = − (1−|c|)14
√− log ǫ
c14
.
On suppose que − log ν ≥ c14(logA+ n2(1 + | log(1− |c|)|)).
Alors f admet un ze´ro ξ tel que log |c−ξ| ≤ −√− log |f(c)| ou bien f est majore´e
en module par ν sur le disque D(0, 12 ).
Puisque les ze´ros de f bougent peu sous l’effet d’une petite perturbation, ils ne
doivent pas beaucoup s’e´loigner des ze´ros de la partie principale. Et c’est un moyen
commode de les localiser.
Soit donc f une se´rie entie`re d’ordre de grandeur (A, n) avec A ≥ 1 et n ≥ 1.
Soit r un re´el entre 1/2 et 1. Soit ǫ un re´el entre 0 et 1 et soit ν un re´el positif
tel que log ν = − (1−r)14
√− log ǫ
c15
avec c15 constante plus grande que 1 et c14. On
suppose que |f | n’est pas majore´e par ν + ǫ sur D(0, 12 ). On suppose que − log ν ≥
c15(logA+ n
2(1 + | log(1− r)|)).
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On cherche un entier positif u tel que le reste Ru(z) soit majore´ en module par
ǫ sur D(0, r). Selon le lemme 17 il faut que u ≥ 2(log ǫ−logB)log r avec B = n!2A(1−r)n+1 . Si
c15 est assez grand alors
| logB| ≤ | log ǫ|
donc il suffit que u ≥ 4| log ǫ|| log r| . Soit donc u le plus petit entier satisfaisant cette
condition. On ve´rifie que u ≥ 4| log ǫ|| log r| ≥ 16n
2
(log r)2 si c15 est assez grande. Donc Ru(z)
est majore´ par ǫ en module sur D(0, r). On pose ρ = exp(−√− log ǫ).
La partie principale Pu(z) est un polynoˆme de degre´ u− 1 qui a donc u− 1 ze´ros
dans C. Donc l’intervalle [r − 4uρ, r] contient(8) au moins un re´el positif R tel que
|R − |ξ|| > 2ρ pour tout ze´ro ξ de Pu. Soit D le ferme´ de C obtenu en retirant au
disque ferme´ D¯(0, R) tous les disques ouverts D(ξ, 2ρ) ou` les ξ sont les ze´ros de
Pu(z). D’apre`s le lemme 21 le polynoˆme Pu(z) est strictement minore´ en module
par ǫ sur le domaine ferme´ D. Donc f(z) et Pu(z) n’ont pas de ze´ro dans D. Elles
ont le meˆme nombre de ze´ros dans D(0, R). Elles ont le meˆme nombre de ze´ros dans
chaque D(ξ, 2ρ). Donc les ze´ros de Pu(z) dans D(0, R) approchent ceux de f(z) a`
distance 4ρ. On obtient le
Lemme 22 (Stabilite´ globale). — Il existe une constante effective positive c16
telle que l’e´nonce´ suivant soit vrai :
Soit f une se´rie entie`re d’ordre de grandeur (A, n) avec A ≥ 1 et n ≥ 1. Soit r
et ρ deux re´els tels que 12 ≤ r < 1 et 0 < ρ < 1. Soit u le plus petit entier plus grand
que 4(log ρ)
2
| log r| . On suppose que −(1 − r)14 log ρ ≥ c16(logA + n2| log(1− r)|)). Alors
f satisfait l’une au moins des deux proprie´te´s suivantes :
1. Sur le disque D(0, 12 ), le logarithme log |f | du module de f est majore´ par
(1−r)14 log ρ
c16
.
2. Il existe un re´el positif R tel que r − 4uρ ≤ R ≤ r et tel que dans le disque
D(0, R) les ze´ros de f(z) sont approche´s a` distance 4ρ par ceux de la partie
principale Pu(z) de degre´ u− 1. En particulier, il y a au plus u tels ze´ros.
The´ore`me 3 (Ze´ros d’une se´rie). — Soit f =
∑
r≥0 frz
r une se´rie entie`re
d’ordre de grandeur (A, n) avec A ≥ 1 et n ≥ 1. Soit R un re´el compris strictement
entre 0 et 1. Soit µ la partie positive de − logmax|z|≤ 12 |f(z)|. Le nombre de ze´ros
de module ≤ R est polynomial en n, logA, (1−R)−1 et µ.
Il existe un algorithme qui pour f et R comme ci-dessus(9) et pour k entier positif,
retourne
– un rationnel R′ tel que |R−R′| < exp(−k),
– le nombre de ze´ros de f dans D(0, R′),
– une approximation de ces ze´ros a` exp(−k) pre`s,
en temps de´terministe polynomial en n, logA, (1−R)−1, µ et la pre´cision absolue
k requise.
Cela de´coule du lemme 22. Il suffit de rappeler l’existence de tels algorithmes
pour la recherche des racines d’un polynoˆme. ✷
(8)Si c15 est assez grand alors 4uρ est (beaucoup) plus petit que r, donc l’intervalle en question
est constitue´ de re´els positifs.
(9)La se´rie f est donne´e sous la forme d’un oracle qui calcule les coefficients fr en temps polynomial
en r et en la pre´cision absolue requise.
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