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We study the generation of higher harmonics using intense light field in an interacting bosonic gas loaded in
an one dimensional optical lattice. We find that the strong light pulse can generate reasonably high harmonics
in the insulating regime, while the superfluid regime exhibits only few harmonics. In the insulating regime, the
number of harmonics increases with the variation in the strength of the light field. This originates primarily due
to the field-driven resonant and non-resonant excitations in the neutral Mott state and their recombination with
the ground state. If the repulsive interaction between two atoms (U ) is close to the strength of the light field
(A0), the resonant quasiparticle-quasihole pairs on nearest-neighbor sites, namely dipole states are found to play
dominant role in the generating higher harmonics. However, in the strong field limit A0  U , the nonresonant
states where quasiparticle-quasihole pairs are not on nearest-neighbor sites give rise to higher harmonics. We
conclude with a possible experimental outlook of the obtained results.
I. INTRODUCTION
The interplay between intense laser field and matter contin-
ues to be a field of extensive research both theoretically and
experimentally as it allows to decode microscopic mechanism
of several physical systems such as photonic, gaseous, solid-
state and quantum spin systems1–3. The non-perturbative na-
ture of the matter-light interaction makes the field even more
promising due to its potential for exhibiting unprecedented
and rich physics. For example, the generation of higher har-
monics in gaseous systems4–8, leading to plateaus in energy
distribution of emitted light, has stimulated research for sev-
eral decades and has now become a key candidate for at-
tosecond science9,10. Recently, the higher harmonic gener-
ation (HHG) has been experimentally observed and theoret-
ically studied in solid state systems11–19. While gas phase
HHG is limited to complex experimental set-ups and milli-
joule class laser pump, the solid state HHG turns out to be
easily achievable and non-destructive. Thus it emerges as a
potential platform for ultrafast and short wavelength coherent
light sources11. A great volume of work suggested that the
HHG in solid-state system can be used to probe the electronic
properties of a wide range of materials20,21. It has been also
shown that engineered solid-state structure22 can be used as
a possible candidate for producing stable extreme ultraviolet
(XUV) waveforms23.
While most of the studies on HHG in gas and solid-state
systems either assume weak interaction or those are based on
single particle picture, only few recent studies have addressed
HHG in strongly correlated electronic systems such as Mott
insulators24–28. Using fermionic Hubbard model, it has been
shown that the HHG can be used to resolve ultrafast many-
body dynamics in a Mott insulator24,25. In the strong-field,
the mechanism that leads to HHG in Mott insulators turns
out to be recombination of field-excited doublon-holon pairs
with the ground states. In contrast, in the low-field limit, the
itinerant doublon-holon excitations play the role in generat-
ing higher harmonics. The typical notion of doublon-holon
excitations in Fermionic Mott insulators cannot be extended
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FIG. 1. (Color online) Schematic diagram of light-atom interaction
in an one dimensional optical lattice setup. The 10-cycle sin2 pulse
is used with a frequency ω = 30 THz. The optical response of the
system under the pulse is found to exhibit higher harmonics of the
input ω.
to bosonic systems. For example, bosons in optical lattice
are known to exhibit a class of excitations29 depending on the
strength of the applied electric field. It is therefore natural
to ask if similar higher harmonics can be obtained in bosonic
systems under light pulse? If yes, what governs such genera-
tion of higher harmonics, or in other words, how various types
of excitations contribute to HHG?
To address the above questions, we consider one dimen-
sional Bose-Hubbard model and study the HHG in different
regimes of atom-atom interactions giving rise to the super-
fluid and Mott phases. We find that the dynamics of atoms in
the superfluid regime is transparent to the light pulse. In con-
trast, the Mott insulating phase exhibits strikingly different
optical responses. By varying strength of the light field, we
find the optical transitions involve an increasing order of har-
monics in the Mott insulating regime. The superfluid regime
remains unaffected as we increase strength of the light field.
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FIG. 2. (Color online) Higher harmonic spectrum both in the Mott (a), intermediate (b), and superfluid (c) regime for different strength of the
electric field. Evidently, in the Mott and intermediate regime, the harmonic order increases with the increase in electric field strength, whereas
in the superfluid regime single peak appears at the driving frequency.
We show that the generation of higher harmonics in the Mott
insulating regime can be attributed to the formation of res-
onant dipole states- a pair of quasiparticle and quasihole on
nearest neighbor sites when the field strength is comparable
with the interaction U . On the contrary, in the strong field
limit, the HHG is attributed to the non-resonant states where
quasiparticle-quasihole pair resides on different sites.
The rest of the paper is organized as follows. In Sec. II,
we discuss the model and formalism in the presence of
light field. In particular, we discuss one-dimensional Bose-
Hubbard model in the presence of 10-cycle sin2 pulse fol-
lowed by a discussion on the numerical methods. This is fol-
lowed by Sec. III, where we present HHG spectrum for both
Mott and superfluid regimes for different strength of the light
pulse, and explain possible reason for such HHG. We further-
more show the evolution of fidelity for different atom-atom in-
teraction. Finally, we conclude with a discussion on the possi-
ble future directions and experimental implications in Sec. IV.
II. MODEL AND METHODS
We start with a gas of bosonic atoms at zero temperature
trapped in an one-dimensional (1D) optical lattice potential.
The statics and dynamics of this bosonic system can well be
described by the single band Bose-Hubbard (BH) Hamilto-
nian
Hˆ = −
∑
〈ll′〉
J aˆ†l aˆl′ +
U
2
∑
l
nˆl(nˆl − 1)− µ
∑
l
nl, (1)
where 〈ll′〉 refers to nearest-neighbors (NN) l and l′, J is the
hopping strength between two NN sites, U is the interaction, µ
is the chemical potential, which sets the particle number N in
the system, aˆ†l (aˆl) are the bosonic creation (annihilation) op-
erators with nˆl = aˆ
†
l aˆl as the occupation number. Depending
on the relative values of J/U , this model supports two distinct
phases. For J/U  1, the system exhibits insulating phase,
namely Mott-insulator (MI) with commensurate integer fill-
ings and vanishing order parameter. In contrast, J/U  1
leads to superfluid (SF) phase with non-vanishing compress-
ibility30–33. For the present work, we consider the average
particle number per site to be 1 in the Mott phase.
We apply n-cycle sin2 pulse with field E(t) = −∂tA(t),
whereA(t) = A0 sin2(ω t/2n) sin(ω t) with ω being the driv-
ing frequency. Note that ω is typically smaller than the Mott-
gap (∼ U ) ; E(t = T/2) = E ∼ A0, where T is the period
of the full pulse. Throughout the rest of the manuscript, E
and A0 have been interchangeably used. Note also, the field
strength A0 sin2(ω t/2n) smoothly varies with t and the max-
imum value is attained at the half-cycle of the pulse. This
field can excite various resonant and nonresonant excitations
depending upon the ratio between U and A0 as will be dis-
cussed shortly. The field A(t) minimally couples to the sys-
tem via hopping term as J eiΦ(t), where Φ(t) = q∗A(t) a,
where q∗ is the effective charge of the boson and a is the lat-
tice constant. Figure 1 illustrates the light-atom coupling in
1D optical lattice set-up.
To study the dynamics, we solve the time-dependent
Schro¨dinger equation Hˆ(t)ψ(t) = i~∂ψ(t)∂t numerically. The
ground state of the interacting Hamiltonian (Eq. 1) at t = 0
is computed for a lattice site of length L = 7 and total num-
ber of atoms N = 7, using exact diagonalization. It is then
evolved under time-dependent Hamiltonian Hˆ(t) using the
Runge-Kutta algorithm choosing an optimum temporal step
size which renders the dynamics convergent (see Appendix
A). For a detailed review on the use of numerical methods to
study HHG, the readers may refer to Ref. 34. With the evolved
wavefunction, various quantities are computed in order to in-
vestigate the response of the interacting many-body system to
the light pulse. It may be mentioned here that with the in-
crease in the system size, the dimension of the Hilbert space
increases exponentially, and thus computing the dynamics be-
comes computationally expensive. We have thus refrained
here from providing results for large system sizes, although,
we have checked that the mechanism for HHG generation re-
mains unchanged with the increase in the system size.
3III. RESULTS AND DISCUSSIONS
A. HHG spectrum
To investigate the effect of light field, we first evaluate cur-
rent operator defined as
J (t) = −i a q∗ J
L∑
i=1
(
e−iΦ(t)b†i bj −H.c.
)
. (2)
The HHG spectrum is obtained from the dipole accelera-
tion F (t) = dJ /dt in frequency space. Figure 2 shows HHG
spectra in deep Mott insulating, intermediate and deep su-
perfluid regimes for different strength of the applied electric
pulse. Evidently, there is a single dominant peak in the su-
perfluid regime and the location of the peak does not change
with the change in the strength of the applied pulse. This is
attributed to the intraband current of the atoms in the lowest
band without any interband transitions, and is usually typical
of any single band Hamiltonian under periodic driving10. In
contrast, the Mott insulating phase, which is characterized by
a gapped excitation spectrum, exhibits interband optical tran-
sitions. This is further associated with higher harmonics of the
driving frequency. When U/J = 5, that is, in the intermediate
regime, higher harmonics are also generated with the applica-
tion of the light pulse as evident from Fig. 2b. However, the
value of the highest order harmonic for any A0/J is less than
what is obtained in the deep insulating regime. Furthermore,
it is to be noted here that unlike the fermionic system studied
in Ref. 24, as we increase the field strength A0, the order of
harmonics increases monotonically. The reason for the HHG
in bosonic system may be associated with the recombination
of resonant and non-resonant excitations with the ground state
in the presence of light field. This mechanism of production
of HHG is similar to Mott insulators in solid state system24,25.
Thus, to understand the role of these excitations in HHG, we
first briefly review typical excitations in the Mott phase of an
optical lattice in the presence of a static electric field.
B. Excitations in the Mott insulating phase
A static electric field E introduces the Stark term H ′ =
E
∑
i i a
†
iai in Eq. (1), which is equivalent to a tilt or a lin-
ear potential gradient in the optical lattice in the coordinate
space. We also note that the addition of H ′ is same as mod-
ifying hopping J by Peierls phase involving electric field as
discussed before. They are related by a simple gauge trans-
formation as shown in Ref.35. It is convenient to understand
excitation spectrum of the system and subsequent tunneling
between the sites in terms of tilting of the optical lattice. In
the Mott limit, i. e., J  U , the typical “quasiparticle”
and “quasihole” excitations can be created by adding a sin-
gle particle on a site or removing one particle from a site (see
Fig. (3)), respectively. Such quasiparticle or quasihole states
over the Mott states turn out to be localized even in the pres-
ence of any finite electric field29. Consequently, these states
do not extend across the whole system to produce significant
(a) (b)
(c) (d)
FIG. 3. (Color online) Schematic representation of deformed Mott
insulators in a field-driven tilted optical lattice. a) a quasiparticle
state at site 2, b) a quasihole state at site 2, c) a resonant state with a
pair of quasiparticle-quasihole states on nearest-neighbor sites. This
state is usually called dipole state, and d) A non-resonant states with
a quasiparticle-quasihole pair are not on nearest-neighbor sites.
changes in the initial state. Thus such excitations of deformed
Mott state with net finite charge cannot take part in generat-
ing higher harmonics. On the other hand, Mott state with zero
net charge, usually called neutral Mott state produces various
families of excitations in the presence of electric field. The
excitations of such Mott state are possible only if E ∼ U . In
this limit, a quasiparticle-quasihole pair is formed on nearest-
neighbor sites and they may tunnel resonantly into the nearest
site. These states are called dipole states29 and differ in energy
from the Mott state by∼ E−U when J = 0. Thus at U = E,
states become degenerate and an infinitesimal J leads to a res-
onant coupling between them. In addition to these, there are
states where a quasiparticle-quasihole pair is not on nearest-
neighbor sites. Such states are called non-resonant states. For
further reading, the reader can consult Ref. 29.
Here we provide a representative example to identify res-
onant subspace for a system with L = 7 sites and N = 7
atoms. In this case, the neutral Mott state has one atom in
each site, i. e., |1111111〉. At E ∼ U , this state is coupled
to the single dipole states |1201111〉, |1021111〉, etc. These
dipoles are then coupled to states with two dipole |1201201〉,
|1021021〉, etc. These are further coupled to states with three
dipole, and so on. Note that these multiple dipole states over
the Mott states are part of resonant family. As mentioned, the
non-resonant states which are not made up of nearest dipoles
can be expressed as |1012111〉, |1101121〉, etc, We note that
the resonant and non-resonant states in the present scenario
constitute a fraction of total number of states. With this, we
now aim to find the evolution of different resonant and non-
resonant states in the presence of laser field.
C. Mechanism for HHG
Having discussed the possible excitations in the Mott phase,
we now investigate overlapping of resonant (|ψreso|2) and
non-resonant states (|ψnonreso|2) with the evolved ground state
ΨG(t) of the system for different strength of the applied field.
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FIG. 4. (Color online) Evolution of probability of finding (a) |2011111〉 (single dipole state), (b) |1012111〉 (non-resonant states) and (c)
|5200000〉 (highly excited state) states for varying strengths of A0/J in the Mott insulating regime with U/J = 10. Evidently, the evolution
probability for the resonant dipole states (green curve in (a)) is found to be significant near U/A0  1, whereas for U/A0  1, the non-
resonant state (blue curve in (b)) takes over the resonant one. The highly excited states are always suppressed (all curves in (c)) irrespective of
the strength of light field.
Indeed, this will help us quantifying excitations responsible
for HHG spectra as shown in Fig. 2. For illustration, we con-
sider one resonant |2011111〉, one nonresonant |1012111〉 and
one highly excited |5200000〉 state. Fig. 4 shows the evolu-
tion of probability of finding these states due to application of
the laser pulse. For weak strength of the light field E  U ,
the |ψreso|2 oscillates follows the light pulse and the magni-
tude is very small. However, for E ∼ U , we see enhanced
|ψreso|2, whereas |ψnonreso|2 has an order of magnitude less
contribution to the system. This is shown in Fig. 4(a). Thus
the appearance of HHG can be attributed to the recombina-
tion of dipole states with the ground state at E ∼ U . In
contrast, the |ψreso|2 reduces with increasing E, but the con-
tribution for non-resonant state starts to dominate as evident
from the blue line in Fig. 4(b). Thus, as expected, the HHG
for stronger field is no longer due to the dipole states, rather
the non-resonant states start to play a vital role. Apart from
the resonant and non-resonant states, the excitation spectrum
also consists of arbitrary highly excited states, for example
|5200000〉. During the dynamics, the probability of contribu-
tion from these states is exceedingly low as is evident from
Fig. 4(c) even when E > U . This trend is different from the
behaviour of resonant and non-resonant states in the spectrum.
We find similar qualitative behaviour for the other resonant,
non-resonant, and highly excited states to the application of
light pulse with different strengths (not shown).
D. Loschmidt Echo
To further analyze the dynamics towards the production of
HHG, we turn our study to the evolution of ground state popu-
lation or Loschmidt Echo i. e., |〈ΨG(t = 0)|Ψ(t)〉|2 for fixed
A0/J > 1 and with varying U/A0. It is evident from Fig.5
that in the early stages of the laser pulse tJ ∼ 0.4, the ground
state remains unaffected, that is, the population is close to
unity. When U = 0, that is, in the superfluid regime, any finite
A0 renders the single-particle wavefunction to be localized.
The application of laser pulse does not bring any substantial
changes to the initial ground state. It is worth mentioning here
that the effective amplitude A0(t) reaches maxima only at the
half-cycle (tJ = 1) of the pulse. In the domain U/A0 < 1,
the non-resonant states along with the resonant dipole ones
start to contribute. During the period tJ ∼ 0.4, the field is
weak to excite these transitions, hence the population of the
evolved state does not change. For tJ > 0.4, the amplitude
of the laser pulse becomes effectively strong to initiate mod-
ifying the population of the ground state. The initial state at
t = 0 gets deformed. As the electric field becomes compara-
tively weak after the half-cycle, the system tries to relax back
to the ground state giving rise to a re-entrant behaviour. We
now focus our attention on the regime when U ∼ A0. The
dipole formation starts around the mid-cycle, and the initial
Mott state gets deformed giving rise to a decrease in the pop-
ulation. Following the sinusoidal nature of the pulse, we find
re-entrant behaviour of the ground state. The excited state re-
laxes back and recombines with the ground state. It may be
recalled here that U ∼ E is a necessary condition for the pro-
duction of HHG. As U/A0 > 1, the deformation of the initial
Mott state gets plagued by weak electric field. Hence, instead
of the population going to zero, it remains as a finite quantity.
E. Experimental scope
We discuss here the scope and feasibility of experimental
realization of HHG using ultracold atoms loaded in optical lat-
tice. Ultracold atoms offer a pristine platform to study the fun-
damental properties of real-condensed matter systems. These
are quantum simulators, and offer a clean and tidy environ-
ment which allows high degree of control and fine tunability
of the parameters in the experiments. Furthermore, they do
not suffer from dissipation emanating from the coupling to
phonons or due to radiative loss. Ultracold atom experiments
are conducted at finite temperatures, and the first challenge is
to achieve a perfect Mott insulator in the context of the present
theoretical study. However, it has been overcome by reducing
the thermal entropy of the atoms in a novel and efficient way
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FIG. 5. False color coded image showing the variation in Loschmidt
echo |〈ΨG(t = 0)|Ψ(t)〉|2 with time for a fixed value of A0/J and
varyingU/A0. In the limit ofU = 0, the initial ground state does not
change appreciably, corroborating the localised nature of the ground
state in the presence of light field29. In contrast, Mott regime shows
reentrant behavior due to recombination of excited states with the
ground state in the presence of light pulse. This in turn leads to
higher harmonics in the emitted spectra as elaborated in the main
text.
recently as outlined in Ref.36. leading towards the realization
of a strongly correlated Mott insulating state which is essential
for creating HHG.
The subsequent dynamics of the interacting ultracold
atomic rubidium sample due to the application of the fem-
tosecond laser pulse has been experimentally studied in
Ref.37. On being subjected to the pulse, the sample gets
ionized and cold ions are produced. The nonlinear ioniza-
tion probabilities have been experimentally extracted through
the study of the density profiles. The response of the sam-
ple through the resonant and non-resonant channels have also
been experimentally investigated. This forms the basis of our
understanding behind the production of HHG in strongly in-
teracting ultracold bosonic sample. We believe that, on one
hand the creation of a near Mott insulator and on the other,
the experimental feasibility to study strong field ionization in
ultracold atoms following the latter experiment would make it
feasible to study HHG and its variants related to strong field
physics in the near future.
IV. CONCLUSIONS
We have performed a detailed analysis to show that the Mott
phase of the BHM admits HHG production, whereas the SF
phase does not. In particular, we have demonstrated here the
mechanism behind the generation of higher harmonics using
intense light field in an interacting bosonic gas loaded in an
one dimensional optical lattice. We find that the strong light
pulse can generate reasonably high harmonics in the insulat-
ing regime, while the superfluid regime is transparent to it.
In the insulating regime, the order and number of harmon-
ics increase with the variation in the strength of the light field.
This is attributed to the field-driven resonant and non-resonant
excitations in the neutral Mott state and their subsequent re-
combination with the ground state. We have shown that if
the repulsive interaction between two atoms (U ) is close to
the strength of the light field (A0), the resonant quasiparticle-
quasihole pairs on nearest-neighbor sites play a piovtal role
in generating higher harmonics. However, in the strong field
limit A0  U , the nonresonant states where quasiparticle-
quasihole pairs are not located on the nearest-neighbor sites
contribute to higher harmonics. Finally, we have indicated
a possible experimental scope of the obtained results. In
the future, investigation of HHG generation in square lattices
would be a natural choice; where identifying and understand-
ing dipole states in higher dimensions is itself a topic of fun-
damental importance.
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Appendix A: Convergence check of HHG spectrum for different
temporal steps of Runge-Kutta algorithm
In this appendix we provide a concrete evidence of numeri-
cal accuracy and convergence of Runge-Kutta algorithm used
in this present study. For different temporal steps in Runge-
Kutta algorithm, the HHG spectrum in Fig. 6 is found to fall
on top of each other, justifying the accuracy and convergence
of the dynamical behavior.
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