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Abstract. Leaf image features are extracted mainly from shape information. 
Other features extracted such as vein patterns, colour and textures. Most of the 
previous and current leaf identification literatures utilize the whole leaf for fea-
ture extraction and to be used in the leaf identification process. In this paper, 
preliminary study of a half leaf features extraction for leaf identification is car-
ried out and the results are compared with the results obtained from the leaf 
identification based on a full leaf features extraction. This study is inspired by 
the neuronal network implementation, in which token features are extracted 
from a leaf along with its shape and these features are represented as cosines 
and sinus angles. The feed-forward back-propagation network structure is 
trained using 111 leaves in order to classify 14 different species of plants. The 
results of the leaf identification based on a half-leaf features extraction illustrate 
that feature reduction for leaf identification can be performed by taking into 
consideration only half of the leaf’s structure for leaf species identification.  
Keywords: Leaf identification, features extraction, data mining, neural net-
work, plant identification. 
  
1   Introduction 
The Convention on Biological Diversity (CBD) which consists of 188 countries 
signed and adopted the documentation of Global Strategy for Plant Conservation 
(GSPC) for conserving plant diversity [1]. In order to successfully implement this 
plan, there are 16 targets (Convention on Biological Diversity, 2007) grouped into 
five major headings for the target namely: (1) understanding and documenting plant 
diversity (UDPD); (2) conserving plant diversity (CPD); (3) using plant diversity sus-
tainably (UPDS); (4) promoting education and awareness about plant diversity 
(EAPD); and (5) building capacity for the conservation of plant diversity (CCPD). 
It has been reported that the efforts to understand and document plant diversity 
continue to grow where there are a number of projects held in order to document the 
flora diversity around the globe. The documentation includes various data and images 
of all kinds of plants. Taking this as part of this paper’s motivations, a plant image 
recognition is very much required to further support the conservation efforts as speci-
fied in UPDS. A plant image recognition system can be used to assist possible endan-
gered plant trafficking activities by using image recognition technology where it ap-
plies the shape matching algorithm to identify certain specimen from the identified 
database of plant images.   
Since in the early 1990s, the efforts to identify plant from images have attracted 
various studies on different techniques for image processing, feature extraction and 
identification. Most of the studies are concentrating on full scale leaf features and still 
open the research for partly visible leaf for identification. Prior to this study, leaf 
identification can be categorized into three types, which includes shape-based, vena-
tion-based and combination of both approach.  
Shape-based is the most popular approach for feature extraction as many of the re-
searches show that this approach provides not only speed-up image processing but 
low cost and its conveniency. The earliest work in leaf shape-based automated identi-
fication on specific leaf is started by [2], which involves extracting the shape of the 
leaf (represented in grid) and using neural network for identification purposes.  
Accelerated from the early shape-based, researchers begin to introduce other tech-
niques. Shape and centroid contour distance was discussed in [3][4][5]. One of the 
most successful leaf identification to date which is able to produce systematic leaf 
identification is designed based on the shape-based leaf identification. This approach 
uses the inner-distance shape context approach [6][7][8][9]. Some of the refined 
works related to this approach have been conducted by Belhumeur et. al. [10].  Mov-
ing Median Center Hypersphere (MMC) was also introduced in the plant leaf identifi-
cation technique [11][12][13]. Recently, leaf identification based on shape and MMC 
has been used in solving leaf identification problem with complicated background.  
Other identification techniques based on shape includes curvature scale space [14], 
minimum perimeter polygons [15], dynamic programming algorithm [16], and Ellip-
tic Fourier [17]. 
Venation extraction features for leaf identification is another challenging task 
compared to shape-based leaf feature extraction. This is because one needs a robust 
technique to define the leaf vein and further extract its characteristics for identifica-
tion. Vein extraction is fairly new in this research area where robust vein extraction 
feature was first discussed in [18]. Starting from this approach, other researchers had 
introduced their study such as [19], and [20].  In addition to these approaches, a com-
bination of both venation and shape [21] also made a contribution to leaf identifica-
tion problem.   
Most of the approaches mentioned above employ the k-nearest neighbour (k-NN) 
classifier [22]. The use of Artificial Neural Network (ANN) for classifier in shape-
based leaf identification is adopted in some research. ANN is applied to identify 
opuntia species [2]. ANN is also used to classify wild flower by combining its leaf 
and flower [23]. Langner proposed a simple neural network learner to classify leaf 
based on leaf shape token [24], while [12] introduced a shape-based recognition using 
radial basis probabilistic neural network through Fourier descriptor of a leaf. Another 
recent neuronal network learning on leaf recognition is based on probabilistic ANN 
[22] but using smaller leaf features which consists of 12 leaf features and orthogo-
nalized into 5 principal variables.  
Among all of the above approaches especially in shape-based leaf recognition, full 
scale leaf is the main source for feature extraction. Leaf in general has a near symmet-
rical shape geometry as shown in Figure 1.  
 
 
Fig. 1. Leaf shapes as reference to symmetrical characteristic. 
Feature extraction for half of the leaf’s shape can be used as reference to find simi-
lar leaf on either side of the leaf. This paper proposes a leaf recognition technique 
based on half leaf’s shape which applies ANN algorithm to identify leaf species. A 
half leaf’s shape based leaf identification is proposed in order to reduce the number of 
features used for leaf classification. In this paper, a preliminary study is conducted to 
illustrate the effectiveness of a half leaf’s shape based leaf identification technique to 
identify leaf species. Neural Network is adopted in this preliminary study to compare 
the classification using full scale leaf and half leaf features for its fast speed and sim-
ple structure.  
This paper is organized as follows. Section 2 discusses the image pre-processing 
phase for a half scale leaf scheme. Section 3 introduces the features extraction based 
on a half scale leaf scheme using the cosines, sinus and leaf central distance. This sec-
tion also discusses about the effects of applying a simple discretization technique to 
the data extracted.  The experimental setup for the ANN algorithm is discussed in sec-
tion 4 and Section 5 discusses the experimental results and future works on improving 
the half scale leaf scheme for features extraction. Finally section 6 concludes this pa-
per. 
2   Image Pre-processing 
2.1   Basic image pre-processing 
 Image pre-processing is considered as one of the steps in the proposed scheme 
(Fig. 2), in which it involves edge detection and thinning processes [24]. Compared to 
the implementation proposed by Wu et al. for the image pre-processing [22], this im-
age pre-processing is much simpler due to the less number of features extracted and 
processed.   
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Fig. 2. Flow diagram of the half leaf scheme 
In the edge detection phase, Prewitt Edge detection algorithm is applied to the im-
age. This simple edge detection algorithm [24], computes the root mean square of two 
matrices of pixels with the templates size 3x3 where vertical edge component of X is 
calculated with the horizontal value in Y.  It will produce an image where higher 
grey-level values indicate the presence of an edge between two objects. 
In the next step, thinning is applied to minimize the boundary of the leaf to one 
pixel only by comparing the actual pixel situation with specific patterns. Thinning is 
essential for the boundary of the leaf because edge detection specifies only the inten-
sity of the gradient of the pixel based on preconfigured threshold.  
2.2   Half image acquisition 
This is a new proposed technique for half leaf image pre-processing. In this work, it is 
assumed that all leaf images point to the top of its apex (See Fig. 3). Since, we assume 
that a leaf is near symmetrical shape, the use of the whole leaf for features extraction 
can be eliminated. The half leaf image can be obtained from the full scale leaf refer-
ence by detecting the leaf’s apex and base as shown in Fig. 3. The two points (apex 
and base) will be connected with a straight line and this line is set to a normal edge 




Fig. 3. The leaf apex point and base point. A is the original image of the leaf and B is 
the half leaf edge detection with boundary. 
3   Feature Extraction 
2.1 Shape token    
The important part of this preliminary study is the process of extracting tokens from 
the boundary line of the leaf image. Tokens are assigned to the boundary line of the 
leaf image based on the predefined distance between tokens. The shorter the distance 
between tokens, the more tokens will be assigned to the boundary of the leaf image as 
shown in Fig. 4.  
 
 
Fig. 4. Different distance effects on the number of tokens assigned to the boundary of 
the leaf image. (a) More tokens if distance is 1 (configured as 10) and (b) less tokens 
if distance is 3 (configured as 30). 
2.1 Angles and Distance features    
Langner uses angles of the tokens to define features that can be used for the neural 
network algorithm, where the values for cosines and sinus are computed according to 
the direction of the angle. As shown in the portion of the processed leaf image, Fig. 5, 
the two adjacent tokens (P1 and P2) are necessary to define two angles based on the 
direction of hypotenuse from both tokens.  
 
 
Fig. 5. Portion of the processed leaf image and two representations of feature extrac-
tion, angle as hypotenuse angle for P1 and P2 and distance from leaf point center, C 
to token T. 
In this paper, we also investigate the predictive accuracy of the classifier based on 
features extracted using the leaf center point [24]. In this approach, the distances be-
tween the leaf center point and the tokens are taken as features. The leaf center point, 
C, is computed by measuring the center point between the apex and the base point as 
shown in Fig. 3. The distance for each token from the leaf center point is computed 
using the normalized Euclidean. This proposed concept is similar to the Centroid-
Contour Distance concept [4], with the exception that the new proposed concept is not 
using angles defined to each of the distance to tokens and only half of the image is 
used for tracing.  
4   Leaf Identification with Neural Network 
4.1 Network Structure 
Neural network is one of the machine learning techniques for classification and iden-
tification which is applied in this preliminary study. Basically, Neural Network is an 
interconnected group of artificial neurons simulating the thinking process of human 
brain [22].  
In this work, a feed-forward back-propagation neural network is applied where 
each individual token is represented as cosines and sinus angle or normalized dis-
tance. Based on Langner’s work, the number of input layers for the network is equiva-
lent to the number of tokens multiplied by two (cosines and sinus). However, in the 
distance-based features, the number of input layers equals to the number of tokens de-
fined in the image processing phase. The whole structure consists of three layers with 
one input, hidden and output layer. 
4.2 Network Training 
In this paper, a dataset obtained from the UCLA Vision Laboratory 
(http://www.vision.ucla.edu/~hbling/Research/data/SI-93.zip) is used in which, 161 
samples leaf are randomly drawn [7]. From these 116 samples, 111 samples leaf are 
selected as training samples for 14 species and the remaining samples of the leaf are 
used as test samples. During the training phase, five sets of network are trained sepa-
rately by using the training samples obtained from the full scale leaf and the half scale 
leaf schemes, with different parameters setting.  The first four networks are trained 
using both the full and half scale leaf schemes, in which the trainings for the full and 
half scale leaf schemes are further divided into two training sets. The first training set 
for the full and half scale leaf scheme does not discretize the values of the cosines and 
sinus features and the second training set for the full and half scale leaf scheme dis-
cretizes the values of the cosines and sinus features, with 20 bins. The fifth network is 
trained with samples obtained from the half leaf scheme with distance features be-
tween the leaf center point and the tokens. These distances are discretized based on 
20, 30, 40 and 60 bins.    
 
5   Experimental Design and Results 
The main objective of this paper is to investigate the significant differences of the 
predictive accuracies of the neural network algorithm in classifying leaf images based 
on features extracted using the full and half scale leaf schemes with the following pa-
rameters: 
 
1. Undiscretized Cosines/Sinus (UCS) 
2. Discretized Cosines/Sinus with 20 bins (DCS) 
3. Discretized Distance with 20 bins (DD).  
 
The trained networks are tested with 50 leaves where each species has at least four 
samples of leaf to test the accuracy of this study. In the training stage, a full leaf scale 
is trained with a higher learning rate of more than 0.1 and with a shorter training time. 
This is because, with a full scale, there are more references of leaf features used in the 
training. In contrast, a half leaf scheme requires lower learning rate (approximately 
0.02 - 0.05) and takes slightly longer time to train. However, in the testing phase, the 
half leaf scheme requires less time in order to classify new instances compared to the 
full scale leaf scheme. Binning is also used in this study to investigate the effect on 
discretization to the data, in which only 20 bins are used to discretize the values for 
the cosines and sinus data due to the inconsistency in training the data with more than 
20 bins; however distance data has no effects on the size of the discretization.   The 
predictive accuracies of both schemes are listed in Table 1 and Table 2. 
Table 1.  Comparison of a half and a full scale leaf classification using Cosines and Sinus value 
 Undiscretized Cosines/Sinus Discretized Cosines/Sinus with 20 bins 
 Half Leaf Full Leaf Half leaf Full Leaf 
N CC %CC CC %CC CC %CC CC %CC 
1 6 0.12 7 0.14 5 0.10 8 0.16 
2 12 0.24 10 0.20 10 0.20 11 0.22 
3 16 0.32 13 0.26 14 0.28 13 0.26 
4 20 0.40 18 0.36 16 0.32 18 0.36 
5 24 0.48 20 0.40 20 0.40 20 0.40 
6 26 0.52 24 0.48 24 0.48 21 0.42 
7 31 0.62 28 0.56 28 0.56 27 0.54 
8 31 0.62 31 0.62 29 0.58 30 0.60 
9 35 0.70 34 0.68 33 0.66 33 0.66 
10 39 0.78 38 0.76 36 0.72 41 0.82 
*Legend: N = number of search CC = correctly classified 
 
In this experiment, a simple statistical evaluation on the significance difference be-
tween classification accuracy of a full leaf and a half leaf features extraction using the 
paired t-test is performed (p = 0.05). In Table 3, the symbol ’●’ indicates significant 
improvement in performance by the method in row over method in column and sym-
bol ’○’ indicates no significant improvement in performance by the method in row 
over method in column, on the three objectives mentioned previously. 
Table 2. Comparison of different discretization size to the classification using distance feature 
of the leaf 
 Distance, Bin=20 Distance, Bin=30 Distance, bin=40 Distance, Bin=60 
N CC %CC CC %CC CC %CC CC %CC 
1 9 0.18 9 0.18 10 0.20 10 0.20 
2 12 0.24 13 0.26 15 0.30 15 0.30 
3 15 0.30 22 0.44 22 0.44 17 0.34 
4 20 0.40 24 0.48 25 0.50 23 0.46 
5 21 0.42 27 0.54 28 0.56 26 0.52 
6 24 0.48 29 0.58 31 0.62 27 0.54 
7 27 0.54 34 0.68 34 0.68 30 0.60 
8 31 0.62 35 0.70 35 0.70 34 0.68 
9 36 0.72 39 0.78 37 0.74 38 0.76 
10 41 0.82 40 0.80 40 0.80 41 0.82 
*Legend: N = number of search CC = correctly classified 
































































*df=9, t Critical 2-tail=2.26 
 
Based on the evaluation of paired t-test, there is no significant differences in the 
classification task performed by the neural network based on features extracted from 
the half and full scale leaf schemes for leaf identification. These results support our 
initial assumption where a leaf has an image with symmetrical shape in general and 
therefore, half of the leaf features can be used to identify leaf species. 
6   Conclusion 
In this paper, we have proposed a half scale leaf scheme for features extraction in 
order to identify the category of a leaf using a neural network algorithm. The main 
objective of this work is to investigate whether reducing the number of features used 
for leaf identification leads to significant drop of the predictive accuracy of the classi-
fier compared to when using full scale leaf scheme for features extraction. The exper-
imental results show that the half scale leaf scheme for features extraction can be used 
to identify leaf species, without compromising the predictive accuracy of classifying 
the leaf. In the future, we plan to investigate other parameters setting in order to im-
prove the predictive accuracy of the classifier using a half scale leaf scheme for fea-
tures extraction that includes discretization techniques and fusing machine learning 
algorithms for leaf classification tasks. Specifically, we plan to further this study by 
combining the half leaf features extraction with other feature extraction methods 
which can be used to identify leaf using limited leaf image features. This is very im-
portant because a leaf identification algorithm may have reference to an incomplete 
leaf shape. In addition to that, other machine learning techniques will also be investi-
gated with respect to this study.         
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