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QUADRATIC INVOLUTIONS
ON
BINARY FORMS
Abdelmalek Abdesselam and Jaydeep Chipalkatti
ABSTRACT: There is a classical geometric construction which uses a binary
quadratic form to define an involution on the space of binary d-ics. We give
a complete characterisation of a general class of such involutions which are
definable using compound transvectant formulae. We also study the associ-
ated varieties of forms which are preserved by such involutions. Along the
way we prove a recoupling formula for transvectants, which is used to deduce
a system of equations satisfied by the coefficients in these involutions.
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1. INTRODUCTION
Given a smooth conic C in the projective plane P2, a point in P2 \ C
will define an involution (i.e., a degree 2 automorphism) on C. Several
familiar objects in the invariant theory of binary forms (such as the quartic
catalecticant or the Hermite invariant) can be defined as sets of divisors
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which are fixed by such an involution. In this paper we study a wide class
of such involutions and the corresponding fixed loci.
We begin with an elementary introduction to the subject. The main re-
sults are described in §2.4 after the required notation is available. Many
of the proofs involve elaborate calculations using the graphical or symbolic
method, as in [1, 2]. In such cases, as far as possible we have stated the
formula which is to be of immediate use, and relegated its derivation to
a later section. Our object is to ensure that the reader who is not famil-
iar with this method should be able to follow the argument without loss of
continuity.
We refer the reader to [8, 10, 18] for classical introductions to the invari-
ant theory of binary forms, and [5, 15, 16, 19] for more modern accounts.
1.1. Representations of SL2. Throughout, the base field will be C (com-
plex numbers). Let V denote a two-dimensional C-vector space. For a
nonnegative integer m, let Sm = Sym
m V denote the m-th symmetric
power. If x = {x1, x2} is a basis of V , then Sm can be identified with the
space of binary forms of orderm in the variables x. The {Sm : m > 0} are
a complete set of finite-dimensional irreducible representations of SL(V )
(see e.g., [13, §I.9]).
Following a notation introduced by Cayley, we will write the binary form
d∑
i=0
ai
(
d
i
)
xd−i1 x
i
2 as (a0, . . . , ad)(x1, x2)
d.
1.2. Transvectants. Given integers m,n > 0 and 0 6 r 6 min(m,n),
we have a transvectant morphism (see [3])
Sm ⊗ Sn −→ Sm+n−2r.
If A,B are binary forms of orders m,n respectively, the image of A ⊗ B
via this morphism is called their r-th transvectant; it will be denoted by
(A,B)r. We have an explicit formula
(A,B)r =
(m− r)! (n− r)!
m!n!
r∑
i=0
(−1)i
(
r
i
)
∂rA
∂xr−i1 ∂x
i
2
∂rB
∂xr−i2 ∂x
i
1
.
In the notation of symbolic calculus, ifA = αmx andB = β
n
x , then (A,B)r =
(αβ)r αm−rx β
n−r
x .
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1.3. Consider the Veronese embedding
v : PV −→ PS2, [ℓ] −→ [ℓ2];
whose image C is a smooth conic in P2. If (a0, a1, a2)(x1, x2)
2 is identified
with [a0, a1, a2] ∈ P2, then C is defined by the equation a21 = a0 a2.
Fix a point q ∈ P2 \ C. Given t ∈ C, draw the line q t, and let σq(t)
denote the other point where the line intersects C. This defines an order 2
automorphism
σq : C −→ C, t −→ σq(t).
The two intersection points of C with the polar line of q are the fixed points
of this automorphism.
Assume that q corresponds to Q = (q0, q1, q2)(x1, x2)
2 ∈ S2. Define
∆Q = −2 (Q,Q)2 = 4 (q21 − q0 q2).
(The normalisation is chosen such that ∆x1x2 = 1.) We have ∆Q 6= 0,
since [Q] /∈ C. We will merely write ∆ for ∆Q if no confusion is likely.
Lemma 1.1. If the point t ∈ C corresponds via v to ℓ ∈ V , then σq(t)
corresponds to (Q, ℓ)1.
PROOF. It is enough to show that the three formsQ, ℓ2, (Q, ℓ)1
2
are linearly
dependent, and hence the corresponding points in P2 are collinear. By
SL2-equivariance, we may take ℓ = x1. Then (Q, x1)1 = −(q1 x1+ q2 x2),
and it is immediate that
(Q, x1)1
2 − q2Q = (q21 − q0 q2) x21, (1)
which proves the claim. 
1.4. If ℓ ∈ V , then a simple calculation shows the identity
(Q, (Q, ℓ)1)1 =
1
4
∆ ℓ. (2)
Let F ∈ Sd be a nonzero binary d-ic, which factors into linear forms as
F =
d∏
i=1
ℓi. Define
σQ(F ) = 2
d
d∏
i=1
(Q, ℓi)1. (3)
By formula (2),
σ2Q(F ) = ∆
d F. (4)
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Now F corresponds to the divisor A =
∑
v([ℓi]) on C, and σQ(F ) to its
image σq(A) =
∑
σq([ℓ
2
i ]). The divisor A is said to be in involution with
respect to q, if σq(A) = A. The following diagrams illustrate typical divisors
in involution for orders 6 and 7.
PSfrag replacements
qq
C
1.5. Define
X ◦d = {A ∈ PSd : A is in involution with respect to some q /∈ C}, (5)
and let Xd ⊆ PSd denote its Zariski closure. It is an SL2-invariant irre-
ducible projective subvariety of Pd.
If d 6 4, then given a general set of d points on C, one can always
complete the diagram to find a q, hence Xd = Pd. Assume d > 5. If
d = 2n, then a typical point inX ◦d can be constructed as follows: choose an
arbitrary point q away fromC, a degree n divisorB, and letA = B+σq(B).
If d = 2n+1, then choose q, B as above, together with any one point t ∈ C
such that qt is tangent to C, and let A = B + σq(B) + t. In either case, a
parameter count shows that dimXd = n+ 2.
The hypersurfaces X5 and X6 are respectively of degrees 18 and 15.
Their defining equations are given by well-known skew-invariants of binary
quintics and sextics (see [18, §260] and [4]). No such equations seem to
be known for higher values of d.
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1.6. Canonical form. Let us write ✷ for an arbitrary scalar which need
not be precisely specified. Suppose that the divisor A is in involution with
respect to q ∈ P2 \ C. Then A is a sum of pairs of the form t + σq(t),
together with some points w such that w = σq(w).
By a change of variables, we may assume that q = [Q] for Q = x1 x2. If
ℓ = l1 x1 + l2 x2, then (Q, ℓ)1 = −12 (l1 x1 − l2 x2). If ℓ = ✷ (Q, ℓ)1, then
ℓ = ✷x1 or ✷x2. If ℓ 6= ✷ (Q, ℓ)1, then ℓ (Q, ℓ)1 is a form in x21 and x22.
Alternately, ✷x21 + ✷x
2
2 can be factored as ℓ (Q, ℓ)1. We have proved the
following:
Proposition 1.2. A divisor A is in involution, if and only if, up to a linear
change of variables, it corresponds to a binary form which can be written
as
xr1 x
s
2 × a form in x21 and x22,
for some r, s.

Later we will prove a similar result for a more general class of involutions.
2. THE SYSTEM S(d)
2.1. We begin by generalising the map σQ, and subsequently the notion
of an involution. The first step is to rewrite the expression (3) for σQ(F ) in
terms of transvectants of only Q and F , without involving the factors of F .
This is done in §6; here we only state the result.
Let n = ⌊d/2⌋. Then we have an expansion
σQ(F ) =
n∑
i=0
gi∆
i (Qd−2i, F )d−2i, (6)
where
gi =
2d−2i · d! (d− i)! (2d− 4i+ 1)!
i! (d− 2i)!2 (2d− 2i+ 1)! .
Since the construction of σQ(F ) is covariant in Q and F , a result of
Gordan (see [10, §103]) implies that it should be expressible in terms of
compound transvectants of the two arguments. Thus, it follows a priori,
that an identity such as (6) should exist for some rational numbers gi.
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2.2. All of this suggests the following construction. Let z = (z0, . . . , zn)
be a sequence of complex numbers, and consider the function
σQ,z : Sd −→ Sd, F −→
n∑
i=0
zi∆
i (Qd−2i, F )d−2i.
One should like to write a set of equations in zi which encodes the condi-
tion that σQ,z be involutive. Now,
σ2Q,z(F ) =
n∑
i=0
zi∆
i
n∑
j=0
zj ∆
j (Qd−2j , (Qd−2i, F )d−2i)d−2j
=
∑
06i,j6n
zi zj ∆
i+j (Qd−2j , (Qd−2i, F )d−2i)d−2j︸ ︷︷ ︸
(⋆)
.
One can rewrite (⋆) by expanding the compound transvectant expression
(Q•, (Q•, F )) into a sum of terms of the form∆•(Q•, F ). A general formula
along these lines is proved in §7.4, where the reader will find the definition
of the rational numbers ω which are needed below. Here we only need to
state the result to be used. There is an expansion
(⋆) =
∑
t
α
(t)
i,j ∆
d−i−j− t
2 (Qt, F )t, (7)
where the sum is quantified over all even t in the range
2|i− j| 6 t 6 min {d, 2(d− i− j)}, (8)
and we have written α
(t)
i,j = ω(d − 2j, d − 2i; d − 2i, d − 2j; t) for brevity.
If t does not lie in the range (8), then define α
(t)
i,j to be zero. In particular,
α
(0)
i,j = 0, unless i = j. Thus
σ2Q,z(F ) =
d∑
t=0
t even
{
∆d−
t
2 (
∑
06i,j6n
α
(t)
i,j zizj) (Q
t, F )t
}
.
Now we require that the coefficient of ∆d−
t
2 be 1 for t = 0, and vanish for
t 6= 0, which would force
σ2Q,z(F ) = ∆
d F. (9)
This gives the following system of n homogeneous quadratic equations∑
06i,j6n
α
(t)
i,j zizj = 0, (t = 2, 4, . . . , 2n), (10)
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together with the condition
n∑
i=0
α
(0)
i,i z
2
i = 1. (11)
The combined set (10) and (11) will be denoted byS(d). For instance, the
systemS(6) is comprised of
− 25
20328
z20 +
5
3234
z0 z1 − 12058 z21 + 22735 z1 z2 + 11210 z22 + 2 z2 z3
5
1331
z20 − 15847 z0 z1 + 5121 z0 z2 − 695390 z21 − 277 z1 z2 + 2 z1 z3 + 25 z22
− 5
2541
z20 +
4
165
z0 z1 − 733 z0 z2 + 2 z0 z3 − 135 z21 + 215 z1 z2

= 0,
together with
1
6468
z20 +
11
22050
z21 +
1
75
z22 + z
2
3 = 1.
2.3. A sequence z = (z0, . . . , zn) will be called an involutor if it satisfies
S(d). In particular, g = (g0, . . . , gn) will be called the geometric involutor.
It is clear that if z is an involutor, then so is −z = (−z0, . . . ,−zn). If d is
even, then (0, . . . , 0,±1) will be called the improper involutors. (In these
cases σQ,z merely multiples F by a scalar, i.e., it is the identity map at the
level of divisiors on C.)
2.4. A summary of results. Since (10) is a system of n homogeneous
quadratic equations in n + 1 variables, Bézout’s theorem implies that the
number of homogeneous solutions, if finite, should be at most 2n. After
imposing condition (11), one expects at most 2n+1 affine solutions. We
programmed the system S(d) in MAPLE, and found that for the first few
values of d, there are always precisely 2n+1 involutors. This prompted us
to ask whether it should be possible to write down all the solutions toS(d).
We will carry this out in §3 below.
The key idea is to introduce a graphically motivated basis {Oi} for the
space HomSL2(Sd(S2) ⊗ Sd, Sd). It turns out that an involutor arises nat-
urally from a sign sequence (see Definition 3.1), and moreover there is an
explicit bijection between sign sequences and involutors. This is formally
stated in Theorem 3.2.
Given an involutor z, one can define a subvariety Y(z) ⊆ PSd in anal-
ogy with §1.4. We initiate a study of this varieties in §4–5. In particular,
Theorem 4.1 will show that a point in Y(z) admits a canonical form which
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can be read off from the corresponding sign sequence. It is evident from
the examples in §4.4–4.7 and §5 that these varieties display a wide range
of geometries depending on the sign sequence, and they provide ample
matter for further study.
We prove a general recoupling formula for transvectants in Theorem 7.2.
In brief, it rewrites a compount transvectant of the form (A, (B,C)) as a
sum of terms (with coefficients) of the form ((A,B), C). Then we spe-
cialise to the case where A and B are powers of a quadratic form Q. The
resulting coefficients (denoted by ω) are precisely the ones needed to build
S(d).
3. SIGN SEQUENCES AND INVOLUTORS
3.1. In this section we will describe a complete classification of all invo-
lutors. The following definition and formulae are justified by Theorem 3.2.
Recall that n = ⌊d/2⌋.
Definition 3.1. A sign sequence for d is of the form s = (s0, s1, . . . , sd),
where si = ±1, and sd−i = (−1)d si.
It is clear that the segment (s0, . . . , sn) can be made up arbitrarily, and
then it determines the rest. Thus there are 2n+1 sign sequences for d. We
will write ± for ±1 if no confusion is likely. Define γ to be the alternating
sign sequence (−,+, . . . ,−,+) if d is odd, and (+,−,+, . . . ,−,+) if d is
even.
3.2. Given a sign sequence s, and an index i such that 0 6 i 6 n, let
E1,i =
d! (2d− 4i+ 1)!
22i−1 (d− 2i)!2 ,
and
E2,i =
∑{
sℓmℓ (−1)q (d− 2e)! (d− i− e)!
(2d− 2i− 2e + 1)! (i− e)! p! q! (ℓ− p)! (d− ℓ− q)!
}
,
where the sum is quantified over all integer quadruples (e, ℓ, p, q) such that
0 6 e 6 i, 0 6 ℓ 6 n, 0 6 p 6 ℓ, 0 6 q 6 d− ℓ, p+ q = d− 2e.
Heremℓ is defined to be
1
2
if d = 2 ℓ, and 1 otherwise. Define
zi(s) = E1,iE2,i. (12)
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Theorem 3.2. With notation as above, z(s) = (z0(s), . . . , zn(s)) is an
involutor. Moreover, every involutor arises in this way from a unique sign
sequence.
The proof will be given in §8. The following proposition lists some prop-
erties of this correspondence.
Proposition 3.3. With notation as above,
(1) If z = z(s), and s′ is the sign sequence such that s′i = −si, then
z(s′) = −z.
(2) The geometric involutor corresponds to γ.
(3) When d is even, the improper involutors correspond to the se-
quences (+,+, . . . ,+) and (−,−, . . . ,−).
Part (1) is obvious from the definition of E2,i. The rest will be proved in
§9.1.
For instance, if d = 4, then (+,−,−,−,+) corresponds to the invo-
lutor (4, 48/7,−1/5), and (+,−,+,−,+) corresponds to the geometric
involutor (16, 24/7, 1/5).
4. VARIETIES OF FORMS IN INVOLUTION
4.1. Consider the product PS2×PSd with projections π1, π2 onto PS2 and
PSd respectively. Given an involutor z, define the locus Y˜◦(z) ⊆ PS2×PSd
as the set of pairs 〈Q,F 〉 satisfying ∆Q 6= 0, and
σQ,z(F ) = ∆
d/2 F, if d is even,
[σQ,z(F )]
2 = ∆d F 2, if d is odd.
(13)
If (13) holds, then we will say that [Q] ∈ P2 is a centre of involution for [F ]
with respect to z. For instance, in the diagrams on page 4, the point q is
such a centre with respect to γ for the forms corresponding to the divisors
shown. However, if z 6= γ, then it is not clear to us whether there is any
hidden ‘geometry’ in the relationship defined by (13).
Define Y◦(z) ⊆ PSd to be the image π2(Y˜◦(z)), and let Y(z) ⊆ PSd
denote its the Zariski closure. We may equally well denote these loci by
Y(s) etc. by referring to the sign sequence, and further shorten them to
Y˜◦,Y etc. if no confusion is likely.
It is clear that if d is odd, then Y(z) = Y(−z). This may or may not hold
for even d (see §4.7 below).
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4.2. The relation between X and Y . Assume that A is a divisor on C
in involution with respect to q = [Q] ∈ P2 \ C. If F ∈ Sd represents A,
then σQ,γ(F ) = c F for some constant c. Formula (4) in §1.4 implies that
c2 = ∆dQ, i.e., c = ±∆d/2Q . Hence,
X ◦d = Y◦(γ) ∪ Y◦(−γ).
For odd d, this reduces to X ◦d = Y◦(γ).
4.3. Canonical Forms. It turns out that an element in Y admits a canoni-
cal form analogous to Proposition 1.2. Let s be a sign sequence for d, and
z = z(s). AssumeQ = x1 x2 after a change of variables, and consider the
condition
〈x1 x2, F 〉 ∈ Y˜◦(z). (14)
Theorem 4.1. (1) Assume d to be even. Then (14) holds, if and only if
F is a linear combination of terms in the set
{xd−i1 xi2 : si = 1}.
(2) Assume d to be odd. Then (14) holds, if and only if F is a linear
combination of terms in either one of the sets
{xd−i1 xi2 : si = 1} or {xd−i1 xi2 : si = −1}.
For instance, if s = (+,−,−,+,−,−,+), then such an F is of the form
✷x61 +✷x
3
1 x
3
2 +✷x
6
2. If s = (+,−,−,+,+,−), then it is of the form
✷x51 +✷x
2
1 x
3
2 +✷x1 x
4
2, or ✷x
5
2 +✷x
2
2 x
3
1 +✷x2 x
4
1.
In general, Y◦(z) is a union of SL2-orbits of such forms.
PROOF. See §9.2. 
4.4. Let p(s) be the number of + signs in s. If d is odd, then p(s) =
1
2
(d + 1). By Theorem 4.1, each fibre of the projection Y˜◦ −→ PS2 \ C
has dimension p(s)− 1. Hence
dimY 6 min { p(s) + 1, d }. (15)
This inequality may be strict. For instance, let d = 3, and s = (+,+,−,−).
A typical element in Y can be written as x21 ℓ up to a change of variables,
hence Y ⊆ P3 is the discriminant surface of degree 4.
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In general, if d is odd, and
s = (+, . . . ,+︸ ︷︷ ︸
d+1
2
times
,−, . . . ,−),
then the canonical form shows that a typical element in Y is a binary d-ic
with a root of multiplicity d+1
2
. Hence dimY = d+1
2
, and (15) is strict.
However, if z = γ, then (15) is an equality for d > 3. Indeed, p(γ) = d+2
2
or d+1
2
according to whether d is even or odd, and the right-hand side
reduces to n+ 2.
4.5. Let d = 4. A binary quartic F has covariants
AF = (F, F )4, BF = (F, (F, F )2)4.
(See [10, §89]; however our notation differs from theirs.) Usually, BF is
called the catalecticant. If F has distinct roots, its j-invariant is defined to
be (cf. [10, §171])
j(F ) =
A3F
A3F − 6B2F
.
Recall that two binary quartics (with distinct roots) are in the same SL2-
orbit, exactly when they have the same j-invariant (see e.g., [11, Example
10.12]). Now let
s = (+,−,−,−,+), t = (−,+,−,+,−),
so the canonical forms are respectively
Gs = ✷x
4
1 +✷x
4
2, Gt = x1 x2 (✷x
2
1 +✷x
2
2).
A straightforward calculation shows that j(Gs) = j(Gt) = 1, henceY(s) =
Y(t) is the cubic hypersurface defined by the equation BF = 0. (Classi-
cally, these were called the harmonic binary quartics.)
In general, for even d and s = (+,−, . . . ,−,+), the variety Y(s) is the
chordal threefold (union of secant lines) of the rational normal d-ic curve.
4.6. Let d be even, and s = (−, . . . ,−,+,−, . . . ,−). The canonical form
is (x1 x2)
d
2 , i.e., Y is the variety of d-ics which are expressible as powers
of quadratic forms. It is shown in [2], that its ideal is generated by (an
explicitly given) list of cubic polynomials.
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4.7. Let s = (+,−,−,−,+) and s′ = (−,+,+,+,−). A general quartic
can be written as x1 x2 (✷x
2
1+✷x1 x2+✷x
2
2) up to a change of variables,
hence Y(s′) = P4. Since Y(s) is a threefold, Y(s) 6= Y(s′).
By contrast, let d = 2, and u = (+,−,+), u′ = (−,+,−). Then
Y(u, 2) = Y(u′, 2) = P2.
4.8. In general, one should like to know formulae for the dimension and
degree of Y as a function of s; moreover, it would be of interest to be
able to write down a set of SL2-equivariant defining equations for Y . Our
next example shows (if nothing else), that such questions can be rather
involved.
Let d = 6, and s = (−,−,+,−,+,−,−). Up to a change of variables,
a form in Y◦(s) can be written as Gs = x21 x22 (x21 + x22). This corresponds
to the divisor 2 [ℓ1] + 2 [ℓ2] + [ℓ3] + [ℓ4], where
ℓ1 = x1, ℓ2 = x2, ℓ3 = x1 +
√−1 x2, ℓ4 = x1 −
√−1 x2.
Thus we can describe Y◦ as the set of divisors 2 p1 + 2 p2 + p3 + p4 on
C, such that the intersection point [Q] of tangents at p1, p2 falls on the line
p3 p4. The entire configuration is determined by Q and an arbitrary line
through it, hence dimY = 3. Let
B = Sym• (S6) =
⊕
r>0
Symr (S6)
denote the cöordinate ring of PS6. (Since each Sm is canonically isomor-
phic to its dual, here it is unnecessary to distinguish between the two.)
We calculated the defining ideal J ⊆ B of Y ⊆ P6 using straightforward
elimination in Macaulay-2. It turns out that the degree of Y as a variety is
18. Furthermore, J is generated by one form in degree 4, and 36 forms in
degree 5. More precisely, its minimal resolution begins as
0← B/J ← B ← B(−4)⊗M1 ⊕B(−5)⊗M36 ← . . .
whereMi is an SL2-representation of dimension i.
Clearly M1 ≃ S0. Since the complete minimal system of binary sextics
is known (see [10, §132-134]), it is a mechanical task to find the irreducible
decomposition of M36. Indeed, M36 ⊆ Sym5(S6), and the latter can be
decomposed into irreducibles by the Cayley-Sylvester formula (see [19,
Corollary 4.2.8]). Thus we only need to identify those degree 5 covariants
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of sextics which vanish when specialised to Gs. The decomposition turns
out to be
M36 ≃ S14 ⊕ S10 ⊕ S6 ⊕ S2.
Let θrn stand for the covariant of degree-order (r, n) as given in the table
on [10, p. 156]; for instance, θ38 = (F, (F, F )4)1. We will explicitly write
down the covariants corresponding to these representations. They are, in
degree 4,
order 0❀ 7 θ220 − 50 θ40, (16)
and in degree 5,
order 14❀ 20 θ16 θ
2
24 − 21 θ16 θ20 θ28 + 10 θ216 θ32 + 90 θ28 θ36,
order 10❀ 2 θ16 θ20 θ24 − 6 θ16 θ44 − 27 θ28 θ32,
order 6❀ 50 θ16 θ40 − 42 θ20 θ36 − 105 θ24 θ32,
order 2❀ θ20θ32 − 10 θ52.
(17)
In conclusion, a binary sextic F belongs to Y(s), if and only if all the co-
variants in (16) and (17) vanish on F . It is not clear whether a simpler set
of equations may be found.
5. THE LOCUS OF CENTRES OF INVOLUTION
Fix an involutor z, and let F be a d-ic. The locus of centres of involu-
tion for F often has interesting geometric structure, especially when Y◦ is
dense in PSd. We adduce a few such examples.
Write Q = (q0, q1, q2)(x1, x2)
2, and let R = C[q0, q1, q2] denote the cöor-
dinate ring of PS2. For F ∈ Sd, define
ϑ(F ) = {[Q] ∈ P2 : ∆Q 6= 0, and (13) holds}.
Suppose that ℓ is a linear factor in F , and we let Q = ℓ2. Then it is easy
to see that (Qd, F )d vanishes. Indeed, by equivariance we may assume
ℓ = x1, and then
(Qd, F )d = constant × xd1
∂dF
∂xd2
= 0.
Since σQ,z(F ) and∆Q are zero, (13) is satisfied. It follows that when ϑ(F )
is nonempty, its Zariski closure will always contain the points [ℓ2] ∈ C
corresponding to the linear factors of F . Recall that by our definition, such
points do not count as centres of involution.
14 QUADRATIC INVOLUTIONS
5.1. Let d = 4, and s = (+,+,−,+,+), then z = (−12, 24/7, 3/5) by
the formulae in §3.
Proposition 5.1. We have Y◦(z) = P4. Moreover, for a general binary
quartic F , the locus ϑ(F ) is a smooth conic in P2.
PROOF. For arbitrary Q and F , there is an identity (see §5.2 below)
σQ,z(F )−∆2 F = −12Q2 (Q2, F )4. (18)
As a result, [Q] ∈ ϑ(F ), if and only if [Q] /∈ C and (Q2, F )4 = 0. The
latter is a quadratic equation in the qi whose coefficients depend upon F .
Hence ϑ(F ) 6= ∅ for any F , and thus Y◦ = P4. The discriminant of this
quadratic is BF = (F, (F, F )2)4 (see §5.3). Hence ϑ(F ) is a smooth conic
when F is not harmonic. 
By what we have said above, this conic passes through the four points
on C corresponding to the linear factors of F .
5.2. Identity (18) is an easy consequence of Proposition 7.3 in §7.4. In-
deed, the left-hand side is
−12 (Q2, F )4 + 24
7
∆ (Q2, F )2 − 2
5
∆2 F,
which is a rescaled expansion of (Q2, (Q2, F )4)0. Identities (19)–(24) can
all be proved using a similar technique; this is left as an exercise for the
reader.
5.3. The claim about BF can be easily established by writing down the
determinantal expression for the discriminant of a ternary quadratic, fol-
lowed by a straightforward expansion. A more elegant way to do this cal-
culation is to use the macroscopic to microscopic rewriting as in [1, Eq. 9].
The embedding SL(V ) →֒ SL(Sn−1 V ) ≃ SLn allows us to reformulate
the invariant theory of SLn entirely in terms of that of SL2. In the symbolic
formalism, that amounts to replacing n-ary brackets by homogenized bi-
nary Vandermonde determinants, i.e., products of
n(n−1)
2
binary brackets.
If we carry out the procedure on the example at hand, we get the well-
known symbolic expression BF = (a b)
2 (a c)2 (b c)2 for the catalecticant.
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5.4. This example is similar to the previous one. Let d = 6, and s =
(+,+,+,−,+,+,+), then z = (40,−180/11, 20/7, 5/7).
Proposition 5.2. We have Y◦ = P6. Moreover, for a general binary sextic
F , the locus ϑ(F ) is a smooth cubic in P2.
PROOF. The argument is parallel to the previous proposition. We have an
identity
σQ,z(F )−∆3 F = 40Q3 (Q3, F )6. (19)
The equation (Q3, F )6 = 0 defines a planar cubic curve, whose discrimi-
nant is a degree 12 invariant of F . It is not necessary to calculate it explic-
itly; for our purposes it would suffice to check that it is not identically zero.
Specialise to F = x61 + x
6
2 + x
2
1 x
4
2, when
(Q3, F )6 = q
3
0 +
4
5
q0 q
2
1 +
1
5
q20 q2 + q
3
2 .
This is easily seen to be a nonsingular curve. 
The following lemma will be used in the next section.
Lemma 5.3. Assume A and B to be nonzero binary forms of the same
order. If (A,B)1 = 0, then the forms are equal up to a multiplicative con-
stant.
PROOF. See [9, Lemma 2.2]. 
5.5. In the next two examples in this section, ϑ(F ) is a finite set of points.
The simplest such case is that of the geometric involution for d = 4. Let
F ∈ S4 correspond to the divisor A = p1 + p2 + p3 + p4 consisting of four
distinct points on C. Now A has three centres of involution, namely the
pairwise intersections of lines
p1p2 ∩ p3p4, p2p3 ∩ p1p4, p1p3 ∩ p2p4 .
One knows that the ideal of three non-collinear planar points is generated
by a net of conics; we will see that this ideal can be written down in terms
of F . (The reader may refer to [6, Ch. 3] for generalities on ideals of finite
point-sets in P2.) There is an identity
σQ,γ(F )−∆2 F = Q [ 16 (Q3, F )4 + 24
5
(Q,F )2∆︸ ︷︷ ︸
α
]. (20)
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Hence, [Q] ∈ ϑ(F ) implies that α = 0. The problem, as usual, is that α
also vanishes if Q = ℓ2 with ℓ|F . We need an expression which would
force α to be zero, without itself vanishing on such points. The useful
identity is
α = −32 ( (Q2, F )3︸ ︷︷ ︸
β
, Q)1. (21)
Once F is fixed, β is of the form (ϕ0, ϕ1, ϕ2)(x1, x2)
2, where ϕi(q0, q1, q2)
are homogeneous degree 2 expressions in the qi. Let I = (ϕ0, ϕ1, ϕ2) ⊆
R be the ideal generated by the coefficients of β.
Proposition 5.4. Assume that F has no repeated linear factors. Then the
ideal of the three points ϑ(F ) is I .
PROOF. Let Θ denote the ideal of ϑ(F ). Assume that [Q] ∈ ϑ(F ), then
(β,Q)1 vanishes at [Q], and the lemma above implies that β = cQ for
some constant c. Since [Q] /∈ C, we may assume Q = x1 x2 after a
change of variables. If
F = (a0, . . . , a4)(x1, x2)
4, (22)
then a direct calculation shows that β = (Q2, F )3 =
1
2
(a1 x
2
1 − a3 x22),
which forces c = 0. Hence I ⊆ Θ.
Alternately, assume β = 0 at [Q]. Then the left-hand side of (20) is zero.
We claim that [Q] /∈ C, and hence [Q] ∈ ϑ(F ). Indeed, if [Q] ∈ C, then
we may assume Q = x21 and F is as in (22) above. Then (Q
2, F )3 =
a3 x
2
1 + a4 x1 x2 = 0. Hence a3 = a4 = 0, which would force F to have a
repeated linear factor.
Thus the zero locus of I is ϑ(F ). The forms {ϕ0, ϕ1, ϕ2}must be linearly
independent (otherwise I would either define a conic or a scheme of length
4), which implies that I = Θ. 
The first syzygies of I can also be written down using transvectants.
They correspond to the identities
(β,Q)2 = (β, (Q,F )2)2 = 0. (23)
Altogether, this accounts for the minimal free resolution
0← R/I ← R← R(−2)3 ← R(−3)2 ← 0.
The correspondence between transvectant identities and syzygies is ex-
plained in [4, §1.7,4.1].
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5.6. This example is very similar to the previous one, hence we will keep
the arguments brief. Let d = 6, and s = (+,+,−,+,−,+,+), then
z = (−60,−60/11, 30/7, 3/7). It turns out that the set ϑ(F ) consists of 7
points, whose ideal can be written down as follows.
We have an identity
σQ,z(F )−∆3 F = −60Q2 [ (Q4, F )6 + 2
7
∆ (Q2, F )4︸ ︷︷ ︸
µ
],
and furthermore
µ = −2 (λ,Q)1, where λ = (Q3, F )5.
Write λ = (ψ0, ψ1, ψ2)(x1, x2)
2, and I = (ψ0, ψ1, ψ2) ⊆ R.
Proposition 5.5. Let F be a general binary sextic. Then the ideal of ϑ(F )
is I .
PROOF. The fact that the zero locus of I is ϑ(F ) is proved exactly as in the
previous proposition. Now specialise F to x61 + x
6
2, when
λ = (−q1 q22,
q30 − q32
2
, q20 q1)(x1, x2)
2.
It is easy to see that the coefficients of λ are linearly independent, and that
I is a saturated radical ideal. (We verified this in Macaulay-2.) Thus the
assertions remain true for a general F . 
We have identities
(λ,Q)2 = (λ, (Q
2, F )4)2 = 0, (24)
and using the techniques of [10, Ch. VI] one verifies that each syzygy
satisfied by λ is a polynomial in these two. Hence I has two first syzygies,
and we have a minimal resolution
0← R/I ← R← R(−3)3 ← R(−4)⊕ R(−5)← 0.
This allows us to calculate the Hilbert function of R/I , which shows that
deg ϑ(F ) = 7.
The pairs of examples in §5.1, 5.4 and §5.5, 5.6 suggest that there is
an infinite class of results of each type. It may be noticed that all the
considerations in §4 make use of the sign sequence, whereas those in §5
make use of the involutor. The connection between the two is mediated by
a rather complicated formula, and each of them seems to contain a kind
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of algebraic information on its surface which is not easy to extract from the
other.
We are at a boundary which marks a sharp change in the texture of this
paper. Henceforth all the calculations will make very substantial use of the
graphical calculus.
6. COEFFICIENTS OF THE GEOMETRIC INVOLUTOR
In this section we prove formula (6) from §2, which gives a transvectant
series expression for the geometric involution. The reader is referred to [1,
§2] for an explanation of the notation used.
6.1. LetMd be the space of maps
ψ : Sd × S2 −→ Sd
(F,Q) 7−→ ψ(F,Q)
which are linear in F and homogeneous of degree d in Q. Let MSL2d be
the subspace of equivariant maps.
Lemma 6.1. dimMSL2d = n+ 1.
PROOF. Successively using self-duality, Hermite reciprocity and the Clebsch-
Gordan decomposition, we have
Md = Hom (Sd(S∨2 )⊗ Sd, Sd)
= Sd(S2)⊗ Sd ⊗ Sd
= S2(Sd)⊗ Sd ⊗ Sd
=
(
n⊕
i=0
S2d−4i
)
⊗ Sd ⊗ Sd
as SL2-representations. Therefore,
MSL2d =
n⊕
i=0
(S2d−4i ⊗ Sd ⊗ Sd)SL2
where each summand has dimension 1. 
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6.2. Let x = {x1, x2}, y = {y1, y2} be two sets of point coordinates,
and Q a binary quadratic. We will use the customary notation of symbolic
calculus, where
y ∂x = y1
∂
∂x1
+ y2
∂
∂x2
, and (x y) = x1y2 − x2y1.
Let C denote the space of joint covariants C(Q, x, y) which are homoge-
neous of degree d in each of Q, x, y.
Lemma 6.2. We have an isomorphismMSL2d ≃ C.
PROOF. There is a linear map L : C 7→ ψ given by
ψ(F,Q) = (C, F (y))d
where the transvection is with respect to the y-variables. This map has an
inverse given by the so-called evectant in the y-variables. Namely, if F is
written as (a0, . . . , ad)(x1, x2)
d, then one recovers C from ψ by letting
C(Q, x, y) = Ey→F ψ(F,Q),
where
Ey→F =
d∑
i=0
(
d
i
)
yi1(−y2)d−i
∂
∂ai
.

6.3. We now define a particular collection of elements in C. Let Qxy =
1
2
(y ∂x)Q(x) denote the first polar in y. Define
pi = ∆
i
Q (x y)
2iQd−2ixy (0 6 i 6 n).
Lemma 6.3. The {pi : 0 6 i 6 n} form a linear basis of C.
PROOF. On account of the previous lemmas, it is enough to check linear
independence. Suppose one has a linear relation
∑n
i=0 λi pi = 0. Then
specialise to Q(x) = x1 x2, and also to x2 = y1 = y2 = 1. This gives
∆Q = 1, (x y) = x1 − 1 and
Qxy =
1
2
(x1 y2 + x2 y1) =
1
2
(x1 + 1) .
The linear relation therefore becomes
n∑
i=0
λi (x1 − 1)2i
(
x1 + 1
2
)d−2i
= 0
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identically in x1, which easily implies that all the λ’s vanish. 
Note that pi = ∆
i
Q × p̂i where, using the graphical notation of [1],
p̂i = (x y)
2iQd−2ixy =
PSfrag replacements
dd
d−2i
2i
Q
Q
x x yy
.
The graphical notation also allows for an easy visualization ofL(pi), namely
as the map
(F,Q) 7−→ ∆iQ ×
PSfrag replacements
F
d−2i
2i
QQ
x xxx
. (25)
Note that the Q’s are mounted in parallel, hence our choice of letter ‘p’ for
the notation. Since
PSfrag replacements
F =
PSfrag replacements
l1 ld
,
for the particular case of the geometric involutor we have
σQ(F ) = 2
d L(p0)(F,Q). (26)
6.4. Now define a new collection {ti : 0 6 i 6 n} in C given by the L
inverse images of the maps
(F,Q) 7−→ ∆iQ(Qd−2i, F )d−2i .
The letter ‘t’ stands for transvection. Since
(Qd−2i, F )d−2i =
PSfrag replacements
d−2i
d−2i
d−2i
2i
F
x
xxx
Q
Q
and since the evectant amounts to the graphical substitution
PSfrag replacements
F −→PSfrag replacements yy ,
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we have
ti = ∆
i
Q(x y)
2i
PSfrag replacements
Q Q
x
x y
y
d−2i d−2i
d−2i
.
The following proposition gives the transition matrix for the two bases.
Proposition 6.4. For any i in the range 0 6 i 6 n, we have
pi =
n∑
j=i
Gi,j tj ,
where
Gi,j =
(d− 2i)! (2d− 4j + 1)! (d− i− j)!
4j−i (d− 2j)!2 (2d− 2i− 2j + 1)! (j − i)! .
Therefore, {ti : 0 6 i 6 n} is also a linear basis for C.
PROOF. By the idempotence of symmetrizers, one can write
p̂i =
PSfrag replacements
Q
Q
x x yy
d−2i
2i
dd
where the dotted lines indicate where we next use the Clebsch-Gordan
identity [1, Eq. 12]. The latter gives
p̂i =
d∑
k=0
(
d
k
)2
(
2d− k + 1
k
)
PSfrag replacements
Q
Q
x x yy
k
k
2i
2d−2k
dd
dd
d−2i
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=
d∑
k=0
d!2(2d− 2k + 1)!
k!(d− k)!2(2d− k + 1)! (x y)
k ×
PSfrag replacements
Q
Q
x x yy
k
2i
2d−2k
dd
d−2i
d−kd−k
The last graphical expression is the (d− k)-th polar in y of
Ri,k(x) =
PSfrag replacements
Q
Q
xxx x
k
2i
dd
d−2i
d−kd−k
,
namely, the result of applying
(d−k)!
(2d−2k)!
(y∂x)
d−k to Ri,k(x). Now,
Ri,k(x) =
PSfrag replacements
Q
Q
xxx x
k
2i
dd
d−2i d−2i
d−kd−k
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where the dotted double arrow again indicates where [1, Eq. 12] will be
used next. Indeed,
Ri,k(x) =
d−2i∑
p=0
(
d− 2i
p
)2
(
2d− 4i− p+ 1
p
)
PSfrag replacements
Q
Q
xxx x
k
2i
dd
d−2id−2i
d−2i d−2i
d−kd−k
p
p
2d−4i−2p
by the Clebsch-Gordan identity. Letting the d-symmetrizers absorb the
bottom (d− 2i)-symmetrizers as shown by the dotted arrows, we obtain
Ri,k(x) =
d−2i∑
p=0
(d− 2i)!2(2d− 4i− 2p+ 1)!
p!(d− 2i− p)!2(2d− 4i− p + 1)!
PSfrag replacements
Q
Q
xx
k
p
dd
d−2i d−2i
2i+p
2d−4i−2p
2d−2k
where we put an extra symmetrizer at the bottom, which is allowed since
the x ‘blobs’ are identical. Now replace the portion indicated by the dotted
double arrow, using [1, Eq. 13]. The notation 1l{C} will be used for the
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characteristic function; i.e., given a logical condition C on a parameter,
1l{C} is 1 if C is satisfied and 0 otherwise. The result is
Ri,k(x) =
d−2i∑
p=0
(d− 2i)!2(2d− 4i− 2p+ 1)!
p!(d− 2i− p)!2(2d− 4i− p+ 1)! × 1l{k = 2i+ p}
×(2i+ p)!(2d− 2i− p+ 1)!(d− 2i− p)!
2
d!2 (2d− 4i− 2p+ 1)! ×
PSfrag replacements
Q
Q
xxxx
p
d−2i−p d−2i−p
d−2i
.
After simplifying,
Ri,k(x) = 1l
{
k − 2i 6 d− 2i
k − 2i > 0
}
(d− 2i)!2k!(2d− k + 1)!
(k − 2i)!(2d− 2i− k + 1)!d!2 × Si,k
where
Si,k =
PSfrag replacements
Q
Q
xxxx
k−2i
d−k d−k
d−2i
.
The latter is a covariant of the quadratic Q which is of degree d − 2i and
order 2d − 2k. From the known structure of the ring of covariants for a
quadratic binary form (see [10, §85]), we see that Si,k must be of the form
Si,k = 1l{k even}αi,k ∆
k−2i
2
Q Q
d−k,
for some scalar αi,k. Let k = 2j for some new index j. In order to deter-
mine αi,k, specialise to Q = x
2
1 + x
2
2. The ‘blob’ of Q becomes
PSfrag replacements
11 +
PSfrag r placements
22
where
PSfrag replacements
1 and
PSfrag replacements
2 are the graphical representations of the canonical
basis vectors. By expanding the sums which give each of the d−2i copies
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of Q, we get
Si,k =
d−2i∑
r=0
(
d− 2i
r
)
PSfrag replacements
d−2j d−2j
2j−2i
1
1
1
1
2
22
2
x xxx
r
d−2i−r .
We then further specialise to x1 = 1 and x2 = 0, which gives
Si,k =
d−2i∑
r=0
(
d− 2i
r
)
PSfrag replacements
d−2j d−2j
2j−2i
1111
1 111
2222
rr d−2i−rd−2i−r
.
In order to compute the last graphical expression, note the following identityPSfrag replacements
d−2j
2j−2i
11
1 1
22
r d−2i−r
=
PSfrag replacements
d−2j
2j−2i
11
1 1
22
r d−2i−r
= 1l{r > d− 2j} r! (2j − 2i)!
(d− 2i)!(r − d+ 2j)! ×
PSfrag replacements
d−2j
2j−2i
1
11
1 1
1 22
r−d+2j d−2i−r
.
Indeed, one can expand the top symmetrizer as a sum 1
(d−2i)!
∑
τ over
permutations τ of d−2i elements. Only those permutations which connect
the bottom
PSfrag re lacements
1 to the top ones survive. There are r!
(r−d+2j)!
× (2j − 2i)!
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such permutations. Because of the newly introduced bottom symmetriser,
all of them give the same contribution. As a result, we have
Si,k =
d−2i∑
r=0
(
d− 2i
r
)
×1l{r > d− 2j}
(
r! (2j − 2i)!
(d− 2i)!(r − d+ 2j)!
)2
×
PSfrag replacements
d−2j
2j−2i
1
111 2222
r−d+2jr−d+2j
d−2i−r
d−2i−r
which is equal to
∑
r
1l{d− 2j 6 r 6 d− 2i} r! (2j − 2i)!
2
(d− 2i)!(d− 2i− r)!(r − d+ 2j)!2
× (−1)r−d+2j ×
PSfrag replacements
1
1 1
1 22
2 2
r−d+2j
r−d+2j d−2i−r
d−2i−r
.
After evaluating the last graphical expression, this is seen to be equal to
=
∑
r
1l{d− 2j 6 r 6 d− 2i} r! (2j − 2i)!
2
(d− 2i)!(d− 2i− r)!(r − d+ 2j)!2
×1l{d− 2i− r = r − d+ 2j} (−1)r−d (d− 2i− r)!
2
(2j − 2i)! .
Solving for r = d− i− j and tidying up the final result, we get
Si,k = (−1)i+j (d− i− j)! (2j − 2i)!
(d− 2i)! (j − i)! .
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On the other hand, ∆Q = −4 and Q(x) = 1 for the assumed specialisa-
tion, so that Si,k = (−4)j−i αi,k. Thus, we have identified the proportional-
ity constant:
αi,k =
(d− i− j)! (2j − 2i)!
4j−i (d− 2i)! (j − i)! .
Putting everything together, we obtain
p̂i =
n∑
j=0
d!2 (2d− 4j + 1)!
(2j)!(d− 2j)!2(2d− 2j + 1)! (x y)
2j
× 1l{j > i} × (d− 2i)!
2(2j)!(2d− 2j + 1)!
(2j − 2i)!(2d− 2i− 2j + 1)!d!2
× (d− i− j)! (2j − 2i)!
4j−i (d− 2i)! (j − i)! × ∆
j−i
Q ×
PSfrag replacements
Q Q
x
x y
y
d−2j d−2j
d−2j
.
We finally get the required formula after multiplying by ∆iQ, and simplifying
the result. Now (6) is an immediate consequence of (26) and Proposi-
tion 6.4. Indeed, gi = 2
dG0,i. 
7. A RECOUPLING FORMULA FOR TRANSVECTANTS
This section gives formulae for the coefficients ω which are needed to
define the systemS(d) in §2.2. However, the results proved here are sub-
stantially more general. First we recall some preliminaries on 6-j symbols,
and then calculate the renormalisation coefficient for the tetrahedron graph
(see Proposition 7.1). This calculation is then used to prove a recoupling
formula for transvectants in Theorem 7.2. Then we specialise this formula
to the case whereA andB are powers of a quadratic formQ. The resulting
coefficients are precisely the ones needed to build S(d).
7.1. Preliminaries on 6-j symbols. In what follows we assume familiarity
with the graphical formalism of [1], as well as the definitions and results
about Wigner symbols collected in [3, §7]. Let j1, j2, j3, j12, j23, J be ele-
ments in 1
2
N where (j1, j2, j12), (j2, j3, j23), (j12, j3, J) and (j1, j23, J) are
triads in the sense of [3, §7.6]. Using the notations of [1, §3], we have a
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map S2J −→ S2J given by the diagram
〈
PSfrag replacements
2j1
2j2
2j12
2j3
2J
2J
2j23 〉
CG
This map is equal to the one defined in [3, §7.7], times the combinatorial
normalisation factor
(j1 + j12 − j2)!(j2 + j12 − j1)!(j12 + J − j3)!(j3 + J − j12)!
(2j1)!(2j2)!(2j3)!(2j12)!(2j23)!(2J)!
.
Besides, the map considered in [3, §7.7] is a multiple α˜ of the identity,
where
α˜ = (−1)j1+j2+j3+J × 1
2J + 1
×
√
P2 P3
P1
×
{
j1 j2 j12
j3 J j23
}
with
P1 =(j1 + j12 − j2)! (j2 + j12 − j1)! (j12 + J − j3)! (j3 + J − j12)!,
P2 =(j1 + j23 − J)! (j1 + J − j23)! (j23 + J − j1)! (j2 + j3 − j23)!×
(j2 + j23 − j3)! (j3 + j23 − j2)! (j1 + j2 − j12)! (j12 + j3 − J)!,
P3 =(j1 + j2 + j12 + 1)! (j2 + j3 + j23 + 1)!×
(j1 + j23 + J + 1)! (j12 + j3 + J + 1)!.
Here
{
j1 j2 j12
j3 J j23
}
is the standard Wigner 6-j symbol from the quantum
theory of angular momentum. It is given by Racah’s single sum formula
(see [17, Appendix B]). If one writes
∆(a, b, c) =
√
(a+ b− c)!(a + c− b)!(b + c− a)!
(a+ b+ c+ 1)!
,
for any triad (a, b, c) of half integers, then Racah’s formula is{
j1 j2 j12
j3 J j23
}
= ∆(j1, j2, j12)∆(j2, j3, j23)∆(j1, j23, J)∆(j12, j3, J)
×
∑
n
(−1)n(n+ 1)!× [(n− j1 − j2 − j12)!)(n− j2 − j3 − j23)!
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×(n− j1 − j23 − J)!(n− j12 − j3 − J)!(j1 + j2 + j3 + J − n)!
(j2 + j12 + j23 + J − n)!(j1 + j3 + j12 + j23 − n)!]−1 .
The range of summation is over all integers n for which the arguments of
the seven factorials in the denominator are nonnegative.
The following result is an immediate corollary of [1, §3,Proposition 2].
Proposition 7.1. The Clebsch-Gordan normalisation of the tetrahedron
graph is given by the formula
〈
PSfrag replacements
2j1
2j2
2j12
2j3
2J
2j23 〉CG
= (−1)j1+j2+j3+J × VE
×
min(S1,S2,S3)∑
n=max(T1,T2,T3,T4)
(−1)n(n+ 1)!
(n− T1)!(n− T2)!(n− T3)!(n− T4)!(S1 − n)!(S2 − n)!(S3 − n)! .
Here E is the product of the factorials of the edge labels, namely,
E = (2j1)! (2j2)! (2j3)! (2j12)! (2j23)! (2J)! ,
while V is the product over vertices with edge labels 2a, 2b, 2c of the facto-
rial combination (a + b− c)!(a+ c− b)!(b+ c− a)!, i.e.,
V =(j1 + j2 − j12)!(j1 + j12 − j2)!(j2 + j12 − j1)!
× (j2 + j3 − j23)!(j2 + j23 − j3)!(j3 + j23 − j3)!
× (j1 + j23 − J)!(j1 + J − j23)!(j23 + J − j1)!
× (j12 + j3 − J)!(j12 + J − j3)!(j3 + J − j12)! ,
and
S1 = j1 + j2 + j3 + J , T1 = j1 + j2 + j12 ,
S2 = j2 + j12 + j23 + J , T2 = j2 + j3 + j23 ,
S3 = j1 + j3 + j12 + j23 , T3 = j1 + j23 + J ,
T4 = j12 + j3 + J.
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7.2. Sketch of an alternate proof. We sketch an alternate derivation of
Proposition 7.1, which uses the formula for the tetrahedral spin network
in [7, Lemma 6.3]. The quickest derivation of the latter is via the so-called
chromatic method of Penrose and Moussouris (see e.g. [12, 14, 20]).
Proposition 7.1 immediately follows from [7, Lemma 6.3] and the neg-
ative dimensionality theorem [1, Theorem 4], except for the determination
of the sign µ. From the proof of [1, Theorem 4], we know that the sign is
given by µ = µ˜ × (−1) k2 where k is total number of epsilon arrows in the
microscopic Clebsch-Gordan diagram, namely,
k =(j1 + j2 − j12) + (j2 + j3 − j23) + (j1 + j23 − J) + (j12 + j3 − J)
=2(j1 + j2 + j3 − J),
and µ˜ = (−1)C(~σ)+N(~σ)+B+(~σ) is an invariant of the choice ~σ of branching
permutations of the strands at each edge of the tetrahedron graph. Let us
choose the identity for all these permutations so that there is no crossing,
hence C(~σ) = 0. If we label the finite faces of the graph (drawn on the
plane) as in:
PSfrag replacements
α
β
γ
then it is easy to see that there can only be seven types of closed curves
present, denoted by α, β, γ, αβ, αγ, βγ and αβγ according to which union
of faces has the given curve as a boundary. Let us denote by nα, . . . , nαβγ
the number of curves present for each type. Then
N(~σ) = nα + nβ + · · ·+ nαβγ ,
and
B+(~σ) = nαB+(α) + nβB+(β) + · · ·+ nαβγB+(αβγ),
where B+(·) is number of good gate crossings for the given type of curve.
From the diagram, we can read off the following values:
B+(α) = 0, B+(β) = 1, B+(γ) = 1, B+(αβ) = 0,
B+(αγ) = 0, B+(βγ) = 1, B+(αβγ) = 0
(27)
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for clockwise direction of travel along the curves. Therefore, the exponent
of −1 in µ˜ is congruent modulo 2 to the number of curves which contain α:
nα + nαβ + nαγ + nαβγ = 2J ,
i.e., the number of strands through the edge with label 2J . Thus, the
sign which was left undetermined in [1, Theorem 4] is here given by µ =
(−1)j1+j2+j3+J .
7.3. We now prove a recoupling formula for transvectants (cf. [7, Fig. 4]).
LetA,B, C be three binary forms of respective orders a, b and c. Ler r, s
be two integers such that 0 6 r 6 min(b, c) and 0 6 s 6 min(a, b+c−2r).
Let
T1 =
r!(b− r)!(c− r)!s!(a− s)!(b+ c− 2r − s)!
(b+ c− 2r)! .
For k ∈ Z, define
T2(k) =
∑
z∈Z
1l

arguments of
factorials in
denominator are > 0
 (−1)z(z + 1)!×
[ (z − a− b+ k)!(z − b− c+ r)!(z − a− b− c+ 2r + s)!
(z − a− b− c+ r + s+ k)!(a+ b+ c− r − s− z)!
(a+ b+ c− r − k − z)!(a + 2b+ c− 2r − s− k − z)! ]−1,
and finally
θk =(−1)a+b+c+r+s T1 × 1l

k > 0, k > r + s− c
k 6 a, k 6 a+ b− r − s
k 6 b, k 6 r + s

× (a+ b− 2k + 1)! T2(k)
(a+ b− k + 1)!(a+ b+ c− r − s− k + 1)! .
Theorem 7.2. With notation as above, we have an expansion
(A, (B,C)r)s =
∑
k∈Z
θk ((A,B)k, C)r+s−k.
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PROOF. First recall from [1, Eq. 16] the macroscopic form of the Clebsch-
Gordan series
〈PSfrag replacements
m n
〉CG
=
min(m,n)∑
k=0
(
m
k
)(
n
k
)
(
m+ n− k + 1
k
) 〈
PSfrag replacements
m
m
n
n
m+n−2k
〉CG
.
(28)
Using the same trick as in [1, p. 51], we have the following variant form of
this identity:
〈PSfrag replacements
m n
〉CG
=
min(m,n)∑
k=0
(
m
k
)(
n
k
)
(
m+ n− k + 1
k
) 〈
PSfrag replacements
m
m
n
n
m+n−2k
〉CG
(29)
Now, as explained in [1, p. 22–23], one can write
(A, (B,C)r)s =
PSfrag replacements
a
b c
b+c−2r
a+b+c−2r−2s
x
A
B C
where the dotted lines indicate where (28) will next be used. The outcome
is
(A, (B,C)r)s =
min(a,b)∑
k1=0
(
a
k1
)(
b
k1
)
(
a+ b− k1 + 1
k1
) ×
PSfrag replacements
a
a
b
b
ca+b−2k1
b+c−2r
a+b+c−2r−2s
x
A B
C
=
min(a,b)∑
k1=0
(
a
k1
)(
b
k1
)
(
a+ b− k1 + 1
k1
)×min(c,a+b+c−2r−2s)∑
k2=0
(
c
k2
)(
a + b+ c− 2r − 2s
k2
)
(
a+ b+ 2c− 2r − 2s− k2 + 1
k2
)
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×
PSfrag replacements
a
a
b
b
c
c
a+b−2k1
b+c−2r
a+b+c−2r−2s
a+b+c−2r−2s
a+b+2c−2r−2s−2k2
x
A B
C
by (29). Now by the graphical Schur lemma (see [1, Proposition 2]), this
becomes
(A, (B,C)r)s =
min(a,b)∑
k1=0
(
a
k1
)(
b
k1
)
(
a+ b− k1 + 1
k1
)
×
min(c,a+b+c−2r−2s)∑
k2=0
(
c
k2
)(
a+ b+ c− 2r − 2s
k2
)
(
a+ b+ 2c− 2r − 2s− k2 + 1
k2
)
× 1
a + b− 2k1 + 1 × 1l{a + b− 2k1 = a+ b+ 2c− 2r − 2s− 2k2}
×
〈
PSfrag replacements
a b
c
a+b−2k1
b+c−2r
a+b+c−2r−2s
〉
CG
×
PSfrag replacements
a b
c
x
A B
C
a+b−2k1
a+b+c−2r−2s
.
34 QUADRATIC INVOLUTIONS
By reversing the epsilon arrows in the lower transvection vertex, we have
PSfrag replacements
a b
c
x
A B
C
a+b−2k1
a+b+c−2r−2s
= (−1)r+s−k1 × ((A,B)k1 , C)r+s−k1 .
Furthermore, by inserting the matrix identity ǫǫT = id in the strands going
through the edge with label c, we get
〈
PSfrag replacements
a b
c
a+b−2k1
b+c−2r
a+b+c−2r−2s
〉
CG
= (−1)r
〈
PSfrag replacements
a b
c
a+b−2k1
b+c−2r
a+b+c−2r−2s
〉
CG
Now evaluate the latter tetrahedral diagram using Proposition 7.1 with the
values
2j1 = a, 2j2 = b+ c− 2r, 2j3 = c,
2j12 = a+ b+ c− 2r − 2s, 2j23 = b, 2J = a+ b− 2k1.
Once the resulting expression is simplified, Theorem 7.2 follows immedi-
ately. 
7.4. The ω coefficients. Let a, b, r, s denote nonnegative integers such
that r 6 min {d, 2b}, and s 6 min {2a, 2b+d−2r}. Let∆ = −2 (Q,Q)2.
Given an arbitrary integer t in the range
max {|a+ b− r − s|, |a− b|} 6 t 6 min {a+ b+ d− r − s, a+ b},
t ≡ a + b (mod 2);
(30)
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define rational numbers P1, P2, P3 as follows.
P1 = {a! b! r! s! (d− r)! (2b− r)! (2a− s)! (2b+ d− 2r − s)!}
{(2a)! (2b)! (2b+ d− 2r)!}−1,
P2 = {(2t+ 1)! (a+ b+ t
2
)! (a+ b− t)! (a− b+ t)! (b− a+ t)!}×
{t! (a+ b+ t + 1)! (a+ b+ d− r − s+ t+ 1)! (a+ b− t
2
)!
(
a− b+ t
2
)! (
b− a + t
2
)! }−1,
and
P3 =
∑
z
(−1)z (z + 1)!×
{(z − a− b− t)! (z − 2b− d+ r)! (z − 2a− 2b− d+ 2r + s)!
(z − a− b− d+ r + s− t)! (a+ b+ d− r + t− z)!
(2a+ 2b+ d− r − s− z)! (a + 3b+ d− 2r − s+ t− z)!}−1,
where the sum is quantified over all integers z such that the arguments of
all factorials in the denominator are nonnegative. Now, let
ω(a, b; r, s; t) = (−1)d+r+s+ 12 (a+b−t) P1 P2 P3. (31)
Proposition 7.3. With notation as above, we have a formula
(Qa, (Qb, F )r)s =
∑
t
ω(a, b; r, s; t)∆
a+b−t
2 (Qt, F )r+s−a−b+t,
where the sum is quantified over (30).
PROOF. Specialize Theorem 7.2 to the caseA = Qa,B = Qb, andC = F .
The terms of the form (Qa, Qb) can be simplified using [2, Proposition 6.1],
and the result follows. 
For instance, if d = 5, then (Q5, (Q6, F )2)4 can be expanded into
95
286286
∆3 (Q5, F )0 +
575
1123122
∆2 (Q7, F )2 +
95
9438
∆ (Q9, F )4.
Lemma 7.4. In the notation of §2.2, the coefficient
α
(0)
i,i = ω(d− 2i, d− 2i, d− 2i, d− 2i, 0)
is always positive.
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It follows that the expression
∑
i
α
(0)
i,i z
2
i from (11) is positive definite.
PROOF. Apply the formula for P3 and notice that the sum over z reduces to
the single term z = 2d − 2i. This is forced by the nonnegativity of the ar-
guments of the second and fifth denominator factorials. One easily checks
that the sum is not vacuous, i.e., the other factorials have nonnegative
arguments. For the relevant z, (−1)z times the sign in (31) gives +1. 
8. PROOF OF THE MAIN THEOREM
In this section we will prove Theorem 3.2.
8.1. Picking up the thread from §6, let us use the notation Pi = L(pi)
and Ti = L(ti), for 0 6 i 6 n. We know that
{Pi : 0 6 i 6 n}, {Ti : 0 6 i 6 n}
are two linear bases for the space MSL2d , with transition matrix given by
Proposition 6.4. We now introduce a new space MSL22d where composi-
tions of maps inMSL2d will reside.
LetM2d be the space of maps
ψ : Sd × S2 −→ Sd
(F,Q) 7−→ ψ(F,Q)
which are linear in F and homogeneous of degree 2d in Q. LetMSL2d be
the subspace of equivariant maps. Composition (with respect to F ) defines
a bilinear map:
◦ : Md ×Md −→M2d
(φ, ψ) 7−→ φ ◦ ψ
where
(φ ◦ ψ) (F,Q) = φ(ψ(F,Q), Q) .
Clearly, this restricts to a bilinear mapMSL2d ×MSL2d −→MSL22d . Note that
there is a distinguished element ID in MSL22d given by ID(F,Q) = ∆dQ F .
We will show that the system S(d) is equivalent to solving the equation
ψ ◦ ψ = ID
inMSL2d . This will involve the interplay of several bases for the two spaces
MSL2d andMSL22d .
Lemma 8.1. dimMSL22d = n+ 1.
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PROOF. Proceeding as in Lemma 6.1, one can write:
M2d = Hom (S2d(S∨2 )⊗ Sd, Sd)
= S2d(S2)⊗ Sd ⊗ Sd
= S2(S2d)⊗ Sd ⊗ Sd
=
(
d⊕
i=0
S4d−4i
)
⊗ Sd ⊗ Sd
as SL2-representations. Therefore,
MSL22d =
d⊕
i=0
(S4d−4i ⊗ Sd ⊗ Sd)SL2 ,
where each summand either vanishes or has dimension 1. The nonvanish-
ing condition is the triangle inequality 4d−4i 6 2d. The latter is equivalent
to d− n 6 i 6 d, which holds for exactly n+ 1 values of i. 
8.2. We now introduce a first ‘parallel’ basis {P˜i : 0 6 i 6 n} forMSL22d .
By definition, P˜i is the map
(F,Q) 7−→ ∆d−iQ ×
PSfrag replacements
F
2i
d−2i
QQ
x xxx
.
Lemma 8.2. The collection {P˜i : 0 6 i 6 n} is indeed a linear basis for
MSL22d .
PROOF. It is enough to show linear independence. Suppose there is a
linear relation
∑n
i=0 µi P˜i = 0. Specialize to Q = x21 + x22, and then set
x1 = 1, x2 = 0. We get
n∑
i=0
µi P˜i(F,Q) =
n∑
i=0
µi (−4)d−i a2i = 0,
where the a’s are the coefficients of F in Cayley’s notation. For generic F
these coefficients are independent, and therefore the µ’s must vanish. 
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8.3. We now introduce a new collection {T˜i : 0 6 i 6 n} of elements in
MSL22d defined using transvection. For any i, F and Q, let
T˜i(F,Q) = ∆d−iQ (Q2i, F )2i .
Lemma 8.3. The collection {T˜i : 0 6 i 6 n} is also a linear basis for
MSL22d .
PROOF. Assume that there is a linear relation
∑n
i=0 µiT˜i = 0. Then we
have identically in F , Q and x:
n∑
i=0
µi∆
d−i
Q ×
PSfrag replacements
2i
2i F
x
xxx
Q
Q
= 0.
Now specialize F to F (x) = (x y)d, and write Q as a product of linear
forms Q(x) = ax bx. Then ∆Q = (a b)
2, and hence
n∑
i=0
µi∆
d−i
Q ×
PSfrag replacements
2i
2i F
x
xxx
Q
Q
is equal to
(−1)d
n∑
i=0
µi ×
PSfrag replacements
x x yy
aa bb
2d2d
4i
dd d−2i
2d−2i .
Differentiating out the variables a, b, x and y, we get the diagrammatic
identity
n∑
i=0
µi ×
PSfrag replacements
2d2d
4i
dd d−2i
2d−2i
= 0
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which holds for any choice of the 6d external leg indices in {1, 2}. Choose
any j in the range 0 6 j 6 n. Contract on top with
PSfrag replacements 11
4j
2d2d 2d−2j
and on the bottom with the same diagram upside down and 2d replaced
by d. Using the orthogonality relation [1, Eq. 13] twice, we see that the
sum reduces to the single term with i = j, which gives µj times a nonzero
coefficient. This extraction procedure shows that all µ’s must vanish. 
There are several other ways to prove the last lemma. For instance, an-
other possibility is to invoke Gordan’s result to the effect that a joint covari-
ant in F andQ (such as T˜i) is a linear combination of iterated transvectants
of the form
(Q, · · · (Q, (Q,F )k1)k2 · · · )kd .
If we use Proposition 7.3 repeatedly while keeping track of the degrees,
then it follows that the T˜i spanMSL22d .
Proposition 8.4. The systemS(d) is equivalent to saying that the element
ψ =
∑n
i=0 zi Ti ofMSL2d satisfies ψ ◦ ψ = ID.
PROOF. By bilinearity,
ψ ◦ ψ =
∑
06i,j6n
zi zj Ti ◦ Tj ,
and from the calculation in §2.2,
Ti ◦ Tj =
n∑
k=0
α
(2k)
i,j T˜k .
Therefore, S(d) is equivalent to saying that the coordinates of ψ ◦ ψ with
respect to the basis {T˜k : 0 6 k 6 n} are 1, 0, . . . , 0. Since ID = T˜0, the
claim follows. 
8.4. We will now solve the system via the introduction of more convenient
bases O and O˜ for both spaces involved. The basic identity we will need
is
(Qǫ)2 =
∆Q
4
Id (32)
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for the 2× 2 matrices
Q =
(
q0 q1
q1 q2
)
and ǫ =
(
0 1
−1 0
)
.
Identity (32) is simply Cramer’s rule for the matrix Q. For any given qua-
dratic Q with complex coefficients let us make a choice of square root√
∆Q. (How this choice varies with Q will be irrelevant to the following
discussion.) This allows us to factor the matrix equation (32) as
M+M− = M−M+ = 0, (33)
where
M± =
√
∆Q
2
±Qǫ .
Note that we have equations
M2+ =
√
∆QM+ and M
2
− =
√
∆QM− .
We will use the graphical notation
PSfrag replacements
i j+ = (M+)ij
and likewise for M−. For any i in the range 0 6 i 6 d, define the binary
form
Ni(F,Q) =
PSfrag replacements
F
−−++
i
x xxx
d−i
. (34)
The key observation is the following.
Lemma 8.5. For a fixed Q, the N can be seen as linear operators on
binary forms F of order d, which satisfy the relation
NiNj = δij(d
i
) ∆ d2QNi .
PROOF. Indeed,
Ni(Nj(F,Q), Q) =
PSfrag replacements
F
−−
−−
++
++
i
x xxx
d−i
j d−j
.
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When expanding the symmetriser, we see that because of (33), anM+ can
only contract to an M+, and likewise for M−. This forces i = j, and the
binomial accounts for the probability of having the branching permutation
connect things properly, i.e., the M+ with the M+ and the M− with the
M−. 
8.5. Now let, for 0 6 i 6 n,
Oi(F,Q) = Ni(F,Q) + (−1)dNd−i(F,Q) . (35)
We will show that the latter expression only features even powers of
√
∆Q,
and therefore gives well defined elements inMSL2d .
If one expands the sums giving the M± matrices within the graphical
formula (34), then one obtains
Ni(F,Q) =
i∑
p=0
d−i∑
q=0
(
i
p
)(
d− i
q
)
(−1)q ∆
d−p−q
2
Q
2d−p−q
×
PSfrag replacements
F
p+q
d−p−q
QQ
x xxx
. (36)
Writing the same expansion forNd−i(F,Q) with p and q exchanged, and
adding the two contributions, we find that
Oi(F,Q) =
i∑
p=0
d−i∑
q=0
(
i
p
)(
d− i
q
)
((−1)q + (−1)p+d) ∆
d−p−q
2
Q
2d−p−q
×
PSfrag replacements
F
p+q
d−p−q
QQ
x xxx
.
However, letting s = p + q, we see that (−1)q + (−1)p+d vanishes
unless d − s is even. As a result, introducing a new index j for d−s
2
, after
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simplification we get
Oi(F,Q) =
n∑
j=0
oi,j Pj(F,Q), (37)
with
oi,j =
1
22j−1
i∑
p=0
d−i∑
q=0
(
i
p
)(
d− i
q
)
1l{p+ q = d− 2j} (−1)q . (38)
We can now use (37) and (38) as the definition of the collection {Oi :
0 6 i 6 n} in MSL2d , and regard the earlier (35) simply as a convenient
representation which involves a choice of
√
∆Q, yet yields an outcome
which is independent of that choice.
Lemma 8.6. The collection {Oi : 0 6 i 6 n} is a linear basis ofMSL2d .
PROOF. It is enough to show that it generates the Pi. We will also write the
explicit transition matrix. For nonsingular Q, one can write the 2× 2 matrix
identities
Id =
M+ +M−√
∆Q
, Qǫ =
M+ −M−
2
,
and then expand the corresponding sums in the graphical representation
(25) of Pi as we did earlier for N . We get
Pi(F,Q) = 1
2d−2i
d−2i∑
p=0
2i∑
q=0
(
d− 2i
p
)(
2i
q
)
(−1)pNd−p−q(F,Q).
Rewrite this as
Pi(F,Q) =
d∑
l=0
Γi,lNl(F,Q), (39)
where
Γi,l =
1
2d−2i
d−2i∑
p=0
2i∑
q=0
(
d− 2i
p
)(
2i
q
)
(−1)p 1l{d− p− q = l}. (40)
Now write the same formula for Γi,d−l, and make a change of indices p→
d− 2i− p and q → 2i− q. This gives the relation
Γi,d−l = (−1)d Γi,l .
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Hence, one can fold the long sum (39) into the shorter one
Pi(F,Q) =
n∑
l=0
ml Γi,l Ol(F,Q),
whereml has been defined as in §3.2. 
8.6. We now define a new collection of elements {O˜i : 0 6 i 6 n} of
elements in the target spaceMSL22d . As before, let
O˜i(F,Q) = ∆
d
2
QNi(F,Q) + ∆
d
2
QNd−i(F,Q). (41)
Now use the expansion (36) on both terms, exchanging the role of p and q
in the second term. This produces the factor
(−1)q + (−1)p = 2(−1)q 1l{p+ q even},
which forces the featured powers of
√
∆Q to be even. Therefore,
O˜i(F,Q) =
n∑
j=0
Θi,j P˜j(F,Q)
where
Θi,j = 2 ×
i∑
p=0
d−i∑
q=0
(
i
p
)(
d− i
q
)
(−1)q 1l{p+ q = d− 2j} .
This shows that the collection O˜ is well defined inMSL22d .
Lemma 8.7. The collection {O˜i : 0 6 i 6 n} is a linear basis ofMSL22d .
PROOF. We proceed as in the proof of Lemma 8.6. Using the expansion of
the sums for the matrices Id and Qǫ in terms ofM+ and M−, we have
P˜i(F,Q) =
d∑
l=0
Υi,l∆
d
2
QNl(F,Q), (0 6 i 6 n),
where
Υi,l =
1
22i
×
2i∑
p=0
d−2i∑
q=0
(
2i
p
)(
d− 2i
q
)
(−1)p 1l{d− p− q = l}.
Again, the change of indices p → 2i − p and q → d − 2i − q shows the
relation Υi,l = Υi,d−l. As a result, one has the ‘folded’ sum representation
P˜i =
n∑
l=0
ml Υi,l O˜l, (42)
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and the O˜ spanMSL22d . 
Proposition 8.8. For 0 6 i, j 6 n, we have
Oi ◦ Oj = δij
mi
(
d
i
) O˜i .
PROOF. With obvious notations,
Oi ◦ Oj = NiNj + (−1)dNiNd−j + (−1)dNd−iNj +Nd−iNd−j .
Now apply Lemma 8.5 and use (41), bearing in mind that i, j range from
0 to n = ⌊d
2
⌋. Indeed, i cannot equal d − j and vice versa, except when
i = j = n = d
2
, which requires d to be even. This accounts for the
discrepancy factor mi. 
8.7. We now solve the system in the O, O˜ bases. An element ψ =∑n
l=0 ρlOl of MSL2d satisfies ψ ◦ ψ = ID, if and only if there exists an
initial segment (s0, . . . , sn) of a sign sequence s, such that
ρl = slml
(
d
l
)
for all l in the range 0 6 l 6 n. Indeed, on the one hand, by Proposi-
tion 8.8,
ψ ◦ ψ =
n∑
l=0
ρ2l
ml
(
d
l
) O˜l .
On the other hand,
ID = P˜0 =
n∑
l=0
ml Υ0,l O˜l =
n∑
l=0
ml
(
d
l
)
O˜l ,
by (42) and the formula for Υ. Note that for given F andQ one can ‘unfold’
the expression of such a solution ψ as
ψ(F,Q) =
d∑
l=0
sl
(
d
l
)
Nl(F,Q), (43)
where we have used the full sign sequence s, as in Definition 3.1.
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8.8. We now derive the formula for the involutors z. This is a simple
change of basis calculation. For a sign sequence s, the corresponding
solution ψ can be written
ψ =
n∑
l=0
slml
(
d
l
)
Ol =
n∑
l=0
n∑
e=0
ol,ePe,
by (37). Thus,
ψ =
n∑
l=0
n∑
e=0
n∑
i=e
ol,eGe,i Ti
by Proposition 6.4. Finally, if we extract the coefficient zi of Ti, use our
formulae for the o and G transition matrices and simplify, then we get the
required the expression for z(s) in §3.2. This completes the proof of The-
orem 3.2. 
9. REMAINING COMPUTATIONS
It only remains to prove Proposition 3.3 and Theorem 4.1.
9.1. Special sign sequences. The geometric involutor σQ corresponds
to the element 2dP0 inMSL2d . Therefore, by the proof of Lemma 8.6,
σQ(F ) = 2
d
n∑
l=0
ml Γ0,lOl(F,Q),
which reduces to
σQ(F ) =
n∑
l=0
ml (−1)d−l
(
d
l
)
Ol(F,Q),
by (40). Hence the corresponding sign sequence is γ, as defined in §3.
Now assume d = 2n is even. Then the improper involutor (0, . . . , 0, 1)
corresponds to the element Tn = Pn in MSL2d . Using the explicit change
of basis formulae in the proof of Lemma 8.6, we find that
Pn =
n∑
l=0
ml Γn,lOl =
n∑
l=0
ml
(
d
l
)
Ol .
Hence, the corresponding sign sequence is (+, . . . ,+). This concludes
the proof of Proposition 3.3. 
46 QUADRATIC INVOLUTIONS
9.2. Canonical forms. We now prove Theorem 4.1. Let z denote the
involutor corresponding to a sign sequence s. Using (43), we have
σQ,z(F ) =
d∑
i=0
si
(
d
i
)
Ni(F,Q).
Let us specialize to Q = x1 x2, and choose
√
∆Q = 1. Then
M+ =
(
0 0
0 1
)
and M− =
(
1 0
0 0
)
.
Therefore,
Ni(F,Q) =
PSfrag replacements
F
i d−i
1 1
112
2 2
2
x x xx
= ai x
d−i
1 x
i
2,
where F = (a0, . . . , ad)(x1, x2). If d is even, then (14) is equivalent to
(s0 a0, . . . , sd ad)(x1, x2)
d = F .
Whereas, if d is odd then (14) is equivalent to G+G− = 0, where
G± = (s0 a0, . . . , sd ad)(x1, x2)
d ± F .
This concludes the proof of Theorem 4.1. 
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