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Abstract. We study 1+1 field-generalizations of the rational and elliptic Gaudin models.
For sl(N) case we introduce equations of motion and L-A pair with spectral parameter on
the Riemann sphere and elliptic curve. In sl(2) case we study the equations in detail and find
the corresponding Hamiltonian densities. The n-site model describes n interacting Landau–
Lifshitz models of magnets. The interaction depends on position of the sites (marked points
on the curve). We also analyze the 2-site case in its own right and describe its relation to
the principal chiral model. We emphasize that 1+1 version impose a restriction on a choice
of flows on the level of the corresponding 0+1 classical mechanics.
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1 Introduction
Gaudin model (or Gaudin magnet) was introduced by M. Gaudin [1] as a quasiclassical limit
of spin-1/2 chain and was studied via the Bethe ansatz [2, 3]. Let us start with a general
rational model underlying Gaudin magnets. The classical rational Gaudin model is defined by
the following quadratic Hamiltonians:
Ha = −1
2
∑
c 6=a
〈SaSc〉
za − zc , a = 1, . . . , n, (1.1)
where Sa ∈ sl(2,C), {z1, . . . , zn} ∈ CP1 are marked points and 〈 〉 denotes the trace.
From the point of view of the Lax pair the model is described by a general Lax matrix which
is a sl(N,C)-valued function L(z) on CP1\{z1, . . . , zn} with simple poles at {z1, . . . , zn} and
some given residues ReszaL(z) = S
a ∈ sl(N,C):
L(z) =
n∑
a=1
Sa
z − za . (1.2)
The generating function of the Hamiltonians is
1
2
〈L2(z)〉 = 1
2
n∑
a=1
〈(Sa)2〉
(z − za)2 +
∑
a6=b
1
z − za
〈SaSb〉
za − zb . (1.3)
The first sum in (1.3) shows that the eigenvalues λa of S
a are the constant C-numbers. Thus,
the phase space is a direct product1 of the coadjoint orbits by SL(N,C) action: M = O1×
1In fact, there is coadjoint action of SL(N,C) on M which provides the constraint
∑
a S
a = 0 with some
fixation of SL(N,C) action. Then one can make a reduction M → M//SL(N,C). But we do not go into details
of this reduction here. In [4, 5] the examples of the reduction for the Painleve´ VI equation are discussed. The
r-matrix of the reduced models satisfies the reflection equations. Thus, the models live on the boundaries of the
finite lattices.
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· · · × On. This phase space is naturally equipped with a linear Poisson–Lie structure:
{Saα, Sbβ} = δab
∑
γ
CγαβS
a
γ , (1.4)
where Saα are coefficients in some basis {Tα}: Sa =
∑
α
SaαTα and C
γ
αβ are the structure constants
of sl(N,C) in this basis. The natural basis is described in the appendix. The Hamiltonians (1.1)
in sl(N,C) case are replaced by
Ha = − 1
N
∑
c 6=a
〈SaSc〉
za − zc , a = 1, . . . , n. (1.5)
The dynamics with respect to the Hamiltonians (1.5) is given by the following equations2:
∂taS
a = {Ha, Sa} = −
∑
c 6=a
[Sa, Sc]
za − zc ,
∂taS
b = {Ha, Sb} = [S
a, Sb]
za − zb for a 6= b.
These equations of motion can be represented in the Lax form
∂taL = [L,Ma] (1.6)
with the Lax pair
L(z) =
n∑
c=1
Sc
z − zc , Ma(z) =
Sa
z − za .
In such a generality the model was studied many times. For example, the non-autonomous
version corresponds to the Schlesinger system of the isomonodromic deformations on a sphere.
It was studied a hundred years ago [6].
In the elliptic case [7] the Lax matrix (1.2) is replaced by
L(z) =
n∑
a=1
∑
α
Saαϕα(z − za)Tα, (1.7)
where z ∈ Στ is a coordinate on an elliptic curve Στ with moduli τ . Basis {Tα} and the
corresponding Poisson structure is defined in (B.4). Functions ϕα(z − za) (B.10) form a basis
in Γ(EndV,Στ ) with a simple pole at za for some fixed holomorphic vector bundle V of degree
one. The Poisson structure (1.4) for the structure constants (B.7) is related to the existence of
the r-matrix of the Belavin–Drinfel’d type [8]. The quadratic Poisson structure can be defined
by the same r-matrix [9].
Most of problems natural for integrable systems have been studied for the Gaudin model
as well. Among them the separation of variables [10], relations to monodromy preserving and
Knizhnik–Zamolodchikov equations [11], quantum quadratic algebras and bihamiltonian struc-
tures [12], time-discrete versions [13], quantization [14] and Langlands duality [15]. It should be
mentioned that the elliptic Gaudin model was originally defined by B. Enriquez and V. Rub-
tsov [16] as an example of the Hitchin-type system [17]. “Dynamical” case was considered first
by A. Gorsky and N. Nekrasov [18]. That case corresponded to degree zero vector bundle V
(that is to nontrivial moduli space of bundles) or to the “spin” extensions of the Calogero model.
2Here we imply some choice of the normalization by the Killing form 〈 〉, see also (B.6).
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In [19] it was shown that the top-like models and Calogero-type models are related by means of
the modification procedure (the later changes the degree of V ). In this respect, the models are
equivalent.
Consideration of particular cases and different types of reductions leads to relations between
Gaudin model and a number of known integrable systems such as interacting tops [20], Painle-
ve´ VI equation and Zhukovsky–Volterra gyrostat [4], Neumann system [21].
With the advent of the inverse scattering method the Lax equations or the zero-curvature
equations [22] (with spectral parameter) became a main tool for investigation of nonlinear equa-
tions [23, 24]. Different applications and classifications can be found in [25]. In this paper we are
predominantly interested in the Landau–Lifshitz equation [26] (which describes the continuous
limit of the XYZ model [27, 28]) and the principal chiral model [29, 30].
In [19] a general scheme was suggested for constructing 1 + 1 (or field) generalizations of the
Gaudin-type models as typical examples of the Hitchin systems. As a by-product of this work
the field generalization of the elliptic Calogero model was obtained3 and its equivalence to the
Landau–Lifshitz equation was shown in terms of the special singular gauge transformations.
The purpose of the paper is to present explicit L-A pairs for 1 + 1 Gaudin model, to pro-
pose corresponding Hamiltonian description and to find out relationships between the obtained
equations and some known models such as the Heisenberg Model, the Landau–Lifshitz equation
and the principal chiral model.
In 1+1 models the Lax equations (1.6) are replaced by the zero-curvature (or Zakharov–
Shabat) equations:
∂taL− ∂xMa = [L,Ma],
where L and Ma do not coincide (in general) with those from (1.6). It was shown in [19] how to
construct 1+1 version of L-operator. In particular, L keeps the same form as in (0+1) version
of the Hitchin systems corresponding to holomorphic vector bundles of degree 1. This class
of systems is under our consideration in this paper. A general scheme [32] allows to obtain
densities of the conserved quantities (Hamiltonians). However, there is a technical problem
of finding corresponding M -operators. Unfortunately, there is no practical way to get them
explicitly. For example, in [19] the nontrivial M -operator for the field version of Calogero model
was obtained by some ansatz. In the same manner M -operators were obtained in [27, 30] for
the Landau–Lifshitz and the Principal Chiral Models correspondingly. The inverse problem (to
find mechanical L and M from known field versions) is an easy task – one should put to zero all
derivatives with respect to the loop variable x. In this respect, there is a correspondence between
field flows and some choice of flows (M -operators) on the level of classical mechanics. It will be
shown that the first flows of 1+1 Gaudin hierarchy correspond to “conventional” description of
flows in the Gaudin mechanics while the second flows arise naturally from some “reformulated”
version. The later appears as some linear combination of the “conventional” Gaudin flows.
The paper is organized as follows: in Section 2 we give a standard description of the Gaudin
model and its flows Ma (Proposition 2.1). Then the “reformulated” version is suggested in
the form of linear combinations of {Ma} (Proposition 2.2). In Section 3 we discuss the field
generalization and find the first (Proposition 3.1) and the second (Proposition 3.2) flows of
the 1+1 Gaudin hierarchy. Among other things, we consider a special case of the first flows
corresponding to the principal chiral model in detail. In Section 4 sl(2,C) case is considered
(rational – Subsection 4.1 and elliptic – Subsection 4.2) and the Hamiltonian description is
obtained. First, we get general formulae for the densities of Hamiltonians via local decomposition
for the first (Lemma 4.1) and the second (Lemma 4.2) flows. Secondly, we evaluate these
densities for 1+1 rational and elliptic sl(2,C) Gaudin model and reproduce previously obtained
equations of motion (Theorem 4.1).
3This result was first obtained by I. Krichever in [31].
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The results of the paper can be briefly summarized as follows:
(0+1) mechanics:
Gaudin flows {Ha}
Gaudin flows {H˜a}
(“reformulated version”)
(1+1) field version:
1st flows {Ha,1}
2nd flows {Ha,2}
type of models:
n-site generalization of
principal chiral model
interacting models of
Landau–Lifshitz type
The first flows are described by the following equations:
∂taS
a − k∂xSa = −
∑
c 6=a
[Sa, ϕˆac(S
c)],
∂taS
b = [Sb, ϕˆba(S
a)].
In “2-site” case and rational limit these are the equations of the principal chiral model:
∂tl1 − k∂xl0 + 2
z1 − z2 [l1, l0] = 0,
∂tl0 − k∂xl1 = 0
with l0 = S
1 + S2 and l1 = S
1 − S2.
The equations for the second flows are of the form (here we put sl(2,C) case and sl(N,C) is
considered below):
∂t˜aS
a − k∂xηa = [Sa, ℘ˆ(Sa)] +
∑
c 6=a
[ηa, ϕˆca(S
c)]− [Fˆca(Sc), Sa],
∂t˜aS
b = [ϕˆab(η
a), Sb] + [Sb, Fˆba(S
a)], (1.8)
where ηa = − k
4λ2a
[Sa, Sax] +
∑
c 6=a
ϕˆac(S
c). Note that in “1-site” case n = 1 the first one equation
in (1.8) is the Landau–Lifshitz equation (for t1 = t):
∂tS +
k2
4λ2
[S, Sxx] = [S, ℘ˆ(S)].
2 sl(N,C) elliptic Gaudin model
2.1 Standard description
The phase space of the Gaudin model is a direct product of orbits O1×· · ·×On by the coadjoint
action of SL(N,C)). The coordinates {Scα} on each orbit Sc ∈ Oc are chosen to be dual to the
basis {Tα} of the Lie algebra sl(N,C). The later basis {Tα} is built as the projective representa-
tion of (Z/NZ⊕ Z/NZ) in GL(N,C) (see (B.4)). The corresponding structure constants (B.7)
provides the Poisson–Lie brackets:
{Saα, Sbβ} = δabcα,βSα+β. (2.1)
Let us introduce now the Lax matrix defined on the elliptic curve Στ = C/(Z + τZ) with
modular parameter τ (Im(τ) > 0):
L(z) =
n∑
c=1
∑
α∈Γ′
ScαTαϕα(z − zc), (2.2)
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where Γ′N = Z˜
(2)
N (see (B.3)) and functions {ϕα(z − zc)} form the basis in the space of sections
Γ(EndV,Στ ) with simple poles at {zc}, c = 1, . . . , n for the holomorphic vector bundle V of
degree one associated with the principle GL(N,C)-bundle over Στ . In fact the Lax matrix is
fixed by the quasiperiodic properties with (B.1), (B.2):
L(z + 1) = QL(z)Q−1, L(z + τ) = ΛL(z)Λ−1
and residues ReszaL(z) = S
a.
The invariants of the Lax matrix generate commuting Hamiltonians4
1
2N
〈L2(z)〉 =
n∑
c=1
(H2,c℘(z − zc)−H1,cE1(z − zc))−H0,
where H2,c =
1
2N 〈(Sc)2〉 = 12
∑
α∈Γ′N
ScαS
c−α are the Casimir functions corresponding to the or-
bits Oc and the Hamiltonians are:
H1,a = − 1
N
∑
c 6=a
〈Saϕˆac(Sc)〉 = −
∑
c 6=a
∑
α∈Γ′N
Sa−αS
c
αϕα(za − zc), (2.3)
H0 =
1
2N
∑
c
〈Sc℘ˆ(Sc)〉 − 1
2N
∑
b6=c
〈Sbfˆbc(Sc)〉
=
1
2
∑
c
∑
α∈Γ′N
Sc−αS
c
α℘(ωα)−
1
2
∑
b 6=c
∑
α∈Γ′N
Sb−αS
c
αfα(zb − zc), (2.4)
where we use the following notations: ℘(ωγ) is defined in (B.8), functions ϕγ(z) and fγ(z)
in (B.10), (B.11). We also define the linear operators:
℘ˆ : Sα → Sα℘(ωα), ϕˆab : Sα → Sαϕα(za − zb), fˆab : Sα → Sαfα(za − zb).
In the following we also use Eˆ1 : Sα → SαE1(ωα). Note that
ϕˆ∗ab = −ϕˆba (2.5)
in the sense that 〈Saϕˆab(Sb)〉 = −〈Sbϕˆba(Sa)〉 due to (A.6). Similarly, fˆ∗ab = fˆba, ℘ˆ∗ = ℘ˆ and
Eˆ∗1 = −Eˆ1.
The commutativity of the Hamiltonians with respect to (2.1) follows from the underlying
linear r-matrix structure of the Belavin–Drinfel’d type: rBD12 (z, w) =
∑
α∈Γ′
ϕα(z−w)Tα⊗T−α [8].
Note also that the Hamiltonians H1,a are not independent:
n∑
a=1
H1,a = − 1
N
n∑
a=1
∑
c 6=a
〈Saϕˆac(Sc)〉 (2.5)= 0.
The appropriate number of independent Hamiltonians is achieved by taking into account H0
and all higher Hamiltonians.
Let us write down equations of motion with respect to the Hamiltonians (2.3), (2.4):
∂taS
a = {H1,a, Sa} = −
∑
c6=a
[Sa, ϕˆac(S
c)], (2.6)
∂taS
b = {H1,a, Sb} = [Sb, ϕˆba(Sa)], (2.7)
∂t0S
a = {H0, Sa} = [Sa, ℘ˆ(Sa)]−
∑
c 6=a
[Sa, fˆac(S
c)]. (2.8)
4Note that we use both the Eisenstein and the Weierstrass functions. They are simply related (A.3), (A.4).
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Proposition 2.1. The equations of motion (2.6)–(2.8) can be presented in the Lax form (1.6)
with the Lax matrix L(z) defined in (2.2) and M -matrices given as follows:
Ma =
∑
α∈Γ′N
SaαTαϕα(z − za), (2.9)
M0 = −
n∑
b=1
∑
γ∈Γ′N
SbγTγfγ(z − zb). (2.10)
Proof. The proof is direct. It is based on the usage of (B.16)–(B.20).
Let us prove identity (B.20) which is the most nontrivial here. For a generic point w ∈ Στ
consider maγ(z, w) = ϕγ(z − w)ϕγ(w − za):
maγ
(B.19)
= ϕγ(z − za)(E1(z − w) + E1(w − za) + E1(ωγ)− E1(ωγ + z − za))
= ϕγ(z − za)(E1(z − w) + E1(w − za))− fγ(z − za).
Combining (B.16) and (B.19) which are implied to be known we have:
ϕβ(z − zc)maγ = (ϕβ(z − zc)ϕγ(z − w))ϕγ(w − za)
(B.16)
= ϕβ(w − zc)(ϕβ+γ(z − w)ϕγ(w − za)) + ϕβ+γ(z − zc)(ϕγ(zc − w)ϕγ(w − za))
(B.16),(B.19)
= ϕβ(w − zc)ϕβ+γ(z − za)ϕ−β(w − za) + ϕβ(w − zc)ϕγ(z − za)ϕβ(z − w)
+ ϕβ+γ(z − zc)ϕγ(zc − za)(E1(zc − w) + E1(w − za) + E1(ωγ)− E1(ωγ + zc − za))
(B.19)
= ϕγ(z − za)mcβ − ϕβ+γ(z − za)ϕβ(za − zc)(E1(w − zc) + E1(za − w) + E1(ωβ)
− E1(ωβ + za − zc)) + ϕβ+γ(z − zc)ϕγ(zc − za)(E1(zc − w) + E1(w − za) + E1(ωγ)
− E1(ωγ + zc − za))
= ϕγ(z − za)mcβ − ϕβ+γ(z − zc)fγ(zc − za) + ϕβ+γ(z − za)fβ(za − zc)
+ (E1(zc − w) + E1(w − za))(ϕβ+γ(z − zc)ϕγ(zc − za) + ϕβ+γ(z − za)ϕβ(za − zc))
(B.16)
= ϕγ(z − za)mcβ − ϕβ+γ(z − zc)fγ(zc − za) + ϕβ+γ(z − za)fβ(za − zc)
+ (E1(zc − w) + E1(w − za))ϕγ(z − za)ϕβ(z − zc).
This ends the proof of (B.20). 
2.2 Useful reformulation
In this subsection we rewrite the equations of motion in a form which will be convenient for 1+1
generalization. First, consider the following expressions for a = 1, . . . , n:∑
γ∈Γ′N
Tγϕγ(z − za)
∑
c 6=a
Scγϕγ(za − zc)
(B.19)
=
∑
γ∈Γ′N
Tγ
∑
c 6=a
Scγϕγ(z − zc)(E1(z − za) + E1(za − zc) + E1(ωγ)− E1(z − zc + ωγ))
= E1(z − za)(L−Ma) +
∑
c6=a
McE1(za − zc) +M0 +
∑
γ∈Γ′N
TγS
a
γfγ(z − za)
= E1(z − za)L+
∑
c 6=a
McE1(za − zc) +M0 −
∑
γ∈Γ′N
TγS
a
γFγ(z − za). (2.11)
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Then let us define new M -matrices in the following way:
M˜a =
∑
γ∈Γ′N
TγS
a
γFγ(z − za) +
∑
γ∈Γ′N
Tγη
′a
γ ϕγ(z − za), a = 1, . . . , n,
where
η′a =
∑
c 6=a
TγS
c
γϕγ(za − zc) =
∑
c6=a
M c(za) = Resz=za
(
1
z − zaL(z)
)
. (2.12)
From (2.11) we can see that the new M -matrices are the linear combinations of (2.9), (2.10):
M˜a = E1(z − za)L+
∑
c 6=a
McE1(za − zc) +M0.
Then the Lax equations yield
∂t˜aL =
L,∑
c 6=a
McE1(za − zc) +M0
 = ∑
c 6=a
E1(za − zc)∂tcL+ ∂t0L
and the equations of motion are:
∂t˜aS
a =
∑
c6=a
E1(za − zc)∂tcSa + ∂t0Sa
(2.6)−(2.8)
=
∑
c 6=a
[Sa, E1(za − zc)ϕˆac(Sc)− fˆac(Sc)] + [Sa, ℘ˆ(Sa)]
while for b 6= a:
∂t˜aS
b = ∂tbS
bE1(za − zb) +
∑
c 6=a,b
∂tcS
bE1(za − zc) + ∂t0Sb = [Sb, ℘ˆSb]
− E1(za − zb)
∑
c 6=b
[Sb, ϕˆbc(S
c)] +
∑
c 6=a,b
E1(za − zc)[Sb, ϕˆbc(Sc)]−
∑
c 6=b
[Sb, fˆbc(S
c)]
= [Sb, ℘ˆ(Sb) + E1(zb − za)ϕˆba(Sa)− fˆba(Sa)]
+
∑
c 6=a,b
[Sb, (E1(zb − za) + E1(za − zc))ϕˆbc(Sc)− fˆbc(Sc)].
Finally, we have
∂t˜aS
a = [Sa, ℘ˆSa] +
∑
c6=a
[Sa, Fˆac(S
c)],
∂t˜aS
b = [Sb, ℘ˆSb] + [Sb, Fˆba(S
a)] +
∑
c 6=a,b
[Sb, ϕˆba(ϕˆac(S
c))]
=
∑
c 6=a
[Sb, ϕˆba(ϕˆac(S
c))] + [Sb, Fˆba(S
a)] = [Sb, ϕˆba(η
′a)] + [Sb, Fˆba(Sa)].
The corresponding Hamiltonians are obtained in the same way:
H0 +
∑
c6=a
E1(za − zc)Hc = 1
2N
∑
c
〈Sc℘ˆSc〉 − 1
2N
∑
b 6=c
〈Scfˆcb(Sb)〉
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− 1
N
∑
c 6=a
E1(za − zc)
∑
b6=c
〈Scϕˆcb(Sb)〉 = 1
2N
∑
c
〈Sc℘ˆSc〉 − 1
2N
∑
b,c 6=a, b 6=c
〈Scfˆcb(Sb)〉
− 1
N
∑
c 6=a
〈Safˆac(Sc)〉 − 1
2N
∑
b,c 6=a, b 6=c
(E1(za − zc)− E1(za − zb))〈Scϕˆcb(Sb)〉
− 1
N
∑
c 6=a
E1(za − zc)〈Scϕˆca(Sa)〉
=
1
2N
∑
c
〈Sc℘ˆSc〉+ 1
N
∑
c 6=a
〈SaFˆac(Sc)〉+ 1
2N
∑
b,c 6=a, b 6=c
〈Scϕˆca(ϕˆab(Sb))〉. (2.13)
The last one term equals:
1
2N
∑
b,c 6=a, b 6=c
〈Scϕˆca(ϕˆab(Sb))〉 = 1
2N
∑
b,c6=a
〈Scϕˆca(ϕˆab(Sb))〉 − 1
2N
∑
c 6=a
〈Scϕˆca(ϕˆac(Sc))〉
=
1
2N
∑
b,c 6=a
〈Scϕˆca(ϕˆab(Sb))〉 − 1
2N
∑
c 6=a
〈Sc℘ˆ(Sc)〉+ 1
2N
∑
c 6=a
〈ScSc〉℘(za − zc). (2.14)
From (2.13), (2.14) we conclude that the Hamiltonians for the reformulated version of the Gaudin
model are of the form:
H˜a =
1
2N
〈Sa℘ˆSa〉+ 1
N
∑
c 6=a
〈SaFˆac(Sc)〉+ 1
2N
∑
b,c6=a
〈Scϕˆca(ϕˆab(Sb))〉, a = 1, . . . , n
or
H˜a =
1
2N
∑
c
〈Sc℘ˆSc〉+ 1
N
∑
c 6=a
〈SaFˆac(Sc)〉+ 1
2N
∑
b,c 6=a,
b 6=c
〈Scϕˆca(ϕˆab(Sb))〉, a = 1, . . . , n.
Two last forms of the Hamiltonians are differ by the constant 12N
∑
c 6=a
〈ScSc〉℘(za − zc). Let us
summarize the obtained in results in
Proposition 2.2. The dynamics of the Gaudin model produced by Hamiltonians
H˜a =
1
2N
〈Sa℘ˆSa〉+ 1
N
∑
c 6=a
〈SaFˆac(Sc)〉+ 1
2N
∑
b,c6=a
〈Scϕˆca(ϕˆab(Sb))〉 (2.15)
is given by equations
∂t˜aS
a = [Sa, ℘ˆSa] +
∑
c6=a
[Sa, Fˆac(S
c)],
∂t˜aS
b = [Sb, ϕˆba(η
′a)] + [Sb, Fˆba(Sa)], η′a =
∑
c 6=a
ϕˆac(S
c)
and can be presented in the Lax form with L(z) from (2.2) and
M˜a =
∑
γ∈Γ′N
TγS
a
γFγ(z − za) +
∑
γ∈Γ′N
Tγη
′a
γ ϕγ(z − za), a = 1, . . . , n.
The Gaudin Hamiltonians (2.3) and (2.15) are simplified when written in terms of η′a (2.12):
Ha = −〈Saη′a〉, H˜a = 1
2N
〈Sa℘ˆSa〉 − 1
2N
〈(η′a)2〉+ 1
N
∑
c6=a
〈SaFˆac(Sc)〉.
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In the end of the section let us also give the rational “reformulated” version since it is more
illuminating:
M˜a =
∑
c 6=a
Mc
za − zc +
1
z − zaL =
1
z − zaMa +
η′a
z − za ,
where
η′a =
∑
c 6=a
Sc
za − zc . (2.16)
Hamiltonians:
H˜a = − 1
2N
〈
∑
c 6=a
Sc
za − zc
2〉+ 1
N
∑
c 6=a
〈SaSc〉
(za − zc)2 .
The later follows from simple evaluation:
∑
c6=a
Hc
za − zc = −
1
N
∑
c 6=a
∑
b6=c
1
za − zc
〈ScSb〉
zc − zb =
1
N
∑
c 6=a
〈SaSc〉
(za − zc)2 (2.17)
+
1
N
∑
b,c 6=a; b6=c
〈ScSb〉
(zc − za)(zc − zb) = −
1
2N
〈(η′a)2〉+ 1
N
∑
c 6=a
〈SaSc〉
(za − zc)2 +
1
2N
∑
c6=a
〈(Sc)2〉
(za − zc)2 .
The last one term is the analogue of the constant 12N
∑
c 6=a
〈ScSc〉℘(za − zc) in (2.14). The corre-
sponding equations of motion are:
∂t˜aS
a =
∑
c6=a
[Sa, Sc]
(za − zc)2 ,
∂t˜aS
b =
[Sb, Sa]
(za − zb)2 +
1
za − zb
∑
c 6=a
[Sc, Sb]
za − zc =
[Sb, Sa]
(za − zb)2 +
[η′a, Sb]
za − zb .
3 Field version
3.1 1+1 sl(N,C) Gaudin model
The general construction of the field version for the Hitchin systems was described in [19].
For our current purposes we only need to define the phase space. By analogy with mechanics
let us consider a collection (direct product) of n orbits assigned to the marked points, i.e. let
Resz=zaL(z) = S
a(x) be elements of the loop coalgebras sˆl
∗
(N,C) and x be a loop variable. We
imply that the values of the invariants under the coadjoint action (or the eigenvalues of Sa) are
fixed. More over we assume for simplicity that the eigenvalues are C-numbers (independent of x).
From the physical point of view it means that the magnetic momentum vector is normalized (as
it is assumed in the Landau–Lifshitz model). The boundary conditions are chosen to be periodic.
In summary, Sa(x) are sˆl
∗
(N,C)-valued periodic functions on a unit circle S1: Sa(x+2pi) = Sa(x)
with eigenvalues {λk,a, k = 1, . . . , N, a = 1, . . . , n} fixed to be C-numbers: ∂xλa = 0.
In the field case the Lax equations (1.6) a replaced by the zero-curvature equations:
∂taL− k∂xMa = [L,Ma]. (3.1)
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In fact, the numeration of Ma should include two type of indices as in (2.3): the first one type
describes the number of the flow in the hierarchy and runs over 1, . . . , N in 0+1 mechanics or
1, . . . ,∞ in 1+1 field theory while the second one runs over 1, . . . , n in both cases and describes
the assignment of the Hamiltonians to the marked points. In this paper we are not going to
concern the whole hierarchy but only two first flows (as we did in 0+1 case).
We will see that the first n flows of the hierarchy corresponds to the Gaudin Hamiltonians
in the standard description (2.3) supplemented by the momenta Pa along x while the second n
flows naturally related to reformulated version (2.15)
Standard description Ha −→ 1st flows
Reformulated version H˜a −→ 2nd flows
. . . −→ . . .
Thus we do not use multi-index for times. It is sufficient to use ta and t˜a for our purposes
and we keep these notations for the field version.
It should be mentioned that the field generalization of the Lax pair into “L-A” pair satis-
fying (3.1) is nontrivial. The fact that the L-matrix (2.2) is unchanged in the field version
follows from the triviality of the moduli space of bundles of degree one. It is explained in [19]
in detail. As a result we deal with the following Lax matrix:
L =
n∑
c=1
∑
γ∈Γ′N
TγS
c
γϕγ(z − zc). (3.2)
The Ma-matrices for the first flow coincide with the mechanical versions either:
Ma =
∑
γ∈Γ′N
TγS
a
γϕγ(z − za). (3.3)
Proposition 3.1. The zero-curvature equations (3.1) with L from (3.2) and Ma from (3.3) are
equivalent to the following equations:
∂taS
a − k∂xSa = −
∑
c 6=a
[Sa, ϕˆac(S
c)],
∂taS
b = [Sb, ϕˆba(S
a)]. (3.4)
The proof is the same as in the 0+1 case. As we will see below the Hamiltonian corresponding
to Ma has the form
Ha =
∮
S1
dx (Pa +Ha(S(x))),
where
∮
S1 dxPa is the shift operator in the loop algebra sˆl(N,C): {
∮
S1 dxPa(x), S
b(y)} =
δab∂yS
b(y) and Ha is defined as in (1.5) or (2.3). Thus the Hamiltonian describing equations
(3.4) has the form:
Ha =
∮
S1
dx
Pa − 1
N
∑
c 6=a
〈Saϕˆac(Sc)〉
 .
The phase space is a direct product of the symplectic orbits of the loop group SˆL(N,C) with
linear Poisson structure:
{Saα(x), Sbβ(y)} = δabδ(x− y)cα,βSaα+β(x), a, b = 1, . . . , n.
The second flows are of our main interest.
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Proposition 3.2. The zero-curvature equations
∂t˜aL− k∂xM˜a = [L, M˜a]
with L from (3.2) and
M˜a =
∑
γ∈Γ′N
TγS
a
γFγ(z − za) +
∑
γ∈Γ′N
Tγη
a
γϕγ(z − za), a = 1, . . . , n, (3.5)
where ηa = η′a + ∆ηa, η′a =
∑
c 6=a
ϕˆac(S
c) are equivalent to the following equations:
∂t˜aS
a − k∂xηa = [Sa, ℘ˆ(Sa)] +
∑
c 6=a
[Sa, Fˆac(S
c)] +
∑
c 6=a
[ϕˆac(S
c), ηa]
+
[
Eˆ1(S
a),∆ηa
]
+
[
Sa, Eˆ1(∆η
a)
]− Eˆ1 [Sa,∆ηa] ,
∂t˜aS
b = [Sb, ϕˆba(η
a)] + [Sb, Fˆba(S
a)],
−k∂xSa = [Sa,∆ηa]. (3.6)
The proof is also similar to the one given for the 0+1 case. Functions ηa are not uniquely
defined by equations −k∂xSa = [Sa,∆ηa]. We fix this ambiguity by requiring ηa → η′a =∑
c 6=a
ϕˆac(S
c) or ∆ηa → 0 in 0 + 1 limit. As for the equation −k∂xSa = [Sa,∆ηa] itself only
some special cases were studied such as “vector” case [33, 34] and “Grassmannian” case (special
coadjoint orbits) [35]. For sˆl(2,C) case the answer is well known: ∆ηa = − k
4λ2a
[Sa, Sax].
3.2 2-site case and principal chiral model
L-A pair for the principal chiral model was suggested in [29] (see also [23, 30, 36, 37]). Consider
the first flows of the Gaudin model (3.4) with 2 sites or marked points (n = 2). It is convenient
to start from the rational version:
L =
S1
z − z1 +
S2
z − z2 = M1 +M2.
The corresponding M -matrix is known to be
M = M1 −M2 = S
1
z − z1 −
S2
z − z2 .
Therefore the equations of motion are
∂tS
1 − k∂xS1 = − 2
z1 − z2 [S
1, S2],
∂tS
2 + k∂xS
2 =
2
z1 − z2 [S
1, S2]. (3.7)
Then the Hamiltonian describing equations (3.7) has a form5:
H = H1 −H2 =
∮
S1
dx
(
P1 − P2 − 〈S
1S2〉
z1 − z2
)
and the phase space is a direct product of two symplectic orbits of the loop group SˆL(N,C) with
the linear Poisson structure:
{Saα(x), Sbβ(y)} = δabδ(x− y)cα,βSaα+β(x), a, b = 1, 2.
5See Section 4.3 and (4.24).
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Remark 3.1. One can make a substitution S1 = 12(l0 + l1) and S
2 = 12(l0 − l1) to represent
equations (3.7) in its traditional form
∂tl1 − k∂xl0 + 2
z1 − z2 [l1, l0] = 0,
∂tl0 − k∂xl1 = 0
or change the coordinates (x, t) to “light-cone” coordinates ξ = t+k
−1x
2 , η =
t−k−1x
2 :
∂ηS
1 = − 2
z1 − z2 [S
1, S2],
∂ξS
2 =
2
z1 − z2 [S
1, S2]. (3.8)
Elliptic case. For L-A pair L = M1+M2 andM = M1−M2 withMa =
∑
α∈Γ′N
TαS
a
αϕα(z−za),
a = 1, 2 the equations (3.4) yields (∂t = ∂t1 − ∂t2):
∂tS
1 − k∂xS1 = −2[S1, ϕˆ12(S2)],
∂tS
2 + k∂xS
2 = 2[S2, ϕˆ21(S
1)].
or by analogy with (3.8)
∂ηS
1 = −2[S1, ϕˆ12(S2)],
∂ξS
2 = 2[S2, ϕˆ21(S
1)].
In sl(2,C) case this result was obtained by I. Cherednik [30]. Here we see that the principal
chiral model corresponds to the special (2-site) case of the first flows of 1 + 1 Gaudin model.
It should be also mentioned that in [30] the equations for sl(2,C) case were obtained as a field
version of XYZ model, i.e. from the second flow of 1-site Gaudin model (or sl(2,C) elliptic top).
It may be explained as follows: consider stationary solutions Sa = Sa(η) (or ∂ξS
a = 0). Then
fixing the ambiguity in solutions of the equation [S2, ϕˆ21(S
1)] = 0 as S2 = −12 ϕˆ21(S1) we have
∂ηS
1 = [S1, ϕˆ12ϕˆ21(S
1)] = [S1, ℘ˆ(S1)],
which is the equation of sl(N,C) elliptic top (or 1-site elliptic Gaudin model) corresponding to
the second flow H = 12N 〈S1℘ˆ(S1)〉.
4 sl(2,C) 1+1 Gaudin models
4.1 1+1 XXX Gaudin magnet: interacting Heisenberg models
Let us consider the case ReszaL(z) = S
a ∈ sl(2,C) in detail. The linear Poisson–Lie structure
in this case:
{Saα, Sbβ} = 2
√−1δabεαβγSaγ ,
where Saα are coefficients in the basis of Pauli matrices: S
a =
3∑
α=1
Saασα.
The Gaudin Hamiltonians are:
Ha = −
∑
c 6=a
Sa1S
c
1 + S
a
2S
c
2 + S
a
3S
c
3
za − zc , (4.1)
1+1 Gaudin Model 13
while the Hamiltonians of the reformulated version are
H˜a =
1
2
∑
c 6=a
〈SaSc〉
(za − zc)2 −
1
4
〈
∑
c6=a
Sc
za − zc
2〉+ H2a
2λ2a
. (4.2)
Since∑
c6=a
Hc
za − zc +
H2a
2λ2a
= −1
2
∑
c 6=a
∑
b 6=c
1
za − zc
〈ScSb〉
zc − zb +
H2a
2λ2a
=
1
2
∑
c 6=a
〈SaSc〉
(za − zc)2 +
1
2
∑
b,c 6=a; b 6=c
〈ScSb〉
(zc − za)(zc − zb) +
H2a
2λ2a
=
1
2
∑
c 6=a
〈SaSc〉
(za − zc)2 −
1
4
∑
b,c 6=a; b 6=c
〈ScSb〉
(za − zc)(za − zb) +
H2a
2λ2a
=
1
2
∑
c 6=a
〈SaSc〉
(za − zc)2 +
1
4
∑
c 6=a
〈(Sc)2〉
(za − zc)2 −
1
4
〈
∑
c 6=a
Sc
za − zc
2〉+ H2a
2λ2a
, (4.3)
then the corresponding equations of motion are:
∂t˜aS
a =
∑
c 6=a
[Sa, Sc]
(za − zc)2 −
Ha
λ2a
∑
c 6=a
[Sa, Sc]
za − zc ,
∂t˜aS
b =
[Sb, Sa]
(za − zb)2 +
1
za − zb
∑
c 6=a
[Sc, Sb]
za − zc +
Ha
λ2a
[Sa, Sb]
za − zb =
[Sb, Sa]
(za − zb)2 +
[η′a, Sb]
za − zb ,
where
η′a =
∑
c 6=a
Sc
za − zc +
Ha
λ2a
Sa. (4.4)
Remark 4.1. (4.4) differs from (2.16) by Ha
λ2a
Sa and the corresponding Hamiltonian (4.3) differs
from (2.17) by H
2
a
2λ2a
. This difference does not follow from ansatz (3.5) but appears from the
Hamiltonian description (see Section 4.3). The corresponding Lax pair is given by L from (1.2)
and
M˜a =
∑
c6=a
Mc
za − zc +
1
z − zaL+
Ha
λ2a
Ma =
1
z − zaMa +
η′a
z − za .
1+1 version. Let Sa(x) ∈ ŝl(2,C) be periodic sl(2,C)-valued functions on a circle S1:
Sa(x + 2pi) = Sa(x) with eigenvalues {λa} fixed to be C-numbers: ∂xλa = 0. The Poisson
structure now is
{Saα(x), Sbβ(y)} = 2
√−1δabεαβγSaγ(x)δ(x− y). (4.5)
Consider
M˜a =
Sa
(z − za)2 +
ηa
z − za ,
where
ηa = − k
4λ2a
[Sa, Sax] +
∑
c 6=a
Sc
za − zc +
Ha
λ2a
Sa = − k
4λ2a
[Sa, Sax] + η
′a, Sax ≡ ∂xSa. (4.6)
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Let us remark here that in (0+1) limit ηa = η′a (4.4). Then the zero-curvature equation
∂t˜aL− k∂xM˜a = [L, M˜a] (4.7)
reads as follows
∂t˜aS
a − k∂xηa =
∑
c 6=a
Sc
za − zc , η
a
+∑
c 6=a
[Sa, Sc]
(za − zc)2 , (4.8)
∂t˜aS
b =
[Sb, Sa]
(za − zb)2 +
[ηa, Sb]
za − zb . (4.9)
These equation generalize the Heisenberg model which appears from (4.8) in n = 1 (1-site)
case:
∂tS +
k2
4λ2
[S, Sxx] = 0
and described by the Hamiltonian
H = k
2
16λ2
∮
S1
dx 〈(∂xS)2〉.
4.2 1+1 XYZ Gaudin magnet: interacting Landau–Lifshitz models
By analogy with the previous section the Hamiltonians in 0+1 sl(2,C) case:
H˜a =
1
4
〈Sa℘ˆ(Sa)〉+ 1
2
∑
c6=a
〈SaFˆ (Sc)〉 − 1
4
〈
∑
c 6=a
ϕˆac(S
c)
2〉+ H2a
2λ2a
. (4.10)
Consider now the following L-A pair:
L(z) =
n∑
c=1
3∑
α=1
Scασαϕα(z − zc),
M˜a(z) =
3∑
α=1
ηaασαϕα(z − za) + Saασαϕβ(z − za)ϕγ(z − za),
where α, β, γ are different indices equivalent to 1, 2, 3 up to a cyclic permutation and (compare
with (4.6))6
ηa = − k
4λ2a
[Sa, Sax] +
∑
c 6=a
ϕˆac(S
c) +
Ha
λ2a
Sa. (4.11)
The zero curvature equation (4.7) leads to equations of motion:
∂t˜aS
a − k∂xηa = [Sa, ℘ˆ(Sa)] +
∑
c 6=a
[ηa, ϕˆca(S
c)]− ϕˆca([Sc, ϕˆca(Sa)]),
∂t˜aS
b = [ϕˆab(η
a), Sb] + ϕˆba([ϕˆba(S
b), Sa]) (4.12)
6The remark about the term Ha
λ2a
Sa in the previous section is reasonable here as well.
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and ηa (4.11) is a particular solution of the equation
−kSax =
Sa, ηa −∑
c 6=a
ϕˆac(S
c)
 .
It is fixed if we require ηa → ηa = ∑
c 6=a
ϕˆac(S
c) + Ha
λ2a
Sa in (0+1) limit. The proof follows
from (C.1)–(C.7). In particular, from (C.5) it follows that ϕˆca([S
c, ϕˆca(S
a)]) = [Fˆca(S
c), Sa].
Then (4.2) is written in the form close to (3.6):
∂t˜aS
a − k∂xηa = [Sa, ℘ˆ(Sa)] +
∑
c 6=a
[ηa, ϕˆca(S
c)]− [Fˆca(Sc), Sa],
∂t˜aS
b = [ϕˆab(η
a), Sb] + [Sb, Fˆba(S
a)]. (4.13)
The last three terms in the first equation of (3.6) vanish. It is due to (C.3) that ∀A,B ∈
sl(2,C):
Eˆ1([A,B]) = [Eˆ1(A), B] + [A, Eˆ1(B)].
Note that in case n = 1 the first one equation in (4.13) is the Landau–Lifshitz equation:
∂tS +
k2
4λ2
[S, Sxx] = [S, ℘ˆ(S)]
described by the Hamiltonian
H =
∮
S1
dx
(
1
4
〈S℘ˆ(S)〉+ k
2
16λ2
〈(∂xS)2〉
)
.
4.3 Hamiltonian description
The explicit form of the conserved quantities in terms of the fields are obtained by solving the
Riccati equation. First, we make the gauge transformation (see for example [19, 32]):(
k∂x +
(
L11 L12
L21 −L11
))(
ψ1
ψ2
)
= 0→
(
k∂x +
(
0 1
T 0
))(
ψ1
ψ2
)
= 0
with
T = L12L21 + L
2
11 + kL11
∂xL12
L12
− k∂xL11 − k
2
2
∂2xL12
L12
+
3k2
4
(
∂xL12
L12
)2
, (4.14)
which leads to the Schro¨dinger equation:(−k2∂2x + T )ψ1 = 0.
Taking wave function in the form ψ1 = e
1
k
∫ x
x0
dy χ(y)
we come to the Riccati equation:
k∂xχ+ χ
2 − T = 0. (4.15)
The solution is obtained via local decompositions:
χa =
1
z − zaχa,−1 + χa,0 + (z − za)χa,1 + · · · , (4.16)
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T =
1
(z − za)2Ta,−2 +
1
z − zaTa,−1 + Ta,0 + · · · , (4.17)
L =
1
z − zaL
a,−1 + La,0 + (z − za)La,1 + · · · . (4.18)
Then (4.15) gives:
χ2a,−1 ≡ λ2a = Ta,−2,
χa,0 =
1
2χa,−1
(Ta,−1 − k∂xχa,−1),
χa,1 =
1
2χa,−1
(
Ta,0 −
T 2a,−1
4Ta,−2
)
, (4.19)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
As it was shown in [32] χa,k (4.19) are the densities of the conservation laws. We will use
notation
ha,k(x) = −λaχa,k−1
for the densities and
Ha,k =
∮
S1
dx ha,k(x)
for the Hamiltonians. The coefficients (4.18) of the decomposition of L-matrices in rational and
elliptic cases:
La,−1 = Sa, La,−1 = Sa,
La,0 =
∑
c 6=a
Sc
za − zc , L
a,0 =
∑
c6=a
ϕˆac(S
c),
La,1 = −
∑
c 6=a
Sc
(za − zc)2 , L
a,1 = −1
2
℘ˆ(Sa)−
∑
c6=a
Fˆac(S
c), (4.20)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
In what follows we sometimes omit for the simplicity the index a for L-matrix and its elements
assuming decompositions (4.16)–(4.18). Substituting (4.18) into (4.14) we get:
Ta,−2 = L−112 L
−1
21 + L
−1
11 L
−1
11 ,
Ta,−1 = L−112 L
0
21 + L
0
12L
−1
21 + 2L
0
11L
−1
11 + k
L−111 ∂xL
−1
12
L−112
− k∂xL−111 ,
Ta,0 = L
1
12L
−1
21 + L
−1
12 L
1
21 + 2L
1
11L
−1
11 + L
0
12L
0
21 + L
0
11L
0
11
+
k
L−112
(
L011∂xL
−1
12 + L
−1
11 ∂xL
0
12 −
L012L
−1
11 ∂xL
−1
12
L−112
)
− k∂xL011
− k
2
2
∂2xL
−1
12
L−112
+
3k2
4
(
∂xL
−1
12
L−112
)
.
Let us summarize the obtained results.
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Lemma 4.1. The density of the Hamiltonian χa,0 has the following form in terms of the de-
composition of the L-matrix (4.18):
2λaχa,0 = Ta,−1 = 〈L−1L0〉 − 2Pa = −2(Ha + Pa),
where Pa is the density of the Hamiltonian of the shift operator along x corresponding to the a
th
site (marked point):{∮
S1
dx Pa(x), S
b(y)
}
= kδab∂yS
a, Pa(x) = −k
2
La,−111 (x)
∂xL
a,−1
12 (x)
La,−112 (x)
. (4.21)
Proof. The nontrivial part of the proof is related to the shift operators Pa. Brackets (4.5) have
the following form in standard basis (here we omit index a as above):
{L−112 (x), L−111 (y)} = 2L−112 (x)δ(x− y), {L−121 (x), L−111 (y)} = −2L−121 (x)δ(x− y),
{L−112 (x), L−121 (y)} = −4L−111 (x)δ(x− y).
For example, let us verify that
∮
S1 dx
{
L−111 (x)
∂xL
−1
12 (x)
L−112 (x)
, L−121 (y)
}
= −2∂yL−121 (y):∮
S1
dx
{
L−111 (x)
∂xL
−1
12 (x)
L−112 (x)
, L−121 (y)
}
=
∮
S1
dx
{
L−111 (x), L
−1
21 (y)
}∂xL−112 (x)
L−112 (x)
−
∮
S1
dx ∂xL
−1
11 (x){lnL−112 (x), L−121 (y)}
= 2L−121 (y)
∂yL
−1
12 (y)
L−112 (y)
+ 4L−111 (y)
∂yL
−1
11 (y)
L−112 (y)
= −2∂yL−121 (y).
The later follows from the condition ∂yλ
2
a = 0 = ∂y((L
−1
11 (y))
2 + L−112 (y)L
−1
21 (y)). The
verification of (4.21) for other components can be performed in the same way. 
Lemma 4.2. The density of the Hamiltonian χa,1 has the following form in terms of the de-
composition of the L-matrix (4.18):
8λ3aχa,1 = 4λ
2
aTa,0 − T 2a,−1
= 2〈La,−1La,−1〉
(
1
2
〈La,0La,0〉+ 〈La,1La,−1〉
)
− (〈La,−1La,0〉)2
+ 2k〈La,0∂xLa,−1La,−1〉 − k
2
2
〈(∂xLa,−1)2〉. (4.22)
Proof. Our purpose is to show that
∮
S1 dx l.h.s. (4.22) =
∮
S1 dx r.h.s. (4.22). The proof is
direct. It is based on the integration by parts. For example,∮
S1
dx 4λ2a
(
−k
2
2
∂2xL
−1
12
L−112
+
3k2
4
(
∂xL
−1
12
L−112
))
− k2
(
L−111 ∂xL
−1
12
L−112
− ∂xL−111
)2
= −
∮
S1
dx
k2
2
〈L−1x L−1x 〉
and ∮
S1
dx 4λ2a
k
L−112
(
L011∂xL
−1
12 + L
−1
11 ∂xL
0
12 −
L012L
−1
11 ∂xL
−1
12
L−112
)
− 2k
(
L−111 ∂xL
−1
12
L−112
− ∂xL−111
)
(L−112 L
0
21 + L
0
12L
−1
21 + 2L
0
11L
−1
11 ) = 2k
∮
S1
dx 〈L0L−1x L−1〉. 
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Finally, we have the following densities of the Hamiltonians describing the first and the second
flows:
ha,1 = −λaχa,0 = −1
2
Ta,−1 = Pa − 1
2
〈La,−1La,0〉,
ha,2 = −λaχa,1 = −1
2
(
Ta,0 − 1
4λ2a
T 2a,−1
)
= −1
4
〈La,0La,0〉
− 1
2
〈La,1La,−1〉+ 1
8λ2a
〈La,−1La,0〉2 − k
4λ2a
〈La,0∂xLa,−1La,−1〉+ k
2
16λ2a
〈(∂xLa,−1)2〉. (4.23)
These equalities are understood in a sense that
∮
S1 dx l.h.s. (4.23) =
∮
S1 dx r.h.s. (4.23).
Theorem 4.1. The Hamiltonian densities (4.23) and the Poisson structure (4.5) provides equa-
tions (4.8) and (4.13).
Proof. Substituting (4.20) into (4.23) we obtain explicit expressions for the Hamiltonians. In
rational case:
Ha,1 =
∮
S1
dx ha,1(x) =
∮
S1
dx
Pa − 1
2
∑
c 6=a
〈SaSc〉
za − zc
 = ∮
S1
dx (Pa +Ha), (4.24)
Ha,2 =
∮
S1
dx ha,2(x)
=
∮
S1
dx
1
2
∑
c 6=a
〈SaSc〉
(za − zc)2 −
1
4
〈
∑
c 6=a
Sc
za − zc
2〉+ 1
8λ2a
∑
c 6=a
〈SaSc〉
za − zc
2
− k
4λ2a
∑
c6=a
〈Sc∂xSaSa〉
za − zc +
k2
16λ2a
〈(∂xSa)2〉

=
∮
S1
dx
H˜a − k
4λ2a
∑
c 6=a
〈Sc∂xSaSa〉
za − zc +
k2
16λ2a
〈(∂xSa)2〉

and in the elliptic case:
Ha,1 =
∮
S1
dx ha,1(x) =
∮
S1
dx
Pa − 1
2
∑
c 6=a
〈Saϕˆac(Sc)〉
 = ∮
S1
dx (Pa +Ha),
Ha,2 =
∮
S1
dx ha,2(x) =
∮
S1
dx
1
4
〈Sa℘ˆ(Sa)〉+ 1
2
∑
c 6=a
〈SaFˆ (Sc)〉 − 1
4
〈
∑
c 6=a
ϕˆac(S
c)
2〉
+
1
8λ2a
∑
c 6=a
〈Saϕˆac(Sc)〉
2 − k
4λ2a
∑
c6=a
〈ϕˆac(Sc)∂xSaSa〉+ k
2
16λ2a
〈(∂xSa)2〉

=
∮
S1
dx
H˜a − k
4λ2a
∑
c 6=a
〈ϕˆac(Sc)∂xSaSa〉+ k
2
16λ2a
〈(∂xSa)2〉
 ,
where in Ha, H˜a from (4.1), (4.2) and (4.10) S
a = Sa(x) is assumed. The rest of the proof
is simple. One should write equations of motion generated by the obtained Hamiltonians and
the Poisson structure (4.5) and verify that they coincide with equations (4.8) and (4.13). This
evaluation is direct. 
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A Elliptic functions
A.1 Basic definitions and properties
Most of definitions are borrowed from [38, 39]. We assume that q = exp(2piiτ), where τ is the
modular parameter of the elliptic curve Στ which is realized as C/Γτ , Γτ = Z⊕ Zτ .
The basic element is the theta function (e = exp 2piı):
ϑ(z|τ) = q 18
∑
n∈Z
(−1)ne
(
1
2
n(n+ 1)τ + nz
)
= q
1
8 e−
ipi
4 (eipiz − e−ipiz)
∞∏
n=1
(1− qn)(1− qne2ipiz)(1− qne−2ipiz). (A.1)
The Eisenstein functions
E1(z|τ) = ∂z log ϑ(z|τ), E1(z|τ) ∼ 1
z
− 2η1z,
where
η1(τ) =
3
pi2
∞∑
m=−∞
∞′∑
n=−∞
1
(mτ + n)2
=
24
2pii
η′(τ)
η(τ)
and η(τ) = q
1
24
∏
n>0(1− qn) is the Dedekind function
E2(z|τ) = −∂zE1(z|τ) = ∂2z log ϑ(z|τ), E2(z|τ) ∼
1
z2
+ 2η1.
The higher Eisenstein functions
Ej(z) =
(−1)j
(j − 1)!∂
(j−2)E2(z), j > 2.
It is easy to see that the even-numbered functions are even and the odd-numbered ones are
odd:
E2k(−z) = E2k(z), E2k+1(−z) = −E2k+1(z). (A.2)
Relation to the Weierstrass functions
ζ(z, τ) = E1(z, τ) + 2η1(τ)z, (A.3)
℘(z, τ) = E2(z, τ)− 2η1(τ). (A.4)
The next important function is
φ(u, z) =
ϑ(u+ z)ϑ′(0)
ϑ(u)ϑ(z)
, (A.5)
φ(u, z) = φ(z, u), φ(−u,−z) = −φ(u, z). (A.6)
It has a pole at z = 0 and
φ(u, z) =
1
z
+ E1(u) +
z
2
(E21(u)− ℘(u)) + · · · .
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Let f(u, z) = ∂uφ(u, z). Then
f(u, z) = φ(u, z)(E1(u+ z)− E1(u)). (A.7)
Heat equation
∂τφ(u,w)− 1
2pii
∂u∂wφ(u,w) = 0.
Quasi-periodicity
ϑ(z + 1) = −ϑ(z), ϑ(z + τ) = −q− 12 e−2piizϑ(z),
E1(z + 1) = E1(z), E1(z + τ) = E1(z)− 2pii, (A.8)
E2(z + 1) = E2(z), E2(z + τ) = E2(z),
φ(u, z + 1) = φ(u, z), φ(u, z + τ) = e−2piıuφ(u, z),
f(u, z + 1) = f(u, z), f(u, z + τ) = e−2piıuf(u, z)− 2piıφ(u, z).
The Fay three-section formula:
φ(u1, z1)φ(u2, z2)− φ(u1 + u2, z1)φ(u2, z2 − z1)− φ(u1 + u2, z2)φ(u1, z1 − z2) = 0. (A.9)
Particular case of this formula is the Calogero functional equation
φ(u, z)∂vφ(v, z)− φ(v, z)∂uφ(u, z) = (E2(u)− E2(v))φ(u+ v, z), (A.10)
φ(u, z)φ(−u, z) = E2(z)− E2(u), (A.11)
φ(z, u1)φ(z, u2) = φ(z, u1 + u2)(E1(z) + E1(u1) + E1(u2)− E1(z + u1 + u2)). (A.12)
Another important relation is
φ(v, z − w)φ(u1 − v, z)φ(u2 + v, w)− φ(u1 − u2 − v, z − w)φ(u2 + v, z)φ(u1 − v, w)
= φ(u1, z)φ(u2, w)f(u1, u2, v), (A.13)
where
f(u1, u2, v) = E1(v)− E1(u1 − u2 − v) + E1(u1 − v)− E1(u2 + v).
Taking limit u2 → 0 in (A.13) we obtain:
φ(v, z − w)φ(u1 − v, z)φ(v, w)− φ(u1 − v, z − w)φ(v, z)φ(u1 − v, w)
= φ(u1, z)(E2(v)− E2(u1 − v)),
which is equivalent to (A.10) due to (A.7).
Theta functions with characteristics. For a, b ∈ Q by definition:
θ
[
a
b
]
(z, τ) =
∑
j∈Z
e
(
(j + a)2
τ
2
+ (j + a)(z + b)
)
.
In particular, the function ϑ (A.1) is a theta function with characteristics:
ϑ(x, τ) = θ
[
1/2
1/2
]
(x, τ).
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Properties:
θ
[
a
b
]
(z + 1, τ) = e(a)θ
[
a
b
]
(z, τ),
θ
[
a
b
]
(z + a′τ, τ) = e
(
−a′2 τ
2
− a′(z + b)
)
θ
[
a+ a′
b
]
(z, τ),
θ
[
a+ j
b
]
(z, τ) = θ
[
a
b
]
(z, τ), j ∈ Z.
The following notations are used: θ
[
a/2
b/2
]
(z) = θab(z). Then θ11(z) = ϑ(z) from (A.1).
B Lie algebra sl(N,C) and elliptic functions
Introduce the notation
eN (z) = exp
(
2pii
N
z
)
and two matrices
Q = diag(eN (1), . . . , eN (m), . . . , 1), (B.1)
Λ =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
0 0 0 · · · 1
1 0 0 · · · 0
 . (B.2)
Let
ΓN = Z
(2)
N = (Z/NZ⊕ Z/NZ), Γ′N = Z˜(2)N = Z(2)N \ (0, 0) (B.3)
be the two-dimensional lattices of orders N2 and N2− 1 correspondingly. The generators of the
lattice ΓN corresponding to the elliptic curve Στ (generated by the lattice Γτ ) are
1
N and
1
τ .
The matrices Qa1Λa2 , a = (a1, a2) ∈ Z(2)N generate a basis in the group GL(N,C), while Qα1Λα2 ,
α = (α1, α2) ∈ Z˜(2)N generate a basis in the Lie algebra sl(N,C). Consider the projective
representation of Z(2)N in GL(N,C)
a→ Ta = eN
(a1a2
2
)
Qa1Λa2 , (B.4)
TaTb = eN
(
−a× b
2
)
Ta+b, (a× b = a1b2 − a2b1). (B.5)
The natural Killing form is
〈TαTβ〉 def= Tr(TαTβ) = Nδ0,α+β mod ΓN . (B.6)
It follows from (B.5) that
[Tα, Tβ] = cα,βTα+β, (B.7)
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where
cα,β = 2
√−1 sin pi
N
(α× β)
are the structure constants of sl(N,C). They obey the following properties:
cα,β = cα,β+α, cα,β = −cβ,α = cβ,−α.
Introduce the following constants on Z˜(2):
ϑ(ωγ) = ϑ
(
γ1 + γ2τ
N
)
,
E1(ωγ) = E1
(
γ1 + γ2τ
N
)
, E2(ωγ) = E2
(
γ1 + γ2τ
N
)
, ℘(ωγ) = ℘
(
γ1 + γ2τ
N
)
(B.8)
and the quasi-periodic functions on Στ
φγ(z) = φ(
γ1 + γ2τ
N
, z), (B.9)
ϕγ(z) = eN (γ2z)φγ(z), (B.10)
fγ(z) = eN (γ2z)∂uφ(u, z)|u= γ1+γ2τ
N
= ϕγ(z)(E1(ωγ + z)− E1(ωγ)), (B.11)
Fγ(z) = ϕγ(z)E1(z)− fγ(z) = ϕγ(z)(E1(z) + E1(ωγ)− E1(ωγ + z)). (B.12)
Function ϕγ(z) is an element of the basis in the space of sections with a simple pole at z = 0 of
the bundle End(V ) for the holomorphic vector bundle V of degree 1. It follows from (A.5) that
ϕγ(z + 1) = eN (γ2)ϕγ(z), ϕγ(z + τ) = eN (−γ1)ϕγ(z), (B.13)
fγ(z + 1) = eN (γ2)fγ(z), fγ(z + τ) = eN (−γ1)fγ(z)− 2piıϕγ(z), (B.14)
Fγ(z + 1) = eN (γ2)Fγ(z), Fγ(z + τ) = eN (−γ1)Fγ(z). (B.15)
Function Fγ(z) is the quasi-periodic and has the second order pole at z = 0.
Let us write down the Fay-type formulae. It follows from (A.9)–(A.12) that
ϕγ(z − za)ϕβ(z − zc) (A.9)= ϕβ+γ(z − za)ϕβ(za − zc) + ϕβ+γ(z − zc)ϕγ(zc − za), (B.16)
ϕβ(z)fγ(z)− ϕγ(z)fβ(z) (A.10)= ϕβ+γ(z)(℘(ωβ)− ℘(ωγ)), (B.17)
ϕα(z)ϕ−α(z)
(A.11)
= ℘(z)− ℘(ωα), (B.18)
ϕβ(z)ϕγ(z)
(A.12)
= ϕβ+γ(z)(E1(z) + E1(ωβ) + E1(ωγ)− E1(z + ωβ + ωγ)),
ϕγ(z1)ϕγ(z2)
(A.12)
= ϕγ(z1 + z2)(E1(z1) + E1(z2) + E1(ωγ)− E1(z1 + z2 + ωγ)). (B.19)
The last one identity can be also rewritten (using (A.6) which is ϕγ(−z) = −ϕ−γ(z) and
(A.2)) as follows:
ϕγ(z1)ϕ−γ(z2) = −ϕγ(z1 − z2)(E1(z1)− E1(z2) + E1(ωγ)− E1(z1 − z2 + ωγ)).
We also need the following relation:
−ϕβ(z − zc)fγ(z − za) + ϕγ(z − za)fβ(z − zc)
= −ϕβ+γ(z − zc)fγ(zc − za) + ϕβ+γ(z − za)fβ(za − zc). (B.20)
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C Lie algebra sl(2,C) and elliptic functions
For SL(2,C) instead of Tα we use the basis of sigma-matrices
σ0 = Id, σ1 = T0,1, σ2 = T1,1, σ3 = −T1,0,
{σa} = {σ0, σα}, a = 0, α, α = 1, 2, 3,
σ+ =
σ1 − ıσ2
2
, σ− =
σ1 + ıσ2
2
.
The standard theta-functions with the characteristics are
θ0,0 = θ3, θ1,0 = θ2, θ0,1 = θ4, θ1,1 = θ1.
For α = 1, 2, 3 and {ωα} = { τ2 , τ+12 , 12}
ϕα(z) = e(z∂τωα)
ϑ′(0)ϑ(z + ωα)
ϑ(z)ϑ(ωα)
.
Table 1.
α (1,0) (0,1) (1,1)
σα σ3 σ1 σ2
half-periods ω1 =
1
2 ω2 =
τ
2 ω3 =
1+τ
2
ϕα(z)
θ2(z)θ′1(0)
θ2(0)θ1(z)
θ4(z)θ′1(0)
θ4(0)θ1(z)
θ3(z)θ′1(0)
θ3(0)θ1(z)
In sl(2,C) case some more properties appear in addition to the previously listed. In what
follows α, β, γ are different indices equivalent to 1, 2, 3 up to a cyclic permutation. Then
ωα + ωβ = ωγ mod Γ2 and ϕα+β(z) = ϕγ(z),
ϕ−α(z) = ϕα(z), ϕα(−z) = −ϕα(z), (C.1)
E1(ωα) = −2pi
√−1∂τωα. (C.2)
Indeed, from (A.2) and (A.8) we have −E1( τ2 ) = E1( τ2 − τ) = E1( τ2 ) + 2pi
√−1. Then
E1(ωα) + E1(ωβ) = E1(ωα + ωβ), (C.3)
(ϕα(z))
2 = ℘(z)− ℘(ωα). (C.4)
For small z:
ϕα(z) =
1
z
− z
2
℘(ωα) + · · · .
From (C.3) we also have
Fα(z) = ϕβ(z)ϕγ(z) = −∂zϕα(z). (C.5)
The Fay identity (A.9) reads:
ϕγ(z − za)ϕβ(z − zc) = ϕα(z − za)ϕβ(za − zc)− ϕα(z − zc)ϕγ(za − zc). (C.6)
Combining (C.6) we may get:
ϕβ(z − zc)ϕβ(z − za)ϕα(z − za) = ϕβ(z − za)ϕγ(z − za)ϕβ(za − zc)
+ ϕα(z − zc)ϕα(zc − za)ϕβ(zc − za)− ϕα(z − za)ϕα(zc − za)ϕγ(zc − za) (C.7)
or
ϕγ(z − zc)ϕα(z − za)ϕγ(z − za) = ϕβ(z − za)ϕγ(z − za)ϕγ(za − zc)
+ ϕα(z − za)ϕα(zc − za)ϕβ(za − zc)− ϕα(z − zc)ϕα(zc − za)ϕγ(za − zc). (C.8)
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