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Abstract 
 Modern forest management requires balancing multiple uses and management 
objectives, including timber production, wildlife habitat, and carbon sequestration.  
Forest inventories provide essential information for forest management decisions at a 
variety of spatial scales, including data about wood volume and the prevalence of various 
species.  Traditional forest inventory systems rely primarily upon field data and design-
based statistical estimators.  These methods can provide unbiased estimates of inventory 
variables, albeit at a significant financial cost which limits the accuracy of the resulting 
data.  Remote sensing technologies such as lidar and aerial photography have been used 
along with alternative statistical estimators to improve inventory accuracy and allow for 
spatially explicit maps of inventory data to be created.  This research explored potential 
efficiency gains from the use of single-photon lidar and fall color aerial photography in a 
study area in northern Minnesota, USA.  Remote sensing and field data combined in a 
model-assisted inferential framework were found to deliver relative efficiencies of 
approximately three for wood volume, with slightly lower values for basal area.  Greater 
efficiency gains were found in coniferous-dominated forests than deciduous forests.  The 
potential of these technologies to identify individual tree species and forest types was 
also examined.  Classification between deciduous and coniferous-dominated forests 
provided overall classification accuracies of nearly 90% regardless of the classification 
algorithm used.  By contrast, predictions of dominant species produced poor accuracy.  
Further research is needed to determine the economically optimal combination of remote 
sensing technologies for operational forest inventories. 
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Introduction 
 Forest inventory refers to the practice of measuring various forest characteristics 
such as wood volume or basal area for various forest management purposes.  Broadly, 
forest inventories can be divided into two categories: tactical (also referred to as small-
scale or forest management inventories by various authors) and strategic (Kangas et al. 
2018; White et al. 2016). Tactical inventories focus on collecting information about 
individual stands of trees.  Data from these inventories can be used for determining 
optimal timing of harvests to achieve timber production or wildlife habitat goals, and is 
also important for timber sale valuation.  By contrast, strategic inventories are designed 
to study state or nation-wide forest properties and their changes over time.  Such large-
scale information can be useful for tracking national greenhouse gas fluxes and trends in 
deforestation/afforestation, and can inform broad policy decisions regarding forest 
management (Ståhl et al. 2016).   
Historically, most forest inventory data has been collected through field-based 
methods.  Once the population of interest has been defined, field plots are installed and 
measurements of tree diameter, height, and other variables are taken.  The plot-level 
measurements are then expanded to the entire population using various statistical 
estimators (to be discussed later).  If correct measurement and statistical procedures are 
followed, the resulting estimates are usually unbiased (Gregoire et al. 2016).  
Unfortunately, the cost of field data collection limits the density of field plots and the 
frequency of re-measurement, and these in turn limit the accuracy and currency of 
inventory data.  Remote sensing has been proposed as a method to improve the accuracy 
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of forest inventories without dramatic increases in inventory cost, and has been used 
operationally for that purpose in certain circumstances. 
 Remote sensing has long been used as a component of forest inventories.  One of 
the most common applications of remote sensing has been manual photointerpretation of 
aerial photographs in stereo to delineate forest stands (Kangas et al. 2018).  Stand 
delineation is a crucial component of defining the population of interest for tactical forest 
inventories, and for timber sales as well.  Photointerpretation can also aid with species 
mapping and even estimation of wood volume.  If proper procedures are followed, 
photointerpretation can be an accurate, albeit expensive and time intensive method of 
data collection for forest inventory.  However, user error can introduce bias into estimates 
if proper training and calibration procedures are not followed (Ørka et al. 2013).   
More recently, classification and regression models based on remote sensing data 
have been used to generate maps for various forest variables and to improve estimates 
provided by forest inventories.  The USFS Forest Inventory and Analysis Program (FIA) 
uses a classification of forest vs. non-forested land cover to stratify inventory plots and 
increase the precision of forest area estimates for the United States (Bechtold & Patterson 
2005).  Regression models which predict continuous forest variables such as above-
ground biomass and tree basal area have also been a major topic of research, and have 
been implemented as part of national forest inventories (NFIs) in the Nordic Countries.  
These methods allow for mapping of forest inventory variables in ways which are not 
possible with field data alone, and can provide estimates at lower costs in time and 
money than photointerpretation.  This in turn allows for new applications of forest 
inventory data which could improve the efficiency of timber harvesting and other 
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management activities (Kangas et al. 2018).  Maps of forest types and other forest 
attributes are also potentially useful for identifying habitat for various wildlife species, 
thereby enhancing conservation efforts (McDermid & Smith 2008). 
 Several remote sensing technologies have been used for classifying forest types 
and predicting continuous forest variables, including satellite imagery, lidar, synthetic 
aperture radar, hyperspectral imagery, and photogrammetric point clouds.  Satellite 
imagery and aerial photography are among the most popular data sources due to their 
relatively low costs, a great benefit for collecting data over large areas, which is often 
necessary in forestry applications.  McRoberts (2010) used Landsat satellite imagery and 
logistic modelling to predict forest coverage and estimate forest area in northern 
Minnesota, and compared the efficiency gains from using various statistical estimators.  
Satellite imagery has also been used to predict the presence of particular species or forest 
types, with lidar-derived digital elevation models (DEMs) and other landscape 
information often being used alongside the satellite imagery.  For example, McDermid 
and Smith (2008) used Landsat imagery and a DEM to predict the presence of whitebark 
pine (a crucial tree for many wildlife species) in Waterton Lakes National Park, Canada.  
In some cases, these technologies have been used to predict biomass and tree basal area.  
Hou et al. (2018) used Landsat 8 and Rapid Eye satellite imagery to predict firewood 
volume in Burkina Faso.  Hogland et al. (2018) used aerial photography from the NAIP 
program to predict total aboveground biomass and basal area, as well as species-specific 
estimates of these variables for the southeastern United States.    
Because non-stereo satellite and aerial images do not provide three-dimensional 
information about forest structure, they tend to be less effective for estimating 
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aboveground biomass and other forest structure variables than lidar, synthetic aperture 
radar (SAR), and other methods which do provide such structural information.  Lidar-
derived and photogrammetric point clouds allow for measurement of tree heights, crown 
area, and crown shape (Popescu et al. 2013).  Since height and crown area correlate with 
biomass and tree diameter, these technologies have the potential to augment existing 
inventories.   
In general, lidar has been shown to produce more accurate prediction of biomass 
and basal area than photogrammetric data, primarily because lidar can penetrate through 
the tree canopy and collect information from understory trees, which is not possible with 
photogrammetric methods (Pitt et al. 2014).  The primary downside of lidar is the higher 
cost of data collection compared to aerial photography, a difference which appears to be 
more significant for small-area surveys.  For large-area estimation, lidar may require 
fewer field plots and less local model calibration than photogrammetric point clouds, 
which partially offsets the increased cost of lidar sensors and increases the relative 
accuracy advantage of lidar (Nordermeer et al. 2019).  In smaller-scale applications, 
particularly when forests are even-aged and lack an understory, the accuracy differences 
between the two technologies may be minimal, minimizing the advantages of lidar 
(Hawryło et al. 2017).     
The structural information from point clouds can aid in tree species classification, 
although classifications derived solely from lidar data have generally produced poor 
accuracies.  Multiple studies have found that the fusion of lidar with multispectral, or 
better yet, hyperspectral imagery can significantly improve species classification and the 
prediction of species-specific volume, basal area, etc. (Dalponte et al. 2012; Dalponte et 
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al. 2018).  In general, when only a single data source is used, spectral information is more 
useful for species classification than for measurement of tree height, volume, and basal 
area, while the reverse is true for three-dimensional data sources such as lidar.  Thus, the 
optimal technology choice depends upon the context of a particular forest inventory, 
including spatial scale and target variables.   
Remote Sensing Paradigms for Forest Inventory 
Two broad approaches can be defined for measuring forest variables via remote 
sensing: the area-based approach (ABA), and the individual tree-crown approach (ITC) 
(Ørka et al. 2013).  The area-based approach involves dividing a study area into a grid of 
raster cells of a given size.  The entire grid of cells is treated as the population, and field 
data is collected for a subset of these cells.  Depending upon the statistical framework 
being used, this sample may be probabilistic or selected.  In some cases, the spatial 
resolution of the cells is determined by the remote sensing data source, while in others it 
is set by the user.  For example, Landsat imagery is collected at a 30x30 meter spatial 
resolution, which sets the lower limit for grid cell sizes (a coarser resolution can be 
obtained through resampling).  For lidar, the grid cell size is to a certain extent arbitrary, 
as the raw data comes in the form of a point cloud, and statistics can be calculated for 
almost any desired resolution.  Generally, choosing a grid cell size which is equal to the 
size of the field plots is desirable for maximizing the efficiency of data utilization (Hou et 
al. 2018).  
Once the field data and remote sensing data are collected, model(s) are built 
which relate the response variables of interest to the predictor variables derived from 
remote sensing.  The response variable could be categorical (vegetation cover type, land 
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use class, etc.) or continuous (e.g. biomass, basal area, vegetation height).  After the 
model(s) are developed, they are applied to the entire population of grid cells, producing 
a raster map of the variable of interest.  Figure 1 shows an example of this type of map, 
using data from the present study.  Such maps can show the spatial distribution of forest 
inventory variables, which can be important for making management decisions related to 
harvesting or conservation.  The values of the response variable can also be aggregated 
within stand or management area boundaries, allowing for both large and small-scale 
estimates of the variable of interest. 
The individual tree-crown approach, as the name implies, functions at the scale of 
individual trees instead of pixels.  In contrast to the area-based approach, which is 
pixel/raster-based, ITC is object/vector-based.  First, remote sensing data is used to 
segment the study area into individual tree crown polygons.  A variety of segmentation 
algorithms have been used for this purpose.  The most common approach is to start with a 
canopy height model, a raster grid similar to a normalized digital surface model which 
shows the height of the tree canopy above the ground.  Canopy height models can be 
derived from lidar point clouds or from photogrammetry.  Segmentation algorithms, such 
as the watershed algorithm will search for local height maxima (corresponding to the 
apex of each tree crown) and grow polygons outward from each maxima to derive the 
approximate shape of tree crowns.  After these polygons are produced, field data from 
each tree are correlated with remote sensing metrics from each polygon.  An advantage of 
this approach over ABA is that the area of each tree crown may be used as a predictor 
variable for modelling, since crown area correlates with basal area and volume (Popescu 
et al. 2003).   
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Figure 1: Area-Based Wood Volume Estimates  
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Figure 2: Aerial Photograph of a pine plantation (top), with canopy height and      
crown segments (bottom)        
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Individual tree crown segmentation also has the potential to supply detailed 
information for stand-level management decisions.  Stem counts and metrics of inter-tree 
competition for each tree can be computed, something which is not possible with the 
area-based approach, but which can be useful when planning stand thinning and selection 
harvests. Wing et al. 2019 used individual tree segmentation to plan group selection 
harvests in a California study area.  By providing the exact spatial location of every tree 
in a stand, the height of the trees, and estimates of DBH and volume from allometric 
equations, the ITC approach allowed for more efficient harvest planning than current 
methods.  Unfortunately, their method required manual correction to eliminate redundant 
trees and add trees which were not segmented, a process which took four days to cover 
their 163 acre study area.  While this may be acceptable for small-scale management, it is 
a serious limitation for large-scale strategic inventories and forest management plans.  
Assessing the accuracy of an automated crown delineation protocol is therefore essential 
to assess the potential for larger scale applications.  Other potential pitfalls of the ITC 
approach include higher costs owing to increased computing requirements and 
dependence upon higher lidar point densities.  Additionally, ITC approaches require 
stem-mapped field data for model training, which further increases costs compared to the 
area-based approach. 
Statistical Inference & Forest Inventory 
Traditionally, forest inventories have relied primarily upon design-based 
inference (also referred to as probability-based inference).  Design-based inference 
assumes that there is a population with a fixed value of some target variable (Gregoire 
1998).  In forestry, common variables of interest include forest area, biomass, and basal 
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area, among others.  From this fixed population, a sample is drawn using some type of 
randomization scheme.  Once the target variable is measured at the field plots, the 
mathematical probability of drawing the given sample from the population is used to 
expand the measurements to the entire population and to compute the uncertainty of the 
resulting population-level estimate(s).   
A wide variety of sampling schemes are used in design-based forest inventories.  
The simplest of these from a theoretical perspective is simple random sampling, where 
plot locations are determined at random, without replacement.  Since this gives all 
locations an equal chance of selection, the resulting estimate is theoretically unbiased 
(McRoberts et al. 2013).  However, this sampling mechanism is often time-consuming 
and difficult to implement in the field, although modern GPS have reduced these 
difficulties.  Simple random samples also tend to produce large uncertainties relative to 
the cost of data collection.  As a result, systematic samples with fixed distances between 
plots are often used due to ease of implementation by field crews and a reduction in labor 
time.  While systematic samples technically have no rigorous variance estimator, they can 
generally be treated as simple random samples, as this tends to over-estimate, rather than 
under-estimate uncertainty (McRoberts et al. 2013). 
 A common method to increase precision within design-based inference is to 
divide the sample into two or more strata.  If the variance within each strata is smaller 
than the total variance of the data set, the precision of the estimate can be increased even 
though the number of field plots is held constant.  Even when field data were initially 
collected using a simple random or systematic sample, stratification can still be applied, a 
process known as post-stratification (Gregoire et al. 2016).  Remote sensing fills a 
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valuable role in stratification of field-based inventories by improving estimation of strata 
sizes.  An example of this is the previously mentioned use of forest/non-forest 
stratification by the FIA program.  Finer divisions between different forest types could 
theoretically yield further improvements in precision, particularly for species-specific 
estimates, but would require accurate forest type classifications.  Using a map of land 
cover types allows for more precise estimates of forest area and other inventory variables 
to be computed without increasing field sampling intensity and with minimal cost 
increases.  
 An alternative to design-based inference is model-based inference.  In model-
based inference, a model is assumed to exist which explains the value of the variable of 
interest based on the value of auxiliary variables (Ståhl et al. 2016).  In a remote sensing 
context, these auxiliary variables often include spectral band values from imagery, or 
height statistics from lidar data.  Rather than treating the population value of the target 
variable as fixed, this value is assumed to be one random realization from a distribution 
of all possible values, known as the superpopulation (Gregoire 1998).  Because the 
population value is treated as a random variable, it is not strictly necessary to collect a 
probability-based field sample for computing estimates, in contrast to design-based 
inference.  Field data is only necessary for building the model which will be used to 
estimate the variable of interest based on the auxiliary data, and the data can be chosen 
using a non-probabilistic sampling scheme, which is often cheaper than a probabilistic 
sample (Gregoire 1998).  On the other hand, using a probabilistic sample can help ensure 
that the model correctly describes the population, and may therefore be advisable even if 
it is not theoretically essential (McRoberts 2010).   
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Model based inference offers several advantages compared to design-based 
inference.  If the auxiliary data is available wall-to wall throughout the study area, and 
the models give precise estimates, model-based inference can provide much smaller 
variances for a given cost than design-based inference.  Model-based inference is also 
useful when collecting a probability-based sample is impossible, or simply cost-
prohibitive (Ståhl et al. 2016).  This could be the case in remote areas which lack road 
infrastructure, such as the boreal forests of northern Canada, or large tropical rainforests 
such as the Amazon.  In situations where collecting field data is potentially hazardous, 
such as in areas affected by war or disease epidemics, model-based inference can allow 
for collection of data without risking human lives.   
The primary downside to model-based inference is the potential for a biased 
inference if the model relating auxiliary data to the response variable is incorrect, a 
problem known as model misspecification (Ståhl et al. 2016).  This is quite different from 
design-based inference, where estimates are theoretically unbiased provided that correct 
sampling and measuring procedures are followed.  Consequently, great care should be 
exercised when applying models across large spatial extents, or at multiple dates.  It 
should be noted that the problem of model misspecification already potentially exists in 
field-based forest inventories where volume or biomass is a primary target variable of 
interest.  The volume and biomass of individual trees are infrequently measured directly 
in field surveys.  Rather, the height and diameter of the trees are measured, and 
volume/biomass are estimated on the basis of allometric equations, i.e. models.  Such 
allometric equations have an inherent uncertainty due to variability in tree structure, and 
theoretically may be biased if the trees used to develop the model are not representative 
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of the trees in the area being surveyed.  This issue is rarely considered when computing 
variance estimates for field-based inventories (Ståhl et al. 2016).  McRoberts and 
Westfall (2014) examined the potential effects of this model bias in traditional 
inventories, finding that as long as the original models are well-calibrated, the effect on 
large-area estimates is generally small.  Nevertheless, model-based inference and the 
potential for bias in resulting estimates is an inevitable part of forest inventory, even if 
remote sensing data are not used for such estimates, meaning that this flaw in model-
based inference is not as fatal to the use of remote sensing as it may initially seem.  
Further research of the type conducted by McRoberts and Westfall is needed to assess the 
impact of model bias on remote sensing-based inventories.   
An additional disadvantage to model-based inference is that the variance 
estimators are generally more analytically and computationally intensive than design-
based estimators (McRoberts 2010).  The estimators often vary depending upon the type 
of predictive model used (e.g. linear models vs. non-parametric approaches such as 
random forest), and the development of rigorous variance estimators for model-based 
inference remains an area of active research.  Furthermore, variance estimates may 
themselves be biased, particularly for small-area estimation, if spatial autocorrelation 
among residual terms is not accounted for (Gregoire et al. 2016).   
A statistical approach which combines many of the advantages of design and 
model-based inference is model-assisted estimation (MAE).  In model-assisted 
estimation, a model is used to predict the response variable of interest and produce maps 
of this variable, just as in model-based inference.  However, model-assisted estimators 
use field data to correct for any bias in the model.  Because this requires a probabilistic 
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sample, model-assisted estimation is technically a form of design-based inference.  
Compared to other design-based estimators, however, the variances of the estimates are 
often greatly reduced (Ståhl et al. 2016).  MAE avoids the potential for bias which can 
affect model-based inference, and the MAE estimators are generally less computationally 
intensive than purely model-based estimators.   
Model-assisted estimators are not without flaws.  One pitfall of model-assisted 
estimation in a remote sensing context is the potential for spatial mismatch between field 
data and remotely sensed data.  Model-assisted estimators are more effected by this 
mismatch than model-based estimators, although this problem has been substantially 
reduced with the advent of high-accuracy GPS antennas for geolocation of field plots 
(Saarela et al. 2016).  Model-assisted estimators will underperform model-based 
estimators in small-area estimation where sample sizes of field data are small, meaning 
that model-based inference is often superior in these contexts (McRobert, Næsset, and 
Gobbaken 2013; Ståhl et al. 2016).  However, in cases where plot locations are accurately 
recorded and the plot locations are chosen through a randomized process, model-assisted 
estimation can be a very powerful tool for improving the precision of forest inventory and 
other environmental data.  Consequently, the use of model-assisted estimation plays a 
central role in this research study.  
Project Goals & Research Questions  
 This study was designed to assess the potential gains in forest inventory efficiency 
from using a combination of high-density single-photon lidar (SPL) and multispectral 
imagery in a model-assisted estimation framework. Traditionally, forestry applications of 
lidar have primarily involved the use of linear, as opposed to single-photon lidar. Due to 
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the sensor design, single-photon systems offer greater point density for given flight 
parameters (altitude, speed, and flightline overlap) than linear sensors, and therefore have 
the potential to decrease the cost of data collection (Wästlund et al. 2018).  Higher point 
densities have been shown to improve precision gains from remote sensing, particularly 
when segmenting and counting tree crowns is a goal (Wallace et al. 2014).  
Consequently, there is interest in using single-photon sensors for forestry applications, 
although this interest has been tempered by concerns regarding their accuracy relative to 
linear sensors.  Single-photon sensors use green light (532 nm) as opposed to infrared 
light (1024 nm), which is more common in linear sensors.  Because vegetation does not 
reflect green light as strongly as near-infrared light, the strength of lidar return signals 
tends to be lower in single-photon systems, and these systems require sophisticated 
filtering algorithms to remove noise points created by sunlight if lidar data is collected 
during the daytime (Swatantran et al. 2016).   
To date, only a few research studies have compared the accuracy of these 
different lidar modes.  Stoker et al. (2016) compared the accuracy of SPL and linear 
sensors for measurement of ground elevation and digital elevation model (DEM) 
creation, as well as measurements of vegetation height.  In vegetated areas, single-photon 
lidar produced a less accurate DEM than the linear sensor (RMSE difference of 15.6 cm).  
However, the vegetation height measurements from the point cloud were actually more 
accurate, although the difference in RMSE was only 2.4 cm.  Reduced DEM accuracy 
could theoretically introduce errors in the estimation of tree height and could pose 
problems for estimation of other forest inventory variables as well, making studies of 
SPL in forestry essential before SPL is used in place of linear lidar for operational 
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inventories.  A Swedish study comparing the effectiveness of single-photon and linear 
lidar for forest inventory found that models built with data derived from single-photon 
lidar were just as precise as those using linear lidar, even when linear lidar had higher 
point densities (Wästlund et al. 2018).  In light of the much higher flight altitude used for 
the SPL collection than the linear collection (3900 meters vs 400 meters), their research 
suggests that SPL could offer suitable data for forest inventory and a lower cost than 
linear lidar.  However, their study focused exclusively on coniferous forests, and the 
results may not be generalizable to deciduous and mixed forests.  My research may help 
shed further light on the utility of SPL for measurement of forest variables and improving 
the precision of forest inventories, even though no direct comparisons to linear lidar were 
made in our study.  
The first portion of this research focused on the prediction of continuous forest 
inventory variables; including tree height, volume, basal area, diameter, and stem counts.  
I hypothesized that predictions for tree height and volume would be more accurate than 
estimates of diameter and stem counts, although it was hoped that the individual tree 
crown approach would offer accurate stem counts, which the area-based approach was 
not expected to provide.  Point density was expected to affect the precision of model 
estimates, with higher densities leading to higher correlations and smaller RMSE values.     
 A second aim for the research was to use lidar and multi-spectral aerial 
photography for classifying tree species and/or forest cover types.  Because different tree 
species can have very different economic values, species-specific estimates of wood 
volume and basal area are an important component of forest inventories.  Species 
identification also plays a crucial role in wildlife habitat suitability assessment.  Previous 
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research has shown that both data sources can aid in species classification, due to 
structural and spectral differences between tree species (Ørka et al. 2013).  However, 
classification accuracies reported in existing literature are generally not high enough for 
practical management purposes, with the exception of areas with relatively low tree 
species diversity (e.g. Scandinavia and other boreal regions).  This portion of the research 
was designed to assess the accuracy of species classification using these technologies in a 
mixed coniferous/deciduous forest with high species diversity, and the relative value of 
lidar and multispectral imagery for species classification. 
Methods 
Study Area & Data 
 This project utilized two study areas in northern Minnesota, USA (Figure 3).  The 
first block (627,722 acres) is located in Cass County and encompasses large portions of 
the Chippewa National Forest, as well as areas falling outside the National Forest 
boundaries.  The second, smaller study area (103,118 acres) is located in the Superior 
National Forest.   
Both study areas fall within the Laurentian Mixed Forest Ecological Province, a 
broad transitional zone between the Eastern Broadleaf Forest of the eastern and 
Midwestern United States, and the Boreal Forest of Canada.  This Ecological Province is 
characterized by significant species diversity, owing to the fact that the ranges of boreal 
and northern hardwood species overlap here.  Of the two study areas, the Superior area is 
much closer to the boreal forest border, and subsequently has a higher proportion of 
boreal species such as paper birch, white spruce, and balsam fir than the Cass County 
study area, which has a higher proportion of red pine and various northern hardwood 
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species such as American basswood and sugar maple.  The high species diversity of the 
study region creates challenges for modelling forest properties through remote sensing, as 
different species can have different average relationships between height, diameter, and 
volume.  These relationships are further altered by the diverse array of forest 
management and harvesting practices implemented in the region.  High species diversity 
also complicates the task of species classification and mapping compared to areas with 
more homogeneous forests, e.g. boreal regions of Scandinavia and Canada. 
Figure 3: Study Area Locations (purple)  
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Figure 4: Most Abundant Species from Field Plot Measurements (Chippewa) 
Species BA (ft2) Proportion of Basal Area 
Quaking aspen 634.69 0.23 
Red pine 359.51 0.13 
American basswood 188.95 0.07 
N. white-cedar 188.45 0.07 
Paper birch 166.76 0.06 
Sugar maple 134.79 0.05 
Red maple 134.31 0.05 
Black ash 127.49 0.05 
Northern red oak 123.57 0.05 
Eastern larch 98.13 0.04 
 
Figure 5: Most Abundant Species from Field Plot Measurements (Superior) 
Species BA (ft2) Proportion of Basal Area 
Quaking aspen 86.14 0.20 
Paper birch 64.08 0.15 
Balsam fir 63.71 0.15 
Black ash 60.64 0.14 
Red pine 44.83 0.10 
Red maple 27.27 0.06 
White spruce 20.84 0.05 
Eastern white pine 19.54 0.05 
Black spruce 11.13 0.03 
Eastern larch 9.67 0.02 
 
 For both study areas, remote sensing data consisted of lidar and multispectral 
imagery collected concurrently during October of 2017.  Lidar information was collected 
using a Leica SPL100 sensor at an elevation of 3750 meters, with a flight speed of 160 
knots.  The average resulting point density was approximately 30 pts/m2.  Vertical 
accuracy was compared at 94 bare-earth and urban land cover sites, showing an RMSE of 
0.067 meters. The multispectral imagery consisted of four bands (R, G, B, and NIR) at a 
spatial resolution of 30 cm.  October collections were chosen to coincide with peak fall 
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color in this region, with the expectation that peak color could aid with the discrimination 
of different tree species.  Due to the timing of the flights, the lidar data was neither truly 
leaf-on or leaf-off, as some species had already shed leaves prior to the data collection, 
while others had not undergone senescence.  Previous research has found only minor 
differences between the accuracy of forest inventory data collected in leaf-on vs leaf-off 
lidar, with studies disagreeing on which provides more accurate data.  Combining leaf-on 
and leaf-off lidar in forest inventory modelling has been demonstrated to be acceptable 
for modelling purposes, although this has generally involved combining lidar sources 
from two different seasons (White et al. 2015).  This is quite different from the present 
study, where all lidar data was collected at once during the same season. 
To allow for modelling based on remote sensing data, field data was also 
collected in both study areas.  Circular fixed-radius plots of 0.1 acres were established in 
the summers of 2017 and 2018, with a total plot count of 432.  Of these, 348 were in the 
Cass County tract and 84 were in the Superior tract.  While only forested areas were 
visited and measured, there are some missing plots which appear to be forested based on 
aerial imagery.  For the purposes of this study, unvisited plots were considered to be 
missing at random.  All plot centers were geo-located using a Trimble GPS antenna and 
post-process differential correction.  For the 2017 plots (n = 162), all live and dead 
standing trees greater than three inches DBH were measured and stem mapped, while a 
five inch threshold was applied for the 2018 plots (n = 270).  Using the original table of 
tree measurements, it was possible to compute statistics based on a five inch threshold for 
all 432 plots.  On each plot, the species, height and DBH, and status (live or dead) of each 
tree above the size threshold were recorded.  For most trees, the canopy position and 
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height to live foliage were also measured.  The plot locations in the Cass County study 
area were chosen using a systematic sample grid, while the Superior plot locations were 
chosen using stratified random sampling, where height and NDVI change (a proxy for 
coniferous vs deciduous forests) were used as stratification variables.  Most of the 
analysis described in this paper was conducted using data from the Chippewa study area. 
Regression Modelling 
The area-based approach to forest modelling requires dividing the study area into 
plots or pixels and building models which predict field-measured attributes based on 
metrics derived from remote sensing data.  Twenty different lidar statistics were used for 
modelling.  The majority were height-based metrics, including mean and maximum 
height, and several height percentiles (p25, p50, p75, and p95).  Bincentiles (b10, b25, 
b50, etc.), which divide the height distribution into several bins and count the percentage 
of lidar points within each bin were also utilized.  Lidar density, coverage, and intensity 
metrics were included in the analysis as well.  All of these statistics were computed using 
Lascanopy, a tool within the Lastools software package (Isenberg, 2018).  A minimum 
height threshold of 1.37 meters (the internationally recognized standard for breast height 
of trees) was used for computing the lidar statistics.  
Table 1: List of Predictor Variables  
Variable Type Variable Name & Abbreviation 
Lidar Height Percentile Metrics p25, p50, p75, p90, p95 
Lidar Bincentiles b10, b25, b50, b75, b90 
Other Lidar Height Metrics 
average (avg), median, max, standard deviation (std), 
skewness (ske), kurtosis (kur) 
Density Metrics density (dns), coverage (cov) 
Intensity Metrics average intensity (int) 
Imagery (2013 & 2017) 
blue (b1), green (b2), red (b3), NIR (b4), NDVI,  
NDVI Change (absolute and percentage) 
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In addition, spectral information (red, green, blue, and near-infrared) was 
extracted from both the fall-color multi-spectral imagery and from 2013 NAIP imagery 
using the ERDAS Imagine software program.  Using this spectral information, the 
normalized difference vegetation index (NDVI) was calculated for both dates of imagery, 
as was the difference in NDVI between the two dates.  Since all plots used in this study 
have geo-located centers, it was possible to extract both the lidar and imagery-based 
metrics for the exact field plot locations.  These remote sensing metrics were then 
correlated with field measurements for each plot.   
Several regression techniques were used to model the relationship between 
continuous forest attributes and remote-sensing derived metrics.  The first was multiple 
linear regression.  These models were built in IBM’s SPSS package (Versions 24 & 25, 
2019) using the stepwise regression tool, which selected statistically significant variables 
automatically using a probability threshold of 0.05 for variable inclusion.  Stepwise 
regression was chosen due to the large number of predictor variables and the lack of a 
theoretical reason to assume the significance of each variable.  Separate models were 
built using field data with a three-inch DBH threshold (168 plots) and a five-inch DBH 
threshold (349 plots).  In addition, plots were categorized by percentage of coniferous 
basal area to assess the effect of cover-type on model fit.   
While linear models are simple to build and to publish, they can exhibit problems 
such as heteroscedasticity and multicollinearity which render the predictions of the model 
biased or the estimated precision invalid.  Lidar-derived height percentiles often display 
strong correlations with each other, making these concerns especially valid for remote 
sensing studies.  Consequently, two non-linear modelling techniques were tested: kNN 
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and random forests.  As non-parametric methods, they are unaffected by correlation 
among predictor variables or by non-normality of datasets.  Both are capable of handling 
categorical and continuous variables, making them well suited to regression and 
classification problems.  Additionally, if a target variable is always positive (such as tree 
height or wood volume), kNN and random forest regression model predictions will be 
bounded at zero, eliminating the possibility of negative predictions.  These properties 
make them suitable for modelling with remote sensing data.  An important downside of 
these methods, however, is that they will not extrapolate beyond the range of the training 
data set.  For example, if the highest observed volume on any plot is 800 ft3/acre, these 
models will never predict volumes higher than this value.  Consequently, if the training 
data does not encompass the full range of variability within the population, there can be 
systematic under-estimation in areas with high wood volume, basal area, etc.   
In kNN regression, the value of the target variable is predicted as the average of 
the values of the closest k-neighbors in the feature space of predictor variables.  Choosing 
the optimal value of k can present a trade-off, with higher values of k often delivering 
smaller RMSE values, at the cost of greater over-estimation of small values and greater 
under-estimation of large values (McRoberts 2012).  Higher values of k can also increase 
the computational difficulty of model-based variance estimates, although this does not 
present a problem for model-assisted estimators.  In this study, the values of k were 
chosen to minimize the RMSE for each model, but is should be recognized that this is not 
necessarily the optimal approach.   
Random forest regression involves creating an ensemble of decision trees.  Each 
decision tree attempts to predict the value of the target variable using randomly selected 
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predictor variables.  Hundreds of such trees are built, with the final model representing an 
aggregation of the individual trees (Breiman 2001).  While individual trees tend to 
produce relatively weak models due to the random choice of predictor variables, the 
aggregation of several hundred trees results in a substantial increase in predictive power.  
User inputs for tuning the model include the number of trees to be built and the number 
of variables to be sampled at each step of each tree.  A crucial advantage of random forest 
over other modelling approaches is its ability to emphasize the variables which contribute 
the most the accuracy of target variable predictions, and to do so in statistically rigorous 
fashion.   
In this study, the forest-based regression and classification tool in ArcGIS Pro 
was used for building random forest models of each target variable.  Five-hundred trees 
were built for each model, and three random variables were sampled at each node of each 
tree, as this was shown to produce the highest r2 values through trial and error.  This 
process was repeated 100 times for each model, with 10% of the data withheld for 
validation purposes.   
Species Classification & Cover Type Mapping 
 When classifying tree species and cover types (such as deciduous-dominated vs. 
coniferous-dominated), the target variables are categorical rather than continuous.  
Random forest and kNN classifiers were both utilized for this portion of the research, 
along with binomial logistic regression in cases where only two classes were being 
predicted.  In all cases, the dataset was divided into training and validation sets (70% and 
30%, respectively).     
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 Two broad approaches for classification were tested.  The first was to classify 
pixels based upon the cover type (defined by basal area) in a deterministic fashion.  This 
was attempted both at the species level, and by grouping similar species by genera or 
structural similarities.  For example, the pine species were grouped together into one 
class due to their structural similarities.  In theory this could improve classification 
accuracy, due to the difficulty of discriminating species with near-identical structural 
form.  Plots were also classified according to coniferous or deciduous dominance, a 
problem which was expected to be more tractable than that of species-level classification.   
 All classifications were performed with kNN and random forest, with binomial 
logistic regression also being used for the deciduous/coniferous classification. Logistic 
regression produces clear numerical models which are easily published and implemented 
in a raster map environment.  It also outputs continuous probability distributions, in 
contrast to kNN and random forest, which will only output discrete values for each cell.  
This makes it possible for map users to assess the confidence with which a species is 
predicted to be present or absent in a particular cell, making it a widely used modelling 
technique for species classification (McDermid and Smith 2008).   
The second approach was to predict the presence or absence of particular species.  
Due to the heterogeneous forests which are common in Minnesota, it was hypothesized 
that classification by dominant species may be difficult, and that presence/absence 
classifications may be more fruitful.  For all classifications, the same lidar and imagery-
derived metrics were utilized as for the continuous variable predictions.  In addition, the 
latest National Wetland Inventory (NWI) data for Minnesota was used to classify plots as 
either wetland or upland.  If a plot centroid was located in a wetland, the plot was 
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classified as a wetland plot, otherwise, it was classified as an upland plot.  Since some 
species, such as white cedar and black ash are often associated with wetlands, it was 
hoped that including this information could improve the accuracy of species 
classification. 
Individual Tree Crown Modelling 
 Originally, the third goal of this project was to assess the utility of an individual 
tree crown-based approach for species classification and regression modelling.  
Individual tree crown segments produced using a watershed algorithm were compared to 
field-based tree counts in order to measure the accuracy of the segmentation and 
determine if the accuracy was high enough to attempt individual tree-based modelling.  
Lidar and imagery-derived metrics would then be extracted to model the height, volume, 
and diameter of individual trees.   
 An initial assessment of the accuracy of the segmentation algorithm was made 
based on field data collected in a red pine plantation at the Hubachek Wilderness 
Research Center near Ely, MN.  The stand was sampled with 20th acre fixed-radius plots 
on a systematic grid.  An estimate of the tree count in the stand based upon this data was 
within 1% of the number of tree crown segments produced by the watershed algorithm, 
suggesting a high accuracy of stem identification.  Visual examination of the crown 
segments also suggested that they were reasonably compact and resembled the shape of 
real tree crowns.   
 While the initial comparison was encouraging, this particular stand possessed 
several features which made crown delineation easy, including a complete absence of 
understory trees and the fact that only coniferous trees were present.  Deciduous trees are 
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more likely to display overlapping crowns than deciduous trees, a trait which complicates 
delineation of tree crowns in deciduous forests.  To see if the segmentation accuracy 
remained high in less ideal conditions, a similar analysis was performed by comparing 
the number of crown segments to the tree count for all plots in the Chippewa study area.  
The aggregate totals were within 4% of each other, indicating that the segmentation 
algorithm could offer relatively accurate estimates of stem counts for large-area 
estimation.  Unfortunately, plot-level crown segment counts often deviated widely from 
field-based counts, in some cases as much as 70%.  Thus, while the algorithm does not 
systematically over-segment or under-segment tree crowns, the accuracy of the 
segmentation was deemed to be insufficient for ITC-based modelling.     
Results 
Regression Modelling 
 Tables 2-4 show the results of linear regression modelling from the 162 plots on 
which measurements were taken at a three-inch threshold.  The coefficient of 
determination and RMSE are displayed for all models.  Relative efficiency (RE) numbers 
illustrate the potential reduction in sampling effort which can be achieved by utilizing a 
model-assisted Generalized Regression estimator in comparison to simple random 
sampling and field data alone.  For example, a relative efficiency of three indicates that 
the number of plots could be reduced to 1/3rd of the original sampling intensity without 
any reduction in precision.  Alternatively, if the number of field plots is held constant and 
a model-assisted framework is utilized, there will be a gain in precision equivalent to that 
which would be achieved by increasing the number of field plots three-fold.  With a 
generalized regression estimator, the relative efficiency can be estimated using the 
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formula RE=1/(1-r2), where r2 represents the coefficient of determination between the 
model predictions and the true values from field data (Gonzalez-Alonso et al. 1997).  It 
should be noted that this method was developed for aggregate variables such as total 
volume and total basal area.  The relative efficiency for ratio variables such as mean 
height and mean diameter may or may not be accurately estimated with this approach.  
No attempt was made to assess the relative efficiency of any model-based estimators.  In 
general, previous research has found that model-based inference only offer significant 
precision gains compared to model-assisted approaches for small-area estimation where 
field data is sparse or lacking.    
Table 2 Results from 2017 Plots (n=168)  
Variable r2 RMSE Relative Efficiency 
Mean Height (ft) 0.727 6.68 3.66 
Volume (ft3) 0.695 102.47 3.28 
Basal Area (ft2/ac) 0.621 39.1 2.64 
Average DBH (in) 0.502 1.97 2.01 
 
Table 3 Results from 2017 Plots with > 75% Coniferous Basal Area 
Variable r2 RMSE Relative Efficiency 
Mean Height (ft) 0.949 4.09 19.61 
Volume (ft3) 0.866 75.27 7.46 
Basal Area (ft2/ac) 0.804 30.94 5.10 
Average DBH (in) 0.817 1.46 5.46 
 
Table 4 Results from 2017 Plots with > 75% Deciduous Basal Area 
Variable r2 RMSE Relative Efficiency 
Mean Height (ft) 0.579 6.63 2.38 
Volume (ft3) 0.685 87.70 3.17 
Basal Area (ft2/ac) 0.675 31.53 2.92 
Average DBH (in) 0.438 1.67 1.78 
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 Of all the target variables, mean height was the most accurately predicted by 
regression modelling, with an r2 value of .727 for all plots and 0.949 for coniferous-
dominated plots.  These values are similar to those reported by Popescu, Wynne, and 
Nelson for predicting the height of dominant trees with lidar data, even though their 
analysis included only overstory trees, while the present analysis included understory 
trees as well (Popescu, Wynne, and Nelson 2003).  Generally, mean DBH models had the 
lowest r2 values, with volume and basal area falling in between height and DBH models.  
Volume and basal area models tended to have higher relative RMSEs than either height 
or diameter models.  
When only coniferous-dominated plots were used, model fit and RMSE improved 
compared to models built with all plots, or with deciduous-dominated plots.  For 
example, the relative efficiency of volume estimates was more than twice as high for the 
coniferous-dominated plots as for all plots or the deciduous-dominated plots.  This is 
consistent with previous research, which has generally shown a lower accuracy of lidar-
based volume and biomass estimates in hardwood forests than coniferous forests.  These 
differences have often been attributed to the growth form of hardwood trees and a weaker 
correlation between height and diameter compared to coniferous species (Shao et al. 
2017).  Another likely contributing factor is the reduced accuracy of height predictions in 
deciduous dominated-forests.  The causes of this difference in height prediction accuracy 
are unknown, although possible factors include differences in growth form between 
hardwoods and conifers, and a greater tendency of conifers to occur in even-aged stands 
in this study area.  Because both height and diameter/basal area determine tree volume, a 
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reduction in the accuracy of either height or diameter measurements could significantly 
affect volume estimates.    
 This initial analysis did uncover potential issues with linear modelling.  Some 
models, particularly those for basal area and volume produced physically impossible 
negative predictions.  As more predictor variables were added to the models, this problem 
tended to become worse, suggesting that multicollinearity between the predictor variables 
may be the culprit.  Thus, while linear modelling was still applied to the full dataset, kNN 
and random forest were relied upon to a greater extent to avoid this problem. 
Table 5 Linear Modelling: All Plots 
Variable r2 RMSE 
RMSE 
% 
Relative 
Efficiency Predictor Variables 
Mean Height 0.736 6.5 12.09 3.79 p75, std, bin25, b1_2013 
Volume 0.696 81.8 38.07 3.29 avg, dns, b25, b90, b50 
Basal Area 0.592 30.97 39.79 2.45 
avg, dns, b50, b90, p25, 
max 
Avg DBH 0.462 1.85 20.90 1.86 std, max, cov, dns, p25 
Tree Count 0.324 8.88 51.24 1.48 cov, b50, b75/b25, dns 
 
The results from modelling with the entire set of Chippewa plots, with a 
measurement threshold of five inches are shown in Tables 5 through 9.  Relative RMSE 
(in percentage terms) is displayed for all models, and was calculated by dividing the 
RMSE by the mean of predicted values for the target variable.  When all plots were used 
in modelling, mean height generally showed the highest coefficient of determination, 
followed by volume, basal area, average DBH, and tree count, regardless of modelling 
method.  In plots with greater than 75% or less than 25% coniferous basal area, this 
pattern did not necessarily hold.  For example, average DBH produced a higher r2 and 
relative efficiency than basal area when coniferous-dominated plots were used for 
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modelling.   Models utilizing coniferous-dominated plots exclusively resulted in higher r2 
values than the models which utilized all plots, just as with the smaller dataset. With most 
models the significant variables were all lidar-derived variables, primarily height and 
density metrics.  Only the model for mean height included an image-derived variable as a 
significant predictor.  It should be noted that the models for tree count were not 
statistically significant with any modelling method.   
Table 6 Modelling Results from kNN 
Variable r2 RMSE RMSE % RE Predictor Variables 
Mean 
Height 
0.70
1 5.86 10.90 3.34 p75, std, bin25, b1_2013 
Volume 
0.71
2 66.7 31.04 3.47 
p75, cov, max, ndvi_2013, bin10, 
dns, bin75/bin25 
Basal 
Area 
0.59
5 25.43 32.67 2.47 
avg, cov, max, ndvi_2013, p95, 
NIR_2013, bin25, diffperc 
Avg 
DBH 
0.40
6 1.52 17.18 1.68 p95, std, max, bin75/bin25 
Tree 
Count 
0.34
4 7.28 42.01 1.52 
p50, cov, max, b42013, 
ndvi_2013, p25 
 
Tables 6 through 9 display the results from kNN and random forest modelling.  
Similarly to the linear models, height and volume were the most accurately predicted 
variables.  Models predicting tree counts produced very poor fit, and in some cases the 
models were not even statistically significant, something which was not true for any other 
modelled variable.  While r2 were similar for all modelling methods, kNN tended to 
produce lower RMSE values than linear or random forest models.  Given that the non-
parametric models achieved similar fit and RMSE values to the linear models, but are 
more robust to multicollinearity, the non-parametric methods are likely superior to linear 
modelling, particularly if there is a desire to avoid negative predictions.  Once again, 
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there were often substantial differences in the fit of models from coniferous-dominated 
and deciduous-dominated plots.   
Table 7 Random Forest Modelling Results for All Plots 
Variable r2 RMSE RMSE % RE 
Five Predictors of Greatest 
Importance 
Mean Height 0.722 7.21 13.42 3.60 p95, p75, avg, max, p50 
Volume 0.693 84.89 39.50 3.26 avg, p50, p75, max, p95 
Basal Area 0.608 3.21 4.12 2.55 avg, p50, p75, p95, max 
Mean DBH 0.445 1.97 22.26 1.80 p95, std, max, p75, p50 
Tree Count 0.338 9.09 52.44 1.51 cov, dns, p50, p25, b25 
 
Table 8 Random Forest Results for Coniferous-Dominated Plots 
Variable r2 RMSE RMSE % RE 
Five Predictors of Greatest 
Importance 
Mean Height 0.917 6.13 11.40 12.05 p75, b75, max, avg, p50 
Volume 0.804 101.49 47.23 5.10 avg, p50, p75, max, p95 
Basal Area 0.627 3.93 5.05 2.68 p50, avg, b75, dns, p25 
Mean DBH 0.688 2.24 25.29 3.21 std, b90, b95, max, p75 
Tree Count 0.445 10.01 57.78 1.80 
dns, cov, MEAN_NDVI, 
NDVI2017, b25 
 
Table 9  Random Forest Results for Deciduous-Dominated Plots 
Variable r2 RMSE RMSE % RE 
Five Predictors of Greatest 
Importance 
Mean Height 0.56 7.15 13.31 2.27 p75, p95, p50, max, b75 
Volume 0.704 80.19 37.32 3.38 p75, p50, max, p95, b75 
Basal Area 0.643 2.72 3.49 2.80 p75, max, p95, p50, std 
Mean DBH 0.337 1.73 19.51 1.51 max, p95, std, p75, b25 
Tree Count 0.407 8.44 48.68 1.69 p50, p75, p25, b50, ske 
 
These models relied primarily on lidar-derived height metrics.  Density metrics 
were significant in only a few models, and intensity metrics were never significant 
predictor variables.  Imagery-derived variables were rarely significant, only appearing in 
one random forest model and three kNN models.  Notably, most of the image-derived 
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variables were from 2013 NAIP imagery, rather than the 2017 fall-color imagery in spite 
of the greater temporal misalignment between the field data collection and the 2013 
imagery.  The most logical explanation is that during autumn, different tree species will 
display different spectral properties, which confounds the relationship between spectral 
variables and the density of vegetation.         
Effect of Point Density on Model Fit 
 A major limitation to the adoption of lidar in forest inventories is the cost of data 
collection.  Cost depends highly upon the required density of the point cloud: lower 
densities allow for higher and faster flights with less overlap, enabling an area of interest 
to be covered more quickly, thereby reducing flight costs.  Previous research has 
generally found that point densities near 0.5-2 pts/m2 are sufficient for predicting forest 
attributes using the area-based method, with some studies showing that even lower point 
densities are sufficient (Gobakken and Næsset 2008).  Such studies have utilized linear 
lidar almost exclusively, so the effect of point density on the accuracy of single-photon 
based models was examined as part of the current research.  The original point cloud was 
thinned based on time-stamps using Lastools, resulting in point clouds at ¼, 1/16, and 1/25 
of the initial density.  Random forest regression was subsequently used to predict wood 
volume based on the lidar metrics from the thinned point clouds.  Just as for earlier 
modelling, 500 trees were built for each forest with three random variables sampled at 
each split.  This process was repeated 100 times for validation purposes, with 10% of 
data withheld for validation in each iteration.  
Table 8 shows the median r2 and RMSE values from this modelling.  Reducing the 
point density by 75% resulted in a 35% increase in the model RMSE, and a small but 
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statistically significant decrease in r2.  Further reduction in point density did not have 
substantial effects on RMSE, but r2 values continued to decrease.  The estimated relative 
efficiency in a model-assisted framework declined by 20% from the highest to the lowest 
point density.  Higher point densities, therefore, do result in improved model fit and 
increase measurement precision.  In spite of this, low density single-photon lidar still 
appears to yield great increases in the precision of forest inventory data compared to a 
reliance on field data alone.   
Table 8 Modelling results from thinned point clouds. 
Thinning Density (pts/m2) Mean r2 SE of r2 RMSE (ft3) 
Relative 
Efficiency 
None 30 0.655 0.0025 88.44 2.90 
  1/4  7.5 0.637 0.0053 119.68 2.75 
  1/16 1.9 0.636 0.0045 118.16 2.75 
  1/25 1.2 0.584 0.0057 122.78 2.40 
 
A crucial limitation of this exercise is that the real-world effects of greater flight 
altitude and speed on height measurement accuracy could not be assessed.  Caution 
should therefore be exercised when applying these numbers to the real world, as the cost-
saving changes in flight parameters which produce this lower point density have 
deleterious effects on model precision beyond the effect of lower point density alone.  
Only experiments with real flights can confirm the acceptability of low point densities for 
forest inventory. 
Classification of Forest Cover 
 Attempts to classify plots by dominant species produced very poor accuracies, 
regardless of whether random forest or kNN was used.  None of the classifications 
produced an overall accuracy above 45%.  Additionally, there was a substantial 
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imbalance in classification accuracies between species in each case.  Common species 
such as aspen and red pine, along with some wetland species such as northern white-
cedar were classified with reasonably high accuracies (70-80%).  However, accuracies 
for other species were sometimes as low as 0%.  Given the prevalence of multi-species 
plots, these results are not surprising.  When two species are present in a plot, they will 
both leave a signal in the spectral and structural data from a plot, and disentangling these 
is inherently problematic.  The high species diversity of the study area also means that 
many species were dominant on only a small number of plots.  This led to a combination 
of small sample sizes for classification training and an imbalance between class sizes 
which are both problematic for accurate classification.  Grouping species into genera or 
by structural similarity did not improve the accuracy of the classification to any 
significant degree.   
Table 10: Presence/Absence Classification for Selected Species 
Species Accuracy (KNN) Accuracy (Binary Logistic) 
Eastern white pine 50 68.3 
Northern red-oak 45 65.8 
Northern white-
cedar 85.7 85.3 
Quaking aspen 65.7 69.6 
Red pine 68.8 80 
Yellow birch 63.6 83.3 
  
 Presence/absence classification produced accuracies which were higher in many 
cases than classification based on species dominance, although some of the classification 
accuracies were still poor.  Northern white-cedar was the most accurately classified 
species, although this was mostly due to the fact that this species is extremely abundant 
on wetland sites in the Chippewa study area, rather than any predictive value from the 
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remote sensing data.  The next most accurately classified species was red pine, with 
eastern white pine and northern red-oak having the lowest classification accuracies.  It 
should be noted that the sample sizes for most of these species were relatively small, with 
the notable exceptions of red pine and quaking aspen.  Consequently, these results should 
be interpreted with caution.  Larger samples of field data are necessary to produce 
classifications with greater confidence.   
Lidar-derived height metrics were the most commonly used variables in these 
classification models, although imagery-derived variables were also important for 
classifying some species.  Surprisingly, the differentiation between upland and wetland 
sites generally did not contribute to the accuracy of most presence/absence 
classifications, except in the previously mentioned case of northern white-cedar.  When 
classifying the presence of black ash, a species often associated with lowland ecosystems, 
the wetland inventory data did not contribute to improved classification accuracy at all.  
This was also true for red pine and northern red oak, species which are almost exclusively 
found on mesic and xeric sites.   Given the strong affinity of many species for one site 
class over another, the relative lack of improvement in classification when site data was 
included is difficult to explain.  
Classification of deciduous or coniferous dominance by basal area was 
significantly more successful than species-level classification.  Binary logistic regression, 
kNN, and random forest produced overall accuracies of 88.5%, 82.4%, and 85% 
respectively when classification was based on whether a plot was >50% coniferous or 
not.  Similarly high accuracies were obtained when the threshold for coniferous 
dominance was set at 75%.  With a 75% threshold, the binary logistic classification used 
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fewer variables than the kNN classification, although this was not true for the 50% 
threshold.  When classifying based on the 50% threshold, the logistic and kNN models 
only used imagery-derived variables, while classification at the 75% threshold utilized 
both imagery and lidar-derived variables.  Imagery and lidar variables were included in 
the top five most significant variables for both random forest classifications.  These 
results indicate that while imagery-derived variables are more important for accurate 
classification of forest cover types, structural data from lidar is also beneficial. 
Table 11: Coniferous/Deciduous Classification (50% threshold) 
Method Accuracy Predictor Variables 
kNN 82.4 NDVI_2017, NDVI_change 
Binary Logistic 88.5 NDVI_change, b4_2013 
Random Forest 85.0 NDVI_change, b90, NDVI_2017, max, kur 
 
Table 12: Coniferous/Deciduous Classification (75% threshold) 
Method Accuracy Predictor Variables 
kNN 92.2 NDVI_2017, p95, max. b4_2013, dns 
Binary Logistic 85.7 NDVI_change, max, dns 
Random Forest 86.0 NDVI_change, wetland, p95, b90, max 
Discussion 
The results of this research show that single-photon lidar and multispectral 
imagery can provide substantial gains in precision for forest inventories.  Combining 
predicted values from these statistical models with field data in a model-assisted 
estimation framework can provide relative efficiency gains of 3.0 or greater for wood 
volume, and 2.6 for basal area compared to simple random sampling with field data alone 
for all forest types.  In coniferous forests, efficiency gains are even greater, with a relative 
efficiency of 5.1 for volume.   Simulated point densities as low as 2 pts/m2 can yield 
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improved prediction accuracies compared to relying solely on field data, although real-
world tests must be conducted to verify that point densities this low are actually 
acceptable in practice.    
When modelling attributes such as mean height, volume, and basal area, the most 
important predictor variables were lidar-derived height metrics, such as mean height and 
height percentiles.  Imagery-derived spectral data and lidar intensity metrics were 
generally not statistically significant, or provided only marginal gains in model fit.  The 
fact that the lidar and imagery were collected during autumn senescence may have 
contributed to this result.  During this time period, spectral values in imagery will be 
significantly affected by tree species, with deciduous species experiencing more dramatic 
changes than coniferous species.  Previous research has also found that lidar intensity 
metrics (as opposed to height metrics) are less useful under partial or full leaf-off 
conditions than leaf-on conditions, which is consistent with the findings of the present 
study (Shao et al. 2018).   
   The fit and RMSEs of different modelling approaches were similar, although 
linear models sometimes produced physically impossible predictions in low volume 
areas.  Random forest and kNN models produced similar model fit, and no general 
recommendations about the superiority of kNN or random forest can be made from this 
study.  The choice between these methods will likely be made based upon computational 
intensity and the ease of implementation. Due to the absence of negative predictions, and 
a greater robustness to multicollinearity and non-normal data, the non-parametric 
approaches should be considered superior to linear modelling for forest inventory. 
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Results from the individual tree crown segmentation approach were less 
encouraging than the area-based approach, although ITC modelling could still be used in 
certain situations.  The ITC method produced very accurate stem counts in a red pine 
plantation, suggesting that automated tree crown segmentation may be viable in stands 
which lack understory trees and which contain species that display clear crown 
separation.  Future research should involve performing these comparisons in additional 
conifer plantations to assess whether these results are generalizable.  If stem counts from 
ITC are accurate, and the area of tree crowns can be accurately measured using this 
method, ITC may be a viable inventory tool in conifer plantations.  The ITC approach 
also appears to yield stem counts which are fairly accurate for large-area estimation, 
something which cannot be said for the area-based approach.  For large areas, the ITC is 
very computationally intensive compared to the area-based approach.  Furthermore, the 
resulting segments are not accurate enough for allometric modelling of individual trees 
when tree crowns overlap or understory trees are present.  As a result, for large-area 
estimation and mapping of volume and basal area, the area-based approach remains 
superior. 
Species and cover-type classification has demonstrated potential, but significant 
work remains to operationalize such classifications.  The most accurate classifications 
were those distinguishing between deciduous and coniferous forests.  All classification 
methods produced similarly high accuracies.  The logistic method has several advantages 
over others.  In this case, the logistic model only used two or three predictor variables 
depending upon the threshold for coniferous dominance, making the logistic model more 
parsimonious than alternative models, especially random forest.  This result is particular 
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to this study and should not necessarily be generalized.  Logistic regression also yields a 
publishable equation which is easily utilized by raster calculations in a GIS software 
program, saving computing power when map production is the goal.  Finally, the ability 
of logistic regression to output a continuous probability map, rather than exclusively 
outputting discrete classifications allows map users to better assess the uncertainty of 
classifications in a given area.  
At the opposite extreme, deterministic classification of dominant species, genus, 
or cover type produced poor results and appears to be a dead end, at least with the remote 
sensing data sources used in this study.  The diverse nature of the forests in this study 
area, and the prevalence of mixed-species stands likely explain the low classification 
accuracies achieved.  In cases where plots contain multiple species predicting the 
dominant species directly is inherently difficult, and the low accuracies obtained by this 
study were expected.   
Probabilistic classification of species presence/absence, appears to be a more 
productive approaches to species mapping with remote sensing.  With the data used for 
this project, relatively high presence/absence classification was possible for some 
common species in the study area, such as red pine.  However, less common species were 
not identified as accurately with either of these methods.  Improving identification of 
these species will require several improvements in both data and modelling.  For one, a 
larger number of field plots must be used to provide adequate training data.  If a species 
is only present on 15 or 20 plots (as was the case with yellow birch and white pine, 
among others) accurately predicting presence or absence, let alone species-specific 
volume is almost impossible due to sample size limitations, and even in cases where the 
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classifications appear accurate, the small sample sizes mean that our confidence in the 
classifier should be tempered.  Larger sample sizes may increase the accuracy of 
classifications for these species.   
Furthermore, the remote sensing data used for this study will likely need to be 
augmented with other sources.  Multi-temporal satellite imagery sources, such as 
Landsat-8 and Sentinel-2 could offer more phenological information than that obtained 
from two dates of aerial photography.  Since different tree species flush in different times 
in spring and senesce at different times in fall, having more dates of imagery could assist 
with the discrimination of species.  These satellite-based sensors also contain more 
spectral bands than the 4-band sensors used in this study.  Another technology to test in 
the future is synthetic aperture radar (SAR), which been found to be useful for species 
classification (Wolter and Townsend 2011).  SAR data is responsive to structural 
characteristics of different tree species, as well as site characteristics such as standing 
water.  These site-level characteristics can be predictive of species presence, further 
improving species identification.   
Conclusion 
 The area-based approach to modelling can contribute significantly to improving 
the precision of forest inventories, and holds the potential for improving the efficiency of 
forest inventories.  Remote sensing data products allow for mapping of forest attributes 
such as wood volume and basal area, as well as some forms of forest cover type mapping.  
Maps of this nature are useful for communicating information to the public, and have the 
potential to assist with forest management activities, including the development of forest-
wide plans and the design of timber harvests.  Additional research is necessary to ensure 
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that this potential is fully realized.  In particular, comparisons between different lidar 
point densities and the primary lidar modes (linear and single-photon) should be made to 
determine the most cost-efficient method of remote sensing data collection for forest 
inventory.  The research described in this paper, along with existing literature has 
demonstrated that remote sensing can improve the accuracy of forest inventories at a 
lower cost than field-based methods alone, but we still do not know the economically 
optimal combination of data sources.  Operationalizing the methods and technologies 
described in this paper remains as a crucial challenge for future research. 
In spite of the utility of lidar and multi-spectral imagery, there are still some forest 
variables which are not easily modelled based on remote sensing.  In particular, species-
specific estimates of volume and basal area cannot be derived from remote sensing data 
alone at the present time, although future research may change this.  Accurate species 
identification has been a challenge in biologically and structurally diverse forests when 
using automated methods, and the results of this research suggest that this problem has 
yet to be overcome.  Consequently, traditional field-based methods are still essential for 
measuring many inventory variables, and will remain so for the foreseeable future.  Even 
though remote sensing alone will probably never be sufficient for accurate forest 
inventories, the results of this research demonstrate that combining remote sensing data 
and field data in a model-assisted estimation framework offers a viable path toward 
improving the efficiency of forest inventory practices.   
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