Abstract-We report on the sensitivity analysis of a state variable model (Model S) proposed earlier. Model S captures the dominant behavior of the system test phase of the software test process. Sensitivity analysis is a mathematical methodology to compute changes in the system behavior due to changes in system parameters or variables. This is particularly important when parameters are calibrated using noisy or small data sets. Nevertheless, by mathematically quantifying the effects of parameter variations on the behavior of the model, and thereby the STP, one can easily and quickly evaluate the effect of such variations on the process performance without having to perform extensive simulations. In all cases studied, Model S behaved according to empirical observations which serves to validate the model. It is also shown that sensitivity analysis can suggest structural improvements in a model when the model does not behave as expected.
INTRODUCTION
A promising approach [1] , [2] , [3] to the modeling and control of the system test phase of the software test process (STP) builds on a mathematically sound state variable model referred to here as Model S. A distinguishing characteristic of Model S is the presence of a feedback control loop similar to the one found in a large number of engineering applications such as in a cruise control, a rolling mill control, satellite tracking, etc. [4] , [5] . A synopsis of Model S and its underlying assumptions is presented in Section 2. Specific details along with a model calibration algorithm can be found elsewhere [1] , [2] , [6] .
The mathematical foundation of Model S and the presence of a feedback control loop distinguishes the approach to the control of the STP from a multitude of other models and approaches such as those found in Total Quality Management and the ANSI standard for software V&V plans [7] , [8] .
Model S characterizes the STP via the time dependent state variables rðtÞ, the number of remaining errors, and _ r rðtÞ, the velocity of error reduction. Here, rðtÞ measures the quality of the software product under test. The state vector ½rðtÞ _ r rðtÞ T and its derivative are related by a 2 Â 2 matrix containing the characterizing parameters of the STP, to be discussed later in Sections 2.2 through 2.4.
Over the course of the test phase, a manager establishes checkpoints where he/she can observe quality measures and compare these with those expected by a predetermined schedule. According to this comparison, the manager decides for changes in the test environment necessary to better meet schedule and/or cost objectives. A properly calibrated Model S will provide quantitative information to the manager about the evolution of the test process relative to the schedule and can identify specific environmental changes necessary to meet a pre-specified quality objective. In a commercial study, the model was found to be accurate to within 3 percent of the observed schedule [1] , [2] , [3] , [6] .
The calibration of the model parameters depends on data collected from similar past projects or from initial observations of the process under consideration. The data is often noisy and automatically computed parameter values [9] as well as manager specified parameters deviate from their true nominal value. Proper application of the model therefore requires understanding the effect of parameter deviations on the behavior of Model S. This understanding is achieved by a classical sensitivity analysis of Model S. Here, we first compute the sensitivity matrix, SM, for Model S using the mathematics of the tensor product [10] as described in Section 4.1. Then, in Section 4.2, we use the sensitivity matrix of Model S to investigate the model's behavior to small perturbations in its parameter values. By mathematically quantifying the effects of parameter variations on the behavior of the model and thereby the STP, a test manager can easily and quickly evaluate the effect of parameter and variable variations on the scheduled objectives without having to perform extensive simulations of Model S. For example, what is the effect of a 10 percent increase/decrease in the workforce or in the software complexity on the schedule for reducing the number of errors in the product to an acceptable (low) value. The direct mathematical link of small parameter changes to performance variations is known to be much more efficient than exhaustive simulations [11] .
From a modeling perspective, the sensitivity analysis will show that the model behaves according to observed trends in the STP. For example, looking at the effects of variations in software complexity on the time dependence of the remaining errors is consistent with predictions made by the COCOMO model [12] while variations due to workforce changes show consistency with Brook's Law [13] . Thus, consistency with expected behavior serves to validate the model.
When the sensitivity analysis of a model fails a litmus test for consistency with observed behavior of the STP, then the sensitivity analysis implicitly points to specific parameters and equations that are causing the deviation. Such equations and their underlying assumptions will need modification to insure consistency. The first part of Section 6 details how the sensitivity analysis reported here was used on an early draft model of the STP to identify and fix a flaw contained therein. The flaw was fixed by incorporating ideas present in the COCOMO model into an underlying assumption. Hence, a sensitivity analysis not only serves as a model validation technique, but also serves as a mechanism for identifying and fixing possible model inadequacies.
Finally, as considered in Section 5, we investigate robustness and confidence levels in performance as a consequence of our small change sensitivity analysis developed in this paper.
BACKGROUND
This section offers an overview of the context in which feedback control is being used in conjunction with a state variable model of the STP. Additional information is found elsewhere [2] , [3] , [6] .
Feedback Control of the Software Test Process
We assume that at the start of the system test phase of a software product a test manager is given a quality objective for the end product and a deadline by which this objective is to be met. Two possible quality metrics of a software product are its reliability [14] and the number of errors remaining in the product under test at time t. In this work, we consider the number of errors remaining in the software product under test as the quality metric and denote it by rðtÞ. Note that the number of remaining errors is a time dependent variable and, hence, the notation rðtÞ. Estimation of rð0Þ, i.e., the number of errors in the software product at the start of the system test phase, is addressed elsewhere [9] , [15] , [16] .
We further assume that, to plan and monitor the progress of the STP, the test manager divides the entire test phase into a sequence of n > 0 checkpoints denoted by cp 1 ; cp 2 ; . . . ; cp n with cp n coinciding with the deadline. The realization of the quality objective evolves over these checkpoints. Thus, checkpoint cp i is specified as a pair (t i ; r i ), where r i is the estimated number of errors remaining in the product under test at t i t n . At the start of the test process, estimates of r i are likely to be based on the test manager's experience and, at times, may even be an educated guess. However, with the passage of time the use of feedback control model improves these estimates [2] , [9] .
The use of feedback control during the STP is illustrated in Fig. 1 which shows four key components pertinent to the control process. These are the STP itself which consists of the test engineers, tools, documentation, etc., a state model of the STP which is Model S, a controller, and the test manager. The management decides how many testers to employ to test the product, initially denoted by w f . The test manager estimates the test process quality which quantifies the adequacy of the test process to the project and must be calibrated on a per company/per project basis. The complexity of the software under test (s c ) is computed as a convex combination, a weighted average, of several well-known complexity metrics such as the number of function points, lines of code, and the number of data flows. An initial estimate of r 0 is based on data from previous projects or on error data collected over an initial period of the STP which could be a few days or weeks. In the latter case, the first checkpoint must occur after a sufficient amount of error data has been gathered [9] .
At checkpoint cp i , the number of remaining errors r observed ðt i Þ is estimated and compared against the expected value r expected ðt i Þ computed using the state model. The error signal r error ðt i Þ ¼ r observed ðt i Þ À r expected ðt i Þ is input to a controller. Using the error signal, s c , and , the controller computes changes Áw 0 f and Á 0 to be made to w f and , respectively, in order for the STP to meet the quality objective on or before the deadline. The computed changes are made available to the test manager who may or may not choose to implement these. Though Fig. 1 might give the impression that only a single pair (Áw 0 f and Á 0 ) of values is output by the controller, in reality the controller outputs a finite set of such pairs from which the Test Manager could select. The STP resumes with a work force of (w f þ Áw f ) and a process quality of ( þ Á), where Áw f and Á denote the actual changes made by the Test Manager. The side effects of increasing the work force, captured in the well-known Brook's Law, are analyzed in Section 4.2. Changes in rðtÞ due to variations in Áw f and Á are pertinent to the test manager and represent basic sensitivity questions.
The STP model and the Controller work in concert to form a feedback control loop in the STP. In this control loop, the test manager updates the values of model parameters using the collected error data. How sensitive is the quality metric rðtÞ to these parameter variations? Will the deadline be met? What work force or quality changes will bring the expected behavior back on track? Again, all these questions are sensitivity-related questions with answers obtainable by the quantitative methodology set forth in this paper.
Overview of the State Variable Model of the STP
Model S and the three underlying assumptions are presented below [1] , [3] , [6] . The assumptions and the resulting equations are based on an analogy of the STP with a spring-mass-dashpot system. In the STP, the size of the work force (w f ) multiplied by a suitable proportionality constant () is an analog of the spring stiffness. Similarly, the number of remaining errors (rðtÞ) is analogous to the displacement of the spring. The quality of the test process () divided by a suitable proportionality constant ($) is analogous to the inverse of the coefficient of viscosity of the liquid inside the dash-pot (hydraulic mechanism that smoothly slows and stops a moving object [17] ). The complexity of the software product under test (s c ) is analogous to the mass of the object connected to the spring in a spring-mass-dashpot system. More details of this analogy and the justification of the assumptions appear elsewhere [1] , [2] . is a function of software complexity.
Parameter b depends on the characteristics of the product under test.
Borrowing from COCOMO [12] , [18] , we set b to 1.05, 1.12, or 1.20, for organic, semidetached, and embedded mode projects, respectively. Assumption 3. The error reduction resistance (e r ) opposes, is proportional to the error reduction velocity ( _ r r), and is inversely proportional to the overall quality ð) of the test phase. For an appropriate constant $, this leads to
The negative sign indicates that the error reduction always opposes _ r r. Combining (1), (2) , and (3) in a force balance equation and organizing it in a State Variable format ( _ x x ¼ Ax þ Bu) [4] , [5] produces the following system of equations.
Model S shown in Fig. 1 consists of (4) . A solution to these equations, with appropriate estimates of parameter values, generates r expected ðt i Þ in Fig. 1 . F d is included in the model to account for unforeseen disturbances such as hardware failures, personnel illness, or any event that slows down or even interrupts the continuation of the test process. The level of disturbance, i.e., how much the observed behavior deviates from the expected one, is detected over a period of time and computed as a portion of the effective test effort (e f ). It is then partially or fully propagated to the remaining period [6] .
Estimation of Model Parameters
The parameter w f is defined to be the number of testers testing the product. The value of w f must be adjusted for any part-time and temporary personnel. Parameters s c and are computed by applying a convex combination [19] of available metrics. The remaining parameters are estimated by an algorithm [6] , [9] which uses current and/or previously collected data to calibrate the parameters of the model. Such algorithms are typically called System Identification techniques [20] . In a feedback control system, the largest eigenvalue of the system determines the slowest rate of convergence and dominates how fast the output variables converge to their desired values. Therefore, to force rðtÞ to reach its desired value by the deadline t n , we adjust the largest eigenvalue appropriately. Given rðcp i Þ, the number of remaining errors at time T ¼ cp i , and rðcp j Þ, the number of remaining errors desired at time cp j ¼ T þ Át, for Át > 0, we use the following equation to determine the amount by which to adjust the largest eigenvalue ! max .
We know the values of rðcp i Þ, rðcp j Þ, and Át, the time interval between checkpoints cp i and cp j . Hence, we can solve (5) and find the value of ! max . The eigenvalues of a system are defined by the roots of the characteristic
Computing the characteristic polynomial of (4) produces
Using (6), we compute the variations in the work force and in the quality of the process necessary to meet the desired quality objective (reflected into ! max ) by the deadline.
RELATED WORK
A variety of techniques have been proposed to model and/ or control one or more phases of the Software Development Process (SDP). Ghezzi's work provides a general view of its evolution [21] . We restrict ourselves here to a brief presentation and analysis of a few techniques that we believe are more related to the state variable approach [1] . Some of the techniques, such as Statistical Process Control [22] , are more process control oriented. Others, such as Software Project Dynamics [23] , are modeling and prediction techniques. Software Process Simulation [24] presents modeling and prediction with restricted control capabilities. Finally, COCOMO II [12] presents a cost estimation model. Software Project Dynamics, as presented by AdbelHamid and Madnick [23] , provides a macroview of the SDP through the integration of microcomponents. Consequently, predictions of the general behavior of the process is achieved by propagating local changes in the micro components through the system. The lack of a closed loop feedback solution and a parameter calibration algorithm represents the main differences between Software Project Dynamics and Model S.
Statistical Process Control [22] , [25] is used to monitor an ongoing process. Data is collected to determine if the process is in a stable or unstable condition. In the case of a unstable process, the process manager has to make changes to stabilize it. If the process is stable, capability is analyzed to determine if the process will be capable of producing the desired results within a prespecified deadline. Again, Statistical Process Control lacks a quantitative feedback mechanism to suggest corrections to make the process stable or capable. This task relies on the process manager's experience and expertise.
Discrete event simulation techniques are commonly used to model and evaluate the SDP [24] . The control capability of Software Process Simulation is restricted to answer "what if" questions and therefore does not present a self regulation mechanism. Optimization can be achieved using simulation, but the number of possible combinations of changes in the parameters of the model can reach high values making simulation a very costly technique, although it is capable of determining results similar to the sensitivity techniques of this paper.
COCOMO-II [12] is used to generate estimates for project management prior to the start of a development phase, the proposed approach aids a manager in the dynamic control of product quality during the execution of a development phase. We view COCOMO-II as an aid to project planning whereas the proposed approach is an aid to process control. On the other hand, a sensitivity analysis of the COCOMO model, similar to that presented here, allows the test manager to estimate cost overruns or cost savings given small variations in the parameters of the COCOMO model.
SENSITIVITY ANALYSIS
Uncertainty in the estimation and use of parameters is common place in system modeling. In many situations, the accurate measurement of values, represented by parameters in the model, is difficult and sometimes impossible. Sensitivity analysis offers a means to quantify and rectify this problem as outlined in Section 1. The goal of sensitivity analysis is to mathematically quantify the behavior of the model to small changes in its parameters. A small change in a parameter resulting in a large change in the output of the model shows a high influence (sensitivity) of the parameter on the model behavior. In this case, the estimation of the parameter needs to be as accurate as possible. Sensitivity analysis allows for the determination of the accuracy of the parameters that make the model useful, i.e., behaves in accordance with "real world" expectations. Besides detecting critical parameters in the model, sensitivity analysis also provides optimistic and pessimistic estimation of the project outcomes based on combined changes in the input parameters.
The sensitivity analysis presented here was carried out in two stages. In the first stage, we constructed a sensitivity matrix for Model S. In the second stage, the sensitivity matrix was used as a computational tool to investigate the sensitivity of the number of remaining errors in the software product to each of the six parameters that characterize the STP.
Computation of the Sensitivity Matrix
The sensitivity matrix is derived from Model S defined by (4) . Model S is also abstracted by the following well-known equation from control theory: _ x x ¼ Ax þ Bu, where A nÂn is the matrix (n = 2) defined in (4).
The input u represents external disturbances and is considered null (all entries of u being 0) for the computation of the sensitivity matrix. We want to observe how the state variables ðxðtÞÞ change with changes in parameters of the model. A vector G of parameters that characterize the STP in Model S is defined as
Considering the state variables xðtÞ ¼ ½rðtÞ _ r rðtÞ T and G the vector of parameters, the sensitivity of x to changes in G is denoted by @xðtÞ @G . This derivative is the sensitivity matrix defined by Brewer [26] as:
where ÈðtÞ ¼ e At is the state transition matrix and I m is an m Â m identity matrix. The symbol represents the Kronecker or tensor product [10] and is defined as:
where P has n Â m partitions with the (i; k) partition given by the matrix m ik N. The last two terms of (8) are zero. The integral term is zero because we considered no input disturbances (u = 0) and @xð0Þ @G is zero because the initial condition xð0Þ does not depend on any parameter of G.
Let xð0Þ ¼ ½r 0 v 0 T be the initial condition. For example, when q ¼ 2, the term ðI q xð0ÞÞ reduces to xð0Þ 0 0 xð0Þ
Next, we need to compute @È @G . This is done by the use of (10) below. 
where ÁðsÞ is the characteristic polynomial of A defined as
Computation of (8) generates the matrix SM ð1Þ , a 12 Â 1 matrix with six partitions of 2 Â 1 matrices as shown in (15) 
SM can now be used to compute variations in the state variables in response to perturbations in specific parameters or combinations thereof. Equation 14 is used to compute the variations.
The variations introduced in one or more parameters are represented in matrix Á m and will reflect changes in rðtÞ and _ r rðtÞ observed by the variations in Ár and Á _ r r.
Using the Sensitivity Matrix
We now use the sensitivity matrix to analyze the sensitivity of the state variables of Model S to variations in its parameters. Unless stated otherwise, we assume that Model S represents a STP with parameter values: 
Sensitivity of Ár to Changes in s c
With regard to the variations in s c , the question of interest is "How do the metrics used in the computation of s c affect the behavior of Model S?" We assume that the actual computation of s c is error free and that the uncertainty in the value of s c is due to the choice of metrics that go into its computation. For example, consider two cases for the product under test. In one case, s c is computed using KLOC (s c1 ) and, in the other case, using the average Cyclomatic Complexity (s c2 ) [27] . The values obtained in the two cases are assumed to be s c1 ¼ 43 and s c2 ¼ 47:3. This represents a 10 percent variation in the value of s c over that of s c1 . Changing s c (Ás c ¼ 10%) results in a maximum variation of 5 in Ár as observed in Fig. 3 . A simplistic interpretation of this observation is that each 10 percent deviation in the s c estimate represents a deviation of 5 in Ár. This suggests that the metric or combination of metrics used to represent s c will likely impact the predictions from Model S for any fixed $ and . The constants of proportionality $ and are estimated initially using data available from projects that have been completed and are considered similar to the one currently under consideration. The constants could also be estimated using early data from the current project. As additional data from the current project becomes available, $ and can be re-estimated. The estimation of $ and is done using System Identification techniques [9] , [20] . Combined with s c , these constants determine the rate of decay of rðtÞ and need to be adjusted if the metrics used in the computation of s c have changed. For fixed $ and , the rate of decay of rðtÞ will change with s c . However, for each value of s c , recalibration of $ and will absorb some of the variation in s c to lead to an average rate of decay determined by the available data. Thus, there exists some flexibility in the choice of the metrics that goes into the computation of s c without sacrificing model robustness. However, the same metrics are expected to be used during the recomputation of $ and .
The question "When are changes in s c more effective in the process?" is answered as we assume that the complexity of the product under test is computed at the beginning of the test process and remains constant throughout the process. Certainly, we understand that this might not be true in all cases and especially when the removal of an error leads to a significant change in the product under test. However, in the case where there is a significant change in s c during the STP, use of Model S allows the new value of s c to be computed and incorporated in subsequent computations.
The characteristic parameter b also affects the sensitivity of the behavior of Model S to changes in s c . The higher the value of b, the higher must be the sensitivity of the model to changes in s c . For example, a 10 percent increase of complexity in an organic project is expected to affect the model behavior differently than a 10 percent increase of complexity in an embedded project. Figs. 4 and 5 depict the behavior of Model S to a 10 percent increase in s c and an increase in b ranging from 0 to 15 percent (1.05 to 1.20). As can be observed, the sensitivity of Model S indeed increases with an increase in b. Though the highest value of Ár relative to a 10 percent increase in s c is the same for all values of b, the average value observed from Fig. 5 increases with b. This behavior is consistent with predictions made when using the COCOMO model [12] , [28] . Fig. 6 shows the variation in the number of remaining errors (Ár) in the presence of a 10 percent (Áw f ) variation in the nominal w f . Fig. 6 is obtained by setting all elements of matrix Á m to zero except Áw f which is set to Áw f ¼ 0:1w f . An examination of Fig. 6 reveals that changing w f at the beginning of the test phase is more effective than changing it close to the end.
Sensitivity of Ár to Changes in w f
As is observed from Fig. 6 , increasing w f by a factor > 1 does not decrease rðtÞ by the same amount. It is also noted that, as the STP advances in time and the number of remaining errors reduces, an increase in w f is not as effective as it is at the beginning of the process. Indeed, if the communication overhead is accounted for in Model S, an increase in w f close to the end of the process would delay the realization of the STP quality objective. This behavior is simulated by increasing w f and decreasing the quality of the process () that results due to the overhead of communication and learning. As is observed from Fig. 7 , these changes will cause a decrease in the rate of decay and, consequently, delay the realization of the STP objective. The delay becomes increasingly acute as the STP gets close to termination. The behavior of Model S observed from this sensitivity analysis conforms to the long held belief popularly known as the Brook's Law [13] .
Sensitivity of Ár to Changes in
Changes in the quality of the process () are more effective during the early stages of the process as shown in Fig. 8 . The quality of a test process can be increased in several ways, four of which are listed below.
Improve the quality of test cases.
2. Improve the test plan. 3. Acquire and use a better test tool.
4.
Increase the quality of the work force by, for example, exchanging a tester by one with more experience when such a tester becomes available. Items 1 and 2 are unlikely to require additional effort in communication or learning, while items 3 and 4 will most likely require such effort. Therefore, the increase in the overall quality of the test process () ought to be analyzed jointly with the side effects of its change. Now, suppose that a test manager has a fixed budget defined as a function of Áw f þ Á. To remain within the budget constraints, the manager can increase one parameter and decrease the other, but the summation is to remain constant. Let us assume that net increase is constrained to 10 percent and, therefore,
The question of interest is: "What is the best alternative to speed up the process: increase the work force or improve the quality?" A careful evaluation of the results generated by sensitivity analysis reveals that increasing the work force Fig. 6 . Sensitivity of the change in the number of remaining errors (Ár) to a 10 percent increase in w f . Fig. 7 . Sensitivity of the change in remaining errors (Ár) to a 10 percent change in w f and a change in varying from 0 to -15 percent. Fig. 8 . Sensitivity of the change in remaining errors (Ár) to a 10 percent change in .
produces a faster but a smaller increase in Ár whereas increasing produces a more permanent effect on Ár. Fig. 9a shows that the highest absolute value of Ár is achieved when
The point is that this value is achieved at the beginning of the process implicating a faster result by increasing w f than by increasing . On the other hand, analyzing Ár late in the process reveals that an increase in is more effective than an increase in w f as can be observed in Fig. 9b . In this case, the highest absolute value is achieved when is increased by 10 percent with no changes in w f .
The behavior of Model S for the scenario described above is not as sensitive as expected. This observation is due to the small difference between the largest and the smallest Ár in Fig. 9 . The difference is 0.0907 in Fig. 9a and 0.1714 in Fig. 9b which further indicates that an increase in has a more permanent effect than an increase in w f .
Sensitivity of Ár to Changes in and changes in $
The parameters $ and are obtained by a weighted least square [29] solution based on the observed data. Any noise in the collected data will likely affect the estimates of these parameters. Noise could be due to unreported errors, missing or wrong dates when the error was found, and for a variety of other reasons. The possibility of noise in the data used in the estimation of $ and justifies a sensitivity analysis of Model S to gauge the effects of variations in $ and .
As with the other parameters, Ár is found to be more sensitive to changes in at the beginning of the process and represent, like the changes in w f , as much as a 4.5 percent increase in the rate of decay. The sensitivity of Model S to changes in $ is similar to that for changes in , but in the opposite sense. That is, increasing $ slows the STP. The observations made regarding the effect of changes in also apply to changes in $. Fig. 10 shows variations in Ár (axis z) due to changes in Á$ (y axis) with the passage of time (x axis). The layers in Fig. 10 represent the changes in Á ranging from 10 percent (bottom layer) to -10 percent (top layer). As is observed in Fig. 10 , the variations in $ and can account for as much as 9 percent acceleration in the process when Á$ ¼ À10% and Á ¼ 10%. The same slow down of 9 percent is observed for Á$ ¼ 10% and Á ¼ À10%.
The learning curve, mainly for a new type of project, slows down the test process at the beginning and will impact the estimation of $ and . This impact will decrease when the learning aspect is incorporated into Model S as pointed out in Section 6. The modeling of the learning curve will account for the initial slow down of the test process thus affecting the estimation of the parameters $ and .
CONFIDENCE LEVELS FOR Model S
We show how to use the sensitivity matrix to compute confidence levels for Model S based on the accuracy of parameter estimates. Overestimation of some parameters leads to a speed up in the STP from the model's perspective. For example, an overestimate of the quality of the test process () will cause the model to predict the STP to end sooner than it actually would. A similar observation, though in an opposite sense, can be made for underestimated parameters. In this section, we derive bounds on the slowdown (acceleration) of the STP based on an assumed range of overestimation (underestimation).
The assumption that w f and b can be computed accurately and do not suffer from the inaccuracies in the estimates of other model parameters is the reason why they are not accounted for when determining the upper and lower limits of the STP. Recall that w f represents the size of the test team and is easy to compute; b characterizes the project mode which can be identified at the start of the system test process.
As described in Section 4.2, a negative Ár implies an increase in the decay rate of r representing an acceleration of the process. Similarly, a positive Ár implies a slow down in the process due to a decrease in the decay rate. The lower bound in Fig. 11 shows Ár < 0 implying an acceleration in the process and is defined by decreasing parameters s c and $ by 10 percent and by increasing and by the same fraction. Increases in and as well decreases in s c and $ induce an overall increase in the net applied effort (e n ) and, therefore, accelerate the process. Fig. 11 shows the lower bound achieved by changing these parameters. Alternatively, increasing s c and $ and decreasing and induces an overall decay in e n , thus slowing down the process. An appropriate 10 percent change in these parameters generates the upper bound (Ár > 0) as in Fig. 11 . As noted earlier, the model is more sensitive at the beginning of the process than toward the end. As can be observed from Fig. 11 , the lower and upper bounds are more far apart from each other when the inaccuracies in parameter estimation are at the beginning than when they are toward the end of the test process.
Considering the process defined in Section 4.2 and changing the values of the parameters as above, we can compute the upper and lower time limits for the process. Now, suppose that the objective of the process is to reduce the number of remaining errors to 5 percent of its initial value. We find from Fig. 12 that the project is expected to be completed in 40 days. Changing the values of the parameters, as done in the computation of the lower and upper bounds, we observe in Fig. 12 that the project can be completed in as early as 24 days and could be as late as 63 days, respectively. Notice that the limits are not symmetric over the expected deadline, i.e., the optimistic projection is to complete the project 16 days earlier and the pessimistic one is to complete it 23 days later than the expected projection. Accelerating the process by 10 percent reduces the project duration by 16 days while slowing the process by the same amount makes it last 23 days longer. This discrepancy in the amount by which the process accelerates or slows is because the error resistance is dependent on the velocity _ r r. Increasing the acceleration also increases the velocity and consequently increases the error resistance.
Model S, like many models, is very sensitive to over-or underestimation of a large subset of its parameters as indicated by the difference between the lower and the upper limits computed above. This observation does not compromise model applicability due to the fact that the algorithm, defined by the authors [6] , [9] and, hereafter, referred as CA, used to recalibrate the model and adjust the parameters at each checkpoint reduces the chances of an overestimation or an underestimation.
To understand the benefits of using CA assume that toward the beginning of the test process we have inaccurate estimates of the model parameters. These parameters are recalibrated at each checkpoint using CA until they attain a desired accuracy, i.e., when CA converges. We assume that the checkpoints are six days apart and that the desired accuracy is 1 percent. Also, assume that a slow convergence increases the accuracy by 1 percent at each checkpoint whereas a fast convergence increases it by 2 percent during the same period. Fig. 13 shows the result for a slow convergence. The upper and lower limits in this case are now 53 and 26 days, respectively, representing an improvement of 25 percent in the accuracy of the upper limit and a 5 percent increase in the accuracy of the lower limit when compared to the results with no convergence. The unbalanced improvement is due to the velocity _ r r as explained earlier.
When a fast, i.e., optimistic, parameter convergence is assumed, the values of the upper and lower limits are, respectively, 47 and 30 days as in Fig. 14 . This represents an increase of 40 and 25 percent, respectively, in the accuracy of the upper and lower limits, when compared with the results with no convergence. An increase of 15 and Fig. 11 . Sensitivity of Model S to an overall slow down in the process to define an upper bound and to an overall acceleration to define a lower bound. 10 percent is observed, respectively, when compared with the results of the slow convergence presented earlier.
The use of algorithm CA for parameter calibration of Model S [9] produced reasonably accurate results for the two case studies conducted so far [1] , [2] . However, further study needs to be conducted in order to better characterize the rate of convergence that will allow the determination of more accurate lower and upper limits for a process.
IMPROVING Model S
As mentioned in Section 1, if the sensitivity analysis of a model does not conform to the expected behavior, then the analysis can point to equations that need modification for model improvement. In the following section we detail such a use. Other areas for model improvement generated by the sensitivity analysis are discussed in Section 6.2.
Implemented Improvements
We used sensitivity analysis to study an earlier version of Model S, hereafter referred to as Model S old . This study revealed that the behavior of Model S old to small changes in s c does not conform to our expectations. In particular, as shown in Fig. 15 , an increase of 10 percent in s c represents only an increase of at most 1 in the number of remaining errors. This suggests an abnormally high insensitivity to variations in s c . Further, although Fig. 15 shows an expected slow down in finding errors due to higher s c , a speed up in the process is observed only after 15 weeks. Such a speed up seems unrealistic. Certainly, one would expect that an increase in software complexity would lead to greater difficulty in identifying and fixing errors, thereby slowing down the overall test process. One can think of an increase in software complexity producing some increase in "frictional forces" opposing testing. This type of frictional force was not accounted for in Model S old . Specifically, the original Assumption 2 asserted that the equation e f ¼ w f Â r in Model S old was independent of s c . This assumption is now revised and is represented by e f ¼ sc b w f Â r. The revised assumption incorporates a term analogous to the "frictional force" mentioned earlier; parameter b represents the characterization of the frictional force. The Model S in Section 2.2 uses the revised Assumption 2 and, except for Fig. 15 , all the analysis in this paper is with regard to Model S and not Model S old . The sensitivity of Model S to a 10 percent increase in s c can be observed in Fig. 3 . A slow down in the process is now observed and the model also exhibits five times more sensitivity to changes in s c as indicated by the increase in Ár. This is consistent with the expected behavior of a software test process.
Suggestions for Additional Improvements
In Section 4.2, the communication overhead due to an increase in the work force is simulated by decreasing the process quality. A similar approach is used to represent learning within the STP. These two elements, communication overhead, and learning seem to have a significant impact on the behavior of the STP and ought to be incorporated into a model of the STP. At least two alternatives exist that allow the inclusion of these new elements in Model S. One alternative is to decompose the disturbance force F d in (4) into three parts: unforeseen disturbances, overhead due to communication, and overhead due to learning. This alternative is attractive because it can be incorporated without major changes in Model S. However, communication and learning are common elements of any STP and their inclusion as unforeseen disturbances does not seem appropriate. Also, these elements are correlated to the error resistance and the effective test effort and modeling them as independents may induce inaccuracy into the model. A second, and more reasonable, alternative is the modeling of these elements as new friction forces. These forces will become part of the balance equation and will, most likely, be included as one or two new control variables resulting in a third or fourth order nonlinear model. The new model can then be linearized [4] , [5] , [30] and the same techniques used so far can still be applied. Further discussion on this is beyond the scope of this paper and is hence deferred to future work.
SUMMARY AND CONCLUSIONS
Modeling the STP using a formal technique borrowed from control theory allowed us to apply an analytical tool, namely, the sensitivity matrix, to analyze the behavior of Model S. The advantages of using an analytical approach in contrast to a simulation-based approach are in efficiency and precision. The analytic approach is more efficient than simulation-based approach because it provides closed form solutions to the equations that characterize the model. These solutions are easy to manipulate using widely available tools such as MATLAB. The analytic approach is accurate because the closed form solutions are exact and not approximations that result when using simulation. The results of the sensitivity analysis reported in Section 4.2 led to an improvement in our understanding of the behavior of Model S and offered hints that led to the improvement of Model S. More specifically, the sensitivity analysis of Model S led to three lessons enumerated below.
. Changes in the process parameters are more effective when applied during the early stages of the process.
. Under certain conditions, changes applied late in the process may slow the process instead of speeding it (Brook's law). . Improving the quality of the process is a better alternative than increasing the size of the test team when correcting the process for deviations from a nominal schedule. An implication of the first of the above three lessons is that good parameter estimates at the beginning of the process are important. This is due to the relatively higher sensitivity of Model S at the beginning of the process than toward the end. The sensitivity analysis also exposed a weakness in Model S old , which when removed led to Model S. Further analysis of the results suggested that there is a need to account for learning and communication overhead in Model S.
One might ask: "Why use the model if good estimates are available at the beginning of the process? Instead, why not simply use the data and make predictions based on the size/complexity of the new project?" The answer to these questions lies in the observation that the relation between the size and complexity of a project may not be proportional to a similar project and involves several parameters. Model S captures these relationships and allows for the application of feedback control in the presence of unforeseen perturbations.
The parameters used for the sensitivity analysis presented here were chosen to demonstrate the generality of the tensor product (9) approach used and also the generality of the results. The specific analysis based on data from the Razorfish project [1] showed consistent results. The plots of the Razorfish project presented distinct sensitivity from the plots presented in this paper. Such differences were expected due to differences in the parameters used. Two plots of the Razorfish Project are presented in Figs. 16 and 17, the counterpart of Fig. 16 being Fig. 6 and the counterpart of Fig. 17 being Fig. 7 . In general, we can conclude that the sensitivity analysis shows consistency with an actual commercial project.
Besides the direct results obtained from the sensitivity analysis, the description of the tensor product technique applied to the process offers a basis useful for the sensitivity analysis of other state models of the software process. The MATLAB [31] scripts used can be easily modified to accommodate changes in the current model or to compute a sensitivity matrix for a different model.
The sensitivity analysis conducted here is constrained to small variations in the parameters of the model. Sensitivity to large changes in model parameters requires that one integrate the small change sensitivity equation over the "volume" of parameter variations. This is a nontrivial task and must be done numerically, though it is more efficient than exhaustive simulation.
APPENDIX A SENSITIVITY MATRIX
This appendix shows the sensitivity matrix of Model S generated using the symbolic tool box in MATLAB. The corresponding script is found in Appendix B. Fig. 18 shows the MATLAB script used to make the symbolic computation of the sensitivity matrix SM ð1Þ defined in (15) .
SM
! ! T :ð15Þsm 01 ¼ 1:0 1 þ b ð Þ w f s c 2þb À Á À1 À1:0 $ w f À1 s c À2 s c 1:0þb À Á À1 r0 þ 1:0 $ À1 s c À2 þ À Á v0; sm 02 ¼ 1:0 ! 1 þ b ð Þ w f s c 2þb À Á À1 À1:0 $ w f À1 s c À2 s c 1:0þb À Á À1 À1:0 $ 1 þ b ð Þ w f s c À1 À1 s c 2þb À Á À1 þ1:0 $ 2 w f À2 s c À3 s c 1:0þb À Á À1 r0 þ 1:0 !$ À1 s c À2 þ À 1:0 $ 2 À2 s c À3 À þ À1:0 $ 1 þ b ð Þ w f s c s c 2þb þ 1:0 $
APPENDIX B MATLAB SCRIPTS
It invokes the auxiliary script from Fig. 20 , where the partial derivative of matrix A is computed with respect to the parameters of vector G. It also invokes a function, as shown in Fig. 19 , to compute i ðsÞ defined in (11). He is currently a professor of computer science at Purdue University. His research interests are in software testing and reliability, feedback control of software processes, the management of connected spaces, and music composition. He has published about 100 research papers, written two books, and composed more than 40 pieces in a variety of genres. He is a member of the IEEE.
. For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
