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Abstract
Missing data has the potential to affect analy-
ses conducted in all fields of scientific study, in-
cluding healthcare, economics, and the social sci-
ences. Several approaches to unbiased inference
in the presence of non-ignorablemissingness rely
on the specification of the target distribution and
its missingness process as a probability distri-
bution that factorizes with respect to a directed
acyclic graph. In this paper, we address the long-
standing question of the characterization of mod-
els that are identifiable within this class of miss-
ing data distributions. We provide the first com-
pleteness result in this field of study – necessary
and sufficient graphical conditions under which,
the full data distribution can be recovered from
the observed data distribution. We then simulta-
neously address issues that may arise due to the
presence of both missing data and unmeasured
confounding, by extending these graphical con-
ditions and proofs of completeness, to settings
where some variables are not just missing, but
completely unobserved.
1. Introduction
Missing data has the potential to affect analyses conducted
in all fields of scientific study, including healthcare, eco-
nomics, and the social sciences. Strategies to cope with
missingness that depends only on the observed data, known
as the missing at random (MAR) mechanism, are well-
studied (Dempster et al., 1977; Cheng, 1994; Robins et al.,
1994; Tsiatis, 2006). However, the setting where missing-
ness depends on covariates that may themselves be miss-
ing, known as the missing not at random (MNAR) mech-
anism, is substantially more difficult and under-studied
(Fielding et al., 2008; Marston et al., 2010). MNAR mech-
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anisms are expected to occur quite often in practice, for
example, in longitudinal studies with complex patterns
of dropout and re-enrollment, or in studies where social
stigma may prompt non-response to questions pertaining
to drug-use, or sexual activity and orientation, in a way
that depends on other imperfectly collected or censored
covariates (Robins & Gill, 1997; Vansteelandt et al., 2007;
Marra et al., 2017).
Previous work on MNAR models has proceeded by im-
posing a set of restrictions on the full data distribu-
tion (the target distribution and its missingness mech-
anism) that are sufficient to yield identification of the
parameter of interest. While there exist MNAR mod-
els whose restrictions cannot be represented graphically
(Tchetgen Tchetgen et al., 2018), the restrictions posed
in several popular MNAR models such as the permuta-
tion model (Robins & Gill, 1997), the block-sequential
MARmodel (Zhou et al., 2010), the itemwise conditionally
independent nonresponse (ICIN) model (Shpitser, 2016;
Sadinle & Reiter, 2017), and those in (Mohan et al., 2013;
Mohan & Pearl, 2014; Saadati & Tian, 2019) are either ex-
plicitly graphical or can be interpreted as such.
Despite the popularity of graphical modeling approaches
for missing data problems, characterization of the class
of missing data distributions identified as functionals of
the observed data distribution has remained an open ques-
tion (Bhattacharya et al., 2019). Several algorithms for the
identification of the target distribution have been proposed
(Mohan & Pearl, 2014; Shpitser et al., 2015; Tian, 2017;
Bhattacharya et al., 2019). We show that even the most
general algorithm currently published (Bhattacharya et al.,
2019) still retains a significant gap in that there exist target
distributions that are identified which the algorithm fails
to identify. We then present what is, to our knowledge,
the first completeness result for missing data models rep-
resentable as directed acyclic graphs (DAGs) – a necessary
and sufficient graphical condition under which the full data
distribution is identified as a function of the observed data
distribution. For any given field of study, such a characteri-
zation is one of the most powerful results that identification
theory can offer, as it comes with the guarantee that if these
conditions do not hold, the model is provably not identified.
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We further generalize these graphical conditions to set-
tings where some variables are not just missing, but com-
pletely unobserved. Such distributions are typically sum-
marized using acyclic directed mixed graphs (ADMGs)
(Richardson et al., 2017). We prove, once again, that our
graphical criteria are sound and complete for the identifica-
tion of full laws that are Markov relative to a hidden vari-
able DAG and the resulting summary ADMG. This new
result allows us to address two of the most critical issues
in practical data analyses simultaneously, those of missing-
ness and unmeasured confounding.
Finally, in the course of proving our results on complete-
ness, we show that the proposed graphical conditions also
imply that all missing data models of directed acyclic
graphs or acyclic directed mixed graphs that meet these
conditions, are in fact sub-models of the MNAR mod-
els in (Shpitser, 2016; Sadinle & Reiter, 2017). This sim-
ple, yet powerful result implies that the joint density of
these models may be identified using an odds ratio pa-
rameterization that also ensures congenial specification
of various components of the likelihood (Chen, 2007;
Malinsky et al., 2019). Our results serve as an important
precondition for the development of score-based model se-
lection methods for graphical models of missing data, as an
alternative to the constraint-based approaches proposed in
(Strobl et al., 2018; Gain & Shpitser, 2018; Tu et al., 2019),
and directly yield semi-parametric estimators using results
in (Malinsky et al., 2019).
2. Preliminaries
A directed acyclic graph (DAG) G(V ) consists of a set of
nodes V connected through directed edges such that there
are no directed cycles. We will abbreviate G(V ) as sim-
ply G, when the vertex set is clear from the given con-
text. Statistical models of a DAG G are sets of distribu-
tions that factorize as p(V ) =
∏
Vi∈V
p(Vi | paG(Vi)),
where paG(Vi) are the parents of Vi in G. The absence of
edges between variables in G, relative to a complete DAG
entails conditional independence facts in p(V ). These can
be directly read off from the DAG G by the well-known
d-separation criterion (Pearl, 2009). That is, for disjoint
sets X,Y, Z , the following global Markov property holds:
(X ⊥⊥d-sep Y | Z)G =⇒ (X ⊥⊥ Y | Z)p(V ). When the
context is clear, we will simply use X ⊥⊥ Y | Z to denote
the conditional independence betweenX and Y given Z.
In practice, some variables on the DAG may be unmea-
sured or hidden. In such cases, the distribution p(V ∪ U)
is Markov relative to a hidden variable DAG G(V ∪ U),
where variables in U are unobserved. There may be in-
finitely many representations of a hidden variable DAG that
imply the same set of conditional independences on the ob-
servedmargin. Hence, it is typical to utilize a single acyclic
directed mixed graph (ADMG) consisting of directed and
bidirected edges that entails the same set of equality con-
straints as this infinite class (Evans, 2018). Such an ADMG
G(V ) is obtained from a hidden variable DAG G(V ∪U) via
the latent projection operator (Verma & Pearl, 1990) as fol-
lows. A→ B exists in G(V ) if there exists a directed path
from A to B in G(V ∪ U) with all intermediate vertices in
U. An edgeA↔ B exists in G(V ) if there exists a collider-
free path (i.e., there are no consecutive edges of the form
→ ◦ ←) from A to B in G(V ∪ U) with all intermediate
vertices in U, such that the first edge on the path is an in-
coming edge into A and the final edge is an incoming edge
into B.
Given a distribution p(V ∪ U) that is Markov relative to
a hidden variable DAG G(V, U), conditional independence
facts pertaining to the observed margin p(V ) can be read
off from the ADMG G(V ) by a simple analogue of the d-
separation criterion, known as m-separation (Richardson,
2003), that generalizes the notion of a collider to include
mixed edges of the form→ ◦ ↔,↔ ◦ ←, and↔ ◦ ↔ .
3. Missing Data Models
A missing data model is a set of distributions defined over
a set of random variables {O,X(1), R,X}, where O de-
notes the set of variables that are always observed, X(1)
denotes the set of variables that are potentially missing,
R collects the missingness indicators of the variables in
X(1), and X consists of the observed proxies of the vari-
ables in X(1). Given X
(1)
i ∈ X
(1) and its corresponding
missingness indicator Ri ∈ R, the observed proxy Xi is
defined as Xi ≡ X
(1)
i if Ri = 1, and Xi =? if Ri = 0.
Hence, p(X | R,X(1)) is deterministically defined. We
call the non-deterministic part of a missing data distribu-
tion, i.e, p(O,X(1), R), the full law, and partition it into
two pieces: the target law p(O,X(1)) and the missingness
mechanism p(R | X(1), O). The censored version of the
full law p(O,R,X), that the analyst actually has access to
is known as the observed data distribution.
Following the convention in (Mohan et al., 2013), let G(V )
be a missing data DAG, where V = {O ∪X(1) ∪R ∪X}.
In addition to acyclicity, edges of a missing data DAG are
subject to other restrictions: outgoing edges from variables
in R cannot point to variables in {X(1), O}, each Xi ∈ X
has only two parents in G, i.e., Ri and X
(1)
i (these edges
represent the deterministic function above that defines Xi,
and are shown in gray in all the figures below), and there
are no outgoing edges fromXi (i.e., the proxyXi does not
cause any variable on the DAG, however the corresponding
full data variableX
(1)
i may cause other variables.) A miss-
ing data model associated with a missing data DAG G is the
set of distributions p(O,X(1), R,X) that factorizes as,
Full Law Identification In Graphical Models Of Missing Data: Completeness Results
∏
Vi∈O∪X
(1)∪R
p(Vi | paG(Vi))
∏
Xi∈X
p(Xi | X
(1)
i , Ri).
By standard results on DAG models, conditional indepen-
dences in p(X(1), O,R) can still be read off from G by
the d-separation criterion (Pearl, 2009). For convenience,
we will drop the deterministic terms of the form p(Xi |
X
(1)
i , Ri) from the identification analyses in the following
sections since these terms are always identified by construc-
tion.
As an extension, we also consider a hidden variable DAG
G(V ∪ U), where V = {O,X(1), R,X} and variables
in U are unobserved, to encode missing data models in
the presence of unmeasured confounders. In such cases,
the full law would obey the nested Markov factorization
(Richardson et al., 2017) with respect to a missing data
ADMG G(V ), obtained by applying the latent projection
operator (Verma & Pearl, 1990) onto the observed margin
p(V ). As a result of marginalization of latents U, there
might exist bi-directed edges (to encode the hidden com-
mon causes) between variables in V (bi-directed edges are
shown in red in all the figures below). It is straightforward
to see that a missing data ADMG obtained via projection
of a hidden variable missing data DAG follows the exact
same restrictions as stated in the previous paragraph (i.e.,
no directed cycles, paG(Xi) = {X
(1)
i , Ri}, everyXi ∈ X
is childless, and there are no outgoing edges fromRi to any
variables in {X(1), O}.)
3.1. Identification in Missing Data Models
The goal of non-parametric identification in missing
data models is twofold: identification of the target law
p(O,X(1)) or functions of it f(p(O,X(1))), and identifica-
tion of the full law p(O,X(1), R), in terms of the observed
data distribution p(O,R,X).
A compelling reason to study the problem of identifica-
tion of the full law in and of itself, is due to the fact that
many popular methods for model selection or causal dis-
covery, rely on the specification of a well-defined and con-
genial joint distribution (Chickering, 2002; Ramsey, 2015;
Ogarrio et al., 2016). A complete theory of the characteri-
zation of missing data full laws that are identified opens up
the possibility of adapting such methods to settings involv-
ing non-ignorable missingness, in order to learn not only
substantive relationships between variables of interest in
the target distribution, but also the processes that drive their
missingness. This is in contrast to previous approaches to
model selection under missing data that are restricted to
submodels of a single fixed identified model (Strobl et al.,
2018; Gain & Shpitser, 2018; Tu et al., 2019). Such an as-
sumption may be impractical in complex healthcare set-
tings, for example, where discovering the factors that lead
to missingness or study-dropout may be just as important
as discovering substantive relations in the underlying data.
Though the focus of this paper is on identification of the
full law of missing data models that can be represented by
a DAG (or a hidden variable DAG), some of our results nat-
urally extend to identification of the target law (and func-
tionals therein) due to the fact that the target law can be
derived from the full law as
∑
R p(O,X
(1), R).
Remark 1. By chain rule of probability, the target law
p(O,X(1)) is identified if and only if p(R = 1 | O,X(1))
is identified. The identifying functional is given by
p(O,X(1)) =
p(O,X(1), R = 1)
p(R = 1 | O,X(1))
.
(the numerator is a function of observed data by noting that
X(1) = X , and is observed when R = 1).
Remark 2. The full law p(O,X(1), R) is identified if and
only if p(R | O,X(1)) is identified. According to Remark 1,
the identifying functional is given by
p(O,X(1), R) =
p(O,X(1), R = 1)
p(R = 1 | O,X(1))
× p(R | O,X(1)).
The rest of the paper is organized as follows. In Section 4,
we explain, through examples, why none of the existing
identification algorithms put forward in the literature are
complete in the sense that there exist missing data DAGs
whose full law and target law are identified but these al-
gorithms fail to derive an identifying functional for them.
In Section 5, we provide a complete algorithm for full law
identification. In Section 6, we further extend our identi-
fication results to models where unmeasured confounders
are present. We defer all proofs to the Appendix.
4. Incompleteness of Current Methods
In this section, we show that even the most general methods
proposed for identification in missing data DAG models re-
main incomplete. In other words, we show that there exist
identified MNAR models that are representable by DAGs,
however all existing algorithms fail to identify both the full
and target law for these models. For brevity, we use the
procedure proposed in (Bhattacharya et al., 2019) as an ex-
emplar. However, as it is the most general procedure in
the current literature, failure to identify via this procedure
would imply failure by all other existing ones. For each ex-
ample, we also provide alternate arguments for identifica-
tion that eventually lead to the general theory in Sections 5
and 6.
The algorithm proposed by (Bhattacharya et al., 2019)
proceeds as follows. For each missingness indica-
tor Ri, the algorithm tries to identify the distribution
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p(Ri| paG(Ri))|R=1. This distribution is sometimes called
the propensity score. It does so by checking if Ri is condi-
tionally independent (given its parents) of the correspond-
ing missingness indicators of its parents that are poten-
tially missing. If this is the case, the propensity score
is identified by a simple conditional independence argu-
ment (d-separation). Otherwise, the algorithm checks if
this condition holds in post-fixing distributions obtained
through recursive application of the fixing operator, which
roughly corresponds to inverse weighting the current dis-
tribution by the propensity score of the variable being
fixed (Richardson et al., 2017) (a more formal definition
is provided in the Appendix.) If the algorithm succeeds
in identifying the propensity score for each missingness
indicator in this manner, then it succeeds in identify-
ing the target law as Remark 1 suggests, since p(R =
1|O,X(1)) =
∏
Ri∈R
p(Ri| paG(R))|R=1. Additionally, if
it is the case that in the course of execution, the propensity
score p(Ri| paG(Ri)) for each missingness indicator is also
identified at all levels of its parents, then the algorithm also
succeeds in identifying the full law (due to Remark 2).
In order to ground our theory in reality, we now describe
a series of hypotheses that may arise during the course of
a data analysis that seeks to study the link between the ef-
fects of smoking on bronchitis, through the deposition of
tar or other particulate matter in the lungs. For each hy-
pothesis, we ask if the investigator is able to evaluate the
goodness of fit of the proposed model, typically expressed
as a function of the full data likelihood, as a function of just
the observed data. In other words, we ask if the full law is
identified as a function of the observed data distribution. If
it is, this enables the analyst to compare and contrast differ-
ent hypotheses and select one that fits the data the best.
Setup. To start, the investigator consults a large obser-
vational database containing the smoking habits, measure-
ments of particulate matter in the lungs, and results of di-
agnostic tests for bronchitis on individuals across a city.
She notices however, that several entries in the database
are missing. This leads her to propose a model like the one
shown in Fig. 1(a), whereX
(1)
1 , X
(1)
2 , andX
(1)
3 correspond
to smoking, particulate matter, and bronchitis respectively,
and R1, R2, and R3 are the corresponding missingness in-
dicators. For the target distribution p(X(1)), she proposes
a simple mechanism that smoking leads to increased de-
posits of tar in the lungs, which in turn leads to bronchitis
(X
(1)
1 → X
(1)
2 → X
(1)
3 ). For the missingness process, she
proposes that a suspected diagnosis of bronchitis is likely
to lead to an inquiry about the smoking status of the patient
(X
(1)
3 → R1), smokers are more likely to get tested for tar
and bronchitis (X
(1)
1 → R2, X
(1)
1 → R3), and ordering a
diagnostic test for bronchitis, increases the likelihood of or-
dering a test for tar, which in turn increases the likelihood
X
(1)
1 X
(1)
2 X
(1)
3
R1 R2 R3
X1 X2 X3
(a) Ga
X1 X
(1)
2 X
(1)
3
R1 = 1 R2 R3 = 1
X2 X3
(b) Gb := Ga(V \R1)
Figure 1. (a) The missing data DAG used in scenario 1 (without
the dashed edge X
(1)
2 → R3) and scenario 2 (with the dashed
edge X
(1)
2 → R3) (b) Conditional DAG corresponding to the
missing data DAG in (a) after fixing R1, i.e., inverse weighting
by the propensity score of R1.
of inquiry about smoking status (R1 ← R2 ← R3).
We now show that for this preliminary hypothesis, if the
investigator were to utilize the procedure described in
(Bhattacharya et al., 2019) she may conclude that it is not
possible to identify the full law. We go on to show that
such a conclusion would be incorrect, as the full law is, in
fact, identified, and provide an alternative means of identi-
fication.
Scenario 1. Consider the missing data DAG model in
Fig. 1(a) by excluding the edge X
(1)
2 → R3, correspond-
ing to the first hypothesis put forth by the investigator. The
propensity score for R1 can be obtained by simple condi-
tioning, noting that R1 ⊥⊥ R3 | X
(1)
3 , R2 by d-separation.
Hence, p(R1 | paG(R1)) = p(R1 | X
(1)
3 , R2) = p(R1 |
X3, R2, R3 = 1).
Conditioning is not sufficient in order to identify the
propensity score for R2, as R2 6⊥⊥ R1 | X
(1)
1 , R3. How-
ever, it can be shown that in the distribution q(V \ R1 |
R1 = 1) ≡
p(V )
p(R1=1|paG(R1))
, R2 ⊥⊥ R1 | X1, R3 = 1,
since this distribution is Markov relative to the graph in
Fig. 1(b) (see the Appendix for details). We use the nota-
tion q(· | ·) to indicate that while q acts in most respects
as a conditional distribution, it was not obtained from p(V )
by a conditioning operation. This implies that the propen-
sity score for R2 (evaluated at R = 1) is identified as
q(R2 | X1, R3 = 1, R1 = 1).
Finally, we show that the algorithm in (Bhattacharya et al.,
2019) is unable to identify the propensity score for R3.We
first note that R3 6⊥⊥ R1 | X
(1)
1 in the original problem.
Furthermore, as shown in Fig. 1(b), fixingR1 leads to a dis-
tribution whereR3 is necessarily selected on as the propen-
sity score p(R1 | paG(R1)) is identified by restricting the
data to cases whereR3 = 1. It is thus impossible to identify
the propensity score for R3 in this post-fixing distribution.
The same holds if we try to fix R2 as identification of the
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propensity score, sinceR2 required us to first fixR1,which
we already know introduces selection bias on R3.
Hence, the procedure in (Bhattacharya et al., 2019) fails to
identify both the target law and the full law for the problem
posed in Fig. 1(a). However, both these distributions are, in
fact, identified as we now demonstrate.
A key observation is that even though the identification
of p(R3 | X
(1)
1 ) might not be so straightforward, p(R3 |
X
(1)
1 , R2) is indeed identified, because by d-separation
R3 ⊥⊥ R1 | X
(1)
1 , R2, and therefore p(R3 | X
(1)
1 , R2) =
p(R3 | X1, R2, R1 = 1). Given that p(R3 | X
(1)
1 , R2)
and p(R2 | X
(1)
1 , R3 = 1) are both identified (the latter
is obtained through as described earlier), we consider ex-
ploiting an odds ratio parameterization of the joint density
p(R2, R3 | paG(R2, R3)) = p(R2, R3 | X
(1)
1 ). As we
show below, such a parameterization immediately implies
the identifiability of the joint density and consequently, the
individual propensity scores for R2 and R3.
Given disjoint sets of variables A,B,C and reference val-
ues A = a0, B = b0, the odds ratio parameterization of
p(A,B | C), given in (Chen, 2007), is as follows:
1
Z
× p(A | b0, C)× p(B | a0, C)× OR(A,B | C), (1)
where
OR(A = a,B = b | C)
=
p(A = a | B = b, C)
p(A = a0 | B = b, C)
×
p(A = a0 | B = b0, C)
p(A = a | B = b0, C)
,
and Z is the normalizing term and is equal to
∑
A,B
p(A | B = b0, C)× p(B | A = a0, C)× OR(A,B | C).
Note that OR(A,B | C) = OR(B,A | C), i.e., the odds ra-
tio is symmetric; see (Chen, 2007).
A convenient choice of reference value for the odds ratio
in missing data problems is the value Ri = 1. Given this
reference level and the parameterization of the joint in Eq.
(1), we know that p(R2, R3 | X
(1)
1 ) =
1
Z
× p(R2 | R3 =
1, X
(1)
1 )× p(R3 | R2 = 1, X
(1)
1 )× OR(R2, R3 | X
(1)
1 ), where
Z is the normalizing term, and
OR(R2 = r2, R3 = r3 | X
(1)
1 )
=
p(R3 = r3 | R2 = r2, X
(1)
1 )
p(R3 = 1 | R2 = r2, X
(1)
1 )
×
p(R3 = 1 | R2 = 1, X
(1)
1 )
p(R3 = r3 | R2 = 1, X
(1)
1 )
.
The conditional pieces p(R2 | R3 = 1, X
(1)
1 ) and p(R3 |
R2 = 1, X
(1)
1 ) are already shown to be functions of the ob-
served data. To see that the odds ratio is also a function of
observables, recall that R3 ⊥⊥ R1 | R2, X
(1)
1 . This means
that R1 = 1 can be introduced into each individual piece
of the odds ratio functional above, making it so that the en-
tire functional depends only on observed quantities. Since
all pieces of the odds ratio parameterization are identified
as functions of the observed data, we can conclude that
p(R2, R3 | X
(1)
1 ) is identified as the normalizing term is
always identified if all the conditional pieces and the odds
ratio are identified. This result, in addition to the fact that
p(R1 | R2, X
(1)
3 ) is identified as before, leads us to the
identification of both the target law and the full law, as the
missingness process p(R | X(1)) is identified.
Scenario 2. Suppose the investigator is interested in testing
an alternate hypothesis to see whether detecting high levels
of particulate matter in the lungs, also serves as an indicator
to physicians that a diagnostic test for bronchitis should be
ordered. This corresponds to the missing data DAG model
in Fig. 1(a) by including the edgeX
(1)
2 → R3. Since this is
a strict super model of the previous example, the procedure
in (Bhattacharya et al., 2019) still fails to identify the target
and full laws in a similar manner as before.
However, it is still the case that both the target and full
laws are identified. The justification for why the odds
ratio parameterization of the joint density p(R2, R3 |
paG(R2, R3)) = p(R2, R3 | X
(1)
1 , X
(1)
2 ) is identified in
this scenario, is more subtle. We have,
p(R2, R3 | X
(1)
1 , X
(1)
2 ) =
1
Z
× p(R2 | R3 = 1, X
(1)
1 , X
(1)
2 )
× p(R3 | R2 = 1, X
(1)
1 , X
(1)
2 )× OR(R2, R3 | X
(1)
1 , X
(1)
2 ).
Note that R2 ⊥⊥ X
(1)
2 | R3, X
(1)
1 , and R3 ⊥⊥ R1 |
R2, X
(1)
1 , X
(1)
2 . Therefore, p(R2 | R3 = 1, X
(1)
1 , X
(1)
2 ) =
p(R2 | R3 = 1, X
(1)
1 ) is identified the same way as de-
scribed in Scenario 1, and p(R3 | R2 = 1, X
(1)
1 , X
(1)
2 ) =
p(R3 | R1 = 1, R2 = 1, X1, X2) is a function of the ob-
served data and hence is identified. Now the identification
of the joint density p(R2, R3 | X
(1)
1 , X
(1)
2 ) boils down to
identifiability of the odds ratio term. By symmetry, we can
express the odds ratio OR(R2, R3 | X
(1)
1 , X
(1)
2 ) in two dif-
ferent ways,
OR(R2, R3 | X
(1)
1 , X
(1)
2 )
=
p(R2 | R3, X
(1)
1 )
p(R2 = 1 | R3, X
(1)
1 )
×
p(R2 = 1 | R3 = 1, X
(1)
1 )
p(R2 | R3 = 1, X
(1)
1 )
=
p(R3|R2, X
(1)
1 , X
(1)
2 )
p(R3 = 1|R2, X
(1)
1 , X
(1)
2 )
×
p(R3 = 1|R2 = 1, X
(1)
1 , X
(1)
2 )
p(R3|R2 = 1, X
(1)
1 , X
(1)
2 )
.
The first equality holds by d-separation (R2 ⊥⊥ X
(1)
2 |
R3, X
(1)
1 ). This implies that OR(R2, R3 | X
(1)
1 , X
(1)
2 )
is not a function of X
(1)
2 . Let us denote this functional
by f1(R2, R3, X
(1)
1 ). On the other hand, we can plug-in
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R1 = 1 to pieces in the second equality since R3 ⊥
⊥ R1 | R2, X
(1)
1 , X
(1)
2 (by d-separation.) This implies
that OR(R2, R3 | X
(1)
1 , X
(1)
2 ) is a function of X
(1)
1 only
through its observed values (i.e. X1). Let us denote this
functional by f2(R2, R3, X1, X
(1)
2 , R1 = 1). Since odds
ratio is symmetric (by definition), then it must be the case
that f1(R2, R3, X
(1)
1 ) = f2(R2, R3, X1, X
(1)
2 , R1 = 1);
concluding that f2 cannot be a function ofX
(1)
2 , as the left
hand side of the equation does not depend on X
(1)
2 . This
renders f2 to be a function of only observed quantities, i.e.
f2 = f2(R2, R3, X1, R1 = 1). This leads to the conclu-
sion that p(R2, R3 | X
(1)
1 , X
(1)
2 ) is identified and conse-
quently the missingness process p(R | X(1)) in Fig. 1(a) is
identified. According to Remarks 1 and 2, both the target
and full laws are identified.
Adding any permissible missing data directed edge to the
missingness process p(R | X(1)) in the DAG shown in
Fig. 1(a) (including the dashed edge) results in either a
self-censoring edge (X
(1)
i → Ri) or a special kind of col-
lider structure called the colluder (X
(1)
j → Ri ← Rj) in
(Bhattacharya et al., 2019). We discuss in detail, the link
between identification of missing data models of a DAG
and the absence of these structures in Section 5.
Scenario 3. So far, the investigator has conducted prelimi-
nary analyses of the problemwhile ignoring the issue of un-
measured confounding. In order to address this issue, she
first posits an unmeasured confounderU1, corresponding to
genotypic traits that may predispose certain individuals to
both smoke and develop bronchitis. She posits another un-
measured confounder U2, corresponding to the occupation
of an individual, that may affect both the deposits of tar
found in their lungs (for e.g., construction workers may ac-
cumulate more tar than an accountant due to occupational
hazards) as well as limit an individual’s access to proper
healthcare, leading to the absence of a diagnostic test for
bronchitis.
The missing data DAG with unmeasured confounders, cor-
responding to the aforementioned hypothesis is shown in
Fig. 2(a) (excluding the dashed edges). The correspond-
ing missing data ADMG, obtained by latent projection is
shown in Fig. 2(b) (excluding the dashed bidirected edge).
A procedure to identify the full law of such an MNAR
model, that is nested Markov with respect to a missing data
ADMG, is absent from the current literature. The question
that arises, is whether it is possible to adapt the odds ratio
parameterization from the previous scenarios, to this set-
ting.
We first note that by application of the chain rule of prob-
ability and Markov restrictions, the missingness mecha-
nism still factorizes in the same way as in Scenario 2, i.e.,
X
(1)
1 X
(1)
2 X
(1)
3
R1 R2 R3
X1 X2 X3
U1 U3 U2
(a) G(V, U)
X
(1)
1 X
(1)
2 X
(1)
3
R1 R2 R3
X1 X2 X3
(b) G(V )
Figure 2. (a) The missing data DAG with unobserved confounders
used in scenario 3 (without the dashed edges) and scenario 4 (with
the dashed edges). (b) The corresponding missing data ADMGs
obtained by applying the latent projection rules to the hidden vari-
able DAG in (a).
p(R | X(1)) = p(R1 | R2, X
(1)
3 )×p(R2, R3 | X
(1)
1 , X
(1)
2 )
(Tian & Pearl, 2002). Despite the addition of the bidirected
edges X
(1)
1 ↔ X
(1)
3 and X
(1)
2 ↔ R3, corresponding to
unmeasured confounding, it is easy to see that the propen-
sity score for R1 is still identified via simple conditioning.
That is, p(R1 | paG(R1)) = p(R1 | X3, R2, R3 = 1) as
R1 ⊥⊥ R3 | X
(1)
3 , R2 by m-separation. Furthermore, it can
also be shown that the two key conditional independences
that were exploited in the odds ratio parameterization of
p(R2, R3 | X(1)), still hold in the presence of these addi-
tional edges. In particular, R2 ⊥⊥ X
(1)
2 | R3, X
(1)
1 , and
R3 ⊥⊥ R1 | R2, X
(1)
1 , X
(1)
2 , by m-separation. Thus, the
same odds ratio parameterization used for identification of
the full law in Scenario 2, is also valid for Scenario 3. The
full odds ratio parameterization of the MNAR models in
Scenarios 2 and 3 is provided in Appendix B.
Scenario 4. Finally, the investigator notices that a dis-
proportionate number of missing entries for smoking sta-
tus and diagnosis of bronchitis, correspond to individuals
from certain neighborhoods in the city. She posits that
such missingness may be explained by systematic biases
in the healthcare system, where certain ethnic minorities
may not be treated with the same level of care. This cor-
responds to adding a third unmeasured confounder U3,
which affects the ordering of a diagnostic test for bronchi-
tis as well as inquiry about smoking habits, as shown in
Fig. 2(a) (including the dashed edges.) The corresponding
missing data ADMG is shown in Fig. 2(b) (including the
bidirected dashed edge.) Once again, we investigate if the
full law is identified, in the presence of an additional un-
measured confounderU3, and the corresponding bidirected
edge R1 ↔ R3.
The missingness mechanism p(R | X(1)) in Fig. 2(b) (in-
cluding the dashed edge) no longer follows the same fac-
torization as the one described in Scenarios 2 and 3, due to
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the presence of a direct connection betweenR1 andR3.Ac-
cording to (Tian & Pearl, 2002), this factorization is given
as p(R | X(1)) = p(R1 | R2, R3, X
(1)
1 , X
(1)
2 , X
(1)
3 ) ×
p(R2 | R3, X
(1)
1 ) × p(R3 | X
(1)
1 , X
(1)
2 ). Note that un-
like the previous scenarios, the propensity score of R1,
p(R1 | R2, R3, X
(1)
1 , X
(1)
2 , X
(1)
3 ), includes X
(1)
1 , X
(1)
2 ,
and R3 past the conditioning bar. Thus, the propensity
score of R1 seems to be not identified, since there is no
clear way of breaking down the dependency between R1
and X
(1)
1 . The problematic structure is the path X
(1)
1 →
R3 ↔ R1 which contains a collider at R3 that opens up
when we condition on R3 in the propensity score of R1.
In light of the discussion in previous scenarios, another
possibility for identifying p(R | X(1)) is through analy-
sis of the odds ratio parameterization of the entire missing-
ness mechanism. In Section 5, we provide a description
of the general odds ratio parameterization on an arbitrary
number of missingness indicators. For brevity, we avoid
re-writing the formula here. We simply point out that the
first step in identifying the missingness mechanism via the
odds ratio parameterization is arguing whether conditional
densities of the form p(Ri | R \ Ri = 1, X(1)) are iden-
tified, which is true if Ri ⊥⊥ X
(1)
i | R \ Ri, X
(1) \ X
(1)
i .
Such independencies do not hold in Fig. 2(b) (including the
dashed edge) for any of the Rs, since there exist collider
paths between every pair (X
(1)
i , Ri) that render the two
variables dependent when we condition on everything out-
side X
(1)
i , Ri (by m-separation). Examples of such paths
are X
(1)
1 → R3 ↔ R1 and X
(1)
2 ↔ R3 ↔ R1 ← R2
and X
(1)
3 → R1 ↔ R3. In Section 6, we show that the
structures arising in the missing data ADMG presented in
Fig. 2(b) (including the dashed edge), give rise to MNAR
models that are provably not identified without further as-
sumptions.
5. Full Law Identification in DAGs
(Bhattacharya et al., 2019) proved that two graphical struc-
tures, namely the self-censoring edge (X
(1)
i → Ri) and the
colluder (X
(1)
j → Ri ← Rj), prevent the identification of
full laws in missing data models of a DAG. In this section
we exploit an odds ratio parameterization of the missing
data process to prove that these two structures are, in fact,
the only structures that prevent identification, thus yielding
a complete characterization of identification for the full law
in missing data DAG models.
We formally introduce the odds ratio parameterization of
the missing data process introduced in (Chen, 2007), as a
more general version of the simpler form mentioned earlier
in Eq. (1). Assuming we have K missingness indicators,
p(R | X(1), O) can be expressed as follows.
p(R | X(1), O) =
1
Z
×
K∏
k=1
p(Rk | R−k = 1, X
(1)
, O)
×
K∏
k=2
OR(Rk, R≺k | R≻k = 1, X
(1)
, O), (2)
where R−k = R \ Rk, R≺k = {R1, . . . , Rk−1}, R≻k =
{Rk+1, . . . , RK}, and
OR(Rk, R≺k | R≻k = 1, X
(1)
, O)
=
p(Rk | R≻k = 1, R≺k, X
(1), O)
p(Rk = 1 | R≻k = 1, R≺k, X(1), O)
×
p(Rk = 1 | R−k = 1, X
(1), O)
p(Rk | R−k = 1, X(1), O)
.
Z in Eq. (2) is the normalizing term and is equal to∑
r
{
∏K
k=1 p(rk | R−k = 1, X
(1), O) ×
∏K
k=2 OR(rk, r≺k |
R≻k = 1, X
(1), O)}.
Using the odds ratio reparameterization given in Eq. (2),
we now show that under a standard positivity assumption,
stating that p(R | X(1), O) > δ > 0, with probability one
for some constant δ, the full law p(R,X(1), O) of a miss-
ing data DAG is identified in the absence of self-censoring
edges and colluders. Moreover, if any of these conditions
are violated, the full law is no longer identified. We formal-
ize this result below.
Theorem 1. A full law p(R,X(1), O) that is Markov rela-
tive to a missing data DAG G is identified if G does not con-
tain edges of the form X
(1)
i → Ri (no self-censoring) and
structures of the form X
(1)
j → Ri ← Rj (no colluders),
and the stated positivity assumption holds. Moreover, the
resulting identifying functional for the missingness mecha-
nism p(R | X(1), O) is given by the odds ratio parameteri-
zation provided in Eq. 2, and the identifying functionals for
the target law and full law are given by Remarks 1 and 2.
In what follows, we show that the identification theory that
we have proposed for the full law in missing data models
of a DAG is sound and complete. Soundness implies that
when our procedure succeeds, the model is in fact identi-
fied, and the identifying functional is correct. Complete-
ness implies that when our procedure fails, the model is
provably not identified (non-parametrically). These two
properties allow us to derive a precise boundary for what
is and is not identified in the space of missing data models
that can be represented by a DAG.
Theorem 2. The graphical condition of no self-censoring
and no colluders, put forward in Theorem 1, is sound and
complete for the identification of full laws p(R,O,X(1))
that are Markov relative to a missing data DAG G.
We now state an important result that draws a connection
between missing data models of a DAG G that are devoid
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Figure 3. All possible colluding paths betweenX
(1)
i andRi. Each
pair of dashed edges imply that the presence of either (or both)
result in formation of a colluding path.
of self-censoring and colluders, and the itemwise condition-
ally independent nonresponse (ICIN) model described in
(Shpitser, 2016; Sadinle & Reiter, 2017). As a substantive
model, the ICIN model implies that no partially observed
variable directly determines its own missingness, and is de-
fined by the restrictions that for every pair X
(1)
i , Ri, it is
the case that X
(1)
i ⊥⊥ Ri | R−i, X
(1)
−i , O. We utilize this
result in the course of proving Theorem 2.
Lemma 1. A missing data model of a DAG G that contains
no self-censoring edges and no colluders, is a submodel of
the ICIN model.
6. Full Law Identification in the Presence of
Unmeasured Confounders
We now generalize identification theory of the full law to
scenarios where some variables are not just missing, but
completely unobserved, corresponding to the issues faced
by the analyst in Scenarios 3 and 4 of Section 4. That is,
we shift our focus to the identification of full data laws that
are (nested) Markov with respect to a missing data ADMG
G.
Previously, we exploited the fact that the absence of col-
luders and self-censoring edges in a missing data DAG G,
imply a set of conditional independence restrictions of the
formX
(1)
i ⊥⊥ Ri | R−i, X
(1)
−i , O, for any pairX
(1)
i ∈ X
(1)
and Ri ∈ R (see Lemma 1). We now describe necessary
and sufficient graphical conditions that must hold in a miss-
ing data ADMG G to imply this same set of conditional
independences. Going forward, we ignore (without loss of
generality), the deterministic factors p(X | X(1), R), and
the corresponding deterministic edges in G, in the process
of defining this graphical criterion.
A colliding path between two verticesA andB is a path on
which every non-endpoint node is a collider. We adopt the
convention that A → B and A ↔ B are trivially collider
paths. We say there exists a colluding path between the
pair (X
(1)
i , Ri) if X
(1)
i and Ri are connected through at
least one non-deterministic colliding path i.e., one which
does not pass through (using deterministic edges) variables
inX.
We enumerate all possible colluding paths between a ver-
tex X
(1)
i and its corresponding missingness indicator Ri
in Fig. 3. Note that both the self-censoring structure and
the colluding structure introduced in (Bhattacharya et al.,
2019) are special cases of a colluding path. Using the m-
separation criterion for ADMGs, it is possible to show that
a missing data model of an ADMG G that contains no col-
luding paths of the form shown in Fig. 3, is also a submodel
of the ICIN model in (Shpitser, 2016; Sadinle & Reiter,
2017).
Lemma 2. A missing data model of an ADMG G that con-
tains no colluding paths is a submodel of the ICIN model.
This directly yields a sound criterion for identification of
the full law of missing data models of an ADMG G using
the odds ratio parameterization as before.
Theorem 3. A full law p(R,X(1), O) that is Markov rel-
ative to a missing data ADMG G is identified if G does
not contain any colluding paths and the stated positiv-
ity assumption in Section 5 holds. Moreover, the result-
ing identifying functional for the missingness mechanism
p(R | X(1), O) is given by the odds ratio parametrization
provided in Eq. 2.
We now address the question as to whether there exist miss-
ing data ADMGs which contain colluding paths but whose
full laws are nevertheless identified. We show (see Ap-
pendix for proofs), that the presence of a single colluding
path of any of the forms shown in Fig. 3, results in a miss-
ing data ADMG G whose full law p(X(1), R,O) cannot
be identified as a function of the observed data distribution
p(X,R,O).
Lemma 3. A full law p(R,X(1), O) that is Markov relative
to a missing data ADMG G containing a colluding path
between any pairX
(1)
i ∈ X
(1) andRi ∈ R is not identified.
In what follows, we present a result on the soundness and
completeness of our graphical condition that represents a
powerful unification of non-parametric identification the-
ory in the presence of non-ignorable missingness and un-
measured confounding. To our knowledge, such a result is
the first of its kind. We present the theorem below.
Theorem 4. The graphical condition of the absence of col-
luding paths, put forward in Theorem 3, is sound and com-
plete for the identification of full laws p(X(1), R,O) that
are Markov relative to a missing data ADMG G.
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7. Conclusion
In this paper, we concluded an important chapter in the
non-parametric identification theory of missing data mod-
els represented via directed acyclic graphs, possibly in the
presence of unmeasured confounders. We provided a sim-
ple graphical condition to check if the full law, Markov
relative to a (hidden variable) missing data DAG, is iden-
tified. We further proved that these criteria are sound and
complete. Moreover, we provided an identifying functional
for the missingness process, through an odds ratio parame-
terization that allows for congenial specification of compo-
nents of the likelihood. Our results serve as an important
precondition for the development of score-based model se-
lection methods that consider a broader class of missing
data distributions than the ones considered in prior works.
An interesting avenue for future work is exploration of the
estimation theory of functionals derived from the identified
full data law. To conclude, we note that while identification
of the full law is sufficient to identify the target law, there
exist identified target laws where the corresponding full law
is not identified. We leave a complete characterization of
target law identification to future work.
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For clearer presentation of materials in this supplement, we switch to a single-column format. In Appendix A, we provide
an overview of the nested Markov model. We summarize the necessary concepts required in order to explain our proof of
completeness for identification of the full law in missing data acyclic directed mixed graphs (ADMGs). These concepts
draw on the binary parameterization of nested Markov models of an ADMG. In Appendix B, we provide a concrete
example of the odds ratio parameterization. In Appendix C, we present proofs that were omitted from the main body of
the paper for brevity.
A. Background: Fixing and Nested Markov Models of an ADMG
Given a DAG G(V ∪ U) where U contains variables that are unobserved, the latent projection operator onto the observed
margin produces an acyclic directed mixed graph G(V ) that consists of directed and bidirected edges (Verma & Pearl,
1990). The bidirected connected components of an ADMG G(V ), partition the vertices V into distinct sets known as
districts. The district membership of a vertex Vi in G is denoted disG(Vi), and the set of all districts in G is denotedD(G).
(Evans, 2018) showed that the nested Markov model (Richardson et al., 2017) of an ADMG G(V ) is a smooth super model
with fixed dimension, of the underlying latent variable model, that captures all equality constraints and avoids non-regular
asymptotics arising from singularities in the parameter space (Drton, 2009; Evans, 2018). We use this fact in order to
justify the use of nested Markov models of a missing data ADMG in order to describe full laws that are Markov relative
to a missing data DAG with hidden variables. That is, the nested Markov model of a missing data ADMG G(V ), where
V = {O,X(1), R,X}, is a smooth super model of the missing data DAG model G(V ∪U).We also utilize nested Markov
models of an ADMG G(V \X(1)), corresponding to projection of the missing data ADMG G(V ) onto variables that are
fully observable. While such a model does not capture all equality constraints in the true observed law, it is still a smooth
super model of it, thus providing an upper bound on the model dimension of the observed law.
CADMGs and Kernels
The nested Markov factorization of p(V ) relative to an ADMG G(V ) is defined with the use of conditional distributions
known as kernels and their associated conditional ADMGs (CADMGs) that are derived from p(V ) and G(V ) respectively,
via repeated applications of the fixing operator (Richardson et al., 2017). A CADMG G(V,W ), is an ADMG whose nodes
can be partitioned into random variables V and fixed variables W, with the restriction that only outgoing edges may be
adjacent to variables in W. A kernel qV (V | W ) is a mapping from values in W to normalized densities over V i.e.,∑
v∈V qV (v | w) = 1 (Lauritzen, 1996). Conditioning and marginalization operations in kernels are defined in the usual
way.
Fixing and Fixability
In Section 4 of the main paper, we provided an informal description of fixing as the operation of inverse-weighting by the
propensity score of the variable being fixed; we now formalize this notion. A variable A ∈ V is said to be fixable if the
paths A → · · · → X and A ↔ · · · ↔ X do not both exist for all X ∈ V \ {A}. Given a CADMG G(V,W ) where A is
*Equal contribution 1Department of Computer Science, Johns Hopkins University, Baltimore, MD, USA. Correspondence to: Razieh
Nabi <rnabi@jhu.edu>, Rohit Bhattacharya <rbhattacharya@jhu.edu>.
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fixable, the graphical operator of fixing, denoted φA(G), yields a new CADMG G(V \A,W ∪A) with all incoming edges
into A being removed, and A being set to a fixed value a. Given a kernel qV (V | W ), the corresponding probabilistic
operation of fixing, denoted φA(qV ;G) yields a new kernel
qV \A(V \A |W ∪A) ≡
qV (V |W )
qV (A | mbG(A),W )
,
where mbG(A) is the Markov blanket of A, defined as the bidirected connected component (district) of A (excluding A
itself) and the parents of the district of A, i.e.,mbG(A) ≡ disG(A) ∪ paG(disG(A)) \ {A}. It is easy to check that when G
is a DAG, i.e., there are no bidirected edges, the denominator in the probabilistic operation of fixing, reduces to the familiar
definition of a simple propensity score.
The notion of fixability can be extended to a set of variables S ⊆ V as follows. A set S is said to be fixable if elements in
S can be ordered into a sequence σS = 〈S1, S2, . . . 〉 such that S1 is fixable in G, S2 is fixable in φS1(G), and so on. This
notion of fixability on sets of variables is essential to the description of the nested Markov model that we present in the
following section.
Nested Markov Factorization
Given a CADMG G, A set S ⊆ V is said to be reachable if there exists a valid sequence of fixing operations on vertices
V \ S. Further, S is said to be intrinsic if it is reachable, and forms a single bidirected connected component or district in
φσV \S(G), i.e., the CADMG obtained upon executing all fixing operations given by a valid fixing sequence σV \S .
A distribution p(V ) is said to obey the nested Markov factorization relative to an ADMG G(V ) if for every fixable set S,
and any valid fixing sequence σS ,
φσS (p(V );G) =
∏
D∈D(φσS (G))
qD(D | paφσS (G)(D)),
where all kernels appearing in the product above can be constructed by combining kernels corresponding to intrinsic sets
i.e., {qI(I | paG(I)) | I is intrinsic in G}. Such a construction is made possible by the fact that all the sets D quantified in
the product are districts in a reachable graph derived from G.
(Richardson et al., 2017) noted that when a distribution p(V ) is nested Markov relative to an ADMG G, all valid fixing
sequences yield the same CADMG and kernel so that recursive applications of the fixing operator on a set V \S can simply
be denoted as φV \S(G) and φV \S(qV ;G) without explicitly specifying any particular valid order. Thus, the construction
of the set of kernels corresponding to intrinsic sets can be characterized as {qI(I | paG(I)) | I is intrinsic in G} =
{φV \I(p(V ;G)) | I is intrinsic in G}, and the nested Markov factorization can be re-stated more simply as, for every
fixable set S we have,
φS(p(V ;G)) =
∏
D∈D
(
φS(G)
) φV \D(p(V );G),
An important result from (Richardson et al., 2017) states that if p(V ∪ U) is Markov relative to a DAG G(V ∪ U), then
p(V ) is nested Markov relative to the ADMG G(V ) obtained by latent projection.
Binary Parameterization of Nested Markov Models
From the above factorization, it is clear that intrinsic sets given their parents form the atomic units of the nested
Markov model. Using this observation, a smooth parameterization of discrete nested Markov models was provided by
(Evans & Richardson, 2014). We now provide a short description of how to derive the so-called Moebius parameters of a
binary nested Markov model.
For each district D ∈ D(G), consider all possible subsets S ⊆ D. If S is intrinsic (that is, reachable and bidirected
connected in φV \S(G)), define the headH of the intrinsic set to be all vertices in S that are childless in φV \S(G), and the
tail T to be all parents of the head in the CADMG φV \S(G), excluding the head itself. More formally, H ≡ {Vi ∈ S |
chφ
V \S(G)
(Vi) = ∅}, and T ≡ paφ
V \S(G)
(H) \ H. The corresponding set of Moebius parameters for this intrinsic head
and tail pair parameterizes the kernel qS(H = 0 | T ), i.e., the kernel where all variables outside the intrinsic set S are
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fixed, and all elements of the head are set to zero given the tail. Note that these parameters are, in general, variationally
dependent (in contrast to variationally independent in the case of an ordinary DAG model) as the heads and tails in these
parameter sets may overlap. The joint density for any query p(V = v), can be obtained through the Moebius inversion
formula; see (Lauritzen, 1996; Evans & Richardson, 2014) for details. For brevity, we will denote qS(H = 0 | T ) as
simply q(H = 0 | T ), as it will be clear from the given context what variables are still random in the kernel corresponding
to a given intrinsic set.
Binary Parameterization of Missing Data ADMGs
We use the parameterization described in the previous section in order to count the number of parameters required to
parameterize the full law of a missing data ADMG and its corresponding observed law. We then use this to reason that if
the number of parameters in the full law exceeds those in the observed law, it is impossible to establish a map from the
observed law to the full law. This in turn implies that such a full law is not identified.
The binary parameterization of the full law of a missing data ADMG G(X(1), O,R,X) is exactly the same as that of an
ordinary ADMG, except that the deterministic factors p(Xi | Ri, X
(1)
i ), can be ignored, as Xi = X
(1)
i with probability
one when Ri = 1, andXi =? with probability one when Ri = 0.
The observed law is parameterized as follows. First, variables in X(1) are treated as completely unobserved, and an
observed law ADMG G(X,O,R) is obtained by applying the latent projection operator to G(X(1), O,R,X). TheMoebius
parameters are then derived in a similar manner as before, with the additional constraint that if Xi ∈ X appears in the
head of a Moebius parameter, and the corresponding missingness indicator Ri appears in the tail, then the kernel must be
restricted to cases whereRi = 1. This is because when Ri = 0, the probability of the head taking on any value, aside from
those whereXi =?, is deterministically defined to be 0.
Note that parameterizing the observed law by treating variables in X(1) as fully unobserved does not quite capture all
equality constraints that may be detectable in the observed law, as these variables are, in fact, sometimes observable when
their correspondingmissingness indicators are set to one. Indeed, a smooth parameterization of the observed law of missing
data models that captures all constraints implied by the model, is still an open problem. Nevertheless, parameterizing an
observed law ADMG, such as the one mentioned earlier, provides an upper bound on the number of parameters required
to parameterize the true observed law. This suffices for our purposes, as demonstrating that the upper bound on the number
of parameters in the observed law is less than the number of parameters in the full law, is sufficient to prove that the full
law is not identified.
B. Example: Odds Ratio Parameterization
To build up a more concrete intuition for Theorems 1 and 3, we provide an example of the odds ratio parameterization for
the missing data models used in Scenarios 2 and 3 of the main paper, reproduced here in Figs. 4(a, b). Utilizing the order
R1, R2, R3 on the missingness indicators, the odds ratio parameterization of the missing data process for both models is as
follows.
1
Z
×
( 3∏
k=1
p(Ri | R−i = 1, X
(1))
)
× OR(R1, R2, | R3 = 1, X
(1))× OR(R3, (R1, R2) | X
(1)). (3)
We now argue that each piece in Eq. 3 is identified. Note that, in the missing data DAG shown in Fig. 4(a), Ri ⊥⊥ X
(1)
i |
R−i, X
(1)
−i by d-separation. The same is true for the missing data ADMG in Fig. 4(b) by m-separation. Thus, in both cases,
the product over conditional pieces of each Ri given the remaining variables is not a functionX
(1)
i , and is thus a function
of observed data. We now show that OR(R1, R2 | R3 = 1, X(1)) is not a function ofX
(1)
1 , X
(1)
2 by utilizing the symmetry
property of the odds ratio.
OR(R1, R2 | R3 = 1, X
(1)) =
p(R1 | R2, R3 = 1, X
(1)
2 , X
(1)
3 )
p(R1 = 1 | R2, R3 = 1, X
(1)
2 , X
(1)
3 )
×
p(R1 = 1 | R2 = 1, R3 = 1, X
(1)
2 , X
(1)
3 )
p(R1 | R2 = 1, R3 = 1, X
(1)
2 , X
(1)
3 )
= OR(R2, R1 | R3 = 1, X
(1)) =
p(R2 | R1, R3 = 1, X
(1)
1 , X
(1)
3 )
p(R2 = 1 | R1, R3 = 1, X
(1)
1 , X
(1)
3 )
×
p(R2 = 1 | R1 = 1, R3 = 1, X
(1)
1 , X
(1)
3 )
p(R2 | R1 = 1, R3 = 1, X
(1)
1 , X
(1)
3 )
.
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Figure 4. (a) The missing data DAG model used in Scenario 2. (b) the missing data ADMG model used in Scenario 3.
Thus, from the first equality, the odds ratio is not a function of X
(1)
2 as R1 ⊥⊥ X
(1)
1 | R−1, X
(1)
−1 by d-separation in
Fig. 4(a) and by m-separation in Fig. 4(b). A symmetric argument holds for X
(1)
2 and R2 as seen in the second and third
equalities. Hence, the odds ratio is only a function ofX
(1)
3 , which is observable, as the function is evaluated at R3 = 1.
We now utilize an identity from (Chen et al., 2015) in order to simplify the final term in Eq. 3. That is,
OR(R3, (R1, R2) | X
(1)) = OR(R3, R2 | R1 = 1, X
(1)) OR(R3, R1 | R2, X
(1))
= OR(R3, R2 | R1 = 1, X
(1)) OR(R3, R1 | R2 = 1, X
(1))
OR(R3, R1 | R2, X(1))
OR(R3, R1 | R2 = 1, X(1))︸ ︷︷ ︸
f(R1,R2,R3|X(1))
.
The first two pairwise odds ratio terms are functions of observed data using an analogous argument that draws on the
symmetry property of the odds ratio and the conditional independence Ri ⊥⊥ Xi | R−i, X
(1)
−i , as before. The final term
f(R1, R2, R3 | X(1)), is a three-way interaction term on the odds ratio scale and can be expressed in three different ways
as follows (Chen et al., 2015),
OR(R3, R1 | R2, X
(1))
OR(R3, R1 | R2 = 1, X(1))
=
OR(R2, R3 | R1, X
(1))
OR(R2, R3 | R1 = 1, X(1))
=
OR(R1, R2 | R3, X
(1))
OR(R1, R2 | R3 = 1, X(1))
.
From the first equality, we note by symmetry of the odds ratio and conditional independence that f is not a function of
X
(1)
1 , X
(1)
3 . Similarly, from the second equality, we note that f is not a function of X
(1)
2 , X
(1)
3 . Finally, from the third
equality, we note that f is not a function ofX
(1)
1 , X
(1)
2 . Therefore, f is not a function ofX
(1)
1 , X
(1)
2 , X
(1)
3 and is identified.
The normalizing function Z, is a function of all the pieces that we have already shown to be identified, and is therefore also
identified. Thus, the missing data mechanisms p(R | X(1)), and consequently, the full laws corresponding to the missing
data graphs shown in Figs. 4(a,b) are identified by Remark 2.
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C. Proofs
We first prove Lemmas 1 and 2 as we use them in the course of proving Theorems 1 and 3. We start with Lemma 2, as the
proof for Lemma 1 simplifies to a special case.
Lemma 2 A missing data model of an ADMG G that contains no colluding paths is a submodel of the itemwise condition-
ally independent nonresponse model described in (Shpitser, 2016; Sadinle & Reiter, 2017).
Proof. The complete Markov blanket of a vertex Vi in an ADMG G, denoted mb
c
G(Vi) is the set of vertices such that
Vi ⊥⊥ V−i \mb
c
G(Vi) | mb
c
G(Vi) (Pearl, 1988; Richardson, 2003). In ADMGs, this set corresponds to the Markov blanket
of Vi, its children, and the Markov blanket of its children. That is,
mbcG(Vi) ≡ mbG(Vi) ∪
( ⋃
Vj∈chG(Vi)
Vj ∪mbG(Vj)
)
\ {Vi}.
Without loss of generality, we ignore the part of the graph involving the deterministic factors p(X | X(1), R) and the
corresponding deterministic edges, in the construction of the Markov blanket and complete Markov blanket of variables
in a missing data graph G(X(1), O,R).We now show that the absence of non-deterministic colluder paths between a pair
X
(1)
i and Ri in G implies thatX
(1)
i /∈ mb
c
G(Ri).
• X
(1)
i is not a parent of Ri, as X
(1)
i → Ri is trivially a colluder path.
• X
(1)
i is not in the district of Ri, asX
(1)
i ↔ · · · ↔ Ri is also a colluder path.
These two points together imply thatX
(1)
i /∈ mbG(Ri).We now show that the union over children of Ri and their Markov
blankets also excludeX
(1)
i .
• X
(1)
i is not a child of Ri, as directed edges from Ri to variables inX
(1) are ruled out by construction in missing data
graphs.
• X
(1)
i is also not in the district of any children of Ri, as Ri → · · · ↔ X
(1)
i is a colluding path.
• X
(1)
i is also not a parent of the district of any children of Ri, as Ri → · · · ← X
(1)
i is a colluding path.
These three points together rule out the possibility that X
(1)
i is present in the union over children and Markov blankets of
children of Ri. Thus, we have shown that X
(1)
i 6∈ mb
c
G(Ri). This implies the following,
Ri ⊥⊥ V \ {Ri,mb
c
G(Ri)} | mb
c
G(Ri) =⇒ Ri ⊥⊥ X
(1)
i | mb
c
G(Ri).
By semi-graphoid axioms (see for example, (Lauritzen, 1996; Pearl, 2009)) this yields the conditional independenceRi ⊥
⊥ X
(1)
i | R−i, X
(1)
−i , O.
The same line of reasoning detailed above can be used for all Ri ∈ R, which then gives us the set of conditional indepen-
dences implied by the no self-censoring model. That is,
Ri ⊥⊥ X
(1)
i | R−i, X
(1)
−i , O, ∀Ri ∈ R.
Lemma 1 A missing data model of a DAG G that contains no self-censoring edges and no colluders, is a submodel of the
itemwise conditionally independent nonresponse model described in (Shpitser, 2016; Sadinle & Reiter, 2017).
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Proof. A DAG is simply a special case of an ADMG with no bidirected edges. Consequently the only two types of
colluding paths, are self-censoring edges (X
(1)
i → Ri) and colluder structures (X
(1)
i → Rj ← Ri). Thus, the absence of
these two structures in a missing data DAG G, rules out all possible colluding paths. The rest of the proof then carries over
straightforwardly from Lemma 2.
Theorem 1 A full law p(R,X(1), O) that is Markov relative to a missing data DAG G is identified if G does not contain
edges of the form X
(1)
i → Ri (no self-censoring) and structures of the form X
(1)
j → Ri ← Rj (no colluders), and the
stated positivity assumption holds. Moreover, the resulting identifying functional for the missingness mechanism p(R |
X(1), O) is given by the odds ratio parameterization provided in Eq. 2 of the main draft, and the identifying functionals
for the target law and full law are given by Remarks 1 and 2.
Proof. Given Eq. (2), we know that
p(R | X(1), O) =
1
Z
×
K∏
k=1
p(Rk | R−k = 1, X
(1), O) ×
K∏
k=2
OR(Rk, R≺k | R≻k = 1, X
(1), O),
where R−k = R \Rk, R≺k = {R1, . . . , Rk−1}, R≻k = {Rk+1, . . . , RK}, and
OR(Rk, R≺k | R≻k = 1, X
(1), O) =
p(Rk | R≻k = 1, R≺k, X(1), O)
p(Rk = 1 | R≻k = 1, R≺k, X(1), O)
×
p(Rk = 1 | R−k = 1, X(1), O)
p(Rk | R−k = 1, X(1), O)
,
and Z is the normalizing term and is equal to
∑
r
{
∏K
k=1 p(rk | R−k = 1, X
(1), O)×
∏K
k=2 OR(rk, r≺k | R≻k = 1, X
(1), O)}.
If we can prove that all the pieces in this factorization are identified, then the missingness process is identified and so is the
full law. We provide the proof in two steps. Our proof is similar to the identification proof of the no self-censoring model
given in (Malinsky et al., 2019).
Step 1.
We start off by looking at the conditional pieces p(Rk | R−k = 1, X(1), O). Given Lemma. 1, we know that Rk ⊥⊥ X
(1)
k |
R−k, X
(1)
−k , O. Therefore, p(Rk | R−k = 1, X
(1), O) = p(Rk | R−k = 1, X
(1)
−k , O), ∀k, is identified for all Rk ∈ R.
Step 2.
For a given Rk ∈ R, in order to prove that the odds ratio is identified, we rewrite the odds ratio in a slightly different way
(without loss of generality we drop the fully observed random variablesO.)
OR(Rk, R≺k | R≻k = 1, X
(1)) (4)
= OR(Rk, Rk−1 | R−{k,k−1} = 1, X
(1))× OR(Rk, R≺k−1 | R≻k = 1, Rk−1, X
(1))
= OR(Rk, Rk−1 | R−{k,k−1} = 1, X
(1))
×
{
OR(Rk, R≺k−1 | R≻k = 1, Rk−1 = 1, X
(1))×
OR(Rk, R≺k−1 | R≻k = 1, Rk−1, X
(1))
OR(Rk, R≺k−1 | R≻k = 1, Rk−1 = 1, X(1))︸ ︷︷ ︸
f
(
Rk|R≻k=1,X
(1)
)
}
,
where Rk = {R1, . . . , RK}. Through recursive applications of this trick, we can rewrite the odds ratio as follows.
OR(Rk, R≺k | R≻k = 1, X
(1)) =
k−1∏
i=1
OR(Rk, Ri | R{−(k,i)} = 1, X
(1))× f(Ri+1 | R≻i+1 = 1, X
(1)) (5)
Now we need to show that pairwise odds ratios, OR(Rk, Ri | R{−(k,i)} = 1, X
(1)), and terms of the form f(Ri+1 |
R≻i+1 = 1, X
(1)) are all identified.
Step 2(a). We start off by proving that for given Rk, Ri ∈ R, the pairwise odds ratio OR(Rk, Ri | R{−(k,i)} = 1, X
(1))
given in Eq. (5) is identified. We know that
OR(Rk, Ri | R{−(k,i)} = 1, X
(1)) = OR(Rk, Ri | R{−(k,i)} = 1, X{−(k,i)}, X
(1)
k , X
(1)
i ).
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Consequently, if we can show that the odds ratio is not a function of neither X
(1)
k nor X
(1)
i , then we can safely claim
that the odds ratio is only a function of observed data and hence is identified. We get to this conclusion by exploiting the
symmetric notion in odds ratios.
OR(Rk, Ri | R{−(k,i)} = 1, X
(1)) =
p(Rk | Ri, R{−(k,i)} = 1, X
(1))
p(Rk = 1 | Ri, R{−(k,i)} = 1, X(1))
×
p(Rk = 1 | R−k = 1, X(1))
p(Rk | R−k = 1, X(1))
=
p(Ri | Rk, R{−(k,i)} = 1, X
(1))
p(Ri = 1 | Rk, R{−(k,i)} = 1, X(1))
×
p(Ri = 1 | R−i = 1, X(1))
p(Ri | R−i = 1, X(1))
In the first equality, we can see that the odds ratio is not a function ofX
(1)
k since Rk ⊥⊥ X
(1)
k | R−k, X
(1)
−k . Similarly, from
the second equality, we can see that the odds ratio is not a function of X
(1)
i since Ri ⊥⊥ X
(1)
i | R−i, X
(1)
−i . Therefore, the
pairwise odds ratios are all identified.
Step 2(b). Now we need to show that the second term in Eq. (5) is identified. Since
f(Rk | R≻k = 1, X
(1)) = f(Rk | R≻k = 1, X≻k, X
(1)
k),
we only need to show that this term is not a function of {X
(1)
1 , . . . , X
(1)
k }. Because of the way odds ratio is defined, there
are k different ways of rewriting the term f(Rk | R≻k = 1, X
(1)). In the j th specification, f is not a function of X
(1)
j ,
because of the fact that Rj ⊥⊥ X
(1)
j | R−j , X
(1)
−j . Combining these together, we realize that f(Rk | R≻k = 1, X
(1))
is not a function of X
(1)
k , and therefore is identified. For instance, given the triplet Ri, Rj , Rk ∈ R, we can write down
f(Ri, Rj, Rk | R≻3 = 1, X(1)) in three different ways as follows.
f(Ri, Rj , Rk | R≻3 = 1, X
(1))
=
OR(R1, R2 | R≻3 = 1, R3, X
(1))
OR(R1, R2 | R≻3 = 1, R3 = 1, X(1))
=
OR(R1, R3 | R≻3 = 1, R2, X
(1))
OR(R1, R3 | R≻3 = 1, R2 = 1, X(1))
=
OR(R2, R3 | R≻3 = 1, R1, X
(1))
OR(R2, R3 | R≻3 = 1, R1 = 1, X(1))
From the first equality, we note that f is not a function of X
(1)
1 , X
(1)
2 . From the second equality, we note that f is not
a function of X
(1)
1 , X
(1)
3 . From the third equality, we note that f is not a function of X
(1)
2 , X
(1)
3 . Therefore, f is not a
function ofX
(1)
1 , X
(1)
2 , X
(1)
3 and is identified.
Theorem 2 The graphical condition of no self-censoring and no colluders, put forward in Theorem 1, is sound and
complete for the identification of full laws p(R,O,X(1)) that are Markov relative to a missing data DAG G.
Proof. Soundness is a direct consequence of Theorem 1. To prove completeness, it needs to be shown that in the presence
of a self-censoring edge, or a colluder structure, the full law is no longer (non-parametrically) identified. A proof by
counterexample of both these facts was provided in (Bhattacharya et al., 2019). However, this can also be seen from the fact
that self-censoring edges and colluders are special cases of the colluding paths that we prove results in non-identification
of the full law in Lemma 3.
Theorem 3 A full law p(R,X(1), O) that is Markov relative to a missing data ADMG G is identified if G does not contain
any colluding paths and the stated positivity assumption in Section 5 holds. Moreover, the resulting identifying functional
for the missingness mechanism p(R | X(1), O) is given by the odds ratio parametrization provided in Eq. 2 of the main
draft.
Proof. The proof strategy is nearly identical to the one utilized in Theorem 1, except the conditional independencesRk ⊥
⊥ X
(1)
k | R−k, X
(1)
−k , O come from Lemma 2 instead of Lemma 1.
Lemma 3 A full law p(R,X(1), O) that is Markov relative to a missing data ADMG G containing a colluding path between
any pairX
(1)
i ∈ X
(1) and Ri ∈ R, is not identified.
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Figure 5. (a, d, e) Examples of colluding paths in missing data models of ADMGs. (b) A DAG with hidden variable U that is Markov
equivalent to (a). (c) Projecting out X
(1)
1 from (a), (f) Projecting out X
(1)
1 and X
(1)
2 from (d) and (e).
U p(U)
0 a
1 1− a
R1 U p(R1|U)
0 0 b
1 0 1− b
0 1 c
1 1 1− c
X
(1)
1 U p(X
(1)
1 |U)
0 0 d
1 0 1− d
0 1 e
1 1 1− e
R1 X
(1)
1 U p(R1, X
(1)
1 , U)
0 0 0 a ∗ b ∗ d
0 0 1 (1− a) ∗ c ∗ e
0 1 0 a ∗ b ∗ (1− d)
0 1 1 (1− a) ∗ c ∗ (1 − e)
1 0 0 a ∗ (1− b) ∗ d
1 0 1 (1− a) ∗ (1− c) ∗ e
1 1 0 a ∗ (1 − b) ∗ (1− d)
1 1 1 (1 − a) ∗ (1− c) ∗ (1− e)
R1 X
(1)
1 p(Full Law) X1 p(Observed Law)
0
0 a ∗ b ∗ d+ (1− a) ∗ c ∗ e
? a ∗ b+ (1− a) ∗ c
1 a ∗ b ∗ (1− d) + (1− a) ∗ c ∗ (1− e)
1
0 a ∗ (1− b) ∗ d+ (1− a) ∗ (1− c) ∗ e 0
a ∗ (1 − b) + (1− a) ∗ (1− c)
1 a ∗ (1− b) ∗ (1− d) + (1− a) ∗ (1− c) ∗ (1− e) 1
Table 1. Construction of counterexamples for non-identifiablity of the full law in Fig. 5(a) using the DAG with hidden variable U in
Fig. 5(b) that is Markov equivalent to (a).
Proof. Proving the non-identifiability of missing data models of an ADMG G that contains a colluding path can be shown
by providing two modelsM1 andM2 that disagree on the full law but agree on the observed law. Coming up with a single
example of such a pair of models is sufficient for arguing against non-parametric identification of the full law. Therefore,
for simplicity, we restrict our attention to binary random variables. We first provide an example of such a pair of models on
the simplest form of a colluding path, a bidirected edge X
(1)
i ↔ Ri as shown in Fig. 5(a). According to Table 1, in order
for the observed laws to agree, the only requirement is that the quantity ab+ (1− a)c remain equal in both models; hence
we can come up with infinitely many counterexamples of full laws that are not the same but map to the same observed law.
Constructing explicit counterexamples are not necessary to prove non-identification as long as it can be shown that there
exist at least two distinct functions that map two different full laws onto the exact same observed law. For instance, if the
number of parameters in the full law is strictly larger than the number of parameters in the observed law, then there would
exist infinitely many such functions. Consequently, we rely on a parameter counting argument to prove the completeness
of our results. Since we are considering missing data models of ADMGs, we use the Moebius parameterization of binary
nested Markov models of an ADMG described in Appendix A.
The nested Markov model of a missing data ADMG G(V ), where V = {O,X(1), R,X}, is a smooth super model of the
missing data DAG model G(V ∪ U), and has the same model dimension as the latent variable model (Evans, 2018). We
also utilize nested Markov models of an ADMG G(V \ X(1)), corresponding to projection of the missing data ADMG
G(V ) onto variables that are fully observable. While such a model does not capture all equality constraints in the true
observed law, it is still a smooth super model of it, thus providing an upper bound on the model dimension of the observed
law. This suffices for our purposes, as demonstrating that the upper bound on the number of parameters in the observed
law is less than the number of parameters in the full law, is sufficient to prove that the full law is not identified. We first
walk the reader through a few examples to demonstrate this proof strategy, and then provide the general argument.
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Moebius Parameterization of the Full Law in Fig. 5(d)
Districts Intrinsic Head/Tail Moebius Parameters Counts
{X
(1)
1 } {X
(1)
1 }, {} q(X
(1)
1 = 0) 1
{R2} {R2}, {} q(R2 = 0) 1
{R1, X
(1)
2 }
{R1}, {} q(R1 = 0) 1
{X
(1)
2 }, {X
(1)
1 } q(X
(1)
2 = 0 | X
(1)
1 ) 2
{R1, X
(1)
2 }, {X
(1)
1 } q(R1 = 0, X
(1)
2 = 0 | X
(1)
1 ) 2
Total 7
Moebius Parameterization of the Full Law in Fig. 5(e)
Districts Intrinsic Head/Tail Moebius Parameters Counts
{R2} {R2}, {} q(R2 = 0) 1
{R1, X
(1)
1 , X
(1)
2 }
{R1}, {} q(R1 = 0) 1
{X
(1)
1 }, {} q(X
(1)
1 = 0) 1
{X
(1)
2 }, {} q(X
(1)
2 = 0) 1
{R1, X
(1)
2 }, {} q(R1 = 0, X
(1)
2 = 0) 1
{X
(1)
1 , X
(1)
2 }, {} q(X
(1)
1 = 0, X
(1)
2 = 0) 1
{R1, X
(1)
1 , X
(1)
2 }, {} q(R1 = 0, X
(1)
1 = 0, X
(1)
2 = 0) 1
Total 7
Moebius Parameterization of the Observed Law in Fig. 5(f)
Districts Intrinsic Head/Tail Moebius Parameters Counts
R2 {R2}, {} q(R2 = 0) 1
{R1, X1, X2}
{R1}, {} q(R1 = 0) 1
{X1}, {R1} q(X1 = 0 | R1) 1
{X2}, {R2} q(X2 = 0 | R2) 1
{R1, X2}, {R2} q(R1 = 0, X2 = 0 | R2) 1
{X1, X2}, {R1, R2} q(X1 = 0, X2 = 0 | R1, R2) 1
Total 6
Table 2. Moebius Parameterization of the Full and Observed Laws of missing data ADMGs
SELF-CENSORING THROUGH UNMEASURED CONFOUNDING:
We start by reanalyzing the colluding path given in Fig. 5(a) and the corresponding projection given in Fig. 5(c). The
Moebius parameters associated with the full law are q(X
(1)
1 = 0), q(R1 = 0), q(X
(1)
1 = 0, R1 = 1), for a total of 3
parameters. The Moebius parameters associated with the observed law in Fig 5(c) are q(R1 = 0), q(X
(1)
1 = 0 | R1 = 0),
for a total of only 2 parameters. Since 2 < 3, we can construct infinitely many mappings, as it was shown in Table 1.
SIMPLE COLLUDING PATHS:
Consider the colluding paths given in Fig. 5(d, e) and the corresponding projection (which are identical in both cases)
given in Fig. 5(f). The Moebius parameters associated with the full laws and observed law are shown in Table 2. Once
again, since the number of parameters in the observed law is less than the number in the full law (6 < 7), we can construct
infinitely many mappings.
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V1 · · · VS Ri
(a)
X
(1)
i
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X
(1)
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V1 · · · RS Ri
(c)
X
(1)
i
V1 · · · RS Ri
(d)
Xi V
∗
1 · · · V
∗
S Ri
(e)
Xi V
∗
1 · · · RS Ri
(f)
Figure 6. (a) Colluding paths (b) Projecting out X(1)
A GENERAL ARGUMENT:
In order to generalize our argument, we first provide a more precise representation (that does not use dashed edges) in
Figs. 6(a-d), of all possible colluding paths between X
(1)
i and Ri. Without loss of generality, assume that there are K
variables inX(1) and there areS variables that lie on the collider path betweenX
(1)
i andRi, S ∈ {0, 1, . . . , 2∗(K−1)}. We
denote the sth variable on the collider path by Vs; Vs ∈ {X
(1)\X
(1)
i , R\Ri}.Note that VS in Figs. 6(c, d) can only belong
to {R \Ri} by convention. Fig. 6(e) illustrates the corresponding projections of figures (a) and (b), and Fig. 6(f) illustrates
the corresponding projections of figures (c) and (d). In the projections shown in Figs. 6(e, f), V ∗ ∈ {X \X
(1)
i , R \Ri}.
We now go over each of these colluding paths and their corresponding latent projections, as if they appear in a larger graph
that is otherwise completely disconnected. We count the number of Moebius parameters as a function of S, and show that
the full law always has one more parameter than the observed law. One can then imagine placing these colluding paths
in a larger graph with arbitrary connectivity, and arguing that the full law is still not identified as a consequence of the
parameter discrepancy arising from the colluding path alone. That is, if we show a fully disconnected graph containing a
single colluding path is not identified, then it is also the case that any edge super graph (super model) is also not identified.
In the following proof we heavily rely on the following fact. Given a bidirected chain of length V1 ↔, · · · ,↔ VK , of
lengthK, the number of Moebius parameters required to parameterize this chain is given by the sum of natural numbers 1
toK, i.e., K(K+1)2 . This can be seen from the fact that the corresponding Moebius parameters are given by the series,
• q(V1 = 0), q(V1 = 0, V2 = 0), . . . , q(V1 = 0, . . . , VK = 0) corresponding to K parameters.
• q(V2 = 0), q(V2, V3 = 0), . . . , q(V2 = 0, . . . , VK = 0) corresponding toK − 1 parameters.
• . . .
• q(VK = 0) corresponding to 1 parameter.
In counting the number of parameters for a disconnected graph (with the exception of the colluding path), we can also
exclude the singleton (disconnected) nodes from the counting argument since they account for the same number of param-
eters in both the full law and observed law. In the full law they are either q(Rs = 0) or q(X
(1)
s = 0) and the corresponding
parameters in the observed law are q(Rs = 0) or q(Xs = 0 | Rs = 1). The Moebius parameter counts for each of the
colluding paths in Figs. 6(a-d) and their corresponding latent projections in Figs. 6(e,f) are as follows.
Figures a, b, and e
1. Number of Moebius parameters in Fig. 6(a) is
(S+2)(S+3)
2
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• A bidirected chainX
(1)
i ↔, · · · ,↔ Ri of length S + 2, i.e., (S + 2) ∗ (S + 3)/2 parameters.
2. Number of Moebius parameters in Fig. 6(b) is
(S+2)(S+3)
2
• q(X
(1)
i = 0), i.e. 1 parameter,
• A bidirected chain V2 ↔ · · · ↔ Ri of length S, i.e. S ∗ (S + 1)/2 parameters,
• Intrinsic sets involving V1, i.e., q(V1 = 0 | X
(1)
i ), q(V1 = 0, V2 = 0 | X
(1)
i ), q(V1 = 0, . . . , Ri = 0 | X
(1)
i )
corresponding to 2 ∗ (S + 1) parameters.
3. Number of Moebius parameters in Fig. 6(e) is
(S+2)(S+3)
2 − 1
• Note that even though each proxyXs that may appear in the bidirected chain has a directed edge fromRs pointing
into it, the corresponding intrinsic head tail pair that involves both variables, will always haveRi = 1. Hence, we
may ignore these deterministic edges and count the parameters as if it were a bidirected chain V ∗1 ↔ · · · ↔ Ri
of length S + 1, corresponding to (S + 1) ∗ (S + 2)/2 parameters,
• When enumerating intrinsic sets involvingXi, we note that {Xi, V ∗1 , . . . V
∗
S } is not intrinsic as Ri is not fixable
(due to the bidirected path between Ri and Xi and the edge Ri → Xi). Thus, as there is one less intrinsic set
involvingXi, the number of parameters required to parameterize all intrinsic sets involvingXi is one fewer, i.e.,
S + 1 (instead of S + 2) parameters.
Figures c, d, and f
1. Number of Moebius parameters in Fig. 6(c) is
(S+2)(S+3)
2
• q(Ri = 0), i.e. 1 parameter,
• A bidirected chainX
(1)
i ↔ · · · ↔ VS−1 of length S, i.e. S ∗ (S + 1)/2 parameters,
• Intrinsic sets involving RS , i.e., q(RS = 0 | Ri), q(RS = 0, VS−1 = 0 | Ri), . . . , q(RS = 0, VS−1 =
0 . . . , X
(1)
i | Ri), corresponding to 2 ∗ (S + 1) parameters.
2. Number of Moebius parameters in Fig. 6(d) is
(S+2)(S+3)
2
• q(X
(1)
i = 0), q(Ri = 0), i.e. 2 parameters,
• A bidirected chain V2 ↔ · · · ↔ VS−2 of length S − 2, i.e. (S − 2) ∗ (S − 1)/2 parameters,
• Intrinsic sets involving V1 and not RS , i.e., q(V1 = 0 | X
(1)
i ), q(V1 = 0, V2 = 0 | X
(1)
i ), . . . , q(V1 = 0, V2 =
0, . . . , VS−1 | X
(1)
i ), corresponding to 2 ∗ (S − 1) parameters,
• Intrinsic sets involvingRS and not V1, i.e., q(RS = 0 | Ri), q(RS = 0, VS−1 = 0 | Ri), . . . , q(RS = 0, VS−1 =
0, . . . , V2 | Ri) corresponding to 2 ∗ (S − 1) parameters.
• The intrinsic set involving both V1 and RS , i.e., q(V1 = 0, V2 = 0, . . . , RS = 0 | X
(1)
i , Ri), corresponding to 4
parameters.
3. Number of Moebius parameters in Fig. 6(f) is
(S+2)(S+3)
2 − 1
• q(Ri = 0), i.e. 1 parameter,
• By the same argument as before, deterministic tails can be ignored. Hence, we have a bidirected chain Xi ↔
· · · ↔ VS−1 of length S, i.e. S ∗ (S + 1)/2 parameters,
• Intrinsic sets involving RS , i.e., q(RS = 0 | Ri), q(RS = 0, VS−1 | Ri), . . . , q(RS , VS−1, . . . , V1 | Ri),
corresponding to 2 ∗S parameters, and the special intrinsic set which results in the observed law having one less
parameter q(RS , VS−1, . . . , V1, Xi | Ri = 1) corresponding to just 1 parameter instead of 2 due to the presence
of the proxyXi in the head and the correspondingRi in the tail.
Theorem 4 The graphical condition of the absence of colluding paths, put forward in Theorem 3, is sound and complete
for the identification of full laws p(R,O,X(1)) that are Markov relative to a missing data ADMG G.
Proof. Soundness is a direct consequence of Theorem 3 and completeness is a direct consequence of Lemma. 3.
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