Abstract. We investigate the enumerative geometry aspects of algorithmic line problems when the admissible bodies are balls or polytopes. For this purpose, we study the common tangent lines/transversals to k balls of arbitrary radii and 4 − k lines in R 3 . In particular, we compute tight upper bounds for the maximum number of real common tangents/transversals in these cases. Our results extend the results of Macdonald, Pach, and Theobald who investigated common tangents to four unit balls in R 3 [Discrete
tangents/transversals to k balls and 4 − k lines, k ∈ {0, . . . , 4}. For convenience of notation, we consider a transversal of a line as a tangent to the line. Our investigations do not only clarify the exact growth in algebraic degree from 2 to 12 but also provide effective means to tackle these questions when the symmetry (in the sense of identical bodies) is lost. From the algorithmic point of view, these problems of common tangents immediately arise in the mentioned applications when the class of admissible bodies in the scene consists of both balls and polytopes (see section 2).
As the main contribution of this paper, we compute tight upper bounds for the number of common tangents to k balls and 4−k lines in the finite case, k ∈ {0, . . . , 4}. Here, tightness refers to the following (quite strong) sense of real algebraic geometry (cf. [34] ): On the one hand, for each k we bound the number of solutions by algebraic methods, say, by some number m. Then, on the other hand, we provide a construction which indeed leads to m solutions in real space R 3 (which would not be possible if any polynomial formulation contained some complex solutions or solutions at infinity).
The general difficulty of proving tight bounds of this kind may be seen by the following two aspects. For the classical enumerative geometry problem of conics tangent to five given conics (dating back to Steiner in 1847) the existence problem of 3264 real solutions had not been solved until a few years ago (see [30] and [14, sect. 7.2] ). Furthermore, as pointed out in [34] , there are nearly no criteria or general techniques for tackling these type of questions. For these reasons, it is even more remarkable that in all (!) of the situations there exists a construction matching the upper bound. Table 1 summarizes our results and provides references of known results. It shows the upper bounds for the number of solutions and the matching numbers of real solutions in our constructions. The last column shows that only in a few cases are we able to explicitly characterize the configurations with an infinite number of common tangents. Namely, besides the already existing results for four lines and four unit balls, we add the characterization for three lines and one ball. In the entries with a "-" we cannot give such a characterization and will discuss this issue at the end of the paper.
Let us point out that the proofs of these results are of quite different flavors. For k ∈ {1, 2}, the upper bounds immediately follow from Bézout's theorem. Whereas for k = 1 it is easy to give a construction matching this bound, the construction for k = 2 is quite involved. In particular, for k = 2 we apply tools from algebraic geometry and computer algebra (e.g., standard bases) to prove correctness of the construction. However, proving the tight upper bound for three balls and one line is completely different. Here, the Bézout bound in our formulation will be 16 instead of 12. In order to find a better bound for the number of real solutions, we have to analyze the Downloaded 06/29/16 to 131.215.225.9. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php underlying algebraic geometry of the problem in detail. Finally, in the proof for four balls of general radii we use elementary geometry to find a formulation with Bézout bound 12. Altogether, we think that this variety of techniques can serve to provide many ideas when tackling related problems. This paper is structured as follows. In section 2, we establish the connection between the algorithmic problems and the geometric tangent problems. Then, after providing some algebraic background on Plücker coordinates in section 3, we prove the necessary results for Table 1 in section 4. We conclude the paper with a short discussion of the remaining open questions.
Motivation and algorithmic background.
The problem under investigation represents the algebraic core problem within several algorithmic applications mentioned in the introduction. Exemplarily, we describe two of them.
Partial visibility. Consider the following problem from ray-tracing with moving viewpoints. Here, we want to compute information on the viewpoint positions where the visibility topology of the scene changes. As a special case, this includes tackling the following core problem of partial visibility.
A set B ⊂ R n (say, n ∈ {2, 3}) is called a (convex) body if it is bounded, closed, convex, and contains an inner point. Now we consider a scene consisting of a set B of (not necessarily disjoint) bodies from a specific class X in R n . (X might be the set of all balls or the set of all polytopes.) A body B ∈ B is called partially visible from a viewpoint v if there exists a line segment connecting v and B not intersecting with the interior of any other body in B. A body B ∈ B is called partially visible if B can be seen from some viewpoint "outside" of the scene, i.e., if there exists a ray starting at B not intersecting with the interior of any other body in B. We call such a ray a visibility ray for B. Bodies which are not partially visible can be immediately removed from the scene, which reduces the complexity of the visualization process. In case of dense crystals whose atoms are visualized as sufficiently large balls, the reduction in complexity may be quite substantial.
In the two-dimensional case, checking partial visibility of a body B can be reduced to a finite number of geometric problems as follows (cf. the treatment of stabbing lines in [12] ). Without loss of generality let |B| ≥ 2. If there exists a visibility ray for B, then we can continuously transform (i.e., translate and rotate) the visibility ray until we reach a situation where the underlying line is tangent to at least two of the bodies. (One of them might be B itself.) Hence, it suffices to compute the set of all common tangent lines to a pair of bodies in B and check whether one of these lines contains a visibility ray. For any pair of bodies, the number of common tangent lines is at most four (which is a very special case of the results in [6, 19] on the number of common supporting hyperplanes in general dimension).
In the three-dimensional case we can essentially proceed analogously. Since a line in R 3 has four degrees of freedom, the core problem is to compute the common tangents to four bodies in R 3 (cf. [27, 2] ). However, in the three-dimensional case, there are also some special cases where we can transform a visibility ray only to a situation with two or three bodies, or where a configuration with four bodies has an infinite number of common tangents.
For a polytope P , any tangent to P intersects an edge of P . Hence, if X contains balls and polytopes, we have to compute common tangents/transversals to k lines and 4 − k balls, 0 ≤ k ≤ 4. An algorithmic treatment of the situations with infinitely many common tangents (depending on the class X of bodies) requires an a priori characterization of the configurations with infinitely many common tangents. Downloaded 06/29/16 to 131.215.225.9. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
In contrast to some other problems in computational geometry, characterizing these situations cannot be neglected (say, by applying perturbation techniques [11] ), since the large algebraic degree involved makes it highly nontrivial to guarantee a correct perturbation.
Envelopes. Let B be a collection of n convex bodies in R 3 . A line l is called a line transversal of B if it intersects every member of B. The set of line transversals of B can be represented as the region enclosed between an upper and a lower envelope as follows (see [7, 1, 2] ). These representations are important in the design of data structures supporting ray shooting queries (i.e., seeking the first body, if any, met by a query ray) [1] .
If we exclude lines parallel to the yz-plane, a line l in R 3 can be uniquely represented by its projections on the xy-and xz-planes: 
, which represent lines tangent to B from below and from above, respectively. Hence, the set of line transversals to B can be represented as
which is a region enclosed between a lower envelope and an upper envelope in R 4 . If the elements of B are balls or polytopes, then the set of line transversals defines a semialgebraic set in R 4 (see [2] ). Assuming general position, the vertices (= zerodimensional faces) of the boundary of this region correspond to lines which are tangent to four of the bodies in B. Similar to the first scenario, any implementation of this basic step has to cope with the enumerative questions treated in the present paper.
The role of an algebraic oracle. In both of these algorithmic scenarios, the problem is reduced to the core problem of finding the common tangents/transversals to k lines and 4 − k balls. In literature, core problems of this type are considered to be problems of constant description complexity (see, e.g., [2] ). Often, it is assumed that one has access to an algebraic oracle computing the necessary tangents, and the algorithm is formulated in terms of that oracle. From this point of view, our analysis can be seen as the necessary mathematical investigations on how to build this algebraic oracle.
In particular, any implementation of this algebraic oracle or any interface to a black box subroutine establishing that oracle has to cope with the enumerative questions. From the viewpoint of data structures it is always useful and sometimes even necessary to know a good (i.e., tight) upper bound on the number of these tangent lines. From the viewpoint of program verification, knowing a tight upper bound on the number of tangent lines offers the possibility of strong and valuable consistency checks within a program (in particular with regard to the necessary numerical subroutines; cf. section 5). Finally, from the viewpoint of efficiency, understanding the geometry of the basic problem helps to find the right polynomial formulations for the underlying numerical algorithms.
Plücker coordinates.
In several of the proofs, we use the well-known Plücker coordinates of lines in projective space P 3 (see, e.g., [16, 8] 
T ∈ P 3 be two different points on a line l. In order to characterize lines tangent to balls we consider tangent lines to arbitrary quadrics in P 3 . Throughout the presentation, we will identify a quadric surface in P 3 with its symmetric 4 × 4-representation matrix. For example, the sphere with radius r and center (c 1 , c 2 , c 3 )
If we denote the two columns of L by x and y, then the line l consists of all points
By definition, l is tangent to Q if and only if this line intersects the quadric exactly once (namely, with multiplicity 2) or if it is contained in the quadric. The homogeneous quadratic equation
can be made affine by setting µ = 1. Since the discriminant of this affine quadratic equation in λ is
the statement follows immediately. In order to transfer this condition to Plücker coordinates, we introduce the operator
(cf. [35] 
Proof. Let L be a 4 × 2-matrix whose two columns contain different points of l. The Cauchy-Binet formula from multilinear algebra (see, e.g., [22] ) implies
Now the claim follows from Lemma 2. For a sphere with radius r and center (c 1 , c 2 , c 3 )
Proofs and constructions. We show the following theorem. Theorem Given 4 − k lines and k balls in
R 3 , 0 ≤ k ≤ 4
. If there exist only finitely many common tangent lines to these four bodies, then the number of these tangents is bounded by
         2 if k = 0, 4 if k = 1, 8 if k = 2, 12 if k ∈ {3, 4}.
These bounds are tight; i.e., for each k there exists a configuration where the number of different real tangent lines matches the stated number. The bounds are tight even if the balls are unit balls.
For brevity, we denote the maximum numbers of tangent lines in the five situations by N k , k ∈ {0, . . . , 4}. Before proving the statements in the following lemmas, let us recall the following version of Bézout's theorem (see, e.g., [8, p. 91 
then the number of zeros (counted with multiplicity) is bounded by
Note that the upper bounds N 0 ≤ 2, N 1 ≤ 4, N 2 ≤ 8 immediately follow from Bézout's theorem. Namely, since the common tangent lines to three lines and one ball can be formulated by three linear equations of the form (2), one equation of the form (3) as well as the Plücker relation (1) in the six homogeneous variables p 01 , . . . , p 23 , we obtain N 1 ≤ 4. Analogously, we obtain N 0 ≤ 2, N 2 ≤ 8.
Further, note that the common transversals to four given lines in three-dimensional space are a well-studied problem in enumerative geometry, and it is well known that Proof. Since N 1 ≤ 4, it suffices to give a construction with three lines and one ball, leading to four common tangents. Let l 1 be the x 1 -axis, l 2 be the x 2 -axis, and l 3 be parallel to the x 3 -axis and passing through (0, 2, 0)
T (see Figure 1) ; hence
Each line intersecting the three lines l 1 , l 2 , and l 3 is located in the x 1 x 2 -plane (in which case it passes through (0, 2, 0) T ) or is located in the x 2 x 3 -plane (in which case it passes through the origin). For 1 < r < √ 2 the ball B ((1, 1, 1 ) T , r) intersects both the x 1 x 2 -plane and the x 2 x 3 -plane but does not intersect with any of the lines l 1 , l 2 , l 3 . Hence, since there are two tangents to the ball passing through the origin and lying in the x 1 x 2 -plane, and since there are two tangents to the ball passing through (0, 2, 0)
T and lying in the x 1 x 3 -plane, there are four common tangents altogether. Figure 1 shows a configuration with 1 < r = 11/10 < √ 2. We remark that by appropriate scaling, the ball can be transformed into a unit ball. Furthermore, by slightly perturbing the configuration, the lines can be made pairwise skew.
To complete the entries for three lines and one ball in Table 1 , it remains to characterize the configurations with infinitely many common tangent lines. If the three lines are not pairwise skew, then all common tangent lines lie in the same plane or pass through a point of intersection. Since the resulting characterization can be easily established, we can assume that the three lines are pairwise skew.
It is well known that the common transversals of three pairwise skew lines define a hyperboloid (see, e.g., [31, 3] ). By applying a translation and a rotation, the hyperboloid can be transformed into (5) can be parametrized by one of the two sets of generating lines. In particular, this hyperboloid is generated by the set of lines
where
(see, e.g., [18] ). In order to characterize those lines which are tangent to the ball, we can apply Lemma 3 to the lines (6) and obtain a polynomial equation in x 1 , x 2 of degree at most 4. After bringing the terms of even degree in x 1 to the left side and the terms of odd degree in x 1 to the right side, squaring the equation yields a new equation in which every term is of even degree in x 1 . Now we can use (7) to eliminate x 2 and obtain a polynomial equation of degree at most 8 in x 1 . Since a univariate polynomial with infinitely many common zeros is the zero polynomial, this polynomial formulation in a single variable implies that if the hyperboloid contains infinitely many tangent lines to the ball, then all lines in the parametrization are tangent lines to the ball.
Since the intersection of the hyperboloid with any plane parallel to the x 1 x 2 -axis is symmetric with respect to the origin, a necessary condition for infinitely many common tangents is p 1 = p 2 = 0. In this situation, a configuration with infinitely many common tangents further implies a = b. Hence, since p 1 = p 2 = 0 and a = b, both the hyperboloid and the ball are rotational symmetric with respect to the x 3 -axis, and it suffices to consider the section through the x 1 x 3 -plane. In this section, the circle x T , c 4 = (−γ, 0, 0) T ; the radius r will be specified below. The lines l 1 and l 2 are chosen in a plane x 2 = β for some β > 0 such that the lines intersect in (0, β, 0) T . Hence, every common transversal of the two lines either lies in the plane x 2 = β or passes through the point (0, β, 0) T . If the two balls intersect with each other, and β < r, and (0, β, 0)
T is not contained in the union of the balls B(c 3 , r), B(c 4 , r) , then there are exactly six different common tangents (see Figure 2 ): two tangents pass through (0, β, 0)
T and lie in the plane x 1 = 0; two tangents lie in the plane x 2 = β and are parallel to the x 1 -axis; and two tangents lie in the plane x 2 = β and pass through (0, β, 0)
T . For the following considerations it is quite useful to have a succinct description of the last two tangents and also to work with integer coefficients for β, γ, and r. In particular, we will force the two tangents in the plane x 2 = β and passing through (0, β, 0)
T to be of the form (0, β, 0)
In order to obtain these tangents, β, γ, and r have to satisfy β 2 + γ 2 /2 = r 2 and r > γ. An appropriate choice is β = 7, γ = 8, and r = 9, so that the tangents of the last type are
Now the key observation is that these two tangents have multiplicity 2. In order to prove this we consider the system of Plücker equations stemming from (2) and (4). Independent of the specific choice of lines l 1 , l 2 with the above properties, the common transversals of l 1 and l 2 are given by the common zeros of the two linear, homogeneous polynomials
The quadratic equations resulting from the balls B(c 3 , r) and B(c 4 , r) are In order to compute µ, we use the fact that in case of finite dimension
where LT(I l ) denotes the ideal generated by the leading terms of I l (see, e.g., [ . The desired multiplicity µ is the cardinality of the set of cosets {1 + I l , q 13 + I l }, which implies µ = 2. By symmetry, the tangent t 2 has multiplicity 2 as well. Now we choose one particular configuration of the presented class, namely the one with l 1 := t 1 and l 2 := t 2 . By perturbing this configuration, the two double tangent lines will split into four different tangent lines: first, we slightly increase the x 2 -coordinate of the line l 2 so that the resulting line l 2 becomes (0, β , 0)
T for some β > β. In this process, the double tangent t 1 splits into two tangents t order (B 3 , l 2 , l 1 , B 4 ) . However, the tangent t 2 is still a double zero of the system of polynomials, since the parallel lines t 2 and l 2 intersect in the plane at infinity of P 3 . Similarly, we can make the double tangent t 2 split into two tangents by slightly decreasing the x 2 -coordinate of the line l 1 ; denote the resulting line by l 1 . Figure 3 shows the configuration for l 1 passing through the points (0, 6.5, 0) T , (2, 6.5, 2) T and l 2 passing through the points (0, 7.5, 0) T , (2, 7.5, −2) T . For N 3 the situation is more involved. The Bézout bound gives 16, but, in fact, the number of real common tangents is bounded by 12. Our proof is based on some algebraic-geometric investigations of the common tangents to four unit balls by Macdonald [20] . By appropriately applying these considerations to the situation with three balls and one line, it will turn out that there are always two solutions at infinity with multiplicity at least 2. For the general background on the algebraic and geometric concepts used in the subsequent proofs, easily accessible introductions can be found in [25, 29] .
We start with the following observation in [35] . The sphere with center (c 1 , c 2 , c 3 ) T ∈ R 3 and radius r has the homogeneous equation in P In the plane at infinity x 0 = 0, this gives the equation
which is independent of the center and the radius. Let ω denote this conic section in the plane at infinity. Later in the proof, we will work in the space of lines in P 3 . In that situation, we will have to consider those tangents through any point z ∈ ω in the plane at infinity rather than z itself. For this reason, we provide a characterization of these tangents. 
In particular, the tangent contains the points
T . Proof. Since ζ 0 = 0 we can compute in projective plane P 2 ; so let z = (ζ 1 , ζ 2 , ζ 3 ) T . The conic section
T , and z itself lie on this tangent. Now any two of these points can be used to compute the Plücker coordinate of the tangent line.
Consider a configuration with a line l 1 and three spheres Q 2 , Q 3 , and Q 4 in R 3 . The idea for proving the solutions at infinity is to transfer the geometry of ω to the space of lines in P 3 . More precisely, let t be a tangent to ω at z in the plane at infinity. Since the quadrics ∧ 2 Q 2 , ∧ 2 Q 3 , ∧ 2 Q 4 ∈ P 5 characterize the tangents to Q 2 , Q 3 , Q 4 , the Plücker vector p t of t is contained in ∧ 2 Q 2 , ∧ 2 Q 3 , and ∧ 2 Q 4 . Let Ω denote the quadric in P 5 defined by the Plücker equation (1) . Since t is a line in P 3 , t is also contained in Ω. We will show that the tangent hyperplanes to the quadrics
, Ω at p t contain a common subspace of dimension 2. In connection with Downloaded 06/29/16 to 131.215.225.9. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the linear form defined by the transversals of the line l 1 , this will prove the multiplicity of at least 2.
Let us investigate the spheres Q 2 , Q 3 , Q 4 first. For i ∈ {2, 3, 4}, we are looking for lines whose Plücker vectors lie in the tangent hyperplane of ∧ 2 Q i at p t . The geometric concept behind this relation is polarity. Recall that the polar plane of a point a ∈ P n with respect to an arbitrary quadric Q is defined by {y ∈ P n : a T Qy = 0}.
If a ∈ Q, then the polar hyperplane is a tangent hyperplane. The polar line of a line l ∈ P 3 is defined by {y ∈ P 3 : a T Qy = 0 for all a ∈ l}.
The following lemma establishes a connection between the tangent hyperplanes to ∧ 2 Q and the concept of polarity for a quadric Q. 
In particular, the following version of a well-known relationship (see, e.g., [25] ) shows that the precondition of Lemma 10 is satisfied if a = t ∩ Q.
Lemma 11. If t is tangent to a quadric Q at some point a, then a is contained in the polar line of t.
Proof. Let y = a be a point on t. Since t lies on the polar plane (namely, the tangent plane) of a with respect to Q, we have a T Qy = 0. Since also a T Qa = 0, a lies on the polar line of t with respect to Q.
Finally, we are ready to prove the upper bound for N 3 .
Proof. Let L 1 be the hyperplane (2) in P 5 characterizing the transversals of the line l 1 ; that is, any point on L 1 which satisfies the Plücker relation is the Plücker coordinate of a transversal to l 1 
be the quadrics (4) characterizing the tangents to the three balls. Further, let z = (0, ζ 1 , ζ 2 , ζ 3 )
T ∈ ω, and let π ⊂ Ω ⊂ P 5 be the set of Plücker vectors whose corresponding lines in P 3 pass through z. π can be written as the image of the projective mapping h :
Since h is linear, it follows that π is a two-dimensional plane in P 5 with π ⊂ Ω. Let t be the tangent to ω at z in the plane at infinity. By Lemmas 11 and 10, π is contained in the tangent hyperplane to 
Hence, the four tangent hyperplanes of
, Ω at p t contain a common subspace of dimension at least 2. By Lemma 9, the tangents to the conic ω lie on a conic ω, namely on 
, Ω, L 1 at b 1 and b 2 contain a common subspace of dimension at least 1. Hence, the tangent hyperplanes are not independent, which implies that the multiplicity of intersection in b 1 and b 2 is at least 2 (see, e.g., [24, p. 115] ).
In order to show that N 3 = 12 it remains to give a construction with one line l 1 and three balls B 2 , B 3 , B 4 of the same radius r, leading to 12 common tangents. Let l 1 be the x 3 -axis, and let the centers c 2 , c 3 , c 4 of the balls constitute an equilateral triangle with edge length 1 in the Figure 4 ). For 1/2 < r < √ 3/3, the balls are nondisjoint, and none of them contains the origin.
Let t be a line which intersects l 1 , and let H be the plane containing t and l 1 . The three cuts H ∩ B 1 , H ∩ B 2 , and H ∩ B 3 are discs (maybe degenerated to single points or empty sets). Unless H is equidistant to two of the centers, one of these discs is strictly contained in one of the other two. Hence, any common tangent to the line and the three balls lies in one of the three planes which contain the x 3 -axis and which are equidistant to two of the centers.
For example, one of these planes is the x 1 x 3 -plane, which is equidistant to c 2 and c 3 . The section through this plane contains two disjoint discs: one representing the (identical) intersections of the plane with B 2 and B 3 , and the second one because of B 1 . These two discs are separated by the line l 1 . Hence, in this plane there are four common tangents. Altogether, since there are three planes of this kind, we have 12 common tangents.
Finally, it remains to analyze the common tangents to four balls (with arbitrary radii) in R [35], we prefer to compute the number of tangents by an elementary approach. Recently, in [17] the common tangents to four balls have been formulated by polynomial equations with Bézout number 24. We improve this result by giving a polynomial formulation with Bézout number 12; this is optimal by Proposition 1.
The idea for obtaining the system with Bézout bound 12 is to generalize the approach for unit balls in [21] . Note that in the proof we will always refer to the generic case. For this reason-in contrast to Proposition 1-the proof does not provide a precise characterization of the cases with infinitely many common tangent lines.
Lemma 13. N 4 ≤ 12.
Proof. Let c 1 , . . . , c 4 be affinely independent, and, without loss of generality, let r 4 be the smallest of the radii. We consider functions ρ i : [0, r 4 ] → R with ρ i (0) = 0, ρ i (r 4 ) = r i . Let ρ 4 (t) = t, while ρ i (t) for 1 ≤ i ≤ 3 will be specified below. First we describe the set of lines which are tangent to the balls B(c i , ρ i (t)) for t > 0.
A line l will be specified by its homogeneous direction vector s = (s 1 , s 2 , s 3 ) T and its closest point p to the origin.
The line l has distance ρ i (t) from some point c i if and only if the line l − p (which passes through the origin) has distance ρ i (t) from c i − p, i.e., if and only if
Introducing the moment vector m := p × s and applying Lagrange's identity gives
Choosing c 4 to be at the origin and subtracting (8) for index 4 from this equation for index i ∈ {1, 2, 3} yields linear equations in p:
Setting M := (c 1 , c 2 , c 3 ) T , we obtain the vector equation We review the definitions of a standard basis, starting from Gröbner basis theory (see [9] ). The theory of Gröbner bases provides computational methods to find "nice" generators for an ideal I in a polynomial ring  C[x 1 , . . . , x n ] . The theory of standard bases extends this theory for ideals in local rings. More precisely, let R l : = C[x 1 , . . . , x n ] x1,. ..,xn be the set of rational functions f/g in x 1 , . . . , x n with g(0, . . . , 0) = 0. R l defines a local ring; i.e., it contains exactly one maximal ideal. Since the algebraic-geometric definitions of intersection multiplicities are related to the concept of local rings, standard bases provide a powerful tool to effectively compute intersection multiplicities.
From the various possible term orders, we restrict ourselves to considering the antigraded reverse lexicographical order (arevlex). For α, β ∈ N n 0 , we have x α > arevlex x β if and only if
where > r evlex denotes the reverse lexicographical order of Gröbner basis theory. For any polynomial f , the leading term of f , denoted LT(f ), is the maximal term of f with regard to the arevlex-order.
For an ideal I in R l , the set of leading terms of I, abbreviated LT(I), is the set of leading terms of elements of I.
A standard basis of I is a set {g 1 , . . . , g t } ⊂ I such that LT(I) = LT(g 1 ), . . . , LT(g t ) . Given a set of polynomial generators of I, a standard basis of I can be effectively computed by variants of the Buchberger algorithm.
