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Let (M, g) be a compact Riemannian surface with nonpositive sectional curvature and let γ be a
closed geodesic in M . Let eλ be an L
2-normalized eigenfunction of the Laplace-Beltrami operator
∆g with −∆geλ = λ2eλ. Sogge, Xi, and Zhang [12] showed using the Gauss-Bonnet theorem that

γ
eλ ds = O((log λ)
−1/2),
an improvement over the general O(1) bound. Conjectures by Reznikov [9] suggest, among other
things, the same bounds should hold over a wider variety of curves γ. We use a combination of
methods from [12] and other geometric tools which we develop in Chapter 3 to show this integral
enjoys the same decay over a wide variety of curves, where M has nonpositive sectional curvature.
These are the curves γ whose geodesic curvature avoids, pointwise, the geodesic curvature of circles
of infinite radius tangent to γ.
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Throughout, we let (M, g) be a compact, boundaryless, 2-dimensional Riemannian manifold, we let






with respect to the metric g, and we denote by eλ an L
2-normalized eigenfunction ∆g with corre-
sponding eigenvalue λ, i.e.
∆geλ = −λ2eλ and ∥eλ∥L2(M) = 1.
The original problem of bounding geodesic period integrals arose from the spectral theory of
automorphic forms with the question: How do the Fourier coefficients of an eigenfunction restricted
to a geodesic behave in a compact hyperbolic surface? The problem for the constant coefficient was
simultaneously and independently addressed by Good [6] and Hejhal [7], who showed that

γ
eλ ds = O(1). (1.1.1)
if M is a compact hyperbolic surface and γ is a closed geodesic in M . In fact, this bound holds if
we integrate eλ against any fixed periodic exponential function over γ.
Good and Hejhal’s bound was later extended to the general Riemannian setting by Zelditch [15]
1
who provided the following powerful result. Let M be any n-dimensional, compact, Riemannian
manifold without boundary. Let ej for j = 1, 2, . . . comprise a Hilbert basis of eigenfunctions
with corresponding eigenvalues λj . If Σ is a d-dimensional submanifold in M and dσ is a smooth,
















∼ λn−d +O(λn−d−1) (1.1.2)
where the implicit constant in front of the main term is nonzero provided dσ is nonnegative and not
















Taking the n = 2, d = 1 case provides Good and Hejhal’s O(1) bound1 regardless of hypotheses on
the curvature of M or γ.
In [9], Reznikov demonstrates the bound (1.1.1) for both periodic geodesics and circles in hyper-
bolic surfaces, and goes further to conjecture the following.
Conjecture 1.1 (Reznikov). Let M be a compact hyperbolic surface and γ a closed geodesic or
circle in M . Then,

γ
eλ ds = O(λ
−1/2+ε)
for all ε > 0.




eλ ds = o(1) (1.1.3)
for geodesics in compact surfaces with (not necessarily constant) negative curvature. Their strategy
involved a lift to the universal cover, the Hadamard parametrix to write the relevant quantity as an
oscillatory integral with a geometric phase function, and the Gauss-Bonnet theorem to show that
critical points of the phase function are isolated. They conclude with the method of stationary
phase. Recently Sogge, Xi, and Zhang [12] improved this bound further to O((log λ)−1/2) while also
allowing the sectional curvature of M to vanish of finite order.
1Zelditch’s Kuznecov formula also tells us that generic eigenfunctions satisfy much better bounds. One can use an
extraction argument to show that if R(λ) → ∞, there exists a density 1 subsequence of eigenfunctions for which the
left hand side of (1.1.1) is O(R(λ)λ−d/2), or O(R(λ)λ−1/2) in the case of a curve.
2Reznikov’s conjectured bound, or any polynomial improvement to the bound of (1.1.1) for that matter, seems to
be inaccessible with standard techniques. But, it does hold for circles in the flat torus as we will see in section 1.3.
2
Following Chen and Sogge’s strategy, the author [14] used Jacobi fields to show the little-o
bound (1.1.3) of [4] holds in the broader scenario where M has nonpositive sectional curvature and
the geodesic curvature of γ avoids that of circles of infinite radius tangent to γ. As a corollary,
integrals of eigenfunctions over both geodesics and circles in hyperbolic manifolds enjoy Chen and
Sogge’s o(1) bound. Following Sogge, Xi, and Zhang’s example, we improve this to O((log λ)−1/2)
decay under the same hypotheses of [14], albeit without the weakened sectional curvature hypotheses
of [12].
1.2 Statement of Results
We require some notation to state our main result. If γ is a curve in M , we denote by κγ(t) the

















where D/dt is the covariant derivative in the parameter t. For fixed p ∈ M and v ∈ TpM , we
denote by v⊥ a choice of vector in TpM for which |v⊥| = |v| and ⟨v⊥, v⟩ = 0. We denote by SpM
the unit-length vectors in TpM , and we denote the bundle of such vectors by SM , the unit sphere
bundle over M .
To state our main result, we need a function k on the unit sphere bundle of M representing a
“critical geodesic curvature” which we assume κγ avoids to obtain decay of the integral in (1.1.1).
Definition 1.2. Fix p ∈ M and v ∈ SpM and let t → ζ(t) the unit speed geodesic with ζ(0) = p
and ζ ′(0) = v. Let J be a Jacobi field along ζ satisfying
J(0) = ζ ′(0)⊥. (1.2.1)
We let k(v) denote the unique number such that
|J(r)| = O(1) for r ≤ 0 (1.2.2)
if J satisfies the additional initial condition
D
dr
J(0) = k(v)J(0). (1.2.3)
3

Theorem 1.4. Let M , b, and γ be as in Theorem 1.3 with γ satisfying (1.2.5). Then,

b(s)eλ(γ(s)) ds = O((log λ)
−1/2). (1.2.6)
To prove Theorem 1.3, we follow Sogge, Xi, and Zhang’s argument in [12] to reduce the problem to
an oscillatory integral with a geometric phase function. We then exploit properties of the curvature
of circles of increasing radius to obtain bounds on the Hessian of the phase function, and conclude
with a stationary phase argument.
There are a couple useful corollaries to Theorem 1.3 which are worth pointing out. We will find
by part (2) of Lemma 3.4 that if the sectional curvature K is bounded by
0 ≥ K0 ≥ K ≥ K1
for some nonpositive constants K0 and K1, then

−K0 ≤ k ≤

−K1.
This yields an easy criterion for determining γ which satisfy the hypotheses (1.2.5) of Theorem 1.3.
Corollary 1.5. Let M , b, and γ be as in Theorem 1.3, and suppose the sectional curvature K of
M is bounded as above. If
κγ(s) <

−K0 or κγ(s) >

−K1
for all s ∈ suppb, then (1.2.4) and hence (1.2.6) hold.
If the sectional curvature of M is strictly negative, we can take K0 > 0. The corollary then
implies the main result in [12] for geodesics, minus the weakened hypotheses which allow K to
vanish of finite order. If γ is a geodesic circle, we can say something else.
Corollary 1.6. Let M and b be as in Theorem 1.3, let the sectional curvature K be bounded between
K0 and K1 be as above, and let γ be a unit-speed geodesic circle of radius r > 0. Then, (1.2.4) and














in the case 0 > K0 > K1,
r < 1/

−K1 in the case 0 = K0 > K1,
5
or for all r in the case where the sectional curvature is constant.
This corollary follows directly from the previous corollary, part (3) of Lemma 3.4, and the fact











There are a couple model settings – the round sphere and the flat torus – which help to illustrate
the necessity of the hypotheses of Theorem 1.3. In what follows, γ will always be a unit speed curve
and b will be a smooth, nonnegative, compactly supported function on R.
Example 1.7 (The Sphere). We require our manifold have nonpositive sectional curvature in order
to construct k in Definition 1.2, but one may ask anyway if it is possible to impose some conditions
on a curve in a positively curved manifold so that we obtain some decay like (1.2.6). We are able to
give a negative answer to this question by considering the standard sphere S2. The key ideas here
are Zelditch’s Kuznecov formula (1.1.2) and the fact that all of the eigenfunctions λ are of the form
λ =

k(k + 1) for some k = 0, 1, 2, . . . .
(See [10, Section 3.4] or [8, Theorem 3.1].)
Let ej be an orthonormal basis of eigenfunctions on S
2. For each distinct eigenvalue λ, construct


































































However, there are at most c distinct eigenvalues in the interval [λ, λ+ c]. Hence, every interval of
length c has an eigenvalue λ for which

b(s)eλ(γ(s)) ds ≥ 1/c.
Hence, there is no version of Theorem 1.4 which will hold on the sphere.
Example 1.8 (The Torus). Let T2 = R2/2πZ2 denote the flat torus. As noted before, k ≡ 0 and
every curve γ with nonvanishing geodesic curvature satisfies the hypotheses (1.2.5) of Theorem 1.3.


































































Divisor bounds for Gaussian integers yields an essentially sharp estimate
#{m ∈ Z2 : |m| = λ} = O(λε)
for all ε > 0, while a standard stationary phase argument yields a sharp uniform bound of O(λ−1/2)
on the integral. Hence,

b(s)eλ(γ(s)) ds = O(λ
−1/2+ε),
7
which is much better than the bound (1.2.6) in Theorem 1.4. This example can be seen to be sharp
by taking γ to be a circle, b ≡ 1, and am constant over |m| = λ.
It is worth remarking that, again using standard stationary phase arguments, we obtain a poly-
nomial improvement over the bound (1.2.6) even if the geodesic curvature of γ were to vanish of
finite order. However, problems occur when γ contains a line segment. If γ is a line segment in
T
2, we may construct a sequence of exponentials which are essentially constant on γ. We select a
sequence mk on the integer lattice with |mk| → ∞ whose distance |mk · γ′(s)| from the space of























and the conclusion of Theorem 1.4 does not hold.
In the example for the torus above, we demonstrate the bound

b(s)eλ(γ(s)) ds = O(1) (1.3.1)
cannot be improved if γ is a geodesic segment. The analogous situation on a compact hyperbolic
surface is when γ is a segment of a horocycle. It is natural to ask if this O(1) bound is still sharp.
The answer is: probably not. Assuming the quantum unique ergodicity conjecture, any sequence of
eigenfunctions on a compact hyperbolic surface is quantum ergodic. Recently, Canzani, Galkowski,
and Toth [3] showed that if eλ is a quantum ergodic sequence of eigenfunctions, the integral in (1.3.1)
is necessarily o(1) for all smooth curves γ. On the other hand, if one can construct a sequence of
eigenfunctions saturating (1.3.1) for some horocycle γ, one will have provided a negative answer to




We employ a standard strategy to reduce the bound in Theorem 1.3 to one involving a sum over
the deck transformations in the universal cover of oscillatory integrals with some geometric phase
function. Our presentation of this reduction is only superficially different from [4] and [12]. The
idea to lift the problem to the universal cover originally appeared in Bérard’s celebrated paper [1]
in which he obtained a log improvement to the bound on the remainder term of the sharp Weyl
law for compact manifolds with nonpositive sectional curvature. Other elements of this reduction,
including uniformizing the sum in Theorem 1.3 over a Schwartz-class function and writing the result
as some integral against the kernel of the half-wave operator, are very standard and appear across
many results in global harmonic analysis (see for example [2, 13, 1, 4, 12] and [11, 10] for further
reading).
2.1 Uniformization and the Half-Wave Operator
Let ej for j = 0, 1, 2, . . . be a Hilbert basis of eigenfunctions with corresponding eigenvalues λj . To
prove Theorem 1.3, it suffices to show

j












≲ T−1 + eCTλ−1/2 (2.1.1)
where χ is a nonnegative, Schwartz-class function on R with χ(0) = 1 and suppχ̂ ⊂ [−1, 1], and
where
T = c log λ (2.1.2)
9





of smooth, compactly supported functions with small support. By Cauchy-Schwarz, the left hand


















Hence, it suffices to prove (2.1.1) where b has small support. After expanding the integral in (2.1.1),
the left hand side of (2.1.1) is

j























−∆g (γ(s), γ(t)) dτ ds dt
where the second line follows from the Fourier inversion formula, the third by a change of variables,
and the fourth by writing out the kernel
eiτ
√




of the half-wave operator eit
√













≲ 1 + eCTλ−1/2.
To simplify things, we scale the metric so that the injectivity radius of M is at least 10. Moreover,
after perhaps restricting the support of b, we ensure that
sup
s,t∈suppb
dg(γ(s), γ(t)) ≤ 1 (2.1.3)
10
where dg is the distance function with respect to the metric g. Now we let β ∈ C∞0 (R) be a smooth


















−∆g (x, y) dτ = λ1/2

±
a±(T, λ; dg(x, y))e
±iλdg(x,y) +O(1)












≤ Cjr−j−1/2 if r ≥ λ−1, T ≥ 1 (2.1.5)
and
|a±(T, λ; r)| ≤ Cλ1/2 if r ≤ λ−1, T ≥ 1. (2.1.6)
















r(s, t) = sgn(s− t)dg(γ(s), γ(t))
and if necessary restrict the support of b so that the map
(s, t) → (s, r(s, t))
is a diffeomorphism on suppb × suppb. By a change of coordinates, we write the integral in (2.1.7)
as








b̃(s, r)a±(T, λ; |r|)e±iλ|r| ds dr.
where b̃(s, r) ds dr = b(s)b(t) ds dt where r = r(s, t). The |r| ≤ λ−1 part is O(λ−1/2) by (2.1.6). The
same bound holds for the |r| ≥ λ−1 part after integrating by parts in r once and applying (2.1.5).
11
(2.1.4) follows.
2.2 Lift to the Universal Cover













≲ 1 + eCTλ−1/2. (2.2.1)
As in [4] and [12], we want to lift the kernel eiτ
√
−∆g (x, y) to the universal cover of M , but we also
want to make use of Huygen’s principle afterwards. So before we lift, we will rephrase the bound
above using the kernel cos(τ

−∆g) instead of eiτ
√
−∆g . By Euler’s formula,
eiτ
√





the contribution of the e−iτ
√













ΦT (λj + λ)

b(s)b(t)ej(γ(s))ej(γ(t)) ds dt
where Φ̂T (τ) = (1− β(τ))χ̂(τ/T ). By integration by parts,
ΦT (λ) = O(λ











































b(s)b(t)(1− β(τ))χ̂(τ/T )e−iλτ cos(τ






≲ 1 + eCTλ−1/2. (2.2.2)
Now we are ready to lift to the universal cover. Since M has nonpositive sectional curvature, we
identify its universal cover with (R2, g̃) where g̃ is the pullback of the metric tensor g through the





where Γ is the set of deck transformation associated with the covering map and x̃ is a lift of x to
R
2. Now if ũ(t, x) satisfies the wave equation
∂2t ũ−∆g̃ũ = 0
with initial data
ũ(0, x̃) = f̃(x̃) and






satisfies the wave equation in M with respect to the metric g with initial data
u(0, x) = f(x)

































≲ 1 + eCTλ−1/2 (2.2.3)
where γ̃ is a lift of γ to the universal cover, γ̃α is shorthand for α ◦ γ̃, and
KT,λ(x, y) =

(1− β(τ))χ̂(τ/T )e−iλτ cos(τ

−∆g̃)(x, y) dτ.
Proposition 5.11 in [12] stated below, gives a crucial characterization of the kernel KT,λ.
Proposition 2.1 (Sogge, Xi, Zhang). If dg̃(x, y) ≥ 1 and λ≫ 1 we can write







|a±(T, λ;x, y)| ≤ C, (2.2.4)
and if N = 1, 2, . . . is fixed
∆Nx a±(T, λ;x, y) = O(e
CNdg̃(x,y)) (2.2.5)
and
∆Ny a±(T, λ;x, y) = O(e
CNdg̃(x,y)), (2.2.6)
where ∆x and ∆y denote the operator ∆g̃ acting in the x and y variables, respectively. Additionally
if the constant c > 0 in (2.1.2) is small enough,
RT,λ(x, y) = O(λ
−1) if dg̃(x, y) ≥ 1 (2.2.7)
and
KT,λ(x, y) = O(λ
−1) if dg̃(x, y) ≤ 1. (2.2.8)
By (2.2.8) , the contribution of the identity term to the sum in (2.2.3) is O(λ−1), better than we
1Sogge, Xi, and Zhang [12] prove this proposition using the Hadamard parametrix as it appears in Bérard [1].
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≲ 1 + eCTλ−1/2. (2.2.9)
where I denotes the identity element in Γ. By Huygen’s principle and since suppχ̂ ⊂ [−1, 1], the
kernel KT,λ is supported on dg̃(x, y) ≤ T , and so the sum in (2.2.9) is finite. In fact, by volume
comparison with the plane of constant curvature, there are O(eCT ) many terms in the sum. Since






























≲ 1 + eCTλ−1/2 (2.2.10)
where φα(s, t) = dg̃(γ̃α(s), γ̃(t)), for those finitely many α ̸= I over which the sum (2.2.9) is sup-
ported.
We approach the bound (2.2.10) by splitting the sum into two parts. After perhaps smoothly
extending γ past its endpoints, the continuity of k allows us to select an open interval I containing
suppb on which the curvature hypotheses (1.2.5) are satisfied. We fix a constant R independent of
T and λ to be determined later, and let
A = {α ∈ Γ : inf
s,t∈I
dg̃(γ̃α(s), γ̃(t)) ≤ R}. (2.2.11)
We will have the bound (2.2.10) if we can prove the following respective medium- and large- time
bounds.













for λ > 1.
Proposition 2.3. There exists a constant C independent of T and λ such that for every α ∈ Γ \A
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Since A has a fixed number of terms, Proposition 2.2 implies that the contribution of the set
A to the sum to (2.2.10) is O(1). Moreover because KT,λ(x, y) vanishes for dg̃(x, y) > T , we need
only consider the terms α ∈ Γ \ A such that φα(s, t) ≤ T for some s, t ∈ suppb. As noted earlier,
there are O(eCT ) many such terms, and so Proposition 2.3 tells us the contribution of the set Γ \A
to the sum in (2.2.10) is O(eCTλ−1/2), as desired. To prove Propositions 2.2 and 2.3, we will use





To prove Propositions 2.2 and 2.3, we will need bounds on the derivatives of the phase function φα
for α ̸= I. In section 3.1, we bound the mixed partial derivative ∂s∂tφα and compute ∂2sφα and
∂2t φα in terms of the curvature of γ and the curvature of circles. We prove Proposition 2.2 using
these tools and the method of stationary phase.
In section 3.2, we verify that k in Definition 1.2 is well-defined, continuous, and nonnegative.
We then show that both k as a function along a geodesic and the curvature of geodesic circles of
increasing radius satisfy the same ordinary differential equation. From this we deduce some key
properties and relationships between k and the curvature of circles of large radius. This allows us to
provide some very useful bounds on the pure second derivatives of φα at large enough distances, and
to deduce Corollaries 1.5 and 1.6 from Theorem 1.3. [5] is the principal reference for the geometric
arguments which follow.
3.1 The Second Derivatives of the Phase Function
Let F : I × I × R → R2 be the smooth map to the universal cover defined so that r → F (s, t, r) is
the unique constant-speed geodesic with F (s, t, 0) = γ̃(t) and F (s, t, 1) = γ̃α(s). If ∂s, ∂t, and ∂r
are the coordinate vector fields living in the domain of F , then the Lie brackets [∂s, ∂t], [∂s, ∂r] and

























|∂rF (s, t, r)|2 dr,
and taking a derivative in s yields












∂r⟨∂sF (s, t, r), ∂rF (s, t, r)⟩ dr
= ⟨γ̃′α(s), ∂rF (s, t, 1)⟩ (3.1.3)
where the second line follows from (3.1.2) and the geodesic equation Ddr∂rF = 0, and the third line
from the fundamental theorem of calculus and the observation that ∂sF (s, t, 0) = 0. Moreover, since
the curves γ̃ and γ̃α are disjoint, φα is nonvanishing. We then have the following fact (also noted in
[4] and [12]): ∂sφα(s, t) vanishes if and only if γ̃α is perpendicular to the geodesic adjoining γ̃α(s)
and γ̃(t), and similarly if ∂tφα vanishes. The gradient ∇φα(s, t) vanishes if and only if γ̃ and γ̃α are
both perpendicular to the geodesic adjoining γ̃α(s) and γ̃(t).
Now we compute the mixed partial derivative ∂s∂tφα. Taking a derivative in t of (3.1.3) yields





















which, along with the observation that |γ̃′α|, |∂sφα|, and |∂tφα| are all bounded above by 1, yields
the following bound.
Lemma 3.1.
|∂s∂tφα| ≤ 2φ−1α .
Proof. In light of (3.1.4), it suffices only to verify our claim (3.1.5). For fixed s and t we write ∂sF
as the sum of parallel and perpendicular parts




1 = |∂sF (s, t, 0)|2 = f(0)2 + h(0)2,
and since Ddr∂rF = 0 (and indeed also
D
dr∂rF
⊥ = 0), it suffices to show that
f ′(1) = −f(0) and |h′(1)| ≤ |h(0)|. (3.1.6)
Since f∂rF and h∂rF
⊥ are parallel and perpendicular Jacobi fields along r → F (s, t, r), respectively,
we have
f ′′ = 0,
from which the first part of (3.1.6) follows, and
h′′ + K̃h = 0
where K̃ = K̃(F (s, t, r)) is the sectional curvature of (R2, g̃). We assume without loss of generality
by our choice of F⊥ that h(0) ≥ 0. Since K̃ ≤ 0, h vanishes uniquely at 1, and so h(r) > 0 for
0 < r < 1. Again since K̃ ≤ 0, h is convex on [0, 1]. In particular,
0 ≤ h(r) ≤ h(0)(1− r),
so
0 ≥ h′(1) ≥ −h(0),
from which we obtain the second part of (3.1.6).
Now we compute ∂2sφα. Fix t0 and let r → ζ(s, r) denote the unit speed geodesic with ζ(s, 0) =
γ̃(t0) and ζ(s, φα(s, t0)) = γ̃α(s). To avoid ambiguity in the notation, we fix s0 and let r0 =
φα(s0, t0), and compute ∂
2
sφα(s0, t0). By (3.1.3),
∂sφα(s, t0) = ⟨γ̃′α(s), ∂rζ(s, φα(s, t0))⟩ .






















The line above and (3.1.9) yield the following key computation
Lemma 3.2. Let θ and κ be as above. Then,
∂2sφα(s0, t0) = cos(θ)(±κγ(s0) + cos(θ)κ(s0, r0)), (3.1.10)
where ± matches the sign of ⟨Dds γ̃′α, ∂rζ⟩. The analogous computation holds for ∂2t φα.
With Lemma 3.2 in hand, we turn our attention to the proof of Proposition 2.2.
Proof of Proposition 2.2. Since A is fixed and finite, we may restrict the support of b without wor-
rying about doing so uniformly over elements of A. Fix α ∈ A \ I. Let D denote the diagonal of
I × I. We claim that that
D ⊂ {∂2t φα ̸= 0} ∪ {∂2sφα ̸= 0} ∪ {∇φα ̸= 0} (3.1.11)
Provided our claim holds, we take the support of b small enough so that suppb× suppb lies entirely
in one of the three open sets above. If suppb× suppb lies in one of the first two sets, the proposition
follows by stationary phase [11, Theorem 1.1.1] in the appropriate variable. If suppb × suppb is
contained in the third set, then the proposition follows from nonstationary phase [11, Lemma 0.4.7].
To prove (3.1.11), we suppose s0 = t0 and ∇φα(s0, t0) = 0 and ∂2sφα(s0, t0) = 0 and show that
∂2t φα(s0, t0) ̸= 0. By (3.1.10),
0 = ±κγ(s0) + κ(s0, r0)
where r0 = φα(s0, t0). This tells us ± must take the negative sign, and that γ̃α is curved “towards”
γ̃(t0). This means that γ̃ must be curved “away” from γ̃α(s0), since otherwise the midpoint of the
geodesic connecting γ̃(t0) and γ̃α(s0) would be fixed by the deck transformation α (see Figure 3.2).
Hence ∂2t φα(s0, t0) > 0 by the analogous computation to (3.1.10).
3.2 Curvature of circles
Fix t0 and let κ be as in (3.1.8). To apply (3.1.10) in any useful way, we need to know something
about the function κ(s, r), the curvature of a geodesic circle of radius r centered γ̃(t0), and how it
relates to k. Before this, though, we verify Definition 1.2.




To prove existence, we construct a bounded h as a limit. For all s > 0, let hs denote the unique
function satisfying (3.2.1), (3.2.2), and hs(−s) = 0. We set
h∞ = lim
s→∞








for r ≤ 0, (3.2.5)
which guarantees uniform convergence of (3.2.4) for r in compact sets, whence h∞ satisfies (3.2.1)




∂shs(r) ds ≤ 1
which is stronger than required. We now prove (3.2.5). hs vanishes uniquely at −s since K ≤ 0.
Hence, hs ≥ 0 and so h′′s ≥ 0 on [−s, 0]. Since hs(0) = 1 and hs(−s) = 0,






for − s ≤ r ≤ 0
by convexity. We conclude that
0 < h′s(−s) ≤
1
s
by writing h′s(−s) using the limit definition of the derivative and applying the previous inequality.




hs(−s) = −h′s(−s) + ∂shs(−s)
whence




∂shs satisfies (3.2.1) with initial data ∂shs(0) = 0. Since ∂shs(−s) > 0, a similar convexity argument
yields
0 < ∂shs(r) ≤ −∂shs(−s)
r
s
for − s ≤ r < 0.
(3.2.5) follows from the above inequality and (3.2.6).
Finally, we show k is continuous on SM . To do so, we show that k is continuous on every
continuous path t → v(t) in SM . If r → ζ(t, r) is the geodesic with ∂rζ(t, 0) = v(t), we let h∞(t, r)
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and hs(t, r) be as constructed above along the geodesic r → ζ(t, r). In the limit as t → 0, the
sectional curvature K(ζ(t, r)) converges to K(ζ(0, r)) uniformly for r in a compact set. Combined
with (3.2.1), we have for any ε > 0 and s > 0 a δ > 0 such that
|hs(t, r)− hs(0, r)| <
ε
3
for − s ≤ r ≤ 0
if |t| < δ. Moreover if r lies in some compact set, by (3.2.5) and the fundamental theorem of calculus,
there exists s > 0 large enough such that
|h∞(t, r)− hs(t, r)| <
ε
3
independently of t. Putting these bounds together, we have
|h∞(t, r)−h∞(0, r)|
≤ |h∞(t, r)− hs(t, r)|+ |hs(t, r)− hs(0, r)|+ |hs(0, r)− h∞(0, r)| < ε,
i.e. h∞(t, r) → h∞(0, r) uniformly for r in a compact set. By regularity, ∂rh(t, r) → ∂rh(0, r) as
t→ 0, and in particular k(v(t)) → k(v(0)).
Let k̃ denote the function on SR2 for which k̃(ṽ) = k(v) wherever ṽ ∈ SR2 is a lift of v ∈ SM .
Since the covering map is a local isometry, k̃ satisfies Definition 1.2 where M in the definition is
replaced with the universal cover. Furthermore, we can loosen Definition 1.2 a little bit. Let v, ζ,
and J be as in Definition 1.2 except with M replaced by the universal cover. If |J(0)| is allowed to




Since J is a perpendicular Jacobi field along ζ,
J(r) = h(r)w(r)
where w is a unit normal vector field along ζ and h satisfies


















= −K̃(ζ(r))− k̃(ζ ′(r))2. (3.2.7)













(κ∂sζ) = ∂rκ∂sζ + κ
D
dr
∂sζ = (∂rκ+ κ
2)∂sζ
where κ is the geodesic curvature of the circle s → ζ(s, r) with center at γ̃(t0) and radius r as before.




Putting these together, we obtain
∂rκ+ κ
2 + K̃ = 0, (3.2.8)
the same differential equation that k satisfies in (3.2.7). As a consequence, we deduce the following
facts.
Lemma 3.4. Let r → ζ(r) be a unit-speed geodesic in (R2, g̃) and κ(r) the geodesic curvature at
ζ(r) of the circle of radius r with center at ζ(0). Moreover, suppose 0 ≥ K0 ≥ K ≥ K1 for some
constants K0 and K1. The following are true.
1. 0 < κ(r)− k̃(∂rζ(r)) ≤ r−1 for all r > 0.
2.

−K0 ≤ k̃(v) ≤

−K1 for all v ∈ SM̃ .












−K0r) if K0 < 0,
1/r if K0 = 0.
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Proof. (1) Since both κ and k̃ satisfy (3.2.8), the difference κ− k̃ satisfies
∂r(κ− k̃) = −(κ2 − k̃2). (3.2.9)
Since κ(r) is large for small r, we can easily guarantee that κ(r0) > k̃(ζ
′(r)) for 0 < r ≪ 1. Now κ
and k̃ are smooth for r > 0, and since κ− k̃ = 0 is an equilibrium of (3.2.9), we have that
κ(r)− k̃(ζ ′(r)) > 0 for all r > 0.
Hence we rephrase (3.2.9) and obtain
∂r(κ− k̃) = −
κ+ k̃
κ− k̃
(κ− k̃)2 ≤ −(κ− k̃)2,
the inequality a consequence of the fact that κ > k̃. We then have by comparison
κ(r)− k̃(ζ ′(r)) ≤ r−1,
as desired.











−K0 for all r < 0.
We conclude that ∂rk̃(ζ
′(r)) is positive and bounded away from 0 for r < 0, and hence k̃(ζ ′(r)) is
eventually negative if r is negative enough, a contradiction. Hence, k̃(ζ ′(0)) ≥
√
−K0. A similar
argument shows k̃(ζ ′(r)) is unbounded for r < 0 if k̃(ζ ′(0)) >
√
−K1, which supplies the right side
of the inequality.
(3) Geometric considerations show κ has initial data
lim
r↘0
rκ(r) = 1. (3.2.10)
26
Now,
κ′(r) ≥ −K0 − κ(r)2 for r > 0,
and part (3) follows from comparison with the ordinary differential equation u′ = −K0 − u2 with
the initial data (3.2.10) and an elementary computation.
We now use the computation (3.1.10) of ∂2sφα and Lemma 3.4 to prove some uniform bounds
on the derivatives of φα to be used in the proof of Proposition 2.3. Recall I is some open interval
containing the support of b on which γ satisfies the hypotheses (1.2.5) of Theorem 1.3.
Lemma 3.5. Suppose
|κγ(s)− κ(s, φα(s, t))| > ε for all s, t ∈ I
for some ε > 0. Then there exist positive constants δ and η independent of α such that if the
diameter of I is less than δ and ∂sφα is nonvanishing on I × I, then
|∂sφα(s, t)| ≥ η for s, t ∈ suppb.
On the other hand if ∂sφα(s0, t0) = 0 for some s0, t0 ∈ I, then
|∂2sφα(s, t)| ≥ ε/4 for s, t ∈ I.
This result holds similarly for derivatives in t.
Proof. The curvature of any geodesic circle in (R2, g̃) with radius at least 1 is bounded uniformly





κ(s, φα(s, t)) ≤ C for all α ̸= I











Our first claim is that
|∂2sφα| ≥ ε/4 if |∂sφα| ≤ η′.
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Note first
sin(θ) = |∂sφα(s, t0)|
(see Figure 3.1), then if |∂sφα(s, t0)| ≤ η′,
cos(θ) ≥

1− η′2 ≥ 1− ε/2C.








|±κγ + κ− (1− cos(θ))κ|
≥ 1
2
























Moreover by Lemma 3.1, the fact that I has diameter at most 1, and that the injectivity radius is
at least 10, we have
|∂t∂sφα(s, t)| ≤ 1.
Hence for any (s, t) and (s0, t0) in I × I,
|∂sφα(s, t)− ∂sφα(s0, t0)| ≤ (1 + C2)1/2|(s, t)− (s0, t0)| ≤
η′
2
since the diameter of I × I is no greater than
√
2δ. In particular if ∂sφα(s0, t0) = 0, then
|∂sφα(s, t)| ≤ η′/2 for all s, t ∈ I
and so |∂2sφα(s, t)| ≥ ε/4 by our claim.
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Now suppose |∂sφα(s, t)| > 0 for all s, t ∈ I. In the case that |∂sφα(s0, t0)| ≤ η′/2 for some
s0, t0 ∈ I, |∂sφα(s, t)| ≤ η′ for all s, t ∈ I, and hence ∂sφα(s, t) is monotonic in s, and so ∂sφα is
smallest near an endpoint of I. Since suppb is closed and I open, the distance d(suppb, Ic) from
suppb to the complement of I is positive. Hence,
|∂sφ(s, t)| ≥ d(suppb, Ic)ε/4 > 0.
The proof is complete after setting
η = min(η′/2, d(suppb, Ic)ε/4).
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4
Proof of Proposition 2.3
We now have all of the tools we need to prove Proposition 2.3, end hence conclude the proof of
Theorem 1.3. By our hypotheses (1.2.5) on the curvature of γ, and since k is continuous, we restrict
the support of b and also the interval I so that
inf
s,t∈I
|κγ(t)− k(±γ′⊥(s))| > 2ε




|∂t∂sφα(s, t)| ≤ ε/8 if α ∈ Γ \A. (4.0.1)
Let ζ be the map from I×I×R into the universal cover ofM so that r → ζ(s, t, r) be the unit-speed
geodesic with ζ(s, t, 0) = γ̃(t) and ζ(s, t, φα(s, t)) = γ̃α(s). Moreover let κ(s, t) denote the curvature
at γ̃α(s) of the circle with center γ̃(t) and radius φα(s, t) (see Figure 3.1). By Lemma 3.4 and our
requirement that R > 16ε−1,
|κ(s, t)− k̃(∂rζ(s, t, φα(s, t)))| < ε.
Hence,
|κ(s, t)− κγα(t)| > ε for s, t ∈ I. (4.0.2)













where C is independent of α, and where for simplicity we have written
a(s, t) = b(s, t)a±(T, λ; γ̃α(s), γ̃(t)).
Considering (4.0.2), we restrict the diameter of I to be less than the δ in Lemma 3.5. If |∂sφα| > 0
on I ×I, |∂sφα| ≥ η on suppb× suppb for some η > 0 independent of α. Then we integrate by parts











|∂sa(s, t)| ≲ eCT (4.0.4)







from which the desired bound follows. We obtain the desired bound similarly if ∂tφα does not vanish
in I × I.
By Lemma 3.5, all that is left is the case that ∇φα vanishes at exactly one point (s0, t0) ∈ I ×I.
By a translation, we assume without loss of generality that (s0, t0) = (0, 0). In this case,
|∂2sφα| ≥ ε/4 and |∂2t φα| ≥ ε/4 (4.0.5)


























≥ c′|ξ| for all ξ ∈ R2
for some positive constant c′ depending only on ε. Hence by the mean value theorem,
|∇φ(s, t)| ≥ c′|(s, t)| for all s, t ∈ I. (4.0.6)
Let ψ ∈ C∞0 (R2) with ψ(s, t) = 1 for |(s, t)| ≤ 1/2 and ψ(s, t) = 0 for |(s, t)| ≥ 1. We write the
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integral in (4.0.3) as the sum of respective parts
I + II =

ψ(λ1/2s, λ1/2t)a(s, t)e±iλφα(s,t) ds dt
+

(1− ψ(λ1/2s, λ1/2t))a(s, t)e±iλφα(s,t) ds dt.
We have trivially
|I| ≤ CeCTλ−1,

























(1− ψ(λ1/2s, λ1/2t))a(s, t)Le±iλφα(s,t) ds dt
=














≤ C|∇φα|−2 ≤ C|(s, t)|−2.
since the first and second derivatives of φα are bounded by a constant uniform for α ̸= I, as






 ≤ λ1/2|∂sψ(λ1/2s, λ1/2t)| ≤ C|(s, t)|−1.
All bounds hold similarly for the derivative in t. Hence by (4.0.4),
|L∗[(1− ψ(λ1/2s, λ1/2t))a(s, t)]| ≲ eCTλ−1|(s, t)|−2
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r−2r dr ≲ eCTλ−1 log λ.
By (2.1.2), we absorb log λ into eCT and obtain the desired bound.
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Differential Equations, 17(1-2):221–260, 1992.
35
Curriculum Vitae
Emmett Lyons Wyman was born April 4th, 1991 in Rochester, New York.
He graduated from The University of Rochester with a BA Honors with Highest Distinction in
Mathematics in May 2013, and received the Arthur S. Gale Memorial Prize for the highest performing
graduating senior in mathematics.
In 2013, Wyman enrolled in Johns Hopkins University’s doctoral mathematics program. He
completed his dissertation under the guidance of Christopher Sogge at Johns Hopkins University
and defended on March 14th, 2018. During his time at Johns Hopkins, he wrote and submitted
three manuscripts for publication and spoke on his results at the American Mathematical Society
Special Session in Global Harmonic Analysis at the University of Central Florida September 2017.
He had instructed a number of courses and received the Professor Joel Dean Award for extraordinary
performance in undergraduate teaching.
36
