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1. Machine Listening
2. Background Classification
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1. Machine Listening
2
• Extracting useful information from sound































Environmental Sound Recognition - Dan Ellis 2011-06-01       /36
Environmental Sound Applications
• Audio Lifelog 
Diarization































































Zhang & Kuo ’01
• Nonspeech Sound Recognition
Meeting room 
Audio Event Classification
sports events - cheers, bat/ball 
sounds, ...
Temko & Nadeu ’06
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Consumer Video Dataset
• 25 “concepts” from 
Kodak user study






































• Grab top 200 videos 
from YouTube search
then filter for quality, 
unedited = 1873 videos
manually relabel with 
concepts
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Obtaining Labeled Data
• Amazon Mechanical Turk
10s clips
9,641 videos in 4 weeks
6!
Y-G Jiang et al. 2011
Environmental Sound Recognition - Dan Ellis 2011-06-01       /36
2. Background Classification
• Baseline for soundtrack classification
divide sound into short frames (e.g. 30 ms)
calculate features (e.g. MFCC) for each frame
describe clip by statistics of frames (mean, covariance)
= “bag of features”
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Codebook Histograms
• Convert high-dim. distributions to multinomial
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Latent Semantic Analysis (LSA)
• Probabilistic LSA (pLSA) models each histogram 
as a mixture of several ‘topics’
.. each clip may have several things going on
• Topic sets optimized through EM 
p(ftr | clip) = ∑topics p(ftr | topic) p(topic | clip)
use (normalized?) p(topic | clip) as per-clip features
9
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Background Classification Results
• Wide range in performance
audio (music, ski) vs. non-audio (group, night)
large AP uncertainty on infrequent classes
10



































































































MFCC + GMM Classifier
Single−Gaussian + KL2
8−GMM + Bha
1024−GMM Histogram + 500−log(P(z|c)/Pz))
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Sound Texture Features
• Characterize sounds by 
perceptually-sufficient statistics








McDermott  Simoncelli ’09























































1159_10 urban cheer clap
Texture features
1062_60 quiet dubbed speech music
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Sound Texture Features





MED 2010 Txtr Feature (normd) means
 
 














MED 2010 Txtr Feature (normd) stddevs
 
 














MED 2010 Txtr Feature (normd) means/stddevs
 
 


































~ same as MFCCs
combine well
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3. Foreground Event Recognition
• Global vs. local class models
tell-tale acoustics may be ‘washed out’ in statistics
try iterative realignment of HMMs:










































K Lee, Ellis, Loui ’10
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Foreground Event HMMs
• Training labels only 
at clip-level
• Refine models by 
EM realignment
• Use for classifying 
entire video...





            Spectrogram : YT_beach_001.mpeg, 
Manual Clip-level Labels : “beach”, “group of 3+”, “cheer”


























































Lee & Ellis ’10
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Transient Features
• Transients = 
foreground events?
• Onset detector 
finds energy bursts
best SNR
• PCA basis to 
represent each
300 ms x auditory freq
• “bag of transients”
15
Cotton, Ellis, Loui ’11
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Nonnegative Matrix Factorization
• Decompose spectrograms into 
templates 
+ activation






Smaragdis  Brown ’03
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NMF Transient Features
• Learn 20 patches from 
Meeting Room Acoustic 
Event data
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• NMF more 
noise-robust
combines well ...
Environmental Sound Recognition - Dan Ellis 2011-06-01       /36
4. Speech Separation
• Speech recognition is finding best-fit 
parameters - argmax P(W | X)
• Recognize mixtures with Factorial HMM
model + state sequence for each voice/source
exploit sequence constraints, speaker differences
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Eigenvoices
• Idea:  Find 





Kuhn et al. ’98, ’00
Weiss & Ellis ’07, ’08, ’09
Speaker models
Speaker subspace bases
µ = µ¯ + U w + B h
adapted mean eigenvoice  weights channel channel
model voice bases bases weights
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Eigenvoice Bases
• Mean model
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Eigenvoice Speech Separation
• Factorial HMM analysis
with tuning of source model parameters 
= eigenvoice speaker adaptation
21
Weiss & Ellis ’10
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Eigenvoice Speech Separation
22
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Eigenvoice Speech Separation
• Eigenvoices for Speech Separation task
speaker adapted (SA) performs midway between 
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Binaural Cues
• Model interaural spectrum of each source
as stationary level and time differences:
• e.g. at 75°, in reverb:
24
IPD IPD residual ILD
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Model-Based EM Source Separation 
and Localization (MESSL)
can model more sources than sensors
flexible initialization
25
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MESSL Results
• Modeling uncertainty improves results
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MESSL with Source Priors
• Fixed or adaptive speech models
27
Weiss, Mandel & Ellis ’11
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MESSL-EigenVoice Results
• Source models function as priors
• Interaural parameter spatial separation
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Noise-Robust Pitch Tracking
• Important for voice detection & separation
• Based on channel selection Wu & Wang (2003)
pitch from summary 
autocorrelation 
over “good” bands
trained classifier decides 
which channels to include
29
• Improves over 
simple Wu criterion













Mean BER of pitch tracking algorithms
SNR / dB
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BS Lee & Ellis ’11
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Noise-Robust Pitch Tracking
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5. Outstanding Issues







• Integration with video
31
Frequency Proximity HarmonicityCommon Onset
Barker et al. ’05
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Audio-Visual Atoms
• Object-related features 








































Jiang et al. ’09
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Audio-Visual Atoms
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Summary
• Machine Listening:
Getting useful information from sound
• Background sound classification
... from whole-clip statistics?
• Foreground event recognition
... by focusing on peak energy patches
• Speech content is very important
... separate with pitch, models, ...
35
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