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1 Materials and Methods 
Experimental data 
Preprocessing of time-course data 
Data from four time-courses are used for constraining/estimating the parameters. Each time-
course corresponds to data from one subpopulation of cells. Some of these are from knockdown 
cell lines. The raw data is briefly described in Table S3 below. Data can be retrieved through the 
FXM project page on the AfCS website (www.signaling-gateway.org) by following the single 
and multiple knockdown links (1). For all knockdown data sets, the empty vector has been used 
as a control. Raw data is preprocessed as described below using the software Matlab® (2).  
 
Step 1: As the first step in preprocessing the raw data, the data corresponding to the control line 
and the knockdown line, both with the ligand applied, are extracted and averaged across the 
respective repeats. The ligand is applied at tLA = 20 sec in all experiments but since the parameter 
values that are specific to data set 1 (see the section on `Variation between different 
subpopulations of cells’) are used for making predictions, for convenience, for data set1, the time 
axis is shifted by -20 sec to make tLA = 0. This does not affect the model output at all except for 
the shift of the time-axis. 
Step 2: It is assumed that the initial basal state is equal to the final steady state attained after 
several seconds after the ligand is applied. Hence, the data before tLA is set to the average of the 
data between (tLA + 70) and (tLA + 180). Further, the data after (tLA + 60) is denoised using the 
wavelet based method (3, 4). The db3 wavelet (order 3 wavelet from the Daubechies orthogonal 
wavelet family) has been used. Single scale-factor based soft thresholding with the ‘sqtwolog’ 
option has been used. Denoising (e.g. using wavelets) is not used around the ligand addition time 
and the peaks since it led to undesired distortion in the data. When viewed, the dataset 4 has 
excessive noise whose effect has been alleviated by exchanging the data at time instances 21.66 
and 25.81, and at 38.39, 42.61 sec. 
Step 3: In the raw data, there are only 3-4 samples before tLA. For better visualization of the 
initial steady state and to give sufficient weight to the same, the data is extended to the left side 
by appending the initial basal value up to (tLA – 100) at intervals of 3 sec. In general, the raw data 
does not have a sample at the time instance tLA. For accurate simulation and for good 
visualization of the initial response after the ligand is applied, a time instance tLA and (tLA – 0.01) 
are inserted (basal values used at both points). Any duplicate points are removed. 
Step 4: Original raw data is sampled at intervals of about 4 sec. Since concentration changes 
rapidly till few seconds after the peak is attained, for modeling and parameter estimation 
purposes, for the first 30 seconds after tLA, interpolated data at an interval of 1 sec is used.  
Step 5: Finally, the data is extended to the right side up to (tLA + 300), so that the final steady 
state is properly attained, by appending the average of the last 20 points from raw data. 
To achieve computational efficiency, numerical integration of the ODEs is performed in 
three parts. In part 1, integration is performed between the initial starting time till t = tLA with 
large maximum step size (10 sec). During this time, since no ligand is applied, the system is 
close to steady-state. Then, the final values of all state variables are recorded to serve as the 
initial values for the next part which begins by resetting the ligand concentration to appropriate 
strength, e.g., 30 nM for dataset 1. During the first few seconds after t = tLA, large changes are 
2 expected in the system, so second part of integration is between t = tLA till two samples after t = 
tLA with small maximum step size (0.1 sec). Finally, in part 3, integration is performed over the 
remaining time range with a maximum step size of 10 sec. 
Mathematical model of calcium dynamics in RAW 264.7 cells 
Approximations and the lumped/simplified mechanisms in the model 
To reduce the complexity of the model, we introduce simplifications for the calcium fluxes 
across different compartments, such as with the ER (De Young and Keizer (5) and Li and Rinzel 
(6)) and with the mitochondria (Marhl et al. (7)). Likewise, instead of using a detailed model for 
IP3 metabolism as described by Mishra and Bhalla (8), the single reactions (19 and 20) suggested 
by Lemon et al. (9) have been used. Further, as discussed below, simplified mechanisms have 
been used to describe certain parts of the upstream dynamics as well.  
Simplified model for heterotrimeric GTPase cycle: With growing knowledge of the 
functioning and regulation of trimeric G-proteins, several models with varying complexity have 
been proposed. Sprang (10) and Ross and Wilkie (11) have presented an excellent review on the 
mechanisms of G-protein activation and their regulation by GAPs. The most detailed model of 
GTPase cycle module, a 3-cube model, has been recently presented by Bornheimer et al. (12). 
Except for enzyme-substrate binding reactions, most other reverse reactions in the GTPase cycle 
can be eliminated since their rates are much slower as compared to the forward reactions (13, 
14). We extended this model to include the Gβγ subunit explicitly in which after hydrolysis of 
GTP, the Gβγ subunit binds to GαiD to form GiD (reaction 14 in Fig. 1 B). Fig. S1 A shows the 
two-steps for the activation of the G-protein in the absence of the active receptor and GAP. In the 
first step, GDP (D) dissociates. In the next step, GTP (T) binds to G-protein and the GTP bound 
Gα subunit and the Gβγ subunit dissociate almost instantly. These two reactions are combined 
into a single reaction as shown in Fig. S1 A. By comparing these reactions with the reactions in 
3-cube model for a generic G-protein, shown in the next row in Fig. S1 A, an expression for the 
effective-rate parameters for the lumped reaction can be derived. Let  ,  ,  ,  ,   and   
be the rate constants and  ,  ,  ,  ,   and   be the fluxes for the reactions as shown. 
Thus,  ,  ,  , etc. By assuming a pseudo-steady state for 
the intermediate G, it can be inferred that   leading to  
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The enzymatic activation due to the receptor (R) and the enzymatic hydrolysis due to the 
GAP (A) are both modeled through M-M kinetics (reactions 15 and 16). Under cellular 
conditions, the limiting signaling regime RGA is not encountered. Hence, reactions to capture 
that effect are not included in the model. These new reactions can be kept similar to reactions 15 
and 16 except for adding the enzymes A and R, respectively, in them. 
3 Simplification of activation of PLCβ: Fig. S1 B shows simplification of the PLCβ 
activation and IP3 generation module. This simplification is achieved in two steps. In step 1, the 
four reversible reactions of binding of Gβγ and Cai (intracellular Ca
2+) to the binding sites on 
PLCβ (an enzyme) are converted to one reaction of the form: Gβγ + Cai + PLCβ Æ PLCβ.Gβγ.Ca. 
With the equilibrium constants, K1, K2, f.K1 and f.K2 as labeled in Fig S1 B and with PLCβtot 
being the total concentration of PLCβ, for the original reaction system, we have shown that 
under the assumption of equilibrium: 
[PLCβ.Gβγ.Ca] =  ( ) ( ) ] ][ [ ] [ ] [ / ] ][ [ 1 2 2 1 βγ βγ βγ β G Ca Ca fK G fK K fK G Ca PLC i i i tot + + +  (S2) 
This expression cannot be factorized in terms of (K2 + [Cai]) and (K1 + [Gβγ]). Similar 
expressions are obtained for [PLCβ.Gβγ] and [PLCβ.Ca]. All three complexes catalyze the 
hydrolysis of PIP2 into IP3 and DAG, though at different rates. Since PLCβ.Gβγ.Ca is the most 
potent among the three, with suitable modification of the rate parameters one may ignore the 
catalysis of PIP2 hydrolysis by PLCβ.Gβγ and PLCβ.Ca. Hence, in the second step of 
simplification, we combine the reaction Gβγ + Cai + PLCβ Æ PLCβ.Gβγ.Ca with the reaction 
PIP2 Æ IP3 + DAG. To incorporate the complexity of the effective rate of hydrolysis, the lumped 
reaction 18 given earlier is used. 
In the process of merging, essentially, PLCβ.Gβγ.Ca has been replaced by PLCβ, Gβγ and 
Cai. The resulting rate expression is:  
Rate =  ( )( ) ]) [ /( ] [ ]) [ /( ] [ '
1
'
2 βγ βγ β G K G Ca K Ca PLC k i i tot cat + + ×   
with suitable value of the new parameters. This expression is equivalent to kcat×[PLCβ.Gβγ.Ca] 
for f = 1. Generally, f < 0.5  (Mishra and Bhalla (8) use f = 0.1). Given the simplification 
achieved, the above approximation is still valid since the parameters can be appropriately tuned 
within a reasonable range using in-vivo data.  
Details of explicitly modeled reactions  
Use of moiety expressions to compute the concentrations of some species: 
PIP2,tot  = [PIP2] + [IP3,p] + [IP3]   [IP ⇒ 3,p] =  PIP2,tot – [IP3] - [PIP2] 
Gα,i,tot  = [Gα,iD] + [Gα,iT] + [GiD]   [G ⇒ iD] =  Gα,i,tot – [Gα,iD] – [Gα,iT] 
Gβγ,tot   = [Gβγ] + [GiD] + [GRK.Gβγ]    [GRK.G ⇒ βγ] =  Gβγ,tot – [Gβγ] – [GiD] 
GRKtot   = [GRK] + [GRK.Gβγ] + [Cai2.CaM.GRK] ⇒ [Cai2.CaM.GRK] =   GRKtot – [GRK] – 
[GRK.Gβγ] 
CaMtot   = [CaM] + [Cai2.CaM.GRK] + [Cai2.CaM]   [Ca ⇒ i2.CaM] =  CaMtot – [CaM] – 
[Cai2.CaM.GRK]                    (S3) 
It is not possible to apply an overall balance on [Ca
2+] because the extracellular matrix is 
not modeled explicitly and there is calcium exchange across the plasma membrane. 
 
Reactions and kinetic parameters: 
For the reactions shown in Fig. 1 B, the flux expressions, the names of parameters and their 
bounds to be used with parameter estimation are listed in Table S4. For reversible reactions, the 
net flux is equal to the rate of the forward reaction less the rate of the reverse reaction. The flux 
for the i
th reaction is denoted by vi. The reaction number has been attached with the parameters 
names for uniqueness. The dimensions of the rate constants are based on seconds and uM and are 
such that the fluxes are in uM/s. As an example, kf,1 is in s
-1.uM
-1 and kb,1 is in  s
-1. 
4 Of the above several parameters, three parameters are computed using constraints: kb,5 = 
kf,1  (15). kf,2 = kb,2/Km,GRK (Km,GRK is optimized between 0.005 and 0.1 uM; 50-200 nM suggested 
(15-17)) and kf,21 = kb,21/  ( is optimized between 0.8 and 1.2 (8)).  CaM Ca m i K . , 2 CaM Ca m i K . , 2
 
Differential equations: 
d[L]/dt = -v1 + v5      d [ R ] / d t   =   -   v 1 + v9 + v11    d[LR]/dt = v1 - v3 - v4
d[Gβγ]/dt = - v2 + v12 - v14 + v15  d[GRK]/dt = - v2 - v22    d[L.Rp]/dt  =  v3 + v4 - v5 - v6 - v7
d[Rp]/dt = v5        d[L.Ri]/dt  =  v6 + v7 - v8     d [ R p,i]/dt = v8 - v9 - v10
d[Rpool]/dt = - v11        d [ G α,iT]/dt = v12 - v13 + v15 - v16 d[Gα,iD]/dt = v13 - v14 + v16
d[PIP2]/dt = - v17 - v18 + v20     d [ I P 3]/dt = v17 + v18 - v19    d[CaM]/dt  =  -  v21      ( S 4 )  
Conservation parameters, buffered species and the initial conditions 
Conservation parameters: 
PIP2,tot is optimized between 122 and 182 uM (8, 9, 18).  
GRKtot is optimized between 0.0025 and 0.003 uM (16, 17, 19, 20).  
CaMtot is optimized between 2 and 10 uM (8). 
PLCβtot is optimized between 0.005 and 0.01 uM (8, 9). 
[XPIP2_gen] is optimized between 0.1 and 1 uM (9). 
 
Buffered species: 
GTP (T):         [T] = 468 uM (cellular level (12, 14)).  
GDP (D):        [D] = 149 uM (cellular level).  
Phosphate (Pi):   [Pi] = 4400 uM (cellular level). 
RGS (GAP, A):  optimized between 0.008 and 0.012 uM (12, 14). 
Arrestin (Arr):   optimized between 0.008 and 0.012 uM (range similar to RGS). 
 
Initial conditions: 
The initial conditions (IC) are listed in Table S5. In Table S5, if just LB is specified then the IC 
value is not optimized, if both LB and UB are specified then it is optimized. If it is computed 
using steady state constraints then the LB and UB serve as constraints to be checked on the 
computed IC. The moieties Gα,i,tot and Gβγ,tot are computed using the chosen initial conditions of 
the species and/or complexes in which Gα,i and Gβγ are present once their initial states are 
specified.  
The actual basal steady state is computed by solving a subsystem, consisting of only 
seven state variables, using the following approach. In the basal state, since [L] = 0 at all times, 
simple propagation through the reaction network reveals that [L.R], [L.Rp], [Rp], [L.Ri], [Rp,i], 
also remain 0 at all times till the ligand is applied. It is reasonable to assume that [Rpool] remains 
at its specified IC value. Thus, [R] also remains at its specified IC value. [Ca
2+]i is set at its value 
from experimental data and [Ca
2+]mit is easily computed by solving the steady state constraint 
= . Further, it is known that eventually all d/dt vanish. Hence, h and [IP in mit J , out mit J , 3] are 
computed by equating their d/dt to zero and hence, h and [IP3] become algebraic variables: 
) ] /([ 2 Q Ca Q h i + = +  and [IP3] =  19 , 17 17 / ) ( f k v v +  
The remaining state variables are: [Ca
2+]ER, [Gβγ], [GRK], [Gα,iT], [Gα,iD], [PIP2] and 
[CaM]. Since the algebraic variables are used in the differential equations, they are computed 
5 first in each call and they are computed in such an order that an algebraic variable present in the 
expression of another algebraic variable is computed first. Those algebraic variables that are not 
used anywhere are not computed to reduce computation time. This ordering is achieved by 
simple symbolic processing of the algebraic expressions and by performing some graph theoretic 
manipulations, details of which are beyond the scope of this article and can be obtained upon 
request. The final result is that the algebraic variables are computed in the following order: ER β , 
17 v ,  ,  ,  , [IP SERCA J leak ER J , 18 v 3],[GiD], [GRK.Gβγ], [Cai2.CaM.GRK], [Cai2.CaM],  ,  ,  2 v 12 v
13 v ,  ,  ,  , Q, h, [IP 14 v 15 v 16 v 3,p],  ,  ,  , and  .  21 v 22 v ch J 20 v
Starting with the specified IC, the ODE system of 7 state variables is solved for about 
1000 sec so that the basal steady state is almost attained. To ensure accurate solution, then, an 
algebraic equation solver is used to exactly solve the steady state equations. If the value of the 
state variables remains positive and not too different from the ones obtained after the ODE 
solution then those value are chosen otherwise the final values from the ODE solution are 
considered as the basal steady state values. Also, using the flux values during basal steady state, 
 is computed as:  leak PM v , ) (
3 , , NCX PMCA dep IP PM leak PM J J J v + + − =  since all other fluxes 
balance each other. 
Solution of the ordinary differential equations 
To solve the ODEs numerically, a 5
th order implicit Runge-Kutta method-based integrator known 
as RADAU5 (http://www.unige.ch/math/folks/hairer/software.html) (21) has been used. The 
system of ODEs for the calcium dynamics model is stiff. Backward-difference is used compute 
the Jacobian numerically. Orthogonal collocation is used to compute the solution at intermediate 
times by interpolation. We have modified the publicly available C++ code for RADAU5 to 
explicitly ensure the non-negativity of the species concentrations or other appropriate state 
variables inside the integrator itself. The absolute and relative tolerance used for all state 
variables are 1.0×10
-8 (τabs) and 1.0×10
-10 (τrel), respectively. The tolerance for non-negativity is 
1.0×10
-15 (τpos), i.e., if the value a state variable is between -1.0×10
-15 and 0 then it is reset to 0 
and if it is less than -1.0×10
-15 then it is considered negative. If negative, the positivity error is 
taken as (1.2/τpos)*|value at the next step|. The factor 1.2 is used so that, it is almost certain that if 
the absolute and relative error tolerances are satisfied then with the reduced step, the non-
negativity will be satisfied. The maximum of this positivity error across all non-negative state 
variables is added to the regular tolerance error used in RADAU5. Thus, step size is reduced if 
either tolerance criteria are violated or the non-negativity constraint is violated. This explicit 
handling of non-negativity results in about 15-20% increase in computing time. More details on 
the RADAU5 integrator can be found in (21) and more details on numerical integration can be 
found in (22). 
Parameter estimation 
Our optimization approach mainly relies on stochastic search and is evolutionary in nature. 
Model parameters are estimated by minimizing the mismatch between the experimental data and 
the corresponding model prediction using a hybrid stochastic-search-based algorithm that 
combines genetic-algorithm (GA) (23-25), differential evolution (DE) (26, 27) and particle-
swarm optimization (PSO) (28-30). Only a succinct description of the parameter-estimation 
methodology is presented here and the details can be found in our previous work (14) and 
6 elsewhere in the literature (23, 24, 31). In an optimization problem, an objective function is to be 
minimized or maximized by varying certain parameters while satisfying some (possibly none) 
constraints. All three, GA, DE and PSO are population-based optimization methods. In all three, 
the initial population is chosen randomly from parameters distributed uniformly on a normal-or a 
log-scale depending upon the specific parameter-ranges. In GA, candidates/members are 
represented as a genome and the population evolves into the next generation by transferring good 
candidates from the current generation (elitism (25)) and generating new members by applying 
crossover and/or mutation operators to parents; one parent genome is selected based on fitness 
and the other randomly. Thus, a fitter member is more likely to be used for crossover. The 
offspring genomes are evaluated (objective function is calculated) and included in the next 
generation. Finally, the population is sorted (members are rank-ordered) according to fitness. 
This process is repeated for a fixed number of generations. In DE, given a chosen parent, its 
weighted difference with another randomly chosen member is added to another parent and the 
resulting candidate undergoes crossover with a trial vector to create an offspring (step 1). If the 
offspring is better than the chosen parent then the parent is replaced by the offspring (step 2). 
This ensures that every member of the next generation is at least as good as the corresponding 
member in the previous generation. In PSO, the population (swarm) is updated by moving each 
member towards the best member of the swarm. The movement of each member is tracked so 
that it can also move to its best location so far. In our hybrid implementation, user can decide 
what fraction of the population is evolved using GA, DE and PSO. The concept of step 2 of DE 
is used to decide to allow the parents which are better than the off-springs to go to the next 
generation with a certain probability. The overall algorithm is still biased towards GA, but the 
concepts from DE and PSO also are used appropriately. 
In our hybrid algorithm, for DE, besides using strategy 4 of the differential evolution 
algorithm implemented by Storn and Price (26), migration is performed if population diversity 
falls below a threshold (32) to avoid premature convergence and a trigonometric mutation (33) is 
used to bring in the local-search character. If the fitness of the best member does not improve in 
a generation, a local-search is applied on the best member (32). A class of algorithms similar to 
GA, known as evolutionary search/computation (34-37), is also quite popular and successful for 
optimization of biochemical systems. Most evolutionary algorithms can be seen as elitist GA 
(24, 35, 37) or a minor variant. For PSO, we are using an implementation with the concepts of 
move-to-best, move-to-own-best and two-phase proposed by Al-Kazemi and Mohan (30). Thus, 
our hybrid algorithm accommodates three classes of stochastic search-based algorithms viz. GA, 
DE and PSO, and it also incorporates local optimization. GA and PSO are suited for optimization 
over binary, integer and real variables. DE is mainly used for optimization over real variables. 
Due to space constraints and to avoid diversion, an elaborate discussion on the details is not 
presented. 
Unlike deterministic-search based optimization methods, in stochastic-search based 
methods such as GA, constraints are handled by adding a penalty term for each constraint into 
the objective function (14). In short, for equality constraints, the penalty is proportional to the 
absolute deviation from the equality and for inequality constraints it is proportional to the extent 
of constraint violation. Different constraints can be weighed unequally. Even though, the chosen 
bounds on most parameters are not very wide, the number of parameters to be estimated (65) 
using a limited number of data sets is large. Hence, it is critical that as many biochemical and 
biophysical constraints be used to get meaningful values of the parameters as possible. The 
7 objective function and the constraints on the parameters and the state variables to be satisfied 
during parameter-estimation are described next. 
The objective function and the constraints 
Objective function: 
For parameter-estimation using experimental data, the simplest objective function can be the fit-
error (sum of squared-error (SSE)) between the experimental data and the model predictions. If 
several data sets (curves) are used for estimating the parameters, the SSE on each data set can be 
weighted by the inverse of the variance of noise or measurement error (if estimates are 
available). Various points on each curve (data set) can also be weighted (say, by inverse of the 
square of the corresponding point-wise error-estimates). In the present case, the aim is to obtain 
low fit error as well as capture important features. For example, the peak height and the time at 
which the peak occurs are more important. The basal steady state is also important. Hence, 
different weights are used in different segments of the time course. Let tLA denote the ligand 
additional time. The data before the time (tLA – 50) and after the time (tLA + 150) is not included 
in the fit error. The data between (tLA – 50) and tLA is given a weight of ‘2’. The data between tLA 
and (tLA +50) is given a weight of ‘3’. The data point corresponding to the peak (in the 
experimental data) is given a weight of `10’. The remaining data after (tLA +50) is given the 
weight 0.5. Using these weights, a weighted sum of squared error (WSSE) is computed. Let 
j i y , be the j
th sample of the i
th time-course data from the experiments and  be the 
corresponding model prediction and   be the corresponding weight. Only [Ca
j i y ,
j i w ,
2+]i is used in 
fit-error. Let us denote the entire time course by  i Y  and  , respectively, for the experimental 
data and the model predictions. Then the WSSE for the i
i Y
th time-course, WSSEi, is given by: 
2
,
1
, , ] * ) [( j i
n
j
j i j i i w y y WSSE
i
∑
=
− =          ( S 5 )  
where   is the total number of data points in the time-course used for computing fit-error.  i n
To ensure correct scaling across different time-courses, WSSEi is divided by the square 
of the range of the data in the time-course ( ). To further highlight the importance of the peak 
and its location, the difference of the peak-values is scaled by  , squared, and then multiplied 
by a weight factor of 10. The sample interval in the interpolated data around the peak is 1 sec. 
The difference of the indices at which the peaks occur is multiplied by 0.02. These two errors are 
also included in the fit error. Thus, the fit-error for the i
i R
i R
th time-course,   is given by:  i E
() 02 . 0 * * 10 / )) max( ) (max(
2 2 × − + × − + × = j j R Y Y R WSSE E i i i i i i     (S6) 
With the above formulation for fit-error, both the squared error and important features of 
the time-course are accounted for. Finally, the average fit-error, E, across all time-courses is 
given by: 
( ) ∑ ∑ = = =
m
i i
m
i i n E E
1 1 /          ( S 7 )    
where m is the number of time courses. Thus, E is an effective weighted average point-wise 
error. 
 
Handling constraints:  
8 Since stochastic-search-based methods such as GA, cannot handle constraints explicitly a penalty 
term is added to the objective function corresponding to each constraint that must be satisfied by 
the solution. The objective that is minimized by GA is: 
∑ ∑ + = + =
l l k k penalty penalty GA E E E obj ϕ φ ;           (S8) 
where  ,...) ( * p h W k k k = φ  denotes the penalty corresponding the equality constraint 
, and  0 ,...) ( = p hk ,...)) ( , 0 max( * p g V l l l = φ  denotes the penalty corresponding to the inequality 
constraint   (38). p refers to the parameter vector with respect to which the objective 
function is to be minimized (p is to be estimated so as to fit the data well). The weights W
0 ,...) ( ≤ p gl
k and Vl 
can possibly differ to prioritize the constraints. Depending upon the problem under 
consideration, other types of constraints may be used. If all constraints are satisfied, then E = 
objGA, a solution to the original constrained-optimization problem has been found.  
 
The following constraints have been used with the model for calcium dynamics: 
 
Bound constraints on the calculated parameters: 
Let i
th computed parameter be denoted by pi. The penalty for violating their specified range is 
calculated through the following expression where pi,LB and pi,UB are the lower bound (LB) and 
upper bound (UB) for parameter pi: 
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(S9) 
The computed parameters are: the initial conditions of [PIP2], [Ca
2+]ER, [Ca
2+]mit, [GRK] and 
[CaM], and  , k leak PM v , b,5, kf,2, and kf,21. 
Other bound constraints on the parameters: 
The following inequalities are also handled using the above approach. 
0.001 ≤ kb,1/kf,1   0.02 (39);  1.0×10 ≤
-5 ≤ kf,5/kb,5 ≤ 2.5×10
-4 (15);  1.0×10
-6    k ≤ b,14/kf,14  ≤ 0.01 
(11, 40, 41);  0.038   k ≤ b,22/kf,22   0.32 (42, 43);   0.1  ≤ ≤ KIP3/d3 ≤ 0.3 (5). 
Bounds on the initial basal steady state values of the state and algebraic variables: 
0.001 ≤ ≤ i β 0.1, 0.001 ≤ ≤ ER β 0.2,   0.001 1  ≤ ≤
+
i Ca ] [
2
0.1 0.999, 1.0×10 ≤ ≤ h
-6  ≤ ≤ ] [ βγ G 1.0×10
-4, 0.001 ≤ ≤ ] [ 3 IP 0.1 
0.01 40, 110 190,   150 1000  ≤ ≤ ] [ , 3 p IP ≤ ≤ ] [ 2 PIP ≤ ≤ +
ER Ca ] [ 2
The constraints on the state variables are their initial conditions are applied only for the 
data on native cells (i.e. no knockdown is performed). The suggestive bounds have been inferred 
from several sources (5-9, 44). 
 
Other constraints: 
9 1.  Relatively a higher fraction of calcium is free in the ER as compared to the cytosol. Thus, 
if  i ER β β < , then a penalty of (1 -  i ER β β / ) is added.  
2.  Let [Gα,iT]max be the maximum value of [Gα,iT] in the time-course. Let Z denote the 
fraction of active Gα,i protein to total Gα,i protein. Let the maximum allowed value of Z 
be Zmax. If ([Gα,iT]max / Gα,i,tot) > Zmax then a penalty of (Zmax - ([Gα,iT]max / Gα,i,tot)) is 
added. A value of Zmax = 0.99 has been used which makes this constraint almost 
redundant. 
3.  Without knockdown, the ratio limit 0.95 ≤ (Gβγ,tot/Gα,i,tot)  ≤ 1.05 is imposed. If 
(Gβγ,tot/Gα,i,tot) < 0.95 then a penalty of (0.95 - (Gβγ,tot/Gα,i,tot)) is added else if 
(Gβγ,tot/Gα,i,tot) > 1.05 then a penalty of ((Gβγ,tot/Gα,i,tot) – 1.05) is added. This is to ensure 
that neither Gβγ nor Gα,i is present in excess amount to start with. Here, since other G-
proteins are not included in the model, it is imperative that the Gβγ,tot represents the 
portion of actual total Gβγ inside the cell that balances only Gα,i,tot. 
4.  To ensure that an initial basal steady state is achieved before the ligand is applied, it is 
required that the value r = max(d[Ca
2+]i/dt/[Ca
2+]i, d[Ca
2+]ER/dt/[Ca
2+]ER) be less than 
1.0×10
-5 otherwise a penalty of 1000*(r - 1.0×10
-5) is added. 
5.  It is also required that the first peak occur within 40 sec of ligand application. Let   
denote the index of data point corresponding to the peak and 
* j
LA j  be the index for the 
ligand addition. With a sample time of 1 sec, it is required that  40 * ≤ − LA j j . Otherwise, 
a penalty of  )) 40 ( ( * + − LA j j is added. This is constraint is somewhat redundant since a 
tight control on the peak height and its location is already accounted for. 
The total penalty from the bound constraints and the other constraints described above is 
multiplied by an additional factor 10 to obtain Epenalty. This is computed for each time course and 
then averaged before adding to the original objective value E.  
During parameter-estimation, to quickly exclude bad regions in the parameter-space, 
within the integrator, there is an option to check for maximum allowed concentration of certain 
species. For example, for the range of our interest, [Ca
2+]i, [IP3] and [Ca
2+]ER can never exceed 2 
uM, 100 uM and 2000 uM. These are very safe bounds. If violated, the integrator returns 
immediately without completing the integration to the final time. To penalize for this violation, 
Ei is scaled by the factor ((tfinal – tstart)/(tactual – tstart) -1). 
Computation of new basal state for knockdown scenarios 
Since the basal values in the experimental data are from the knockdown cell-lines themselves, 
during the parameter estimation phase, the initial basal state is computed just once to set the 
values of some computed parameters ( ) and initial conditions ([Ca leak PM v ,
2+]ER). However, during 
the prediction phase, prediction of conditions other than for which experimental data was used 
during optimization (in other words, prediction of non-training data), the subsystem of ODEs is 
solved first to get the values of the parameters   and IC:[Ca leak PM v ,
2+]ER (see the subsection 
“Conservation parameters, buffered species and the initial conditions” above) and then the full 
ODE system is solved for steady state again to get the new basal steady state corresponding to 
the knockdown scenario. It would have been possible to store the values of the computed 
parameters for each optimized set of parameter values and then solve the full ODE system for 
10 steady state only once to get the new basal steady state before the ligand is applied. While 
solving for the steady-state the second time, the system is allowed to evolve for about 1000s to 
get a suitable starting point to avoid any problems related to multiple solutions of the nonlinear 
equations. This is done whenever any parameter is changed, e.g. to carry out sensitivity analysis. 
Results 
Constrained parameter values and Fit to experimental data 
Result of parameter estimation 
Using the four sets of experimental data listed in Table S3, parameters were estimated to 
minimize the objective function given in the previous subsection “The objective function and the 
constraints”. This amounts to constraining the values of the parameters to fit the experimental 
data and match the important features in the dynamic response while satisfying all the constraints 
discussed in the previous subsection. Population size was 600 (about 5 times the number of 
unknown parameters) and the GA-DE-PSO algorithm was carried out for 1200 generations. For a 
chosen objective function, in theory there can be only one global minimum value of the objective 
function possibly for multiple combinations of the parameter values. However, in practice, due to 
presence of noise in data and due to inability to formulate the important features into a 
mathematical expression (objective function), besides the best parameter-value set, several 
parameter-value sets corresponding to several near-best points in the parameter-space should be 
analyzed. For a complex objective function with several deep valleys in the objective-value 
surface, these points can be potentially located in different valleys. Hence, simple sensitivity 
analysis is not enough. As much as possible, the known biochemistry and the physiological 
constraints should be used to minimize the number of such valleys since in the actual 
biochemical system, except in bifurcation scenarios, the true parameter values would be in a 
single valley. Still, several good parameter-value sets should be analyzed.  
Table S6 (Supplementary Material) lists 3 representative parameter-value sets. In this 
table, values of all the parameters except   and the initial conditions of [Ca leak PM v ,
2+]ER and 
[Ca
2+]mit, which are computed using steady-state condition, are common to all four datasets. To 
start with, the values of the objective function for the three sets are very close. The values of the 
parameters related to IP3R dynamics, such as  ,  ,  ,   and   are very close to 
their values reported in the literature even though wide range of LB and UB was specified during 
parameter-estimation (Table S2 and Table S6) (5), suggesting that the biophysical constraints did 
serve their purpose. For most parameters, their values for the three parameter-value sets (not to 
be confused with the four datasets) do not differ significantly. However, this is not true for the 
parameters  ,  ,  ,  , k
on k inh K 3 IP K 3 d act K
x m K , ER tot, Pr NCX m K , m k f,6, and kf,7. For these parameters, the ratio of the 
maximum value to the minimum value across the three sets is more than 1.50, i.e. more than 
50% variation (Table S6). Variation in kf,6 (max/min = 4.95), and kf,7 (max/min = 3.05) does not 
affect the response much since the effective rate constant for internalization due to reactions 6 
and 7, given by kf,6 + kf,7*[Arr], is ~ 0.015 – 0.043 which is much higher than several other rate 
constants involved in the internalization and the recycle path. Thus, reactions 6 and 7 are not the 
rate limiting step. This has also been experimentally observed where even for a large knockdown 
of Arrestin, but not complete knockout, there is little impact on the calcium dynamics in the 
short-term (1). Large variation in  also does not have much effect since, for the relevant  m k
11 values of [Ca
2+]i,  the effective rate constant for the specific flux from the mitochondria through 
Na
+/Ca
2+ exchanger and PTPs,   (~0.045), is much larger than 
(0.0015 – 0.0083). Regarding the variation in , smaller variations in   and 
 (~ 20%), which appear in the numerator, cancel the effect of ~ 80% variation 
in (appears in the denominator). To some extent,   and   are positively 
correlated. Variations in   and   are absorbed by small variations in other parameters 
such that there is little effect on d/dt for [Ca
) ] [ /( ] [
2 2 2
3
2 2
i i out Ca K Ca k
+ + + ×
m k NCX m K , l PMCA V , max,
h PMCA V , max,
NCX m K , l PMCA V , max, NCX m K ,
x m K , ER tot, Pr
2+]i. An example is that max/min for  ER β  is 2.8 and 
it results in a positively correlated decrease in [Ca
2+]ER as [Ca
2+]i increases. Hence, the overall 
effect is that max/min for (∆[Ca
2+]ER/ ER β ), a measure of total peak flux-exchange with the 
mitochondria, is only 1.3. This suggests that either some of the parameters (such as  , 
, k
NCX m K ,
m k f,6, and kf,7) can be fixed around the optimal values or additional constraints in terms of 
experimental data (e.g. time-course data on [Ca
2+]ER or a range on  ER β ) should be imposed.  
Similar peak-heights of [Ca
2+]i for dataset 1 and 2 
Although peak [IP3] for dataset 2 is about 1.5 times of peak [IP3] for dataset 2, peak-heights of 
[Ca
2+]i are similar (ratio is just 1.13). This anamoly is explained by subpopulational variability. 
The main parameters responsible are discussed here. Ratio of  for the two datasets is about 
half. Also,  , the maximal flux through the SERCA pump is somewhat higher (ratio = 1.08, 
Table 2). Their combined (synergistic towards lowering [Ca
ch vmax,
max V
2+]i) effect is that despite higher 
[IP3], the peak height of [Ca
2+]i is similar. The overall ratio of   for datasets 1 and 2 can be 
approximated by 0.53*(1.31
ch J
3)*(350/225)/1.08 = 1.7. The factor 350/225 is for the differences in 
the [Ca
2+]ER for the two datasets. This seems insufficient to explain the similarity. Additional 
factors that we have ignored are that (1)   is also lesser for dataset 2 and that (2) at 
higher [Ca
dep IP PM V
3 , max,
2+]i, above a certain level, the high capacity effluxes to the mitochondria and the 
extracellular space increase rapidly with [Ca
2+]i. For example, given that the ratio of the peak 
values of [Ca
2+]i is 1.13, the ratio of  would be ~ 1.63. This partially compensates for the 
large offset of 1.7 from 1. Most importantly, due to the Michaelis-Menten term 
in  , at [Ca
in mit J ,
) ] /([ ] [ 3 3 3 IP K IP IP + ch J
2+]i = 0.06 – 0.01 and   = 0.14 uM, a proportional increase 
is not observed with increase in [IP
3 IP K
3]. Overall, the nonlinearity of the various fluxes with respect 
to species concentrations and subcellular variability are able to explain the observed differences 
in the calcium response. The results are in agreement with the established results that the initial 
rise phase and the decay phase soon after the peak are mainly controlled by the IP3R channel and 
the SERCA pump, but mitochondria also comes into play at higher cytosolic concentrations. 
Multiparametric variability analysis 
Pseudo-probability distribution using the good parameter-value sets 
The good parameter-value sets satisfy the steady state constraints and the fit-error is below the 
cutoff of 0.165 used for multiparametric variability analysis (MPVA). Using the values of the 
parameters across the good sets, a pseudo-probability distribution is computed for each 
parameter. The probability distribution is plotted in Fig. S2. A somewhat similar analysis has 
12 been carried out by Famili et al. (45) in the context of kinetic-rate parameter estimation in 
metabolic pathways using steady-state data on the metabolites. Fig. S2 shows the probability 
distribution for the 65 parameters. The first panel in each row is labeled with the corresponding 
parameter number which is the serial number with respect to the list of optimized parameters in 
Table S7. Let us focus on Fig. S2 C which shows the probability distribution for the parameters 
51-65 including IC:[Gβγ] and IC:[Gα,iD] (the last two panels in the 3
rd row). As expected the 
mean value is near the value with highest probability. The distribution is unimodal for most 
parameters. For several parameters such as parameter no. 51-54 and 56-57, the mean value and 
the best value are quite close. For others, such as parameter no. 55, 58 and 65, they are quite 
different. This suggests that sufficient diversity was maintained during optimization.  
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16 Table S1. 
Example of different types of reactions. These reactions are related to activation and deactivation 
of receptors and G proteins. Lumped-reaction formats such as of the reactions 2 and 3 are quite 
useful for model simplification. 
 
 
No.  Reaction specification and explanation 
1  L + R   ↔  L.R 
Reversible binding of a ligand to its receptor: Rate expression is:  = k 1 v f,1*[L]*[R] – 
kb,1*[L.R] where  kf,1 and kb,1 are the forward and reverse rate constants, respectively. 
2  [LOMA,1] L.R +  GRK.Gβγ → L.RP +  GRK.Gβγ  
Phosphorylation of ligand-bound (active) receptor by GRK.Gβγ, G protein coupled 
receptor kinase (GRK) complexed with Gβγ: The presence of the qualifier “[LOMA, 1]” 
tells that this is not a simple reaction. LOMA tells that the rate expression has a LOMA 
dependence on the species concentrations. The number “1” tells that the last “1” species 
on the left hand side acts as an enzyme or modulator (unaffected-species). The rate 
expression of this reaction will not contribute to the d/dt of [GRK.Gβγ]. The rate 
expression is:  = (k 2 v f,2*[L.R]*[GRK.Gβγ]). 
Alternate form: [GRK.Gβγ]  L.R   L.R → P  
Here, only the name of the enzyme is written within [ ]. This simpler form is used in the 
manuscript and the flux expression is specified explicitly. 
3  [MM,1;MM,GiD;LOMA,T] GiD + T + L.R →  Gα,iT +  Gβγ + D + L.R 
Lumped reaction for activated-receptor induced activation of G protein (exchange of 
GDP with GTP and then dissociation of the Gα,i and Gβγ subunits): The first qualifiers 
“MM” tells that the default dependence on the affected reactant-species concentration is 
MM. The number “1” specifies that the last species on the left hand side, i.e. L.R, acts as 
an enzyme and its d/dt is not affected by the rate-expression for this reaction. The default 
dependence on unaffected-species is LOMA. The other qualifiers are used to override the 
default dependence on affected-species or unaffected-species. If a species with LOMA 
dependence is present, the term kf or kcat is used for the rate constant, else Vmax is 
used. Rate expression:   = k 3 v f,3*(MM_f( , [G 3 , , D G m i K iD])*[T]*[LR]), where MM_f(Km, 
C) = C/(Km + C). Related function is: MM(Vmax, Km, C) = Vmax*C/(Km + C). 
Alternate form: [LR] GiD + T    G → α,iT +  Gβγ + D 
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Table S2. Model parameters.  
 
Value: lower bound 
(LB) and upper bound 
(UB) 
Parameter 
name 
LB UB 
Source/Explanation 
Binding of Ca
2+ to proteins in the cytosol, ER and mitochondria: 
e tot, Pr [uM]  50 200
Marhl et al. (7) used 120 uM, Lemon et al. (9) used 
150 uM. 
e m K , [uM]  2  15 From (9, 46), both used 10 uM. 
x tot, Pr [uM]  2  10 AfCS website reports [fura-2] = 4 uM 
x m K , [uM]  0.08 0.4
Fink et al. (47) used 0.24 uM, Lemon et al. (9) used 
0.2 uM. 
ER tot, Pr [uM]  20,000  200,000 Wagner and Keizer (46) and Lemon et al. (9). 
ER m K , [uM]  500  2000 Lemon et al. (9) (1200 uM). 
m β   0.0025    Marhl et al. (7). 
Shape parameters: 
ER ρ   0.01  0.1 Lemon et al. (9) used 0.185. Marhl et al. (7) used 
0.01.  
m ρ   0.01    Marhl et al. (7). 
IP3R channel kinetics: from (5-7, 9, 47, 48), wider range used in optimization since response is 
different. 
on k [uM
-1.s
-1]  0.1 4
The same parameter as a2 in De Young and Kiezer 
(5) and Li and Rinzel (6) (0.2); Fink et al. (47).  
inh K [uM]  1 1.50
Fink et al. (47). Same as d2 in Li and Rinzel (6) 
(1.049 uM). 
ch vmax, [s
-1]  0.1 100
Interpreted from Marhl et al. (7), Lemon et al. (9) and 
Fink et al. (47) to get a peak flux of ~ 1.5 uM/s  with 
[Ca
2+]ER = ~ 200-500 uM. 
3 IP K [uM]  0.1 1
Hofer et al. (48). This is same as d1 in Li and Rinzel 
(6) (0.13). 
3 d  [uM]  0.3  1.20 Li and Rinzel (6) and Lemon et al. (9) (0.943 uM). 
act K [uM]  0.03  1 This is same as d5 in Li and Rinzel (6) (0.08). 
SERCA pump and leakage from ER: 
max V [uM/s] 
10 300
Fink et al. (47) used 3.75. Increased to balance the 
leakage flux from ER in the basal state.  
P K [uM] 
0.03 1
Wiesner et al. (44) used 0.15, Lemon et al. (9) used 
0.4 and Fink et al. (47) used 0.27 uM.   
leak ER k , [s
-1] 
0.001 0.005
Marhl et al. (7) used 0.05 s
-1 and Lemon et al. (9) 
used 5.2 s
-1. A scaled value is used here to get a 
leakage flux of 0.5 – 1.0 uM/s. 
PMCA pump and Na
+/Ca
2+ exchanger: 
l PMCA V , max,   0.01  0.5 From Wiesner et al. (44), lower value used since 
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[uM/s]  other fluxes also are low in our case. 
l PMCA m K , ,  
[uM] 0.05  0.15
Fridlyand et al. (49) (0.10). This is same as K4 in 
Wiesner et al. (44). 
h PMCA V , max, [
uM/s]  0.5  5 Wiesner et al. (44), lower value used. 
h PMCA m K , , [u
M] 0.3  0.75 Same  as  Khi in Wiesner et al. (44). 
NCX Vmax, [u
M/s]  0.01  0.1 Wiesner et al. (44). 
NCX m K ,  
[uM] 0.2  1 K5 from Wiesner et al. (44). 
Exchange with mitochondria (suggestive values taken from Marhl et al. (7) and then a range 
used): 
in k [uM/s]  500  5000 Marhl et al. (7) used 300 uM/s. 
out k [s
-1]  5  500 Marhl et al. (7) used 125 s
-1. 
2 K [uM]  0.5  1 Marhl et al. (7) used 0.8 uM. 
3 K [uM]  5    Marhl et al. (7). 
m k [s
-1]  1.0×10
-4 0.01 Marhl et al. (7) used 0.00625 s
-1. 
IP3 dependent Ca
2+ influx from ECM into cytosol: 
dep IP PM V
3 , max,   0.15  0.25 Hofer et al. (48) (0.2 uM/s)  
dep IP PM m K
3 , ,   1    Hofer et al. (48). 
Non-specific leakage across PM: 
leak PM v ,   0.01 0.05 
Hofer et al. (48) (to be computed using steady-state 
constraint). 
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Table S3. Description of raw experimental data used for constraining the parameters. 
 
Data 
set No. 
Description AfCS 
experiment ID 
C5a dose 
applied 
Knockdown 
protein 
Knockdown 
level 
1  The control data for 
RGS10 (A) 
knockdown 
ECD050203I 30  nM  N/A  N/A 
2,  3  The control and 
knockdown data for 
double knockdown 
of Gα,i2 and Gα,i3 
ECD040902C 100  nM  Gα,iD in our 
model; for the 
knockdown 
data (set 3) 
85% 
4  PLCβ-3 knockdown 
data 
ECD040413H 100  nM  PLCβtot in our 
model 
83% 
 
20 Table S4. Reactions and kinetic parameters. The units of concentration and time are uM and 
second, respectively. The dimensions of the reaction-rate parameters are so as to get uM/s as the 
dimension of the fluxes, e.g., kf,1 is in 1/(uM.s). The half-saturation parameters such as   
and   are in uM. 
3 , , i Ca m K
15 , , D G m i K
 
Parameters, lower bound (LB) 
and upper bound (UB) 
No. 
Reaction and flux expression  Name LB UB
Source, explanation 
kf,1 10 100 1  L + R      L.R  ↔
v1 = kf,1[L][R] – kb,1[LR]  kb,1 0.1 1
(15, 39, 50). 
kf,2 1000 100,000 2  Gβγ + GRK   GRK.G ↔ βγ 
v2 = kf,2[Gβγ][GRK] – 
kb,2[GRK.Gβγ]  kb,2 10 100
(15-17, 19, 20, 51) 
(suggestive values 
from in-vitro data). 
kf,3 0.1 5 3  [GRK; Cai] L.R   L.Rp  →
 
v3 = kf,3[LR][GRK] * 
MM_f( ,[Ca 3 , , i Ca m K
2+]i)  3 , , i Ca m K   0.1 1
4  [GRK.Gβγ] LR   L.Rp →
 
v4 = kf,4[LR][GRK.Gβγ] kf,4 10 1000
(15, 17). Ca
2+ has a 
positive feedback 
effect through PKC-
DAG (52, 53). GRK2 
binds to PKC directly 
too (53). LB/UB 
adjusted to fit 
experimental data. 
kf,5 0.001 0.005 5  L.Rp      L + Rp  ↔
v5 = kf,5[L.Rp] – kb,5[L][Rp]  kb,5 1 1000
(15, 54, 55). 
6  L.Rp   L.Ri  →
v6 = kf,6[L.Rp]  kf,6 0.0001 0.001
7  [Arr] L.Rp → L.Ri 
v7 = kf,7[L.Rp] *[Arr]  kf,7 1 7.5
8  L.Ri → Li + Rp,I 
v8 = kf,8[L.Ri] kf,8 0.002 0.005
(9, 15). The 
parameters kf,6 and 
kf,7 distributed to 
match equivalent   
rates in (9, 15) for 
[Arr] ~ 8-12 nM .  
9  Rp,i   R  →
v9 = kf,9[Rp,i] kf,9 0.001 0.001
(9, 15), higher value 
to recover in 30 min. 
10  Rp,i   R → vac 
v10 = kf,10[Rp,i] kf,10 0.00001 0.00001
very low value (9, 15, 
56). 
11  Rpool   R  →
v11 = kf,11[Rpool]  kf,11 0.001 0.001
(9, 15, 56-58), low 
value used. 
12  GiD + T   G → α,iT + Gβγ + D 
v12 = kf,12[GiD][T] kf,12 1.0×10
-7 3.0×10
-6
13  Gα,iT   G → α,iD + Pi
v13 = kf,13[Gα,iT]  kf,13 0.05 0.07
kf,14 1000 100000 14  Gα,iD + Gβγ ↔ GiD 
v14 = kf,14*[Gα,iD][Gβγ] – 
kb,14*[GiD] kb,14 0.0001 0.1
kf,15 0.0001 0.005 15  [L.R] GiD + T → Gα,iT + Gβγ + 
D 
15 , , D G m i K   0.05 0.1
(10-12, 17, 18, 40, 41, 
56, 59, 60);  
Most LB/UB are set 
by using the bounds 
from Bornheimer et 
al. (12) and using the 
lumping presented in 
“Materials and 
Methods” (Eq. S1 and 
Fig. S1). 
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v15 = kf,15*MM_f( ,  15 , , D G m i K
[GiD])*[T][LR] 
kcat,16 15 0 16  [A] Gα,iT → Gα,iD + Pi
v16 = MM(kcat,16*[A], Km,16, 
[Gα,iT])  Km,16 0.1 1
Reaction 13: Ross and 
Wilkie (11) suggest   
0.013 for Gq (~ 0.05 
for Gi). Reaction 14: 
(17, 40, 41). 
Reaction 16: (11, 12). 
17  PIP2   IP → 3 + DAG 
v17 = kf,17[PIP2] kf,17 0.0005 0.001
Mishra and Bhalla (8) 
use 0.003. 
kf,18 500 5000
18 , , i Ca m K   0.05 0.4
18 
[Cai; Gβγ; PLCβtot] PIP2 → IP3 + 
DAG 
 
v18 = kf,18[PIP2]* PLCβtot* 
MM_f( , [Ca 18 , , i Ca m K
2+]i)* 
MM_f( , [G 18 , , βγ G m K βγ])  18 , , βγ G m K   0.02 0.4
Using simplification 
and values from (8). 
See Eq. S2 and 
related text. LB/UB 
were adjusted in 
parameter-estimation 
to get basal [IP3] < 
0.1 uM. 
19  IP3 → IP3,p 
v19 = kf,19[IP3] kf,19 0.75 1.5
20  [XPIP2_gen] IP3,p   PIP → 2 
v20 = kf,20*[IP3,p]*[XPIP2_gen] kf,20 11
(8, 9). kf,20 is fixed 
here but the rate v20 is 
manipulated through 
[XPIP2_gen]. 
kf,21 50 90 21  2 Cai + CaM   Ca ↔ i2.CaM 
v21 = kf,21*([Ca
2+]i)
2[CaM] – 
kb,21[Cai2.CaM]  kb,21 72 72
(8). LB/UB for kf,21 
related little bit. 
kf,22 0.005 0.1 22  Cai2.CaM + GRK   
Ca
↔
i2.CaM.GRK 
v22 = kf,22[Cai2.CaM][GRK] – 
kb,22[Cai2.CaM.GRK]  kb,22 0.00035 0.0035
(42, 43). Values from 
(42) are for GRK2. 
22 Table S5. The initial conditions for the state variables. 
 
IC (LB, UB or 
fixed value), uM  State 
variable Explanation  LB UB 
[Ca
2+]i From experimental data   
[Ca
2+]ER
Computed using steady-
state (SS) constraint  150 1000 
H   0.8  
[Ca
2+]mit
Computed using SS 
constraint:  =   in mit J , out mit J , 0.01 10 
[R]   0.04 0.08 
[Gβγ]   0.008 0.016 
[GRK]  Computed: = GRKtot 0.0015 0.003 
[Rpool]   0.0001  
[Gα,iD]   0.008 0.016 
[PIP2]  Computed: = PIP2,tot – 2.0  110 180 
[IP3]   0.1  
[CaM]  Computed: = CaMtot 1 10 
 
23  
Table S6: Three sets of parameter-values with good fit to data. The values of the variable 
parameters are the base values for dataset 1 (master dataset). The values in set 1 are the 
same as the values in Table 1. They are reported here again for ease in comparison. 
 
Optimized Values 
Parameter name  Set 1 (best)  Set 2  Set 3 
e tot, Pr [uM]  1.91E+02 1.83E+02 1.77E+02
e m K , [uM]  2.43E+00 2.44E+00 2.52E+00
x tot, Pr [uM]  8.77E+00 8.45E+00 8.17E+00
x m K , [uM] (*, 1.53)  1.39E-01 2.06E-01 1.34E-01
ER tot, Pr [uM] (*, 2.92)  6.02E+04 6.19E+04 2.12E+04
ER m K , [uM]  5.46E+02 5.49E+02 5.63E+02
ER ρ   5.33E-02 5.33E-02 5.40E-02
on k [uM
-1.s
-1]  1.04E-01 1.02E-01 1.03E-01
inh K [uM]  1.00E+00 1.00E+00 1.00E+00
ch vmax, [s
-1]  1.89E-01 1.89E-01 1.87E-01
3 IP K [uM]  1.36E-01 1.32E-01 1.33E-01
3 d  [uM]  1.05E+00 1.01E+00 9.78E-01
act K [uM]  8.14E-02 8.13E-02 8.13E-02
max V [uM/s]  1.14E+02 1.08E+02 1.08E+02
P K [uM]  7.54E-01 7.55E-01 7.53E-01
leak ER k , [s
-1]  2.03E-03 2.04E-03 2.01E-03
l PMCA V , max, [uM/s]  8.93E-02 9.19E-02 7.62E-02
l PMCA m K , , [uM]  1.13E-01 1.09E-01 1.09E-01
h PMCA V , max, [uM/s]  5.90E-01 5.90E-01 7.07E-01
h PMCA m K , , [uM]  4.42E-01 4.42E-01 4.30E-01
NCX Vmax, [uM/s]  1.00E-01 9.94E-02 9.67E-02
NCX m K , [uM] (*, 1.79)  1.00E+00 1.00E+00 5.58E-01
in k [uM/s]  5.06E+02 5.00E+02 5.00E+02
out k [s
-1]  4.76E+02 4.42E+02 4.35E+02
2 K [uM]  9.92E-01 1.00E+00 9.97E-01
m k [s
-1] (*, 5.51)  1.50E-03 2.07E-03 8.28E-03
PLCβtot 5.61E-03 5.61E-03 5.58E-03
PIP2,tot 1.29E+02 1.29E+02 1.29E+02
XPIP2_gen 1.01E-01 1.04E-01 1.06E-01
GRKtot 2.59E-03 2.59E-03 2.57E-03
Km,GRK 5.07E-03 5.08E-03 5.22E-03
CaMtot 3.98E+00 3.46E+00 3.45E+00
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CaM Ca m i K . , 2   8.36E-01 8.54E-01 8.54E-01
dep IP PM V
3 , max,   2.26E-01 2.31E-01 2.31E-01
kf,1 5.89E+01 6.00E+01 6.00E+01
kb,1 2.02E-01 2.01E-01 2.01E-01
kb,2 2.52E+01 3.22E+01 2.82E+01
kf,3 1.22E-01 1.22E-01 1.31E-01
3 , , i Ca m K   1.01E-01 1.00E-01 1.06E-01
kf,4 1.26E+02 1.27E+02 1.30E+02
kf,5 2.05E-03 2.13E-03 2.75E-03
kf,6 (*, 4.95)  6.62E-04 6.07E-04 1.34E-04
kf,7 (*, 3.05)  1.67E+00 5.09E+00 4.99E+00
kf,8 5.00E-03 5.00E-03 4.68E-03
kf,12 3.67E-07 3.29E-07 3.26E-07
kf,13 5.00E-02 5.00E-02 5.00E-02
kf,14 1.59E+04 1.57E+04 1.57E+04
kb,14 4.18E-02 4.01E-02 4.65E-02
kf,15 1.38E-03 1.33E-03 1.33E-03
15 , , D G m i K   6.81E-02 6.81E-02 6.81E-02
kcat,16 1.54E+00 1.54E+00 1.54E+00
Km,16 2.35E-01 2.36E-01 2.38E-01
kf,17 5.00E-04 5.00E-04 5.01E-04
kf,18 5.07E+02 5.01E+02 5.00E+02
18 , , i Ca m K   3.64E-01 3.65E-01 3.69E-01
18 , , βγ G m K   3.64E-01 3.64E-01 3.63E-01
kf,19 1.49E+00 1.50E+00 1.50E+00
kf,22 1.10E-02 1.13E-02 1.28E-02
kb,22 2.75E-03 2.67E-03 2.72E-03
[A] 1.02E-02 1.02E-02 1.02E-02
[Arr] 8.63E-03 8.26E-03 8.27E-03
IC:[R] 4.11E-02 4.12E-02 4.12E-02
IC: [Gβγ]  8.28E-03 8.28E-03 8.27E-03
IC: [Gα,iD]  8.12E-03 8.19E-03 8.19E-03
Computed kinetic parameters: 
kf,2 4.97E+03 6.33E+03 5.39E+03
kb,5 5.89E+01 6.00E+01 6.00E+01
kf,21 8.61E+01 8.43E+01 8.43E+01
Parameters computed using steady-state constraints (for master dataset only): 
leak PM v ,   1.83E-02 1.98E-02 2.02E-02
IC: [Ca
2+]ER 2.26E+02 2.14E+02 2.17E+02
IC: [Ca
2+]mit 6.49E-02 6.61E-02 5.97E-02
*: The ratio of max to min across the three parameter-value sets is greater than 1.50 (the 
actual max/min ratio is listed). 
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Table S7. Results of multiparametric variability analysis (MPVA). Since MPVA is 
carried out using the parameter-values scanned during the optimization procedure itself, 
the basal-level of [Ca
2+]i is maintained at its nominal value as dictated by the 
experimental-data for ease data set. The maximum (MAX) and minimum (MIN) values 
of parameters across the good parameter-value sets is listed. The minimum fit-error is 
0.153 and the fit-error cut off for declaring a parameter-value set to be good is 0.0165 
allowing about 10% deviation from the minimum fit-error. By varying the cut-off, 
different MAX, MIN and MAX/MIN values are changed. However, the change in 
ranking based upon MAX/MIN is relatively stable. The last three columns are arranged in 
increasing order of MAX/MIN. About half of the parameters vary only by a factor of 
2.00 or less. The rest vary by a factor between 2 and 100. Only 5-7 parameters vary by 
more than one order-of-magnitude.  Abbreviation: IC – Initial condition; Parameters 
names: Vmax – maximum rate in Michaelis-Menten (M-M) kinetics, Hill dynamics flux-
expression or similar flux-expressions, K – concentration required for half-maximum rate 
in M-M kinetics (similar interpretation for Hill dynamics flux), kf, kb, kcat – forward, 
reverse or enzymatic-reaction rate constant in law of mass-action or modulated enzyme 
kinetics. 
 
MIN  MAX  MAX/MIN Sorted by MAX/MIN 
Name 
Sr. 
No.  Fit-error cutoff = 0.165  Name  MAX/MIN
Sr. 
No. 
e tot, Pr   1 1.60E+02 2.00E+02 1.25E+00 IC:[Gβγ]  1.04E+00 64
e m K ,   2 2.00E+00 3.06E+00 1.53E+00 IC:[Gα,iD]  1.04E+00 65
x tot, Pr   3 4.93E+00 1.00E+01 2.03E+00 kf,18 1.07E+00 55
x m K ,   4 8.00E-02 3.00E-01 3.75E+00 GRKtot 1.07E+00 30
ER tot, Pr   5 2.00E+04 6.90E+04 3.45E+00 inh K   1.07E+00 9
ER m K ,   6 5.00E+02 1.15E+03 2.31E+00 PIP2,tot 1.07E+00 28
ER ρ   7 1.01E-02 9.94E-02 9.82E+00 kf,19 1.09E+00 58
on k   8 1.00E-01 1.47E-01 1.47E+00 Km,GRK 1.13E+00 31
inh K   9 1.00E+00 1.07E+00 1.07E+00 2 K   1.13E+00 25
ch vmax,   10 1.81E-01 2.08E-01 1.15E+00 act K   1.14E+00 13
3 IP K   11 1.25E-01 1.46E-01 1.17E+00 ch vmax,   1.15E+00 10
3 d    12 6.05E-01 1.11E+00 1.83E+00 P K   1.16E+00 15
act K   13 7.89E-02 8.97E-02 1.14E+00 3 IP K   1.17E+00 11
max V   14 8.90E+01 1.20E+02 1.34E+00 IC:[R]  1.19E+00 63
P K   15 6.91E-01 8.03E-01 1.16E+00 leak ER k ,   1.22E+00 16
leak ER k ,   16 1.89E-03 2.31E-03 1.22E+00 kf,13 1.24E+00 47
l PMCA V , max,   17 4.20E-02 1.32E-01 3.15E+00 kf,4 1.25E+00 40
l PMCA m K , ,   18 5.87E-02 1.50E-01 2.55E+00 e tot, Pr   1.25E+00 1
h PMCA V , max,   19 5.00E-01 4.24E+00 8.48E+00 18 , , i Ca m K   1.25E+00 56
26  
h PMCA m K , ,   20 3.00E-01 7.15E-01 2.38E+00 PLCβtot 1.26E+00 27
NCX Vmax,   21 1.42E-02 1.00E-01 7.05E+00 kf,17 1.27E+00 54
NCX m K ,   22 2.22E-01 1.00E+00 4.51E+00 15 , , D G m i K   1.31E+00 51
in k   23 5.00E+02 8.90E+02 1.78E+00 18 , , βγ G m K   1.33E+00 57
out k   24 3.04E+01 5.00E+02 1.65E+01 max V   1.34E+00 14
2 K   25 8.83E-01 1.00E+00 1.13E+00 CaM Ca m i K . , 2   1.41E+00 33
m k   26 1.00E-04 1.00E-02 1.00E+02 [A]  1.43E+00 61
PLCβtot 27 5.03E-03 6.32E-03 1.26E+00 [Arr]  1.46E+00 62
PIP2,tot 28 1.22E+02 1.31E+02 1.07E+00 on k   1.47E+00 8
XPIP2_gen 29 1.00E-01 7.31E-01 7.31E+00 dep IP PM V
3 , max,   1.51E+00 34
GRKtot 30 2.50E-03 2.67E-03 1.07E+00 e m K ,   1.53E+00 2
Km,GRK 31 5.00E-03 5.64E-03 1.13E+00 Km,16 1.54E+00 53
CaMtot 32 2.27E+00 1.00E+01 4.40E+00 kf,15 1.58E+00 50
CaM Ca m i K . , 2   33 8.00E-01 1.13E+00 1.41E+00 kcat,16 1.63E+00 52
dep IP PM V
3 , max,   34 1.66E-01 2.50E-01 1.51E+00 in k   1.78E+00 23
kf,1 35 3.31E+01 1.00E+02 3.02E+00 3 d    1.83E+00 12
kb,1 36 1.00E-01 4.50E-01 4.50E+00 x tot, Pr   2.03E+00 3
kb,2 37 1.00E+01 1.00E+02 1.00E+01 ER m K ,   2.31E+00 6
kf,3 38 1.00E-01 4.13E+00 4.13E+01 h PMCA m K , ,   2.38E+00 20
3 , , i Ca m K   39 1.00E-01 8.59E-01 8.59E+00 kf,8 2.50E+00 44
kf,4 40 1.11E+02 1.38E+02 1.25E+00 l PMCA m K , ,   2.55E+00 18
kf,5 41 1.01E-03 5.00E-03 4.95E+00 kf,1 3.02E+00 35
kf,6   42  1.00E-04 9.53E-04 9.53E+00 kf,14 3.10E+00 48
kf,7   43  1.10E+00 7.31E+00 6.63E+00 l PMCA V , max,   3.15E+00 17
kf,8 44 2.00E-03 5.00E-03 2.50E+00 ER tot, Pr   3.45E+00 5
kf,9 45 5.00E-05 1.00E-03 2.00E+01 x m K ,   3.75E+00 4
kf,12 46 1.00E-07 2.03E-06 2.03E+01 kb,22 4.24E+00 60
kf,13 47 5.00E-02 6.22E-02 1.24E+00 kb,14 4.31E+00 49
kf,14 48 8.13E+03 2.52E+04 3.10E+00 CaMtot 4.40E+00 32
kb,14 49 2.02E-02 8.70E-02 4.31E+00 kb,1 4.50E+00 36
kf,15 50 1.05E-03 1.67E-03 1.58E+00 NCX m K ,   4.51E+00 22
15 , , D G m i K   51 5.61E-02 7.34E-02 1.31E+00 kf,5 4.95E+00 41
kcat,16 52 1.07E+00 1.74E+00 1.63E+00 kf,7   6.63E+00 43
Km,16 53 1.91E-01 2.94E-01 1.54E+00 NCX Vmax,   7.05E+00 21
kf,17 54 5.00E-04 6.36E-04 1.27E+00 XPIP2_gen 7.31E+00 29
kf,18 55 5.00E+02 5.35E+02 1.07E+00 kf,22 7.47E+00 59
18 , , i Ca m K   56 3.19E-01 4.00E-01 1.25E+00 h PMCA V , max,   8.48E+00 19
27  
18 , , βγ G m K   57 2.92E-01 3.89E-01 1.33E+00 3 , , i Ca m K   8.59E+00 39
kf,19 58 1.38E+00 1.50E+00 1.09E+00 kf,6   9.53E+00 42
kf,22 59 5.04E-03 3.76E-02 7.47E+00 ER ρ   9.82E+00 7
kb,22 60 8.25E-04 3.50E-03 4.24E+00 kb,2 1.00E+01 37
[A] 61  8.28E-03 1.18E-02 1.43E+00 out k   1.65E+01 24
[Arr] 62  8.00E-03 1.17E-02 1.46E+00 kf,9 2.00E+01 45
IC:[R] 63  4.00E-02 4.74E-02 1.19E+00 kf,12 2.03E+01 46
IC:[Gβγ]  64 8.07E-03 8.35E-03 1.04E+00 kf,3 4.13E+01 38
IC:[Gα,iD]  65 8.10E-03 8.41E-03 1.04E+00 m k   1.00E+02 26
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Table S8. The results of parametric sensitivity analysis. The basal-level can change upon 
parametric perturbation. Hence, to carry out parametric sensitivity analysis, the system 
was allowed to reach a new basal-state, if applicable, by simulating the system for about 
1000s before the ligand was applied. The parameters with large base-line shift or 
variation in peak-height upon perturbation by the factors [1/8 ¼ ½ 1 2 4 8] are listed in 
the decreasing order of 0.5*B + H. These parameters are from the list of fixed and 
optimized parameters. The relative maximum absolute baseline-shift, B, and the relative 
peak-height variation, H, are computed as described in the main article. The parameters 
and the response attributes are listed in two sets of columns, columns 1-5 and 6-10. The 
sorted list is read from top to bottom and then into the next set of columns. Columns two 
and seven list the parameter numbers as per Table S7. The second last parameter in 
column 7,  , is fixed, so no parameter number is listed for  .  dep IP PM m K
3 , , dep IP PM m K
3 , ,
Sorted by 0.5*B + H: 
Name 
Sr. 
No. 
Relative 
largest 
baseline-
shift (B) 
Relative 
variation in 
peak-height 
(H) 
0.5*
B + 
H Name 
Sr. 
No.
Relative 
largest 
baseline-
shift (B) 
Relative 
variation in 
peak-height 
(H) 
0.5*
B + 
H 
IC:[Gβγ] 64  4.46E+00  1.00 3.23 kf,15 50 1.55E-05 0.95 0.95
IC:[Gα,iD] 65  2.86E+00  1.00 2.43 15 , , D G m i K   51 1.59E-05 0.95 0.95
leak ER k ,   16 1.90E+00  0.92 1.87 Km,GRK 31 4.91E-03 0.89 0.90
P K   15 8.27E-01  1.00 1.41 kf,4 40 1.85E-05 0.89 0.89
kf,19 58 6.42E-01  1.00 1.32 kf,17 54 6.98E-01 0.54 0.89
PIP2,tot 28 6.33E-01  1.00 1.31 h PMCA m K , ,   20 2.38E-01 0.76 0.88
max V   14  3.88E-01 1.00 1.19 [A]  61 4.01E-04 0.88 0.88
3 IP K   11 1.66E-01  0.97 1.06 kcat,16 52 4.01E-04 0.88 0.88
kf,18 55 1.16E-01  0.99 1.05 Km,16 53 4.02E-04 0.87 0.87
PLCβtot 27  1.16E-01 0.99 1.05 IC:[R]  63 3.50E-05 0.84 0.84
18 , , βγ G m K   57 1.16E-01  0.99 1.05 kf,13 47 3.76E-04 0.83 0.83
act K   13 8.35E-02  0.99 1.04 e tot, Pr   1 2.62E-05 0.80 0.80
ch vmax,   10 2.68E-02  0.99 1.01 e m K ,   2 2.62E-05 0.75 0.75
18 , , i Ca m K   56 3.92E-02  0.99 1.01 l PMCA V , max,   17 1.63E-01 0.57 0.66
inh K   9 9.97E-03  0.99 0.99 x tot, Pr   3 3.27E-05 0.58 0.58
3 d   12 1.20E-02  0.98 0.99 l PMCA m K , ,   18 1.43E-01 0.41 0.48
2 K   25 3.61E-05  0.98 0.98 dep IP PM m K
3 , ,    5.91E-02  0.36 0.39
GRKtot 30 4.82E-03  0.97 0.97 NCX Vmax,   21 6.77E-02 0.22 0.25
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Table S9. The parameters that were increased or decreased simultaneously by a factor of 
2 for global sensitivity analysis. 
Parameter names 
on k   m k   kf,7 kf,15
ch vmax,   dep IP PM V
3 , max,   kf,8 kcat,16
max V   kf,1 kf,9 kf,17
leak ER k ,   kb,1 kf,10 kf,18
l PMCA V , max,   kb,2 kf,11 kf,19
h PMCA V , max,   kf,3 kf,12 kf,20
NCX Vmax,   kf,4 kf,13 kb,21
in k   kf,5 kf,14 kf,22
out k   kf,6 kb,14 kb,22
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Figure S1. Simplification in the upstream dynamics: (A) Two-steps of G-protein 
activation (Bornheimer et al. (12)) are lumped into a single step. (B) Reduction of PLCβ 
activation and IP3 generation module into a single lumped reaction.
(A) Activation of heterotrimeric G-protein 
(reaction 12) 
(B) PLCβ module and Generation of IP3 
(reaction 18) 
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Figure S2. (A) Parameters 1-25 listed in Table S7. 
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(B) Parameters 26-50 listed in Table S7. 
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(C) Parameters 51-65 listed in Table S7. 
Figure S2. Pseudo-probability distribution of parameter-values during stochastic-search-
based optimization. The results are based on 1009 good parameter-value sets using a 
cutoff fit-error of 0.165. The first panel in each row is labeled with the corresponding 
parameter number as per Table S7 (serial number with respect to the optimized 
parameters). The x-axis is on the normal-scale or log10-scale depending upon whether or 
not MAX/MIN is less than 10. The y-axis is labeled as ‘fraction’ since the sample-size 
used to compute the distribution is not large. The mean value and the best value are also 
shown for each parameter. (A) Probability distribution for the parameters 1-25. (B) 
Probability distribution for the parameters 26-50. (C) Probability distribution for the 
parameters 51-65. These distributions span a wide range of behavior such as unimodal, 
bimodal and skewed. The best value and the mean value of the parameters are also 
shown. The mean value and best value are close to each other for some parameters such 
as parameter no. 2-3, 6-10, etc. whereas they are substantially different for some other 
parameters such as no. 4, 5 and 14. 
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