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Introduction
Aiming at improving the actualities of excessive sensors and parameters and suboptimal clustering effect in the Steam Drum Pulverized Coal Fired Boiler running, this paper applies Multisensory Information Fusion (Data Clustering Fusion) into the combustion process control of the Steam Drum Pulverized Fired Coal Boiler. Based on the novel algorithm APFM (the combination of FCM and APSO) with the Data Level Fusion method, this paper conducts data fusion and clustering on the collected sensor information. Then the feasibility of this algorithm for data clustering in the boiler and its desirable results on the combustion optimization has been demonstrated through the simulation experiment research on the control system by MATLAB. [1] [2] [3] Data clustering is a process in which data object collection is divided into many clusters comprised by similar objects. Clustering methods can be classified into hard clustering and fuzzy clustering. In fuzzy clustering algorithm, the Fuzzy C-means (FCM)-first proposed by Dunn and popularized by Bezdek, is widely applied in many fields, however, its application is restricted due to the fact that FCM is a partial search algorithm sensitive to the initial value and easy to be trapped in partial minimum instead of global optimum. Proposed by Dr. Eberhart and Dr. Kennedy, Particle Swarm Optimization (PSO) is a global optimum method originated from the simulation of bird flock foraging behavior movement, yet, it exhibits critical disadvantages of prematurity and misconvergence. [4, 5] Delightedly, a newly adapted method based on PSO (APSO) could effectively avoid the problems of prematurity, convergence and divergence in the Particle Swarm Optimization, and notably improve the global astringency. This paper puts forward an adaptive particle swarm-based fuzzy clustering algorithm (APFM) and then compares it with FCM through simulation experiment, finally it is confirmed that APFM is a very potential method in clustering.
FCM Algorithm
It is given that the cluster sample set is X=(x 1 ，x 2 ，…，x n ); the sample collection was divided into C clusters and the set of cluster center is V=(v 1 ，v 2 ,…, v c ); n×c dimensional matrix U=(u ij ), u ij [0, 1] is each sample's belonging degree matrix, i =1, 2, …, n; j= 1, 2, …, c. 
With the application of Lagrange method, the constraint condition of combination type (2) derivate combination type (1) and it is derived:
Where m (m>1) is the constant of fuzzy degree. The concrete operating steps of FCM algorithm are as follows:
1) According to the number of clusters, c, it is randomly given that the cluster center is Vo = ( v1， v2,…, vc) and termination error is ε(ε>0). The current iteration times is set as t= 0; 2) According to the formula (3), the membership of every sample can be derived by means of Vt and then the matrix of membership degrees Ut is obtained;
3) The cluster center V t+1 of the next iteration is derived according to the formula (4);
happens, end the iteration. Otherwise, assign t=t+1 and return to Step 2).When FCM algorithm is applied, the cluster center is calculated based on the traditional C-means algorithm, so that the shortcomings of the C-means algorithm cannot be avoided, for instance, the initial cluster is centered in the vicinity of a local optimum, which will cause the algorithm to be converging to the local minimum and to be very sensitive to noise data.
Adaptive Particle Swarm Optimization (APSO)
Particle swarm optimization is a global optimization method originated from the simulation on foraging behavior of birds. Based on the feedback of particle velocity, the comparison between the PSO's average absolute speed and the ideal speed, and the adaptively dynamical adjustment of the inertia weight, adaptive particle swarm optimization has effectively enhanced the PSO's ability to jump out of local optimum and has improved the convergence rate, accuracy and the ability to search the global optimal solution [7] .
Adaptive Particle Swarm-Based Fuzzy Clustering Algorithm in the Application of Steam Drum Pulverized Coal Fired Boiler Yunfei Ma, Peifeng Niu, Yantao Zhao, Xiaofei Ma According to the basic particle swarm optimization, a group of random particles are first initialized, and then the optimal solution is identified through iteration [8] . At each iteration, particles update themselves by tracking the two "optimal positions": one is the individual optimal position currently encountered by the particle itself P i = (P i1 , P i2 , …,P iD ); the other is the global optimal position encountered by the current group of particles, P g = (P g1 , P g2 , …, P gD ) .
After encountering the two "optimal positions", the i-th particle updates its speed and position and it is represented by:
In the formula (5),
v denotes the i-th particle's speed of the j-dimensional at t-th iteration;
t ij
x denotes the i-th particle's position of the j-dimensional at t-th iteration; we set i=1, 2, …，N, and N is the size of particle swarm; we set j=1, 2, …, D, and D is the dimension of the target search space; Constants c1 and c2 represent the impact of the understanding of the social and individual on the particles, and it is generally set c1=c2; r1 and r2 are random numbers in the range (0, 1); parameter w is the inertia weight, and it can dynamically adjust the velocity of a particle over time, facilitating the particles gradually positioning towards a global search; p ij is the j-dimensional component of the individual optimal position of particle i; p gj is the j-dimensional component of the group optimal position of particle i. Adaptive particle swarm optimization searches by the ideal speed of particles' average absolute velocity changing with the cosine law. Thus, early in the search, the elapsed time that the particle velocity remains a larger value is long enough to improve search efficiency. Late in the search, the elapsed time that the particle velocity remains a smaller value is long enough to improve search accuracy. It can not only ensure that the increased particle velocity will not be long resulting in that the particle fly away the search space, but also ensure that the increased particle velocity will not fall rapidly resulting in that the particle stops moving. It also avoids that particles would easily fall into local optimum [9] . The formula of the ideal particle velocity is as follows:
In the formula (7), t v ideal is the ideal particle velocity when the particle iterates t times; star v is the initial velocity of the ideal particle velocity, and x are the upper and lower limits of the decision variable respectively; T end is the iteration times of the ideal particle velocity when it changes with the cosine law, and it is generally set to be 90% of the T max . T max is the maximum value of the iteration time.
The average absolute value of the particle group velocity is described as follows:
Where t ave v is the average absolute of the particle group velocity at t-th iteration. In this algorithm, if the current average absolute velocity of the particle group is larger than the ideal particle velocity, w switches to a smaller value; otherwise, w switches to a larger value. It is given by 
Where 1 ideal  t v is the ideal particle velocity when the particle iterates t times; t w is the inertia weight when the particle iterates t+1 times; max w is the maximum value of the inertia weight; min w is the minimum value of the inertia weight; and w  is the step size of the inertia weight.
APFM: The Clustering Algorithm Based on the Combination of APSO and FCM
In order to overcome the shortcomings that FCM exhibits, this paper presents a fuzzy clustering algorithm based on APSO (APFM). In this novel algorithm (APFM), the cluster sample collection is set as X=(x 1 ，x 2 ，…，x n ), x i is the d-dimensional vector. A sample particle of APSO was used to present a collection of cluster centers, then the cluster centers v i (i=1, 2 … c) is coded as particle. One particle is made up of c cluster centers, that is to say, c cluster centers arranging in order form one particle. The length of the particle is c×d. Any one particle is coded as follows: ) , , , , , , , (
Where v ij is the j-th cluster center in the i-th way of clustering. To evaluate each individual, we define a fitness function as follows:
The better the clustering effect is, the smaller J m is and the higher the particle's fitness f(s i ) is. The individual optimal position of each particle updates by formula (11).
The global optimal position of the particles is selected by the formula as follows:
The flow chart of APSO clustering algorithm depicts as Fig. 1 .The primary steps of APSO clustering algorithm are as follows:
1）The initialization of particle swarm: it is set that the given number of categories is c, the population size is N, and the maximum number of iterations is Tmax, then ① initialize membership matrix U 0 randomly as the initial cluster division; ② calculate the set of initial cluster centers (particle) according to the formula (4) as the initial position and the individual initial optimal position of the particle; ③ compute the fitness of the particles according to the formula (10); ④ initialize the particle Output of the global best particle ( Cluster Centers)
Evaluate m embership degree for each particle matrix using Eqs. (3) Evaluate fitness for each particle using Eqs. (10) Update personal best particles and global best particle for each particle using Eqs . (11) Calculate membership matrix U t with x i according to the formula (3); Calculate the particle's fitness value f(s i ) according to the formula (10); Update the particle's individual optimal position P i according to the formula (11); End for Update the global optimal position of the particle swarm P g according to the formula (12); End for 3) Output the global optimal position of the particle swarm P g , namely the set of the cluster centers. The major steps of the APFM algorithm are as follows: a) Run APSO clustering algorithm; b) Set output value P g output by port a) as the initial value of FCM, and then execute FCM algorithm to solve the global optimum.
Simulation Results
The sample data are employed to carry on the test. There are 200 samples falling into three kinds of loads, and each sample is a 16-dimensional vector with 16 features. FCM algorithm and hybrid clustering algorithm are introduced in the data cluster analysis. In the experiment, the minimum error allowed in the FCM algorithm ε is set to be 10 -3 , m=2. The population size of particle swarm N is set to be 40; the steps of iteration T max is 100; the learning factor c 1 =c 2 =1.49; the inertia weight w max =0.9, w min =0.3, Δw=0.05，and T end =90; the cluster centers of each clustering algorithm are 3 respectively. FCM and APFM algorithm are utilized in the data clustering of the boiler under the condition of 50% load, 70% load and 100% load respectively, and then the cluster centers are computed as is illustrated in the Tab 1 ~Tab 3. Optimize the NO x emission in the aforementioned clustering data by APFM and the figures are described:
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Conclusion
In recent years, data clustering has become a heated issue in Information field, but many researches are limited to raising new clustering methods. Against the background of the combustion optimization of Pulverized Coal Fired Boiler, this paper proposed the APFM-the combination of optimization algorithm APSO and the Information fusion FCM as the implementation tool，fused the data collected from that 330MV drum boiler in a electric power plant, and compared the predicted actual emission of Adaptive Particle Swarm-Based Fuzzy Clustering Algorithm in the Application of Steam Drum Pulverized Coal Fired Boiler Yunfei Ma, Peifeng Niu, Yantao Zhao, Xiaofei Ma NO x with the actual data. Finally the simulation results indicate APFM outperforms the FCM and other methods in three indexes: average error, average error rate and average fitness. Besides, it has been demonstrated that the prediction of actual emission of NO x by APFM algorithm is of more accuracy than that by GA algorithm. As the Automatic Control of the Combustion Process in Boilers has been estimated one of the most difficulties in control engineering field, accordingly, the research on the application of data fusion into the industrial production control will surely be of great applicable value and practical significance.
