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Abstract
I considered if solutions of stochastic differential equations have their density or not when the coefficients
are not Lipschitz continuous. However, when stochastic differential equations whose coefficients are not
Lipschitz continuous, the solutions would not belong to Sobolev space in general. So, I prepared the class Vh
which is larger than Sobolev space, and considered the relation between absolute continuity of random
variables and the class Vh. The relation is associated to a theorem of N. Bouleau and F. Hirsch. Moreover,
I got a sufficient condition for a solution of stochastic differential equation to belong to the class Vh, and
showed that solutions of stochastic differential equations have their densities in a special case by using the
class Vh.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Malliavin calculus is well known as a method of researching the regularity of fundamental
solutions of stochastic differential equations, and we can see that the fundamental solution has the
regularity according to the smoothness of the coefficients of the stochastic differential equation.
(See [3,7,10].)
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S. Kusuoka / Journal of Functional Analysis 258 (2010) 758–784 759Let T > 0, d and r be positive integers, (B(t)) be an r-dimensional Brownian motion, and
σ = (σ ij )i=1,...,d, j=1,...,r ∈ Cb([0, T ] × R → Rd ⊗ Rr),
b = (bi)
i=1,...,d ∈ Cb
([0, T ] × Rd → Rd).
We consider the d-dimensional stochastic differential equation;
{
dX(t) = σ (t,X(t))dB(t)+ b(t,X(t))dt,
X(0) = x0 ∈ Rd .
We assume that this equation has some conditions about ellipticity, for example uniformly ellip-
tic, Hörmander condition, and so on.
Under the condition above, there is a result by S. Kusuoka and D. Stroock [6]. That is, if
σ ∈ C0,n+2b
([0, T ] × Rd → Rd ⊗ Rr), b ∈ C0,n+2b ([0, T ] × Rd → Rd),
then the distribution of the solution P ◦X(t)−1 has its density, and the density belongs to Cnb (Rd).
This theorem is proved by using Sobolev’s inequality associated to H -derivative. It’s one of the
most famous result about Malliavin calculus. Moreover, in their paper, they also had some results
in the case that the coefficients depend on the past. The equation of the case is often called Itô’s
equation.
Only about existence of the density, there is a result of N. Bouleau and F. Hirsch [1]. The
result tells that if there is some conditions about ellipticity and there exists a constant K such
that
∣∣σ(t, x)− σ(t, y)∣∣+ ∣∣b(t, x)− b(t, y)∣∣K|x − y|, for all x, y ∈ Rd and t ∈ [0, T ],
then the distribution of solution P ◦ X(t)−1 has its density. Besides, F. Hirsch showed a similar
theorem about Itô’s equation in [2].
But, roughly speaking, if the coefficients satisfy some conditions about ellipticity, it seems
that the solution has its density, even if the coefficients have no regularity. So I considered if the
solution has its density or not when the coefficients are not Lipschitz continuous.
However, when stochastic differential equations whose coefficients are not necessary Lips-
chitz continuous, the solutions would not belong to Sobolev space in general. Hence, I prepared
the class Vh which is larger than Sobolev space, and considered the relation between abso-
lute continuity of random variables and the class Vh. The relation is associated to a theorem
of N. Bouleau and F. Hirsch. Moreover, I got a sufficient condition for solutions of stochastic dif-
ferential equations to belong to the class Vh, and showed that solutions of stochastic differential
equations have their densities in a special case by using the class Vh.
We will see the analysis of the class Vh in Section 2, and the relation between the solution of
stochastic differential equation and the class Vh in Section 3.
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For the first, we define a class of random variables. When we consider stochastic differential
equations whose coefficients are not necessary Lipschitz continuous, the solutions would not
belong to Sobolev space in general. So we need a larger class than Sobolev space.
Let (Ω,F ,P ) be a probability space which is an orthogonal product measure space of an
abstract Wiener space (B,H,μ) and another probability space (Ω ′,F ′, ν). Of course, this argu-
ment includes the case that Ω ′ is trivial, for example, Ω ′ = {0}. Through the paper we identify
ω ∈ Ω as (x,ω′) ∈ B ×Ω ′.
Let F be a random variable on (Ω,F ,P ). If the limit
lim
ε→0
1
ε
(
F(x + εh,ω′)− F(x,ω′))
exists for h ∈ H , then we denote the limit by DhF(x,ω′). Dh is regarded as the derivative for
the direction h.
We prepare some notations. We fix h ∈ H and let {hk} be a complete orthonormal system of
H ∗ such that h = h1. Since B∗ ⊂ H ∗ is a continuous embedding,
B 	 x 
→ (〈x,h1〉, 〈x,h2〉, . . .) ∈ R∞
is injection. Here we denote 〈x,h〉 in the sense of Wiener integral of 1-order. Hence let
y = 〈x,h1〉 ∈ R,
x˜ = (〈x,h2〉, 〈x,h3〉, . . .) ∈ R∞,
then we can identify x as (y, x˜). Next, we describe the measures of y and x˜. By the orthog-
onality of {hk} in H ∗, if k = j , 〈x˜, hk〉 and 〈x˜, hj 〉 are independent under μ. Since {〈x,hk〉}
is a Gaussian system under μ, {〈x,hk〉} are independent. In particular, y = 〈x,h1〉 and x˜ =
(〈x,h2〉, 〈x,h3〉, . . .) are independent under μ. So, we regard the measure space (B,μ) as an
orthogonal measure space for y and x˜. Moreover, we can decompose as following.
B ∼= R × B˜,
μ ∼= 1√
2π
e−
y2
2 dy ⊗ μ˜.
Here, we used the fact that y = 〈x,h1〉 has a normal distribution with mean 0 and variance 1
under μ. We denote partial derivative with respect to y by ∂y . We use these notations through
this section.
Definition 2.1. We define Vh(B ×Ω ′) by the total set of random variables F on (Ω,F ,P ) such
that there exists a random variable F̂ on (Ω,F ,P ) satisfying that F = F̂ a.s. and F̂ (x + th,ω′)
is a function of bounded variation on any finite interval with respect to t for all x and ω′. If Ω ′ is
trivial, for example, Ω ′ = {0}, then we denote by Vh(B) simply.
Now we give a criterion that a random variable belongs to the class Vh.
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space of an abstract Wiener space (B,H,μ) and another probability space (Ω ′,F ′, ν). Let
p > 1, h ∈ H , and F ∈ Lp(Ω,F ,P ). We assume that there exists a sequence {Fn: n ∈ N}
in Lp(Ω,F ,P ) so that Fn converges to F almost surely, {Fn} are uniformly bounded in
Lp(Ω,F ,P ), Fn(x + th,ω′) is absolutely continuous in t with respect to the one-dimensional
Lebesgue measure for all x and n, {DhFn} are uniformly bounded in L1(Ω,F ,P ). Then
F ∈ Vh(B ×Ω ′).
Proof. To simplify the notations, we assume that |h|H = 1. Since {Fn} are uniformly bounded
in Lp(Ω,F ,P ), {Fn} are uniformly integrable. Thus, since Fn converges to F almost surely,
Fn also converges to F in L1∗(Ω,F ,P ). We give a positive number M , and define a function
φ ∈ C∞(R) such that
0 φ  1, 0 φ′  1, φ(y) =
{1, if |y|M,
0, if |y|M + 1.
Then, for t, s ∈ [−M,M] we have∫
Ω ′
∫
B˜
∫
R
∣∣F(y + t, x˜,ω′)φ(y + t)− F(y + s, x˜,ω′)φ(y + s)∣∣
× 1√
2π
exp
(
−y
2
2
)
dy μ˜(dx˜) ν(dω′)
= lim
n→∞
∫
Ω ′
∫
B˜
∫
R
∣∣Fn(y + t, x˜,ω′)φ(y + t)− Fn(y + s, x˜,ω′)φ(y + s)∣∣
× 1√
2π
exp
(
−y
2
2
)
dy μ˜(dx˜) ν(dω′)
 lim inf
n→∞
1√
2π
∫
Ω ′
∫
B˜
∫
R
∣∣Fn(y + t, x˜,ω′)φ(y + t)
− Fn(y + s, x˜,ω′)φ(y + s)
∣∣dy μ˜(dx˜) ν(dω′)
= lim inf
n→∞
1√
2π
∫
Ω ′
∫
B˜
∫
R
∣∣∣∣∣
t∫
s
∂y
[
Fn(y + v, x˜,ω′)φ(y + v)
]
dv
∣∣∣∣∣dy μ˜(dx˜) ν(dω′)
 lim inf
n→∞
1√
2π
t∫
s
∫
Ω ′
∫
B˜
∫
R
∣∣(∂yFn(y + v, x˜,ω′))φ(y + v)
+ Fn(y + v, x˜,ω′)φ′(y + v)
∣∣dy μ˜(dx˜) ν(dω′) dv
= lim inf
n→∞
1√
2π
t∫
s
∫
′
∫ ∫ ∣∣(∂yFn(y, x˜,ω′))φ(y)+ Fn(y, x˜,ω′)φ′(y)∣∣
Ω B˜ R
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 1√
2π
|t − s| sup
n
∫
Ω ′
∫
B˜
(M+2)∫
−(M+2)
[∣∣(∂yFn(y, x˜,ω′))φ(y)∣∣
+ ∣∣Fn(y, x˜,ω′)φ′(y)∣∣]dy μ˜(dx˜) ν(dω′)
 |t − s|e (M+2)
2
2 sup
n
∫
Ω ′
∫
B˜
(M+2)∫
−(M+2)
[∣∣(∂yFn(y, x˜,ω′))∣∣+ ∣∣Fn(y, x˜,ω′)∣∣]
× 1√
2π
exp
(
−y
2
2
)
dy μ˜(dx˜) ν(dω′)
 e
(M+2)2
2 |t − s| sup
n
(‖Fn‖L1(Ω) + ‖DhFn‖L1(Ω)).
Therefore, for s, t ∈ [−M,M],∫
Ω ′
∫
B˜
∫
R
∣∣F(y + t, x˜,ω′)φ(y + t)− F(y + s, x˜,ω′)φ(y + s)∣∣
× 1√
2π
exp
(
−y
2
2
)
dy μ˜(dx˜) ν(dω′)
 CM |t − s|, (2.1)
where CM is a constant depending only on M and supn(‖Fn‖L1(Ω) + ‖DhFn‖L1(Ω)). We define
a functions {Fmφ } on B ×Ω by
Fmφ (y, x˜,ω
′) := 2m
1
2m∫
0
F(y + v, x˜,ω′)φ(y + v)dv, m = 1,2, . . . .
Then,∫
R
∣∣∂yFmφ (y, x˜,ω′)∣∣dy
 2m
∫
R
∣∣∣∣∣∂y
1
2m∫
0
F(y + u, x˜,ω′)φ(y + u)du
∣∣∣∣∣dy
= 2m
∫ ∣∣∣∣∣∂y
y+ 12m∫
F(u, x˜,ω′)φ(u)du
∣∣∣∣∣dy
R y
S. Kusuoka / Journal of Functional Analysis 258 (2010) 758–784 763= 2m
∫
R
∣∣∣∣F(y + 12m , x˜,ω′
)
φ
(
y + 1
2m
)
− F(y, x˜,ω′)φ(y)
∣∣∣∣dy
 2m
∫
R
{∣∣∣∣F(y + 12m , x˜,ω′
)
φ
(
y + 1
2m
)
− F
(
y + 1
2m+1
, x˜,ω′
)
φ
(
y + 1
2m+1
)∣∣∣∣
+
∣∣∣∣F(y + 12m+1 , x˜,ω′
)
φ
(
y + 1
2m+1
)
− F(y, x˜,ω′)φ(y)
∣∣∣∣}dy
= 2m+1
∫
R
∣∣∣∣F(y + 12m+1 , x˜,ω′
)
φ
(
y + 1
2m+1
)
− F(y, x˜,ω′)φ(y)
∣∣∣∣dy
= 2m+1
∫
R
∣∣∣∣∣∂y
1
2m+1∫
0
F(y + u, x˜,ω′)φ(y + u)du
∣∣∣∣∣dy
=
∫
R
∣∣∂yFm+1φ (y, x˜,ω′)∣∣dy.
Hence, {∫R |∂yFmφ (y, x˜,ω′)|dy} are increasing in m. Thus, by (2.1), we have∫
Ω ′
∫
B˜
(
sup
m
∫
R
∣∣∂yFmφ (y, x˜,ω′)∣∣dy) μ˜(dx˜) ν(dω′)
= sup
m
∫
Ω ′
∫
B˜
( ∫
R
∣∣∂yFmφ (y, x˜,ω′)∣∣dy) μ˜(dx˜) ν(dω′)
= sup
m
∫
Ω ′
∫
B˜
( ∫
R
2m
∣∣∣∣F(y + 12m , x˜,ω′
)
φ
(
y + 1
2m
)
− F(y, x˜,ω′)φ(y)
∣∣∣∣dy)
× μ˜(dx˜) ν(dω′)

√
2π exp
(
(M + 1)2
2
)
sup
m
{
2m
∫
Ω ′
∫
B˜
∫
R
∣∣∣∣F(y + 12m , x˜,ω′
)
φ
(
y + 1
2m
)
− F(y, x˜,ω′)φ(y)
∣∣∣∣ 1√2π exp
(
−y
2
2
)
dy μ˜(dx˜) ν(dω′)
}

√
2π exp
(
(M + 1)2
2
)
CM.
Therefore, for (μ˜× ν)-almost all (x˜,ω′),
sup
m
∫ ∣∣∂yFmφ (y, x˜,ω′)∣∣dy < ∞.
R
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that
lim
m→∞F
m
φ (y, x˜,ω
′) = F(y, x˜,ω′)φ(y),
F (·, x˜,ω′) = F(·, x˜,ω′), dy-a.e.
Hence, by Corollary 5.3.4 of [13], we have F(·, x˜,ω′)φ is a function of bounded variation on R
for (μ˜× ν)-almost all (x˜,ω′). So, for (μ˜× ν)-almost all (x˜,ω), and for all M > 0, F(·, x˜,ω′) is
a function of bounded variation on [−M,M]. Therefore, we conclude that F ∈ Vh(B ×Ω ′). 
Example 2.3. Let (Ω,F ,P ) be a probability space, L be a Lévy process on (Ω,F ,P ), FL
be a σ -field generated by L, and F be an FL-measurable random variable on the probability
space. Then, by Lévy–Itô decomposition and Section 2 of Chapter A3 in [11], we can regard
F as a random variable on a product space generated by a space (W,B(W),μ) of the part of
Brownian motion and a space (Ω ′,F , ν) of the Poisson part. We denote the Cameron–Martin
space associated to (W,B(W),μ) by H . Now let h ∈ H and p > 1, and we assume that there
exists a sequence of random variables {Fn: n ∈ N} in Lp(W × Ω ′,μ ⊗ ν) so that {Fn} con-
verges to F almost surely, and {DhFn} are uniformly bounded in L1(W × Ω ′,μ ⊗ ν). Then
F ∈ Vh(W ×Ω ′).
Now we consider the merit of Vh. Next theorem tells the relation between the class Vh and
absolute continuity. It is associated to that of N. Bouleau and F. Hirsch.
Theorem 2.4. Let (Ω,F ,P ) be a probability space which is an orthogonal product measure
space of an abstract Wiener space (B,H,μ) and another probability space (Ω ′,F ′, ν). Let F
be a random variable such that F ∈ Vh(B × Ω ′). If F̂ is the modification of F appeared in the
definition of Vh(B ×Ω ′), then the measure(|DhF̂ |P ) ◦ F̂−1
is absolutely continuous with respect to the one-dimensional Lebesgue measure.
Proof. Since F̂ (·, x˜,ω′) is a function of bounded variation on any finite interval, we can define
a function F(y, x˜,ω′) by
F(y, x˜,ω′) := lim
ε↓0 F̂ (y + ε, x˜,ω
′).
The function F(·, x˜,ω′) is a right-continuous version of F̂ (·, x˜,ω′). Hence, we have
F = F, P -a.e.
Fix a constant M > 0. To slide the domain, we define a function FM(y, z) on [0,2M] × B˜ ×Ω ′
by
FM(y, x˜,ω
′) := F(y −M, x˜,ω′), y ∈ [0,2M], x˜ ∈ B˜, ω′ ∈ Ω ′.
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∫
Ω ′
∫
B˜
M∫
−M
f
(
F̂ (y, x˜,ω′)
)∣∣∂yF̂ (y, x˜,ω′)∣∣dy μ˜(dx˜) ν(dω′)
=
∫
Ω ′
∫
B˜
2M∫
0
f
(
FM(y, x˜,ω
′)
)∣∣∂yFM(y, x˜,ω′)∣∣dy μ˜(dx˜) ν(dω′). (2.2)
Now we fill up the discontinuous points of FM(y, x˜,ω′) linearly with respect to y, and make
a continuous function. For the first, we fix x˜ and ω′, and let C ⊂ [0,2M] be the set of contin-
uous points of FM(y, x˜,ω′) with respect to y, and {ξk} ⊂ [0,2M] be discontinuous points of
FM(y, x˜,ω
′) with respect to y. We define jx˜,ω′(y) such that
jx˜,ω′(y) : [0,2M] → R,
jx˜,ω′(y) := FM(y, x˜,ω′)− FM(y−, x˜,ω′),
where
FM(y−, x˜,ω′) := lim
ε↓0 FM(y − ε, x˜,ω
′).
We define Jx˜,ω′(y) by
Jx˜,ω′(y) : [0,2M] → R,
Jx˜,ω′(y) :=
∑
0<ξky
∣∣jx˜,ω′(ξk)∣∣.
And we define τ by
τ : [0,2M + Jx˜,ω′(2M)]→ [0,2M],
τ (y˜) :=
{ inf{u ∈ [0,2M]; u+ Jx˜,ω′(u) > y˜}, if y˜ ∈ [0,2M + Jx˜,ω′(2M)),
2M, if y˜ = 2M + Jx˜,ω′(2M).
Since τ is an inverse function of the increasing function · + Jx˜,ω′(·), it is continuous and increas-
ing. The next, we define F˜M(y, x˜,ω′) such that
F˜M(y˜, x˜,ω
′) : [0,2M + Jx˜,ω′(2M)]× B˜ → R,
F˜M(y˜, x˜,ω
′) := FM
(
τ(y˜), x˜,ω′
)+ sgn(jx˜,ω′(τ(y˜))){y˜ − (Jx˜,ω′(τ(y˜))+ τ(y˜))},
where
sgn(u) :=
⎧⎨⎩
1, if u > 0,
0, if u = 0,
−1, if u < 0.
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F˜M(y˜, x˜,ω
′) = FM
(
τ(y˜), x˜,ω′
)
.
Therefore, by the fact that the total set of discontinuous points of a function of bounded variation
is a null set with the Lebesgue measure, for every nonnegative continuous function f
2M∫
0
f
(
FM(y, x˜,ω
′)
)∣∣∂yFM(y, x˜,ω′)∣∣dy
=
2M∫
0
f
(
FM(y, x˜,ω
′)
)∣∣∂yFM(y, x˜,ω′)∣∣1C(y)dy
=
2M+Jx˜,ω′ (2M)∫
0
f
(
FM
(
τ(y˜), x˜,ω′
))∣∣(∂yFM)(τ(y˜), x˜,ω′)∣∣1C(τ(y˜))dτ(y˜)
=
2M+Jx˜,ω′ (2M)∫
0
f
(
F˜M(y˜, x˜,ω
′)
)
1C
(
τ(y˜)
)∣∣(∂yFM)(τ(y˜), x˜,ω′)∣∣dτ(y˜)

2M+Jx˜,ω′ (2M)∫
0
f
(
F˜M(y˜, x˜,ω
′)
)
1C
(
τ(y˜)
)∣∣dy˜FM(τ(y˜), x˜,ω′)∣∣

2M+Jx˜,ω′ (2M)∫
0
f
(
F˜M(y˜, x˜,ω
′)
)∣∣dy˜F˜M(y˜, x˜,ω′)∣∣. (2.3)
By Theorem 6.4 of Chapter IX in [9], we have the next lemma.
Lemma 2.5. Let ψ be a function of bounded variation on [a, b], and Nψ[a,b](c) be the number of
crossing points on [a, b] between the graph ψ and the graph c for c ∈ R. Then,
b∫
a
f
(
ψ(x)
)∣∣dψ(x)∣∣= ∞∫
−∞
f (y)N
ψ
[a,b](y) dy, f ∈ C(R).
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2M+Jx˜,ω′ (2M)∫
0
f
(
F˜M(y˜, x˜,ω
′)
)∣∣dy˜F˜M(y˜, x˜,ω′)∣∣= ∞∫
−∞
f (u)N
F˜M(·,x˜,ω′)
[0,2M+Jx˜,ω′ (2M)](u) du.
Hence, by (2.3)
2M∫
0
f
(
FM(y, x˜,ω
′)
)∣∣∂yFM(y, x˜,ω′)∣∣dy  ∞∫
−∞
f (u)N
F˜M(·,x˜,ω′)
[0,2M+Jx˜,ω′ (2M)](u) du.
This equation holds for (μ˜× ν)-almost every (x˜,ω′). Therefore, by (2.2), we have
∫
Ω ′
∫
B˜
M∫
−M
f
(
F̂ (y, x˜,ω′)
)∣∣∂yF̂ (y, x˜,ω′)∣∣dy μ˜(dx˜) ν(dω′)

∫
Ω ′
∫
B˜
∞∫
−∞
f (u)N
F˜M(·,x˜,ω′)
[0,2M+Jx˜,ω′ (2M)](u) du μ˜(dx˜) ν(dω
′). (2.4)
This equation holds for every nonnegative continuous function f . Hence (2.4) also holds for
every nonnegative Lebesgue measurable function f . So, let A be any null set on R with the
Lebesgue measure, and replace f by 1A, then we have
∫
Ω ′
∫
B˜
M∫
−M
1A
(
F̂ (y, x˜,ω′)
)∣∣∂yF̂ (y, x˜,ω′)∣∣dy μ˜(dx˜) ν(dω′) = 0.
Since this equation holds for all M > 0,
∫
Ω ′
∫
B˜
∫
R
1A
(
F̂ (y, x˜,ω′)
)∣∣∂yF̂ (y, x˜,ω′)∣∣dy μ˜(dx˜) ν(dω′) = 0.
This means
E
[
1A(F̂ )|DhF̂ |
]= 0.
This completes the proof. 
768 S. Kusuoka / Journal of Functional Analysis 258 (2010) 758–7843. Applications to stochastic differential equations
Now we consider if solutions of stochastic differential equations whose coefficients are not
Lipschitz continuous have their densities or not. For the first, we will show a lemma which makes
the most important role in this paper.
Lemma 3.1. Let r be a positive integer, (Ω,F ,P ) be a probability space, (B(t)) be an r-
dimensional Brownian motion on (Ω,F ,P ), (Ft ) be a reference family, σ = (σj )j=1,2,...,r be
an Rr -valued measurable function on [0, T ]×Ω , and b be a measurable function on [0, T ]×Ω .
We assume that a 1-dimensional (Ft )-adapted continuous process X = (X(t)) on (Ω,F ,P )
satisfies the equation
X(t) = x0 +
r∑
j=1
t∫
0
σj (s,ω)X(s) dB
j (s)+
t∫
0
b(s,ω)ds,
where x0 is a constant. Moreover, we assume that
max
j
sup
t,ω
∣∣σj (t,ω)∣∣< ∞,
and there exist constants M , K and a finite measure η on [0, T ] satisfying that
∣∣b(t,ω)∣∣M +K( t∫
0
∣∣X(s)∣∣dη(s)+ ∣∣X(t)∣∣), for all (t,ω) ∈ [0, T ] ×Ω.
Then, there exists a constant C which depends on only T , x0, M , K , and η([0, T ]) such that
E
[∣∣X(t)∣∣] C, t ∈ [0, T ].
Proof. We choose 1 > a1 > a2 > · · · > 0 such that
1∫
a1
1
u
du = 1,
a1∫
a2
1
u
du = 2, . . . ,
am−1∫
am
1
u
du = m, . . . .
Then am → 0 as m → ∞. For {am}, we can define continuous functions ψm on [0,∞) such that
suppψm ⊂ (am, am−1), 0ψm(u) 2
mu
,
am−1∫
am
ψm(u)du = 1.
Moreover, we define functions ϕm on R by
ϕm(y) =
|y|∫
du
z∫
ψm(z)dz.0 0
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ϕm ∈ C2(R),
∣∣ϕ′m(y)∣∣ 1, ϕm(y) ↗ ∣∣y∣∣ (m → ∞).
By Itô’s formula,
E
[
ϕm
(
X(t)
)]= ϕm(x0)+ 12
r∑
j=1
t∫
0
E
[
ϕ′′m
(
X(s)
)(
σj (s,ω)
)2(
X(s)
)2]
ds
+
t∫
0
E
[
ϕ′m
(
X(s)
)
b(s,ω)
]
ds. (3.1)
Then, from the definition of ϕm, we have∣∣∣∣∣12
r∑
j=1
t∫
0
E
[
ϕ′′m
(
X(s)
)(
σj (s,ω)
)2(
X(s)
)2]
ds
∣∣∣∣∣
 1
2
r∑
j=1
t∫
0
E
[∣∣ϕ′′m(X(s))∣∣(σj (s,ω))2∣∣X(s)∣∣2]ds
 1
m
r∑
j=1
t∫
0
E
[(
σj (s,ω)
)2∣∣X(s)∣∣]ds
→ 0 (m → ∞).
And by the condition of b, we have
∣∣∣∣∣
t∫
0
E
[
ϕ′m
(
X(s)
)
b(s,ω)
]
ds
∣∣∣∣∣
t∫
0
E
[∣∣b(s,ω)∣∣]ds
Mt +K
t∫
0
( s∫
0
E
[∣∣X(u)∣∣]dη(u)+E[∣∣X(s)∣∣])ds
Mt +K(η([0, T ])+ 1) t∫
0
sup
0us
E
[∣∣X(u)∣∣]ds.
Therefore, let m → ∞ in (3.1), we have
sup
0st
E
[∣∣X(s)∣∣] |x0| +Mt +K(η([0, T ])+ 1) t∫ sup
0us
E
[∣∣X(u)∣∣]ds.0
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sup
0st
E
[∣∣X(s)∣∣]K(|x0| +Mt)eK(η([0,T ])+1)t .
Hence, there exists a constant C depending on T , x0, M , K , and η([0, T ]) such that
E
[∣∣X(t)∣∣] C. 
Now we give some notations. We denote Sobolev space with respect to H -derivative
with index k and p by Wk,p , and the total set of smooth functions on C([0, T ] → Rd) by
C∞(C([0, T ] → Rd)), where the smoothness is meant in the sense of Gâteau derivative. The
precise definition of C∞(C([0, T ] → Rd)) can be seen in [6]. We define C∞b (C([0, T ] → Rd))
by the total set of the elements of C∞(C([0, T ] → Rd)) whose derivatives are bounded. We
denote partial derivative with respect to spacial component by ∂x . For real numbers a and b, we
define a ∨ b and a ∧ b by max{a, b} and min{a, b} respectably. Let r be a positive integer and T
be a positive number. For fixed r and T , we set
W := {w ∈ C([0, T ] → Rr); w(0) = 0},
H :=
{
h ∈ W ; h is absolute continuous and
T∫
0
h˙j (t)2 dt < ∞, j = 1,2, . . . , r
}
,
and let μ be a Wiener measure on W . We call the triplet (W,H,μ) Wiener space. Clearly a
Wiener space is an abstract Wiener space.
The next lemma is a version of Lemma 3.1 about H -derivative of a stochastic differential
equation.
Lemma 3.2. We fix T > 0. Let d and r be positive integers, (W,H,P ) be an r-dimensional
Wiener space, (B(t)) be an r-dimensional Brownian motion associated to (W,H,P ), B(W) be
a Borel σ -field of W , (Ft ) be a reference family,
σ = (σ ij )i=1,...,d, j=1,...,r ∈ Cb([0, T ] × R → Rd ⊗ Rr),
σ ij (t, ·) ∈ C∞(R), t ∈ [0, T ],
b = (bi)
i=1,...,d ∈ Cb
([0, T ] ×C([0, T ] → Rd)→ Rd),
bi(t, ·) ∈ C∞(C([0, T ] → Rd)), t ∈ [0, T ].
We assume that a d-dimensional (Ft )-adapted continuous process X = (X(t)) on (W,B(W),P )
satisfies the stochastic differential equation⎧⎪⎪⎨⎪⎪⎩
dXi(t) =
r∑
j=1
σ ij
(
t,Xi(t)
)
dBj (t)+ bi(t,X)dt for all i = 1,2, . . . , d,
dX(0) = x0 ∈ R .
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that
max
i,j
∣∣σ ij (t, x)∣∣M, for all (t, x) ∈ [0, T ] × R,
max
i
∣∣bi(t,w)− bi(t,w′)∣∣K( t∫
0
∣∣w(s)−w′(s)∣∣dη(s)+ ∣∣w(t)−w′(t)∣∣),
for all t ∈ [0, T ], w,w′ ∈ C([0, T ] → Rd).
Then, for all t in [0, T ], k = 1,2, . . . , and p  1, X(t) belongs to Wk,p , and there exists a
constant C which depends on only M , K , and η([0, T ]) such that
E
[∣∣DhXi(t)∣∣] C|h|H , h ∈ H and i = 1,2, . . . , d.
Proof. By the condition of the coefficients and [6], X can be expressed as a functional on
(W,H,μ) which is the Wiener space generated by the Brownian motion (B(t)), and we have
X(t) ∈ Wk,p for any positive integer k and p  1. So, it’s sufficient to prove the existence of
a constant C. We fix h ∈ H . Consider the H -differential of the stochastic differential equation
for X, then we have
DhX
i(t) =
r∑
j=1
t∫
0
∂xσ
i
j
(
s,Xi(s)
)
DhX
i(s) dBj (s)+
r∑
j=1
t∫
0
h˙j (s)σ ij
(
s,X(s)
)
ds
+
t∫
0
Dhb
i(s,X)ds, i = 1,2, . . . , d.
By the condition of b, it follows that for almost all w∣∣Dhbi(t,X(·,w))∣∣
= lim
ε→0
1
ε
∣∣bi(t,X(·,w + εh))− bi(t,X(w))∣∣
 lim
ε→0
K
ε
( t∫
0
∣∣X(s,w + εh)−X(s,w)∣∣dη(s)+ ∣∣X(t,w + εh)−X(t,w)∣∣)
= K
( t∫
0
∣∣DhX(s,w)∣∣dη(s)+ ∣∣DhX(t,w)∣∣).
Hence, we can show by similar discussion as the proof of Lemma 3.1. 
Now we will show a sufficient condition for solutions of stochastic differential equations to
belong to the class Vh. The advantage is that we assume only bounded on the diffusion coeffi-
cient σ .
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σ = (σ ij )i=1,...,d, j=1,...,r ∈ Cb([0, T ] × R → Rd ⊗ Rr),
b = (bi)
i=1,...,d ∈ Cb
([0, T ] ×C([0, T ] → Rd)→ Rd),
and we assume that there exist constants M , K and a Radon measure η on [0, T ] satisfying that
max
i,j
∣∣σ ij (t, x)∣∣M, for all (t, x) ∈ [0, T ] × R,
max
i
∣∣bi(t,w)− bi(t,w′)∣∣K( t∫
0
∣∣w(s)−w′(s)∣∣dη(s)+ ∣∣w(t)−w′(t)∣∣),
for all t ∈ [0, T ], w,w′ ∈ C([0, T ] → Rd).
We consider a d-dimensional stochastic differential equation;⎧⎪⎪⎨⎪⎪⎩
dXi(t) =
r∑
j=1
σ ij
(
t,Xi(t)
)
dBj (t)+ bi(t,X)dt, i = 1,2, . . . , d,
X(0) = x0 ∈ Rd,
and we assume that the stochastic differential equation has pathwise uniqueness.
Then, the solution (X(t)) can be defined on a Wiener space (W,H,μ), and Xi(t) is in Vh(W)
for all t in [0, T ], i = 1,2, . . . , d , and h ∈ H .
Moreover, if we denote the version of Xi(t) appeared in Definition 2.1 bŷXi(t), then
(∣∣DĥXi(t)∣∣μ) ◦Xi(t)−1
is absolutely continuous to one-dimensional Lebesgue measure.
Proof. Pathwise uniqueness of the equation implies that the solution X can be expressed as
a functional on the Wiener space (W,H,μ) generated by the Brownian motion (B(t)). By
Lemma 5.2 of [2], there exist the sequences {σn} and {bn}
{σn} ⊂ Cb
([0, T ] × R → Rd ⊗ Rr), {bn} ⊂ Cb([0, T ] ×C([0, T ] → R)→ Rd),
which satisfy that
{
σn(t, ·)
}⊂ C∞b (R), limn→∞∥∥σn(t, ·)− σ(t, ·)∥∥Cb(R→Rd×Rr ) = 0,
max
i,j
∣∣σ ij (t, x)∣∣M, for all (t, x) ∈ [0, T ] × R,{
bn(t ·, ·)
}⊂ C∞b (C([0, T ] → Rd)),
lim
n→∞
∣∣bn(t,w)− b(t,w)∣∣= 0, for all t ∈ [0, T ], w ∈ C([0, T ] → Rd),
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0
∣∣w(s)−w′(s)∣∣dη(s)+ ∣∣w(t)−w′(t)∣∣),
for all t ∈ [0, T ], w,w′ ∈ C([0, T ] → Rd).
Let {Xn} be the strong solutions of the stochastic differential equations for the Brownian motion
(B(t)) and coefficients σn and bn respectably. By [4], we have for all t ∈ [0, T ]
Xn(t) → X(t) a.s.
On the other hand, by a standard method of stochastic differential equations, we have for all
t ∈ [0, T ]
sup
n
E
[∣∣Xn(t)∣∣2]< ∞.
Therefore, we can use Theorem 2.2, and we have Xi(t) ∈ Vh(W) for all t ∈ [0, T ] and i =
1,2, . . . , d . The final assertion follows by using Theorem 2.4. 
In the arguments above, we have no assumptions about ellipticity. In the case that the coeffi-
cients are Lipschitz continuous, it is known that some conditions about ellipticity of the stochastic
differential equation tells the positivity of |det(DXi(t),DXj (t))H |. But when the coefficients are
not necessary Lipschitz continuous, we cannot use these relations. However, in a special case we
can show the positivity of |DhXi(t)| for a special h as follows.
Theorem 3.4. Let r be positive integer, and (B(t)) be an r-dimensional Brownian motion. We
consider one-dimensional stochastic differential equation;⎧⎪⎨⎪⎩dX(t) =
r∑
j=1
σj
(
t,X(t)
)
dBj (t)+ b(t,X(t))dt,
X(0) = x0 ∈ R,
and we assume that the stochastic differential equation has pathwise uniqueness. On the coeffi-
cients we assume
σ = (σj )j=1,...,r ∈ Cb
([0, T ] × R → Rr),
b ∈ Cb
([0, T ] × R → R),
there exist constants M and K satisfying that
max
j
∣∣σj (t, x)∣∣M, for all (t, x) ∈ [0, T ] × R,∣∣b(t, x)− b(t, y)∣∣K|x − y|, for all x, y ∈ R and t ∈ [0, T ].
There is a closed subset S of [0, T ] × R satisfying that σj is in C0,2(([0, T ] × R) \ S) for all
j = 1,2, . . . , r , and ∑r σj is positive on ([0, T ] × R) \ S. We set St := {x; (t, x) ∈ S}.j=1
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μ ◦X(t)−1∣∣R\St
is absolutely continuous to one-dimensional Lebesgue measure restricted on R \ St for all t
in [0, T ].
Proof. Since it is enough to prove the case that t = T , we set t = T . By Theorem 3.3, we have
that the solution (X(t)) can be defined on a Wiener space (W,H,μ) and X(T ) ∈ Vh(W). To
simplify notations, we also denote X(T ) by the version appeared in the definition of Vh(W). Now
we can choose σ (n) = (σ (n)j )j=1,2,...,r ∈ Cb([0, T ] × R → Rr ) and b(n) ∈ Cb([0, T ] × R → R)
for n = 1,2, . . . so that
σ
(n)
j (t, ·) ∈ C∞b
(
R → Rr), j = 1,2, . . . , r, and t ∈ [0, T ],
lim
n→∞ supt∈[0,T ],x∈R
∣∣σ (n)j (t, x)− σj (t, x)∣∣= 0, j = 1,2, . . . , r,
b(n)(t, ·) ∈ C∞b (R → R),
lim
n→∞ supt∈[0,T ],x∈R
∣∣b(n)(t, x)− b(t, x)∣∣= 0,
∣∣b(n)(t, x)− b(n)(t, y)∣∣K|x − y|, for all x, y ∈ R and t ∈ [0, T ],
and for all I which is a closed interval included by R \ S
lim
n→∞ supt∈[0,T ],x∈I
∣∣∂xσ (n)j (t, x)− ∂xσj (t, x)∣∣= 0, for all j = 1,2, . . . , r,
lim
n→∞ supt∈[0,T ],x∈I
∣∣∂2xσ (n)j (t, x)− ∂2xσj (t, x)∣∣= 0, for all j = 1,2, . . . , r,
lim
n→∞ supt∈[0,T ],x∈I
∣∣∂xb(n)(t, x)− ∂xb(t, x)∣∣= 0.
Consider the stochastic differential equations:⎧⎪⎨⎪⎩dXn(t) =
r∑
j=1
σ
(n)
j
(
t,Xn(t)
)
dBj (t)+ b(n)(t,Xn(t))dt,
Xn(0) = x0,
and let Xn be the solution of each equation. Then, by [4] we have
lim
n→∞E
[
sup
t∈[0,T ]
∣∣Xn(t)−X(t)∣∣2]= 0.
Hence, we can choose a subsequence of {Xn} which converges to X in the topology of C([0, T ])
almost surely. For simplicity, we also denote the subsequence by {Xn} again. So we have
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n→∞ supt∈[0,T ]
∣∣Xn(t)−X(t)∣∣= 0, a.s. (3.2)
Now we consider the H -derivative of Xn(T ), then we have
DhXn(T ) =
r∑
j=1
T∫
0
∂xσ
(n)
j
(
s,Xn(s)
)
DhXn(t) dB
j (s)+
r∑
j=1
T∫
0
h˙j (s)σ
(n)
j
(
s,Xn(s)
)
ds
+
T∫
0
∂xb
(n)
(
s,Xn(s)
)
DhXn(s) ds.
If we take Xn as given, then we can regard the equation as a liner stochastic differential equation
of DXn(·)[h]. Thus, by Problem 6.15 of Chapter 5 in [5] we have
DhXn(T ) =
T∫
0
(
r∑
j=1
h˙j (s)σj
(
s,Xn(s)
))
exp
(
r∑
j=1
T∫
s
∂xσ
(n)
j
(
u,Xn(u)
)
dBj (u)
− 1
2
T∫
s
r∑
j=1
[
∂xσ
(n)
j
(
u,Xn(u)
)]2
du+
T∫
s
∂xb
(n)
(
u,Xn(u)
)
du
)
ds.
Through this proof, we set
hj (t) := t, for all t ∈ [0, T ] and j = 1,2, . . . , r.
Then h ∈ H ,
DhXn(T ) =
T∫
0
(
r∑
j=1
σj
(
s,Xn(s)
))
exp
(
r∑
j=1
T∫
s
∂xσ
(n)
j
(
u,Xn(u)
)
dBj (u)
− 1
2
T∫
s
r∑
j=1
[
∂xσ
(n)
j
(
u,Xn(u)
)]2
du+
T∫
s
∂xb
(n)
(
u,Xn(u)
)
du
)
ds, (3.3)
and
DhXn(T ) 0, n = 1,2, . . . .
To get some information about the exponential part, we consider the time-reversal process of
(Xn,B) by using the theory written in Section 4 of Chapter VII in [8]. Let Zn be an (r + 2)-
dimensional Markov process defined by
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⎛⎜⎜⎜⎜⎝
Xn(t)
t
B1(t)
...
Bj (t)
⎞⎟⎟⎟⎟⎠ , if 0 < t < T, and Zn(t) := , if t  T .
We denote the starting point of Zn by x˜0. Clearly x˜0 = Zn(0) = (x0,0, . . . ,0). Let  be the point
of one point compactification of Rr+2, Wr+2 be C([0,∞) → Rr+2 ∪ ), and B(Wr+2) be a
Borel σ -field of Wr+2. Let PZn be a probability measure on (Wr+2,B(Wr+2)) the law of Zn,
and we define ζ by
ζ(w) := inf{t > 0; w2(t) > T }, w ∈ Wr+2,
where w2 means the second component of w. It is clear that ζ is lifetime and ζ = T a.s. un-
der PZn . Moreover, ζ becomes co-optional time, because of the definition of ζ . Since Zn is a
Markov process, we can define a semi-group associated to PZn , and let {Tt } be the Feller semi-
group on C∞(Rr+2 ∪), where
C∞
(
Rr+2 ∪) := {f ∈ C∞(Rr+2 ∪); lim|x|→∞f (x) = 0}.
We define a measure ν on Rr+2 ∪ by
∫
Rr+2
f (x) ν(dx) =
∞∫
0
Tsf (x˜0) ds, f ∈ C∞
(
Rr+2 ∪).
By the definition of ζ , this integration is well-defined. Then, it is easy to see that {Tt } is a strong
continuous, contractive semi-group on L2(ν). Next, we define T̂t by the dual operator of Tt on
L2(ν). Then we have the next lemma.
Lemma 3.5. {T̂t } is also a strong continuous, contractive semi-group on L2(ν).
Proof. It is clear that {T̂t } is a semi-group on L2(ν). Contractivity of {T̂t } on L2(ν) follows from
that of {Tt }. Thus, it is enough to show the strong continuity on L2(ν). Let f,g ∈ C∞(Rr+2 ∪),
then ∫
Rr+2∪
f (T̂tg) dν =
∫
Rr+2∪
(Ttf )g dν,
→
∫
Rr+2∪
fg dν, as t → 0. (3.4)
Next, for all f ∈ C∞(Rr+2 ∪)
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Rr+2∪
(T̂tf )
2 dν =
∫
Rr+2∪
(Tt T̂tf )f dν
= E
[ ∞∫
0
(Tt T̂t f )
(
Zn(s)
)
f
(
Zn(s)
)
ds
]
= E
[ ∞∫
0
E
[
T̂t f
(
Zn(t + s)
)∣∣Fs]f (Zn(s))ds]
= E
[ ∞∫
0
(T̂tf )
(
Zn(t + s)
)
f
(
Zn(s)
)
ds
]
= E
[ ∞∫
0
(T̂tf )
(
Zn(t + s)
)
f
(
Zn(t + s)
)
ds
]
−E
[ ∞∫
0
(T̂tf )
(
Zn(t + s)
)(
f
(
Zn(t + s)
)− f (Zn(s)))ds]. (3.5)
By the contractivity of {T̂t } on L2(ν) and (3.4), we have
∣∣∣∣∣E
[ ∞∫
0
(T̂tf )
(
Zn(t + s)
)
f
(
Zn(t + s)
)
ds
]
−E
[ ∞∫
0
f
(
Zn(t + s)
)2
ds
]∣∣∣∣∣
=
∣∣∣∣∣E
[ ∞∫
0
{(
(T̂t − I )f
)(
Zn(t + s)
)}
f
(
Zn(t + s)
)
ds
]∣∣∣∣∣

∣∣∣∣∣E
[ ∞∫
0
{(
(T̂t − I )f
)(
Zn(s)
)}
f
(
Zn(s)
)
ds
]∣∣∣∣∣
+
∣∣∣∣∣E
[ t∫
0
{(
(T̂t − I )f
)(
Zn(s)
)}
f
(
Zn(s)
)
ds
]∣∣∣∣∣

∣∣∣∣ ∫
Rr+2∪
(
(T̂t − I )f
)
f dν
∣∣∣∣
+E
[ t∫ {(
(T̂t − I )f
)(
Zn(s)
)}2
ds
] 1
2
E
[ t∫
f
(
Zn(s)
)2
ds
] 1
20 0
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∣∣∣∣ ∫
Rr+2∪
f
(
(Tt − I )f
)
dν
∣∣∣∣+ ∥∥(T̂t − I )f ∥∥L2(ν)‖f ‖∞√t
→ 0, as t → 0. (3.6)
On the other hand, by the contractivity of {T̂t } on L2(ν), we have
∣∣∣∣∣E
[ ∞∫
0
(T̂tf )
(
Zn(t + s)
)(
f
(
Zn(t + s)
)− f (Zn(s)))ds]
∣∣∣∣∣
E
[ ∞∫
0
{
(T̂tf )
(
Zn(t + s)
)}2
ds
] 1
2
E
[ ∞∫
0
{
f
(
Zn(t + s)
)− f (Zn(s))}2 ds]
1
2
E
[ ∞∫
0
{
(T̂tf )
(
Zn(s)
)}2
ds
] 1
2
E
[ T∫
0
{
f
(
Zn(t + s)
)− f (Zn(s))}2 ds]
1
2
= ‖T̂t f ‖L2(ν)E
[ T∫
0
{
f
(
Zn(t + s)
)− f (Zn(s))}2 ds]
1
2
→ 0 as t → 0. (3.7)
Therefore, by (3.5), (3.6), and (3.7), we have
lim
t→0
∣∣∣∣∣
∫
Rr+2∪
(T̂tf )
2 dν −E
[ ∞∫
0
f
(
Zn(t + s)
)2
ds
]∣∣∣∣∣= 0.
But
∣∣∣∣∣E
[ ∞∫
0
f
(
Zn(t + s)
)2
ds
]
−E
[ ∞∫
0
f
(
Zn(s)
)2
ds
]∣∣∣∣∣=
∣∣∣∣∣E
[ t∫
0
f
(
Zn(s)
)2
ds
]∣∣∣∣∣
 ‖f ‖2∞t → 0, as t → 0.
Hence we have
lim
t→0
∣∣∣∣ ∫
Rr+2∪
(T̂tf )
2 dν −
∫
Rr+2∪
f 2 dν
∣∣∣∣= 0.
Therefore, by this equation and (3.4)
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Rr+2∪
|T̂t f − f |2 dν =
∫
Rr+2∪
(T̂tf )
2 dν − 2
∫
Rr+2∪
(T̂tf )f dν +
∫
Rr+2∪
f 2 dν
=
∫
Rr+2∪
(T̂tf )
2 dν −
∫
Rr+2∪
f 2 dν
− 2
( ∫
Rr+2∪
(T̂tf )f dν −
∫
Rr+2∪
f 2 dν
)
→ 0, as t → 0.
Thus we finished to prove Lemma 3.5. 
Now we continue to prove Theorem 3.4. By this lemma, we have a Markov process associated
to {T̂t }. We define a new process Ẑn taking values in Rr+2 ∪ by
Ẑn(t) :=
⎧⎨⎩
Zn(ζ−), if t = 0,
Zn(ζ − t), if 0 < t < ζ,
, if t  ζ.
Let F̂ nt be σ(Ẑn(s); s  t). Then, by Theorem 4.5 of Chapter VII in [8] it follows that the
process Ẑn is a Markov process with respect to (F̂ nt ) associated to transition semi-group {T̂t }.
On the other hand, ζ = T . Therefore, if we define processes (X̂n(t); t ∈ [0, T ]) and (B̂(t);
t ∈ [0, T ]) by
X̂n(t) := Xn(T − t), t ∈ [0, T ],
B̂(t) := B(T − t), t ∈ [0, T ],
then both (X̂n(t); t ∈ [0, T ]) and (B̂(t); t ∈ [0, T ]) are (F̂ nt )-adapted processes. Moreover, we
define (B˜(t); t ∈ [0, T ]) by
B˜(t) := B̂(t)− B̂(0).
Since (B̂(t); t ∈ [0, T ]) is a Gaussian process, so is (B˜(t); t ∈ [0, T ]). By checking its mean
and its covariance, it is easy to see that (B˜(t); t ∈ [0, T ]) is (F̂ nt )-Brownian motion. By Exer-
cise (2.18) of Chapter IV in [8], we have
r∑
j=1
T∫
T−t
∂xσ
(n)
j
(
s,Xn(s)
)
dBj (s)
=
r∑
j=1
t∫
∂xσ
(n)
j
(
T − s, X̂n(s)
)
dB̂j (s)0
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r∑
j=1
t∫
0
∂2xσ
(n)
j
(
T − s, X̂n(s)
)
σ
(n)
j
(
T − s, X̂n(s)
)
ds a.s.
=
r∑
j=1
t∫
0
∂xσ
(n)
j
(
T − s, X̂n(s)
)
dB˜j (s)
+
r∑
j=1
t∫
0
∂2xσ
(n)
j
(
T − s, X̂n(s)
)
σ
(n)
j
(
T − s, X̂n(s)
)
ds a.s. (3.8)
Note that all of stochastic integrals here are in the sense of Itô integral. Let m be any positive
integer and fix m. Let
τmn := inf
{
t > 0; max
1jr
{∣∣∂xσ (n)j (T − t, X̂n(t))∣∣∨ ∣∣∂2xσ (n)j (T − t, X̂n(t))∣∣}>m,
r∑
j=1
σ
(n)
j
(
T − t, X̂n(t)
)
<
1
m
, or
(
T − t, X̂n(t)
) ∈ S}∧ T
for all m = 1,2, . . . . Then τmn is an (F̂ nt )-stopping time for all m = 1,2, . . . . Hence,
E
[
sup
t∈[0,T ]
∣∣∣∣∣
τmn ∧t∫
0
∂xσ
(n)
j
(
T − s, X̂n(s)
)
dB˜j (s)
∣∣∣∣∣
2]
m2T , j = 1,2, . . . , r,
sup
t∈[0,T ]
∣∣∣∣∣
τmn ∧t∫
0
∂2xσ
(n)
j
(
T − s, X̂n(s)
)
σ
(n)
j
(
T − s, X̂n(s)
)
ds
∣∣∣∣∣MmT, j = 1,2, . . . , r.
So we have
E
[
lim inf
n→∞ supt∈[0,T ]
∣∣∣∣∣
τmn ∧t∫
0
∂xσ
(n)
j
(
T − s, X̂n(s)
)
dB˜j (s)
∣∣∣∣∣
2]
m2T , j = 1,2, . . . , r,
lim inf
n→∞ supt∈[0,T ]
∣∣∣∣∣
τmn ∧t∫
0
∂2xσ
(n)
j
(
T − s, X̂n(s)
)
σ
(n)
j
(
T − s, X̂n(s)
)
ds
∣∣∣∣∣MmT, j = 1,2, . . . , r.
Therefore,
lim inf
n→∞ supt∈[0,T ]
∣∣∣∣∣
τmn ∧t∫
∂xσ
(n)
j
(
T − s, X̂n(s)
)
dB˜j (s)
∣∣∣∣∣< ∞ a.s., j = 1,2, . . . , r,
0
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n→∞ supt∈[0,T ]
∣∣∣∣∣
τmn ∧t∫
0
∂2xσ
(n)
j
(
T − s, X̂n(s)
)
σ
(n)
j
(
T − s, X̂n(s)
)
ds
∣∣∣∣∣< ∞,
j = 1,2, . . . , r.
But now, let
τm := inf
{
t > 0; max
1jr
{∣∣∂xσj (T − t,X(T − t))∣∣∨ ∣∣∂2xσj (T − t,X(T − t))∣∣}>m,
r∑
j=1
σj
(
T − t,X(T − t))< 1
m
, or
(
T − t,X(T − t)) ∈ S}∧ T
for m = 1,2, . . . . Since ∑rj=1 σj (T − t,X(T − t)) > 12m for all t in the neighbor of τm, oscilla-
tion occurs in the neighbor of τm. Because of this fact, (3.2), and the definition of τmn , it follows
that
lim
n→∞ τ
m
n = τm a.s.
Hence, by (3.2) again, there exists a subsequence {n(k)} of N such that
lim
k→∞ supt∈[0,T ]
∣∣∣∣∣
τm
n(k)
∧t∫
0
∂xσ
(n(k))
j
(
T − s, X̂n(k)(s)
)
dB˜j (s)
∣∣∣∣∣< ∞ a.s.,
j = 1,2, . . . , r,
lim
k→∞ supt∈[0,T ]
∣∣∣∣∣
τm
n(k)
∧t∫
0
∂2xσ
(n(k))
j
(
T − s, X̂n(k)(s)
)
σ
(n(k))
j
(
T − s, X̂n(k)(s)
)
ds
∣∣∣∣∣< ∞ a.s.,
j = 1,2, . . . , r.
Therefore, if we set
Yn(k)(t, T ) :=
r∑
j=1
T∫
T−t
∂xσ
(n(k))
j
(
s,Xn(k)(s)
)
dBj (s),
then by (3.8) there is a random variable C such that for almost all w
sup
t∈[τm
n(k)
(w),T ]
∣∣Yn(k)(t, T )(w)∣∣<C(w), for all k = 1,2, . . . .
On the other hand, by the definition of τm(w), for almost all wn
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t∈[τm
n(k)
(w),T ]
T∫
t
r∑
j=1
[
∂xσ
(n(k))
j
(
u,Xn(k)(u,w)
)]2
du rm2T , for all k = 1,2, . . . .
Thus, by (3.3) we have for almost all w
DhXn(k)(T ,w)
T∫
τm
n(k)
(w)
r∑
j=1
σ
(n(k))
j
(
s,Xn(k)(s,w)
)
× exp
(
Yn(k)(s, T )− 12
T∫
s
r∑
j=1
[
∂xσ
(n(k))
j
(
u,Xn(k)(u,w)
)]2
du
+
T∫
s
∂xb
(n(k))
(
u,Xn(k)(u,w)
)
du
)
ds
 exp
(
−C(w)− 1
2
rm2T −KT
) r∑
j=1
T∫
τmn (w)
σ
(n)
j
(
s,Xn(s,w)
)
ds
 1
2m
(
T − τmn (w)
)
exp
(
−C(w)− 1
2
rm2T −KT
)
.
Hence, for almost all w
lim inf
k→∞ DhXn(k)(T ,w)
1
2m
exp
(
−C(w)− 1
2
rm2T −KT
)
lim inf
k→∞
(
T − τmn (w)
)
.
Therefore, if w satisfies that X(T ,w) ∈ S and lim infk→∞ τmn(k)(w) < T , then
lim inf
k→∞ DhXn(k)(T ,w) > 0.
On the other hand, for almost all w with respect to μ
DhX(T ,w) = lim inf
ε→0
1
ε
(
X(T ,w + εh)−X(T ,w))
= lim inf
ε→0 lim infk→∞
1
ε
(
Xn(k)(T ,w + εh)−Xn(k)(T ,w)
)
= lim inf
ε→0 lim infk→∞
1
ε
ε∫
0
DhXn(k)(T ,w + uh)du
 lim inf
ε→0
1
ε
ε∫
lim inf
k→∞ DhXn(k)(T ,w + uh)du0
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k→∞ DhXn(k)(T ,w)
h,
where lim infk→∞ DhXn(k)(T ,w)h means a right-continuous version of
lim inf
k→∞ DhXn(k)(T ,w)
for direction h. Since Gaussian measure is absolute continuous to Lebesgue measure, we have
DhX(T ) lim inf
k→∞ DhXn(k)(T ) a.s.
Therefore, there exists a null set N1(m) such that if w satisfies that X(T ,w) ∈ S,
lim inf
k→∞ τ
m
n(k)(w) < T,
and w /∈ N1(m), then
DhX(T ,w) > 0.
Now we define Sm by
STm :=
{
x ∈ R; max
1jr
[∣∣∂xσj (T , x)∣∣∨ ∣∣∂2xσj (T , x)∣∣]>m, and r∑
j=1
σj (T , x) >
1
m
}
.
Then, by the definition of τmn(k) and (3.2), there exists a null set N2(m) such that if X(T ,w) ∈
STm and w /∈ N2(m), lim infk→∞ τmn(k)(w) < T . Thus, if w satisfies that X(T ,w) ∈ STm and w /∈
N2(m), then
DhX(T ,w) > 0.
Hence, if we define N3 by
⋃
m∈N N2(m), then
DhX(T ,w) > 0 for w ∈
(
X(T )
)−1(
ST
)
.
So, by Theorem 3.3, we have the conclusion. 
Example 3.6. Let (B(t)) be a one-dimensional Brownian motion, and consider a one-
dimensional stochastic differential equation;{
dX(t) =√X(t) dB(t)+ b(t,X(t))dt,
X(0) = x0 ∈ [0,∞),
where
b ∈ Cb
([0, T ] × [0,∞) → R), b(t,0) > 0, t ∈ [0, T ],
784 S. Kusuoka / Journal of Functional Analysis 258 (2010) 758–784and there exists constant K satisfying that∣∣b(t, x)− b(t, y)∣∣K|x − y|, for all x, y ∈ [0,∞) and t ∈ [0, T ].
Then, the solution X(t) of the stochastic differential equation has its density function for all t
in [0, T ].
In fact, the condition of coefficients implies that there exists a solution (X(t)) with state
space [0,∞). Moreover [12] tells that the stochastic differential equation has pathwise unique-
ness. So we can use Theorem 3.4 with S = [0, T ] × {0}. Thus, we have
μ ◦X(t)−1∣∣
(0,∞)
is absolutely continuous to one-dimensional Lebesgue measure restricted on (0,∞) for all t
in [0, T ]. However, because of the condition of coefficients, it can be seen that μ◦X(t)−1({0}) =
0. Therefore, we have the conclusion.
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