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Abstract
We derive criteria governing two-weight estimates for multilinear fractional integrals and appro-
priate maximal functions. The two and one weight problems for multi(sub)linear strong frac-
tional maximal operators are also studied; in particular, we derive necessary and sufficient con-
ditions guaranteeing the trace type inequality for this operator. We also establish the Fefferman-
Stein type inequality, and obtain one-weight criteria when a weight function is of product type.
As a consequence, appropriate results for multilinear Riesz potential operator with product ker-
nels follow.
Keywords: Multilinear fractional integrals; multi(sub)linear strong fractional maximal
operators; boundedness; two-weight inequality; trace inequality; Fefferman–Stein inequality.
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1. Introduction
Necessary and sufficient conditions governing the two-weight inequality for multilinear frac-
tional integral operators are established. Our results involve, for example, criteria ensuring the
trace type inequality and one-weight inequality for multi(sub)linear fractional maximal opera-
tors. Fefferman–Stein type inequality is also established for these operators. It should be also
emphasized that appropriate results for multilinear Riesz potential operators follow.
Historically, multilinear fractional integrals were introduced in the papers by L. Grafakos [4],
C. Kenig and E. Stein [7], L. Grafakos and N. Kalton [5]. In particular, these works deal with the
operator
Bα( f , g)(x) =
ˆ
Rn
f (x + t)g(x − t)
|t|n−α
dt, 0 < α < n.
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In the mentioned papers it was proved that if 1q =
1
p −
α
n
, where 1p =
1
p1
+ 1p2 , then Bα is
bounded from Lp1 × Lp2 to Lq.
As a tool to understand Bα, the operators
Iα(−→f )(x) =
ˆ
(Rn)m
f1(y1) · · · fm(ym)
(|x − y1| + · · · + |x − ym|)mn−α d
−→y ,
where x ∈ Rn, 0 < α < nm, −→f := ( f1, · · · , fm), −→y := (y1, · · · , ym), were studied as well.
Corresponding maximal operator is given by (see [15])
Mα(−→f )(x) = sup
Q∋x
m∏
i=1
1
|Q|1−α/(nm)
ˆ
Q
| fi(yi)|dyi, 0 ≤ α < mn,
where |Q| denotes the volume of the cube Q with sides parallel to the coordinate axes.
This operator for α = 0 was introduced and studied in [14].
It can be immediately checked that
Iα(−→f )(x) ≥ cnMα(−→f )(x), fi ≥ 0, i = 1, · · · ,m.
In the sequel the following notation will be used:
−→p := (p1, · · · , pm), −→w = (w1, · · · ,wm),
where pi are constants (0 < pi < ∞) and wi are a.e. positive functions defined on Euclidean
space. It will be also assumed that
1
p
=
m∑
i=1
1
pi
.
Throughout the paper we use the notationQ to denote the family of all cubes in Rn with sides
parallel to the coordinate axes.
An almost everywhere positive and locally integrable function defined on Rn is called a
weight.
Let 0 < r < ∞ and let ρ be a weight on Rn. We denote by Lrρ(Rn) a class of all measurable
functions f on Rn such that
‖ f ‖Lrρ (Rn) :=
( ˆ
Rn
| f (x)|rρ(x)dx
)1/r
< ∞.
Definition 1.1 (vector Muckenhoupt condition). Let 1 ≤ pi < ∞ for i = 1, · · · ,m. Let wi be
weights on Rn, i = 1, · · · ,m. We say that −→w ∈ A−→p (Rn) (or simply −→w ∈ A−→p ) if
sup
Q∈Q
( 1
|Q|
ˆ
Q
m∏
i=1
w
p/pi
i
)1/p m∏
i=1
( 1
|Q|
ˆ
Q
w
1−p′i
i
)1/p′i
< ∞.
When pi = 1,
(
1
|Q
´
Q
w
1−p′i
i
)1/p′i is understood as ( infQ wi)−1.
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Remark 1.2. In the linear case (m = 1) the class A−→p coincides with the well- known Muckenhoupt
class Ap.
”Let us recall that, by definition, A∞ = ∪∞i=1Ap.
Further, let us recall that, by definition, A∞ = ∪∞i=1Ap.
Definition 1.3 (vector Muckenhoupt-Wheeden condition). Let 1 ≤ pi < ∞ for i = 1, · · · ,m.
Suppose that p < q < ∞. We say that −→w = (w1, · · · ,wm) satisfies A−→p ,q(Rn) condition (−→w ∈ A−→p ,q)
if
sup
Q
( 1
|Q|
ˆ
Q
( m∏
i=1
wi
)q)1/q m∏
i=1
( 1
|Q|
ˆ
Q
w
−p′i
i
)1/p′i
< ∞.
Theorem A ([14]). Let 1 < pi < ∞, i = 1, · · · ,m. Suppose that wi are weights on Rn.
Then the operator M is bounded from Lp1w1 (Rn) × · · · × Lpmwm (Rn) to Lp∏m
i=1 w
p/pi
i
(Rn) if and only if
−→w ∈ A−→p (Rn).
Theorem B. ([15]) Let 1 < p1, · · · , pm < ∞, 0 < α < mn, 1m < p < nα . Suppose that q is an
exponent satisfying the condition 1q = 1p − αn . Suppose that wi are a.e. positive functions on Rn
such that wpii are weights. Then the inequality
(ˆ
Rn
(∣∣∣Nα(−→f )(x)∣∣∣
m∏
i=1
wi(x)
)q
dx
)1/q
≤ C
m∏
i=1
(ˆ
Rn
(
| fi(yi)|wi)pi dyi
)1/pi
,
holds, where Nα is Iα or Mα, if and if −→w ∈ A−→p ,q(Rn).
Regarding the two-weight result it is known the following result:
Theorem C. Let 1 < p1, · · · , pm < ∞ and let 0 < α < mn. Let wi and u be a.e. positive
functions on Rn. Further, assumed that q is an exponent satisfying the condition 1
m
< p ≤ q < ∞.
Suppose also that
(i) q > 1 and a pair (u,−→w) satisfies the condition
sup
Q
|Q|α/n+1/q−1/p
( 1
|Q|
ˆ
Q
uqr(x)dx
)1/qr m∏
i=1
( 1
|Q|
ˆ
Q
w
−p′i r
i (yi)dyi
)1/p′i r
< ∞ (1)
for some r > 1;
(ii) q ≤ 1 and (u,−→w) satisfies the condition
sup
Q
|Q|α/n+1/q−1/p
( 1
|Q|
ˆ
Q
uq(x)dx
)1/qr m∏
i=1
( 1
|Q|
ˆ
Q
w
−p′i r
i (yi)dyi
)1/p′i r
< ∞ (2)
for some r > 1. Then the inequality
( ˆ
Rn
(
|Iα(−→f )(x)|u(x))qdx
)1/q
≤ c
m∏
i=1
( ˆ
Rn
(
| fi(x)|wi(x))pi dx
)1/pi
holds for all −→f ∈ Lp1
w
p1
1
(Rn) × · · · × Lpm
w
pm
m
(Rn).
3
Remark 1.4. The two-weight problem for sublinear fractional maximal operator
(
Mα f )(x) = sup
Q∋x
1
|Q|1−α/n
ˆ
Q
f (y)dy,
has been already solved. We mention the papers by E. Sawyer [19] for the conditions involving
the operator itself and by R. L. Wheeden [24] for the Gabidzashvili-Kokilashvili type conditions
(see also [9], [11] for the latter condition). For the solution of the two-weight problem for the
Riesz fractional integral operator
(Iα f )(x) =
ˆ
Rn
f (y)
|x − y|n−α
dy
under different conditions we refer to the paper [20] and the monograph [11].
Remark 1.5. Conditions (1) and (2) are known as the ”power bump” conditions (see [17]) for the
linear case).
Remark 1.6. Some ”power bump” sufficient conditions governing the two-weight inequality for
Iα were derived in [22].
Corollary A. Let 0 < α < mn and let 1 < pi < ∞, i = 1, · · · ,m. Assume that 1m < p ≤ q <
∞. Suppose that u,w1, · · ·wm are a.e. positive functions on Rn such that uq,w−p
′
1
1 , · · · ,w
−p′m
m ∈
A∞(Rn). Then the inequality
(ˆ
Rn
(
|Nα(−→f )(x)|u(x)
)q
dx
)1/q
≤ C
m∏
i=1
( ˆ
Rn
(
| fi(yi)|wi(yi))pi dyi
)1/pi
, (3)
where Nα is Iα or Mα holds if and only if
sup
Q∈Q
|Q|α/n+1/q−1/p
( 1
|Q|
ˆ
Q
uq(x)dx
)1/q m∏
i=1
( 1
|Q|
ˆ
Q
w
−p′i
i (yi)dyi
)1/p′i
< ∞. (4)
Theorem D. ([15]) Let 0 ≤ α < mn and let 1 ≤ pi < ∞, 1 = 1, · · · ,m. Suppose that
1
m
< p ≤ q < ∞. Then the weak type inequality
‖uMα(−→f )‖Lq,∞(Rn) ≤ c
m∏
i=1
‖wi fi‖Lpi (Rn)
holds if and only if (4) satisfied.
The next statement shows that for Nα =Mα, only the ”power bump” condition with respect
to the right-hand side weight is sufficient for the strong–type inequality for Mα.
Theorem E. Let 0 ≤ α < mn, 1 < p1, · · · , pn, 1m < p ≤ q < ∞. If (u,−→w) satisfies (2), then
inequality (3) holds for Nα =Mα.
Corollary B. Let α, pi, q satisfy the conditions of Theorem E. Suppose that w−p
′
i
i ∈ A∞. Then
the inequality (3) holds for Nα =Mα if and only if (4) holds.
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In [10], based on Corollary B, the authors of this paper characterized the inequality (3) for
Nα = Iα and wi ≡ const without any additional restriction on u under the D. Adams [1] type
condition. In particular, they proved the next statement.
Theorem F. Let 1 < pi < ∞, i = 1, · · · ,m. Assume that α < n/p and p < q < ∞. Then the
following conditions are equivalent:
(i) inequality (3) holds for Nα = Iα and wi ≡ const;
(ii) the inequality
‖uMα(−→f )‖Lq,∞(Rn) ≤ c
m∏
i=1
‖ fi‖Lpi (Rn)
holds;
(iii) the condition
sup
Q∈Q
(ˆ
Q
uq(x)dx
)1/q
|Q|α−n/p < ∞
is satisfied.
Remark 1.7. Finally we mention that Fefferman-Stein type inequality for the multi(sub)linear
operator Mα was studied in [18].
2. Preliminaries
Let D be the set of all dyadic cubes in Rn. It is known that each Q ∈ D is the union of 2n
non-overlapping dyadic cubes (for the definition and some properties of the dyadic intervals see,
for instance, [3], P. 136).
Definition 2.1. We say that a weight function ρ satisfies the dyadic reverse doubling condition
(ρ ∈ RD(d)(R)) if there exists a constant d > 1 such that
dρ(Q′) ≤ ρ(Q), (5)
for all Q′, Q ∈ D, where Q′ ⊂ Q and |Q| = 2n|Q′|.
Further, we say that a weight function ρ satisfies the reverse doubling condition (ρ ∈ RD(Rn))
if (5) holds for all cubes Q′, Q, where Q′ is a subcube of Q arising dividing Q by 2n equal parts.
We shall also need the next Carleson-Ho¨rmander type embedding theorem regarding the
dyadic intervals (see e.g., [21], [23]):
Theorem G. Let 1 < r < q < ∞ and let ρ be a weight function on Rn such that ρ1−r′
satisfies the dyadic reverse doubling condition. Let {cQ} be non-negative numbers corresponding
to dyadic cubes Q in R. Then the following two statements are equivalent:
(i) There is a positive constant C such that
∑
Q∈D
cQ
(
1
|Q|
ˆ
Q
g(x)dx
)q
≤ C
(ˆ
Rn
g(x)rρ(x)dx
)q/r
for all non-negative g ∈ Lrρ(Rn);
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(ii) There is a positive constant C1 such that
cQ ≤ C1|Q|q
(ˆ
Q
ρ(x)1−r′dx
)−q/r′
for all Q ∈ D.
This result yields the following corollary:
Corollary C. Let 1 < r < q < ∞ and let ρ be a weight function on Rn such that ρ1−r′ satisfies
the dyadic reverse doubling condition. Then the Carleson-Ho¨rmander type inequality
∑
Q∈D
( ˆ
Q
ρ1−r
′ (x)dx
)−q/r′(ˆ
Q
f (x)dx
)q
≤ c
(ˆ
Rn
f r(x)ρ(x)dx
)q/r
holds for all non-negative f ∈ Lrρ(Rn).
Let us recall some properties of vector Muckenhoupt condition:
Lemma 2.2 ([14], [15]). Let 1 < pi < ∞, i = 1, · · · ,m. Then
(i)
m∏
i=1
Api (Rn) ⊂ A−→p (Rn);
(ii) if −→w ∈ A−→p ,q(Rn), where 1/q = 1/p − α/n, 0 < α < mn, then
( m∏
i=1
wi
)q
∈ Amq(Rn) and w−p
′
i
i ∈ Amp′i (Rn).
3. Main Results
Our aim in this paper is to improve the known results (see the statements above) regarding the
two–weight strong-type inequality for Nα, where Nα is Mα or Iα, and to study the two-weight
boundedness for the strong fractional maximal operator
M(S )α1,···αk (
−→f )(x) = sup
Q(1)×···×Q(k)∋x
1
|Q(1)|m−α1/n × · · · × |Q(k)|m−αk/n
m∏
i=1
ˆ
Q(1)×···×Q(k)
| fi(yi)|dyi, (6)
where 0 ≤ α1, · · · , αk < mn, x = (x1, · · · , xk) ∈ Rkn (k ≥ 2) and the supremum is taken over all
products of cubes Q(1), · · · , Q(k) ∈ Q containing x1, · · · , xk respectively.
Operator (6) for α1 = · · ·αk = 0 and n = 1 was introduced in [6]. In this case we have
multi(sub)linear strong maximal operator denoted byM(S ) and defined with respect to rectangles
in Rk with sides parallel to the coordinate axes. In that paper the authors studied one and two–
weight problems for M(S ). In particular, they proved that the one-weight inequality holds if
and only if the weight satisfies the strong A−→p condition (A−→p condition written with respect to
rectangles in Rk).
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Theorem 3.1. Let 1 < pi < ∞, i = 1, · · · ,m. Suppose that p < q < ∞ and 0 < α < mn. Suppose
also that w−p
′
i
i satisfies the reverse doubling condition on Rn, i = 1, · · · ,m. Then the inequality
‖uMα(−→f )‖Lq(Rn) ≤ C
m∏
i=1
‖wi fi‖Lpi (Rn) (7)
holds for all −→f ∈ Lp1
w
p1
1
(Rn) × · · · × Lpm
w
pm
m
(Rn) if and only if condition (4) is satisfied.
Remark 3.2. Since the reverse doubling condition is weaker than the A∞ condition (see e.g. [3]),
Theorem 3.1 generalizes Corollary A for Nα =Mα.
Corollary 3.3. Let conditions of Theorem 3.1 be satisfied and let, in addition, uq ∈ A∞(Rn).
Then the inequality
‖uIα(−→f )‖Lq(Rn) ≤ C
m∏
i=1
‖wi fi‖Lpi (Rn)
holds for all −→f ∈ Lp1
w
p1
1
(Rn) × · · · × Lpm
w
pm
m
(Rn) if and only if condition (4) is satisfied.
Corollary 3.4 ([15]). Let 1 < pi < ∞ (i = 1, · · · ,m) and let p < q < ∞. Suppose that 0 < α < n.
We set 1/q = 1/p − α/n. Then the one-weight inequality
(ˆ
Rn
[∣∣∣Nα(−→f )(x)∣∣∣(
m∏
i=1
wi(x)
)]q
dx
)1/q
≤ C
m∏
i=1
(ˆ
Rn
[∣∣∣∣ fi(x)
∣∣∣∣wi(x)]pi dx
)1/pi
,
where Nα is Mα or Iα, holds if and only if −→w ∈ A−→p ,q.
Regarding the strong maximal operator we have:
Theorem 3.5. Let 1 < pi < ∞ (i = 1, · · · ,m) and let p < q < ∞. Assume that 0 < α1, · · · , αk <
mn. Suppose that u and wi are a.e. positive functions defined on Rkn such that uq, wp11 , · · · ,wpmm
are weights. Suppose, in addition, that wi are of the product type: wi = w(1)i × · · · × w(k)i ,
i = 1, · · · ,m, where w(1)i , · · · ,w
(k)
i are defined on Rn. Assume also that
(
w
(1)
i
)−p′
, · · · ,
(
w
(k)
i
)−p′
∈
RD(Rn). Then the inequality
‖uM(S )α1,··· ,αk (
−→f )‖Lq(Rkn) ≤ C
m∏
i=1
‖wi fi‖Lpi (Rkn)
holds if and only if
sup
Q1,··· ,Qk∈Q
|Q1|α1/n−m×· · ·×|Qk |αk/n−m
( ˆ
Q1×···×Qk
uq(x)dx
)1/q m∏
i=1
( ˆ
Q1×···×Qk
w
−p′i
i (yi)dyi
)1/p′i
< ∞. (8)
Since for a constant weight function the reverse doubling condition is automatically satisfied,
from Theorem 3.5 we have a characterization of the boundedness for the operatorMα1,··· ,αk from
Lp to Lquq . In particular, we have
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Corollary 3.6. Let p, q, α1, · · · , αk satisfy the conditions of Theorem 3.5. Then the inequality
‖uM(S )α1,··· ,αk (
−→f )‖Lq(Rkn) ≤ c
m∏
i=1
‖ fi‖Lpi (Rkn)
holds for all −→f ∈ Lp1 (Rkn) × · · · × Lpm (Rkn) if and only if
sup
Q1,··· ,Qk
( ˆ
Q1×···×Qk
uq(x)dx
)
|Q1|q(α1/n−1/p) × · · · × |Qk |q(αk/n−1/p) < ∞, (9)
where, as before, 1p =
∑m
i=1
1
pi
.
Similar results were derived in [12] (see also [13], Ch.4) for sublinear maximal operators.
It is natural to study the appropriate potential operator with product kernels:
Iα1 ,··· ,αk (
−→f )(x(1), · · · , x(k)) =
ˆ
(Rkn)m
∏m
i=1 fi(y(1)i , · · · , y(k)i )dy(1)1 · · · dy(1)k · · ·dy(m)1 , · · ·dy(m)k∏k
s=1
(∑m
i=1 |x
(s) − y(s)i |
)mn−αs ,
where x(i) ∈ Rn, i = 1, · · · ,m.
It is easy to see that the following pointwise inequality holds
Iα1 ,··· ,αk (
−→f ) ≥ cnM(S )α1,··· ,αk (
−→f ), fi ≥ 0, i = 1, · · · ,m.
If m = 1, the operator Iα1,··· ,αn is the linear Riesz potential operator with product kernels
denoted by Iα1,··· ,αn . The one-weight criteria for this operator were established in [8], while the
trace type inequality was derived in [12] (see also [13], Ch.4).
Theorem 3.7. Let pi, q, α1, · · · , αk satisfy the conditions of Theorem 3.5. Suppose that uq satis-
fies A∞(Rn) condition in each variable separately uniformly to another one. Then the trace type
inequality
‖uIα1,···αk (
−→f )‖Lq(Rkn) ≤ c
m∏
i=1
‖wi fi‖Lpi (Rkn)
holds if and only if (8) is true.
Corollary 3.8 (One-weight inequality). Let 1 < pi < ∞, i = 1, · · · ,m. Suppose that p < q < ∞
and 0 < α < mn. We set 1/q = 1/p − α/n. Suppose that wi are a.e. positive functions such that
w
pi
i are weights on R
kn and wi = w(1)i × · · · × w
(k)
i , i = 1, · · · ,m, where w
( j)
i are defined on Rn.
Then the one-weight inequality
( ˆ
Rnk
[∣∣∣Sα(−→f )(x)∣∣∣(
m∏
i=1
wi(x)
)]q
dx
)1/q
≤ C
m∏
i=1
( ˆ
Rnk
[∣∣∣∣ fi(x)
∣∣∣∣wi(x)]pi dx
)1/pi
,
where Sα is M(S )α,··· ,α or Iα,··· ,α, holds if and only if −→w ∈ A−→p ,q(Rkn), i.e.
sup
Q1,··· ,Qk∈Q
( 1∏k
i=1 |Qi|
ˆ
Q1×···×Qk
( m∏
i=1
wi
)q)1/q m∏
i=1
( 1∏k
i=1 |Qi|
ˆ
Q1×···×Qk
w
−p′i
i
)1/p′i
< ∞, (10)
where the supremum is taken over all cubes Q j ⊂ Rn, j = 1, · · · , k.
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Our next result concerns with the Fefferman-Stein type inequality for the (sub)linear strong
fractional maximal operator M(S )α1,··· ,αk .
Theorem 3.9. Let p, q, α1, · · · , αk satisfy the conditions of Theorem 3.5. Suppose that v is an
a.e. positive function on Rkn. Then there is a positive constant C such that
‖M(S )α1,··· ,αk (
−→f )‖Lqv (Rkn) ≤ c
m∏
i=1
‖(Mα1,··· ,αk v)p/(piqm) fi‖Lpi (Rkn)
holds, where Mα1,··· ,αm is the sublinear strong fractional maximal operator defined on Rkn and
given by (
Mα1,··· ,αm v
)
(x(1), · · · , x(k))
= sup
Q1∋x(1),··· ,Qk∋x(k)
|Q1|q
(
α1
n
− 1p
)
× · · · × |Qk |q
(
αk
n
− 1p
) ˆ
Q1×,··· ,×Qk
v(y(1), · · · , y(k))dy(1) · · · dy(k).
4. Proofs of the Main Results
In this section we give proofs of the main results of this paper. First we formulate the follow-
ing auxiliary statement:
Lemma 4.1. [15] Let Mkα be defined as Mα but over cubes with side length less than or equal
to 2k. Suppose that Qk := [−2k+2, 2k+2)n, τtg(x) := g(x − t) and −→τ t(−→f ) := (τt f1, · · · , τt fm). Then
there is a positive constant c depending only on n, m, α and q such that for each k ∈ Z, −→f and
every x ∈ Rn, (
Mkα(
−→f )(x))q ≤ c
|Qk|
ˆ
Qk
[(
τ−t ◦M
(d)
α ◦
−→
τ t
)(−→f )(x)]qdt (11)
Proof of Theorem 3.1 . Necessity. Let us first show that
ˆ
Q
w
−p′i
i (yi)dyi < ∞, (12)
for all i = 1, · · · ,m and all cubes Q. Indeed, suppose that
ˆ
Q
w
−p′i1
i1 (yi1 )dyi1 = · · · =
ˆ
Q
w
−p′ik
ik (yik )dyik = ∞, (13)
for some 1 ≤ i1 < · · · < ik ≤ m. Then by the duality arguments, we have that there are non–
negative functions gi1 , · · ·gik such thatˆ
Q
w−1i j gi j = ∞, j = 1, · · · , k,
and g ∈ Lpi j (Q), j = 1, · · · , k. Let us assume that −→f = ( f1, · · · , fm), where f j = w−1i j gi jχQ,
j = 1, · · · , k and fn = χQ for other n. Then
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‖uMα(−→f )‖Lq(Rn) ≥ 1
|Q|m−α/n
( k∏
j=1
ˆ
Q
w−1i j gi j
)
|Q|m−1‖u‖Lq(Q) = ∞.
On the other hand,
m∏
i=1
‖ fiwi‖Lpi (R) < ∞
because wpii are locally integrals and gi j ∈ L
pi j (Rn), j = 1, · · · , k.
Sufficiency. First we show that the two-weight inequality
‖uM(d)α (
−→f )‖Lq(Rn) ≤ C
m∏
i=1
‖wi fi‖Lpi (Rn) (14)
holds if (4) holds provided that w−p′ii ∈ RD(d)(Rn), i = 1, · · · ,m, where M(d)α is a dyadic
multi(sub)linear fractional maximal operator defined by
(M(d)α
−→f )(x) = sup
Q∋Q,Q∋x
m∏
i=1
1
|Q|1−α/(nm)
ˆ
Q
| fi(yi)|dyi, 0 < α < mn.
To show that (4) implies (14) we argue as follows: for every x ∈ Rn let us take Qx ∈ D such
that Qx ∋ x and (
M(d)α
−→f )(x) ≤ 2
|Qx|m−α/n
m∏
i=1
ˆ
Qx
| fi(yi)|dyi. (15)
Without loss of generality we can assume, for example, that fi, i = 1, · · · ,m are non–negative,
bounded and have compact supports.
Let us introduce a set
FQ = {x ∈ Rn : x ∈ Q and (15) holds f or Q}.
It is obvious that FQ ⊂ Q and Rn = ∪Q∈DFQ.
Further, we have
ˆ
Rn
(
M(d)α
−→f )(x))q(x)uq(x)dx ≤ ∑
Q∈D
ˆ
FQ
(
M(d)α
−→f )quq(x)dx
≤ 2q
∑
Q∈D
|Q|(α/n−m)q
(ˆ
Q
uq(x)dx
)( m∏
i=1
ˆ
Q
fi(yi)dyi
)q
≤ c
∑
Q∈D
( m∏
i=1
ˆ
Q
w
−p′
i (yi)dyi
)−q/p′i ( m∏
i=1
ˆ
Q
fi(yi)dyi
)q
(using Ho¨lder’s inequality ∑k a(1)k × · · · × a(m)k ≤ ∏mj=1 (∑k(a( j)k )p j/p)p/p j for positive sequences
{a
( j)
k }, j = 1, · · · ,m)
10
≤[ ∑
Q∈D
( ˆ
Q
w
−p′1
1 (y1)dy1
)−(qp1)/(pp′1)( ˆ
Q
f1(y1)dy1
)qp1/p)p/p1
× · · · ×
( ∑
Q∈D
(ˆ
Q
w
−p′m
m (ym)dym
)−(qpm)/(pp′m )( ˆ
Q
fm(ym)dym
)qp1/p]p/p1
(Applying Theorem G for the exponents (pi, qpi/p), i = 1, · · · ,m)
≤ c‖ f1w1‖qLp1 (Rn) × · · · × ‖ fmwm‖qLpm (Rn).
Now we pass from M(d)α to Mα. By using (11) we see that
‖uMα(−→f )‖Lq(Rn) ≤ sup
t
‖u
(
τ−t ◦M
(d)
α ◦
−→τ t
)(−→f )‖Lq(Rn).
Observe now that a pair (τtu,−→τ t−→w) satisfy condition (4) independent of t. Notice also that
the weight functions τt ◦ wi satisfy the reverse doubling condition. Hence,
‖u
(
τ−t ◦M
(d)
α ◦
−→
τ t
)(−→f )‖Lq(Rn) ≤ c
m∏
i=1
‖wi fi‖Lpi (Rn)
with the constant c independent of t. Finally, we conclude that
ˆ
Rn
(
Mα
−→f )(x))q(x)uq(x)dx ≤ sup
t
∥∥∥∥u(τ−t ◦M(d)α ◦ −→τ t)(−→f )
∥∥∥∥
Lq(Rn)
≤ c
m∏
i=1
‖ fiwi‖Lpi (Rn).

Lemma 4.2. Let 0 < q < ∞ and let 0 < α < mn. Suppose that a weight function v satisfies
A∞(Rn). Then there is a positive constant C such that for all −→f the inequality
ˆ
Rn
|Iα(−→f )(x)|qv(x)dx ≤ c
ˆ
Rn
(
Mα(−→f )(x))qv(x)dx
holds.
Corollary 3.3 follows immediately from Theorem 3.1 and Lemma 4.2.
Corollary 3.4 forMα is a direct consequence of Lemma 2.2 and the fact that the Muckenhoupt
condition implies the reverse doubling condition (see e.g. [3], [24]). Now the result for the
operator Iα follows by applying Lemma 4.2
To prove Theorem 3.4 we introduce a strong dyadic fractional operator
(
M
(S ),(d)
α,β
(−→f )(x) = sup
Q(1)×Q(2)∋x, Q(1),Q(2)∈D
1
|Q(1)|m−α/n|Q(2)|m−β/n
m∏
i=1
ˆ
Q(1)×Q(2
| fi(yi)|dyi.
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We need also the following notation
(
M
(S ),(k)
α,β
(−→f )(x) = sup
Q(1)×Q(2)∋x,|Q(1) |,|Q(2)|≤2k
1
|Q(1)|m−α/n|Q(2)|m−β/n
m∏
i=1
ˆ
R
| fi(yi)|dyi; (16)
Qk := [−2k+2, 2k+2)2n, τt,δg(x(1), x(2)) := g(x(1) − t, x(2) − δ)
−→τ t,δ(−→f ) := (τt,δ f1, · · · , τt,δ fm),
where g and f are measurable functions on R2n.
Lemma 4.3. There exists a positive constant c depending only on n, m, α, β and q such that for
all k ∈ Z, −→f and every x ∈ R2n,
(
M
(S ),(k)
α,β
(−→f )(x))q ≤ c
|Qk |2
ˆ
Q2k
[(
τ−t,−δ ◦M
(S ),(d)
α,β
◦ −→τ t,δ
)(−→f )(x)]qdtdδ. (17)
Proof of this lemma follows in the same way as in the case of (sub)linear case (see [12], [13],
P. ); therefore we omit the details.
Proof of Theorem 3.5. For simplicity we prove the theorem for k = 2. The proof for other k
is similar.
Necessity follows in the same way as in the case of the operator Mα.
To show Sufficiency we assume that fi are non-negative and bounded with compact supports.
For every (x(1), x(2)) ∈ R2n, we take Q(1), Q(2) ∈ D such that Q(1) ∋ x(1), Q(2) ∋ x(2) and
M(S ),(d)α1,α2
(−→f )(x(1), x(2)) ≤ 2
|Q(1)|m−α1/n|Q(1)|m−α2/n
m∏
i=1
ˆ
Q(1)×Q(2)
fi(y(1)i , y(2)i )dy(1)i dy(2)i . (18)
We construct the set:
FQ(1),Q(2) := {x = (x(1), x(2)) ∈ R2n : x(1) ∈ Q(1), x(2) ∈ Q(2)and (18) holds for Q(1) and Q(2)}.
Since FQ(1),Q(2) ⊂ Q(1) × Q(2), arguing as in the proof of Theorem 3.1 we find that
ˆ
R2n
(
M(d)α1,α2 (
−→f ))(x(1), x(2)))quq(x(1), x(2))dx(1)x(2)
≤
∑
Q1,Q2∈D
ˆ
FQ(1) ,Q(2)
(
M(d)α1,α2 (
−→f )(x(1), x(2)))quq(x(1), x(2))dx(1)x(2)
≤ 2q
∑
Q(1),Q(2)∈D
|Q|(α/n−m)q
(ˆ
Q
uq(x(1), x(2))dx(1)x(2)
)( m∏
i=1
ˆ
Q(1)×Q(2)
fi(y(1)i , y(2)i )dy(1)i dy(2)i
)q
12
≤ c
∑
Q(1),Q(2)∈D
m∏
i=1
( ˆ
Q(1)×Q(2)
w
−p′
i (yi)dyi
)−q/p′i ( m∏
i=1
ˆ
Q
fi(y(1)i , y(2)i )dy(1)i dy(2)i
)q
(due to Ho¨lder’s inequality ∑k a(1)k ×· · ·×a(m)k ≤ ∏mj=1 (∑k(a( j)k )p j/p)p/p j for positive sequences
{a
( j)
k }, j = 1, · · · ,m)
≤
[ ∑
Q(1),Q(2)∈D
( ˆ
Q(1)
(
w
(1)
1
)−p′1 (y(1)1 )dy(1)1
)−(qp1)/(pp′1)( ˆ
Q(2)
(
w
(2)
1
)−p′1 (y(2)1 )dy(2)1
)−(qp1)/(pp′1)
×
( ˆ
Q(1)
( ˆ
Q(2)
f1(y(1)1 , y(2)1 )dy(1)1
)
dy(2)1
)qp/p1]p1/p
× · · · ×
[ ∑
Q(1),Q(2)∈D
( ˆ
Q(1)
(
w(1)m
)−p′m (y(1)m )dy(1)m
)−(qpm)/(pp′m )( ˆ
Q(2)
(
w(2)m
)−p′1 (y(2)m )dy(2)m
)−(qp1)/(pp′m)
×
( ˆ
Q(1)
( ˆ
Q(2)
f1(y(1)m , y(2)m )dy(1)m
)
dy(2)m
)qp/pm ]pm/p
(by virtue of Theorem G for the exponents (pi, qpi/p), i = 1, · · · ,m, with respect to the first
variable)
≤
[ ∑
Q(2)∈D
( ˆ
Q(2)
(
w
(2)
1
)−p′1 (y(2)1 )dy(2)1
)−(qp1)/(pp′1)( ˆ
Rn
(
w
(1)
1
)p1 (y(1)1 )
( ˆ
Q(2)
f1(y(1)1 , y(2)1 )dy(2)1
)p1
dy(1)1
)q/p]p/p1
× · · ·×
[ ∑
Q(2)∈D
( ˆ
Q(2)
(
w(2)m
)−p′m (y(2)m )dy(2)m
)−(qpm/pp′m)( ˆ
Rn
(
w(1)m
)pm (y(1)m )
( ˆ
Q(2)
fm(y(1)m , y(2)m )dy(2)1
)pm
dy(1)m
)q/p]p/pm
(using generalized Minkowski’s inequality)
≤
[ ∑
Q(2)∈D
( ˆ
Q(2)
(
w
(2)
1
)−p′1 (y(2)1 )dy(2)1
)−(qp1/pp′1)( ˆ
Q(2)
( ˆ
Rn
f p11 (y(1)1 , y(2)1 )
(
w
(1)
1
)p1 (y(1)1 )dy(1)1
)1/p1
dy(2)1
)qp1/p]p/p1
× · · · ×
[ ∑
Q(2)∈D
( ˆ
Q(2)
(
w(2)m
)−p′m (y(2)m )dy(2)m
)−(qpm/pp′m)
×
( ˆ
Q(2)
(ˆ
Rn
f pmm (y(1)m , y(2)m )
(
w(1)m
)pm (y(1)m )dy(1)m
)1/pm
dy(2)m
)qpm/p]p/pm
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(by virtue of Theorem G for the pairs of exponents: (pi, qpi/p), i = 1, · · · ,m with respect to the
second variable)
≤ c‖ f1w1‖qLp1 (R2n) × · · · × ‖ fmwm‖
q
Lpm (R2n).
Arguing now as in the proof of Theorem 3.1 and using Lemma 4.3 we can pass from the
dyadic strong maximal function M(S )(d)α1 ,α2 to the operator M
(S )
α1,α2 and get the desired result.

Theorem 3.7 follows from Theorem 3.5 and by using Lemma 4.2 with respect to each variable
separately.
Proof of Corollary 3.8. We assume that k = 2 because the proof for higher k is similar.
Suppose that wi = w(1)i w
(2)
i , where w
(1)
i and w
(2)
i are defined on R
n
. Assume that Sα1 ,α2 =Mα1,α2 .
First observe that condition (10) implies that
sup
Q1∈Q
( 1
|Q1|
ˆ
Q1
[ m∏
i=1
w
(1)
i (x(1))
]q
dx(1)
)1/q m∏
i=1
( 1
|Q1|
ˆ
Q1
(
w
(1)
i
)−p′i (x(1))dx(1))1/p
′
< ∞,
and
sup
Q2∈Q
( 1
|Q2|
ˆ
Q2
[ m∏
i=1
w
(2)
i (x(2))
]q
dx(2)
)1/q m∏
i=1
( 1
|Q2|
ˆ
Q2
(
w
(2)
i
)−p′i (x(2))dx(2))1/p
′
i
< ∞.
Consequently, by Lemma 2.2 we have that (w(1)i )−p′i , (w(2)i )−p′i ∈ Amp′i (Rn). Hence, (see e.g.,
[3] or [24]) (w(1)i )−p′i , (w(2)i )−p′i satisfy the reverse doubling condition on Rn. Now the result fol-
lows from Theorem 3.5.
The proof for Sα1 ,α2 = Iα1,α2 , follows from Lemmas 2.2 and 4.2.

Proof of Theorem 3.9. As before it is enough to prove the inequality
‖M
(S ),(d)
α,β
(−→f )‖Lqv (R2n) ≤ c
m∏
i=1
‖
(
Mα,βv
)p/(piqm) fi‖Lpi (R2n),
where M(S ),(d)α1,α2 is a dyadic strong fractional (sub)linear maximal operator defined above. Con-
structing the sets FQ(1),Q(2) for dyadic cubes Q(1) and Q(2) (see the proof of Theorem 3.5) we
have
ˆ
R2n
(
M(S ),(d)α1,α2 (
−→f )(x(1), x(2))
)q
v(x(1), x(2))dx(1)dx(2) ≤ 2q
∑
Q(1),Q(2)∈D
( ˆ
Q(1)×Q(2)
v(x(1), x(2))dx(1)dx(2)
)
×|Q(1)|(α1/n−m)q|Q(2)|(α2/n−m)q
m∏
i=1
( ˆ
Q(1)×Q(2)
| fi(y(1)i , y(2)i )|dy(1)i dy(2)i )
)q
= 2q
∑
Q(1),Q(2)∈D
|Q(1)|(α1/n−m)q|Q(2)|(α2/n−m)q
14
×m∏
i=1
( ˆ
Q(1)×Q(2)
| fi(y(1)i , y(2)i )|
(ˆ
Q(1)×Q(2)
v(x(1), x(2))dx(1)dx(2)
)1/(qm)
dy(1)i dy
(2)
i )
)q
≤ c
∑
Q(1),Q(2)∈D
|Q(1)|q(1/p−m)|Q(2)|(1/p−m)
m∏
i=1
( ˆ
Q(1)×Q(2)
| fi(y(1)i , y(2)i )|
(
Mα1,α2 (v)(y(1)i , y(2)i )
)1/(qm)dy(1)i dy(2)i )
)q
(using the fact that |Q(1) × Q(2)|q(1/p−m) = ∏mi=1 |Q(1) × Q(2)|−q/p′i )
= c
∑
Q(1),Q(2)∈D
m∏
i=1
|Q(1)|−q/p′i |Q(2)|−q/p′i
×
m∏
i=1
( ˆ
Q(1)×Q(2)
| fi(y(1)i , y(2)i )|
(
Mα1,α2 (v)(y(1)i , y(2)i )
)1/(qm)dy(1)i dy(2)i )
)q
(by virtue of Ho¨lder’s inequality)
≤ c
[ ∑
Q(1),Q(2)∈D
|Q(1)|−(qp1/pp′1)|Q(2)|−(qp1)/(pp′1)
( ˆ
Q(1)×Q(2)
| f1(y(1)1 , y(2)1 )|
(
Mα1,α2 (v)(y(1)1 , y(2)1 )
)1/(qm)dy(1)1 dy(2)1 )
)qp1/p]p/p1
× · · · ×
[ ∑
Q(1),Q(2)∈D
|Q(1)|−(qpm/pp′m)|Q(2)|−(qpm/pp′m)
×
( ˆ
Q(1)×Q(2)
| fm(y(1)m , y(2)m )|
(
Mα1 ,α2 (v)(y(1)m , y(2)m )
)1/(qm)dy(1)m dy(2)m )
)qpm/p]p/pm
(by applying twice Theorem G for w ≡ 1 with respect to each variable separately and
Minkowski’s generalized inequality)
≤ c
m∏
i=1
∥∥∥∥(Mα1,α2 v)p/(piqm) fi
∥∥∥∥
Lpi (R2n)
.

Remark 4.4. It is easy to see that Corollary 3.6 can be also obtained from Theorem 3.9.
Acknowledgement. The first and third authors were partially supported by the Shota Rus-
taveli National Science Foundation Grant (Contract Numbers D/13-23 and 31/47).
References
[1] D. R. Adams, Traces of potentials arising from translation invariant operators, Ann. Scuola Norm. Sup. Pisa 25,
203–217 (1971).
[2] D. E. Edmunds, V. Kokilashvili and A. Meskhi, Bounded and compact integral operators, (Dordrecht). 543. Dor-
drecht: Kluwer Academic Publishers (2002).
15
[3] J. Garcı´a–Cuerva and J. L. Rubio de Francia, Weighted norm inequalities and related topics, North-Holland Math-
ematics Studies, 116 Notas de Matemtica (104). Amsterdam - New York - Oxford: North-Holland (1985).
[4] L. Grafakos, On multilinear fractional integrals, Studia Math. 102, 49–56 (1992).
[5] L. Grafakos, and N. Kalton, Some remarks on multilinear maps and interpolation, Math. Ann. 319, No. 1, 151–180
(2001)
[6] L. Grafakos, L. Liu, C. Perez and R. H. Torres, The multilinear strong maximal function, J. Geom Anal. 21, 118–
149 (2011).
[7] C. Kenig and E. Stein, Multilinear estimates and fractional integration, Math. Res. Lett. 6, No.1, 1–15 (1999).
[8] V. M. Kokilashvili, Weighted Lizorkin–Triebel spaces. Singular integrals, multipliers, imbedding theorems, Proc.
Steklov Inst. Math. 161, 135-162 (1984); translation from Tr. Mat. Inst. Steklova 161, 125–149 (1983).
[9] V. Kokilashvili, New aspects in weight theory, In: Function Spaces, Differential Operators and Nonlinear Analysis.
Prometeus Publishing House, Prague, 51–70 (1996).
[10] V. Kokilashvili, M. Mastylo and A. Meskhi, On the boundedness of the multilinear fractional integral operators,
Nonlinear Anal. 94, 142–147 (2014).
[11] V. Kokilashvili and M. Krbec, Weighted inequalities in Lorentz and Orlicz spaces, Singapore etc.: World Scientific
Publishing Co. Pte. Ltd. (1991).
[12] V. Kokilashvili and A. Meskhi, Two–weight estimates for strong fractional maximal functions and potentials with
multiple kernels, J. Korean Math. Soc. 46, No. 3, 523-550 (2009).
[13] V. Kokilashvili, A. Meskhi and L.-E. Persson, Weighted norm inequalities for integral transforms with product
kernels, Mathematics Research Developments Series. New York, NY: Nova Science Publishers (2009).
[14] A. K. Lerner, S. Ombrosi, C. Pe´rez, R. H. Torres, R. Trujillo–Gonza´lez, New maximal functions and multiple
weights for the multilinear Caldero´n-Zygmund theory, Adv. Math. 220, No. 4, 1222–1264 (2009).
[15] K. Moen, Weighted inequalities for multilinear fractional integral operators, Collect. Math. 60, 213–238 (2009).
[16] B. Muckenhoupt, Weighted norm inequalities for the Hardy maximal function, Trans. Am. Math. Soc. 165, 207–226
(1972).
[17] C. Pe´rez, Two weighted norm inequalities for potential and fraction maximal operators, Indiana Univ. Math. J. 43,
663-683 (1994).
[18] G. Pradolini, Weighted inequalities and pointwise estimates for the multilinear fractional integral and maximal
operators, J. Math. Anal. Appl. 367, 640–656 (2010).
[19] E. T. Sawyer, A characterization of a two-weight norm inequality for maximal operators, Studia Math. 75, 1–11
(1982).
[20] E. T. Sawyer, A two-weight weak type inequality for fractional integrals. Trans. Amer. Math. Soc. 281, 339-345
(1984).
[21] E. T. Sawyer and R. L. Wheeden, Weighted inequalities for fractional integrals on Euclidean and homogeneous
spaces, Amer. J. Math. 114, 813–874 (1992).
[22] Y. Shi and X. Tao, Weighted Lp boundedness for multilinear fractional integral on product spaces, Analysis in
Theory and Applications, 24, No. 3, 280–291 (2008).
[23] K. Tachizawa, On weighted dyadic Carleson’s inequalities, J. Inequal. Appl. 6, No. 4, 415–433 (2001).
[24] R. L. Wheeden, A characterization of some weighted norm inequalities for the fractional maximal functions, Studia
Math. 107, 251–272 (1993).
16
