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1. INTRODUCTION 
1.1. Lambda calculus is not intended to be just a formal game: it 
was created with the intent to represent operations with functions in 
mathematics. This had become necessary ever since the time (in the first 
half of the 19th century) that mathematicians began to see functions as 
objects, rather than as constructions in the metalanguage. As we see it 
today, lambda calculus is indispensable in this connection, and it is very 
remarkable that for such a long time mathematicians have been trying to 
live without it. 
Now that lambda calculus is a well-delveloped subject, it is able to cover 
many other things than the standard idea of functions in mathematics. It 
can handle other kinds of mapping situations, where the domain and range 
consist of things which are quite different from the usual mathematical 
objects. To mention a few, they can be mathematical proofs (cf. Bruijn, 
1970, 1980) but also things like geometrical constructions and computer 
programs (cf. de Bruijn, 1984; 1990; Coquand and Huet, 1988). 
1.2. Much of this trade can be treated by means of untyped 
lambda calculus, but it has several advantages to take typed lambda 
calculus instead. The typing machinery is not just a powerful tool that 
provides satisfactory results in language theory, like strong normalization, 
but is also useful for interpretations where typing somehow corresponds to 
what we intuitively express by the words ‘is a’: this is a construction, that 
is a real number, this is a proof of Pythagoras’ theorem, that is a program, 
etc. 
In typed lambda calculus, ail variables have a type, and such types can 
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in general be lambda expressions themselves. This typing of the variables 
generates typing of the full lambda expressions. An essential feature is the 
development of a notion of validity (or correctness), which is connected to 
requiring everywhere that the argument we have for a function has the type 
that was given as the type of the domain variable at the occasion of the 
introduction of the function. 
1.3. But although the lambda calculus is able to deal with more 
situations than just the ordinary functional relationships of mathematics, 
there still is a kind of deficiency, even when dealing with those ordinary 
functions. The simplest case is the one of functions of two variables x and 
y. We can describe them as functions of x whose values are functions of y. 
In the formulas that gives rise to pairs like IxAy. But that is not always 
what we want: we often want to think of those functions as a function of 
a single variable, i.e., the variable point in the xy-plane. In lambda theories 
extended with particular facilities for handling Cartesian products and 
definitions the trouble may be overcome, but it gets more difficult when the 
type of the y depends on x. Moreover, if we want to apply lambda calculus 
for constructions which are no longer ordinary mathematical functions, the 
notion of Cartesian products has to be revised too. 
These remarks lead to the question of whether it is possible to treat 
sequences of A’s, like the ,?,xAy, as a whole, without condensing them into 
a single 1. This paper will present a framework for organizing this. 
1.4. The application of type theory to the representation of formal 
knowledge such as mathematics runs the danger of getting much harder 
than we expect at first, at least if we insist on having a system in which it 
is feasible to express everything that we intuitively believe to be formal 
already. In order to get a kind of feasibility, system designers have attached 
extra features here and there, sometimes quite different from the basic ideas 
of typed lambda calculus. An example is the feature of type inclusion in 
AUT-68 (see de Bruijn, 1970, 1980). More or less equivalent is the usage 
of Z7’s in many other systems (like Zucker, 1975; Martin-Liif, 1984). In all 
such cases these attachments introduce new reductions, which lead to more 
definitional equivalences, and that means that the human user can leave 
more details to the computer. 
For a recent survey of a number of typed lambda calculi we refer to 
(Barendregt, to appear). 
1.5. It is diflicult to compare all the different systems of typed 
lambda calculus, since they have many ideas in common without having 
been developed on a common basis. An attempt to such a common basis 
for various systems was given in the language AUT-QE-NT1 (see de Bruijn, 
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1978) (NT1 stands for ‘no type inclusion’). With some slight adjustments 
AUT-QE-NT1 is representable in the general typed lambda calculus dA of 
(Bruijn, 1987). Compared to the system of (de Bruijn, 1971; Nederpelt, 
1973), AA is more liberal about the application of a function to an argument, 
and that liberalism is just what we need for treating definitions and 
abbreviations as a part of the language. This is important since processing 
large amounts of mathematical material would be unfeasible without such 
a feature. 
In Section 2 we shall describe the notations and some of the basic 
properties for the kind of lambda calculus to be referred to in this paper, 
without fixing exactly what calculus we have in mind. 
Since it seems that there is no absolute standard for typed lambda 
calculus yet, and since the ideas on telescopic mapping are not tied to one 
particular kind of theory, the paper will not attempt to be absolutely 
formal. 
1.6. A few remarks here about the word “telescope” for an abstrac- 
tor string. The word was inspired, of course, by the old-fashioned instru- 
ment consisting of segments that slide one into another. In Automath the 
words “telescope” and “context” were both used, whereas others (cf. 
Martin-Liif, 1984) used the word “context” only. One can say that a context 
is a closed telescope, i.e., a telescope without free variables. But in Automath 
the word “context” was used for closed telescopes only as far as they were 
used to indicate the collection of assumptions and typed variables for a 
particular set of lines in a book. In that way the word is close to its mean- 
ing in science and literature in general. One can say that contexts are used 
to describe the book structure, and that telescopes appear in expressions in 
the book. 
Properly speaking one might say that in its general usage “context” 
refers not just to assumptions and variables, but also to the defined notions 
that can be freely used. This comes near to what was called a “knowledge 
frame” in (de Bruijn, 1987). In Automath that notion was not used, since 
there was no need for contexts that include definitions: the instantiation 
machinery of Automath enables us to refer to all previously defined notions 
in the same as well as in other contexts. 
Another reason for not using the word “context” for strings of abstrac- 
tors in general, not even if they are closed, is that for technical notions one 
should not use names that have a meaning already in one’s own 
metalanguage. 
1.7. Automath was the first case of a type theory that was used 
very extensively for the writing of mathematics, and it was there that in the 
early 1970s the need to think in terms of telescopes and telescopic 
mappings was felt and expressed for the first time. 
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In his work on AUT-II J. Zucker (1975) made extensive use of abbrevia- 
tions for telescopes in his introduction into modern mathematics. As an 
example we mention that the notion “group” is described by a telescope 
(and, in the terminology of this paper, a particular group is represented as 
a vector fitting into that telescope). The sequence of abstracters involved in 
such a telescope provide names for the type and the set of the group 
elements, for the unit element, and the assumptions that take care of the 
group rules. But on a simpler level, also “set” requires a telescope. 
The telescopic mappings come in if we have two telescopes, such as “set” 
and “group,” and if we wish to talk about mappings that attach a group 
to every set. In one sense the idea of telescopic mappings can be considered 
as a very special case of what happens in category theory in mathematics, 
but in another sense it is more general since the expressions in type theory 
can denote things quite different from the objects in mathematics. 
Nevertheless it has to be said that Zucker never felt that in his setup of 
classical analysis he needed explicit use of notation for telescopic mappings 
(the material of this paper was available in 1973). He always found himself 
in relatively simple situations that could be handled ad hoc. 
1.8. In this paper there is no attempt to present a formal theory of 
telescopes. We just treat telescopes on the level of metalanguage (and that 
is why the paper can be relatively informal). For a formal treatment of a 
kind of generalized lambda calculus that deals with strings of abstracters 
and applicators (“segments”) as if those segments were just objects, with 
segment variables and quantification over such variables, we refer to 
(Balsters, 1987). That calculus can provide a full lambda calculus for the 
telescopic mappings of this paper. But it is by no means easy. 
2. NOTATION AND RULES FOR TYPED LAMBDA CALCULUS 
2.1. The kind of calculus to be considered is what one might call 
minimal lambda-typed lambda calculus, having the minimal set of rules for 
making it work. It is essentially the one of (de Bruijn, 1971; Nederpelt, 
1973). The calculus of (de Bruijn, 1987) is roughly the same, the difference 
being that a slight change in the rules for application made the latter 
system useful for feasible implementation of languages that handle 
abbreviations and definitions. Moreover we mention that (de Bruijn, 1987) 
has a novelty on the metalevel: it describes the expressions of the calculus 
in the form of trees with reference arrows, thus avoiding the necessity to 
bother about the names of variables as well as avoiding the depth references 
of (de Bruijn, 1972). But here we shall take the usual line of slightly informal 
use of names of variables. 
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2.2. The set n of typed lambda expressions is given recursively by 
(i) rE.4 
(ii) If x is a variable, then x E L!. 
(iii) If x is a variable, and if TEA, BE/I, then [x: T]BE/I. 
(iv) If AEn and BEA then (A)BEA. 
2.3. We use the term abstractor for a fragment [x : A], and the 
word apphcator for a fragment (A ). 
The notation is the one of Automath. Writing [x : T] instead of a sub- 
script notation like A,:, is merely a matter of typographical convenience 
since the A itself might contain things with subscripts too, The other thing 
that deviates from standard lambda calculus tradition is that that 
applicators are written on the left instead of on the right. This is reasonable 
because of the prominent role of b-reduction: pairs (A ) [x : T] which are 
ready for b-reduction are kept together in the notation. 
The set /i, is defined as the set of all closed expressions in /i, i.e., expres- 
sions without free variables. 
2.4. The crucial notions are validity and typing. The set L!” of all 
valid expressions is a certain subset of ,4, that can be defined either by a 
set of generic rules or by an algorithm for checking validity. We do not 
display such rules here, but refer to (Nederpelt, 1973; van Daalen, 1980; 
de Bruijn, 1987). 
There are the extra notions of degree, typing, P-reduction, and definitional 
equivalence. 
An expression is said to have degree 1 if its rightmost symbol is r. The 
simplest thing of degree 1 is z itself. 
If P E /i, and if the rightmost symbol of P is not r, then that symbol is 
a variable x that has been introduced in an abstractor [x : T] inside P. We 
say that T is the type of X. We now define typ(P) as the expression we get 
by replacing that rightmost x by its type. 
If typ(P) has degree 1, we say that P has degree 2, if typ( P) has degree 
2, we say that P has degree 3, etc. It is not hard to show that every P E A, 
has a finite degree. 
2.5. The usual notion of j?-reduction can be slightly extended 
by allowing local P-reduction (de Bruijn, 1987). Definitional equivalence 
(for which we use the symbol - ) is the usual reflexive, transitive, and 
symmetric closure of the (local)/?-reduction. 
We get a slightly stronger form of definitional equivalence if we allow 
both p- and q-reductions instead of just b-reductions. From Section 8 
onwards it will be assumed that equivalence is this /Iv-equivalence. 
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We can now say that P : Q just means typ(P) = Q. 
2.6. The set A, is nicely closed with respect to the operations 
of typing and reduction. We mention some of the properties here 
(P, Q, F, G, A, T stand for elements of ,4,): 
(i) If PEA, and degree(P)>0 then typ(P)E/i,. 
(ii) If P E A,, and if P reduces to Q in a local P-reduction step, then 
also Q E /i, ; if moreover degree(P) > 1 then typ( P) = typ( Q). 
(iii) If C is a sequence of abstracters and applicators, and if CTE A, 
then C[x: T]x~/i, and C[x: flr~:/i,. 
(iv) If C is a sequence of abstracters and applicators, if CFE A,, 
CA E A,, and if typj(CF) z C[x : T] G for some j> 0, with typ(CA) E CT, 
then C(A)FE A,. 
2.7. The syntax of /1 can easily be enriched by adding instantiation 
expressions of the type f(A i , . . . . A,) as used in Automath. Although it 
would not cause any difficulty, we shall not enter into this in the present 
paper. 
In this connection it can be mentioned that the 2s and TI’s written in 
front of abstracters in several systems of typed lambda calculus can be seen 
as unary operators acting on expressions starting with an abstractor, and 
can be described syntactically by means of instantiations with a single 
subexpression. 
2.8, There is also a notion of local typing. If C is a sequence of 
abstracters and applicators, and if CA E A,, CTE A,, typ(CA) - CT we 
may write C I- A : T. If in particular C is a string of abstracters only this 
is usually expressed by saying that A has the type T in the context C. 
3. TELESCOPES AND VECTORS FITTING INTO THEM 
3.1. A telescope is an abstractor string 
[x, : A,][x,:A,(x,)] .+. [xk : Ak(xI, . . . . XL,)]. 
The number k is called its length. The Ai(x,, . . . . xi_ ,) stands for an 
expression in n that we allow to contain, possibly on top of a set of free 
variables, the variables x,, . . . . xi-, . Note that the symbols Ai have no 
separate meaning, it is only the combination Aj(xI, . . . . xi-i) that makes 
sense. 
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We use column vector notation 
On the right we have written the column vector x as a row x1, . . . . xk, just 
for typographical reasons. And for simplicity we have extended the strings 
of variables to length k for every Ai, although we know that Ai does not 
contain xi, xi+ 1, . . . . 
If V 1 > ..*, vk are expressions in LI then v will be called a n-vector. 
The above telescope will be abbreviated to 
[x : A(x)]. 
3.2. We say that the n-vector vfits into the telescope, notation 
v EE [x : A(x)], 
if the following typings are typings of LI y : 
Vl . ‘Al 
~2 : A,(v,) 
vk : Ak(h 3 . . . . vk - 1). 
It has to be pointed out that what is meant here is not the instantiation 
referrred to in Section 2.7. Ak(uI , . . . . ok- 1) stands for the expression we get 
if we start from the expression that was denoted by ,4,(x,, . . . . xk- i), and 
replace all occurrences of x1 by the expression vi, etc. 
We might have chosen any other symbol instead of EE. The only reason 
for EE is that the titting of a vector into a telescope of length 2 sometimes 
implements the belonging of an element to a set. 
3.3. For the fitting of v into the telescope [x : A(x)] we shall also 
use the notation 
v : A(v). 
Note that on the right of EE we have a telescope, on the right of the colon 
we have a vector. If 
Q = [x : A(x)] 
196 N. G. DE BRUIJN 
then v EE Q and v : A(v) are synonymous. Accordingly, we might even 
write [x EE Q] instead of Q itself. If v has length 1, the notation v : A(v) 
describes just ordinary typing. 
3.4. If the vector v fits into the telescope Q, and if the length of v 
is > 1, then we do not have the right to speak of Q as being the telescope 
of v. If the length is 1, the simple relation between type and telescope 
guarantees that Q is uniquely determined by v in the sense that if v fits both 
into Q and into R, then Q and R are delinitionally equal. If the length 
is > 1, this is not longer the case. J. Zucker gave the following simple 
example. If 
01 
v= 0 EE cx, : A,It-x, :4(x,)1 v2 
then we also have 
v EE cx, : A,lCx2 : A2(4)1, 
and these two telescopes are not dilinitionally equal. 
4. FURTHER NOTATION 
4.1. If v and w  are vectors, possibly of different length, 
vc( y). w=(?J 
then (v) w  denotes the vector 
and [x : A(x)] w  denotes the vector 
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4.2. Concatenation of the vectors v and w  is denoted by v 0 w: 
4.3. We can also concatenate two telescopes. The second one may 
depend on variables introduced in the first one. If 
Q = Cx : A(x 
R(x) = CY : B(x, ~11, 
then the concatenation can be written as 
Cx : A(X) : JW YJI. 
If we introduce A*(x 0 y) = A(x), B*(x 0 y) = B(x, y) then the concatenation 
can be written as a single telescope 
[xoy : A*(xoy)oB*(xoy)]. 
4.4. Quite often we have to deal with the case that a concatenated 
vector zov(z) (the first entries are variables, the last ones are expressions 
containing these variables) fits into the concatenated telescope 
[x : A(x)][y : B(x, y)]. In those cases we say (in accordance with 
Section 2.8) that in the context [x : A(x)] the vector v(x) fits into 
CY : W, ~11. 
5. TELESCOPIC MAPPINGS 
5.1. The semantics of a telescopic mapping is a function that 
attaches a vector v to every vector that fits into a telescope Q (to be called 
the it domain telescope). If Q = [x : A(x)], the syntax is 
Cx : A(x)lv(x), 
which will also be written as 1 X,Ee~(~). Note that there is some danger of 
confusion in the notation [x : A(x)]v(x). It does not reveal what the 
domain telescope is, since v(x) itself may start with abstracters. 
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5.2. We shall be concerned with mappings where the values v(x) fit 
into a second telescope. In general, the second one can depend on the 
variables of the first: 
Q = [x : A(x)] 
R(x) = CY : Wx, ~11. 
So if we say that the values of the mapping [x : A(x)]v(x) lit into the 
second telescope, we mean that in the context [x : A(x)] we have 
v(x) EE R(x), which means 
x 0 v(x) EE [x : A(x)] [y : B(x, y)]. 
We shall build a new telescope into which all these mappings 
[x : A(x)]v(x), and nothing but these mappings, fit. We denote it by 
P .,oR(x). We shall refer to it as a functional telescope. It is defined as 
P xEQR(x) = Cs : Cx : W)lB(x, (x>s)l. 
In Section 8 it will be established to have the required properties. 
If Q has length k, R length m, then we have the following lengths: 
Q R(x) s x A(x) B(x, <x)s) /J,,~R(x) 
k m m k k m m 
6. AN EXAMPLE 
6.1. Let us describe mappings from the interior of the unit circle in 
the complex plane into the set of all real numbers y with 0 i y < 1. 
The interior of the unit circle can be related to the telescope 
Q = [z : complex] [U : P(z)] 
(if z is a complex number then P(z) represents the class of all proofs for the 
statement that the absolute value of z is less than 1). The range set is 
related to the telescope 
R= [y : realJ[v: W(y)] 
(if y is a real number, then W(y) is the class of all proofs for the statement 
that 0 < y < 1). The functional telescope becomes (note that z 0 u is a 
column vector of length 2, with entries z and U) 
P ZDUEEQ = [p : [z : complex] [u : P(z)] real] 
[q : [z: complex][u : P(z)] W((u)(z)p)]. 
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6.2. Let the vector g =fo w  lit into this functional telescope. So 
f: [z : complex][u : P(z)] real, 
w  : [z : complex][u : P(z)] IV((u)(z)f). 
Furthermore, let aa m lit into the domain telescope Q, whence a : 
complex, m : P(a). Now 
If we put (m)(a)f=b, (m)(a)w=r, we have (aom)f=bor, and we 
infer that b : real and r : Q(b), i.e., r is a proof for the statement that b 
satisfies 0 < b -C 1. In other words, (a 0 m ) f fits into R. 
We can now check that 
[z: complex][u: P(z)](zou)g 
is a telescopic mapping (defined on Q) whose values fit into R. It reduces 
to g by q-reduction (see Section 7). 
7. BETA AND ETA REDUCTION 
7.1. If v EE [x : A(x)] then 
(v>Cx : A(x)lw(x) >B w(v). 
The number of b-reduction steps is equal to the length of v. 
7.2. If the vector f does not contain the variable x then 
[x:A(x)](x)f>,f. 
The number of q-reduction steps is equal to the length of x. 
In the next sections we shall take definitional equivalence in the /3-q 
sense (cf. Section 2.5). 
8. DERIVED RULES FOR TELESCOPIC MAPPINGS 
8.1. Throughout this section, Q and R(x) will be as in Section 5.2: 
Q = Cx : A(x R(x)= C~:Wx,y)l. 
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We shall formulate the derived rules I, II, III. The latter two have exactly 
the form of introduction and elimination rules for ordinary lambda 
calculus. 
In order to keep things simples, these derived rules are formulated here 
for the empty context, but they hold similarly in an arbitrary context (cf. 
Section 2.8). 
8.2. As a warning we first mention that f(x) is not the value of a 
function f at a point x. Like A(x), . . . in Section 3, f(x) stands for a vector 
of expressions containing the variables xi, . . . . If in f(x) we replace all xi by 
corresponding u;s, the result will be denoted by f(v). It will be a conse- 
quence of Rule I that f(v) can be interpreted as a function value, but not 
as a function value of f. The function it can be interpreted as a value of, 
is g, where g = [x EE Q] f(x). 
8.3. RULE I. If f EE P,,,~R(x) then (by q-reduction) 
If moreover v EE Q then we have as a consequence 
(v> L, (x)f= (v)f, 
but here P-reduction will do, we do not need y. 
ProoJ Trivial. 
8.4. RULE II (introduction rule). 
f(x) EE R(x) in the context [x EE Q] 
A xpepf(X) EE Px,,QW) 
Proof: In the context [x : A(x)] we have f(x) : B(x, f(x)). If g= 
1 XEEPf(x) then (x)g is definitionally equal to f(x), so f(x) : B(x, (x)g) in 
the context [x : A(x)]. Therefore 
Cx : A(x : Cx : A(x)lB(x, (x>gL 
and so 
g : Cx : -W)lW, (x>g). 
As p,,,oR(x) = [s : [x : A(x)]B(x, (x)s)] we now conclude g EE 
P XEEc$w 
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8.5. RULE III (elimination rule). 
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g EC Px,,gNX) v EE Q 
<v>g EE NV) 
Proof: We have 
g : Cx : Mx)lW, (x>g)> 
v : A(v), 
and therefore (v ) g : B( v, (v ) g). 
Now note that R(v)= [y : B(v, y)], so (v)g : B(v, (v)g) can be inter- 
preted as (v)g EE R(v). 
9. COMPOSITION OF FUNCTIONS 
9.1. We consider telescopes Q, R, S. For simplicity we shall take 
them as independent, i.e., we do not have one of them depending on the 
variables of another one, like the R(x) of Sections 4.3 and 5.2. 
THEOREM. Let Q, R, S be telescopes, and let f and g be vectors with 
Proof. In the context [x EE Q] (cf. Section 4.4) we have x EE Q, and 
therefore by Rule III (x ) f EE R. Again by Rule III ( (x) f) g EE S. Finally 
we apply Rule II. 
10. MAPPINGS INTO A PRODUCT 
10.1. Under this heading we generalize the idea of mappings of a 
set A into the Cartesian product of two sets B and C. The set A -P (B x C) 
of all mappings of A into B x C can be seen as the Cartesian product 
(A + B) x (A + C). We shall generalize this to telescopes. 
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Q = [x : A(x)] 
R,(x) = CY : B(x, ~11 
Mx, Y) = Cz : C(x, Y, ~11, 
then we have 
P ...a(C~ : Wx, Y)ICZ : W, Y, z)l 
= Cf= r%,aRdx)Cg EE ~xxJMx, (x>fIl. 
Proof Introduce B* and C* by 
B*(x, ~oz)=B(x, Y), c*(x, y 0 z) = C(x, y, z). 
Then the concatenation [y : B(x, y)][z : C(x, y, z)] can be written as a 
single telescope 
Cyoz : Wx, yoz)l, where H=B*oC*. 
Now 
P x&Y OZ : H(x, yoz)] = [s : [x : A(x)]H(x, (x)s)]. 
Writing s = f 0 g (with appropriate lengths of f and g) we get 
Wx, <x>s)=Wx> (<x)f)o((x)g)) 
=Wx, (x>f)oC(x, (x)f, (x>g). 
Therefore 
Cs : Cx : A(x)lH(x, (x>s)l 
= [f: Cx : A(x)lB(x, <x)f)lCg : Cx :A(x)lC(x, <x)f, <x)g)l 
= L-f EE Pxeep R,(x))lCg= WV (x>f)l. 
11. MAPPINGS WHERE THE DOMAIN IS A PRODUCT 
11.1. Under this heading we generalize the idea of mappings of a 
Cartesian product of two sets A and B into a set C. The set of all those 
mappings, (A x B) --) C, can be interpreted as the set A -+ (B -+ C) of all 
mappings of A into the set of all mappings of B into C. We shall generalize 
this to telescopes. 
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THEOREM. Considering the telescope 
CY : B(y)1 Cz : C(Y, z)l Cw : WY, z> w)l 
we put R, = Cy : WY)], R,(Y) = Cz : C(Y, ~11, T(Y, z) = Cw : WY, z, ~11, 
S = RI 0 R,(y). Then we have 
c~~oz~~sT(~~ z) = CL~~APL,,,,~O(T(Y~ z)). 
Proof. 
I+EJY, z) = Cs : CY : B(y)lCz : C(Y, z)ID(Y> z, (YOZ)S)I. 
On the other hand 
P zs.RJt~, z) = IIt : Cz : C(Y, z)lWy, z, (z)t)l, 
SO 
P ~Edt,(PZ&Z*(y) T(Y, z))= Cs : CY : WY)ICZ : C(Y, z)lD(y, z, <~)(z)s)l. 
It now suffices to remark that (yoz)s= (z)(y)s. 
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