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Thermal corrections to Schwinger pair production are potentially important in particle physics,
nuclear physics and cosmology. However, the lowest-order contribution, arising at one loop, has
proved difficult to calculate unambiguously. We show that this thermal correction may be calculated
for charged scalars using the worldline formalism, where each term in the decay rate is associated
with a worldline instanton. We calculate all finite-temperature worldline instantons, their actions
and fluctuations prefactors, thus determining the complete one-loop decay rate at finite temperature.
The thermal contribution to the decay rate becomes nonzero at a threshold temperature T = eE/2m,
above which it dominates the zero temperature result. This is the lowest of an infinite set of thresholds
at T = neE/2m. The decay rate is singular at each threshold as a consequence of the failure of the
quadratic approximation to the worldline path integral. We argue that that higher-order effects will
make the decay rates finite everywhere, and model those effects by the inclusion of hard thermal
loop damping rates. We also demonstrate that the formalism developed here generalizes to the case
of finite-temperature pair production in inhomogeneous fields.
I. INTRODUCTION
Pair production in an external field is a form of semiclassical tunneling and has applications in many areas of
physics [1–6]. Here we present a complete first-principles calculation of the one-loop thermal correction to the pair
production rate of charged scalars in a static electric field. The effect of pair production in a background electric field
at zero temperatue was derived first by Euler and Heisenberg [7] and subsequently rederived by Schwinger [8] using
modern field-theoretic techniques. the pair production is simple: when the energy contained in an external electric
field is large enough, it becomes energetically favorable to produce charged pairs which screen the external field. From
a modern perspective, the presence of an external electric field over a large spatial region creates a metastable state,
which decays by the nucleation of charged-particle pairs. In this way, it is similar to the false vacuum decay [9–11].
This similarity is most clearly seen in the worldline formalism, as shown in the calculation of the zero-temperature
pair production rate by Affleck et al. [12]. The inclusion of thermal effects naturally increases the rate at which the
metastable state decays [13].
Schwinger’s expression for the decay rate is obtained from the imaginary part of the one-loop effective action of
charged particles in a constant external electric field. For charged scalars, the one-loop zero-temperature decay rate is
Γ = (eE)
2
(2pi)3
∞∑
p=1
(−1)p+1
p2
exp
[
−m
2
eE
pip
]
(1)
with a similar result for fermions. The factor of 1/e in the exponent signals that this is a nonperturbative result. These
results have been extended in a number of ways [14–21]. One obvious extension is to to nonzero temperature and density.
In the case of external magnetic fields, the properties of the thermal one-loop effective action are well-known [22, 23].
However, in the case of electric fields, there has been no clear consensus on the form or even the existence of one-loop
thermal corrections to the zero-temperature decay rate [24–30]. Although the formal expression for the decay rate can
be readily constructed using, say, Schwinger’s proper time formulation, the analytic structure of the resulting formulae
is quite intricate and leads to structural ambiguities [29]. It has been suggested that the one-loop thermal contribution
to the decay rate may be zero, but there is no obvious symmetry principle that would lead to this conclusion. The
worldline formalism has proven to be a very powerful tool in quantum field theory at zero temperature, capable of
reproducing and extending Schwinger’s result [12, 19, 20] as well as providing a compact, powerful framework for the
calculation of gauge theory amplitudes [31, 32] We will show that the worldine formalism can be used to calculate the
thermal corrections to Schwinger’s one-loop result. To the best of our knowledge, this is the first time the worldline
formalism has been used to calculate a nonperturbative finite-temperature effect. We restrict ourselves here to the
simplest case of charged scalars in QED, and will return to the case of fermions in QED and QCD in later work.
The extension of the worldline formalism to fermions presents no difficulty [19, 33]. The case of QCD is relevant, for
instance, in phenomenological flux-tube models of quark-antiquark pair production during hadronization in heavy ion
collisions [4, 34, 35].
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2II. THE T = 0 CASE IN THE WORLDLINE FORMALISM
We begin by reviewing and extending the work of Affleck et al. [12] for the T = 0 case of a scalar field. The
Lagrangian is given by
L = (Dµφ)∗ (Dµφ) +m2φ∗φ (2)
with a covariant derivative Dµ ≡ ∂µ + ieAµ where Aµ provides the constant background electric field in Euclidean
space. The partition function Z[A] and effective action W [A] are functionals of the background field:
Z [A] = e−W [A] =
ˆ
[dφ] [dφ∗] e−
´
d4xL. (3)
The integral over the scalar fields can be done exactly, yielding a functional determinant which can be written as an
integral over proper time:
W [A] = −
ˆ ∞
0
ds
s
Tr
[
e−s(−D
2+m2)
]
= −
ˆ ∞
0
ds
s
e−sm
2
〈
x
∣∣∣e−s(−D2)∣∣∣x〉 . (4)
In the worldline formalism, the trace is given as a path integral over closed worldline paths xµ(τ)
W [A] = −
ˆ ∞
0
ds
s
e−sm
2
˛
[dxµ] exp
{
−
ˆ s
0
dτ
[
1
4
(
dxµ
dτ
)2
+ ieAµ
dxµ
dτ
]}
(5)
with boundary condition xµ (0) = xµ (s). We perform first a saddle point approximation to the integral over s and
then find instanton solutions to the equations for xµ(τ). By rescaling s and τ , we can put W [A] into the form [19]
W [A] = −
ˆ ∞
0
ds
s
e−s
˛
[dxµ] exp
{
−
ˆ 1
0
du
[
m2
4s x˙
2 + ieA · x˙
]}
(6)
where x˙µ ≡ dxµ/du. The saddle point of the integral over s is given by
s20 =
m2
4
ˆ 1
0
du x˙2 (7)
and its contribution to W [A] is
−
√
2pi
m
˛
[dxµ]
1[´ 1
0 du x˙
2
]1/4 exp
−m
√ˆ 1
0
du x˙2 − ie
ˆ 1
0
duA · x˙
 . (8)
This will be a good approximation if s0  1, corresponding to eE/m2  1 [19]. We may now evaluate the functional
integral in steepest descents, thus reducing the problem to finding instanton solutions for the effective action
Seff = m
√ˆ 1
0
du x˙2 + ie
ˆ 1
0
duA (x(u)) · x˙. (9)
This entails solving the following equations of motion:
1√´ 1
0 du x˙
2
mx˙µ = ieFµν x˙ν .
Notice that
√´ 1
0 du x˙
2 is a constant of the motion, as can be verified by contracting the above with x˙µ.
We impose a constant (Minkowski-space) electric field by taking A3 = −iEx4 with the other three components
either zero or constant. Then the only non-zero components of F are F34 = −F43 = +iE. The general solution of the
equations of motion (9) for xµ (τ) is a circular orbit of radius R = m/eE centered about (x¯3, x¯4)
x3 =
m
eE
cos
(
eaE
m
u+ ϕ
)
+ x¯3 (10)
x4 =
m
eE
sin
(
eaE
m
u+ ϕ
)
+ x¯4 (11)
3where the parameter a =
√´ 1
0 du x˙
2. In the case of constant field this equals the arc length, which for T = 0 is 2pipR,
with p a positive integer. The value of the effective action for such a solution is
S0p =
m2
eE
pip. (12)
The case p = 1 was treated by Affleck et al., who showed that the p = 1 solution has one unstable mode. Their results
may be extended to general p with one caveat: for p > 1, there is an unstable mode as in the p = 1 case, but also p− 1
extra pairs of negative eigenvalues. Extra negative modes have been found previously in the study of vacuum decay,
with subtle interpretational issues [36–38]. In the present case, we have guidance from Schwinger’s original treatment,
and this tells us that the pairs of negative eigenvalues are included, with the minus signs cancelling. See Appendix A
for a derivation of the fluctuation prefactors K0p associated with these trajectories. The final result takes the form
Γ0 = 2 Im
{ ∞∑
p=1
K0pe
−S0p
}
(13)
with
K0p =
i
2
(eE)2
(2pi)3 p2
(−1)p+1 (14)
reproducing the known result Eq. (1).
III. THE T > 0 CASE IN THE WORLDLINE FORMALISM
In the worldline formalism, nonzero temperature may be introduced via the replacement [39, 40]〈
x
∣∣∣e−s(−D2)∣∣∣x〉→∑
n∈Z
〈
x
∣∣∣e−s(−D2)∣∣∣x+ nβeˆ4〉 (15)
in the functional determinant. Finite temperature worldline instantons are sections of the T = 0 solutions whose
endpoints are separated by nβ in the time direction.
For any value of nβ for which solutions exist, there is a short path of central angle less than pi corresponding to a
particle trajectory and another corresponding to an antiparticle trajectory; both trajectories contribute to the free
energy of the metastable phase. Correspondingly, there are are also two long paths of central angle greater than pi
which contribute to the decay rate. All four paths are shown in Fig. 1. From the geometry we see that the arc length
of a short path Rθn is determined by R sin (θn/2) = nβ/2. The arc length of a corresponding long path is R (2pi − θn).
Appending a short path of arc length Rθn to a corresponding long path of arc length R (2pi − θn) gives the T = 0
circular solution found in Ref. [12].
In order for such solutions to exist at all, the diameter of the T = 0 solution must be greater than nβ,
2R = 2m
eE
> nβ. (16)
In other words, the maximum value of n, nmax is given by
nmax =
⌊
2mT
eE
⌋
. (17)
This implies that there are no one-loop thermal effects from worldline instantons for T < eE/2m, i.e., at sufficiently
low temperatures [30].
Such solutions can be extended by adding on p windings. The actions of these solutions are given by
S(s)np =
m2
2eE [(θn + 2pip) + sin θn] (18)
S(l)np =
m2
2eE [(2pi − θn + 2pip)− sin θn] . (19)
4θn2pi − θn

nβ
m
eE
an = meE θn
Figure 1. The four basic finite-temperature classical paths in the x3 − x4 plane with a winding of ±n in the timelike direction,
shown as portions of zero-temperature circular paths. All four paths begin and end on the same two points, which are separated
by nβ in Euclidean time. From left to right, the paths are an antiparticle long path, an antiparticle short path, a particle short
path and a particle long path. The radius R is m/eE and the length of the short arcs an is Rθn.
Note that
S(s)np = S
(s)
n0 + S0p (20)
S(l)np = S
(l)
n0 + S0p (21)
and that the two solutions become degenerate when θn = pi.
A. Fluctuation prefactors
The prefactors K(s)np and K(l)np are given in terms of the functional determinant of the second variation operator,
which is the sum of a local and a nonlocal term [12]:
Mµν ≡ δSeff
δxν (u′) δxµ (u)
∣∣∣∣
xcl
= Lµν − ϑeE
R2
(xµ (u)− x¯µ) (xν (u′)− x¯ν) (22)
where
Lµν =
[
−eE
ϑ
δµν
d2
du2
+ ieFµν
d
du
]
δ (u− u′) (23)
and ϑ is the total angle spanned by the instanton solution, that is, ϑ = 2pip+θn for short paths and ϑ = 2pi (p+ 1)−θn
for long paths. For fluctuations about zero temperature solutions, the eigenvalue problem for Mµν can be solved by
inspection. For fluctuations about finite temperature solutions this is made difficult by the boundary conditions at the
endpoints. Fortunately, the functional determinant may be computed without any explicit knowledge of the spectrum.
The matrix determinant lemma [41] can be used to isolate the effect of the nonlocal term,
det ′ [Mµν ] = det ′ [Lµν ] ·
[
1− ϑeE
R2
¨
du du′ (x (u)− x¯)µ
(
L−1
)
µν
(x (u′)− x¯)ν
]
(24)
and the local part of the functional determinant is computed using the method of Gel’fand and Yaglom [42, 43].
Consider the following set of initial value problems (ρ = 1, 2, 3, 4):
Lµνη
(ρ)
ν = 0 (25)
η(ρ)ν (0) = 0 (26)
η˙(ρ)ν (0) = δνρ (27)
Up to a phase, the local prefactor can be written
(N det ′ [Lµν ])−1/2 =
(eE)2
(2piϑ)2
√√√√√det
[
η˜
(ν)
µ (1)
]
det
[
η
(ν)
µ (1)
] (28)
5where N is a normalization factor and η˜(ν)µ are the solutions of the corresponding free initial value problem, with
L˜µν = − eEϑ d
2
du2 δµν . It is then straightforward to show
(N det ′ [Lµν ])−1/2 = (−1)p (eE)
2
(2piϑ)2
√
ϑ2
2 (1− cosϑ) . (29)
As we will see in section IVA, the overall phase ei2pip/2 = (−1)p is related to the Morse index of the classical path.
Note that this quantity is manifestly real, which means any imaginary contribution must come from the nonlocal part.
To compute the nonlocal part we find the Green’s function directly, by solving the equation
LµρGρν (u− u′) = δµνδ (u− u′) (30)
with Dirichlet boundary conditions. A lengthy but straightforward calculation gives, for the nontrivial components
G33 = G44 and G43 = −G34,
G33 =
1
2eE
[
− sin (ϑ|u− u′|) + sin (ϑu′) + sin (ϑu)− 4 sin
(
ϑ
2u
)
sin
(
ϑ
2u
′) cos (ϑ2 (u− u′))
tan
(
ϑ
2
) ] (31)
G43 =
1
2eE
[
sgn (u− u′) (cos (ϑ|u− u′|)− 1) + cos (ϑu′)− cos (ϑu)− sin (ϑ (u− u
′)) + sin (ϑu′)− sin (ϑu)
tan
(
ϑ
2
) ] . (32)
The nonlocal part of the determinant can now be computed directly:[
1− ϑeE
R2
¨
du du′ xµ (u)Gµν (u− u′)xν (u′)
]
= ϑ2 cot
(
ϑ
2
)
(33)
Note that for long paths pi < ϑ < 2pi (modulo 2pi), so the nonlocal part of the determinant is negative. Because of this,
it is clear that it is the long paths that contribute to the imaginary part of the effective action.
The prefactor can now be assembled as before(ˆ
d4x
) √
2pi/m[´ 1
0 du x˙
2
]1/4
(
det ′
[
δSeff
δxν (u′) δxµ (u)
∣∣∣∣
xcl
])−1/2
= V3β
(eE)2
(2pi)3/2 (nmβ)1/2 ϑ2
[
1−
(
nβeE
2m
)2]−1/4
. (34)
For long paths, an extra factor of ±i/2 should be included because the contribution to the imaginary part results from
an integration over only one half of the Gaussian peak in the imaginary direction [44]. The sign depends on the way in
which the analytic continuation is performed.
The functional determinant for the short paths is always positive, and the functional determinant for the long
paths is always negative, in agreement with arguments given in section IVA. The sum of the short path contributions
represents the free energy density of the metastable phase, and is given by
f = −
∞∑
p=0
nmax∑
n=1
2K(s)np e−S
(s)
np (35)
where
K(s)np =
(−1)p (eE)2
(2pi)3/2 (nβm)1/2
[
2pip+ 2 sin−1
(
nβeE
2m
)]2
[
1−
(
nβeE
2m
)2]−1/4
(36)
S(s)np =
m2
2eE
2pip+ 2 sin−1(nβeE2m
)
+ nβeE
m
√
1−
(
nβeE
2m
)2 . (37)
In the limit E → 0, equation (35) precisely reproduces the free energy of a free relativistic particle in the limit βm 1.
Compare the limiting form of equation (35) with the exact expression [45]
f = − m
2
pi2β2
∞∑
n=1
1
n2
K2(nβm). (38)
60.5 1
10−7
10−5
10−3
10−1
T/m
f/m4
exact
wordline instanton
Figure 2. The worldline instanton expression for the free energy is an excellent approximation at low temperatures and E → 0.
As β →∞ we have
f ∼ −
∞∑
n=1
2 m
3/2
(2pi)3/2(nβ)5/2 e
−nβm (39)
which is the precise form of equation (35) as E → 0.
The long paths, on the other hand, give a thermal correction ΓT to the zero-temperature decay rate Γ0. Our final
result for scalars is
ΓT = 2 Im
{ ∞∑
p=0
nmax∑
n=1
2K(l)npe−S
(l)
np
}
(40)
where
K(l)np =
i
2 ·
(−1)p (eE)2
(2pi)3/2 (nβm)1/2
[
2pi (p+ 1)− 2 sin−1
(
nβeE
2m
)]2
[
1−
(
nβeE
2m
)2]−1/4
(41)
S(s)np =
m2
2eE
2pi (p+ 1)− 2 sin−1(nβeE2m
)
− nβeE
m
√
1−
(
nβeE
2m
)2 . (42)
This concludes the derivation of our results for scalars in an external electric field.
IV. DISCUSSION
In this section, we discuss some of the unusual features of our results, and their generalization to related problems.
In Fig. 6 we plot the total decay rate Γ = Γ0 + ΓT as a function of T/m for three values of eE/m2. The leftmost
part of each curve represents the contribution of Γ0 alone, which is independent of temperature. Each curve shows
singularities at T/m = neE/2m2, indicated by dotted lines. Each singularity occurs at a threshold temperature above
which a new worldline instanton solution becomes possible. It can be shown that, wherever it is nonzero, ΓT is always
7larger than Γ0. By examining the reliable values of Γ/m4 to the left of each singularity, we see that the overall rise in
the decay rate envelope appears to be linear in T .
0.5 1
1 · 10−3
2 · 10−3
3 · 10−3
4 · 10−3
T/m
Γ/m4
eE = 0.70m2
eE = 0.85m2
eE = 1.00m2
Figure 3. The total one-loop decay rate Γ = Γ0 + ΓT divided by m4 versus T/m for various values of eE/m2. The dotted lines
represent the singularities at T/m = neE/2m2, which are rendered finite by effects not included at one loop. The leftmost part
of each curve represents the contribution of Γ0 alone.
The set of thresholds is controlled by the dimensionless parameter 2mT/eE, and by the associated integer part
nmax. Any finite temperature instanton must satisfy 2R = 2m/eE > nβ. If nmax = 0, i.e. T < eE/2m, there are no
finite temperature instantons, and therefore no corrections to the zero-temperature decay rate. As T is increased, the
threshold for a new solution is crossed whenever nmax increases by one. This has some similarity with the problem of
vacuum decay at finite temperature. In the problem of the decay of the false vacuum, the Euclidean bounce solution
in the thin wall approximation is a critical bubble of radius Rc, obtained from the competition between volume and
surface tension contributions to the bounce action. At nonzero temperature, this solution is unmodified until 2Rc > β,
that is, until the bubble diameter exceeds the length of the compact direction [46, 47]. There are also some similarities
with the problem of one-loop stability of gauge fields at finite temperature in an external field, but the mechanism
there is different, and results from the competition between positive contributions to the energy eigenvalues from
Matsubara frequencies with the negative contribution from the lowest Landau level [48].
A. Morse-theoretic analysis
One of the striking features of our result for the decay rate, associated with the behavior at thresholds, is the
singular behavior of the decay rate ΓT . This singularity is due to the factor[
1−
(
nβeE
2m
)2]−1/4
(43)
in eqns. (36) and (41) for the fluctuation prefactors K(s)np and K(l)np . The origin of the singularity can be understood at
the classical level, however. In Figure 4, we plot S as a function of the angle θ for a family of paths with nβm = 1
and fixed endpoint separation of nβeˆ4. Classical solutions are only obtained at the extrema, where R = m/eE, and
are given by S(s)n0 and S
(l)
n0 . We see that for eE/m2 < 2, there is a local minimum corresponding to the short path,
and a local maximum corresponding to the long path. The instability of the long path is obvious. At eE/m2 = 2,
8pi 2pi θ
S(θ)
eE = 1.0m2
eE = 1.3m2
eE = 1.7m2
eE = 2.0m2
Figure 4. The action S for an arc solution as a function of θ with nβm = 1. Only the extrema, indicated by dots, represent
classical solutions, with the short path solution a local minimum and the long path solution a local maximum. The values of the
action at the extrema are given by S(s)n0 and S
(l)
n0 , respectively. At eE/m2 = 2, the two extrema merge.
the two extrema merge and nmax changes by one. The long and short paths are local maxima and minima of the
action, respectively, along a given direction in functional space. Recall that nmax is the greatest integer less than
2R/β = 2mT/eE. When 2mT/eE is an integer, the long and short paths are degenerate, and both are arcs of angle
pi and arc length piR. If T is increased slightly, the degeneracy is lifted and a new maximum and minimum of the
action exist. The singularity in K(s)np and K(l)np is associated with the degeneracy of the two solutions. This behavior is
reminiscent of the behavior associated with the classical spinodal, where a local maximum and minimum merge and
the quadratic approximation fails.
This behavior is not restricted to the case of a constant, homogeneous electric field, but will occur generally for an
inhomogeneous electric field when the temperature is nonzero and a zero-temperature instanton exists.
Morse theory provides a useful characterization of the eigenvalues of second variation operators about a functional
extremum [43, 49]. The caustic is the envelope of trajectories obtained by fixing xµ(0) and varying x˙µ(0). A focal
point of a classical path is defined as a contact point between the path and the caustic surface. The central point of
Morse theory may be stated thus: the number of negative eigenvalues of the second variation operator about a given
classical path equals the number of focal points strictly between its endpoints, where each focal point is counted with
its multiplicity. This number is the Morse index of the path.
In the present case, all classical solutions are circles of constant radius R = m/eE. Therefore, the caustic is the
union of a larger circle of radius 2R with a single point at xµ(0). A diagram illustrating this caustic is in figure 5.
Zero-temperature wordline instanton solutions of winding p (as well as our long paths of the same winding) contact
the caustic 2p+ 1 times, which establishes their imaginary contribution to the effective action. Short paths of winding
p contact the caustic 2p times, which nets a real contribution to the effective action. In either case, the 2p negative
eigenvalues associated with additional windings result in an overall factor of (−1)p in the prefactor, as shown in
equation (29). The appearance of such pairs of negative eigenvalues can be seen explicitly in the derivation of the
functional determinant prefactor for zero-temperature solutions (see Appendix A).
We emphasize that these features do not depend on the exact shape of the wordline instanton solution. Exact
worldline instanton trajectories are known for several inhomogeneous field configurations. These trajectories are no
longer circles, but they are still closed and periodic [20]. This is sufficient to establish that the striking qualitative
features of our results – the singularities and thresholds, as well as the fact that short paths contribute to the free
energy while long paths contribute the decay rate – are expected for inhomogeneous field configurations as well.
9Figure 5. A set of trajectories formed by varying x˙(0). The envelope of such trajectories is the caustic, indicated in red. A
representative path is in blue. As the path touches the caustic, the fluctuation operator about it acquires a negative eigenvalue.
B. Higher order effects
We have seen in previous sections that the singularities in the effective action result from the inadequacy of the
Gaussian approximation at points in functional space where two critical points become degenerate. At such points the
quadratic coefficient in the Hessian operator vanishes and higher order terms are necessary for a correct computation
of the effective action. The inclusion of such higher-order effects is difficult even at zero temperature. At finite
temperature, higher-order effects will give rise to finite lifetimes for quasiparticle excitations in the thermal medium.
These lifetimes may be calculated within the hard thermal loop (HTL) framework [50]. It is at least plausible that
these finite lifetime effects smear out the threshold singularities, rendering the decay rate finite. A complete calculation
of this type is far beyond our grasp. However, the singularities can be eliminated heuristically by including the effect
of a damping rate for the charged scalars. A damping rate for scalar QED can be obtained from a hard-thermal-loop
calculation of the imaginary part of the scalar self energy. We include this effect by replacing m→ m− iγ in equation
(43), where γ ∼ 0.04 e2T is the scalar damping rate [51, 52]. This amounts to replacing the singular factor
[
1−
(
nβeE
2m
)2]−1/4
→
 1−
(
nβeE
2m
)2
(
1−
(
nβeE
2m
)2 )2
+
(
2γ
m
(
nβeE
2m
)2)2

1/4
(44)
in equation (41).
In Fig. 6 we plot the total decay rate Γ = Γ0 + ΓT as a function of T/m with the modified threshold behavior
for the same three values of eE/m2 used in Fig. 6. As in that figure, the leftmost part of each curve represents the
contribution of Γ0 alone, which is independent of temperature. Each curve shows local maxima at T/m = neE/2m2.
There is very little difference between the unmodified and modified decay rates, except in the close vicinity of a
threshold. We have tried other modifications of the decay rate using the HTL damping rate. the results are not
sensitive to the particular modification used, and the decay rate away from thresholds is virtually unchanged. This
indicates that the thermal contribution to the pair production is substantially larger than the T = 0 contribution once
the first threshold is crossed.
10
0.5 1
1 · 10−3
2 · 10−3
3 · 10−3
4 · 10−3
T/m
Γ/m4
eE = 0.70m2
eE = 0.85m2
eE = 1.00m2
Figure 6. The total one-loop decay rate Γ = Γ0 + ΓT divided by m4 versus T/m for various values of eE/m2, including HTL
damping effects. The leftmost part of each curve represents the contribution of Γ0 alone.
V. CONCLUSIONS
We have presented a first-principles worldline instanton method for calculating the thermal contributions to Schwinger
pair production in an electric field, and argued that many of the features will carry over to the case of inhomogeneous
fields as well. While the worldline formalism is powerful, it is physically opaque. In Appendix B, we give a formal
derivation of our results by applying a saddle-point approximation to the standard proper time representation of the
effective potential for scalar bosons in an external electric field. A simple physical understanding of these results
analogous to the many physically transparent derivations of the zero temperature decay rate would also be highly
desirable.
The decay rate shows unphysical behavior at a series of thresholds, but this is an artifact of the Gaussian
approximation to the functional integral; we have shown that this behavior is made physical by the phenomenological
inclusion of hard thermal loop effects. Once the first threshold for thermal effects is crossed, the thermal contribution
is larger than the the T = 0 contribution, rising as each successive threshold is crossed. This strongly indicates the
potential importance of thermal effects in all such nonperturbative pair production processes. We plan to extend this
work to cases of more phenomenological interest, such as quarks in constant non-Abelian electric fields with Polyakov
loop effects included.
After the completion of this work, a paper appeared on arXiv [53] that considers the same problem and has some
overlap with our work. However, there is significant disagreement between our results.
Appendix A: Fluctuation prefactor for zero temperature solution
First we illustrate the use of the matrix determinant lemma by computing the prefactor for the zero temperature
worldline solutions. Because the local part Lµν of the second variation operator (23) has zero modes associated with
proper time translations and expansions/contractions of the zero temperature circle, it is noninvertible, which means
the spectrum must be known and there is no benefit over the direct calculation. However, at finite temperature both
zero modes are lifted and the method becomes much more convenient. The second variation of the action about the
worldline instanton solution (assumed without loss of generality to be centered at the origin) is [12]
11
δSeff
δxν (u′) δxµ (u)
∣∣∣∣
xcl
=
[
− eE2pip
d2
du2
δµν + ieFµν
d
du
]
δ (u− u′)− 2pipeE
R2
xµ (u)xν (u′) . (A1)
The determinant can be written as
det ′
[
δSeff
δxν (u′) δxµ (u)
∣∣∣∣
xcl
]
= det ′ [Lµν ]
(
1− 2pipeE
R2
¨
du du′ xµ (u)
(
L−1
)′
µν
xν (u′)
)
(−2pipeE) (A2)
Lµν =
[
− eE2pip
d2
du2
δµν + ieFµν
d
du
]
. (A3)
As usual, the primed determinant and Green’s function are computed with zero modes removed. The last factor
appears because, although changing the radius of the instanton circle is a zero mode of the local part, it is not a zero
mode of the full second variation operator. The corresponding eigenvalue must be handled separately.
The determinant of the local part can be computed by enumerating eigenvalues, as in Affleck et al. Ignoring the
irrelevant transverse directions we have
det ′ [Lµν ] = N
∏
q 6=0
q 6=p
(
2pieE
(
q2
p
− q
))2
(A4)
where N is a normalization factor to be fixed by the identity
ˆ
x(1)=x(0)=x¯
[dx] exp
[
−m
2
4s0
ˆ 1
0
du x˙2
]
=
[
N det ′
(
−m
2
4s0
d2
du2
)]−1/2
= m
4
(4pis0)2
. (A5)
Therefore,
det ′ [Lµν ] =
(
4pis0
m2
)4 1
(2pipeE)2
∏
q 6=0
q 6=p
(
q2
p − q
)2
(
q2
p
)2 (A6)
=
(
4pi2p
eE
)4 1
(2pipeE)2
[
lim
z→1
sin (pipz)
pipz (1− z)
]2
(A7)
=
[(
4pi2p
eE
)2 (−1)p+1
2pipeE
]2
. (A8)
The second line comes from a standard identity [54].
We now proceed to the nonlocal part which, as we will see, is trivial. The Green’s function
(
L−1
)′
µν
can be obtained
from the spectral representation(
L−1
)′
µν
=
∑
q 6=0
q 6=p
1
λq
(
cos (2piq (u− u′)) − sin (2piq (u− u′))
sin (2piq (u− u′)) cos (2piq (u− u′))
)
(A9)
and thus
ˆ 1
0
du
ˆ 1
0
du′ xµ (u)
(
L−1
)′
µν
xν (u′) =
∑
q 6=0
q 6=p
1
λq
(
sin (pi (p− q))
pi (p− q)
)2
= 0. (A10)
The last remaining piece to be evaluated is the contribution of the zero mode associated with proper time translations
xµ (2pipu)→ xµ (2pipu+ ϕ). As usual, one need only consider an infinitesimal translation
xµ (2pipu+ ϕ) ≈ xµ (2pipu) + ϕ d
dϕ
xµ (2pipu+ ϕ)
∣∣∣∣
ϕ=0
(A11)
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and write the second term in terms of normalized eigenfunctions. Per this standard argument, a factor of
R
ˆ 2pi
0
dϕ√
2pi
=
√
2pi m
eE
(A12)
must be included in the functional integral.
Collecting everything, we obtain for the prefactor
(ˆ
d4x
) √
2pi/m[´ 1
0 du x˙
2
]1/4
(
det ′
[
δSeff
δxν (u′) δxµ (u)
∣∣∣∣
xcl
])−1/2
= ±V4 i2
(eE)2
(2pi)3 p2
(−1)p+1 (A13)
in agreement with Schwinger’s formula. The factor of 1/2 comes from integrating over only one half of the Gaussian
peak in the imaginary direction, and the sign depends on the way in which the analytic continuation is performed.
Appendix B: Formal equivalence with proper time formalism
The proper time expression for the one-loop finite temperature contribution to the effective action of a charged
scalar is [29]
L1T = − (eE)
2
8pi2
∞∑
n=1
ˆ ∞
0
ds
s2
csc(s)e−m
2
eE s− eE(nβ)
2
4 cot(s). (B1)
We wish to calculate a Gaussian approximation to this integral. The exponent has pairs of saddle points given implicitly
by
sin(s0) =
nβeE
2m ≡
nβ
2R (B2)
provided the right side is smaller than 1, that is, n ≤ nmax (see eq. (17)). For definiteness and simplicity we take s0
to lie in the first quadrant, corresponding to our short path solutions. The second derivative of the exponent at the
saddle point is
∂2
∂s2
(
m2
eE
s+ eE(nβ)
2
4 cot(s)
)∣∣∣∣
s0
= eE(nβ)
2
2 cot(s0) csc
2(s0) =
4m3
(eE)2(nβ)
√
1−
(
nβ
2R
)2
. (B3)
The Gaussian approximation to the integral reads
L1T(n) = −
(eE) 2
8pi2
nmax∑
n=1
1
s20
2R
nβ
2pi (eE)2nβ
4m3
√
1− (nβ2R )2
1/2 e−S(s0) (B4)
= − (eE)
2
√
2pi3
nmax∑
n=1
∞∑
p=0
1
(nmβ)1/2
(
2pip+ 2 sin−1
(
nβeE
2m
))2
[
1−
(
nβeE
2m
)2]−1/4
e−S(s0) (B5)
where
S (s0) =
m2
2eE
2pip+ 2 sin−1(nβeE2m
)
+ nβeE
m
√
1−
(
nβeE
2m
)2 (B6)
in complete agreement with equations (35) and (36).
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