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1 INTRODUCCIÓN 
 
En muchos de los estudios epidemiológicos se hace necesario tomar más de una 
medición para cada individuo, en estos casos los métodos tradicionales de 
regresión, tales como mínimos cuadrados ordinarios ó modelos lineales 
generalizados, no resultan apropiados dado que no tienen en cuenta la 
correlación existente entre las mediciones de un mismo individuo. Un caso 
particular ocurre cuando se toman diferentes mediciones a un mismo individuo a 
través del tiempo, es decir en los llamados estudios longitudinales, más 
específicamente en estudios de cohorte o en experimentos clínicos que buscan 
establecer una asociación entre un factor de exposición y un desenlace. 
Tradicionalmente, los estudios longitudinales han sido analizados por medio de 
tres tipos de modelos principalmente: con efectos aleatorios, de transición y 
marginal. Es así como diferentes autores han ofrecido técnicas para brindar 
estimaciones de los parámetros del modelo de regresión,  tal como Liang y Zeger 
(1986) con sus Ecuaciones de Estimación Generalizadas (EEG), las cuáles han sido 
extendidas a diversos problemas: Fitzmaurice, Lipsitz, Ibrahim, Gelber y Lipshultz  
(2006) plantean una de dichas extensiones, en la cual los tiempos de seguimiento 
no son fijados por el diseño y pueden depender de desenlaces previos; así como 
Lipsitz, Laird y Harrington (1991), quienes hicieron una modificación a las 
ecuaciones con el fin de encontrar una estimación basada en la razón de odds. 
También han sido desarrollados otros tipos de modelos marginales como los 
modelos marginales estructurales, ligados a la inferencia causal en epidemiología 
por Robins, Hernán y Brumback (2000). De otra parte, el modelo de efectos 
aleatorios, llamado método sujeto – específico, también han sido objeto de 
investigación, por ejemplo Wang, Wang y Wang. (2000) desarrollaron una 
metodología para estimar los coeficientes del modelo cuando las covariables son 
parámetros de regresión de un modelo de efectos aleatorios.  
En estos modelos se tiene en cuenta la correlación a la hora de estimar sus 
parámetros, pero no explícitamente a la hora de estimar los parámetros de 
asociación tales como el riesgo relativo (RR) o la razón de odds (OR). Por lo tanto, 
resulta relevante encontrar un estimador epidemiológico de asociación, que 
permita establecer una asociación entre los factores o exposiciones y el 
desenlace, y que a su vez involucre lo ocurrido en el tiempo anterior y establecer 
si esto hace que la conclusión sobre la asociación varíe.  
4 
 
Es por esto que se propone una forma de incluir lo ocurrido en un momento 
anterior involucrando la correlación entre los eventos de los dos momentos. Para 
hacerlo, en primer lugar se desarrolla una teoría para datos binarios 
correlacionados, con base en la cual se proponen dos nuevos estimadores de 
asociación, basados en el riesgo. Este enfoque se hace tanto desde el punto de 
vista de una tabla 2x2, es decir sin variables de confusión; como desde el punto 
de vista multivariado, con base en el método de EEG, involucrando variables de 
confusión. Para el caso de tablas 2x2 también se comparan los resultados con el 
RR clásico, se proponen los intervalos de confianza y se calcula su probabilidad 
de cobertura vía simulación. 
El documento se divide en ocho secciones empezando por la introducción, 
seguida por los objetivos, un marco teórico con los conceptos estadísticos y 
epidemiológicos que fueron necesarios para su desarrollo. Posterior a estas 
secciones, en la sección 4. Inician los aportes del trabajo con un desarrollo de la 
teoría para datos binarios correlacionados; posteriormente, se encuentra un 
capítulo con la medida de asociación propuesta tanto para tablas 2x2 con su 
respectivo intervalo de confianza, y una explicación de su aplicación para el 
caso multivariado (EEG).  Más adelante se exponen dos ejemplos, uno para tablas 
2x2 y uno multivariado, se exponen las conclusiones y finalmente se hace una 
pequeña discusión de los resultados y de nuevos temas de investigación que 
nacen a partir de éste. 
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2 OBJETIVOS 
 
2.1 Objetivo principal 
 
Proponer un estimador de asociación para desenlaces dicotómicos, que tenga 
en cuenta el comportamiento del tiempo anterior, en estudios que involucran 
datos longitudinales. 
 
2.2 Objetivos secundarios 
 
 Caracterizar el estimador encontrado. 
 
 Comparar los resultados obtenidos con el estimador propuesto y con los 
estimadores clásicos en un problema específico ajustando un  modelo 
marginal, al igual que con otros estimadores epidemiológicos de riesgo. 
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3 MARCO TEÓRICO 
 
Para cumplir los objetivos deseados, es preciso hacer una revisión tanto de 
conceptos epidemiológicos, como de conceptos estadísticos. De los conceptos 
epidemiológicos, en primer lugar se describirán los estudios que involucran datos 
longitudinales, seguidos por las medidas de frecuencia y de asociación utilizadas 
en su análisis. Mientras que de los estadísticos es necesario hacer una revisión de 
la familia exponencial de densidades, de los modelos lineales generalizados y de 
las ecuaciones de estimación generalizadas. 
3.1 Conceptos epidemiológicos. 
3.1.1 Estudios longitudinales. 
 
Los estudios longitudinales son aquellos en los cuales los sujetos son seguidos en el 
tiempo y registran por lo menos dos observaciones en diferentes tiempos del 
periodo de seguimiento. Éstos pueden ser tanto descriptivos como analíticos, 
descriptivos cuando su objetivo es delinear el estado de salud de una población 
con respecto a un problema, por ejemplo, el cálculo de tasas brutas o ajustadas 
para evaluar la frecuencia de un evento en la población y analíticos cuando su 
objetivo es establecer una asociación entre un factor o exposición y un 
desenlace, como se hace en el presente trabajo. 
Uno de los estudios longitudinales más utilizado es el estudio de cohorte, en el cual 
se sigue un conjunto de pacientes durante un periodo de tiempo definido desde 
la exposición hacia el desenlace para evaluar al final la frecuencia del desenlace 
tanto en el grupo de expuestos como en el grupo de no expuestos y la 
comparación entre éstas. Cabe aclarar que éste puede ser tanto prospectivo, 
cuando el desenlace no ha ocurrido al inicio del estudio, como retrospectivo, 
cuando ya ha ocurrido el desenlace al inicio del estudio. 
En general se dice que un estudio longitudinal tiene mayor fuerza causal que uno 
transversal, pues permite establecer con claridad la secuencia temporal de los 
eventos; además, se considera que si se controlan efectivamente los posibles 
sesgos puede llegar a tener conclusiones muy acertadas. 
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3.1.2 Medidas de frecuencia. 
 
Las medidas de frecuencia pretenden describir el estado de una población con 
respecto a un desenlace específico, cuantificándolo.  Existen básicamente dos 
tipos de medidas de frecuencia: la prevalencia y la incidencia. 
La prevalencia es la medición relativa de la carga de la enfermedad en un 
momento determinado, por lo que es utilizada principalmente en estudios 
transversales; mientras que la incidencia pretende medir la cantidad de casos 
nuevos en un periodo establecido y es utilizada principalmente en estudios 
longitudinales prospectivos. Hay dos tipos de medidas de incidencia: el riesgo y la 
tasa (o densidad) de incidencia: 
a. Riesgo: Está definido como la probabilidad de que a un individuo le ocurra el 
desenlace durante el periodo de seguimiento del estudio. La medida a estimar 
es la incidencia acumulada, la cual puede estimarse por diferentes métodos 
(Szklo-Nieto 2003): 
 
i. Basada en el enfoque de tablas de vida clásicas (método actuarial): En 
este método se busca controlar de alguna manera los eventos censurados, 
definiendo a priori los intervalos. La probabilidad del evento durante el 
intervalo que inicia en   y tiene una amplitud de  ,    ,  está dada por: 
 
     
   
         
 
 
donde, 
   : es el número de eventos nuevos durante el periodo  . 
   : es el número de pérdidas o individuos censurado durante el periodo  . 
  : es la población inicial del periodo  . 
 
El     significa que se asume que los individuos censurados estuvieron en 
riesgo durante la mitad del periodo de seguimiento. Por lo tanto, se asume 
que tanto los eventos como las pérdidas ocurren uniformemente. 
La estimación del riesgo general desde el inicio del estudio hasta   es: 
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ii. Basada en el enfoque de Kaplan-Meier: A diferencia del método actuarial 
en éste los intervalos no son fijos a-priori sino que se construyen con base en 
la ocurrencia de los eventos. Así, la probabilidad de ocurrencia del evento 
en el momento  , dónde   identifica uno de los tiempos donde ocurrieron 
eventos, está dada por: 
   
  
  
 
con, 
   : el número de eventos que ocurren en el momento  . 
  : el número de individuos en riesgo en  el  momento    
 
Dado que, al igual que en método actuarial, las probabilidades calculadas 
son condicionales, la probabilidad acumulada del evento hasta el 
momento  está dada por: 
         
 
   
 
Tanto el método actuarial como el de Kaplan – Meier suponen que existe 
independencia entre la ocurrencia del evento y la censura, es decir que el hecho 
de perder el seguimiento a uno de los participantes no debe implicar que se 
tenga una mayor o menor probabilidad de que le ocurra el evento.  
b. Tasa de incidencia: Mide el cambio de estado de salud (no desenlace-
desenlace) de la población por medio del cociente entre el número de 
eventos y la cantidad de persona-tiempo aportada por la población en 
riesgo.  Puede ser estimada por dos caminos, basada en datos agrupados o 
basada en datos individuales (Szklo y Nieto, 2003) y en los dos casos supone 
independencia entre el desenlace y la censura, y que el riesgo permanece 
constante durante el intervalo: 
 
i. Basada en datos agrupados: Para un lugar y un periodo de tiempo 
definido, se toma como denominador una población promedio, así: 
 
   
                        
               
 
 
Dicha población promedio, puede tomarse como la población en riesgo 
en la mitad del intervalo cuando el periodo no es muy largo y la población 
es estable. De otra parte, también es posible calcularla como sigue: 
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donde, 
        : Es la población a riesgo al inicio del periodo de seguimiento. 
         : Es la población a riesgo al finalizar el periodo de seguimiento. 
 
También es posible estimarla teniendo en cuenta las pérdidas y los 
desenlaces, suponiendo que ocurren uniformemente durante el periodo de 
seguimiento: 
                         
 
 
      
con,  
 : El número de desenlaces ocurridos durante el periodo de seguimiento. 
 :  El número de pérdidas ocurridos durante el periodo de seguimiento. 
 
ii. Basada en datos individuales: En éste se estima la denominada densidad 
de incidencia, pero su cálculo es posible sólo cuando se conocen con 
exactitud los momentos de ocurrencia de las pérdidas y los desenlaces. 
 
   
                           
     
 
 
donde     es la contribución en persona-tiempo del sujeto  .  
 
3.1.3 Medidas de asociación. 
 
Las medidas de asociación epidemiológicas se basan en la comparación entre 
las medidas de frecuencia de los expuestos y no expuestos. Dicha comparación 
puede hacerse mediante la diferencia o mediante el cociente de las mismas.  
Dado que en el presente trabajo solo se hace referencia a las medidas basadas 
en el cociente para estudios longitudinales, a continuación sólo se describirán 
éstas: 
a. Riesgo relativo: Es el cociente entre el riesgo del evento en los expuestos y el 
riesgo del evento en los no expuestos, por lo que indica cuántas veces es el 
riesgo en los expuestos con respecto al riesgo en los no expuestos. 
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b. Razón de densidad de incidencia: Es el cociente entre la densidad de 
incidencia del evento en los expuestos y la densidad de incidencia en los no 
expuestos. 
 
c.  Razón de odds: Otro estimador de asociación usado ampliamente, 
especialmente cuando se tienen variables de confusión, es la razón de odds,  
la cuál es un cociente entre el odds de los expuestos y el odds de los no 
expuestos. Es decir, en una tabla 2x2: 
  
Exposición 
  
Si No 
Desenlace 
Si a b 
No c d 
 
El OR se define como: 
   
                                 
                                    
 
   
   
 
  
  
 
 
3.2 Conceptos estadísticos 
 
3.2.1 Familia exponencial de densidades. 
 
Se dice que una función de densidad pertenece a la familia exponencial de 
densidades si ésta es de la forma: 
                                     (1) 
donde el valor esperado y la varianza son            
                
    , 
respectivamente. Siendo   la función de varianza y   un parámetro de dispersión. 
Un caso particular se tiene cuando las variables            tienen distribución 
binomial. En este caso, la función de densidad de cada variable está dada por: 
          
 
   
          
Con el fin de llegar a la forma de la familia exponencial de densidades, sea 
      , así       
    
 
 
  
 
  , por lo tanto: 
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Así,          
 
   
                . 
 
3.2.2 Modelos lineales generalizados 
 
Los modelos lineales generalizados fueron desarrollados por Nelder y 
Weddenburn(1972) y por McCullagh y Nelder (1983) para modelar variables cuya 
distribución pertenece a la familia exponencial de densidades. Al igual que en un 
modelo de regresión lineal, establece relaciones entre la variable respuesta y las 
variables explicativas.  Éstos tienen tres componentes: 
i. Componente aleatoria: En ésta se encuentra el conjunto de variables 
aleatorias,           , que tienen la misma distribución perteneciente a la 
familia exponencial de densidades. 
 
ii. Componente sistemática: Está compuesta por las variables explicativas y los 
parámetros del modelo: 
 
   
       
   
       
                          
  
 
  
  
 
iii. Función de enlace: Es una función      tal que 
 
        
      
 
con         , de tal forma que     
      . 
 
Existen diversas funciones de enlace para cada una de las 
distribuciones pertenecientes a la familia exponencial de densidades, 
en particular la función de enlace dada por              (sección 
3.2.1.) se le conoce como función de enlace canónica. 
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3.2.2.1 El caso de la distribución binomial. 
 
Un caso particular de los modelos lineales generalizados se tiene cuando las 
variables            tienen distribución binomial, dado que pertenece a la familia 
exponencial de densidades tal como se demostró en la sección 3.2.1.: 
         
 
   
                 
Funciones de enlace: 
 Enlace canónico: 
             
 
   
   (2) 
Conocida como logit o logística, es el que se usa más comúnmente. Modela 
el logaritmo natural de la probabilidad del odds de ocurrencia del evento a 
modelar, es decir modela el cociente entre la probabilidad de ocurrencia 
del evento y su complemento. Luego el modelo logístico está dado por: 
   
  
    
    
                    (3) 
Así, cuando se busca encontrar una asociación entre un factor    y la 
ocurrencia de un desenlace   , donde: 
    
                         
                                     
      y         
                         
                                       
  
Por lo tanto, en presencia del factor (expuestos): 
   
  
    
    
         
 
       
 
     
 
    (4) 
En ausencia y manteniendo los demás factores constantes, es decir en dos 
individuos con las mismas características de (4): 
   
   
     
     
         
 
         
 
    (5) 
Luego, la diferencia entre (4) y (5) es: 
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Entonces la exponencial de la estimación del parámetro asociado a la 
variable de exposición estima la razón de odds como un estimador de 
asociación entre la exposición o factor y el desenlace: 
   
     
    
      
            
 Complemento Log-log:                    . 
 
 Log:             
Las funciones de enlace logit y complemento log-log modelan apropiadamente 
la parte central de los datos, por lo cual surgió la necesidad de solucionar este 
problema especialmente en aquellos problemas para los cuales las 
probabilidades de ocurrencia del evento son muy bajas o muy altas.  Estas son: 
 Aranda Ordaz(1981) :  
          
         
 
                          
 
 Box- Cox 
        
    
 
                
                                      
    
 
3.2.3 Modelos de cuasi-verosimilitud. 
 
Son una generalización de los modelos lineales generalizados y fueron 
desarrollados por Weddenburn (1983). En éstos, no se requiere el conocimiento de 
la distribución de la variable respuesta, sino de la relación entre la media y la 
varianza y entre la media y los parámetros de interés: 
         
La distribución de la variable respuesta es determinada cuando coincide la 
elección de la varianza con la de alguna función de la familia exponencial de 
densidades. 
                                                      
La estimación de los parámetros del modelo se lleva a cabo maximizando, en 
lugar de la función de log-verosimilitud, la función de cuasi-verosimilitud: 
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Así, para una distribución binomial, la función de cuasi-verosimilitud está dada 
por: 
         
     
      
 
 
   
Para una muestra de variables aleatorias independientes (          ), la función 
de cuasi-verosimilitud conjunta está definida por: 
          
 
   
       
donde,           es la función de cuasi-verosimilitud de la variable   , así la 
estimación de los parámetros vía el algoritmo de Fisher- Scoring es: 
              
 
  
  
   
  
   
 
  
  
        
con    arbitrario. 
 Donde: 
    
  
   
 : es la derivada del vector de medias con respecto a los 
parámetros en el paso  . 
 
                    , con    la varianza de   ,            
 
3.2.4 Ecuaciones de estimación generalizadas (EEG). 
 
Fueron desarrolladas por Liang y Zeger (1986) como una extensión de los modelos 
de cuasi-verosimilitud, para modelar respuestas correlacionadas entre sí, más 
específicamente para estudios en los cuales se toma más de una medición para 
un mismo individuo, como los diseños  longitudinales, anidados o de medidas 
repetidas. De ésta forma, tienen dos utilidades básicas, en primer lugar permite la 
estimación de los parámetros de la regresión     y en segundo lugar  proporciona 
la estimación simultánea de dichos parámetros y de la estructura de covarianza 
de la información. 
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Sea                 
  el vector de respuestas multivariado del  -ésimo individuo, 
        ., se supone conocida la relación funcional entre la media y la varianza 
de cada      : 
                                                          
                         (6) 
De igual forma, se asume que los individuos entre sí son independientes y que 
cada respuesta en un tiempo determinado,    , está asociada a un vector de   
variables respuestas,                       
 , de la forma: 
              
   (7) 
Sea    la matriz de correlación de las observaciones del  -ésimo individuo. En el 
caso de datos no correlacionados       , así la ecuación (6. .) quedaría de la 
forma: 
       
      
    
       
          (7) 
Liang y Zeger (1986) proponen estimar cada matriz de correlación como una 
función de un vector de parámetros,            
 , que no depende de  . 
Suponiendo que todos los individuos del estudio tienen el mismo número de 
mediciones       , la matriz de varianza-covarianza de    está dada por: 
    
    
         
    (8) 
donde      es la  llamada matriz de trabajo. 
Para estimar   se resuelve el sistema: 
   
   
      
 
   
      
cuya solución se obtiene mediante una modificación del método iterativo de 
Scoring de Fisher: 
                
      
       
    
    
  
    
      
      
         
      (9) 
 
         hasta lograr la convergencia.  
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Las estimaciones de   y   se obtienen por separado igualmente de forma 
iterativa. Si dichos estimadores son consistentes,          tiende a una 
distribución normal cuando el tamaño de muestra es grande. 
Nota 1: Para el caso de respuestas dicotómicas las ecuaciones en (6) están dadas 
por: 
                        
          (10) 
Y la función de enlace,        puede ser cualquiera de las descritas en la sección 
3.2.2.1.  
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4 TEORÍA PARA DATOS BINARIOS CORRELACIONADOS. 
 
Como se dijo en el capítulo anterior, una de las medidas de asociación para 
estudios longitudinales es el llamado riesgo relativo, el cual se basa en las 
probabilidades del evento dado su estado de exposición.  
Dado que se busca establecer una asociación entre una exposición y un 
desenlace en el tiempo  , teniendo en cuenta lo ocurrido en el momento anterior 
    del seguimiento; en primer lugar se deben determinar cuáles son las 
probabilidades de ocurrencia en  , condicionadas a lo ocurrido en el momento  , 
     .  
A continuación se desarrollará esta idea, en primer lugar considerando que la 
probabilidad de ocurrencia es constante a lo largo del tiempo y en segundo lugar 
haciendo variable dichas probabilidades. 
 
4.1 Con probabilidades de ocurrencia constantes a través del tiempo. 
 
Sea                     el vector de variables respuesta a lo largo del periodo de 
seguimiento, con                  , siendo    la probabilidad de que al individuo    
le ocurra el evento en el momento  , es decir: 
     
                                                         
                                                                                                        
  
Así,  
              (11) 
                                 (12) 
                            (13)  
Con       la correlación entre el desenlace en tiempo   y el tiempo   para el 
individuo  . De otra parte, por definición: 
                                         
                                                                       (14) 
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Ahora bien,                                      , con la sumatoria sobre todas 
las posibles combinaciones de resultados de             (Tabla 1) 
Tabla 1. Combinaciones posibles de           
 
Así,                            , entonces de las ecuaciones (13) y (14) se 
tiene: 
                              
                     
  Por lo tanto, tal como lo nombró Crowder (1985): 
               
             
        
               (15) 
De igual forma se obtiene, 
               
             
        
 
                      
        
            (16) 
Nota 2: Como es bien sabido, una probabilidad puede tomar exclusivamente 
valores entre 0 y 1. Dado que                y                son 
probabilidades, deben verificar esta misma condición, así: 
                                             
  
    
        
                                           
    
  
        
 
4.2 Con probabilidades de ocurrencia variables a través del tiempo. 
 
Hasta este punto se ha supuesto que las probabilidades del evento son 
constantes a través del tiempo, pero en general esto no sucede, pues 
comúnmente las condiciones de los pacientes varían a través del tiempo, lo que 
hace que la probabilidad de ocurrencia del desenlace varíe a través del tiempo, 
es decir,                    , con     la probabilidad de que al individuo   le ocurra 
el desenlace  en el tiempo  , luego: 
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            
                   
                                         (17) 
Tal como se halló bajo el supuesto de probabilidad constante, la probabilidad del 
desenlace dado que en un momento anterior   también lo tuvo, está dada por: 
                         
                 
   
   (18) 
Y cuando en el momento   no lo tuvo: 
                        
             
     
  (19) 
Nota 3: Al igual que en la sección anterior, al restringir a                y 
               entre 0 y 1 por ser probabilidades, se obtiene: 
 
                                  
   
   
                                     
     
      
              
       
          
          
 
 
                                  
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5 MEDIDA DE ASOCIACIÓN PROPUESTA 
 
Tal como se ha dicho, la propuesta se basa en una modificación del riesgo 
relativo clásico: 
   
         
         
  (20) 
donde,     se define como en la sección 4.1,           es la probabilidad de que 
el individuo   en el tiempo   presente el evento entre los expuestos y            es 
la probabilidad de tener el evento entre los no expuestos.  
Ahora bien, se pretende incluir información de un tiempo anterior,    , y la 
correlación entre la ocurrencia de los dos eventos. Con base en estas premisas, se 
propone utilizar a cambio de las probabilidades marginales, las probabilidades 
condicionadas a lo ocurrido en el momento anterior. Así se tienen dos 
posibilidades: que en el tiempo anterior haya presentado el evento (Tabla 2) o 
que no lo haya presentado (Tabla 3). 
Para el caso en cual también presentó el evento en el momento anterior  , la 
modificación para (20),  teniendo en cuenta (18) sería: 
    
       
       
 
               
               
 
                                     
                                     
 (21) 
Con: 
o                        : La probabilidad de que el individuo   en el 
tiempo   presente el evento dado que lo presentó en el tiempo   entre los 
expuestos. 
o                          : La probabilidad de que el individuo   en el 
tiempo   presente el evento dado que lo presentó en el tiempo   entre los 
no expuestos. 
o     : La probabilidad de que el individuo   en el tiempo   presente el evento 
entre los expuestos. 
o                     : La correlación entre los eventos de los individuos 
expuestos. 
o      : La probabilidad de que el individuo   en el tiempo   presente el evento 
entre los no expuestos. 
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o                      : La correlación entre los eventos de los individuos no 
expuestos. 
Para el segundo caso, dado que no se presentó el evento en el momento  , la 
modificación de (20) con base en (19) es: 
    
       
       
 
               
               
 
           
                
      
           
                
      
 (22) 
Así, se han obtenido dos parámetros de asociación, los cuales involucran tanto la 
información del desenlace en un tiempo anterior, así como la correlación entre 
ellas. Ahora, es necesario establecer una forma de estimar cada uno de ellos en 
la práctica, cuando se tiene una muestra de individuos y no el universo. A 
continuación se ilustra la estimación para el caso de tablas 2x2. 
 
5.1 El caso de tablas 2x2. 
 
En este caso se busca establecer una relación entre el evento y una variable de 
exposición. El total de individuos expuestos,             , y de individuos no 
expuestos,                se suponen constantes a través del tiempo. 
Las tablas 2 y 3 ilustran los valores muestrales en el tiempo   , la primera para los 
individuos que tuvieron el evento en el tiempo   y la segunda para aquellos que 
no lo tuvieron, respectivamente. 
De esta forma los estimadores para los conceptos propuestos en las ecuaciones 
(21) y (22) serían ordenadamente: 
    
       
       
 
  
    
  
    
 
                                     
                                     
   (23)  
 
y      
       
       
 
  
    
  
    
 
           
                
      
           
                
      
 (24) 
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Tabla 2. Tabla 2x2 en el tiempo j dado 
que en el tiempo k tuvo el evento 
(muestral).  
 Evento 
Exposición Si No Total 
Si                 
No                  
 
Con la siguiente notación: 
  : el número de individuos expuestos 
que en el tiempo j tienen el evento dado 
que en el tiempo k también lo tenían. 
                         
       : la probabildad del evento en el 
tiempo j entre los expuestos, dado que 
en el tiempo k también lo tenían.  
  : : el número de individuos no expuestos 
que en el tiempo j tienen el evento dado 
que en el tiempo k también lo tenían. 
                           
        : la probabildad del evento en el 
tiempo j entre los no expuestos, dado 
que en el tiempo k también lo tenían.  
Tabla 3. Tabla 2x2 en el tiempo j dado 
que en el tiempo k no tuvo el evento 
(muestral). Notación. 
 Evento 
Exposición Si No Total 
Si                 
No                  
 
Con: 
  :el número de individuos expuestos que 
en el tiempo j tienen el evento dado que 
en el tiempo k no lo tenían. 
                         
       : la probabildad del evento en el 
tiempo j entre los expuestos, dado que 
en el tiempo k no lo tenían.  
  : el número de individuos expuestos 
que en el tiempo j tienen el evento dado 
que en el tiempo k no lo tenían. 
                           
        : la probabildad del evento en el 
tiempo j entre los no expuestos, dado 
que en el tiempo k no lo tenían. 
  
5.2 Intervalo de confianza. 
 
Como siempre cuando se habla de asociación y en general cuando se habla de 
un estimador, es necesario conocer su variabilidad, ya que ésta será la que nos 
permita estimar la precisión del mismo y a la vez, proponer un intervalo de 
confianza y tomar una decisión en contra o no de la asociación. A continuación, 
se hará el cálculo de la varianza aproximada para cada uno de los estimadores 
propuestos por medio del método Delta. 
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Siguiendo el método Delta, por serie de Taylor de primer orden  cuando se tiene 
una función     , se puede aproximar de la forma: 
                         (25) 
Siendo    un valor del dominio de la función. 
Luego, si en (25)           , se tiene vía serie de Taylor: 
             
    
  
  
Ahora, si            y            se tiene: 
                         
               
       
 (26) 
Como,                                    y por (26): 
                    
               
       
               
               
       
  (27) 
Dado que                         , por lo que               
  
   
  
                  
   
, 
la varianza aproximada del logaritmo del estimador propuesto está dada por: 
                         
                
       
                 
                  
        
  
Y porque             es una constante,                 , luego: 
           
         
          
 
          
            
 
Y su estimación:             
         
          
 
         
          
, con          
  
   
 y           
  
   
. 
De forma similar se obtiene cuando en el tiempo   no tuvo el evento: 
           
         
          
 
          
          
             →                      
         
          
 
          
          
  
donde,          
  
   
 y           
  
   
. 
Teniendo en cuenta que cuando           ,         se distribuye 
asintóticamente normal y cuando           ,         tiene distribución 
asintótica normal, intervalos de confianza de     para         y         estarían 
dados en orden por: 
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   y                 
         
          
 
         
          
 
Luego, para     y     , respectivamente serían: 
                 
         
          
 
         
          
    (28) 
Y                   
         
          
 
         
          
      (29) 
De otra parte, suponiendo que la exposición es la misma en el tiempo   y en el 
tiempo  , es posible encontrar estimadores para       y          pues con base en las 
tablas 2 y 3: 
                                                  
  
         y 
                        
                    
        
 
  
      
 
Por lo tanto,         
           
                     
 y        
           
                     
. 
 
5.2.1 Probabilidad de cobertura del intervalo vía simulación. 
 
Por definición, la probabilidad de cobertura de un intervalo de confianza 
corresponde a la probabilidad de que el verdadero valor del parámetro a 
estudiar se encuentre contenido en su respectivo intervalo. Por ejemplo, para el 
intervalo del    , corresponde a la probabilidad de que el valor de     en el 
universo se encuentre entre los límites del intervalo: 
                
         
          
 
         
          
  y               
         
          
 
         
          
  
De igual forma para    , corresponde a la probabilidad de que     se encuentre 
entre                
         
          
 
         
          
  y               
         
          
 
         
          
 . 
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Así, un resultado favorable se obtiene cuando la probabilidad de cobertura      
es cercana a la confiabilidad (   ) o equivalentemente cuando el 
complemento de la probabilidad de cobertura        es cercano a  . 
Con el fin de establecer la probabilidad de cobertura del intervalo propuesto, 
para el caso particular en el cual las probabilidades de ocurrencia son constantes 
a través del tiempo y la correlación es positiva, con una confiabilidad del 95%, se 
simularon 2025 universos variando: los tamaños poblacionales de expuestos 
              y no expuestos                , las probabilidades de ocurrencia 
(     y       ) y la correlación entre la ocurrencia del evento en los dos tiempos en 
los expuestos(     ) y no expuestos (      ), así: 
 Tamaños poblacionales: Se tomaron tamaños poblacionales de 500, 1000 y 
2000 tanto para los expuestos como para los no expuestos, así las 
posibilidades son (Tabla 4): 
 
Tabla 4. Posibles combinaciones de          . 
     500 500 500 1000 1000 1000 2000 2000 2000 
     500 1000 2000 500 1000 2000 500 1000 2000 
 
 Probabilidades de ocurrencia del evento: Las probabilidades de 
ocurrencia se tomaron constantes a través del tiempo, es decir que ésta es 
igual para el primer y segundo tiempo. De otra parte, tanto para los 
expuestos como para los no expuestos se variaron de 0.1 a 0.9, de tal forma 
que sus posibles combinaciones son (Tabla 5): 
 
Tabla 5. Posibles combinaciones de probabilidades del evento en 
expuestos        y no expuestos          
                                                                 
0.1 0.1 0.3 0.1 0.5 0.1 0.7 0.1 0.9 0.1 
0.1 0.3 0.3 0.3 0.5 0.3 0.7 0.3 0.9 0.3 
0.1 0.5 0.3 0.5 0.5 0.5 0.7 0.5 0.9 0.5 
0.1 0.7 0.3 0.7 0.5 0.7 0.7 0.7 0.9 0.7 
0.1 0.9 0.3 0.9 0.5 0.9 0.7 0.9 0.9 0.9 
 
 Correlaciones: En este caso sólo se trabajo con correlaciones positivas. 
Para seleccionar los valores se pensó en tener dos situaciones extremas, 
alta correlación (0.9), baja correlación (0.1) y una intermedia (0.5), tanto 
para los expuestos como para los no expuestos, así (Tabla 6): 
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Tabla 6. Posibles combinaciones de correlación para los individuos 
expuestos         y no expuestos           
                                            
0.1 0.1 0.5 0.1 0.9 0.1 
0.1 0.5 0.5 0.5 0.9 0.5 
0.1 0.9 0.5 0.9 0.9 0.9 
 
El procedimiento para el cálculo de las correspondientes probabilidades de 
cobertura es como sigue: 
1. Con base en cada una de las 2025 combinaciones se generaron todas las 
posibles tablas 2X2 para cada caso, dado que en el primer tiempo tuvo el 
evento y dado que no lo tuvo. Es importante aclarar que no se generaron 
aquellas tablas en las cuáles no había ocurrido el evento (tanto en los 
expuestos como en los no expuestos), es decir, como mínimo cada 
entrada de la tabla es 1. 
 
2. Para cada una de los universos se calculan      ó     según corresponda. 
 
3. Para cada tabla se calculan los intervalos de confianza correspondientes,  
se identifica si contiene o no el parámetro de interés y se calcula la 
probabilidad de ocurrencia de la tabla. 
 
4. Se calcula la probabilidad de cobertura      como la proporción que 
representa la suma de todas las probabilidades de ocurrencia de las tablas 
en las cuales el intervalo de confianza contiene al parámetro con respecto 
a la suma de las probabilidades de todas las tablas calculadas. A partir de 
ésta se calcula su complemento       . 
 
5.2.1.1 Resultados para    . 
 
Como resultado, las probabilidades de que el verdadero valor de      no se 
encuentre dentro del intervalo de confianza propuesto,      , hablan bien sobre 
este, pues en todos los casos son inferiores a 0.09, siendo el ideal que: 
           . 
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Con el objetivo de observar el comportamiento de dichas probabilidades con 
respecto a la variación de                   y       , se elaboraron dos tipos de 
gráficas:  
1. Una grafica para cada      ,       y       , en el eje   la probabilidad del evento 
en los expuestos (    ) y en el eje   la probabilidad de que el intervalo no 
contenga al parámetro (    ). La gráfica 1 es un ejemplo con           y 
          (cada línea representa una combinación de          ), la totalidad 
de las gráficas se encuentran en el anexo 1. En éstas se observa que: 
 
a.  Cuando la probabilidad de ocurrencia del evento en los no expuestos 
(     ) es 0.1.  (Anexo 1.a): 
 
 Para           , la probabilidad de no cubrir el parámetro con el 
intervalo de confianza,    , toma los valores más bajos cuando la 
probabilidad del evento en los expuestos es muy baja o muy alta y en 
los valores intermedios toma los valores más cercanos a 0.05, 
disminuyendo dicha cercanía a medida que       aumenta. 
 
 En general, para            ,      es mayor que en el caso anterior. A 
medida que       aumenta, se incrementan lentamente los valores de 
    . 
 
 Los valores más altos de      se observan cuando           . En este 
caso a medida que       aumenta, los valores de      incrementan 
hasta llegar casi a 0.09, excepto cuando           caso en el cual se 
incrementa      en los valores pequeños de       y disminuye en los 
valores grandes del mismo. 
 
Gráfica 1.      vs      para           y          . 
a.            b.            
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c.            
 
 
 
 
b.  Cuando la probabilidad de ocurrencia del evento en los no expuestos 
(     ) es 0.5.  (Anexo 1.b): 
 
 Para           , la curva empieza por debajo del valor de        en 
los valores bajos de      y a medida que ésta aumenta se acerca a   y 
permanece casi constante hasta los valores altos en donde      es 
mayor. 
 
 Cuando          , el comportamiento es similar al anterior, pero los 
valores de      son más grandes. 
 
 Los valores más altos de      se tienen cuando          , 
especialmente cuando         , de allí decrece hasta llegar a valores 
cercanos a 0.05; excepto cuando           , caso en el cual baja en 
los valores intermedios y crece en los valores altos. 
 
c. Cuando la probabilidad de ocurrencia del evento en los no expuestos 
(     ) es 0.9.  (Anexo 1.c): 
 
 El comportamiento es muy similar al del ítem b, pero la diferencia entre 
los valores de      para las diferentes combinaciones de           es 
más notable.  
 
 En general, toma valores más altos, especialmente cuando          . 
 
 Se observa una caída drástica para los valores intermedios de      con 
un ligero incremento en los valores altos. 
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2. Una grafica para cada      ,       y       , en el eje   la probabilidad del 
evento en los expuestos (     ) y en el eje   la probabilidad de que el intervalo 
no contenga al parámetro (    ). En la gráfica 2 se encuentra un ejemplo 
con          y           (cada línea representa una combinación de 
         ) y la totalidad se encuentran en el anexo 2.  En éstas se observa que: 
 
a. Cuando la probabilidad de ocurrencia del evento en los expuestos (    ) es 
0.1.  (Anexo 2.a): 
 
 Los valores de      son cercanos a  , siendo los más pequeños 
cuando la probabilidad de ocurrencia en los no expuestos es muy alta 
o muy baja. 
 
 Cuando          , la curva de       empieza en valores menores a 
0.05 y va creciendo hasta estabilizarse cerca de éste. A medida que 
       aumenta, los valores de      se incrementan. 
 
 Para           , a diferencia del caso anterior, los incrementos en      
son más notorios, hasta llegar a las cercanías de 0.09 cuando       es 
alto; excepto cuando           , caso en el cual desde los valores  
pequeños de       se observan niveles altos de     , éstos van 
incrementando, pero decae un poco cuando           
 
 
b. Cuando la probabilidad de ocurrencia del evento en los expuestos (    ) es 
0.5.  (Anexo 2.b): 
 
 En el caso en el cual la correlación entre los desenlaces de los 
individuos no expuestos es baja (          ),      toma valores muy 
cercanos al nivel de significancia nominal (      ); empezando por 
debajo de éste, a medida que       incrementa crece       hasta 
estabilizarse en valores cercanos a 0,05 hasta que al final de la curva se 
eleva un poco. 
 
 Para           , cuando        es pequeño alcanza valores un poco más 
altos que 0.05, disminuyendo hasta estabilizarse en las cercanías de 
éste y al final de la curva se incrementa, especialmente cuando 
         . 
 
30 
 
 Los valores más altos de      se obtienen cuando la correlación en los 
individuos no expuestos es alta (          ). Con ésta, el 
comportamiento es similar al descrito en el punto anterior, a diferencia 
que los valores de      son mayores, de tal forma que llega a las 
cercanías de 0.09. 
 
c. Cuando la probabilidad de ocurrencia del evento en los expuestos (    ) es 
0.9.  (Anexo 2.c): 
 
 El comportamiento general es similar al del caso (b.), pero en la 
mayoría de los casos      tiende a ser mayor, especialmente cuando 
          . 
 
En cuanto a los tamaños poblacionales, los mayores tamaños de 
poblacionales de no expuestos son los que producen los valores de      más 
cercanos a   y viceversa, de tal forma que los más cercanos, en general 
corresponden a                       . 
 
 Gráfica 2.       vs      para          y           . 
a.           b.           
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c.           
 
 
 
5.2.1.2 Resultados para    . 
 
De igual forma que con    , para observar el comportamiento de la probabilidad 
de que el verdadero valor de      no se encuentre dentro del intervalo de 
confianza propuesto,      , con respecto a la variación de                   y       , 
se elaboraron dos tipos de gráficas:  
1. Una grafica para cada      ,       y       , en el eje   la probabilidad del evento 
en los expuestos (    ) y en el eje   la probabilidad de que el intervalo no 
contenga al parámetro (    ). La gráfica 3 es un ejemplo con           y 
          (cada línea representa una combinación de          ), la totalidad 
de las gráficas se encuentran en el anexo 3. En éstas se observa que: 
 
a. Cuando la probabilidad de ocurrencia del evento en los no expuestos 
(     ) es 0.1.  (Anexo 3.a): 
 
 En todos los casos      está por muy cerca o ligeramente por debajo 
del  valor de significancia predefinido. 
 
 A medida que       aumenta, la probabilidad de el intervalo no 
contenga a     se aleja de   hacia abajo. 
 
 Cuando           se obtienen los menores valores de      y la 
diferencia entre los diferentes tamaños de muestra es notoria. 
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 Los menores valores de      se tienen cuando           para 
probabilidades de ocurrencia en los expuestos bajas o altas. 
 
b. Cuando la probabilidad de ocurrencia del evento en los no expuestos 
(     ) es 0.5.  (Anexo 3.b): 
 
 El comportamiento es similar al del ítem a. pero los valores de      son 
mayores en general, de tal forma que para correlaciones bajas en 
expuestos y no expuestos toma valores cercanos a 0.06. 
 
 Otra discrepancia importante con el caso a. es que cuando          , 
la probabilidad de que el intervalo no contenga a     es mucho más 
cercana a        y las diferencias entre los resultados con los 
diferentes tamaños de muestra son menores 
Gráfica 3.      vs      para           y          . 
a.            b.            
  
 
c.            
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c. Cuando la probabilidad de ocurrencia del evento en los no expuestos 
(     ) es 0.9.  (Anexo 3.c): 
 
 El comportamiento es muy similar al de caso a. 
 
 En este caso se obtienen los valores más extremos para     , los más 
altos cuando                  y los más bajos (cercanos a     ) si  
                . 
 
2. Una grafica para cada      ,       y       , en el eje   la probabilidad del 
evento en los expuestos (     ) y en el eje   la probabilidad de que el intervalo 
no contenga al parámetro (    ). En la gráfica 4 se encuentra un ejemplo 
con          y           (cada línea representa una combinación de 
         ) y la totalidad se encuentran en el anexo 4.  En éstas se observa que: 
 
 
a. Cuando la probabilidad de ocurrencia del evento en los expuestos (    ) es 
0.1.  (Anexo 4.a): 
 
 La gran mayoría de los valores de la probabilidad de que el intervalo 
propuesto no contenga a     están por debajo de  . 
 
 Cuando           los valores de      alcanza los menores valores y se 
diferencian notablemente los resultados para cada combinación de 
tamaños de muestra para expuestos y no expuestos. 
 
Gráfica 4.       vs      para          y           . 
a.           b.           
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c.           
 
 
 
 
 
b. Cuando la probabilidad de ocurrencia del evento en los expuestos (    ) es 
0.5.  (Anexo 4.b): 
 
 El comportamiento es similar al del ítem a., pero en general, los valores 
de      son más altos. Pero, cuando           los valores son mucho 
más cercanos a  . 
 
c. Cuando la probabilidad de ocurrencia del evento en los no expuestos 
(     ) es 0.9.  (Anexo 3.c): 
 
 El comportamiento es muy similar al de caso a. 
 
 En este caso se obtienen los valores más extremos para     , los más 
altos cuando                  y los más bajos (cercanos a     ) si  
                . 
 
Con respecto a los tamaños poblacionales, los resultados más cercanos  de      
se tienen cuando la población de expuestos es grande y a medida que ésta 
disminuye,       se hace más pequeño. Es decir que entre menos expuestos, al 
utilizar el intervalo para establecer asociación se estaría siendo mucha más 
estricto. 
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5.2.2 Comparación de los resultados obtenidos con la propuesta y el riesgo 
relativo tradicional. 
 
Para establecer las diferencias en las conclusiones sobre asociación, para cada 
uno de los universos simulados se calcularon tanto el riesgo relativo tradicional 
(  ) como los propuestos,     y    . Con éstos resultados se construyeron dos 
tipos de gráficas, uno comparando el valor de     con     y otro comparando el 
valor de     con    . En los dos casos, en el eje   se encuentran todas las posibles 
combinaciones para el cuarteto                            . 
En el anexo 5 se encuentran la totalidad de las gráficas de comparación entre    
y     , una para cada valor de     ; de igual forma en el anexo 6, aquellas que 
comparan    y     . Una concatenación de las gráficas correspondiente a     se 
encuentra en la gráfica 6 y en la gráfica 7 para    . 
 
5.2.2.1     vs   . 
 
En las gráficas (Anexo 5- gráfica 6), se hace notable la diferencia que existe 
sobre la magnitud de la asociación al tener en cuenta la correlación entre los 
individuos y un desenlace anterior. Es así como en algunas ocasiones, 
especialmente cuando la probabilidad de que ocurra el evento en los 
individuos es baja, con el    el valor de la fuerza de la asociación sería menor; 
por ejemplo para el caso                                             ,       que nos 
indicaría que no existe asociación entre el evento y la exposición, pero al tener 
en cuenta la correlación para los individuos que tuvieron el evento en el 
tiempo   (       ), se concluye que dicha asociación existe, de tal forma que 
el riesgo para los expuestos es casi 5 veces el riesgo de los no expuestos. 
De otra parte, se observa que para valores pequeños de la probabilidad de 
ocurrencia en los expuestos (    ) el   , en general, se encuentra por debajo 
de    , es decir que el indicador tradicional muestra que la asociación 
existente entre  el evento y la exposición en los individuos que también tuvieron 
el evento en el tiempo   es menor. Dicha tendencia a tomar valores menores 
se va modificando a medida que      aumenta, de tal forma que    se ubica 
en puntos intermedios entre los valores  altos y bajos de    ; hasta que en los 
valores más altos de     , el    tiende a por encima del valor de la asociación 
entre  el evento y la exposición en los individuos que tuvieron el evento en el 
tiempo  . 
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Ahora, con respecto al comportamiento propio de     se observa, que tal 
como el riesgo relativo, como era de esperarse por su definición, aumenta a 
medida que la probabilidad de ocurrencia del evento en los expuestos 
incrementa y disminuye a medida que la probabilidad de ocurrencia en los no 
expuestos se incrementa. Así mismo, alcanza los valores más bajos cuando la 
correlación en los no expuestos es alta y cuando la correlación en los 
expuestos es baja, siendo los menores cuando                          . Los 
valores más altos se obtienen para altas correlaciones en los expuestos y para 
bajas correlaciones en los no expuestos, siendo los mayores cuando 
                        . 
 
5.2.2.2     vs   . 
 
Las diferencias entre estos dos indicadores son aún más drásticas que las vistas en 
el punto anterior, pero en este caso generalmente el    toma valores menores a 
los correspondientes a la asociación entre el evento y la exposición para los 
individuos que no tuvieron el evento en un tiempo anterior  . Ésto se hace más 
evidente a medida que la probabilidad del evento en los expuestos (    ) es 
mayor. (Anexo 6 – gráfica 7.) Por ejemplo para el caso                            
                 ,       que nos indicaría que el riesgo entre los expuestos es 9 
veces el riesgo entre los no expuestos, pero al tener en cuenta la correlación para 
los individuos que no tuvieron el evento en el tiempo   (      ), se concluye que 
el riesgo para los expuestos es 81 veces el riesgo de los no expuestos. Esto ocurre, 
pues cuando la probabilidad de ocurrencia del evento en los expuestos es alta y 
la correlación es baja, la probabilidad condicional es alta (            ) y 
cuando la probabilidad de ocurrencia en los no expuestos es baja y la 
correlación es alta, la probabilidad de que le ocurra el evento en el tiempo   tiene 
que ser muy baja (             ). 
Por otro lado, al igual que en la comparación de     con   , por definición crece 
a medida que la probabilidad de ocurrencia del evento en los expuestos 
aumenta y decrece a medida que la probabilidad de ocurrencia en los no 
expuestos se incrementa. Sin embargo, el comportamiento en cuanto a las 
correlaciones es totalmente opuesto al de    , pues alcanza los valores más bajos 
para bajas correlaciones en los no expuestos y cuando la correlación en los 
expuestos es alta, siendo los menores cuando                          , y los más 
altos cuando la correlación en los expuestos es baja y en los no expuestos alta, 
siendo los mayores cuando                         . 
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Adicionalmente, se calcularon los límites de los intervalos de confianza para el    
y se observó que la probabilidad de que dicho intervalo no contenga los valores 
de     y     (    ) es bastante elevada, excepto en aquellos casos en los que 
    y/o     toman valores iguales o similares a los de   . La gráfica 5 muestra los 
resultados para    , cuando la probabilidad de ocurrencia en los no expuestos y 
la correlación en los no expuestos es baja, en ésta se puede apreciar que para 
todas las combinaciones de tamaños poblacionales y en la mayoría de los casos, 
el intervalo de    no contiene a     . En el anexo 7 se encuentran la totalidad de 
las gráficas y en el anexo 8, las correspondientes a    . 
Gráfica 5.      vs      con base en el intervalo del    para           y          . 
a.            b.            
  
 
c.            
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Gráfica 6. Comparación entre    y      para cada combinación                            (eje x) 
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Gráfica 7. Comparación entre    y      para cada combinación                            (eje x) 
 
0
10
20
30
40
50
60
70
80
(0
.1
,0
.1
,0
.1
,0
.1
)
(0
.1
,0
.1
,0
.5
,0
.1
)
(0
.1
,0
.1
,0
.9
,0
.1
)
(0
.1
,0
.3
,0
.1
,0
.1
)
(0
.1
,0
.3
,0
.5
,0
.1
)
(0
.1
,0
.3
,0
.9
,0
.1
)
(0
.1
,0
.5
,0
.1
,0
.1
)
(0
.1
,0
.5
,0
.5
,0
.1
)
(0
.1
,0
.5
,0
.9
,0
.1
)
(0
.1
,0
.7
,0
.1
,0
.1
)
(0
.1
,0
.7
,0
.5
,0
.1
)
(0
.1
,0
.7
,0
.9
,0
.1
)
(0
.1
,0
.9
,0
.1
,0
.1
)
(0
.1
,0
.9
,0
.5
,0
.1
)
(0
.1
,0
.9
,0
.9
,0
.1
)
(0
.3
,0
.1
,0
.1
,0
.1
)
(0
.3
,0
.1
,0
.5
,0
.1
)
(0
.3
,0
.1
,0
.9
,0
.1
)
(0
.3
,0
.3
,0
.1
,0
.1
)
(0
.3
,0
.3
,0
.5
,0
.1
)
(0
.3
,0
.3
,0
.9
,0
.1
)
(0
.3
,0
.5
,0
.1
,0
.1
)
(0
.3
,0
.5
,0
.5
,0
.1
)
(0
.3
,0
.5
,0
.9
,0
.1
)
(0
.3
,0
.7
,0
.1
,0
.1
)
(0
.3
,0
.7
,0
.5
,0
.1
)
(0
.3
,0
.7
,0
.9
,0
.1
)
(0
.3
,0
.9
,0
.1
,0
.1
)
(0
.3
,0
.9
,0
.5
,0
.1
)
(0
.3
,0
.9
,0
.9
,0
.1
)
(0
.5
,0
.1
,0
.1
,0
.1
)
(0
.5
,0
.1
,0
.5
,0
.1
)
(0
.5
,0
.1
,0
.9
,0
.1
)
(0
.5
,0
.3
,0
.1
,0
.1
)
(0
.5
,0
.3
,0
.5
,0
.1
)
(0
.5
,0
.3
,0
.9
,0
.1
)
(0
.5
,0
.5
,0
.1
,0
.1
)
(0
.5
,0
.5
,0
.5
,0
.1
)
(0
.5
,0
.5
,0
.9
,0
.1
)
(0
.5
,0
.7
,0
.1
,0
.1
)
(0
.5
,0
.7
,0
.5
,0
.1
)
(0
.5
,0
.7
,0
.9
,0
.1
)
(0
.5
,0
.9
,0
.1
,0
.1
)
(0
.5
,0
.9
,0
.5
,0
.1
)
(0
.5
,0
.9
,0
.9
,0
.1
)
(0
.7
,0
.1
,0
.1
,0
.1
)
(0
.7
,0
.1
,0
.5
,0
.1
)
(0
.7
,0
.1
,0
.9
,0
.1
)
(0
.7
,0
.3
,0
.1
,0
.1
)
(0
.7
,0
.3
,0
.5
,0
.1
)
(0
.7
,0
.3
,0
.9
,0
.1
)
(0
.7
,0
.5
,0
.1
,0
.1
)
(0
.7
,0
.5
,0
.5
,0
.1
)
(0
.7
,0
.5
,0
.9
,0
.1
)
(0
.7
,0
.7
,0
.1
,0
.1
)
(0
.7
,0
.7
,0
.5
,0
.1
)
(0
.7
,0
.7
,0
.9
,0
.1
)
(0
.7
,0
.9
,0
.1
,0
.1
)
(0
.7
,0
.9
,0
.5
,0
.1
)
(0
.7
,0
.9
,0
.9
,0
.1
)
(0
.9
,0
.1
,0
.1
,0
.1
)
(0
.9
,0
.1
,0
.5
,0
.1
)
(0
.9
,0
.1
,0
.9
,0
.1
)
(0
.9
,0
.3
,0
.1
,0
.1
)
(0
.9
,0
.3
,0
.5
,0
.1
)
(0
.9
,0
.3
,0
.9
,0
.1
)
(0
.9
,0
.5
,0
.1
,0
.1
)
(0
.9
,0
.5
,0
.5
,0
.1
)
(0
.9
,0
.5
,0
.9
,0
.1
)
(0
.9
,0
.7
,0
.1
,0
.1
)
(0
.9
,0
.7
,0
.5
,0
.1
)
(0
.9
,0
.7
,0
.9
,0
.1
)
(0
.9
,0
.9
,0
.1
,0
.1
)
(0
.9
,0
.9
,0
.5
,0
.1
)
(0
.9
,0
.9
,0
.9
,0
.1
)
RR0 RR
40 
 
5.3 Involucrando variables de confusión con base en el método de EEG. 
 
Como se dijo en la sección 3.2.4., cuando se trabaja con EEG para datos binarios, 
se estiman simultáneamente los parámetros del modelo de la ecuación (30) y las 
correlaciones entre las respuestas de los tiempos, consignadas en la matriz R (31). 
 
              
                             (30) 
            y            
 
con     la probabilidad del evento para el individuo   en el tiempo  ,   el número 
de individuos estudiados,   el número de periodos y  
 
      
                                              
                                                                          
  
 
   
    
    
   
    
    
  
      
   
  
  
   (31) 
 
Siendo           la correlación entre los tiempos   y  . 
 
Donde   se puede estimar directamente y posteriormente incluirla en el modelo, 
aunque en los paquetes estadísticos existen diferentes opciones predeterminadas: 
 
a. Estructura canjeable: la correlación entre las observaciones de dos tiempos es 
constante. Se utiliza cuando las mediciones no tienen un orden natural, por 
ejemplo si en lugar de tener datos en diferentes tiempos para un mismo sujeto 
tenemos datos para un conglomerado como los miembros de una familia. 
 
b. Autoregresivo AR(m): Los procesos autorregresivos están diseñados de modo 
que el comportamiento de una variable en un instante de tiempo depende de 
valores pasados de la propia variable. Así, si el valor de la variable en el 
momento   depende de su valor en el periodo anterior, se dice que el proceso 
es autorregresivo de primer orden (AR(1)). Si dicha relación de dependencia se 
establece con los m valores anteriores el proceso será autorregresivo de orden 
m. 
 
c. Estacionario m dependiente: su estructura es la misma del modelo 
autoregresivo de primer orden hasta un tiempo determinado, donde las 
distancias entre los dos tiempos es m, a partir del cual la correlación entre las 
dos mediciones del desenlace es 0. 
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d. No estructurada: Es el modelo más general, pues no se asume una forma 
específica, lo cual lo hace más eficiente; es útil cuando hay pocos tiempos de 
observación. 
 
Ahora, una vez estimados los parámetros de (30), es posible encontrar las 
estimaciones de la probabilidad del evento en los expuestos (      y en los no 
expuestos en el tiempo   (     ), así: 
 
      
                            (32) 
 
       
                                     (33) 
 
Y para el tiempo  : 
      
                            (34) 
 
       
                                     (35) 
 
 
De otra parte, el método GEE también estima cada    , de tal forma que, 
asumiendo que la correlación entre los expuestos y no expuestos es igual, es 
posible estimar tanto     como      basados en las ecuaciones (21) y (22) 
respectivamente: 
 
    
       
       
 
                              
                              
   (36) 
 
    
       
       
 
        
             
     
        
             
     
 (37) 
 
donde     ,     ,      y       se obtienen de las ecuaciones (32) a (35) y      se obtiene 
de la estimación de   asumiendo alguna de las estructuras de correlación. 
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6 APLICACIÓN A DATOS REALES. 
 
6.1 Asociación entre un factor de exposición y el desenlace sin variables de 
confusión. 
6.1.1 Los datos. 
Corresponden a la cohorte prospectiva que el Grupo de Evaluación de 
tecnologías y políticas en Salud del Instituto de Investigaciones Clínicas de la 
Facultad de Medicina (UN) siguió durante el 2006 en las Clínicas Corpas y Reina 
Sofía y en los Hospitales de Engativá y Universitario de Neiva, con el objetivo de 
registrar los posibles eventos adversos ocurridos a los pacientes hospitalizados. 
El proceso para definir un evento adverso es el siguiente: 
1. Se tienen 14 posibles eventos de tamización, los cuales podrían ser 
considerados como eventos adversos, de tal forma que para cada 
paciente se determina si tuvo o no alguno de ellos. Los posibles eventos de 
tamización son: 
i. Readmisión no planeada como resultado del cuidado general del 
paciente. 
ii. Readmisión no planeada en otro hospital de igual o mayor 
complejidad. 
iii. Readmisión no planeada a unidad de cuidado intensivo u otro 
cuidado especial. 
iv. Traslado no planeado o reingreso a sala de cirugía. 
v. Muerte inesperada. 
vi. Paro cardio-respiratorio. 
vii. Extracción, lesión o reparación de órgano o estructura no planeada en 
cirugía. 
viii. Lesiones o complicaciones en trabajo de parto, complicación 
neonatal. 
ix. Complicaciones intrahospitalarias desarrolladas en proceso de 
admisión. 
x. Desarrolló déficit neurológico no presente en la admisión. 
xi. Infección nosocomial o adquirida en el hospital. 
xii. Accidente o lesión ocurrida en el hospital. 
xiii. Reacción adversa al medicamento indicado en la historia. 
xiv. Cualquier otro desenlace. 
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2. Cada evento tamizado es evaluado por dos comités: uno institucional y 
uno de la Universidad Nacional de Colombia, los cuales califican cada 
evento tamizado en una escala ordinal de 1 a 6, donde 1 significa que 
“                                                       ” y 6 que 
“           g      el evento se debió a la provisión del servicio o con 
          é   ”. 
Para este ejemplo sólo se definió evento adverso con base en la decisión del 
comité institucional. La población de pacientes estudiada corresponde a 
todos aquellos que como mínimo tuvieron 2 hospitalizaciones durante el 
periodo de seguimiento, en total 506 pacientes. 
6.1.2 Las variables. 
 
i. Evento adverso: Es el desenlace, se tomó como positivo todo aquel evento de 
tamización calificado por el comité institucional en el paso b. como 4 o más. 
Dado que un paciente puede tener más de un evento de tamización por 
hospitalización, se consideró que el paciente tuvo evento adverso cuando 
alguno de ellos fue considerado así por el comité institucional. 
 
ii. Comorbilidad: En este caso es la exposición, se considera que el paciente 
está expuesto si al momento del ingreso tiene alguna comorbilidad como 
infarto agudo del miocardio, falla cardiaca congestiva, diabetes, etc. Es 
preciso recordar que los métodos desarrollados en este trabajo para tablas 
2x2 suponen que la exposición es constante, lo cual no ocurre en este caso; 
sin embargo, dado que se quiere ilustrar el método, se supondrá que la 
comorbilidad es igual en los dos tiempos y se tomará la de la primera 
hospitalización.  
 
6.1.3 Descripción de la población estudiada. 
 
De los 506 pacientes, tan sólo 21 (4.15%) tuvieron un evento adverso en la primera 
hospitalización, mientras que en la segunda hospitalización 115 (22.72%) fueron 
declarados con evento adverso. Más específicamente, la tabla 4 muestra los 
eventos ocurridos y su estado de exposición en la segunda hospitalización 2 para 
los pacientes que tuvieron un evento adverso en la primera y la tabla 5 para los 
pacientes que no tuvieron un evento adverso en la primera hospitalización. 
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Tabla 4. Tabla 2x2 en el tiempo 2 para pacientes que tuvieron evento adverso en 
el tiempo 1. 
  
Evento 
adverso. 
 
  
Si No Total 
Comorbilidad 
Si 4 7 11 
No 4 6 10 
 
Total 8 13 21 
 
 
Tabla 5. Tabla 2x2 en el tiempo 2 para pacientes que tuvieron evento adverso en 
el tiempo 1. 
  
E.A. 
 
  
Si No Total 
Comorbilidad 
Si 35 153 188 
No 72 225 297 
 
Total 107 378 485 
 
6.1.4 Los resultados. 
 
Para establecer si existe o no asociación entre la comorbilidad y el evento 
adverso se van a calcular los estimadores propuestos,     y     con sus 
correspondientes intervalos de confianza. 
 
Así, entre los pacientes que no tuvieron un evento adverso en la primera 
hospitalización, el riesgo de que un paciente tenga un evento adverso en la 
segunda hospitalización en los pacientes que tienen alguna comorbilidad es muy 
similar al riesgo de aquellos sin comorbilidades: 
 
    
        
         
 
                                   
                                         
       
 
con: 
           ,           ,              
            ,             ,              
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Aunque, como es bien sabido, en la estimación puntual no se tiene en cuenta la 
variabilidad ni los tamaños muestrales, por lo que es preciso calcular un intervalo 
de confianza. Éste dice que no hay evidencias suficientes para establecer que la 
comorbilidad y los eventos adversos están asociados: 
                    
Por otro lado, para los pacientes que no tuvieron evento adverso en la primera 
hospitalización, el riesgo entre quienes tienen comorbilidades es menor al riesgo 
de quienes no tienen: 
    
        
         
 
          
               
      
            
                  
       
       
Esto nos haría pensar que es posible que el hecho de tener una comorbilidad en 
la primera hospitalización actuaría como un factor protector; sin embargo, la 
estimación puntual no es suficiente para establecer dicha conclusión. Así, al 
calcular el intervalo de confianza                se incluye de igual forma que 
para los pacientes que no tenían comorbilidad en la primera hospitalización que 
no existe una asociación entre ésta y el evento adverso. 
La no asociación se mantiene incluso cuando, en los pacientes con 
comorbilidades, la probabilidad de presentar un evento adverso durante la 
primera hospitalización incrementa hasta un 25% y cuando la probabilidad de 
presentar evento adverso en la segunda hospitalización disminuye hasta el 5%. De 
igual forma se mantiene cuando, en los pacientes sin comorbilidades,  la 
probabilidad de presentar un evento adverso durante la primera hospitalización 
incrementa hasta un 23% y cuando la probabilidad de presentar evento adverso 
en la segunda hospitalización disminuye hasta el 10%.(Gráficas 8 y 9) 
En conclusión, la comorbilidad no se encuentra asociada con la aparición de 
eventos adversos pues tanto para quienes tuvieron evento en la primera 
hospitalización como para quienes no lo tuvieron, el intervalo de confianza de sus 
riesgos relativos contiene el 1. Por otro lado, en este caso particular, las 
conclusiones con el    tradicional son similares, pues           y su intervalo de 
confianza es                . 
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Gráfica 8.     y su intervalo de confianza variando las probabilidades de 
ocurrencia en los dos tiempos. 
 
 
 
Gráfica 9.     y su intervalo de confianza variando las probabilidades de 
ocurrencia en los dos tiempos. 
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6.2 Asociación entre un factor de exposición y el desenlace con variables de 
confusión (EEG). 
 
6.2.1 Los datos. 
 
Corresponden a un ejemplo discutido en Myers, Montgomery y Vining (2002, 
sección 6.5), el cual corresponde a un experimento clínico que busca establecer 
la eficacia de un tratamiento farmacológico contra placebo en pacientes con 
problemas respiratorios. En total, se involucraron 56 pacientes, de los cuales 27 
recibieron tratamiento y 29 placebo; 49 son hombres y 7 son mujeres; sus edades 
varían entre 11 y 63 años con una desviación estándar de 11.57 años. Cada uno 
de los pacientes fue observado en cuatro tiempos diferentes. 
6.2.2 Las variables. 
 
 Condición respiratoria: En este caso es la variable respuesta y se define así: 
 
     
                                                                   
                                                                        
  
 
            y            
 
 Tratamiento: Es el factor de exposición: 
 
       
                                                           
                                                
  
 
 Edad: Variable de confusión: 
 
                                  
 
 Sexo: Variable de confusión: 
 
       
                           
                              
  
  
 
 Nivel base:  Corresponde a la condición respiratoria del paciente antes del 
inicio del estudio y actúa como una variable de confusión: 
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6.2.3 El modelo. 
 
El modelo a ajustar vía ecuaciones de estimación generalizadas (EEG), está dado 
por: 
 
   
   
     
                                    
 
Recordemos que el ajuste de un modelo con datos longitudinales vía EEG 
requiere establecer la estructura de correlación entre las respuestas de cada 
paciente. Para determinar cuál es la estructura de correlación más apropiada se 
debe tener en cuenta tanto el ajuste, como la naturaleza del fenómeno a 
estudiar, es decir la plausibilidad biológica de cada una de las estructuras.  En 
este caso al ajustar el modelo con las diferentes estructuras de correlación la 
estimación de los parámetros es bastante consistente, así como la calidad del 
mismo. Por lo tanto, dada la naturaleza del problema se seleccionó una 
estructura de correlación AR(1): 
 
  
 
 
 
  
  
   
    
   
   
    
   
  
  
 
 
 
 
 
6.2.4 Resultados. 
 
Una vez ajustado el modelo en el paquete gee del programa estadístico R, los 
resultados obtenidos se presentan en la tabla 6: 
 
Tabla 6. Estimación y significancia de los parámetros del modelo que incluye la        
totalidad de las variables explicativas. 
 
Variable Estimación S.E Robusto z Robusto Valor p 
Intercepto -0.377 0.712 -0.529 0.149 
Edad 0.043 0.013 3.380 <0.001 
Trat -2.003 0.327 3.066 <0.001 
Sexo -2.003 0.670 -2.988 <0.001 
Base 0.492 0.839 0.586 0.139 
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De la tabla 6 se observa que el estado basal no resulta asociado con la condición 
respiratoria (valor p=0.139) y que por el contrario, el tratamiento, la edad y el sexo 
si están relacionados con ésta. 
 
Como el estado basal no es significativo, se ajusta el modelo sin dicha variable, 
así: 
 
   
   
     
                            
 
En la tabla 7 se presentan los resultados del anterior modelo. 
 
Tabla 7. Estimación y significancia de los parámetros del modelo sin incluir el 
estado basal. 
 
Variable Estimación S.E Robusto z Robusto Valor p 
Intercepto -0.067 0.654 -0.103 0.229 
Edad 0.043 0.013 3.333 <0.001 
Trat 0.924 0.340 2.719 0.002 
Sexo -1.809 0.532 -3.403 <0.001 
 
Luego, tal como en el primer modelo, se concluye que tanto el tratamiento como 
la edad y el sexo están relacionados con la condición respiratoria. De otra parte, 
la estructura de correlación es estimada por: 
 
   
 
 
 
       
       
       
      
     
     
      
      
   
   
 
 
 
  
       
       
   
            
            
            
            
   
       
       
  
 
 
Es decir que la correlación entre las observaciones consecutivas es baja (0.2778) y 
que por lo tanto, dada la estructura seleccionada la correlación entre 
observaciones más distantes es aún menor. 
  
Ahora, la pregunta a resolver es ¿qué tanto afecta el tipo de tratamiento al riesgo 
de tener una mala condición respiratoria?. Para responderla, existen dos caminos: 
 
i. Por medio del riesgo relativo tradicional, teniendo en cuenta que   
identifica a los pacientes tratados con placebo y    a los pacientes tratados 
con el medicamento:   
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con: 
 
     
                                      
                                       
 
 
 
la probabilidad de una mala condición respiratoria en los pacientes 
tratados con placebo y: 
 
      
                                
                                 
 
 
la probabilidad de una mala condición respiratoria en los pacientes 
tratados con el medicamento. 
 
ii. Por medio de los riesgos condicionales propuestos:  
 
Si se asume que los pacientes no cambian de edad durante el periodo de 
seguimiento, la predicción de los riesgos      y       es constante a través del 
tiempo, entonces           y            , luego las ecuaciones (36) y (37) 
estarían dadas por: 
 
    
        
         
 
                 
                   
 
 
    
        
         
 
            
              
 
    
     
    
 
Con       y        tal como en i. y       
                 
                 
                 
  de acuerdo a   . 
 
 
En el caso en el que se asuma un cambio en la edad de los pacientes, se 
trabajaría directamente con las ecuaciones (36) y (37). 
 
Luego, si se busca establecer la asociación entre la condición respiratoria y el tipo 
de tratamiento para los pacientes que tuvieron mala condición respiratoria en el 
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momento inmediatamente anterior, se toma            . Con base en éste, 
variando las edades desde 10 años hasta 70 años y separadamente para  
hombres y mujeres se calcularon     y    (Gráfica 10). Se observa que tanto para 
los hombres como para las mujeres, el    toma valores superiores a los de    . 
 
Desde el punto de vista epidemiológico, si no se tuviera en cuenta lo ocurrido en 
el tiempo anterior y la correlación entre los tiempos, se llegaría a concluir para 
pacientes jóvenes que no tomaron el medicamento le incrementa el riesgo de no 
tener una buena condición respiratoria a cerca del doble del riesgo de quienes lo 
tomaron; cuando en realidad dicho efecto es mucho menor e incluso casi 
imperceptible para las mujeres, pues      . Por otro lado, dado que en este 
caso las correlaciones para los expuestos y no expuestos son iguales y que las 
probabilidades de ocurrencia se suponen constantes       , por lo que las 
conclusiones obtenidas con el método tradicional son válidas para los pacientes 
que tuvieron una buena condición respiratoria en el tiempo 1.  En conclusión, el 
medicamento tiene resultados positivos para los pacientes sin antecedentes de 
mala condición respiratoria, disminuyendo su efecto a medida que la edad es 
mayor; mientras que para aquellos con antecedentes parece no ser muy eficaz 
en comparación con el placebo. 
 
Gráfica 10. Comparación de los riesgos relativos para eventos consecutivos en el 
tiempo (       ) con covariables constantes. 
 
a. Para los hombres. b. Para las mujeres. 
  
 
 
Por otro lado, si se quiere establecer la asociación entre la condición respiratoria y 
el tipo de tratamiento en el momento   teniendo en cuenta lo ocurrido en el 
momento inmediatamente anterior ( ) y suponiendo que los pacientes 
incrementaron su edad en un año: 
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Así, con base en éstos se calcularon         y    variando la edad desde 10 
hasta 70 años de 10 en 10, para hombres y mujeres (Gráfica 11). De tal forma que 
tanto para los hombres como para las mujeres el    está por encima de     y 
   . Es decir que si se basa la conclusión sobre la fuerza de la asociación, en los 
dos casos se estaría sobreestimando el efecto del medicamento sobre la 
condición respiratoria, aunque dicha sobreestimación es mucho mayor para los 
pacientes que no tuvieron una buena condición respiratoria en el primer tiempo 
del estudio. La diferencia entre los tres indicadores de asociación es menor a 
medida que la edad de los pacientes es mayor. Por otro lado, la diferencia entre 
    y    como era de esperarse no es muy grande, dado que lo único que 
cambia las probabilidades es el incremento de un año en la edad. 
 
En los dos casos, dejando la edad constante e incrementándola un año, la fuerza 
de la asociación disminuye a medida que la edad aumenta, pero dicha 
disminución es mucho más lenta para aquellos pacientes que tuvieron una mala 
condición respiratoria en el instante inmediatamente anterior. Cuando se supone 
que la edad incrementa en un año, el efecto del medicamento es mucho menor 
en las mujeres que en los hombres. 
 
En conclusión, el medicamento parece ser mucho más efectivo para los 
pacientes que tienen antecedentes de buena condición respiratoria, mientras 
que para aquellos que no tuvieron buena condición respiratoria en el tiempo 
anterior, dicho efecto parece ser cercano a uno. De otra parte, cuando la edad 
se incrementa una año, el efecto del medicamento en las mujeres resulta mucho 
menor que el efecto entre los hombre. 
 
6.2.5 Ajuste del modelo. 
 
Generalmente el ajuste de un modelo se verifica por medio de sus residuales, es 
decir, de la diferencia entre el valor real de la variable respuesta y la predicción 
del modelo. Para el caso particular de los modelos lineales generalizados y EEG, 
los residuales más utilizados son llamados residuales de componente de desvío 
    , los cuales comparan la probabilidad de que el mejor modelo represente 
apropiadamente los datos con la probabilidad de que el modelo ajustado lo 
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haga. Dichos residuales tienen media cero y desviación estándar 1, por lo tanto se 
dice que el modelo ajusta de forma apropiada los datos si: 
        
Para este modelo, el ajuste en general es óptimo, pues tal como se observa en la 
gráfica 9 tan solo dos residuales se salen de dichos límites, lo que quiere decir que 
tanto la distribución, como la estructura de correlación, como las variables 
incluidas en el modelo representan de forma apropiada los datos. 
 
Gráfica 11. Comparación de los riesgos relativos para eventos consecutivos en el 
tiempo con incrementando la edad un año para el segundo tiempo. 
 
a. Para los hombres. b. Para las mujeres. 
  
 
Gráfica 9. Residuales de desvío. 
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Otra pregunta a resolver es ¿qué tan bien clasifica el modelo a los pacientes con 
respecto a su condición respiratoria? Para resolverla, se siguieron los siguientes 
pasos: 
 
i. Se estableció que la cota para definir la predicción de una buena o mala 
condición respiratoria es 0.5, así: 
 
      
              
              
  
 
con      la estimación de     y      la estimación de la probabilidad de que el 
individuo   en el tiempo   no tenga buena condición respiratoria: 
 
     
                                   
                                     
 
 
 
ii. Se calcularon la sensibilidad, como la probabilidad de que el modelo diga 
que el paciente no tiene buena condición respiratoria cuando no la tiene, 
y la especificidad, como la probabilidad de que el modelo clasifique al 
paciente como de buena condición respiratoria entre quienes la tienen, 
con base en la tabla 8. 
 
Tabla 8. Condición respiratoria real vs estimada por el modelo. 
 
  
Condición respiratoria 
 
  
1 0 Total 
Predicción 
1 79 41 120 
0 36 68 104 
 
Total 115 109 224 
 
Así, el modelo clasifica apropiadamente al 69% de los pacientes sin buena 
condición respiratoria y al 62% de los pacientes con buena condición respiratoria: 
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7 CONCLUSIONES. 
 
En el trabajo se presentan dos propuestas para calcular indicadores de 
asociación, en estudios longitudinales, con base en la definición de riesgo y 
teniendo en cuenta lo ocurrido en momentos anteriores al cálculo. Durante dicho 
proceso se llegó a diversos resultados, entre los que se encuentra que: 
 La probabilidad de ocurrencia de un evento dicotómico condicionada a lo 
ocurrido en un momento anterior involucra la correlación entre las variables 
que representan dicho evento en los dos momentos considerados. 
 
 Cuando la probabilidad de ocurrencia del evento es constante a través del 
tiempo (  ), el valor mínimo de la correlación entre dos eventos dicotómicos 
es el máximo entre   
  
    
  
    
  
 . 
 
 Si la probabilidad de ocurrencia del evento es variable a través del tiempo, la 
cota inferior de la correlación entre los momentos   y   es el máximo entre 
   
      
              
   
              
      
  y la cota superior es el mínimo entre 
  
          
          
 
              
      
 . 
 
 Es posible calcular medidas de asociación que tienen en cuenta la 
correlación entre la ocurrencia del evento en dos momentos de observación 
durante un estudio longitudinal. 
 
 En general, el nivel de significancia del intervalo de confianza del 95% 
propuesto para     es cercano al nivel de significancia predeterminado. 
Aunque, cuando la correlación en los no expuestos es alta, la significancia 
tiende a tener valores más altos. 
 
 El intervalo de confianza propuesto para     muestra buenos resultados, pues 
la probabilidad de que éste no cubra el verdadero valor de     es cercana al 
nivel de significancia predeterminado o inferior a éste.  
 
 La probabilidad de que el intervalo de confianza del    tradicional contenga 
el valor de     o     es muy baja, excepto cuando son iguales. Es decir que si 
se basa la conclusión en dicha estimación por intervalo, ésta puede ser 
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errónea para los pacientes que tuvieron el evento estudiado en un tiempo 
anterior. 
 
 La conclusión sobre la asociación puede ser muy diferente cuando se tiene 
en cuenta la correlación entre los eventos de los dos tiempos. Para    , 
cuando la probabilidad de ocurrencia en los  no expuestos en el segundo 
momento es baja (    ), el    tiende a tomar valores menores a la asociación 
y a medida que      aumenta va cambiando la tendencia hasta llegar a que 
   toma valores por encima de la misma, aunque esto también depende de 
los valores de las correlaciones. De otra parte, para     la tendencia general 
del    es estar por debajo de él. 
 
 Es posible incorporar variables de confusión al cálculo de los estimadores 
propuestos mediante la estimación de los parámetros del modelo longitudinal 
vía EEG, pues dicho método proporciona estimadores tanto de la 
probabilidad de ocurrencia del evento, como de la correlación entre los 
diferentes tiempos. 
 
 Al modelar vía EEG con variables de confusión, en el ejemplo, se evidencia la 
diferencia entre los resultados con los estimadores propuestos y con el riesgo 
relativo tradicional y a la vez se demuestra la importancia de tener en cuenta 
la correlación en la estimación de la asociación.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
57 
 
 
 
8 DISCUSIÓN. 
 
Muchos de los estudios longitudinales analíticos se basan en la comparación entre 
los resultados para los individuos expuestos y no expuestos. Cuando el objetivo es 
establecer una asociación entre un evento con resultado dicotómico y un factor 
de exposición, generalmente se calcula el riesgo relativo. En este trabajo se 
demuestra la gran importancia de incluir la correlación, al tener en cuenta lo 
ocurrido en tiempos anteriores, cuando se analiza la asociación entre un evento o 
desenlace y una exposición; dado que si no se tiene se tiene en cuenta se puede 
llegar a conclusiones erráticas, por ejemplo se podría afirmar que existe dicha 
asociación, cuando es posible que cuando se tiene en cuenta un tiempo anterior 
en realidad no sea así.  
 
Si bien es cierto que en algunas ocasiones las conclusiones basadas en    ,      y 
   pueden llegar a ser muy similares, tal como en el ejemplo descrito en la 
sección 6.2; en otras, como en el ejemplo de la sección 6.3, es posible que se 
termine sub o sobreestimando el efecto de un factor. En este caso se terminaría 
sobreestimando el efecto del tratamiento farmacológico para los pacientes que 
no tuvieron una buena condición respiratoria en el primer tiempo. Así, con base 
en el    clásico, lo más seguro es que se recomendara el uso del medicamento 
para todos los pacientes, sin embargo, al calcular     se puede recomendar el 
uso de dicho medicamento en pacientes jóvenes sin antecedentes de mala 
condición respiratoria. 
 
Aunque se propusieron dos indicadores que incluyen la correlación con sus 
intervalos de confianza y se expuso la forma de calcularlo cuando se tienen 
variables de confusión (via EEG), aún hay bastantes interrogantes por resolver en 
este campo de investigación, por ejemplo: mejorar la probabilidad de cobertura 
del intervalo para     cuando las correlaciones son altas, proponer un intervalo 
de confianza para     y     cuando la exposición no es constante a través del 
tiempo y cuando se tienen variables de confusión; proponer como estimar     y 
    en otros modelos apropiados para tratar datos longitudinales, tales como los 
modelos multinivel, de efectos aleatorios o los de transición; también queda como 
un futuro tema de investigación establecer el camino para estimar de forma 
separada la correlación para los expuestos y para los no expuestos en un modelo 
estimado vía EEG. 
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Anexo 1. Gráficas de      para el intervalo de confianza de     (eje y) variando la probabilidad del evento en los expuestos,      (eje x) 
a.           
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Anexo 2. Gráficas de      para el intervalo de confianza de     (eje y) variando la probabilidad del evento en los expuestos,       (eje x) 
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Anexo 3. Gráficas de      para el intervalo de confianza de     (eje y) variando la probabilidad del evento en los expuestos,      (eje x) 
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Anexo 4. Gráficas de      para el intervalo de confianza de     (eje y) variando la probabilidad del evento en los expuestos,       (eje x) 
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Anexo 5. Gráficas de comparación entre    y      para cada combinación                          (eje x) 
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Anexo 6. Gráficas de comparación entre    y      para cada combinación                          (eje x) 
a.          
 
0
1
2
3
4
5
6
7
8
9
10
(0
,1
,0
,1
,0
,1
,0
,1
)
(0
,1
,0
,1
,0
,1
,0
,5
)
(0
,1
,0
,1
,0
,1
,0
,9
)
(0
,1
,0
,1
,0
,5
,0
,1
)
(0
,1
,0
,1
,0
,5
,0
,5
)
(0
,1
,0
,1
,0
,5
,0
,9
)
(0
,1
,0
,1
,0
,9
,0
,1
)
(0
,1
,0
,1
,0
,9
,0
,5
)
(0
,1
,0
,1
,0
,9
,0
,9
)
(0
,1
,0
,3
,0
,1
,0
,1
)
(0
,1
,0
,3
,0
,1
,0
,5
)
(0
,1
,0
,3
,0
,1
,0
,9
)
(0
,1
,0
,3
,0
,5
,0
,1
)
(0
,1
,0
,3
,0
,5
,0
,5
)
(0
,1
,0
,3
,0
,5
,0
,9
)
(0
,1
,0
,3
,0
,9
,0
,1
)
(0
,1
,0
,3
,0
,9
,0
,5
)
(0
,1
,0
,3
,0
,9
,0
,9
)
(0
,1
,0
,5
,0
,1
,0
,1
)
(0
,1
,0
,5
,0
,1
,0
,5
)
(0
,1
,0
,5
,0
,1
,0
,9
)
(0
,1
,0
,5
,0
,5
,0
,1
)
(0
,1
,0
,5
,0
,5
,0
,5
)
(0
,1
,0
,5
,0
,5
,0
,9
)
(0
,1
,0
,5
,0
,9
,0
,1
)
(0
,1
,0
,5
,0
,9
,0
,5
)
(0
,1
,0
,5
,0
,9
,0
,9
)
(0
,1
,0
,7
,0
,1
,0
,1
)
(0
,1
,0
,7
,0
,1
,0
,5
)
(0
,1
,0
,7
,0
,1
,0
,9
)
(0
,1
,0
,7
,0
,5
,0
,1
)
(0
,1
,0
,7
,0
,5
,0
,5
)
(0
,1
,0
,7
,0
,5
,0
,9
)
(0
,1
,0
,7
,0
,9
,0
,1
)
(0
,1
,0
,7
,0
,9
,0
,5
)
(0
,1
,0
,7
,0
,9
,0
,9
)
(0
,1
,0
,9
,0
,1
,0
,1
)
(0
,1
,0
,9
,0
,1
,0
,5
)
(0
,1
,0
,9
,0
,1
,0
,9
)
(0
,1
,0
,9
,0
,5
,0
,1
)
(0
,1
,0
,9
,0
,5
,0
,5
)
(0
,1
,0
,9
,0
,5
,0
,9
)
(0
,1
,0
,9
,0
,9
,0
,1
)
(0
,1
,0
,9
,0
,9
,0
,5
)
(0
,1
,0
,9
,0
,9
,0
,9
)
RR0 RR
78 
 
b.          
 
 
 
0
5
10
15
20
25
30
(0
,3
,0
,1
,0
,1
,0
,1
)
(0
,3
,0
,1
,0
,1
,0
,5
)
(0
,3
,0
,1
,0
,1
,0
,9
)
(0
,3
,0
,1
,0
,5
,0
,1
)
(0
,3
,0
,1
,0
,5
,0
,5
)
(0
,3
,0
,1
,0
,5
,0
,9
)
(0
,3
,0
,1
,0
,9
,0
,1
)
(0
,3
,0
,1
,0
,9
,0
,5
)
(0
,3
,0
,1
,0
,9
,0
,9
)
(0
,3
,0
,3
,0
,1
,0
,1
)
(0
,3
,0
,3
,0
,1
,0
,5
)
(0
,3
,0
,3
,0
,1
,0
,9
)
(0
,3
,0
,3
,0
,5
,0
,1
)
(0
,3
,0
,3
,0
,5
,0
,5
)
(0
,3
,0
,3
,0
,5
,0
,9
)
(0
,3
,0
,3
,0
,9
,0
,1
)
(0
,3
,0
,3
,0
,9
,0
,5
)
(0
,3
,0
,3
,0
,9
,0
,9
)
(0
,3
,0
,5
,0
,1
,0
,1
)
(0
,3
,0
,5
,0
,1
,0
,5
)
(0
,3
,0
,5
,0
,1
,0
,9
)
(0
,3
,0
,5
,0
,5
,0
,1
)
(0
,3
,0
,5
,0
,5
,0
,5
)
(0
,3
,0
,5
,0
,5
,0
,9
)
(0
,3
,0
,5
,0
,9
,0
,1
)
(0
,3
,0
,5
,0
,9
,0
,5
)
(0
,3
,0
,5
,0
,9
,0
,9
)
(0
,3
,0
,7
,0
,1
,0
,1
)
(0
,3
,0
,7
,0
,1
,0
,5
)
(0
,3
,0
,7
,0
,1
,0
,9
)
(0
,3
,0
,7
,0
,5
,0
,1
)
(0
,3
,0
,7
,0
,5
,0
,5
)
(0
,3
,0
,7
,0
,5
,0
,9
)
(0
,3
,0
,7
,0
,9
,0
,1
)
(0
,3
,0
,7
,0
,9
,0
,5
)
(0
,3
,0
,7
,0
,9
,0
,9
)
(0
,3
,0
,9
,0
,1
,0
,1
)
(0
,3
,0
,9
,0
,1
,0
,5
)
(0
,3
,0
,9
,0
,1
,0
,9
)
(0
,3
,0
,9
,0
,5
,0
,1
)
(0
,3
,0
,9
,0
,5
,0
,5
)
(0
,3
,0
,9
,0
,5
,0
,9
)
(0
,3
,0
,9
,0
,9
,0
,1
)
(0
,3
,0
,9
,0
,9
,0
,5
)
(0
,3
,0
,9
,0
,9
,0
,9
)
RR0 RR
79 
 
c.          
 
 
 
0
5
10
15
20
25
30
35
40
45
50
(0
,5
,0
,1
,0
,1
,0
,1
)
(0
,5
,0
,1
,0
,1
,0
,5
)
(0
,5
,0
,1
,0
,1
,0
,9
)
(0
,5
,0
,1
,0
,5
,0
,1
)
(0
,5
,0
,1
,0
,5
,0
,5
)
(0
,5
,0
,1
,0
,5
,0
,9
)
(0
,5
,0
,1
,0
,9
,0
,1
)
(0
,5
,0
,1
,0
,9
,0
,5
)
(0
,5
,0
,1
,0
,9
,0
,9
)
(0
,5
,0
,3
,0
,1
,0
,1
)
(0
,5
,0
,3
,0
,1
,0
,5
)
(0
,5
,0
,3
,0
,1
,0
,9
)
(0
,5
,0
,3
,0
,5
,0
,1
)
(0
,5
,0
,3
,0
,5
,0
,5
)
(0
,5
,0
,3
,0
,5
,0
,9
)
(0
,5
,0
,3
,0
,9
,0
,1
)
(0
,5
,0
,3
,0
,9
,0
,5
)
(0
,5
,0
,3
,0
,9
,0
,9
)
(0
,5
,0
,5
,0
,1
,0
,1
)
(0
,5
,0
,5
,0
,1
,0
,5
)
(0
,5
,0
,5
,0
,1
,0
,9
)
(0
,5
,0
,5
,0
,5
,0
,1
)
(0
,5
,0
,5
,0
,5
,0
,5
)
(0
,5
,0
,5
,0
,5
,0
,9
)
(0
,5
,0
,5
,0
,9
,0
,1
)
(0
,5
,0
,5
,0
,9
,0
,5
)
(0
,5
,0
,5
,0
,9
,0
,9
)
(0
,5
,0
,7
,0
,1
,0
,1
)
(0
,5
,0
,7
,0
,1
,0
,5
)
(0
,5
,0
,7
,0
,1
,0
,9
)
(0
,5
,0
,7
,0
,5
,0
,1
)
(0
,5
,0
,7
,0
,5
,0
,5
)
(0
,5
,0
,7
,0
,5
,0
,9
)
(0
,5
,0
,7
,0
,9
,0
,1
)
(0
,5
,0
,7
,0
,9
,0
,5
)
(0
,5
,0
,7
,0
,9
,0
,9
)
(0
,5
,0
,9
,0
,1
,0
,1
)
(0
,5
,0
,9
,0
,1
,0
,5
)
(0
,5
,0
,9
,0
,1
,0
,9
)
(0
,5
,0
,9
,0
,5
,0
,1
)
(0
,5
,0
,9
,0
,5
,0
,5
)
(0
,5
,0
,9
,0
,5
,0
,9
)
(0
,5
,0
,9
,0
,9
,0
,1
)
(0
,5
,0
,9
,0
,9
,0
,5
)
(0
,5
,0
,9
,0
,9
,0
,9
)
RR0 RR
80 
 
d.          
 
 
0
10
20
30
40
50
60
70
(0
,7
,0
,1
,0
,1
,0
,1
)
(0
,7
,0
,1
,0
,1
,0
,5
)
(0
,7
,0
,1
,0
,1
,0
,9
)
(0
,7
,0
,1
,0
,5
,0
,1
)
(0
,7
,0
,1
,0
,5
,0
,5
)
(0
,7
,0
,1
,0
,5
,0
,9
)
(0
,7
,0
,1
,0
,9
,0
,1
)
(0
,7
,0
,1
,0
,9
,0
,5
)
(0
,7
,0
,1
,0
,9
,0
,9
)
(0
,7
,0
,3
,0
,1
,0
,1
)
(0
,7
,0
,3
,0
,1
,0
,5
)
(0
,7
,0
,3
,0
,1
,0
,9
)
(0
,7
,0
,3
,0
,5
,0
,1
)
(0
,7
,0
,3
,0
,5
,0
,5
)
(0
,7
,0
,3
,0
,5
,0
,9
)
(0
,7
,0
,3
,0
,9
,0
,1
)
(0
,7
,0
,3
,0
,9
,0
,5
)
(0
,7
,0
,3
,0
,9
,0
,9
)
(0
,7
,0
,5
,0
,1
,0
,1
)
(0
,7
,0
,5
,0
,1
,0
,5
)
(0
,7
,0
,5
,0
,1
,0
,9
)
(0
,7
,0
,5
,0
,5
,0
,1
)
(0
,7
,0
,5
,0
,5
,0
,5
)
(0
,7
,0
,5
,0
,5
,0
,9
)
(0
,7
,0
,5
,0
,9
,0
,1
)
(0
,7
,0
,5
,0
,9
,0
,5
)
(0
,7
,0
,5
,0
,9
,0
,9
)
(0
,7
,0
,7
,0
,1
,0
,1
)
(0
,7
,0
,7
,0
,1
,0
,5
)
(0
,7
,0
,7
,0
,1
,0
,9
)
(0
,7
,0
,7
,0
,5
,0
,1
)
(0
,7
,0
,7
,0
,5
,0
,5
)
(0
,7
,0
,7
,0
,5
,0
,9
)
(0
,7
,0
,7
,0
,9
,0
,1
)
(0
,7
,0
,7
,0
,9
,0
,5
)
(0
,7
,0
,7
,0
,9
,0
,9
)
(0
,7
,0
,9
,0
,1
,0
,1
)
(0
,7
,0
,9
,0
,1
,0
,5
)
(0
,7
,0
,9
,0
,1
,0
,9
)
(0
,7
,0
,9
,0
,5
,0
,1
)
(0
,7
,0
,9
,0
,5
,0
,5
)
(0
,7
,0
,9
,0
,5
,0
,9
)
(0
,7
,0
,9
,0
,9
,0
,1
)
(0
,7
,0
,9
,0
,9
,0
,5
)
(0
,7
,0
,9
,0
,9
,0
,9
)
RR0 RR
81 
 
 
e.          
 
 
0
10
20
30
40
50
60
70
80
(0
,9
,0
,1
,0
,1
,0
,1
)
(0
,9
,0
,1
,0
,1
,0
,5
)
(0
,9
,0
,1
,0
,1
,0
,9
)
(0
,9
,0
,1
,0
,5
,0
,1
)
(0
,9
,0
,1
,0
,5
,0
,5
)
(0
,9
,0
,1
,0
,5
,0
,9
)
(0
,9
,0
,1
,0
,9
,0
,1
)
(0
,9
,0
,1
,0
,9
,0
,5
)
(0
,9
,0
,1
,0
,9
,0
,9
)
(0
,9
,0
,3
,0
,1
,0
,1
)
(0
,9
,0
,3
,0
,1
,0
,5
)
(0
,9
,0
,3
,0
,1
,0
,9
)
(0
,9
,0
,3
,0
,5
,0
,1
)
(0
,9
,0
,3
,0
,5
,0
,5
)
(0
,9
,0
,3
,0
,5
,0
,9
)
(0
,9
,0
,3
,0
,9
,0
,1
)
(0
,9
,0
,3
,0
,9
,0
,5
)
(0
,9
,0
,3
,0
,9
,0
,9
)
(0
,9
,0
,5
,0
,1
,0
,1
)
(0
,9
,0
,5
,0
,1
,0
,5
)
(0
,9
,0
,5
,0
,1
,0
,9
)
(0
,9
,0
,5
,0
,5
,0
,1
)
(0
,9
,0
,5
,0
,5
,0
,5
)
(0
,9
,0
,5
,0
,5
,0
,9
)
(0
,9
,0
,5
,0
,9
,0
,1
)
(0
,9
,0
,5
,0
,9
,0
,5
)
(0
,9
,0
,5
,0
,9
,0
,9
)
(0
,9
,0
,7
,0
,1
,0
,1
)
(0
,9
,0
,7
,0
,1
,0
,5
)
(0
,9
,0
,7
,0
,1
,0
,9
)
(0
,9
,0
,7
,0
,5
,0
,1
)
(0
,9
,0
,7
,0
,5
,0
,5
)
(0
,9
,0
,7
,0
,5
,0
,9
)
(0
,9
,0
,7
,0
,9
,0
,1
)
(0
,9
,0
,7
,0
,9
,0
,5
)
(0
,9
,0
,7
,0
,9
,0
,9
)
(0
,9
,0
,9
,0
,1
,0
,1
)
(0
,9
,0
,9
,0
,1
,0
,5
)
(0
,9
,0
,9
,0
,1
,0
,9
)
(0
,9
,0
,9
,0
,5
,0
,1
)
(0
,9
,0
,9
,0
,5
,0
,5
)
(0
,9
,0
,9
,0
,5
,0
,9
)
(0
,9
,0
,9
,0
,9
,0
,1
)
(0
,9
,0
,9
,0
,9
,0
,5
)
(0
,9
,0
,9
,0
,9
,0
,9
)
RR0 RR
82 
 
Anexo 7. Gráficas de la probabilidad de que el intervalo para el    contenga a     para cada combinación                          (eje x) 
a.          
 
 
b.          
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Anexo 8. Gráficas de la probabilidad de que el intervalo para el    contenga a     para cada combinación                          (eje x) 
a.          
 
b.          
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