In this paper we study p-order methods for unconstrained minimization of convex functions that are p-times differentiable with ν-Hölder continuous pth derivatives. We propose tensor schemes with and without acceleration. For the schemes without acceleration, we establish iteration complexity bounds of O ǫ −1/(p+ν−1) for reducing the functional residual below a given ǫ ∈ (0, 1). Assuming that ν is know, we obtain an improved complexity bound of O ǫ −1/(p+ν) for the corresponding accelerated scheme. For the case in which ν is unknown, we present a universal accelerated tensor scheme with iteration complexity of O ǫ −p/[(p+1)(p+ν−1)] . A lower complexity bound for this problem class is also obtained.
Introduction.
1.1. Motivation. In [9] , it was shown that a suitable cubic regularization of Newton method (CNM) takes at most O(ǫ −1/2 ) iterations to reduce the functional residual below a given precision ǫ > 0, when the objective is a twice-differentiable convex function with Lipschitz continuous Hessian. A better complexity bound of O(ǫ −1/3 ) was shown in [10] for an accelerated version of CNM. Auxiliary problems in these methods consist in the minimization of a third-order regularization of the second-order Taylor approximation of the objective function around the current iterate. A natural generalization is to consider auxiliary problems in which one minimizes a (p + 1)-order regularization of the pth order Taylor approximation of the objective function, resulting in tensor methods. Unconstrained optimization by Tensor methods is not a new subject (see, for example, [12, 4] ). In the context of convex optimization, accelerated tensor methods (as described above) were first considered by Baes [2] . However, the author did not realize that under a proper choice of the regularization coefficient the auxiliary problems become convex. This important observation was done in a recent paper [11] , where tensor methods with and without acceleration were proposed for unconstrained minimization of p-times differentiable convex functions with Lipschitz continuous pth derivatives. An iteration complexity bound of O(ǫ −1/p ) was proved for the method without acceleration, while an improved bound of O(ǫ −1/(p+1) ) was proved for the accelerated tensor method.
In the present paper, we study tensor methods (with and without acceleration) that can handle convex functions with ν-Hölder continuous pth derivatives. For the schemes without acceleration, we establish iteration complexity bounds of O ǫ −1/(p+ν−1) for reducing the functional residual below a given ǫ ∈ (0, 1). Assuming that ν is know, we obtain an improved complexity bound of O ǫ −1/(p+ν) for the corresponding accelerated scheme. For the case in which ν is unknown, we present a universal accelerated tensor scheme with iteration complexity of O ǫ −p/[(p+1)(p+ν−1)] . In all methods we allow inexact solution of the auxiliary problems by incorporating the acceptance conditions proposed in [3] in the context of nonconvex optimization. The complexity bounds established here generalize our previous results reported in [5, 6] for regularized Newton methods (i.e., case p = 2). Finally, we also present a lower complexity bound for tensor methods under the Hölder condition.
1.2. Contents. The paper is organized as follows. In Section 2, we define our problem. In Section 3, we present tensor methods without acceleration and establish their converence properties. In Section 4, we present complexity results for accelerated schemes. Finally, in Section 5 we obtain lower complexity bounds for tensor methods under the Hölder condition. All necessary auxiliary results are included in an appendix.
Notations and Generalities.
In what follows, we denote by E a finitedimensional real vector space, and by E * its dual space, composed by linear functionals on E. The value of function s ∈ E * at point x ∈ E is denoted by s, x . Given a selfadjoint positive definite operator B : E → E * (notation B ≻ 0), we can endow these spaces with conjugate Euclidean norms:
For 
For h 1 = . . . = h p = h ∈ E, we use notation D p f (x)[h] p . Then the pth order Taylor approximation of function f at x ∈ dom f can be written as follows:
2. Problem Statement. In this paper we consider methods for solving the following minimization problem
where f : E → R is a convex p-times differentiable function. We assume that there exists at least one optimal solution x * ∈ E for problem (2.1). Let us characterize the level of smoothness of the objective f by the system of Hölder constants
Then, from (2.2) and from the integral form of the mean-value theorem, it follows that
This property motivates the use of the following class of models of f around x ∈ E:
In particular, as long as H ≥ H f,p (ν), by (2.5) we have
3. Tensor schemes without acceleration. If we assume that H f,p (ν) < +∞ for some ν ∈ [0, 1], there are two possible situations: either ν is known, or ν is unknown. We cover both cases in a single framework by introducing parameter
Let ǫ ∈ (0, 1) be the target precision. At the beginning of the tth iteration one has an estimate x t for the solution of (2.1) and a scaling coefficient
is computed as an approximate solution to the auxiliary problem
xt,p,Mt (y), with α given by (3.1). Similarly to [3] , the trial point x + t must satisfies the following conditions:
where θ ≥ 0 is a user-defined parameter. When (3.2) is not convex, then x + t is not necessarily an approximation of its global solution. If the descent condition
, holds, then x + t is accepted and we define x t+1 = x + t . Otherwise, constant M t is increased until the corresponding trial point x + t is accepted. We will see that this process is well defined in the sense that there exists M ν > 0 such that M t ≤ M ν for all t. This general scheme can be summarized in the following way.
Algorithm 1. Tensor Method
Step 0. Choose x 0 ∈ E and θ ≥ 0. Set α by (3.1) and t := 0.
Step 1. Find 0 < M t ≤ M ν such that (3.4) holds for an approximate solution
Step 3. Set t := t + 1 and go back to Step 1.
To analyze convergence of Algorithm 1, we introduce the following assumptions:
x 0 being the starting point. The next theorem establishes global convergence rate for Algorithm 1. and, for all k, m < k ≤ T , we have
Proof. By Step 1 in Algorithm 1, we have
Thus, in view of (3.4), (3.7) and H2, for k = 0, . . . , T − 1 we have
where the last inequality is due to the convexity of f . Now, denoting
we see from (3.9 ) that this sequence satisfies condition (1.1) of Lemma 1.1 in [5] with u = p+α p+α−1 . Note that m is the first iteration for which δ m ≤ 2. If m > 0, then δ 0 > 2 and, in view of inequality (1.2) of Lemma 1.1 in [5] , we have
, and so, (3.5) holds. Consequently, from inequality (1.3) of Lemma 1.1 in [5] we get the following rate of convergence:
If we assume that ν and H f (ν) are known, by Lemma A.4, we can set
In this case, by (3.1), the corresponding version of Algorithm 1 takes at most
for a given ǫ ∈ (0, 1). However, in most practical problems, H f,p (ν) is not known. To deal with this situation, we can consider the following adaptive version of Algorithm 1:
Algorithm 2. Adaptive Tensor Method
Step 0. Choose x 0 ∈ E, H 0 > 0 and θ ≥ 0. Set α by (3.1) and t := 0.
Step 1. Set i := 0.
Step 1.1 Compute an approximate solution
Step
holds, set i t := i and go to Step 2. Otherwise, set i := i + 1 and go to Step 1.1.
Step 3. Set t := t + 1 and go to Step 1.
Note that Algorithm 2 is a particular case of Algorithm 2 in which
Let us define the following function of ǫ > 0:
The next lemma provides upper bounds on H t and on the number of calls of oracle. Lemma 3.2. Suppose that H1 and H2 are true. Given ǫ > 0, assume that {x t } T t=0 is a sequence generated by Algorithm 2 such that
. . , i t and t = 0, . . . , T. Then,
Moreover, the number O T of calls of the oracle after T iterations is bounded as follows:
Proof. Let us prove (3.14) by induction. Clearly it holds for t = 0. Assume that (3.14) is true for some t, 0 ≤ t ≤ T − 1. If ν is known, then by (3.1) we have α = ν. Thus, by H1 and Lemma A.2, the final value of 2 it H t cannot exceed
since otherwise we should stop the line search earlier. Therefore,
On the other hand, if ν is unknown, we have α = 1. In view of (3.11), (3.12) and H2, it follows that
Thus, by (3.13) and Lemma A.5 in [6] we have ∇f (x t+1 ) * ≥ ǫ R(ǫ)
. In this case, it follows from Corollary A.5 with δ = ǫ/R(ǫ) that
Consequently, we also have
that is, (3.14) holds for t + 1. This completes the induction argument. Finally, note that at the kth iteration of Algorithm 1, the oracle is called
Combining Theorem 3.1 and Lemma 3.2, we obtain the result. Theorem 3.3. Suppose that H1 and H2 are true. Given ǫ ∈ (0, 1), assume that {x t } T t=0 is a sequence generated by Algorithm 2 such that (3.12) and (3.13) hold. Denote by m the first iteration number such that
and assume that m < T . Then,
Consequently,
if ν is known,
Then, (3.17) and (3.18) follow directly from Theorem 3.2 with
If ν is known, then α = ν and, by (3.10), we have
Thus, combining (3.20) and (3.21), we get (3.19 ). On the other hand, if ν is unknown, then α = 1 and, by (3.10), (3.16) and ǫ ∈ (0, 1), we have
In this case, combining (3.20) and (3.22) we also get (3.19 ).
Note that Algorithm 2 with α = 1 is a universal scheme: it works for any Hölder parameter ν ∈ [0, 1] without using it explicitly. This algorithm can be viewed as a generalization of the universal method (6.10) in [5] . Looking at the efficiency bound (3.19), for ν known and ν unknown, we see that the universal scheme ensures the same dependence on the accuracy ǫ as the non-universal scheme (α = ν = 1). Remarkably, this is not true for the accelerated schemes obtained from the standard estimating sequences technique, as we will see in the next session.
Accelerated tensor schemes.
Similarly to Section 3, we shall consider a general accelerated tensor method parametrized by the constant α given in (3.1) . Specifically, at the beginning of the tth iteration (t > 0) one has an estimate x t for the solution of (2.1), an auxiliary vector v t and constants A t , M t > 0. A new vector y t is computed as a convex combination of x t and v t :
with a t > 0 being computed from the equation
Then, a trial point x + t is computed as an approximate solution to the auxiliary problem
where θ ≥ 0 is a user-defined parameter. If the descent condition
is satisfied, then x + t is accepted, and we define x t+1 = x + t , y t = y t,i and a t = a t,i . Otherwise, constant M t is increased until the corresponding trial point x + t is accepted. As in Algorithm 1, we assume that there exists M ν > 0 such that M t ≤ M ν for all t.
After obtaining x t+1 , we set A t+1 = A t + a t and compute
To initialize, we choose x 0 and we set v 0 = x 0 , A 0 = 0 and ψ 0 (x) = 1 p+α x − x 0 p+α . This general scheme can be summarized in the following way.
Algorithm 3. Accelerated Tensor Method
Step 0. Choose x 0 ∈ E, H 0 > 0. Set α by (3.1), v 0 = x 0 , A 0 = 0 and t := 0.
Step 1. Find 0 < M t ≤ M ν such that (4.6) holds for an approximate solution x + t to (4.4) satisfying (4.5), with y t being defined by (4.1)-(4.3).
Step 2. Set x t+1 = x + t and A t+1 = A t + a t with a t > 0 obtained from (4.3).
Step 3. Define ψ t+1 (.) by (4.8) and compute v t+1 by (4.7).
Step 4. Set t := t + 1 and go back to Step 1.
The next result establishes the relationship between the estimating functions ψ t (·) and the objective function f (·).
Lemma 4.1. For all t ≥ 0,
Proof. We prove this result by induction inn t.
that is, (4.9) is true for t = 0. Suppose that (4.9) is true for some t ≥ 0. Then, (4.8) and convexity of f imply that, for all x ∈ E,
.
Thus, (4.9) is also true for t + 1, and the proof is completed. The theorem below establishes the global convergence rate for Algorithm 3. Theorem 4.2. Assume that H1 is true and let the sequence {x t } T t=0 be generated by Algorithm 2. Then, for t = 2, . . . , T ,
Proof. Let us prove by induction that
Since A 0 = 0, we have A 0 f (x 0 ) = 0 = min x∈E ψ 0 (x). Thus, (4.11) is true for t = 0. Assume that it is true for some t ≥ 0. Note that, for any x ∈ E we have
Note that ℓ t (x) is a linear function. Moreover, by Lemma 4 in [10] , function 1 (p+α) x−x 0 p+α is uniformly convex of degree p+α with parameter 2 −(p+α−2) . Thus, ψ t (x) is also a uniformly convex function of degree p + α with parameter 2 −(p+α−2) . Therefore, Lemma A.2 in [6] and the induction assumption imply that
Thus,
Since f is convex and differentiability, we have
Then, substituting this inequality above, we obtain
Note that
where the last inequality is due to (4.6). Thus, to prove that (4.11) is true for t + 1, it is enough to show that
for all x ∈ E. Using Lemma 2 in [10] with r = p + ν, s = a t ∇f (x t+1 ) and ω = 2 −(p+α−1) , we see that a sufficient condition for (4.12) is
. 
. Thus (4.11) is true for t + 1, completing the induction argument.
Let us now estimate the growth of the coefficients A t . Since M t ≤ M ν for all t = 0, . . . , T , by (4.3) we get a p+α
Now, denoting B t =M A t for all t ≥ 0, it follows from (4.14) that,
Then, by Lemma A.4 in [6] , we have
Therefore, for all t ≥ 2, we have
Finally, by (4.11) and Lemma 4.1, for t ≥ 0, we have
, and (4.10) follows immediately from (4.13) and (4.15).
If we assume that ν and H f,p (ν) are known, then, by Lemma A.6, we can set
In this case, by (3.1), the corresponding version of Algorithm 3 takes at most
For problems in which H f,p (ν) is not known, let us consider the following adaptive version of Algorithm 3:
Algorithm 4. Adaptive Accelerated Tensor Method
Step 0. Choose x 0 ∈ E, H 0 > 0 and θ ≥ 0. Set α by (3.1) and define function ψ 0 (x) = 1 p+α x − x 0 p+α . Set v 0 = x 0 , A 0 = 0 and t := 0. Step 1. Set i := 0.
Step 1.1. Compute the coefficient a t,i > 0 by solving equation
Step 1.3 Compute an approximate solution
Step 1.4. If condition
, set i t := i and go to Step 2. Otherwise, set i := i + 1 and go back to Step 1.1.
Step 2. Set x t+1 = x + t,it , y t = y t,it , a t = a t,it and γ t = γ t,it . Define A t+1 = A t + a t and and H t+1 = 2 it−1 H t .
Note that Algorithm 4 is a particular case of Algorithm 3 in which
The next lemma provides upper bounds on H t and on the number of calls of the oracle in Algorithm 4. is a sequence generated by Algorithm 4 such that
. . , i t and t = 0, . . . , T.
Then,
, for t = 0, . . . , T.
Moreover, the number O T of calls of the oracle after T iterations is bounded as follows:
(4.20)
Proof. Let us prove by induction that the scaling coefficients H t in Algorithm 4 satisfy (4.19) . This is obvious for t = 0. Assume that (4.19) is true for some t ≥ 0. If α = ν, it follows from Lemma A.6 that the final value 2 it H t cannot be bigger than
since otherwise we should stop the line-search earlier. Thus,
that is, (4.20) holds for t + 1. On the other hand, suppose that α = 1. In view of Lemma A.8, at any trial point x + t,i we have
Thus, it follows from Lemma A.7 that 
Consequently, (4.22)
if ν is known (i.e., α = ν), and (4.23)
if ν is unknown (i.e., α = 1).
Proof. By Lemma 4.3, we have Then, (4.21) follows directly from Theorem 4.2 with
Now, combining (4.21) and (4.18) for k = T , we obtain
and so,
If ν is known, then α = ν and, by (4.16), we have
Thus, combining (4.24) and (4.25), we get (4.22). On the other hand, if ν is unknown, then α = 1 and, by (4.16), (3.16) and ǫ ∈ (0, 1), we havẽ
In this case, combining (4.24) and (4.26) we get (4.23).
When ν = 1, bounds (4.22) and (4.23) have the same dependence on ǫ. However, when ν = 1, the bound of O ǫ −p/(p+1)(p+ν−1) obtained for the universal scheme (i.e., Algorithm 4 with α = 1) is worse than the bound of O ǫ −1/(p+ν) obtained for the non-universal scheme (α = ν).
Lower complexity bounds under Hölder condition.
In this section we investigate how much the convergence rates of our tensor methods can be improved with respect to problems satisfying H1. Specifically, we derive lower complexity bounds for p-order tensor methods applied to the problem (2.1), where the objective f is convex and H f,p (ν) < +∞ for some ν ∈ [0, 1].
Hard functions and Lower Complexity
Bounds. For simplicity, let us consider E = R n and B = I n . Given an approximationx for the solution of (2.1), p-order methods usually compute the next test point as x + =x +h, where the search directionh is the solution of an auxiliary problem of the form With this notation, we can caracterize the class of p-order tensor methods by the following assumption.
Assumption 1. Given x 0 ∈ R n , the method generates a sequence of test points {x k } k≥0 such that
Given ν ∈ [0, 1], our parametric family of difficult functions for p-order tensor methods is defined as
The next lemma establishes that for each f k ( . ) we have H f k ,p (ν) < +∞.
Lemma 5.1. Given an integer k ∈ [2, p] , the pth derivative of f k ( . ) is ν-Hölder continuous with
Proof. In view of (5.4) we have
It can be shown that (see page 13 in [11] ):
On the other hand, for any x, h ∈ R n , we have
Therefore, for all x, y, h ∈ R n , it follows that
Consequently, for all x, d, h ∈ R n , we have
and, by (5.9),
Thus, combining (5.10)-(5.12), we get
The next lemma provides additional properties of f k ( . ). Lemma 5.2. Given an integer k ∈ [2, p] , let function f k ( . ) be defined by (5.4) . Then, f k ( . ) has a unique global minimizer x * k . Moreover,
Proof. The existence and uniqueness of x * k follows from the fact that f k ( . ) is uniformly convex. In view of (5.6), it follows from the first order optimality condition that
Therefore, A k x * k = y * k , where y * k satisfies (5.14) ∇η p+ν (y * k ) = A T k e 1 =ê k = ē k 0 n−1k withē k ∈ R k being the vector of all ones, and 0 n−k being the origin in R n−k . Note that (5.15) ∂η p+ν ∂y i (y) = |y (i) | p+ν−2 y (i) , i = 1, . . . , n.
Consequently, (5.14) is equivalent to
1, for i = 1, . . . , k, 0, for i = k + 1, . . . , n.
and so
where (τ ) + = max {0, τ }. Finally, combining (5.6), (5.7), (5.16) and (5.17) we get
Our goal is to understand the behavior of the tensor methods specified by Assumption 1 when applied to the minimization of f k ( . ) with a suitable k. For that, let us consider the following subspaces:
Lemma 5.3. For any q ≥ 0 and x ∈ R n k , f k+q (x) = f k (x). Proof. It follows directly from (5.4). Lemma 5.4. Let M be a p-order tensor method satisfying Assumption 1. If M is applied to the minimization of f t ( . ) starting from x 0 = 0, then the sequence {x k } k≥0 of test points generated by M satisfies
Proof. See Lemma 2 in [11] . Now, we can prove the lower complexity bound for p-order tensor methods applied to the minimization of functions with ν-Hölder continuous pth derivatives.
Theorem 5.5. Let M be a p-order tensor method satisfying Assumption 1. Assume that for any function f with H f,p (ν) < +∞ this method ensures the rate of convergence:
where {x k } k≥0 is the sequence generated by method M and x * is a global minimizer of f . Then, for all t ≥ 1 such that 2t + 1 ≤ n we have
Proof. Let us apply method M for minimizing function f 2t+1 ( . ) starting from point x 0 = 0. By Lemma 5.4 we have x i ∈ R n t for all i, 0 ≤ i ≤ t. Moreover, by Lemma 5.3 we have
Thus, from (5.18), (5.21), Lemma 5.1 and Lemma 5.2 we get . In the Lipschitz case (i.e., ν = 1) we have
, which coincide with the bounds in [1, 11] . On the other hand, for first-order methods (i.e., p = 1) we have O ( 1 k ) 1+3ν 2
, which is the bound in [7] .
The rate of O ( In particular, if ǫ = 10 −6 , we have 1 ǫ 1 p+ν ≤ 6 1 ǫ 2 3(p+ν)−2 . Thus, in practice, the complexity bounds of our accelerated non-universal methods differ from the lower bound just by a small constant factor. 6. Conclusion. In this paper, we presented p-order methods for unconstrained minimization of convex functions that are p-times differentiable with ν-Hölder continuous pth derivatives. For the universal and the non-universal schemes without acceleration, we established iteration complexity bounds of O ǫ −1/(p+ν−1) for reducing the functional residual below a given ǫ ∈ (0, 1). Assuming that ν is know, we obtain an improved complexity bound of O ǫ −1/(p+ν) for the corresponding accelerated scheme. For the case in which ν is unknown, we present a accelerated universal tensor scheme with iteration complexity of O ǫ −p/[(p+1)(p+ν−1)] . Regarding the approximate solution of the auxiliary problems, it is easy to see that x + t satisfying (3.3) can be computed by any monotone optimization scheme that drives the gradient of the objective to zero. Moreover, if H f,p (α) < +∞ and M ≥ (p − 1)H f,p (α), we can show that Ω α x,p,M ( . ) is convex for any x ∈ E (as in the proof of Theorem 1 in [11] ). Therefore, when M t is sufficiently large, the computation of x + t satisfying (3.3) will be very fast, since the corresponding auxiliary optimization process can converge with a linear rate defined by an absolute constant.
Finally, a lower complexity bound of O(ǫ −2/[3(p+ν)−2] ) was also obtained for the referred problem class. This means that, in practice, our accelerated non-universal schemes are nearly optimal. Remarkably, the complexity bound obtained for the accelerated universal schemes is slightly worse than the bound obtained for the nonuniversal accelerated schemes. Up to now, it is not clear whether the estimating sequences technique can be modified to provide an accelerated universal p-order method with a complexity bound of O ǫ −1/(p+ν) . ≥ 3Hp 2 8(p + 1)! .
