The particular solutions of inhomogeneous differential equations with polynomial coefficients in terms of the Green's function are obtained in the framework of distribution theory. In particular, discussions are given on Kummer's and the hypergeometric differential equation. Related discussions are given on the particular solution of differential equations with constant coefficients, by the Laplace transform.
Introduction
In our recent papers [1, 2] , we are concerned with the solution of Kummer's and hypergeometric differential equations, where complementary solutions expressed by the confluent hypergeometric series and the hypergeometric series, respectively, are obtained, by using the Laplace transform, its analytic continuation, distribution theory and the fractional calculus.
It is the purpose of the present paper, to give the formulas which give the particular solutions of those equations with inhomogeneous term in terms of the Green's function. The differential equation satisfied by the Green's function is expressed with the aid of Dirac's delta function, which is defined in distribution theory, and hence the presentation in distribution theory is adopted.
Let
where a ∈ C, b ∈ C and c ∈ C. Then Kummer's differential equation with an inhomogeneous term is given by
If c / ∈ Z, the basic complementary solutions of Equation (2) are given by K 1 (t) := 1 F 1 (a; c; bt),
K 2 (t) := t 1−c · 1 F 1 (a − c + 1; 2 − c; bt).
Here 1 F 1 (a; c; z) = ∑ ∞ k=0 (a) k k!(c) k z k is the confluent hypergeometric series, (a) k = ∏ k−1 l=0 (a + l) for k ∈ Z >0 , and (a) 0 = 1.
We use R, C and Z to denote the sets of all real numbers, of all complex numbers and of all integers, respectively. We also use R >r := {x ∈ R|x > r}, R ≥r := {x ∈ R|x ≥ r} for r ∈ R, + C := {z ∈ C|Re z > 0}, Z >a := {n ∈ Z|n > a}, Z <b := {n ∈ Z|n < b} and Z [a,b] := {n ∈ Z|a ≤ n ≤ b} for a ∈ Z and b ∈ Z satisfying a < b. We use Heaviside's step function H(t), which is defined by
and when f (t) is defined on R >τ , f (t)H(t − τ) is equal to f (t) for t > τ and to 0 for t ≤ τ. When c ∈ C satisfies Re (1 − c) > −1, the solution K 2 (t) has the Laplace transform:
and is obtained by solving the Laplace transform of Equation (2) . In [1, 2] , we confirm that the solution K 2 (t) is obtained by using an analytic continuation of the Laplace transform (AC-Laplace transform) for all nonzero values of c ∈ C\Z >0 . The complementary solution of the hypergeometric differential equation, corresponding to K 2 (t), is found to be obtained by using the Laplace transform series, where the Laplace transforms of the solutions are expresssed by a series of powers of s −1 multipied by a power of s, which has zero range of convergence. In fact, the series is the asymptotic expansion of Kummer's function U(a, b, z) ( [3] , Section 13.5), which is discussed also in [4] . Even in that case, by the term-by-term inverse Laplace transform, we obtain the desired result. The calculation was justified by distribution theory [2] .
In the present paper, we present the solutions giving particular solutions of Kummer's and the hypergeometric differential equation in terms of the Green's function with the aid of distribution theory.
In Section 2, we present the formulas in distribution theory, which are given in the book of Zemanian ([5] , Section 6.3), where the particular solution of differential equation with constant coefficients is obtained. We use them in giving the particular solution of differential equation with polynomial coefficients in terms of the Green's function in Section 3, and the solutions are obtained by this method for Kummer's and the hypergeometric differential equation in Sections 4 and 5, respectively.
In Section 2.2, a formulation of the Laplace transform based on distribution theory is given, which is related with the one in ( [5] , Section 8.3).The particular solution of differential equation with constant coefficients is obtained by using the AC-Laplace transform in Section 6, which is compared with the formulation of the solution in distribution theory given in Section 3, where the Green's function plays an important role. In Sections 6.1 and 6.2, the solutions of differentaal equations of the first order and of the second order, respectively, are given.
We mention here that there are papers in which systematic study is made on polynomial solutions of inhomogeneous differential equation with polynomial coefficients; see [6] and its references. In the present paper, we are concerned with infinite series solutions. In our preceding papers [7, 8] stimulated by Yosida's works [9, 10] on Laplace's differential equations, of which typical one is Kummer's equation, we sudied the solution of Kummer's equation and a simple fractional differential equation on the basis of fractional calculus and distribution theory. In [1] , we discussed it in terms of the AC-Laplace transform. In [4] , we applied the arguments in [1] to the solution of the homogeneous hypergeometric equation. We now discuss the solution of inhomogeneous equations in terms of the Green's function and distribution theory. In [11, 12] , the solution of inhomogeneous differential equation with constant coefficients is discussed in terms of the Green's function and distribution theory. In Section 6, we discuss it in terms of the Green's function and the AC-Laplace transform, where we obtain the solution which is not obtained with the aid of the usual Laplace transform.
Preliminaries on Distribution Theory
Distributions in the space D are first introduced in [5, [13] [14] [15] . The distributions are either regular ones or their derivatives. A regular distributionf in D corresponds to a function f which belongs to L 1 loc (R). Here L 1 loc (R) denotes the class of functions which are locally integrable on R. A distributioñ h, which is not a regular one, is expressed ash(t) = D nf (t), by n ∈ Z >0 and a regular distributioñ f ∈ D .
The space D, that is dual to D , is the space of testing functions, which are infinitely differentiable on R and have a compact support.
Definition 1.
A distributionh ∈ D is a functional, to which h , φ ∈ C is associated with every φ ∈ D. Letf be the regular distribution which corresponds to a function f ∈ L 1 loc (R). Then (i):
and
where
Lemma 1. Letf be as in Definition 1, and g(t)
, and the distribution which corresponds to g(t) = f (n) (t), beg(t). Theng(t) = D nf (t).
Proof. By using Equations (7) and (8), we have
Lemma 2. D n for n ∈ Z >−1 are operators in the space D .
Definition 2.
Let H(t) be defined by Equation (5), τ ∈ R, and ψ(t) be such that ψ(t)H(t − τ) ∈ L 1 loc (R). Then the regular distributions which correspond to H(t − τ) and ψ(t)H(t − τ) are denoted byH(t − τ) and
Lemma 3. Let τ ∈ R, and ψ(t) be such that ψ(τ) = 0 and
Proof. We confirm this with the aid of Lemma 1 and Definition 2.
Dirac's delta function δ(t) is defined by
Lemma 4. Let τ ∈ R, and ψ(t) be such that
Proof. The lhs is expressed as
From this, we obtain Equation (12), with the aid of Lemma 3 and Equation (11) .
Corollary 1.
Let τ ∈ R, and ψ(t) be such that
( [5] , Section 6.3), where
When l = 1 and l = 2, we have
Equations (16) are obtained by comparing Equation (14) with Equations (12) and (13).
where a l (t) are polynomials of t. Then
where D lψ τ (D) 0 are given by Equations (15) and (16).
In estimating the last term of Equation (18), we use the following lemma.
Proof.
Fractional Derivative and Distributions in the Space D R
We consider the space D R [11, 12] . A regular distribution in D R is such a distribution that it corresponds to a function which is locally integrable on R and has a support bounded on the left. A distributionh, which is not a regular one, is expressed ash(t) = D nf (t), by n ∈ Z >0 and a regular distributionf ∈ D R . The space D R , that is dual to D R , is the space of testing functions, which are infinitely differentiable on R and have a support bounded on the right.
We consider the Riemann-Liouville fractional integral and derivatives c D µ R f (z) of order µ ∈ C, when we may usually discuss the derivative d n dz n f (z) = f (n) (z) of order n ∈ Z >0 ; see [16] and ( [17] , Section 2.3.2). In the following definition, P(c, z) is the path from c ∈ C to z ∈ C, and L 1 (P(c, z) ) is the class of functions which are integrable on P(c, z), and x for x ∈ R denotes the greatest integer not exceeding x. In the following study, we choose the value c = 0.
, and f (ζ) be continuous in a neighborhood of ζ = z. Then the Riemann-Liouville fractional integral of order λ ∈ + C is defined by
and the Riemann-Liouville fractional derivative of order µ ∈ C satisfying Re µ ≥ 0 is defined by
when the rhs exists, where m = Re µ + 1, and c D m
Definition 4.
Let λ ∈ + C, andf be a regular distribution in D R , that corresponds to a function f . Then we have a regular distribution which corresponds to 0 D −λ R f (t). We denote it D −λf (t), and then
for every φ ∈ D R . Then by using Equation (21) in the second member of Equation (23), we obtain
This formula shows that D R cannot be an operator in the space D , but we can confirm that it is an operator in the space D R .
for every φ ∈ D R , where
In solving a differential equation, we assume that the solution u(t) and the inhomogeneous part f (t) for t > 0, are expressed as a linear combination of
where Γ(ν) is the gamma function. The Laplace transform of
We introduce the analytic continuation of the Laplace transform (AC-Laplace transform) of g ν (t), which is expressed by L H [g ν (t)], as in [1, 2] , such that
We often use the following formula [1, 2] .
Lemma 6. Let ν ∈ C\Z <1 and µ ∈ C. Then for t ∈ R >0 , we have
Condition 1. A function of t ∈ R multiplied by H(t), e.g. u(t)H(t), is expressed as a linear combination of g ν (t)H(t) for ν ∈ S, where S is an enumerable set of ν ∈ C\Z <1 satisfying Re ν > −M for some M ∈ Z >−1 .
When u(t) satisfies Condition 1, it is expressed as follows:
Definition 6. Let g ν (t) andĝ ν (s) be given by Equations (26) and (27), respectively. Theng
and is denoted by g ν (t)H(t).
Remark 1.
When ν ∈ + C, we can confirm thatg ν (t) = g ν (t)H(t) is a regular distribution which corresponds to g ν (t)H(t), as
with the aid of Equations (9), (11) and (23), Definition 5, and formulas g
, which are obtained from Equations (26) and (28).
Lemma 7.
Let g ν (t),ĝ ν (s) andg ν (t) be as in Definition 6. Then for µ ∈ C, we have
Proof. By using Equations (28) and (31), we confirm Equation (32).
be expressed by Equations (29) and (30), respectively. Thenũ(t) = u(t)H(t) ∈ D R is expressed as
in accordance with Definition 6.
Lemma 9. Let l ∈ Z >0 , u(t) be expressed by Equation (29),ũ(t) :
When l = 1,2 and 3, we have
Proof. By using Equation (34) forũ(t), and Lemma 7 for µ = l ∈ Z >0 , we have contributions to
Remark 2. Even when the series on the rhs of Equation (30) does not converge for any s, the series on the rhs of Equation (34) may converge in an interval of t on R. In such a case, we useû(s) to represent the series on the rhs of Equation (30).
Fractional Derivative and Distributions in the Space D W
We adopt the space D W of distributions, such that regular ones correspond to functions which may increase slower than e t for all ∈ R >0 as t → ∞. Then the dual space D W consists of functions which are infinitely differentiable on R and decay more rapidly than t −N for all N ∈ Z >0 as t → ∞.
Remark 3.
In the book of Miller and Ross ( [18] , Chapter VII), one chapter is used to discuss the Weyl fractional integral and differentiation in the space D W , where notation W µ g(t) is used in place of D µ W g(t) for µ ∈ R and φ ∈ D W .
Proof. The second equation is confirmed with the aid of Equation (24). The third equation is confirmed with the aid of Definition 5, which states
and also these equations withũ(t) andû(s) replaced byw(t) andŵ(s), respectively.
Proof. The lhs of these equations are expressed as follows:
This lemma shows that the formulas in Equation (39) are valid for all distributionsũ(t) ∈ D W . Corollary 4. Let the condition of Lemma 6 be satisfied. Then δ(t) ∈ D W ,g ν (t) ∈ D W for ν ∈ C\Z <1 , and
Lemma 12. Let l ∈ Z >0 , u(t) be expressed by Equation
where s lû (s) 0 are given by Equations (36) and (37) with D replaced by s.
Proof. We putũ(t) = u(t)H(t), and then we have Equation (35). Applying Lemma 11 and Corollary 5 to Equation (35), we obtain Equation (42).
Remark 4.
In the book by Zemanian ([5] , Section 8.3), he discussed the Laplace transform by adopting the space D L of distributions, such that regular ones correspond to functions which may increase slower than e (λ+ )t for all ∈ R >0 as t → ∞, for a fixed λ ∈ R >0 . Then the dual space D L consists of functions which are infinitely differentiable on R and decay more rapidly than e −λt t −N for all N ∈ Z >0 as t → ∞. Then the above formulas in the present section are valid when Re s > λ. We here adopt the case when λ = 0.
Remark 5. Let u(t) andũ(t) be expressed by Equations (29) and (34), respectively. Thenũ(t) does not usually belongs to D W . Even in that case, we use the following equation:
2.3. Some Primitive Leibniz's formulas Lemma 13. Letũ(t) =û(D)δ(t) ∈ D R , and µ ∈ C. Then we have two special ones of Leibniz's formula:
Proof. Lemma 11 shows that when Equation (44) is satisfied, we have (45) is obtained with the aid of Equation (44).
Green's Function for Inhomogeneous Differential Equations with Polynomial Coefficients
In Sections 4 and 5, we study the solution u(t) of inhomogeneous differential equations with polynomial coefficients:
where n ∈ Z >0 , and a l (t) are polynomials of t satisfying a 0 (t) = 0 and a n (t) = 0. For the inhomogeneous term f (t), we consider the following three cases.
Condition 2.
(i) f (t) is a locally integrable function on R ≥0 , 
Lemma 14. Let u(t) be
a solution of Equation (47), which is expressed by Equation (29). Then the differential equation satisfied by distributionũ(t) := u(t)H(t) is p n (t, D)ũ(t) := n ∑ l=0 a l (t)D lũ (t) = p n (t, d dt )u(t) ·H(t) + n ∑ l=1 a l (t) D lû (D) 0 δ(t) =f (t) + n ∑ l=1 a l (t) D lû (D) δ(t),
Proof. Equation (48) is obtained by using Equation (35).
Lemma 15. Let Condition 2(i) be satisfied. Thenf (t) = f (t)H(t), which corresponds to f (t)H(t), is expressed asf
Proof. The rhs is equal to the lhs, since
where φ ∈ D R .
Definition 7.
For Equation (47), the Green's function G(t, τ) for τ ∈ R ≥0 is such that
Lemma 16. The Green's function G(t, τ) for Equation (47) satisfies
and G(t, τ) = 0 for t < τ. The values of G(t, τ) and its derivatives at t = τ are determined by
where D lĜ (D, τ) 0 is given by Equations (15) and (16) withψ τ (D) andψ τ (t) replaced byĜ(D, τ) and G(t, τ), respectively.
Proof. This is confirmed by comparing Equation (50) with Equation (18), where
is a particular solution of Equation (48) for the termf (t).
Proof. By using the rhs of Equation (53) in the lhs of Equation (48), we obtain f (t)H(t) by using Equations (50) and (49).
Lemma 18. Let G(t, τ) be defined by Definition 7 for Equation (47), Condition 2(i) be satisfied, and u f (t) be given by
Then u f (t) andũ f (t) = u f (t)H(t) are particular solutions of Equations (47) and (48), respectively.
Proof. We show that whenũ f (t) and u f (t) are defined by Equations (53) and (54), respectively, u f (t) = u f (t)H(t). This is confirmed as follows:
where φ ∈ D R . The proof of the lemma is completed with the aid of Lemmas 17 and 14.
Green's Function for Inhomogeneous Differential Equations with Constant Coefficients
We now consider the case when a l (t) do not depend on t, and hence in place of Equation (47), we have
where n ∈ Z >0 , and a l ∈ C are constants satisfying a 0 = 0 and a n = 0. When we use the formulas in the preceding section, we assume that a l (t) and p n (t, 
wheref (t) = f (t)H(t) =f (D)δ(t), and D lû (D) 0 are given by Equations (36) and (37).
We denote the solution G(t, 0) obtained by Definition 7, by G(t). ThenG(t) = G(t)H(t) satisfies p n (D)G(t) = δ(t).
By using this equation, we confirm the following lemma.
Lemma 19.ũ(t) given byũ
is a solution of Equation (57).
Proof. Puttingũ(t) given by Equation (59) on the lhs of Equation (57) and using Equation (58), we confirm that Equation (57) is satisfied.
By Lemma 16, we have
Lemma 20. Let G(t) be defined by
and the initial values of G(t) and its derivatives satisfy
Proof. By comparing Equations (50) and (58), we confirm the last statement.
Lemma 21. Let Condition 2(i) be satisfied, and u(t) be given by
Then u(t) andũ(t) = u f (t)H(t) are solutions of Equations (56) and (57), respectively.
Proof. Equation (63) follows from Lemma 18.
Remark 6. In ( [5] , Section 6.3), the solution of an inhomogeneous differential equation with constant coefficients is discussed, where the formulas in Corollary 2, Formulas (60) and (61) for the Green's function and Formula (62) for the solution, are presented.
Particular Solution of Kummer's Differential Equation
Kummer's differential equation with an inhomogeneous term f (t) is given in Equation (2). If f (t) = 0 and c / ∈ Z, the basic solutions K 1 (t) and K 2 (t) of Equation (2) are given by Equations (3) and (4).
We now obtain a particular solution of this equation by the method stated in Section 3.
Green's Function for Kummer's Differential Equation in which Condition 2(i) Is Satisfied
The following two lemmas are proved in Section 4.4.
Lemma 22. Let u(t) be the solution of Equation (2), which is expressed by Equation (29). Then the differential equation satisfied byũ(t) = u(t)H(t) is given by
Lemma 23. Let K 1 (t) and K 2 (t) be given by Equations (3) and (4), and ψ K (t, τ) for fixed τ > 0 be given by
where c 1 (τ) and c 2 (τ) are constants which are so chosen that ψ K (t, τ) = 0 when t = τ. Then G K (t, 0) and
are the Green's functions for Equation (2), so thatG
Theorem 1. Let G K (t, τ) and ψ K (t, τ) be those given in Lemma 23, Condition 2(i) be satisfied, and u f (t) be given by
Then u f (t) and u f (t)H(t) are particular solutions of Equations (2) and (64) for the terms f (t) and f (t)H(t), respectively.
Proof. This is confirmed with the aid of Lemma 18. (67), we see that the particular solution of Equation (64) for the last term, isũ
Remark 7. By using the first equation in Equation
The corresponding particular solution of Equation (2) is
Considering that the basic complementary solutions of Equation (2) are given by Equations (3) and (4), the general solution of Equation (2) is now given by
The condition
, and hence we may choose ψ K (t, τ) as
Green's Function for Kummer's Differential Equation in which Condition 2(ii) Is Satisfied
We give the solution of Equation (2) of which the inhomogeneous term f (t) satisfies Condition 2(ii), so thatf (t) = D βf β (t), and f β (t) satisfies Condition 2(i). The following lemma is proved in Section 4.4.
Lemma 24. Letũ(t) be a solution of Equation (64), and pK(t, D) be related with p K (t, D) given by Equation (1), by
Theorem 1 shows that the particular solution of Equation (75) for the term f β (t)H(t) is expressed by a particular solution of
That solution is used in giving a solution of Equation (2) in Theorem 2 given below.
Remark 8.
We note that pK(t, D) given by Equation (74) is obtained from p K (t, D) given by Equation (1), by replacing a and c by a − β and c − β, respectively, and hence the complementary solutions K β,1 (t) and K β,2 (t) and Green's functions GK(t, 0) and GK(t, τ) of Equation (76) are obtained from those K 1 (t), K 2 (t), G K (t, 0) and G K (t, τ), respectively, of Equation (2), by the same replacement.
Now in place of Theorem 1, we have the following theorem, whose proof is given in Section 4.4.
Theorem 2.
Let GK(t, τ) and ψK(t, τ) be obtained from G K (t, τ) and ψ K (t, τ) by the replacement stated in Remark 8, Condition 2(ii) be satisfied, and w g (t) be given by
Then u f (t) := 0 D β R w g (t) and u f (t)H(t) are particular solutions of Equations (2) and (64) for the terms f (t) and f (t)H(t), respectively.
Particular Solution of Kummer's Differential Equation in which Condition 2(iii) Is Satisfied
We give the solution of Equation (2) of which the inhomogeneous term f (t) satisfies Condition 2(iii), so that
Here we use β / ∈ Z >−1 in place of −ν.
Lemma 25. Letf (t) = D β δ(t), pK(t, D) be given by Equation (74), andGK(t, 0) satisfy
Then the particular solution of Equation (64) for the term f (t)H(t) = D β δ(t) is given bỹ
by Equation (73). Comparing this with Equation (78), we see that Equation (79) is satisfied.
By Remark 8, with the aid of G K (t, 0) given by Equations (66) and (3), we have Lemma 26. As the solution of Equation (78), we obtaiñ
Theorem 3. Let Condition 2(iii) be satisfied, and GK(t, 0) be given by Equation (80). Then the particular solution of Equation (2) is given by
Proof.ũ f (t) is given by Equations (79) and (80). Lemma 7 shows thatũ
given by Equation (81), since β / ∈ Z >−1 .
Proofs of Lemmas 22-24 and Theorem 2
Proof of Lemma 22. Equation (64) is a special one of (48), where p n , n, a 2 (t), a 1 (t) and a 0 (t) stand for p K , 2, t, c − bt and −ab, respectively. Hence by using Equation (37), we see that the second term on the rhs of Equation (48) becomes
We prepare a lemma before proving Lemma 23.
where a 2 (t) = t, a 1 (t) = c − bt, a 0 (t) = ab, and
Proof. Equation (83) is a special one of Equation (18) in Corollary 3. The lhs of Equation (84) is evaluated with the aid of Equation (16) as follows:
where Formula (19) with h(t) andũ(t) replaced by t and δ(t − τ), respectively, is used in the last term of the third member.
Proof of Lemma 23. If we put ψ(t) = 1 c−1 · K 1 (t) and τ = 0 in Equation (83), then we havẽ ψ τ (t) =G(t, 0) on the lhs, and the rhs is
ψ K (t, τ) and ψ(τ) = 0 in Equation (83), then we haveψ τ (t) =G(t, τ) on the lhs, and the rhs is τψ (τ)δ(t − τ) = δ(t − τ).
Proof of Lemma 24.
With the aid of Equation (44), we obtain
which gives Equation (73). Whenũ(t) = D βw (t), Equation (64) shows that the lhs of Equation (85) is equal to D −β [f (t) + u 0 (c − 1)δ(t)] and hence Equation (85) gives Equation (75).
Proof of Theorem 2. Theorem 1 states that when w g (t) is given by Equation (77),w g (t) := w g (t)H(t) is the particular solution of Equation (75) for the term f β (t)H(t), and Lemma 24 states that u f (t) = D βw g (t) is the particular solution of Equation (64) for the term f (t)H(t). Lemma 7 shows that
Particular Solution of the Hypergeometric Differential Equation
where a ∈ C, b ∈ C and c ∈ C are constants. Then the hypergeometric differential equation with an inhomogeneous term f (t) is given by
If f (t) = 0 and c / ∈ Z, the basic solutions of Equation (87) in [3, 19] are given by
z k of z ∈ C is the hypergeometric series. We now obtain a particular solution of this equation by the method stated in Section 3 and used in Section 4.1.
Theorem 4 shows that the particular solution of Equation (98) for the term f β (t)H(t) is expressed by a particular soltion of
That solution is used in giving a solution of Equation (87) 
and u f (t)H(t) are particular solutions of Equations (87) and (90) for the terms f (t) and f (t)H(t), respectively.
Particular Solution of the Hypergeometric Differential Equation in which Condition 2(iii) Is Satisfied
We give the solution of Equation (87) of which the inhomogeneous term f (t) satisfies Condition 2(iii), so that f (t) = g ν (t) =
Lemma 31. Letf (t) = D β δ(t), pH(t, D) be given by Equation (97), andGH(t, 0) satisfy
Then the particular solution of Equation (90) for the term f (t)
by Equation (96). Comparing this with Equation (101), we see that Equation (102) is satisfied.
By Remark 9, with the aid of G H (t, 0) given by Equations (92) and (88), we have Lemma 32. As the solution of Equation (101), we obtaiñ
Theorem 6. Let Condition 2(iii) be satisfied, and GH(t, 0) be given by Equation (103). Then the particular solution of Equation (87) is given by
Proof.ũ f (t) is given by Equations (102) and (103). Lemma 7 shows thatũ f (t) = u f (t)H(t) if u f (t) is given by (104), since β / ∈ Z >−1 .
Proofs of Lemmas 28-30 and Theorem 5
Proof of Lemma 28. Equation (90) is a special one of (48), where p n , n, a 2 (t), a 1 (t) and a 0 (t) stand for p H , 2, t(1 − t), c − (a + b + 1)t and −ab, respectively. Hence by using Equation (37), we see that the second term on the rhs of Equation (48) becomes
We prepare the following lemma.
where a 2 (t) = t(1 − t), a 1 (t) = c − (a + b + 1)t, a 0 (t) = −ab, and 
Proof. Equation (106) is a special one of Equation (18) in Corollary 3. The lhs of Equation (107) is evaluated with the aid of Equation (16) 
where Equation (19) with h(t) andũ(t) replaced by t(1 − t) and δ(t − τ), respectively, is used in the last term of the third member.
Proof of Lemma 29. If we put ψ(t) = 1 c−1 · H 1 (t) and τ = 0 in Equation (106), then we havẽ ψ τ (t) =G(t, 0) on the lhs, and the rhs is ψ(0)(c − 1)δ(t) = δ(t), since H 1 (0) = 1. If we put ψ(t) = ψ H (t, τ) and ψ(τ) = 0 in Equation (106), then we haveψ τ (t) =G(t, 0) on the lhs, and the rhs is τ(1 − τ)ψ (τ)δ(t − τ) = δ(t − τ). 
Following Section 6, we introduce the Green's function G(t), so that its Laplace transformĜ(s), which satisfies Equation (110), is given by p 1 (s)Ĝ(s) = (s + c) ·Ĝ(s) = 1, and hence we havê
By using this equation in Equation (113) and puttingû f (s) =Ĝ(s)f (s), we obtain u(s) = u 0Ĝ (s) +û f (s),û f (s) =Ĝ(s)f (s).
By the inverse Laplace transform of Equation (114), we obtain G(t) = e −ct H(t).
Theorem 7. Let Condition 2(i) or 2(ii) be satisfied. Then the solution of Equation (112) is given by
where u f (t) = Proof. By the AC-Laplace transform of Equation (117), we obtain Equation (115). When Condition 2(i) is satisfied, the Laplace transform of Equation (118) isû f (s) =Ĝ(s)f (s). When Condition 2(ii) is satisfied, we confirm that the AC-Laplace transform of Equation (119) isû f (s) = s βĜ (s)f β (s), with the aid of Equations (28) and (27).
Theorem 8. Let Condition 2(iii) be satisfied, so thatf (s) = s β for β ∈ C\Z >−1 . Then the solution of Equation (112) is given by Equation (117) with
Proof. By using Equation (114) in Equation (115), we havê
By the inverse Laplace transform of this equation, we obtain Equation (120), where we use
Kummer's and the hypergeometric differentail equations in terms of distribution theory and the Green's function. Tohru Morita and Ken-ichi Sato worked together to improve the manuscript to the present paper, where the solution of differential equations with constant coefficients is written in the form where the role of the Green's function is seen in the framework of the AC-Laplace transform.
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