Abstract -
I. INTRODUCTION
For achieving a long-term economic growth, the amount of investments in research and development (R&D) is highly important. R&D plays a major role in innovation, raising productivity and increasing economic growth (Romer, 1994) . Therefore, theoretically R&D expenditures have a positive and persistent effect on growth. However, empirically there are problems in effect measuring due to direct and indirect effects of different types of R&D. That is the reason for numerous empirical studies, which differ greatly in terms of aggregated level (companies, industries or countries), sources of data (time periods, countries) and measurements of key variables (stocks, flows or differences). Therefore, the results of these studies are not directly comparable; however, in general, the empirical results confirm theoretical assumptions.
The aim of the present paper is to investigate the role of research and development expenditures for the economic growth of all EU countries and compare the findings in two subgroups: old and new member states with the application of panel data econometric modelling.
Numerous studies also deal with the panel data analysis in R&D and growth relationship evaluation. Results vary for different panels, time periods, variables and econometric methods. Useful literature review about the aggregate level effects of R&D was performed by Svensson (2008) . He compared results of developed and developing countries. The main finding was that there was no link between R&D and growth in poor countries, but a significant positive effect was observed in the developed countries. Silaghi et al. (2014) analysed business and private R&D expenditures in Central and Eastern European Countries (CEECs). Their conclusions were: "A dynamic panel estimation results showed a statistically significant impact of business R&D on economic growth in new EU member states.
Public R&D was found to be with neutral effect: did not stimulate growth, but also did not crowd out private R&D." They also reported that total R&D in CEECs did not appear to be statistically significant in any specification (the period was between 1998 and 2008). Huňady and Orviska (2014) based their research on panel data regression for 26 selected EU countries in the period of 1999-2011. Results of their research suggested a positive impact of R&D expenditures on the economic growth when considering a two-year lag, at the same time the effect was negative for the current year. Gumus and Celikay (2015) analysed R&D expenditure contribution to the economic growth, comparing developed and developing countries. They found: "R&D expenditure has a positive and significant effect on economic growth for all countries in the long run, but for developing countries the effect is weak in the short run but strong in the long run." They considered all EU countries to be developed.
As the literature review shows, there is still an open question about total R&D expenditure effect on economic growth in the EU countries. From previous studies we expect that statistically significant and positive impact is at least in the group of old EU member states. However, with respect to convergence speed of new EU countries, R&D expenditure could have a more significant effect at least in recent years. To our knowledge, there are not panel data studies for all EU countries where dynamic panel results (short-run and long-run effect estimates) are obtained.
The remainder of the paper is as follows: Section II describes methodology and data, Section III presents empirical results, and section IV summarises conclusions.
II. METHODOLOGY AND DATA
The model was built like a standard growth equation model corresponding to the production function that adds R&D among other types of the capital, like in (1): 
where Y is real GDP per person employed, K is domestic investment, RDs is the research and development stocks calculated as the share of R&D expenditure stocks on GDP. HC is labour force with tertiary education as percentage of total labour force and it is used as a proxy for human capital (detailed description of the variables and data sources are presented in Table I ). FDI is foreign direct investment stock as percentage of GDP, and X represents a set of control variables: such as openness and government balance. i represents the individual fixed effects specific to each country, and i,t is an error term assumed to be homoscedastic and with no serial correlation. Like in Silaghi et al. (2014) , the impact of labour force on the dependent variable is captured by the way how it is defined. Silaghi et al. (2014) calculated GDP per working age population, but we decided that GDP per person employed could be a more precise measurement for our purpose. Usually estimations of a production function (like in (1)) are related to a choice between two frameworks: standard neoclassical and endogenous growth. Like in the studies by Goel and Ram (1994) and Sigahi et al. (2014) , we did not test these two frameworks and did not consider explicitly restrictions that were to be imposed on the production function.
Estimation of panel data models is quite complicated. In the context of panel data, we must deal with unobserved heterogeneity, autocorrelation in the residuals, as well as with the possibility of endogeneity problems. For example, FDI and R&D stocks could be dependent on economic growth. To solve these problems, we chose to obtain dynamic panel data estimators using the differenced Generalized Method of Moments (GMM) with Arellano-Bond type instruments (see Arellano, Bond, 1991 
where  denotes first difference of a variable.
Correlation of the residuals and endogeneity problem is corrected by instrumenting
with various dependent variable lags (2 or 3 years), and FDI and RDs were instrumented with their values that lagged more than 1 period behind. Different lag combinations were used to test robustness of results, and outcomes were mainly quite similar (tables of results are available upon request). Estimated coefficients of (2) are short-term estimates that can be interpreted as an immediate percentage change in the dependent variable when a factor value temporarily increases by 1 %, but all other factors do not change. The long-term coefficients can be calculated from the error correction form (see Silaghi et al., 2014) by the following formulas:
where  is an error correction coefficient, and i are respective long-run coefficients. Coefficients i (4) reflect the long-run change in the dependent variable due to a permanent increase in the factor, with assumption that all other factors do not
change. An error correction term  (3) reflects convergence towards the steady state, from which we expect it to be negative and less than unity by an absolute value. The data for modelling were mainly taken from the Eurostat database, but additionally we used the Unctad and World Bank databases. Growth was measured as GDP constant prices of year 2000 (detailed description is provided in Table I ). To capture the impact of labour on the dependent variable, we chose to use GDP per person employed. Data about labour force were also retrieved from Eurostat. FDI stock series were taken from the Unctadstat database. As R&D variable is available only in flows, the stocks were calculated by the perpetual inventory method that was used throughout the related literature and also applied to the present research. Like in the studies by Parham (2007) and Krammer (2010) , we tried different depreciation rates, but for the presented results we used a depreciation rate of 15 %. Sensibility analysis shows that results of regression do not change significantly with the chosen depreciation rate. PIM method in equation form (4):
where ,1 Rt K  is the R&D stock in the year (t + 1),  is a constant rate of depreciation, Kt is the R&D stock in the year t, and Rt is the R&D expenditure in the year t. The same method was used for derivation of domestic physical capital stock, and depreciation rate was chosen to be 5 %.
There are findings in the literature that in the absence of human capital as a factor in the model, R&D coefficients usually are overestimated (Caselli et al., 1996; Sequeira, 2008) . There are different variants of substitutes for human capital in the literature: enrolment data, attainment and average years of education etc. Due to data availability for all EU countries in the specified time period, we decided to use labour force with tertiary education (% of total labour force) as a proxy for human capital.
There is a great dispersion in R&D activity and growth across the EU member states. Table II presents average R&D  expenditures as a percentage of GDP during the periods of  2000 -2007, 2008-2009, 2010-2013 , and averages for all periods of 2000-2013 and 2013 . Additionally, the last column shows national targets under the EU's growth strategy "Europe 2020". Countries in Table II were sorted from the largest to the smallest R&D with respect to 2000-2013 averages. 2000-2007, 2008-2009, 2010-2013, and value in 2013 . Source: Eurostat database 8
The 5 countries with the highest level of R&D expenditures as a share of GDP in the period of analysis are: Sweden, Finland, Denmark, Germany, and Austria. Countries shown in bold are new EU members (joined after 2004) and mostly situated at the bottom of the table, indicating that they spend less than half as much as leading countries, even more -most of these countries have R&D intensity below 1 % of GDP. Countries with relatively low R&D intensity in the table are generally less developed than those that spend a lot, although some of lower R&D spenders had high GDP growth rates during the recovery period after the recent crisis. Generally, between 2000 and 2007, the EU27 followed a relatively stable trend of 1.8 % in gross domestic expenditure on R&D as a percentage of GDP (Europe 2020 (Europe , 2015 . Since then it has grown marginally. This was due to the combined effects of the crisis on GDP growth and an increase in nominal government R&D spending to combat the long-term impacts of the crisis. The reasons for the increase between 2007 and 2009 include GDP falling more rapidly than overall R&D expenditure and the actions taken by individual EU member states to step up public R&D investment (Europe 2020 (Europe , 2015 . Between 2010 and 2013, R&D rates had grown, but for almost all countries remained far from their national R&D targets under Europe 2020 (the last column in Table II ).
III. RESULTS
The main results of our analysis are presented in Table III . As panel data modelling results are very sensitive to the specification of the model, four models with different sets of explanatory variables are presented.
All reported models in Table III were estimated using first difference GMM procedure of Arellano, Bond (1991) 3) *, **, *** denote significance levels of 10 %, 5 % and 1 %, respectively.
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In all specifications, our results show a positive, statistically significant relationship between R&D and GDP per person employed. The elasticities imply that a 10 % increase in R&D intensity should generate an increase of about 0.2 % in the shortrun growth (with ceteris paribus assumption). Long-run coefficients presented in Table III were calculated from the error correction model form (Formulas 3 and 4) and suggested that a 10 % permanent increase in R&D should generate about 0.9 % increase in the growth of GDP per person employed in the long run (with ceteris paribus assumption). Standard errors for the long-run effect were obtained by the delta-method (Papke & Wooldridge, 2005) . Estimated parameters were stable; they did not change when we introduced additional variables like proxy of human capital or government balance. Human capital appeared to be significant in short-and long-run estimations, and suggested that as proportion of labour force with tertiary education increased by 10 %, GDP per person employed should increase approximately by 0.1 % to 0.2 % in the short run. Respective change in the long run was about 0.5 %. Regression results for new EU member states slightly differ from the whole panel of EU 27. Estimated coefficient of R&D in a panel of EU12 is statistically significant just with  = 10 %.
The Error Correction term  was also statistically significant in all specifications; it was negative, representing convergence towards the steady state. Value of about 0.2 is a typical result in the empirical literature, where it usually varies from 0.6 to 0.2. New EU member states were of our special interest, because in the early 2000s they started with quite similar very low R&D intensities. Later, the dynamics of R&D expenditures became more heterogeneous. However, the average R&D intensity for the period of analysis (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) was still lower than it should be, and only four countries -Slovenia, the Czech Republic, Estonia and Hungary -had R&D intensity above 1 % on average (see Table II) .
Heterogeneity in the sample raises an idea that there can be differences in the size of the spillover effect of R&D expenditures to GDP growth. Table II shows that some of new EU member states managed to increase their expenditures on research and development more than others. As it was mentioned above, during the period of 2000-2013 only 4 new EU member states had the R&D expenditures as percentage of GDP that was more than 1 % (on average), while for the rest of new member states this percentage was less than 1 %. Greece -one of the old EU member state -also had low R&D expenditure level.
In the data analysis we introduced two additional dummy variables in order to compare R&D elasticities with respect to their size as percentage of GDP: d_low and h_high. The variable d_low has value 1 for all countries with R&D ratio to GDP less than 1 % (on average during the period 2000-2013, 9 lower countries in Table II) , and value 0 for all other countries. Meanwhile, the variable d_high has value 1 for upper 6 countries in Table II , and 0 -for the rest. The rest of the countries are the base or benchmark group.
The estimation procedure was repeated keeping the same model specification, instruments and the method, but the previously mentioned new series were included in the regression equation as slope dummies. Estimation results are presented in the table below (Table IV) . 3) *, **, *** denote significance levels of 10 %, 5 % and 1 %, respectively.
The results of regression analysis, using R&D level dummies, are presented in Table IV . We can see that there are no statistically significant differences in the short-run R&D elasticities for medium and high R&D to GDP ratio groups. For low R&D countries, the estimated partial elasticity is approximately by 0.06 percent points higher than for other countries.
Robustness of the results was tested in different ways. Firstly, we paid attention to calculation of capital (R&D and physical capital) stocks: there was uncertainty about the appropriate depreciation rate used in the PIM. Obviously, alternative assumptions might produce different results. We tried alternative depreciation rates (between 5 % and 30 % a year), and received that selection of a depreciation rate in the range between 5 % and 15 % did not affect the general trends (results are available upon request). Secondly, we tried several subperiods assuming that the results could possibly be affected by outliers during the recent crisis. We found that introduction of these time dummies did not qualitatively change the results. We also tried 3 and 4 years moving averages for the variables. R&D coefficients remained to be statistically significant. Thirdly, we tried different sub-panels of countries to make sure that we eliminated all individual effects. Our main interest lied in the comparison of R&D effects in new EU member states (joined in 2004 and later) with the results obtained for old EU member states. Probably due to higher heterogeneity in the data, results for new EU countries were not so stable, and estimation results showed that R&D coefficients were statistically significant just for 90 % level. Actually, a similar result was reported by Silaghi et al. (2014) for the period of 1998-2007. They emphasised importance to distinct types of R&D, and found for CEE countries statistically significant impact of R&D business on economic growth, while total R&D was not important.
IV. CONCLUSION
The results obtained in the research were consistent with theoretical and empirical findings of previous studies. Empirical analysis confirmed statistically significant impact of R&D expenditure stocks on growth in real GDP per person employed in the EU countries. The same conclusion was also obtained for the set of new EU member states. However, due to the high heterogeneity in this sub-sample, significance of estimated coefficients decreased. Therefore, more homogenous groups of countries were created taking into account R&D and GDP ratio. For low R&D expenditures (less than 1 % per GDP) research and development activities are even more important and necessary for GDP growth.
These findings maintain that in order to ensure sustainable economic growth performance, it is necessary to allocate more resources to R&D activities.
Long-run effects are higher than short-run ones. Estimates varied for different subsamples. Estimation results for EU12 sub-sample were not conclusive. The analysis could be continued by distinguishing between effects of private and public R&D investments. As descriptive statistics showed high heterogeneity within the EU countries, in further analysis it should be important to consider more factors that influence R&D effectiveness -such as institutional framework, number of patents, type of R&Ds, sectors of performance, quality of human capital etc. 
