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（Neural Machine Translation: NMT）が盛んに研究されている．NMTは原言語
文を中間表現に変換する機構（Encoder）と中間表現から目的言語文を生成する機
構（Decoder）の 2つからなるモデルが基本である．NMTが研究され始めた当初は
回帰型ニューラルネットワーク（Recurrent Neural Network: RNN）のみによって
構成されており，旧来の統計的機械翻訳（Statistical Machine Translation: SMT）




















































• Dynamic Fusionに関して Attentionの重みを中心に翻訳向上に寄与する要
因について分析を行った．
本論文の構成は次の通りである．第 1章では本研究の背景，提案，貢献について
述べる．第 2 章ではニューラル機械翻訳の基本的な構造について述べる．第 3 章
では言語モデルを用いたニューラル機械翻訳に関する先行研究について述べる．第
4章では言語モデルを注意機構的に用いたニューラル機械翻訳の手法について述べ




Neural Machine Translation using Language
Model of Target Language∗
Michiki Kurosawa
Abstract
In recent years, in machine translation research, neural machine translation
(NMT), which can obtain highly fluent output, has been actively studied. NMT
is based on a model consisting of two mechanisms: a mechanism for converting
source language sentences into hidden representations (Encoder) and a mecha-
nism for generating target language sentences from hidden representations (De-
coder). When NMT was first studied, it was composed of a recurrent neural
network (RNN), and its fluency was dramatically improved compared to the
conventional statistical machine translation (SMT). After that, with the advent
of an attention mechanism (Attention mechanism) that gazes at the informa-
tion of the Encoder when outputting the Decoder, it became possible to output
a translation with more information on the source language sentence. However,
NMT has many problems, such as generating duplicate outputs, and further
research is being conducted.
As such, language models have been investigated for incorporation with NMT.
In prior investigations, two models have been used: a translation model and a
language model. The translation model’s predictions are weighted by a lan-
guage model with a hand-crafted scale in advance. However, these approaches
fail to adopt the language model weighting with regard to the translation his-
tory. In another line of approach, language model prediction is incorporated
into the translation model by jointly considering source and target informa-
∗Master’s Thesis, Department of Computer Science, Graduate School of Systems Design.
Tokyo Metropolitan University, Student ID 18860627, February 21, 2020.
iv
tion. However, this is limited because it largely ignores the adequacy of the
translation output.
In this paper, we propose a “Dynamic Fusion” mechanism that predicts
output words by attending to the language model. We hypothesize that each
model should make predictions according to only the information available to
the model itself; the information available to the translation model should not be
referenced before prediction. In the proposed mechanism, a translation model
is fused with a language model through the incorporation of word-prediction
probability according to the attention. However, the models retain predictions
independent of one another. As a result, it is expected that the information
of the language model mechanism can be used while retaining the information
of the translation mechanism as it is, and fluent output will be possible while
ensuring the adequacy. In addition, in previous research, there was a method of
multiplying the predicted probabilities of the vocabularies, and it was necessary
that each vocabulary be the same. In the proposed method, it is used only by
Attention, and the vocabulary of the translation mechanism and the language
model mechanism does not necessarily need to be the same as long as word
embedding can be obtained.
Experiments are performed on Japanese–English language pairs leveraging
the proposed model and the model of the previous research , and it is shown
that the proposed method is effective in all settings. In addition, we show
that even in practical settings, which were impossible in previous studies, our
approach are more useful than machine translation without language models.
In this paper, we show the results of the automatic evaluation and the results
of analysis based on actual output examples. We also show that the language
model is likely to be effective information to assist the prediction by analyzing
the Attention for the prediction of the language model mechanism and the
output sentences of the model.
The main contributions of this paper are as follow:
• We propose an attentional language model: Dynamic Fusion that effec-
v
tively introduces a language model to NMT.
• We show that fluent and adequate output can be achieved with a language
model in English–Japanese translation.
• We show that Dynamic Fusion significantly improves translation accuracy
in a realistic setting.
• Dynamic Fusion’s ability to improve translation is analyzed with respect
to the weight of the attention.
The structure of this paper is as follows. Chapter 1 describes the background,
proposals, and contributions of this research. Chapter 2 describes the basic
structure of neural machine translation. Chapter 3 describes previous research
on neural machine translation using language models. Chapter 4 describes a
method of neural machine translation using a language model as an attention
mechanism. Chapter 5 describes experiments using the methods described in
Chapters 3 and 4. Chapter 6 describes the experimental results and their con-
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訳（Neural Machine Translation: NMT）が盛んに研究されている．NMT は原
言語文を中間表現に変換する機構（Encoder）と中間表現から目的言語文を生成す
る機構（Decoder）の 2 つからなるモデルが基本である [1, 2]．NMT では回帰型
ニューラルネットワーク（Recurrent Neural Network: RNN）によって構成され










訳機構の事前学習 [7]，単語分散表現の初期化 [8, 9]，逆翻訳による疑似対訳コーパ




































































Sutskever ら [1] は Long Short–Term Memory（LSTM）を用いた Sequence–
to–Sequence のモデルを提案した．その後，Bahdanau ら [4] と Luong ら [5] は，
Attention を用いた NMT を提案した．本節では Luong らのモデルを中心に構成
したベースラインシステムについて説明する．
このモデルは原言語文を扱う Encoder と目的言語文を出力する Decoder に大
別される．Encoder では双方向 LSTM を，Decoder では単方向 LSTM を用いて
いる．
Encoderでは原言語文を隠れ層へと変換する．原言語文は各ステップ i毎に処理
され，ステップ iの埋め込み層 eenci は，
eenci = tanh(Wxxi) (2.1.1)
と表される．ここでWx（V × |h|）は単語を埋め込み層へと変換する重み行列を表



























hj = LSTM([edeci−1; h̃j−1], hj−1)(j ̸= 1) (2.1.6)
と表される．ここで edeci−1 は 1 ステップ前に出力された単語埋め込み表現を表し，




edeci = tanh(Wyŷi) (2.1.7)
と表される．ここでWy（|V | × |h|）は単語を埋め込み層へと変換する重み行列を
表し，|V |と |h|はそれぞれ単語数と隠れ層の次元数を表す．また，ŷi はステップ i
の予測単語を表し，学習時には正しい単語を予測できたとして次ステップの計算を
行うため，ŷi の代わりに正解単語 yi を用いる．
Attentionを考慮した隠れ層 h̃j は，








と表される．ここでWd（|h| × |V |）はニューラルネットの重みを表す．
2.2 Attention機構































1 つ目は BLEU [16] である．この尺度は参照訳と出力文の n–gram 一致率を元
に評価する尺度である．BLEUは，
BLEU = BP · exp(
N∑
n=1
wn log pn) (2.3.1)
で計算される．ここで pn は n–gram精度1を表しており，wn は各 n–gramの重み




1 (c > r)







2つ目は Rank–based Intuitive Bilingual Evaluation Score (RIBES) [17]であ
る．この尺度は，参照訳と出力文に共通して出現する単語の順序を順位相関係数で
評価する尺度である．RIBESは，
RIBES = NSR × P α (2.3.3)
で計算される．ここで，NSRはスピアマンの順位相関係数を [0, 1]の値に正規化し
たものである．また，共通単語が少ない場合のペナルティとして P α が存在し，
P α = n/h× α (2.3.4)
で表される．ここで nは出力文の中で参照訳にも出現する単語数を表し，hは出力











Shallow Fusionでは，予測単語 ŷ は
ŷ = argmax
y
















Deep Fusionでは，予測単語 ŷ は
g = WgateSLM(y) (3.2.1)
h′ = [STM(y|x); g · SLM] (3.2.2)





隠れ層を表し，g は言語モデル機構の考慮割合を表す．また，Wgate (|h| × |h|)，













Cold Fusionでは，予測単語 ŷ は
hLM = WLMlLM (3.3.1)
g = Wgate[STM(y|x); hLM] (3.3.2)
h′ = [STM(y|x); g · hLM] (3.3.3)








WLM (|h| × |V |)，Wgate (2|h| × |h|)，Woutput (2|h| × |V |) はニューラルネット
ワークの重みを表す．
この手法は音声認識の実験として投稿されているが，系列変換の手法であるため
別タスクにも転用が可能である．次節で述べる Simple Fusion の比較手法として
Stahlbergら [12]が Cold Fusionの翻訳実験を報告している．その報告によると，




Stahlberg ら [12] は Cold Fusion を単純化した Simple Fusion を提案した．
Cold Fusion と異なりこの手法では gate 機構を用いず固定した重みで混ぜ合わせ
る．また，言語モデル機構も複雑化せず同一のモデル内で完結する．
Simple Fusionには混ぜ合わせる方法の違う 2つの似た手法である PostNorm




softmax(softmax(STM(y|x)) · PLM(y)) (3.4.1)
ŷ = argmax
y























本論文では新たに Attentionを用いた Dynamic Fusionを提案する．























図 4.1 Dynamic Fusionの概略図．









cword · PLM(y; y = word) (4.1.4)
hTM = [STM(y|x); cLM] (4.1.5)
SATTN = WhTM (4.1.6)
で表される．ここで eword は単語埋め込みであり，cword は各単語の従来の単語
Attentionを表す．cLM は単語 Attentionの重みに言語モデル機構の予測確率を掛
け合わせた後の Attention隠れ層4を表し，W (2|h| × V )はニューラルネットワー
4単語 Attentionは 2.2節で述べた Luongらの Dot Attentionを用いており，h̄i の代わりに各単語埋










Shallow Fusion 確率 積 人手で決定（固定）









PostNorm 確率 積 重みなし（≒1：1）





































パスの 2 つが必要である．そこで，the Asian Scientific Paper Excerpt Corpus




























従来の AttentionNMT [4, 5] および Simple Fusion (PostNorm, PreNorm)
を提案手法である Dynamic Fusionと比較する．ベースラインモデルとして Bah-







本論文では自動評価手法として，BLEU [16]および Rank-based Intuitive Bilin-
gual Evaluation Score (RIBES) [17] を用いる．各実験につき 2 回ずつ実験を行
い，その平均値をとる．また，ベースライン・Simple FusionとDynamic Fusionの















事前学習 epoch 数 15 epoch











BLEUと RIBESによる結果を表 6.1（英語–日本語）と表 6.2（日本語–英語）に
示す．どちらのスコアも複数の設定を通じて一貫性が存在し，ベースラインと比較
して Dynamic Fusion は BLEU と RIBES がおおよそ向上している．ベースライ
ンと Simple Fusionを比較すると，ほとんどの設定で Simple Fusionはベースライ
ンと同等もしくは悪化する結果となった．Simple Fusionと Dynamic Fusionを比




英日翻訳において，言語モデルを用いることにより BLEU と RIBES が向上す
ることが確認された．また，RIBESは Dynamic Fusionでさらに向上されており，
提案手法が妥当性の高い出力をできていることがわかる．

















TM w/o BPE w/ BPE w/ BPE
LM w/o BPE w/ BPE w/o BPE
BLEU RIBES BLEU RIBES BLEU RIBES
ベースライン 31.28 80.78 32.35 81.17 32.35 81.17
PostNorm 31.01 80.77 32.43 80.97 N/A N/A
PreNorm 31.61 80.78 32.69 81.24 N/A N/A
Dynamic Fusion 31.84* 81.13* 33.22* 81.54* 33.05* 81.40*
表 6.2 日英翻訳実験結果．
語彙設定
TM w/o BPE w/ BPE w/ BPE
LM w/o BPE w/ BPE w/o BPE
BLEU RIBES BLEU RIBES BLEU RIBES
ベースライン 22.64 73.57 22.80 73.54 22.80 73.54
PostNorm 21.49 73.13 22.09 72.77 N/A N/A
PreNorm 22.38 73.65 22.71 73.36 N/A N/A
Dynamic Fusion 22.78 73.74 23.45* 74.01* 23.08* 73.73*
6.2 出力文を元にした定性的評価
それぞれのモデルの出力例を表 6.3と 6.4に示す．














入力文 responding to these changes DERS can compute new dose rate .
参照訳 DERS は これら の 変化 に 対応 し て 新た な 線量 率 を 計算 できる 。
ベースライン これら の 変化 に 対応 する 応答 は , 新しい 線量 率 を 計算 できる 。
Simple Fusion
（PostNorm）
これら の 変化 に 対応 する 応答 は 新しい 用量 率 を 計算 できる 。
Simple Fusion
（PreNorm）
これら の 変化 に 対応 する と , 新しい 線量 率 を 計算 できる 。
Dynamic Fusion これら の 変化 に 対応 する こと により , 新しい 線量 率 を 計算 できる 。
表 6.4 Simple Fusionにおける妥当性の低下例．
モデル （出力）文
入力文
the magnetic field is given in the direction of
a right angle or a parallel ( reverse to the flow ) to the tube axis .
参照訳 磁場 は 管 軸 に 直角 か 平行 逆 方向 に 加え た 。
ベースライン 磁場 は 右 角 または 平行 ( 流れ ) の 方向 に 与え られ , 管 軸 に 平行 で ある 。
Simple Fusion
（PostNorm）
磁場 は 右 角度 または 平行 ( 流れ に 逆 に 逆 ) 方向 に 与え られ た 。
Simple Fusion
（PreNorm）
磁場 は 右 角 または 平行 ( 流れ に 逆 方向 ) の 方向 に 与え られ た 。














入力文 変形 が 対 密度 分布 に 影響 し て いる こと が 分かっ た 。
参照訳
it was found that the deformation gave effects to
the pairing density distribution .
ベースライン it was found that deformation was affected by the pair density distribution .
Simple Fusion
(PostNorm)
it was found that deformation affects the logarithmic density distribution .
Simple Fusion
(PreNorm)
it was found that deformation affected the pair density distribution .
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