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Many meshfree methods have been proposed and remarkable progress has been made 
over the past few decades. According to the formulations used, meshfree methods can be 
largely categorized into three different groups, i.e. meshfree methods based on weak-form 
formulations, meshfree methods based on strong-form formulations, and meshfree 
meshfree based on the combination of weak-form and strong-form formulations. In 
meshfree strong-form methods, by means of simple collocation techniques at the field 
nodes, the governing equations as well as boundary conditions are directly discretized and 
a set of dicretized algebraic equations can be obtained. 
The primary objective of the present study is to analyze heat transfer problems using 
meshfree radial point collocation method (RPCM). This thesis records the outcome of this 
study in three parts: 
The first part presents several point interpolation techniques, including polynomial 
point interpolation technique, radial point interpolation technique and Hermite-type radial 
point interpolation technique. These interpolation techniques will be used later in this 
work. 
In part two, resorting to a simple collocation procedure, the discretization of system 
equations as well as boundary conditions in a set of algebraic equations is described in 
detail. The meshfree radial point collocation method (RPCM) is applied to analyze 
steady-state heat transfer problems. Point interpolation techniques, including polynomial 
interpolation, radial point interpolation and Hermite-type radial point interpolation, are 
 v
employed to construct shape functions. A finite calculus (FIC) treatment is introduced to 
improve the stability and accuracy of numerical solutions for problems with derivative 
boundary conditions. Detailed numerical implementations are conducted and the 
stabilization parameter of FIC is studied in the RPCM-FIC method. 
In part three, the current method is extended to solve transient heat transfer problems. 
Two types of boundary conditions are considered. The numerical analysis of problems with 
essential boundary condition is performed to demonstrate the accuracy of the present radial 
point collocation method. However, large error may occur for problems with derivative 
boundary conditions. Hence, a new formulation of time-domain least-squares method is 
derived to improve the stability and accuracy of the solutions. Numerical examples of 1-D 
and 2-D transient problems are analyzed to study effectiveness and accuracy of the present 
time-domain least-squares RPCM (or RPCM-LS). 
Both steady-state and transient problems are investigated using the radial point 
collocation method. A number of numerical examples are analyzed to examine the validity 
and efficiency of this meshfree method. Many important results and findings are reported 
and discussed. From these studies, it is found that the radial point collocation method with 
FIC and least-squares treatments for stabilization is very easy to implement, flexible and 
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Chapter 1  
Introduction 
1.1 Background 
One of the most important improvements in numerical methods is the development of 
the Finite Element Method (FEM) in the late 1950s. A salient feature of FEM is that it divides 
a continuum into elements. These individual elements are connected properly together by a 
topological map, which is usually called a mesh. The FEM now becomes a robust and 
thoroughly mature method for the analysis of solids and fluids. It is widely used in 
engineering due to its versatility for complex geometry of solids and flexibility for many 
types of non-linear problems. Most practical engineering problems related to solids and 
structures are currently solved using FEM packages. 
However, FEM has the inherent shortcomings of numerical methods which rely on 
meshes or elements with predefined connectivity of nodes. This leads to difficulties while 
dealing with certain class of problems such as,  
z Simulating the dynamic crack growth with arbitrary paths, which do not usually 
coincide with the original element mesh lines; 
z Handling large deformation that leads to an extremely skewed or distorted mesh; 
z Simulating the breakage of structures or components with a large of fragments; 
z Solving dynamic contacts with moving boundaries. 
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above problems. Therefore, the idea of getting rid of the elements and meshes is naturally 
evolving, i.e. the concepts of meshfree methods have been proposed (see, e.g. Liu, 2002). 
1.2 Literature review 
Although meshfree methods have been proposed for about twenty years, the research 
efforts devoted to them were miniscule until recently. According to formulation procedures 
used, meshfree methods may be generally divided into three different groups: methods based 
on the weak-form formulations, those based on the strong-form formulations and those based 
on the combination of weak and strong-form formulations (Liu et al., 2003, Liu and Gu, 2004). 
(a) Meshfree weak-form methods 
Meshfree weak-form methods are relatively under developed before 1990, but more and 
more research efforts have been made since then. Several important papers were published in 
this period of time. The first one was published by Nayroles et al.(1992). They applied the MLS 
approximation proposed by Lancaster and Salkauskas (1981) to Galerkin weak-form to 
formulate the diffuse element method (DEM). Belytschko et al. (1994a) published another 
important paper on the element free Galerkin (EFG) based on the DEM. He and his co-workers 
have also made significant contribution to further developing, improving and popularizing the 
EFG for many mechanics problems. The meshfree weak-form methods have been, therefore, 
developed at a very fast pace since 1994, and lead to the development of many other meshfree 
methods based on the weak-form. This is reflected by a large number of new meshfree 
weak-form methods proposed. However, the meshfree weak-form methods require a 
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(b) Meshfree weak- strong form methods 
The meshfree weak-strong form (MWS) method is recently proposed by Liu and Gu 
(2002d，2003b) based on a combined formulation of both the strong and the local weak-forms. 
The MWS method needs background mesh only for the nodes near the derivative boundaries, 
and hence it is very efficient. It has been so far applied to static and dynamic analysis of 
two-dimensional solids (Liu and Gu, 2003b) and fluid flow problems (Liu and Wu et al., 2003). 
(c) Meshfree strong-form methods 
The meshfree strong-form methods have a relatively longer history of development. Some 
meshfree strong-form methods have been developed, such as the vortox method (Chorin, 1973; 
Bernard, 1995), the general finite difference method (GFDM) (Girault, 1974; Pavlin and 
Perrone, 1975; Snell et al., 1981; Liszka and Orkisz, 1977; Krok and Orkisz, 1989; Cheng and 
Liu, 1999, 2002), the finite point method (FPM) ( aten~O et al., 1996; Xu and Liu, 1999), the 
hp-meshless cloud method (Liszka et al., 1996), the collocation method (e.g. Liu et al., 
2003a,b), collocation method using radial basis functions (RBFs) (Kansa, 1990; Wu, 1992, 
1998; Frank and Schaback, 1997; Fasshauer, 1997; Zhang et al., 2000; Liu et al., 2002), 
methods of foundational solutions or MFS (Bogomolny, 1985; Golberg and Chen, 1999) etc. 
Many meshfree strong-form methods have some attractive advantages including: 
z the procedures are straightforward, and hence the algorithm and coding are simple; 
z they are normally computationally efficient; 
z they are ‘truly’ meshfree methods because no-mesh is required for the function 
approximation and no numerical integration needed. 
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often unstable and less accurate, especially for problems governed by partial differential 
equations (PDEs) with derivative boundary conditions (DBCs). Several strategies may be used 
to impose the derivative boundary conditions in the strong-form methods, such as the use of the 
Hermite-type meshfree shape functions, the use of FIC treatment etc. Detailed discussions 
about these strategies are to be presented in Chapter 3 and Chapter 4. 
1.3 Objectives 
Although a great progress has been made on meshfree method since their appearance, 
there are still some technical problems that need to be solved before they can become efficient 
practical analysis tools. The meshfree weak-form methods are said not ‘truly’ meshfree, and the 
strong-form meshfree methods are often not stable. This work aims to overcome these 
problems, and the main objectives of this thesis are outlined as follows: 
1) Present meshfree collocation method that is a ‘truly’ meshfree method using 
polynomial point interpolation method (PPIM), radial point interpolation method (RPIM) and 
Hermite-type RPIM shape functions. 
2) Improve the stabilization and accuracy of solutions for heat-transfer problems 
derivative boundary conditions using finite calculus treatment. 
3) Propose a new time-domain least-squares formulation to stabilize the solution of 
transient heat transfer problems with DBCs. 
A RPCM based on least-squares formulation (or RPCM-LS) is also presented as an 
alternative means to overcome the stability problems. In addition, a combined RPCM-LS-FIC 
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RPCM, RPCM-FIC, RPCM-LS-FIC has been conducted in different chapters. 
1.4 Organization and scope 
This thesis focuses on two aspects. The first aspect is the basic formulations of point 
interpolation techniques using polynomial and radial basis functions, respectively. 
Approximation quality of interpolation techniques is evaluated by surface fitting. The other 
aspect is the development of a radial point collocation method (RPCM) that is stable and 
accurate in analyzing heat transfer problems with both essential and derivative boundary 
conditions. 
In Chapter 2, point interpolation methods (PIMs), i.e. using polynomial and radial basis 
function, are examined to construct the meshfree shape functions which possess Kronecker 
delta function properties. Based on the fact that the normal derivatives of field functions at 
some nodes are important and needed to be considered as independent variables for problems 
with derivative boundary conditions, the so-called Hermite-type radial point approximation is 
introduced in detail. 
In Chapter 3, steady-state heat transfer problems are presented to study the performance 
and efficiency of radial point collocation method (RPCM) and Herimte-type RPCM. Many 
numerical examples are conducted to investigate the stabilization of the present methods. 
Numerical analysis is performed for regular and irregular nodal distributions with different 
types of boundary conditions. A procedure named finite calculus (FIC) for RPCM is developed 
to solve heat transfer problems with derivative boundary conditions. Numerical examples of 
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derivative boundary conditions are computed to demonstrate the effectiveness and accuracy of 
the present RPCM-FIC method. 
In Chapter 4, a new formulation of time-domain least-squares RPCM (or time-domain 
RPCM-LS) is presented for transient heat transfer problems. A number of numerical examples 
are computed to examine the stabilization and performance of the present method. Both 
Dirichlet and Neumann boundary conditions with different nodal distributions are analyzed. 
The RPCM-FIC method is also used for transient analysis with derivative boundary conditions. 
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Chapter 2  
Point Interpolation Techniques 
2.1 Introduction 
Interpolation technique plays an important role in meshfree methods. In these methods, 
the problem domain is represented by a number of scattered nodes. An efficient interpolation 
technique is required to construct shape functions from these scattered data nodes. Several 
interpolation techniques have been developed and applied in meshfree methods. In this chapter, 
the point interpolation technique is presented to construct shape functions which possess 
Kronecker Delta function properties. Interpolation technique using polynomial basis functions 
is accurate and easy to use. However, it may lead to inaccuracy or even singular moment matrix 
with an inappropriate polynomial basis chosen. Then a point interpolation method (PIM) using 
the radial basis functions (RBF) has been used for constructing shape functions for their 
weak-form formulation (Liu et al., 2004). The use of radial basis functions can overcome the 
possible singularity problem occurred in using the polynomial basis functions. However, the 
interpolation accuracy of the RBF is lower than that of the polynomial point interpolation when 
local nodes are used.  
Section 2.2 illustrates a support domain of a sampling node and determination of the 
average nodal spacing. The details of the approximation of using the polynomial PIM shape 
functions and radial PIM shape functions are presented in Section 2.3 and Section 2.4, 
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comparison to conventional RPIM are described in Section 2.5. These interpolation techniques 
are to be used in the following chapters and lay a foundation for examination of heat transfer 
problems in this thesis. Finally, some brief remarks are presented in Section 2.6. 
2.2 Support domain and average nodal spacing 
2.2.1 Support domain 
The accuracy of interpolation depends on the nodes in the support domain for an interest 
point as shown in Figure 2.1. A suitable support domain should be chosen to ensure an efficient 
and accurate approximation. For a point of interest at Qx , the dimension sd  of the support 
domain is determined by (Liu, 2002) 
ccs dd α=  (2.1) 
where cα  is dimensionless size of a support domain, and cd  is the average nodal spacing 
near the point at Qx ; cd  is a simple distance between two neighboring spacing when the 
nodes are uniformly distributed. If the nodes are non-uniformly distributed, cd  is defined as 
an ‘average’ nodal spacing in a support domain of Qx . In the following section, a procedure of 
determination for an average nodal spacing is presented.  
The dimensionless size cα  controls the actual dimension of a support domain. For 
example, 5.2=cα  means that the radius of support domain is 2.5 times the average nodal 
spacing. The actual number of nodes n  can be determined by counting all the nodes included 
in a support domain. Note that cα  is pre-determined before analysis, and it is usually 
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The value of cα  can be chosen for different problems. The support domain is usually centered 
by a point of interest at Qx . 
 
  
(a) Circular support domains (rs: the radius of 
the support domain) 
(b) Rectangular support domain (rsx and rsy: 
dimensions of the support domain in x and 
y directions). 
Figure 2.1 Support domain of interest points at Qx  in meshfree models 
2.2.2 Determination of the average nodal spacing 





d  (2.2) 
where sD  is the length of the estimated support domain, and Dsn  is the number of nodes that 
covered by the domain with the length of sD . 






d  (2.3) 
where sA  is the area of the estimated support domain. The estimate process is not very 
accurate but it should be a reasonably good estimate, and 
sA
n is the number of nodes that 
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d  (2.4) 
where sV  is the volume of the estimated support domain, and sVn is the number of nodes that 
covered by the estimated domain with the volume of sV . 
After the determination of cd , it is very easy to determine the dimension sd  of the 
support domain for a point at Qx  in a domain with non-uniformly distribution nodes using 
Equation (2.1). 
2.3 Polynomial point interpolation method (PPIM) shape 
functions 
Using the polynomial basis function in interpolation technique might be one of the earliest 
interpolation formulations. It has been widely used in the current numerical methods, such as 
FEM and DEM. The name implies that the point interpolation method obtains its 
approximation using the interpolation function to pass through a set of scattered nodes within 
the defined domain sΩ . The original point interpolation technique (Liu and Gu, 1999) uses the 
series of monomials as the basis function. If a continuous field function ( )xf  is considered, its 
approximation expression passing through the surrounding nodes can be written as 







i apf  (2.5) 
where ( )xip  is a monomial in the spatial coordinates [ ]yx=Tx , n  is the number of 
nodes in the support domain of x , ia  is the coefficient for ( )xpi  corresponding to the given 
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2.1), so that the polynomial basis is complete. 












The coefficients ia  in Equation (2.5) can be determined by enforcing Equation (2.5) to 
pass through these n  nodes exactly surrounding the point x . Therefore, Equation (2.5) can be 
written in the following matrix form:  
aPF 0=  (2.6) 
where 
{ }nFFFF L321T =F  (2.7) 








































0  (2.9) 
In Equation (2.9), 0P is the so-called moment matrix. From Equation (2.6), one has 
FPa 10
−=  (2.10) 
It can be found that interpolation coefficients a  are constants for all n  nodes within the 
same domain. Substituting Equation (2.10) into Equation (2.5), one has 
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where the shape function ( )xΦ  is defined by 
( ) ( ) ( ) ( ) ( ) ( )[ ]T32110T xxxx nφφφφ L== −PxpxΦ  (2.12) 
The advantage of using polynomial basis function is simple and of high accuracy. It can 
reproduce any order shape functions by increasing the number of nodes for interpolation in the 
support domain. However, interpolation technique using polynomial basis function may lead to 
a singular matrix 0P  sometimes (Liu and Gu, 1999). 
2.4 Radial point interpolation method (RPIM) shape 
functions 
2.4.1 Associated formulation 
In order to avoid the singularity of polynomial point interpolation, efforts have been made 
by improving the scheme of searching nodes for interpolation or moving the nodes slightly 
from their original locations. On the other hand, using a different basis function may be an 
alternative choice. Thus, radial basis function (RBF) is used to construct shape functions for 
meshfree weak-form methods (Liu and Gu, 2001c; Wang and Liu, 2000; Wang and Liu et al., 
2002a, c). Discussion on properties of RBFs can be found in Chen (1999). In this work, the 
radial point interpolation with polynomial will be used frequently for strong-form collocation 
method. Augmentation of polynomial in RPIM has extraordinary advantage can be found in 
paper (Liu, 2002). The radial basis point interpolation augmented with a polynomial can be 
written as 
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where ( )rRi  is a radial basis function (RBF), n  is the number of nodes in the support domain 
of x , ( )xjp  is the monomial in the spatial coordinates [ ]yx1T =x , and m  is the 
number of polynomial basis functions. When 0=m , there are no polynomial terms and pure 
RBFs are used. Otherwise, the RBF is augmented with m  polynomial basis functions. 
Coefficients ia  and jb  are interpolation constants yet to be determined. In the radial basis 
function ( )rRi , the variable r  is the distance only between the interest point x  and the node 
of its surrounding at ix . 
( ) ( )22 ii yyxxr −+−=  for 2-D problems (2.14) 
There are a number of radial basis functions. Characteristics of radial basis functions have 
been widely investigated (Sharan et al., 1997; Kansa EJ, 1990; Franke and Schaback, 1997). 
There are different parameters for each radial function. In general, these parameters can be 
determined by numerical experiments. Four radial basis functions, viz. the multi-quadric (MQ) 
function, the Gaussian (Exp) function, the thin plate spline (TPS) function and Logarithmic 
function (Liu, 2002) as listed in Table 2.2 are widely used. 
Table 2.2 Typical radial basis functions with dimensionless shape parameters  
 Name Expression Shape Parameters 
1 Multi-Quadrics(MQ) ( ) ( )( )qccii dryxR 22, α+=  0≥cα , q  

















3 Thin Plate Spline(TPS) ( ) ηii ryxR =,  η  
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where cd is a characteristic length that relates to the nodal spacing in the local support 
domain for the interest point x , and it is usually taken as the average nodal spacing for all 
the nodes in the local support domain. 
The MQ-RBF is used to obtain the results in this work. In order to determine ia  and jb  
in Equation (2.13), a support domain is formed for the interest point x , and a total of n  field 
nodes are included in the support domain. Coefficients ia  and jb  in Equation (2.13) can be 
determined by enforcing Equation (2.13) to be satisfied at these n  nodes surrounding the 
interest point x . This leads to n  linear algebraic equations for each node. The matrix form of 
these equations is expressed as 
bPaRF m0 +=s  (2.15) 
where the vector of function values sF is  
{ }ns FFF L21T =F  (2.16) 
the moment matrix of RBFs is 
( ) ( ) ( )
( ) ( ) ( )


























the polynomial moment matrix is 
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{ }naaa L21T =a  (2.19) 
The vector of coefficients for polynomial is  
{ }mbbb L21T =b  (2.20) 
In Equation (2.17), kr in ( )ki rR is defined as 
( ) ( )22 ikikk yyxxr −+−=  (2.21) 
There are mn + variables in Equation (2.13). The following constraint conditions should 



































s  (2.23) 
where  
{ }nn bbbaaa LL 2121T0 =a  (2.24) 
{ }000~ 21T LL ns FFF=F  (2.25) 
Because the matrix 0R  is symmetric, the matrix G  will be also symmetric. Solving 







⎧=  (2.26) 
Equation (2.13) can be re-written as 
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Substituting Equation (2.26) into the above expression, it yields 
( ) ( ) ( ){ } sF FGxpxRx ~1TT −=  (2.28) 
The interpolated Equation (2.28) is finally expressed as 
( ) ( ) sF FxΦx ~~=  (2.29) 
where the RPIM shape function can be written as 
( ) ( ) ( ){ }










Finally, the radial point interpolation method (RPIM) shape functions corresponding to 
the nodal vector ( )xΦ  are obtained as 
( ) ( ) ( ) ( ){ }xxx nφφφ L21T =xΦ  (2.31) 
Equations (2.29) and (2.28) can be re-written as 







T φFxΦx  (2.32) 
The derivatives of ( )xF are easily obtained by 
( ) sllF FxΦT,, =  (2.33) 
where l denotes either of the coordinates yx, or z . A comma designates a partial 
differentiation with respect to the indicated spatial coordinate that follows. 
It is noted that 10
−R  usually exists for arbitrary scattered nodes (Powell, 1992; Schaback, 
1994; Wendland, 1998). In addition, the order of polynomial used in Equation (2.13) is 
relatively low. Therefore, in general, there is no singularity problem in the RPIM as a small 
number of nodes (typically 10~40 for 2D problems) are used in the local support domain. On 
the other hand, the moment matrix 10
−R  may be badly conditioned when the number of nodes 
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domain in the formulation. However, there are still several advantages of using RBFs in 
constructing PIM shape functions in a local support domain. 
RBFs can effectively solve the singularity problem of the polynomial PIM. RPIM shape 
functions are stable and flexible for irregular nodal distributions. It means that small changes at 
nodes location or number of nodes in a support domain will not give rise to a big change in the 
RPIM shape functions construction. RPIM shape functions can be easily created for 
three-dimensional domains, because there is only one distance variable r in a RBF. For 
three-dimensional interpolation, the distance expression can be simply changed as 
( ) ( ) ( )222 iii zzyyxxr −+−+−=  (2.34) 
And for 1-D interpolation, RPIM is converted into PPIM. 
However, RPIM also has some shortcomings. For example, RPIM shape functions usually 
give less accurate solutions for solid problems compared to MLS and the polynomial PIM 
shape functions. Some shape function parameters are required to be determined carefully, 
because they can significantly affect the accuracy and the performance of the RPIM shape 
functions. Furthermore, RPIM are usually more expensive computation than the polynomial 
PIM because more nodes are required to create shape functions in a local support domain. The 
properties of RPIM shape functions are listed in detail (Liu, 2002). RPIM shape functions 











If the linear polynomial terms are added in the basis ( 3=m in Equation (2.13)), there is a 
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reproduction properties of the RPIM shape functions. 
However, Equation (2.32) may not be satisfied “exactly” but “approximately” in the 
numerical tests, because the numerical truncation errors in the computation of a complex RBF 
is caused due to the finite terms used for the Taylor series expansion. RPIM shape functions are 
compactly supported, as long as they are constructed using nodes in a compact support domain. 
Weight functions in constructing the RPIM shape functions are not needed. The RPIM shape 
functions usually possess higher continuity because of the high continuity of the radial basis 
functions. The RPIM with a least polynomial term can ensure exactly reproduced linear 
polynomials. 
In using RBFs, several shape parameters need to be determined for good performance. In 
general, these parameters can be determined by numerical examinations for the given problems 
(Wang and GR Liu, 2000; 2002c). For example, in the MQ-RBF, there are two shape 
parameters: cα  and q  need to be determined before analysis. When 5.0±=q , it is standard 
MQ-RBF. Wang and Liu (2001a, 2002c) left the parameter q  open to any real variable and 
found that 13.1=q  led to good results in the analysis of heat transfer problems. The following 
conclusions can be obtained from the studies. 
The RPIM shape function with the RBFs usually cannot pass the standard patch test, i.e., it 
fails to reconstruct exactly the linear polynomial field. Addition of polynomial terms up to the 
linear order can ensure the one order consistency that it is passed the standard patch test. In 
general, adding polynomials can always improve the accuracy of the results. Adding 
polynomials reduces the sensitivity of the shape parameters and provides more freedom and a 
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Adding polynomials can improve the interpolation stability for some RBFs. To ensure an 
invertible moment matrix of RBF, the polynomials augmented into RBF cannot be arbitrary 
(Schaback and Wendland, 2000). A low order polynomial is often used to augment RBF to 
guarantee the non-singularity of the matrix (Cheng et al., 2003). For example, for a MQ-RBF, 
the linear polynomial can ensure an invertible moment matrix of RBF (Schaback and 
Wendland, 2000). 
2.4.2 Surface fitting using RPIM shape functions 
Surface fitting is investigated to illustrate the quality of the radial point interpolation 
technique. The procedure is that the value at interest point is approximated by interpolation 
between adjacent nodal points in the support domain where the functions are known. Surface 
fitting and derivatives fitting for the following function defined in the domain 









sin, yxyxf ππ  (2.36) 
The global domain is regularly discretized by 11×11 nodes. 49 scattered points in a support 
domain are considered as interpolation points. The parameters 13.1=q  and 0.4=cα  are 
used in MQ-RBF. Three terms of polynomial basis functions is added to construct shape 
functions. 
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where N  is the total number of interpolation points in the global domain, if  is the exact 
function values or its derivatives and if
~
 is the approximated function values or its derivatives.  
Figure 2.2 shows that the radial point interpolation technique exactly fits the complicated 
surface. It is obtained that the surface fitting for the complicated surface will have the error 

































(a) Exact solution of function f (b) Approximated solution of function f 
Figure 2.2 Surface fitting of function in Equation (2.36) using RPIM shape functions 
(MQ-RBF is used: q=1.13, αc =4.0 and m=3) 
Figure 2.3 compares the exact with the approximated first derivatives in x direction of the 
fitting function in Equation (2.36). Figure 2.4 gives the second derivative accordingly. The 
error of the fitting first derivative of function in Equation (2.36) is 005-5.1516e=te . It is 
found that the higher the order of the derivatives, the lower the accuracy. Therefore, 












































(a)Exact value for first derivative in 
x-direction 
(b)Approximated value for first derivative in 
x-direction 
Figure 2.3 Surface fitting for the first derivative of function in Equation (2.36) using RPIM 












































(a)Exact value for second derivative in 
x-direction 
(b)Approximated value for second derivative 
in x-direction 
Figure 2.4 Surface fitting for the second derivative of function in Equation (2.36) using RPIM 
shape functions (MQ-RBF is used: q=1.13, αc =4.0 and m=3) 
 
2.5 Hermite-type RPIM shape functions 
2.5.1 Hermite-type RPIM shape functions 
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support domain of a point interest, their normal derivatives are considered as the additional 
unknowns. This implies that the derivative boundary-nodes have not only the values of 
functions but also the values of normal derivatives as variables. It is achieved by adopting the 
following Hermite-type interpolation using RBFs augmented with polynomial terms. The 
formulations procedures are similar to those given in Section 2.4, except that here are taken into 
account to the additional normal derivatives degrees of freedom for DB-nodes. 
 
 
 Interior nodes and nodes on the Dirichlet boundary 
 Collocation node 
 Nodes on Derivative boundary (DB-nodes) 
Figure 2.5 Hermite-type interpolation with normal derivatives as additional degrees of 
freedom 
 
The approximation of a field function ( )xF  can be written in a linear combination of 
RBFs at all the n  nodes within the local support domain and the normal derivatives at the 
DB-nodes, i.e., (Liu and Gu, 2004) 





















xx  (2.38) 





















Chapter 2                                                           Point Interpolation Techniques 
 23
local support domain (including the DB-nodes), DBn  is the number of the DB-nodes, m  is 
the number of polynomial terms for augmentation, kp  is the monomial, and n  is the vector 
of unit outward normal at the DB-node. 
In Equation (2.38), ( )xiR  and ( )xDBjR  are radial basis functions that have been 
discussed in previous Section 2.4. Hence, one has 
( ) ( )
( ) ( )




































where ix  is the coordinate for the thi node in the local support domain, 
DB
jx  is the 
coordinate for the thj  DB-node, ( )jxj xl ,cos n=  and ( )jyj yl ,cos n=  are direction 
cosines. 
Because of the fact that the derivatives of the field function at the DB-nodes are treated as 
unknown variables, one hence naturally chooses derivatives of the same radial basis functions 
as the basis functions in Equation (2.38) for the DB-nodes. One may also choose any other type 
of basis functions for these DB-nodes, as long as they are independent of the other basis used in 
Equation (2.38). 
Equation (2.38) can be re-written in the following matrix form 
( ) 0Bax =hF  (2.40) 
















RR LLL 111  (2.41) 
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{ }mDBnn ccbbaaa LLL 1121T0 =a  (2.42) 
The coefficients ia , jb  and kc  in Equation (2.38) can be determined by enforcing the 
interpolations to pass through all n  nodal function values within the support domain and pass 
the normal derivatives values of the function at the DB-nodes. 
For all n  nodes in the local support domain (including the DB-nodes), one has 























xx  (2.43) 
where nl ,,2,1 K=  
For all the DB-nodes, one has 









































where DBnl ,,2,1 K=  
To obtain a unique solution, the following constraints need to be imposed (Liu, 2004), 









iik bpap xx mk ,,2,1 L=  (2.45) 
Rearranging Equations (2.43) to (2.45) together, it leads to the following set of equations 


















































s  (2.46) 
where G  is the generalized moment matrix that consists of:  
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the moment matrix of RBFs evaluated at n nodes, 
( ) ( ) ( )
( ) ( ) ( )



























0  (2.49) 
and the moment matrix of the first derivatives of RBF at the DB-nodes, 
( ) ( ) ( )
( ) ( ) ( )
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( ) ( ) ( )
( ) ( ) ( )














































































































































In Equation (2.46), the extended vector of nodal variables is 




















ffff  (2.52) 
the vector of nodal function variables is 
{ }T321T ns ffff L=F  (2.53) 





















F nfff L  (2.54) 
It is clear that G  in Equation (2.46) is symmetrical. For the same reasons mentioned in 
Section 2.4, G is inevitable due to the use of RBFs (Liu, 2004). Hence, one can solve 




−=  (2.55) 
Substituting Equation (2.55) back into Equation (2.38) , it yields 
( ) ssh FΦFGBaBxF ~~ T1T0T === −  (2.56) 
where Φ  is a vector of the shape function given by 


































































































Because of the existence of 1−G  for arbitrary scattered nodes, there is no singularity 
problem in the process of computing the Hermite-type RPIM shape functions. Furthermore, the 
Hermite-type RPIM shape functions are stable and very flexible for arbitrary nodal 
distributions. They will be used in the meshfree collocation methods discussed in next chapter. 
2.5.2 Surface fitting using Hermite-type RPIM shape functions 
Surface fittings are investigated to illustrate the interpolation quality of the Hermite-type 
RPIM. The fitting function and the error of the fitting fuction are given in Equation (2.36) and 
Equation (2.37), respectively. The parameters in MQ-RBF are as the same as those used in 
conventional RPIM. The approximation results obtained by Hermite-type RPIM are compared 
with those obtained by conventional RPIM.  
The fitted function and its derivatives are plotted in the following figures. Figure 2.6 
shows that the Hermite-type RPIM shape functions can exactly fit the complicated surface. It is 
obtained that the fitted function has the error 009-2.6672e=te  when the polynomial terms 
3=m  are included in constructing the shape functions. Therefore, it is clear that the accuracy 
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Figure 2.7 and Figure 2.8 show the first and second fitted derivatives of function in 
Equation (2.36) in x-direction, respectively. The fitting error of the first derivative is 
005-4.7668e=te . Comparing the results of first fitted derivative obtained by RPIM with 
those by Hermite-type RPIM, it is found that Hermite-type RPIM significantly improves the 

















Figure 2.6 Surface fitting of function Equation (2.36)using Herimite-type RPIM (MQ-RBF is 





















Figure 2.7 Fitting of the first derivative of function in Equation (2.36) using the Hermit-type 




























Figure 2.8 Fitting of the second derivative of function in Equation (2.36) using the 
Hermit-type RPIM (MQ-RBF is used: q=1.13, αc =4.0 and m=3) 
2.6 Concluding remarks 
In this chapter, point interpolation technique using polynomial basis function is 
introduced to construct the meshfree shape functions which possess the Kronecker delta 
function properties. The advantage of using polynomial basis functions is simple and of high 
accuracy. However, the polynomial interpolation technique has singularity problem sometimes. 
In order to overcome the difficulty, a technique employing radial basis function (RBF) with 
polynomial terms is presented. Using RBF can effectively handle the singularity problem of 
polynomial point interpolation technique. The formulation of the radial point interpolation 
technique is discussed in detail. The radial basis point interpolation with the polynomial terms 
obtains satisfying accuracy in this surface fitting of function. However, it is found that lower 
accuracy is exhibited in fitting for the higher order derivatives of function using this 
interpolation technique. To improve the accuracy of these derivatives, Hermite-type radial 
point interpolation technique is introduced accordingly. The results obtained have 
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Chapter 3  
Steady-State Analysis of Heat Transfer 
Problems 
3.1 Introduction 
The meshfree strong-form methods have a relatively longer history of development. To 
solve partial differential equations (PDEs) using strong-form methods, the PDEs are usually 
discretized by simple collocation method for the field nodes. Some meshfree strong-form 
methods have been developed, such as the vortex method (Chorin AJ, 1973), finite difference 
method (FDM), the finite point method (FPM) ( aten~O  E et al., 1996), the hp-meshless cloud 
method (Liszka TJ et al., 1996), and the meshfree collocation method (Kansa EJ, 1990), etc. 
The meshfree strong-form methods have some attractive features. The procedure of 
discretizing the governing equations is straightforward, and the resultant equations are simple. 
On the other hand, no complex formulation and expensive computation are required, no 
integration is required as the PDEs are discretized directly using strong-form method instead of 
weak-form ones. Therefore, meshfree strong-form methods are computationally efficient. 
Owing to the above advantages, meshfree strong-form methods have been widely studied and 
applied in computational mechanics successfully, especially in the fluid mechanics. 
This present chapter applies the meshfree strong-form collocation method to solve 
steady-state heat transfer problems, which are governed by a set of partial differential equations 
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problem domain as well as the boundary. Usually there are two types of boundary conditions. 
One is essential boundary conditions, and the other is derivative boundary condition. For 
essential boundary conditions (EBCs), it is observed that the accurate results can be obtained by 
collocation method based on the RPIM shape functions. However, for derivative boundary 
conditions (DBCs) problems, the accuracy of the solution drops drastically and the solution is 
unstable. It means that small changes in the setup of the problem can lead to a large change in 
the solution. Therefore, the treatment of the derivative boundary condition is particularly 
important when using Meshfree strong-form method. It will be discussed and the major 
techniques will be presented in detail in the following sections. 
The chapter is organized as follows. Section 3.2 presents the governing equations of 
steady-state heat transfer problems. Section 3.3 shows the discretized equation with essential 
boundary conditions using collocation method based on RPIM shape functions or RPCM. 
Section 3.4 presents the discretization using collocation method with Hermite-type 
interpolation scheme or Hermite-RPCM, which includes additional derivative variables for the 
derivative boundary nodes. On the other hand, a new technique employing finite calculus (FIC) 
for DBCs is given in this section. Numerical results of steady-state heat transfer problems are 
illustrated in Section 3.5. In this section, the comparison analysis is also conducted for the 
results of derivative boundary condition problems obtained by RPCM, Hermite-RPCM, and 





Chapter 3                                            Steady-state Analysis of Heat Transfer Problems 
 33
3.2 Governing equations of steady-state 
Consider the following governing equation of steady-state heat transfer problems in a 
domain Ω  bounded by Г: 
( )xQT =∇ 2ρ  (3.1) 
Where ρ  is thermal conductivity and set to be unity for the purpose of simplicity, 2∇  is 










∂=∇  in three-dimension, ( )xQ  is the 
heat flux, and T  is temperature variable. Two boundary conditions are given as follows: 
 Essential boundary condition:         ii TT =   on SΓ  (3.2) 
 Natural boundary condition:      ( )xq
n
=∂
∂T   on DBΓ  (3.3) 
where iT  denotes the prescribed temperature, n  is the unit outward normal to the domain 
Ω , ( )xq  the density of heat flux， SΓ  essential boundary, and DBΓ  natural boundary. 
The 1-D, 2-D and 3-D of steady-state heat transfer problems with EBCs and DBCs are 
studied in this chapter. As well, for 3-D steady-state heat transfer problems, the governing 





















∂ xρ  (3.4) 
With the boundary conditions given in Equations (3.2) and (3.3), the above governing 
equations can be solved. 
3.3 Discretized governing equations with EBCs 
In this section, a 1-D problem is presented to demonstrate the collocation procedure for 
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of discussion, the collocation method using the PPIM shape functions is termed as polynomial 
point collocation method or PPCM in short.  
3.3.1 Problem description 
Consider a heat transfer problem governed by the following second order ordinary 
differential equation in a 1-D domainΩ  




TdxA A  (3.5) 
where T  is the unknown scalar field function, the coefficient A  is given and depends on x , 
and ( )xqA  is a given source term. Two types of boundary conditions are given: 
z Neumann boundary condition: 
( ) ( ) 0=+ xq
dx
dTxB B  (3.6) 
where x  is a point on the Neumann boundary DBΓ , B  is a given function of x  and Bq  is a 
given source term on DBΓ . 
z Dirichlet boundary condition: 
( ) 0=−TxT  (3.7) 
where x  is a point on the Dirichlet boundary SΓ , and T  is the prescribed value for the field 
variable. 
3.3.2 Function approximation using meshfree shape functions 
Assume that there are dN  internal nodes and SDB NNNb +=  boundary nodes, where 
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For convenience, as shown in Figure 3.1, 1x  is assumed on the Dirichlet boundary and Lx   
on the Neumann boundary. Note that 1DB =N  and 1S =N . The problem domain is 
represented by bd NNN +=  field nodes numbered sequentially with LN xx = . Hence, 
there are ( )2−N  internal nodes. 
 
Figure 3.1 Nodal distribution used in a 1-D domain 
 
Using the meshfree shape functions described in Chapter 2, one can obtain the following 
formula of approximating the unknown variable and its derivatives at a collocation node at Ix  



















where Φ  is the vector of shape functions, and sT  is the nodal vector of the unknown function, 
i.e., 
{ }nφφφ L21T =Φ  (3.11) 
{ }nTTT L21Ts =T  (3.12) 
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3.3.3 System equation discretization 
For an arbitrary internal node Ix , the discretized governing Equation (3.5) can be obtained 
by simple collocation: 


















or in the matrix form 
IsI q=TK  (3.14) 
where IK  is the nodal matrix for the collocation node at Ix  with dimension ( )n×1 , which 
can be written in detail as 



















φφφ LK  (3.15) 
In Equation (3.13), Iq  is given by 
( )IAI xqq −=  (3.16) 
Note that Equation (3.14) is valid for any internal node or derivative boundary node. 
3.3.4 Discretization of Dirichlet boundary condition 
For the node 1x  located on the Dirichlet boundary, the Dirichlet boundary condition can 










where 1K  is the nodal matrix for the collocation node at 1x , which is defined by 
{ }nφφφ L21T1 ==ΦK  (3.18) 
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1f  is given by 
11 Tq =  (3.19) 
Note that if the shape function possesses the delta function properties, such as PIM and 
RPIM shape functions, it yields 
{ }TT1 001 L==ΦK  (3.20) 
When the problem has merely Dirichlet boundaries at both ends of a 1-D domain, the 







T  (3.21) 
where the nodal matrix for the node at Nx  is 
{ }nN φφφ L21T ==ΦK  (3.22) 
where iφ  is created using n  nodes in the support domain of node N . In Equation (3.21), 
Nq  is given by 
NN Tq =  (3.23) 
Combining Equations (3.14), (3.17), and (3.21) for the corresponding nodes, the system 
equations are obtained as 
( ) ( ) ( )11 ××× = NNNN QTK  (3.24) 








































K  (3.25) 
In Equation (3.25), the first row is related to Dirichlet boundary condition in Equation 
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row is related to Neumann boundary condition in Equation (3.22). 



































1 MQ  (3.26) 





























1 MT  (3.27) 
3.4 Discretized governing equations with DBCs 
In the following section, it will be addressed how to construct system equations for 
problems with Dirichlet boundary condition at node 1x  and Neumann BC at node Nx . The 
treatment for the governing equations and the Dirichlet boundary condition are same as those 
mentioned in Section 3.3. Some special treatments are listed as follows. 
3.4.1 The direct collocation method  
The direct collocation method is used to impose the Neumann boundary condition. 
Substituting Equation (3.8) into the Neumann boundary condition, it leads to 
( ) ( )43421
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( )






















And Nq  is given by 
( )NBN xqq −=  (3.30) 
Assembling Equations (3.14) (3.17) and (3.28) for the corresponding nodes, the 
discretized governing equations are obtained by 
( ) ( ) ( )DC 1DC1DC ××× = NNNN QTK  (3.31) 









































K  (3.32) 
In Equation (3.32), the first row is related to Dirichlet boundary condition in Equation 
(3.18) ; the second to ( )1−N rows are related to the system PDEs in Equation (3.15); the last 
row is related to Neumann boundary condition in Equation (3.29). 




































1 MQ  (3.33) 
The last row in Equation (3.33) corresponds to Neumann boundary condition in Equation 



































1 MT  (3.34) 
The unknown values of T  for all field nodes are obtained by solving Equation (3.31). It 
should be noted that the ‘assembling’ matrix DCK  is different from that in the conventional 
FEM. In FEM, the element or nodal matrices are assembled symmetrically into the global 
matrix. In the present method, however, the nodal matrix is stacked together row-by-row to 
form the global matrix. In general, the global system matrix DCK  given in Equation (3.25) is 
sparse due to the use of the local support domain that normally contains a very small portion of 
the field nodes. Therefore, it is asymmetric due to the different sizes or shapes of the local 
support domain for constructing the shape functions. 
3.4.2 The Hermite-type collocation (HC) method 
In Hermite-type approximation, the derivative variables for the derivative boundary 
(DB)-nodes are added as additional degrees of freedom (DOF). For an internal collocation node 
at Ix , the conventional meshfree shape functions introduced as Sub-Section 3.4.1 mentioned 
are used if the local support domain does not include the DB-node. When the support domain 
includes the DB-node, the following formula is used based on the Hermite-type shape functions 
(see, Chapter 2)  
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where Φ  is the vector of shape functions obtained by the Hermite-type RPIM, Hφ  is the 




T NN =' is the additional derivative DOF.  





























































Thus, for an internal node whose support domain includes the DB-node, the nodal matrix 
IK  obtained by Equation (3.13) is re-written as 
( )





























For the DB-node, the Hermite-type approximation in Equation (3.37) is adopted. Two 
equations should be satisfied at the DB-node Nx . One is Equation (3.13) that results in the 
similar nodal matrix IK  presented in Equation (3.37), and the other is Equation (3.28) where 
the nodal matrix 1+NK  for the collocation node Nx  can be re-written as 
( )

























The discretized global system equation becomes 
( )( ) ( ) ( )HC 11HC 11HC 11 ××××++ = NNNN QTK  (3.39) 
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K  (3.40) 
In Equation (3.40), the first row is related to Dirichlet boundary condition in Equation 
(3.18) and the second to thN  rows are related to the system PDE in Equation (3.15) or 
Equation (3.37); the last row is related to Neumann boundary condition in Equation (3.38). 




























11 MT  (3.41) 


































11Q  (3.42) 
Solving Equation (3.39) for the 1+N  unknowns, the nodal function values are obtained 
for all the field nodes. 
3.4.3 Finite calculus (FIC) stabilization 
This section describes the finite calculus (FIC) procedure, which are generated by 
balance laws of mechanics over a domain of finite size. FIC is a different technique for 
deriving stabilized numerical methods ( aten~O  E, 2004). The derivation of the stabilized 
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introduces naturally additional terms in the classical differential equations of the infinitesimal 
theory which are a function of the balance domain dimensions ( aten~O  E, 2001). The merit of 
the modified equations via the FIC approach is that they result in stabilized schemes using 
collocation numerical method. 
In a 1-D domain Ω , the equation of balance of fluxes in a sub-domain size d  as 
shown in Figure 3.2  is expressed as 
0=− outin qq  (3.43) 
where inq  and outq  are the incoming and outgoing fluxes at point A  and B , respectively. 
The flux q  includes both convective and diffusive terms, i.e. ( )dxdTkvTq −= , where T  
is the temperature, v  is the velocity, and k  is the diffusivity of the material. 
 
 
Let’s express now the fluxes inq  and outq  in terms of the flux at an arbitrary point C  
within the balance domain as shown in Figure 3.2. Expanding inq  and outq  in Taylor series 
around point C  up to second-order terms, it yields 
 

















































where 12 dddc −=  and α  is a stabilization parameter at the arbitrary point C . 
Standard calculus theory assumes that the domain d  is of infinitesimal size and the 
resulting balance equation is reduced to 0=dxdq . Relaxing this assumption and allowing 
the space balance domain to have a finite size ( aten~O  E, 2004), the new balance Equation 
(3.45) incorporates a new term, the stabilization parameter α . Obviously, accounting for 
higher order terms in Equation (3.44) would lead to new terms of higher powers of cd  in 
Equation (3.45). 
As Equation (3.45) is applied to the 1-D heat transfer problem, neglecting third-order 










dTv cα  (3.46) 
It is clearly found that the FIC method introduces naturally an additional diffusion term 
to the equation. A comprehensive review of FIC method can be referred to the paper ( aten~O  
E, 2004). The critical value of α  can be computed by introducing an optimality condition. 
Equation (3.46) can be extended to account for some source terms and derivative 
boundary condition problems. Then the modified Neumann boundary condition with flux is 























where Q  is the external flux. This can be easily obtained by invoking balance of fluxes in a  
finite size domain next to the boundary DBΓ , where the external flux is prescribed to a value 
Bq . 
If Neumann boundary condition is imposed, the application of the FIC procedure to 
general multidimensional steady-state heat transfer problems leads to the following correction 
equation for the derivative BC: 





nα  (3.48) 
where ix  is spatial coordinates, 3,2,1=i , n  is outward normal unit, cd  is the distance 
in the normal direction between the sampling node on the boundary and the nearest node 
within the local support domain, and α  is an introduced character parameter or stabilization 
parameter. 
Then, the global system matrix K  has the same form in Equation (3.32). However, the 
last row of global system matrix K  corresponds to the summation of Equations (3.21) and 
(3.28). 
3.4.4 Regularized the norm of the Solution 
As earlier mentioned, the “stiffness matrix” K  of discretization system equation is 
asymmetric when using collocation method based on RPIM shape functions, which arises 
from the difference of the support domain. This leads to the bad accuracy of the solution due 
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proposed, and one of which is the application of least-squares method. 
Define the following functional matrix Π  in the form of 
{ } { }QKTQKT −−= TΠ  (3.49) 
where the superscript ‘ T ’denotes transpose of the matrix. The right hand side of this function is 
the L2 norm used in deriving the LS method for not positive definite or asymmetric matrix. 




∂Π  (3.50) 
which leads to 
( ) ( ) 0QKKTKQKTK
T
=−=−=∂
∂ TTT 22Π  (3.51) 
It is noted that matrix KK T  is symmetric positive definite and invertible. It is clearly 
demonstrated that the treatment can increase the accuracy and efficiency of the solution. 
Note that the derivative boundary condition is imposed in the processing of forming the 
governing system matrix and the right-hand side of equation before the least-squares 
stabilization technique is applied. Essential boundary condition is only imposed at the final 
stage after modified stiffness matrix and modified heat flux are formed via LS-FIC stabilization 
procedure. The stabilization formulation can be extended in exactly the same manner to 2D 
and 3D problems. 
3.5 Numerical results 
3.5.1 Numerical examples of 1-D problems 
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analyzed to reveal the features of the collocation method with different treatments for the 
DBCs. As the analytical solution is available for this case, it is easy to conduct a detailed 
analysis of errors in the numerical solutions. The following least-squares norm is defined as 


















0  (3.52) 
where exactiT  is the exact analytical solution; 
numetical
iT  is the numerical solution. 
Example 1: Steady-state analysis with Dirichlet boundary condition 
One-dimensional problem governed by the following second-order ordinary differential 
equation is solved by the polynomial point collocation method (PPCM), where the PPIM shape 






  ( )100,0∈x  (3.53) 



















xxT πsin  (3.55) 
Two models with 11 regularly and irregularly distributed nodes are used to discretize the 
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The conventional PPIM works well for 1-D domain without the need of any special treatment in 
the process of constructing the shape functions  
 
Figure 3.3 Interpolation schemes with support domain for a 1-D problem (m=5: number of 
polynomial basis; p=4: complete order of the polynomial basis) 
 
The errors in the numerical results of temperature T are listed in Table 3.1. It can be 
found that very good results are obtained using the PPCM for the problem with EBCs. 
 
Table 3.1 Error of results for 1-D problem with only EBCs using PPCM  
 Regular nodes distribution Irregular nodes distribution 
error 2.6748e-4 2.2824e-4 
 
Example 2: Steady-state analysis with Neumann boundary condition 
A 1-D steady-state heat transfer problem with derivative boundary conditions is also 
governed by Equation (3.53). This problem has the same exact analytical solution as Equation 
(3.55). The boundary conditions are as follows: 
z Dirichlet boundary condition 
0 L













==xT  (3.56) 












In seeking for an approximate numerical solution, the 1-D steady-state heat transfer 
problem is represented using regularly and irregularly distributed nodes, as shown in Figure 3.3. 
The PPCM is again used to discretize Equations (3.53), (3.56) to (3.57). The three different 
techniques presented in Section 3.4 are employed to treat the derivative boundary condition in 
the following manner. 
1) In the direct collocation (DC) method, the conventional PPIM shape functions are 
used and the Neumann boundary condition in Equation (3.57) is directly discretized 
by collocation method. 
2) In the Hermite-type collocation (HC) method, the Hermite-type polynomial PIM 
shape functions are used. The additional derivative variables 
dx
dT
 at the DB-nodes 
are added as an additional unknown variable. 
3) In the FIC collocation method, once again, the conventional polynomial PIM shape 
functions (PPCM-FIC) are used. The Neumann boundary condition in Equation 
(3.57) is discretized by collocation method and it is treated by the stabilization of 
finite calculus. 
To clearly reveal the effect of the DBC on the accuracy of the solution, the least-squares 
norm of error in Equation (3.52) is used as the error indicator. Table 3.2 lists the error in 
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Table 3.2 Error of results for 1-D problem with DBC using different 
method  
 DC HC PPCM-FIC( 4.0=α ) 
Regular 8.919e-3 1.371e-4 1.1112e-3 
Irregular 6.139e-3 1.455e-4 4.376e-4 
The presence of the DBC leads to significant difference between the numerical and exact 
solution without special treatment for the Neumann boundary condition. From the Table 3.2, it 
is found that the error of the direct collocation method is 8.919e-3 in case of regular nodal 
distribution. However, Hermite-type collocation method (HC) produces more accurate and 
stable results for both regular and irregular nodal distributions. The error is magnified about 
0.0155 times DC method in the case of regular nodal distribution. On the other hand, the 
PPCM-FIC method works well for the model with both regular and irregular nodes. 
In the PPCM-FIC method, the accuracy of the results is determined by the stabilization 
parameter α . Figure 3.4 shows the least-squares error obtained by Equation (3.52) with 
different stabilization parameterα . It is found that better results have been obtained when α  
is around 0.4. 
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3.5.3 Numerical examples of 2-D problems 











T , ( ) ( )100,0,100,0 ∈∈ yx  (3.58) 
where  T  is a scalar field variable, and Q  is a given constant carrying the heat flux for this 
problem. 
Example 1: Steady-state analysis with Dirichlet boundary conditions 
A two-dimensional problem governed by Equation (3.58) is solved by the radial 
























xyxT ππ sinsin,  (3.60) 
Two models with 11×11 regularly distributed nodes and 176 irregularly distributed 
nodes as shown in Figure 3.5 are used to discretize the problem domain. The RPCM-MQ with 
the shape parameter 0.4=cα and 13.1=q  is used for both the regular nodal model and the 
irregular nodal model. The conventional RPCM works well for 2-D domain without any 
special treatment in constructing the RPCM shape functions, and there is no DBC in this 
example. Figure 3.6 and Figure 3.7 show the steady-state temperature distributions for the 
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(a) 11×11 regular nodal distribution (b) 176 irregular nodal distribution 






































Figure 3.6 Temperature distribution in a 
2-D square domain using RPCM 
(regular nodal distribution and 
EBCs; MQ-RBF is used: αc=4.0, 
q=1.13, m=3) 
Figure 3.7 Temperature distribution in a 
2-D square domain using RPCM 
(irregular nodal distribution and 
EBCs; MQ-RBF is used: αc=4.0, 
q=1.13, m=3) 
 
The errors of the results defined by Equation (3.52) are listed in Table 3.3. From this 
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Table 3.3 Error of results for 2-D problem with only EBCs using RPCM 
 Regular nodes distribution Irregular nodes distribution 
error 1.47e-3 8.205e-4 
 
Example 2: Steady-state analysis with Neumann boundary conditions 
A 2-D steady-state heat transfer problem with derivative boundary condition is governed 
by the Equation (3.58). This example has the same exact analytical solution as given in 
Equation (3.60). The auxiliary conditions are as follows: 
z Dirichlet boundary conditions are given by: 
0
100,0,0
==== yyxT  (3.61) 

















A square problem domain of [0<x<100, 0<y<100] is discretized by 121 regular nodal and 
176 irregular nodal distributions as shown in Figure 3.5, respectively. RPIM augmented with 
three polynomial terms is used to discretize Equations (3.58), (3.61) and (3.62). The three 
different techniques presented in Section 3.4 are employed to solve this problem. Table 3.4 lists 
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Table 3.4 Error of results for 2-D problem with DBCs using different methods  
 DC HC RPCM-FIC (α=0.4) 
Regular 1.5384e-2 1.2288e-2 2.1711e-4 
Irregular 2.1772e-1 1.756e-1 1.367e-3 
 
In case of derivative boundary condition, the great error may occur. Hermite-type 
collocation method (HC) produces relatively accurate and stable results for both regular and 
irregular nodal distributions. The error magnification is about 0.806 times DC method 
according to the case of irregular nodal distribution. The RPCM-FIC method works well for 
the model of both regular nodes and irregular nodes. Figure 3.8 shows the least-squares error 
in Equation (3.52) with different stabilization parameter α . Similarly, the better results are 
obtained when α  is around 0.4. 
 


















Figure 3.8 Least-squares error of  temperature using RPCM with different parameter α  
used in a 2-D domain (MQ-RBF is used: αc=4.0, q=1.13, m=3) 
3.5.4 Numerical examples of 3-D problems 
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that are independent of time. These problems can be solved by the RPCM based on both the 
conventional RPIM shape functions and the Hermite-type RPIM shape functions. Consider a 
















T  (3.63) 
where  T  is temperature and Q  is the prescribed flux. 
Example 1: Steady-state analysis with Dirichlet boundary conditions 
A 3-D steady-state heat transfer problem governed by Equation (3.63) is subjected to the 

































xyxT πππ sinsinsin,  (3.65) 
The 7×7×7 regularly distributed nodes are firstly used to represent the problem domain, 
followed by 343 randomly distributed nodes as shown in Figure 3.9. The RPIM-MQ with the 
shape parameter 9.3=cα  and 12.2=q  is used for both the regular and irregular nodal 
models. The 30-node interpolation scheme and 4=m  are applied to the two models. The 
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(a) 7×7×7 regular nodal distribution (b) 343 irregular nodal distribution 
Figure 3.9 Nodal distribution of a 3-D cubic domain of [0<x<6, 0<y<6, 0<z<6] 
 
Table 3.5 Error of results for 3-D problem with only EBCs using RPCM 
 Regular nodes distribution Irregular nodes distribution 














































Figure 3.10 Temperature distribution using 
RPCM at z=3 cross section in a 
3-D domain (regular nodal 
distribution and DBCs; MQ-RBF 
is used: αc=4.1, q=2.01, m=4) 
Figure 3.11 Temperature distribution using 
RPCM at z=3 cross section in a 
3-D domain (irregular nodal 
distribution and DBCs; MQ-RBF 
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Figure 3.10 shows the temperature distribution at the cross-section at 3=z  when the 
nodes of the field are regularly distributed. The temperature distribution with irregular nodal 
distribution at the cross-section at 3=z  is demonstrated in Figure 3.11. Accuracy of the 
results for the cases with only Dirichlet boundary condition is acceptable without any 
treatment. The solution using RPCM-MQ is in good agreement with the exact solution in case 
of essential boundary conditions.  
 
Example 2: Steady-state analysis with Neumann BCs 
A 3-D steady-state heat transfer problem with Neumann boundary conditions is governed 
by the same partial differential Equation (3.63). The boundary conditions are as follows: 








































The exact solution for this problem with Neumann boundary condition is given by 
Equation (3.65). The RPCM-MQ method is used to analyze this problem, and the shape 
parameters in MQ-RBF are chosen as 1.4=cα  and 01.2=q . 
Regularly distributed 7×7×7 nodes are first used to discretize the problem domain, and 
then the 24-node interpolation scheme in a support domain is employed. The results obtained 
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listed in Table 3.6. From this table, the least-squares error of results using the conventional 
RPCM and Hermite-type RPCM is 1.0452e-003 and 2.2580e-004, respectively. On the other 
hand, in the RPCM-FIC, Neumann boundary condition in Equation (3.67) is discretized and 
added a finite balance quantity by collocation method with finite calculus balance. The 
least-squares errors are listed in Table 3.6. It is demonstrated that the Hermite-type RPCM 
improves the accuracy of the solution significantly because it can enforce DBCs much more 
accurately. Further, the collocation method with treatment of FIC can efficiently improve the 
accuracy of the solutions.  
 
Table 3.6 Error of results for 3-D problem with DBCs using different 
methods 
 DC HC RPCM-FIC ( 0.1=α ) 
Regular 3.585e-1 7.744e-2 3.4097e-2 
Irregular 6.548e-2 4.145e-2 3.381e-2 
 
A total of 343 irregularly scattered nodes, as shown in Figure 3.9 (b), are then used to 
investigate the stability of the results by the RPCM for the case of irregular nodal distribution. 
The numerical results obtained for the Nuemann BC problems are listed in Table 3.6. These 
results show that the RPCM and Hermite-type RPIM shape functions are stable even 
irregularly scattered nodes are used. It is also shown that the use of Hermite-type RPIM shape 
function can significantly improve the accuracy of the solution. 
The collocation method with treatment of finite calculus for derivative boundary 
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obtained by adjusting the value of stabilization parameter α . The least-squares error for 
different stabilization parameter α  is shown in Figure 3.12. It is seen that the accurate 
solution can be obtained when 0.1~4.0=α in this case. Figure 3.13 shows the temperature 
distributions obtained by DC, HC, and RPCM-FIC methods. It can be observed that the 
solution of RPCM-FIC method is better than that of the other two methods. 
 














Figure 3.12 Least-squares error of temperature using RPCM-FIC with different parameter α
used in a 3-D domain ( irregular nodal distribution and DBCs; MQ-RBF is used: 

































(a) Temperature distribution using DC (b) Temperature distribution using HC 
X
Y









(c) Temperature distribution using 
RPCM-FIC 
Figure 3.13 Temperature distribution using 
different methods at 3=z cross 
section in a 3-D domain 
(irregular nodal distribution and 
DBCs; MQ-RBF is used: αc=4.1, 
q=2.01, m=4) 
(a) Temperature distribution using DC 
(b) Temperature distribution using HC 
(c) Temperature distribution using PCM-FIC 
 
3.6 Concluding remarks 
The simple collocation method is firstly used to discretize the system equations of 
steady-state heat transfer problems in this chapter. This detailed procedure consists of the 
discretization of two boundary conditions, i.e. essential boundary condition and derivative 
boundary condition. Radial point collocation method is used to analyze the steady-state heat 
transfer problems. Essential boundary condition problems are easy to solve using the present 
method. However, greater error occurs in the case of derivative boundary condition problems 




Chapter 3                                            Steady-state Analysis of Heat Transfer Problems 
 61
difficulties. A number of numerical examples are computed by radial point collocation 
method (RPCM). The solution obtained by RPCM is in very good agreement with the exact 
analytical solution when the essential boundary conditions exist. Whereas, Hermite-type 
RPCM and RPCM combined with FIC treatment are more efficiency and accurate than pure 
RPCM for the problems with derivative boundary condition. The stabilization parameterα of 
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Chapter 4  
Transient Analysis of Heat Transfer 
Problems 
4.1 Introduction 
In Chapter 3, steady-state heat transfer analysis is performed using RPCM. However, the 
spatial temperature distribution varies with time in many practical processes (Edwards, 1979). 
Due to the fact that the time-dependent phenomena are often formulated as initial value 
problems, these problems are characterized by the presence of time derivatives in the governing 
equations. 
Numerical methods are necessary to obtain approximate solutions to practical transient 
heat transfer problems. Then many numerical methods, such as the finite difference method 
(FDM) (Alain, 1993) and finite element method (FEM) (Gianni et al., 1994), are commonly 
used to analyze the transient heat transfer. 
In this chapter, the meshfree methods viz. the point interpolation collocation method 
(PICM) and radial point collocation method (RPCM) are used to transient study heat transfer 
problems. The direct time interpolation method is used to treat the initial conditions. Both the 
explicit time integration method (the Crank Nicholson method) and the implicit time 
integration method (the Newmark method) are used to solve transient heat transfer problems. 
Section 4.2 gives the details of RPCM formulation of transient heat transfer problems. In 
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time integration schemes are described in Section 4.4. Then numerical implementation is 
presented in Section 4.5 followed by a brief remark in Section 4.6. 
4.2 RPCM for transient problems of heat transfer 
The governing equation for transient state of heat transfer in global problem domain Ω  
is as follows: 
( )t,QTT2 x=+∇ &ρ  (4.1) 
where T  is temperature variable, ρ  is thermal conductivity and set to be unity for simplicity, 














the rate of change in temperature, ( )tQ ,x  is heat flux that depends upon x  and time t . 
In heat transfer analysis, the boundary conditions usually take the same forms as 
Equations (3.2) and (3.3). 
The global problem domain Ω  is represented by a set of scattered nodes. In transient 
analysis, T is the function of time and space. Discretization is performed only on the equations 
for the spatial coordinate. Using the RPIM shape functions, it yields 




, φ  (4.2) 
where n  is the number of nodes in a support domain for a sampling point x , ( )tT  is the 
nodal temperature vector at time t , Φ  is the matrix vector of shape functions. Substituting 
Equation (4.2) into the strong-form Equation (4.1) and adopting the same procedure described 
in Section 3.3, one can obtain the following discretized system equations for the thi field node. 
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where T  is the vector of nodal temperature for nodes in a support domain of the thi field 
node. Detailed formulations of iK  and iQ  have been presented in Section 3.3. Equation (4.3) 
represents a summation of two linear equations for the thi field node. Applying Equation (4.3) 
to all N  field nodes in the global problem domain, and assembling all these N equations, one 
can obtain the final global system equations in the following matrix form. 
QKTT =+&  (4.4) 
Equation (4.4) is the system equation using RPCM method for transient heat transfer 
analysis. Solving this set of equations, one can obtain temperatures for all field nodes at 
arbitrary time. It is very easy to solve the essential boundary conditions due to the strong-form 
method used. The equations for the nodes on the essential boundary need not be created due to 
the fact that RPIM shape functions possess the delta function property. 
4.3 Time-domain least-squares formulation 
In Equation (4.4), the global stiffness matrix in RPCM method is normally asymmetric. 
Making the global stiffness matrix symmetric is a challenging task, but it is crucial for the 
efficiency and the stability of the RPCM method. Hence, time-domain least-squares 
formulation by means of variational principle and Hamilton principle is proposed. 
4.3.1 Hamilton principle 
Hamilton’s principle is a simple powerful tool to derive discretized dynamic system 
equations. It simply states that, of all the admissible time histories of unknown quantities, the 
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variable of field must satisfy the following conditions: 
1. the compatibility equations 
2. the essential or the kinematics boundary conditions 
3. the conditions at initial 1t and final time 2t . 
Condition 1 ensures that the physical variable of field is compatible (continuous) in the 
problem domain. Condition 2 ensures that physical variables of field constraints are satisfied; 
and condition 3 requires the history of physical variable of field to satisfy the constraints at the 
initial and final times. 
Mathematically, Hamilton’s principle states: 
02
1
=Π∫ tt dtδ  (4.5) 
where Π is the 2L norm of the error as given in following 
{ } { }Q-KTTCQ-KTTCRR ++== && TTΠ , (4.6) 
and the discretized system equation for transient heat transfer problems is as follows: 
0Q-KTTC =+&  (4.7) 
where Q  is heat flux,  C is heat capacity symmetric matrix and set to be unity for simplicity, 
and T is variable of the field.  
Equation (4.6) can be expanded as  
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4.3.2 Variational principle 
Substitute Equation (4.8) into Equation (4.5), one may note that the variation and 
integration operator are interchangeable. Hence Equation (4.5) can be rewritten by 
( ) ( ) ( ) ( ) ( )










































As an example, when the variational principle is used, the first term in Equation (4.9) for a 
2-degree of freedom system can be derived as 
 
( ) { }
( )
( ) ( )
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Similarly, the derivation of second term in Equation (4.9) is given by 
( ) { }
( )
( ) ( ) ( ) ( )








































































































The derivation of the third term in Equation (4.9) yields 
( ) { }
( )
( ) ( )
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The derivation of the fourth term in Equation (4.9) yields 
( ) { }
( )
( ) ( ) ( ) ( )






































































































The derivation of the fifth term in Equation (4.9) leads to 
( ) { }
( )
( ) ( )
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The derivation of the sixth term of Equation (4.9) leads to 
 
( ) { }
( ) ( )



















































































The derivation of the seventh term of Equation (4.9) yields 
 
( ) { }
( ) ( )
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The derivation of the eighth term of Equation (4.9) yields 
( ) { }
( ) ( )





















































































The derivation of the ninth term of Equation (4.9) leads to 
( ) 0QQ =Tδ  (4.18) 







































In Equation (4.19), the variation and the differentiation with time are also interchangeable, 
i.e. 







⎛=&  (4.20) 
Hence, substituting Equation (4.20) into Equation (4.19), and integrating the third term by 



















& δδδ  (4.21) 
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which leads to vanish of the first term on the right-hand side. This is because the initial 
condition at 1t  and final condition at 2t  have to be satisfied for any T (admissible condition 
3 required by Hamilton’s principle), and no variation at 1t  and 2t  is allowed. 
Similarly, for the fifth term and the sixth term in Equation (4.19), after integrating them by 






































& δδδ  (4.23) 
Substituting Equation (4.21) to (4.23) into Equation (4.19), it leads to 
( ) 022t
1t
TTTTTT =+−−−+∫ dtQCQKTCTKCTCKKTKT &&&&&δ  (4.24) 
To have the integration in Equation (4.24) as zero for an arbitrary integrand, the integrand 
itself has to vanish, i.e. 
( ) 0TTTTTT =+−−−+ QCQKTCTKCTCKKTKT &&&&&δ  (4.25) 
Due to the arbitrary nature of the variation, the only condition for Equation (4.25) to be 
satisfied is given by 
QCQKTCTKCTCKKTK &&&&& TTTTT −=−−+  (4.26) 
Then, equilibrium Equation (4.7) is converted to Equation (4.26) by time-domain 
least-squares method for arbitrary node of the problem domain, while C , K , Q  are heat 
capacity, shape function matrices, and heat flux for the node. 
4.4 Direct time integration 
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(4.4). Those equations are converted into Equation (4.26) after they are treated using 
least-squares method due to the asymmetry of stiffness matrix. The methods of solving 
Equation (4.4) and (4.26) are similar to those in FEM. They can be largely divided into two 
categories: the modal analysis and the direct analysis (Liu and Quek, 2002). The direct analysis 
methods, such as the well-known Crank Nicholson method and Newmark method, are used in 
this chapter. 
4.4.1 Crank Nicholson method 
In transient problems, the temperature at the next time step is calculated from the values at 
the preceding time step. Using the RPCM, one obtains a set of system equations at time t . For 






Tρ , dNi L,2,1=  (4.27) 
where iT  is the approximate value of temperature at node i and time t , and  
Aii QTR +∇= 2  (4.28) 
For DB-nodes, except Equation (4.27), one has 
0T =+∇ Bi qTn , DB,2,1 Ni L=  (4.29) 
For nodes on Dirichlet boundary SΓ , we have 
0=− ii TT , S,2,1 Ni L=  (4.30) 
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where the subscript represents the time sequence, and t∆ is the time step. 
4.4.2 Newmark method 
The Newmark method is a generalization of the linear acceleration method. This method 
assumes that the acceleration varies linearly within the time interval ( t , tt ∆+ ), which gives 
( ) t
t tttttt
∆≤≤−∆+= ∆+∆+ ττ 0for
1 TTTT &&&&&&&&  (4.32) 
and 
( )[ ] ttttttt ∆+−+= ∆+∆+ TTTT &&&&&& δδ1  (4.33) 
2
2




⎛ −+∆+= ∆+∆+ TTTTT &&&&& ββ  (4.34) 
The response at time tt ∆+ is obtained by evaluating the equation of motion at time 
tt ∆+ . The Newmark method is an implicit method. The Newmark method is unconditionally 













One can find that 5.0=δ  and 25.0=β  lead to acceptable results for most problems 
considered. 
4.5 Numerical results 
4.5.1 One-dimensional analysis 
For a 1-D heat transfer problem, the governing equation in transient state is expressed by  
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The boundary conditions and initial conditions are given as follows: 










Essential boundary condition: 
( )t
L
x ππ 2cossinTT ii ⎟⎠
⎞⎜⎝
⎛==  on SΓ  (4.38) 





xxT πsin0,  Ω∈x  (4.39) 
Velocity initial condition: 
( ) 00, =xT& Ω∈x  (4.40) 







xT ππ sin0, 2
2
&&  Ω∈x  (4.41) 
in which T , 0T , 0T&  and 0T&&  denote the prescribed temperature, initial temperature, velocity 
and acceleration, respectively. 
The exact analytical solution for this problem is given by 
( ) ( )t
L
xtxT ππ 2cossin, ⎟⎠
⎞⎜⎝
⎛=  Ω∈x  (4.42) 
For quantitative error analysis of a global domain, the least-squares norm is defined as an 





























0  (4.43) 
where N  is the total number of the nodes within the problem domain, numiT  is the 
temperature obtained by numerical methods, and exactiT  is the analytical solution. The error for 











−=  (4.44) 
where exactmidT  is the solution from analytical method and 
numerical
midT  is the solution from 
numerical analysis. 
4.5.1.1 Transient response for 1-D problems with EBCs 
Example 1: Regular nodal distribution 
A numerical example with EBCs is analyzed to obtain the transient response within a 
domain of [0,100], which is discretized by 11 uniformly distributed nodes. PPCM is used to 
analyze this problem. Five nodes in a support domain are selected to create shape functions for 
arbitrary point. Different time steps are used to check the stability of the present PPCM 
formulation. The Crank Nicholson method with st 01.0=∆  is used. The results for a half 
































Figure 4.1 Transient response of temperature using PPCM (regular nodal distribution 
and EBCs: ∆t=0.01s) in a 1-D domain 
 
The errors are computed with the elapse of the time. Figure 4.2 shows the variation of the 
error defined by Equation (4.43) with time for only essential boundary conditions problems. 
The variation of the temperature of the point at 50=x  is shown in Figure 4.3.The time 
variation of the error given in Equation (4.44) of the point at 50=x  is exhibited in Figure 4.4. 
It is found that the error is a periodic function of time and does not increase with time, which 
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Figure 4.2 Variation of global error of 
temperature with time using 
PPCM (regular nodal distribution 
and EBCs: ∆t=0.01s) in a 1-D 
domain 
Figure 4.3 Variation of temperature with 
time for the point at 50=x  
using PPCM (regular nodal 
distribution and EBCs: ∆t=0.01s) 
in a 1-D domain 
  
















Figure 4.4 Variation of the error with time for point at x= 50 using RPCM (regular nodal 
distribution and EBCs: ∆t=0.01s) in a 1-D domain 
 
Example 2: Irregular nodal distribution 
For the same problem domain, the field is discretized by 11 irregular distributed nodes. 
The same code for solving the problem with regular nodal distribution is again used to analyze 
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domain of [0,100] at st 0.0= , st 1.0= , st 2.0= , st 25.0= , st 3.0=  st 4.0= and st 5.0=  
time. It is found that the numerical solution coincide precisely the exact solution. 
Figure 4.6 shows the time history of error defined in Equation (4.43) for the problems 
with irregular nodal distributions. The variation of the temperature of the point at 50=x  
which is generated by shape-preserving piecewise cubic interpolation is illustrated in Figure 
4.7. The variation of the error in Equation (4.44) with time for the same point is shown in 
Figure 4.8. 

























Figure 4.5 Transient response of temperature using PPCM (irregular nodal distribution and 
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Figure 4.6 Variation of global error of 
temperature with time using 
PPCM (irregular nodal 
distribution and EBCs: ∆t=0.01s) 
in a 1-D domain 
Figure 4.7 Variation of temperature with 
time for the point at 50=x  
using PPCM (irregular nodal 
distribution and EBCs: ∆t=0.01s) 
in a 1-D domain 















Figure 4.8 Variation of error with time for point at x= 50 using PPCM (irregular nodal 
distribution and EBCs: ∆t=0.01s) in a 1-D domain 
 
4.5.1.2 Transient response for 1-D problems with DBC 
For problems with Neumann boundary conditions, two time integration schemes are used 
to solve transient problems. One is the Newmark method combining with the point 
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procedure (PPCM-LS-FIC). The other is the Crank Nicholson method with pure PPCM. The 
time step of Newmark method is 0.001s while that of Crank Nicholson method is 0.01s.  
The discretization of spatial governing equation with derivative boundary condition is the 
same as those described in Section 3.4.3. Numerical analysis in a 1-D problem within a domain 
of [0,100], which is discretized by 11 regularly distributed nodes, is conducted. At 0=x , 
essential boundary condition is imposed, and at 100=x , derivative boundary condition is given 
in Equation (4.37). 
In the PPCM-LS-FIC, the Nuemann boundary condition is imposed in the processing of 
forming the governing ‘stiffness’ matrix K  and heat flux vector Q  before the stabilization 
technique is applied. Essential boundary condition is only imposed at the final stage after the 
modified stiffness matrix and modified heat flux are formed via LS-FIC stabilization 
procedure. 
 
Example 1: Regular nodal distribution 
Figure 4.9 shows the results obtained by PPCM-LS-FIC. Transient response of the global 
field nodes is demonstrated for regular nodal distribution at st 0.0= , st 1.0= , st 2.0= , 
st 25.0= , st 3.0= , st 4.0=  and st 5.0= . Intensive numerical computations are performed to 
find the better stabilization parameter α  of FIC treatment for the problems with DBCs. It is 
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Figure 4.9 Transient response of temperature using PPCM-LS-FIC (regular nodal 
distribution and DBCs: ∆t=0.001s , 22.0=α ) in a 1-D domain 
 
The variation of the temperature with time of the point at 50=x  in two time periods is 
shown in Figure 4.10. It is seen that the solution of numerical analysis is in good agreement 
with exact ones. 
 

















Figure 4.10 Variation of temperature with time for the point at 50=x  using PPCM-LS-FIC 
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Figure 4.11 illustrates the variation of the error in Equation (4.43) obtained by 
PPCM-LS-FIC. It is seen that the significant accuracy is obtained if it is compared with the 
results as shown in Figure 4.12; the latter is obtained by conventional PPCM. The error 
variation with time at the point at 50=x , which is defined by Equation (4.44), is shown in 
Figure 4.13. The error of the results is obtained by PPCM-LS-FIC. For the same node, the 
variation of the error using the pure PPCM is shown in Figure 4.14. It is observed that 
PPCM-LS-FIC can significantly improve the efficiency and accuracy for transient heat transfer 
of 1-D problems.  
 






























Figure 4.11 Variation of global error of 
temperature with time using 
PPCM-LS-FIC (regular nodal 
distribution and DBCs: 
∆t=0.001s, 22.0=α ) in a 1-D 
domain 
Figure 4.12 Variation of global error of 
temperature with time using 
PPCM (regular nodal distribution 
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Figure 4.13 Variation of error with time for 
point at x= 50 using 
PPCM-LS-FIC (regular nodal 
distribution and DBCs: 
∆t=0.001s, 22.0=α ) in a 1-D 
domain 
Figure 4.14 Variation of error with time for 
point at x= 50 using PPCM 
(regular nodal distribution and 
DBCs: ∆t=0.01s) in a 1-D 
domain 
 
Example 2: Irregular nodal distribution 
For the same problem domain, the field is discretized by 11 irregular nodal distributions as 
given in Figure 4.15. The procedure for solving the problem with irregular nodal distribution is 
again used to analyze this case. Figure 4.15 also shows the transient response of the field nodes 
at st 0.0= , st 1.0= , st 2.0= , st 25.0= , st 3.0= , st 4.0=  and st 5.0= time. PPCM-LS-FIC 
formulation is employed to obtain the transient response. Stabilization parameter 22.0=α  of 
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Figure 4.15 Transient response of temperature using PPCM-LS-FIC (irregular nodal 
distribution and DBCs: ∆t=0.001s, 22.0=α ) in a 1-D domain 
 
For the testing point at 50=x , the variation of the temperature with time is shown in 
Figure 4.16. It is noted that the numerical solution is in good agreement with exact ones. 
















Figure 4.16 Variation of temperature with time for the point at 50=x  using PPCM-LS-FIC 
(irregular nodal distribution and DBCs: ∆t=0.001s, 22.0=α ) in a 1-D domain 
The error in Equation (4.43) of the global domain varies with time as shown in Figure 4.17 
and Figure 4.18. The results in Figure 4.17 are obtained by PPCM-LS-FIC formulation while 
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Figure 4.17 Variation of global error of 
temperature with time using 
PPCM-LS-FIC (irregular nodal 
distribution and DBCs: 
∆t=0.001s, 22.0=α ) in a 1-D 
domain 
Figure 4.18 Variation of global error of 
temperature with time using 
PPCM (irregular nodal 
distribution and DBCs: ∆t=0.01s) 
in a 1-D domain 
Similarly, the variation of the error of the point at 50=x , which is given in Equation 
(4.44), is shown in Figure 4.19 and Figure 4.20. Figure 4.19 exhibits the variation of the error 
obtained by PPCM-LS-FIC while Figure 4.20 by conventional PPCM. 
 





























Figure 4.19 Variation of error with time for 
point at x= 50 using 
PPCM-LS-FIC (irregular nodal 
distribution and DBCs: 
∆t=0.001s, 22.0=α ) in a 1-D 
domain 
Figure 4.20 Variation of error with time for 
point at x= 50 using PPCM 
(irregular nodal distribution and 
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Comparing the results by PPCM-LS-FIC with those by PPCM procedures, it is found that 
the solution using PPCM-LS-FIC is better than that obtained by PPCM. It is illustrated that the 
PPCM-LS-FIC formulation can significantly improve the stabilization and accuracy for the 
transient analysis. 
4.5.2 Two-dimensional analysis 
The governing equation for the transient heat transfer problems defined within a square  
of domain [ ]LyLx ≤≤≤≤ 0,0  is expressed as follows: 




















⎛−=∇+&  (4.45) 
where T&  denotes
t∂







∂=∇ , T  is the temperature 
variable in a square domain, and L  is the length of the square domain. The boundary and 
initial conditions are given as follows: 












∂  on DBΓ  (4.46) 








xxT ππ sinsin0,  Ω∈x  (4.47) 
Velocity initial condition: ( ) 00, =xT& Ω∈x  (4.48) 








xtxT πππ sinsin4, 20&&  Ω∈x  (4.49) 
in which T , 0T , 0T&  and 0T&&  denote the prescribed temperature, initial temperature, velocity 




Chapter 4                                              Transient Analysis of Heat Transfer Problems 
 87
For error analysis of a global domain, the least-squares norm is defined in the same form 
as Equation (4.43). The error for a testing point at the center of a square domain is defined in 
previous Equation (4.44). 
This problem has the following exact analytical solution: 








⎛=  (4.50) 
  
4.5.2.1Transient analysis for 2-D problems with EBCs 
Example 1: Regular nodal distribution 
A numerical example with EBCs within a square domain of [0<x<100, 0<y<100] is 
discretized by 121 uniformly distributed nodes, as shown in Figure 4.21(a). The essential 









 on SΓ  (4.51) 
Radial point collocation method (RPCM) is employed to analyze the transient response of 
heat transfer in a 2-D domain. The shape parameters 0.4=cα  and 13.1=q  are used in radial 
basis function of MQ. Three polynomial linear terms are included in the procedure of creating 
shape functions. Forty nine nodes in a support domain are selected to construct the shape 
functions. Many time steps are computed to check the stability of the present RPCM 
formulation. Then it is found that the Crank Nicholson method with 01.0=∆t  is used to obtain 
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(a) 11×11 regular nodal distribution (b) 176 irregular nodal distribution 
Figure 4.21 Nodal distribution on a 2-D square domain of [0<x<100,0<y<100] 
 
Using RPCM procedure, the temperature distributions at st 5.0=  and st 0.1=  time are 
illustrated in Figure 4.22. The error analysis of a global domain and a testing point is performed 
respectively. The error variation of an global domain, which is defined by Equation (4.43), is 
shown in Figure 4.23. It is found that RPCM formulation provides a desired accuracy for 2-D 































(a) At st 5.0=  (b) At st 0.1=  
Figure 4.22 Temperature distribution at t=0.5s,1.0s using RPCM (regular nodal distribution 
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Figure 4.23 Variation of global error of 
temperature with time using 
RPCM (regular nodal distribution 
and EBCs. MQ-RBF is used: αc 
=4.0, q=1.13, m=3; ∆t=0.01s) in 
a 2-D domain  
Figure 4.24 Variation of error with time for 
point at x= 50, y=50 using 
RPCM (regular nodal 
distribution and EBCs. MQ-RBF 
is used: αc =4.0, q=1.13, m=3; 
∆t=0.01s) in a 2-D domain 
 
The variation of the error in Equation (4.44) with time for the node at is shown in Figure 
4.24. From the results as shown in Figure 4.23 and Figure 4.24, it is clear that either global error 
or local error is a period function for the time. These errors do not increase with time elapse. It 
indicates that the RPCM is stable for transient analysis.  
 
Example 2: Irregular nodal distribution: 
Another example for the same problem domain, which involves irregularly discretized by 
176 random nodes as shown in Figure 4.21 (b), is conducted to analyze the temperation 
response. As earlier mentioned in Example 1 of this section, the same code and the same 












(a) At st 5.0=  (b) At st 0.1=  
Figure 4.25 Temperature distribution at t=0.5s, 1.0s using RPCM (irregular nodal distribution 
and EBCs. MQ-RBF is used: αc =4.0, q=1.13, m=3; ∆t=0.01s) in a 2-D domain 
The temperature distributions using RPCM are plotted in Figure 4.25 at st 5.0=  and 
st 0.1= time. Moreover, the error of the global domain and the error at the node at  
50,50 == yx  are computed, respectively. Figure 4.26 shows the variation of the error in 
Equation (4.43). Figure 4.27 illustrates the variation of the error in Equation (4.44) for the 
testing point 50,50 == yx . After comparing these results with Example 1 in this section, pure 
RPCM works successfully for the problems with only essential boundary conditions. 




























Figure 4.26 Variation of global error of 
temperature with time using 
RPCM (irregular nodal 
distribution and EBCs. MQ-RBF 
with αc =4.0, q=1.13, m=3; 
∆t=0.01s) in a 2-D domain 
Figure 4.27 Variation of error with time for 
point at x= 50, y=50 using 
RPCM (irregular nodal 
distribution and EBCs. MQ-RBF 
is used: αc =4.0, q=1.13, m=3; 
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4.5.2.2 Transient response for 2-D problem with DBC 
Numerical examples with derivative boundary condition within a square domain of 
[0<x<100, 0<y<100] are performed to analyze the transient response of temperature 
distribution. The boundary and initial conditions are expressed as follows. 









 on SΓ  (4.52) 





πππ 2cossinT 100x ⎟⎠
⎞⎜⎝
⎛−==  on DBΓ  (4.53) 









x ππ sinsiny,0x,T  (4.54) 
Velocity initial conditions: 
( ) 0y,0x,T =&  (4.55) 









x πππ sinsin4y,0x,T 2&&  (4.56) 
The finite calculus procedure is used here to deal with the derivative boundary condition 
(DBC). Using finite calculus treatment, the DBCs equation can be rewritten as 






























c ππππαππππ n (4.57)
where n  is outwards normal unit on the boundary, cd  is the distance in the normal direction 
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domain. A stabilization parameter α  is introduced and adjusted to achieve the good accuracy. 
 
Example 1: Regular nodal distribution  
The problem domain is uniformly discretized by 121 nodes as shown in Figure 4.21 
(a).Two procedures are employed to analyze transient problems with Neumann boundary 
conditions. One is radial point collocation method (RPCM) with three polynomial terms. The 
other is RPCM with least-squares technique as well as FIC stabilization procedure 
(RPCM-LS-FIC). Forty nine nodes are selected in a support domain to construct the shape 
functions. The shape parameters 0.4=cα  and 13.1=q  are used in radial basis function of 
MQ. 
Two direct time integrations are used to solve this numerical example (i.e. the Newmark 
method and the Crank-Nicholson method). The Newmark method with s001.0=∆t  is used to 
obtain the good result when the RPCM-LS-FIC is employed. In the pure RPCM formulation, 
Crank Nicholson with s01.0=∆t  is applied to acquire the acceptable solutions. 
The transient response of temperature distribution obtained by RPCM-LS-FIC is shown in 
Figure 4.28 in a period of time. A large number of numerical implementation is developed to 
check the stabilization parameter α  of finite calculus procedure. Then the significant 
improvement is achieved when 29.0=α  is used. It is seen that the value of stabilization 










































































































































































































































































































































Figure 4.28 Temperature distribution in a 
period of time using 
RPCM-LS-FIC (regular nodal 
distribution and DBCs. MQ-RBF 
is used: αc =4.0, q=1.13, m=3; 
∆t=0.001s and α=0.29) in a 2-D 
domain 
 
For the testing point at 50,50 == yx , the time history of temperature is shown in Figure 
4.29 for two periods of time. It is noted that the numerical solution is in good agreement with 
the exact ones. The variations of the global errors in Equation (4.43) are shown in Figure 4.30 
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it is observed that the RPCM-LS-FIC is better than pure RPCM in terms of accuracy of the 
results. 

















Figure 4.29 Variation of temperature with time for the testing point at x=50, y=50 using 
RPCM-LS-FIC (regular nodal distribution and DBCs. MQ-RBF is used: αc =4.0, 
q=1.13, m=3; ∆t=0.001s and α=0.29) in a 2-D domain 
 


































Figure 4.30 Variation of global error of 
temperature with time using 
RPCM-LS-FIC (regular nodal 
distribution and DBCs. MQ-RBF 
is used: αc =4.0, q=1.13, m=3; 
∆t=0.001s and α=-0.27 ) in a 2-D 
domain 
Figure 4.31 Variation of global error of 
temperature with time using 
RPCM (regular nodal distribution 
and DBCs. MQ-RBF is used: αc 
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For the testing point at 50,50 == yx , the variation of the error in Equation (4.44) are 
shown in Figure 4.32 using RPCM-LS-FIC and Figure 4.33 using pure RPCM, respectively. 
Comparing the error of the results of above two figures, it is found that RPCM-LS-FIC is 
almost 100 times better than pure RPCM in term of the accuracy of the results for the testing 
point. Then, it is clear that RPIM-LS-FIC is robust and efficient, especially for the point located 
the center in a square domain. 
 































Figure 4.32 Variation of the error with time 
for point at x= 50, y=50 using 
RPCM-LS-FIC (regular nodal 
distribution and DBCs. MQ-RBF 
is used: αc =4.0, q=1.13, m=3; 
∆t=0.001s and α=-0.27) in a 2-D 
domain 
Figure 4.33 Variation of the error with time 
for point at x= 50, y=50 using 
RPCM(regular nodal distribution 
and DBCs. MQ-RBF is used: αc 
=4.0, q=1.13, m=3; ∆t=0.01s) in 
a 2-D domain 
 
Example 2: Irregular nodal distribution  
The same problem domain is also used to analyze in case of random nodal distribution. 
The domain as shown in Figure 4.34 is discretized irregularly by 176 nodes. The temperature 
distributions at the different time are plotted in Figure 4.35 while the same formulation and 
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RPCM-LS-FIC. In addition, the stabilization parameter 22.0=α  is used to get the acceptable 
solutions with FIC treatment. 
 






































































































































































































































































































































Figure 4.35 Temperature distribution in a 
period of time using 
RPCM-LS-FIC (irregular nodal 
distribution and DBCs. MQ-RBF 
is used αc =4.0, q=1.13, m=3; 
∆t=0.001s and α=0.22) in a 2-D 
domain 
 
The variation of the temperature at the point at 50,50 == yx  is shown in Figure 4.36. 
This result is obtained by triangle-based cubic interpolation for all nodes values in the support 
domain. The variation of temperature is obtained by RPCM-LS-FIC formulation. It is seen that 
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Figure 4.36 Variation of temperature with time of the testing point at x=50, y=50 using 
RPCM-LS-FIC (irregular nodal distribution and DBCs. MQ-RBF is used: αc 
=4.0, q=1.13, m=3; ∆t=0.001s and α=0.22) in a 2-D domain 
The variation of the error in Equation (4.43) with time are solved by RPCM-LS-FIC and 
pure RPCM, respectively. Figure 4.37 shows the error variation using RPCM-LS-FIC while 
Figure 4.38 using RPCM. 





























Figure 4.37 Variation of global error of 
temperature with time using 
RPCM-LS-FIC (irregular nodal 
distribution and DBCs. MQ-RBF 
is used: αc =4.0, q=1.13, m=3; 
∆t=0.001s and α=0.22 ) in a 2-D 
domain 
Figure 4.38 Variation of global error of 
temperature with time using 
RPCM (irregular nodal 
distribution and DBCs. MQ-RBF 
is used: αc =4.0, q=1.13, m=3; 
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Similarly, the variation of the error defined by Equation (4.44) of the testing node at 
50,50 == yx  by RPCM-LS-FIC and pure RPCM are shown in Figure 4.39 and Figure 4.40, 
respectively. It is found that RPCM-LS-IFC procedure can improve efficiency and accuracy of 
the solution when the nodes are irregularly distributed. The computational stability and high 
accuracy for an irregular nodal distribution are significant advantages of the RPIM-LS-FIC. 
 































Figure 4.39 Variation of error with time of 
the tesing point at x= 50, y=50 
using RPCM-LS-FIC (irregular 
nodal distribution and DBCs. 
MQ-RBF is used: αc =4.0, 
q=1.13, m=3; ∆t=0.001s and 
α=0.22 ) in a 2-D domain 
Figure 4.40 Variation of error with time of 
the testing point at x= 50, y=50 
using RPCM (irregular nodal 
distribution and DBCs. MQ-RBF 
is used: αc =4.0, q=1.13, m=3; 




4.6 Concluding remarks 
Radial point collocation method (RPCM) is used to analyze transient heat transfer 
problems. RPCM can easily solve the problems with only essential boundary conditions. 
However, large error may occur when the derivative boundary conditions are involved using 
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the accuracy. This technique is constituted by time-domain least-squares formulation and FIC 
stabilization. The time-domain least-squares method based on variational principle and 
Hamilton principle is derived to overcome the drawback due to asymmetry of stiffness matrix 
in detail. A number of numerical examples of transient heat transfer problems are computed to 
demonstrate the validity and efficiency of the RPCM based on LS and FIC procedures. It is 
clear that the RPCM-LS-FIC has effectively corrected the instability and inaccuracy of the 
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Chapter 5 
Conclusions and Future Research 
5.1 Conclusions 
This work has focused on the application of methfree collocation method together with 
PIM/RPIM shape functions for heat transfer analysis. Some treatments for derivative 
boundary conditions have been developed in this thesis. Through the examination, the 
following conclusions are drawn: 
1) Two point interpolation methods (PIMs), using the polynomial basis and the radial 
basis, respectively, have been presented. PIMs are accurate and efficient in constructing the 
meshfree shape functions with the Kronecker delta function properties. In these meshfree 
methods, the essential boundary conditions can be enforced as easily as that in the traditional 
FEM. 
2) Meshfree strong-form collocation method using RPIM shape functions is discussed in 
detail (RPCM). Several numerical examples have been examined to investigate the 
performance and efficiency for the present method. It is found that the method is usually 
efficient for many problems considered, especially for the problems with only essential 
boundary conditions. However, because of the inherited nature of the strong-form method, the 
error induced from the DBCs cannot be effectively controlled. It often leads to instability and 
inaccuracy of the solutions obtained by the strong-form method for problems with DBCs. 
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conditions. Hermite-type RPCM is presented to investigate the problem DBCs firstly. 
Solutions obtained by this technique are more accurate and efficient than those obtained by 
conventional RPCM. A finite calculus (FIC) treatment is then introduced to improve the 
stability and accuracy of numerical solutions for problems with DBCs. The key parameter α 
of FIC treatment is crucial to ensure the stability of the solution. A number of numerical 
examples of steady-state heat transfer problems with derivative boundary conditions have 
been computed to demonstrate the accuracy and efficiency of the present RPCM with 
combination of FIC treatment. It is observed that the stabilization parameter with 
0.1~4.0=α  leads to good results for most problems considered. 
3) The meshfree collocation method employing RPIM shape functions has also been 
successfully extended to transient heat transfer analysis, which is governed by second-order 
partial differential equations of spatial field and one-order ordinary differential equation of 
time-domain. Although the major advantage of RPCM is that it its capability of enforcing 
essential boundary conditions, it leads to instability and inaccuracy of the solutions for the 
problems with DBCs. Then, a new time-domain least-squares formulation has been 
successfully proposed and developed. In addition, FIC treatment for derivative boundary 
conditions is used to improve the accuracy of the results. Several numerical examples are 
analyzed using the present RPCM-LS-FIC method. It is shown that RPCM-LS-FIC acquires 
higher accuracy and efficiency than conventional RPCM.  
5.2 Recommendations for future research 
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investigated. On the other hand, more studies should be conducted to make these methods 
more robust and efficient in applications with complex domains, such as multi-domain, cracks, 
and so on.  
Having been implemented successfully on heat transfer problems, the meshfree methods 
developed in this thesis can be extended to analyze other complex problems in computational 
mechanics, such as shell structures, fracture problems, contact problem, biomechanics, and so 
on. 
Further research on the improvement of existing meshfree strong-form methods is also 
required. For example, high performance computing techniques need to be developed to 
improve the efficiency of meshfree methods.  
The development of meshfree methods aims at industrial application. A robust and 
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