Bounded solutions of a Volterra equation  by Gripenberg, Gustaf
JOURNAL OF DIFFERENTIAL EQUATIONS 28,18-22 (1978) 
Bounded Solutions of a Volterra Equation 
GUSTAF GRIPENBERG 
Institute of Mathematics, Helsinki University of Technology, SF-02150 Espoo 15, Finland 
Received January 11, 1977 
1. INTRODUCTION 
We consider bounds on the solutions of the real Volterra equation 
x(t) + jt 4 - 4 gW)) ds =f(G o<t<m. (l-1) 
0 
This equation arises in a number of applications, e.g., in the study of the partial 
differential equation of heat conduction. In [l] Levin obtained an explicit 
bound on the solutions of (1.1). W e are here going to extend this result. Our 
assumptions concerning the kernel a and the function f are the same as Levin 
used, namely, 
H(a): The function a: [0, 00) + [0, co) is nonincreasing and 
H(f): fE C[O, co) n BV[O, co) 
where BP denotes bounded variation. The total variation off will be denoted 
by V(j) and when df = df+ - df- (f(t) = f (0) + si df(s)), where df+ and df- 
are positive measures, we define 
V+(f > = Jorn df+(4, v-(f 1 = jam df-(4. 
The function g is assumed to be continuous and in [l] the essential requirement 
was that the measures of the sets {x > 0 / g(x) < 0} and {x < 0 [ g(x) > 0} 
should be bounded by X E R. Here we show that it is really the sets (x > 0 1 
g(x) > O} and {x < 0 1 g(x) < 0} that are important and that the measures of 
these sets should be infinite if one wants the solution to be bounded for any f 
satisfying H(f ). Levin obtained the following bound: 
sup I W < x + V(f) + oi& If(% 
ost<m . 
Our result is 
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THEOREM. Assume that g E C(- co, co), H(u) and H(j) hoZd and that 
x E C[O, co) is a solution of (1 .l), then for any t E [0, CO) 
SUP{Y I m{r IY G 7. Gf(o>;g(~) GO) > vn> 
< x(t) < inf{y I m{r I f(0) < r < y; g(r) 2 01 > v+fl. ('4 
It is understood that sup $ = -co and inf 4 = + 00 where 4 is the empty set. 
If a ~Ll(0, co) we have the following 
COROLLARY. Ij a EU(O, oo), 01 and s are nonnegative constants and the 
hypothesis of the Themem holds, then for any t E [0, co): 
The proof follows closely that of [I]. For other methods of 
on the solutions of (1.1) see the references mentioned in [I]. 
obtaining bounds 
2. PROOF OF THEOREM 
We observe first that it suffices to prove the second inequality in (1.2). To see 
this let 2(t) = -x(t),f^(t) = -j(t); t E [0, co), J(x) = -g(-x); x E (-co, co). 
Then f, f^and J satisfy the hypothesis of the Theorem where (1.1) is replaced by 
a(t) + Jot 4 - 4 6(W) ds = f(t), o<t<co. 
Hence if the second inequality of (1.2) h o Id f s or x it also holds for i and this in 
turn implies that the first inequality in (1.2) holds for x. 
We are now going to prove that the following statement holds for any 
t, E [O, co): 
m{r If(o) < 7 < x(b); g(r) 2 01 < I+. (2.1) 
It is obvious that (2.1) implies the second inequality in (1.2). We proceed 
exactly as in [l] and define 
B = ix I&) -=cO>, c = {x / g(x) = 0). 
The set B can be written as the union of disjoint intervals 
B = 5 (Q’, 7;) (rli’, 7; E C). 
i=l 
(2.2) 
(2.3) 
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The intervals need not be finite, Ni is a nonnegative integer or + co and Ni = 0 
if B = ,GJ. We assume that x(t,) >f(O) since otherwise (2.1) certainly holds. 
There are four different cases depending on the signs of g(f(0)) and g(x(t,)) 
and we will treat these cases in order. 
If g(f(0)) > 0 and g(x(t,,)) > 0 then it follows exactly as in [l] (see e.g., 
[l, (2.20), (2.23)]) that 
4h) G c (6 - ?i? +,; ~fu%z7 -.fb%)1 ff&J (2.4) 
&I 
where pk’, /3; , K E Z are certain real numbers such that 
0 < fir’ < pz < t, , k E Z and the intervals (&‘, /3;) 
are disjoint, (the set Z can be empty, finite or countable) and where 
I1 = {i > 1 If(O) < Q’ < VI’ < x(Q). 
(2.5) 
(2.6) 
By (2.2)-(2.4) and (2.6) we get 
wl) -f(O)) - m{r If(O) G y G aI); g(y) < 0) 
< --f(O) + 1 IINk’) -fo%)l +fhJ* 
ksI 
(2.7) 
Let E > 0. Then, by H(f) there exists N = N(E) such that 
g, lmk’) -f@i)l G k; lI.f(Plc’) -f(B~H + E 
N 
where I,,, = Z n {I,..., N}. Rearranging the finite series 
-f(O) + 2 Wlc’) -fb?31 +fkJ 
kPIN 
(2.8) 
(2.9) 
in the natural order of intervals and using (2.5) we have from (2.7) and (2.8) that 
m{y I f(0) < 9. < X(&l); g(r) > 0) < V+(f) + Is- (2.10) 
As E is arbitrary (2.1) follows. The other cases are treated in a similar manner. 
If g(f(0)) > 0 but g(x(t,J) < 0, then it follows (see e.g., [I, (2.21)] that the 
inequality 
holds where fik’, /3s are as in (2.5) and pi’ is such that 
0 < pi’ < t, , p; < & , k E Z and g(x(t)) < 0 (2.12) 
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when t E (& , t,], and where 
I2 = {i 3 1 If(O) < Q’ < 7; < X@i’)>. (2.13) 
The relations (2.2), (2.3), (2.1 l)-(2.13) immediately yield 
(2.14) 
We conclude exactly as in the previous case that (2.1) holds. If g(f(0)) < 0 
but g(zc(t,,)) > 0 then it is shown in [l] (see e.g., [l, (2.40)] that we have 
+ c If@k’) -f(/%)l +f@O) 
ksI 
(2.15) 
where fik’, B;L are as in (2.5) and 86 is such that 
0 < &’ < t, , /I,,“< & ,’ k E 1 and g@(t)) < 0 (2.16) 
when t E [0, /3:) and where 
I3 = {i 3 1 I X(/3;;) < 7; < 7; < x(t,)}. (2.17) 
Subtractingf(0) from both sides of the inequality in (2.15) and invoking (2.16) 
and (2.17) the relation (2.15) yields 
G -fW + c Lf@k’) -f&m +f(44 (2.18) 
kEZ 
and again (2.1) follows. Here we assumed that CC(/$) < x(t,) since by (2.16) 
and g(x(t,,)) 2 0 the inequality ~$3:) > x(t,) cannot hold. 
If g(f(0)) < 0, g(x(r,J) < 0 and g(x(t)) < 0 for every t E [0, t,,] then (2.1) is 
easily seen to hold. Ifg(zc(t)) > 0 f or some t E [0, to] then we can prove as in [I] 
(see e.g., [l, 2.41)]) that the following inequality holds: 
aI) G 4%) + 1 (6 - %Y + e4 - 4%‘) 
isI4 
-f(BG) + C [.f(Bk’) -f@i)l +f(Pj’) (2.19) 
kEI 
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where j&‘, /3;l are as in (24, j$ as in (2.12), j3b as in (2.16) and /3: < &’ and where 
I4 = {i > 1 1 x(E) < Ti’ < 7; < x(fli’)}. (2.20) 
Again it is obvious that x(/3:) < x(/3/). By the arguments used in the second and 
third cases it is easy to see that (2.1) follows. This completes the proof. 
3. PROOF OF COROLLARY 
It suffices to consider the equations 
44 + Jot 4t - 4 gk+N ds = fi(t>, O<t<co (3.1) 
and 
where 
W + Jot 4 - 4 g&(s)> ds = h(t)> O<t<co (3.2) 
and 
and 
h(t) = f(t) - 01 St 4s) ds, t E [O, a> 
0 
and 
fi(t) =f(t) + B Jot 4s) & t E P, co>. 
The assertion of the Corollary is now a direct consequence of the Theorem 
since as a EG(O, co) the assumptions are satisfied. 
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