Abstract We give an overview of the EPFL indoor flying project, whose goal is to evolve neural controllers for autonomous, adaptive, indoor micro-flyers. Indoor flight is still a challenge because it requires miniaturization, energy efficiency, and control of nonlinear flight dynamics. This ongoing project consists of developing a flying, vision-based micro-robot, a bio-inspired controller composed of adaptive spiking neurons directly mapped into digital microcontrollers, and a method to evolve such a neural controller without human intervention. This article describes the motivation and methodology used to reach our goal as well as the results of a number of preliminary experiments on vision-based wheeled and flying robots.
Introduction
Most research in embodied intelligence is carried out on terrestrial robots with wheels or legs. These robots are quite convenient because they move on a plane, are easily available on the market, and can be quickly assembled with off-the-shelf components. Terrestrial robots let researchers concentrate more on theoretical and algorithmic issues than on energetic autonomy.
Intelligent life on this planet evolved equally well on the ground, in the water, and in the air. In particular, airborne animals have been very successful because wings allowed them to move across larger areas than terrestrial and aquatic animals, and thus colonize new environments. The greatest part of flying animals is represented by insects, which are among the oldest animals on the planet (350 million years). Although they use a large variety of wings and actuation mechanisms, the low density of air forced flying organisms to develop morphological, biomechanical, sensory, and neural structures that balance size, weight, and energy consumption. Insects, in particular, have smaller sizes than any other flying animal. Nonetheless, insects exploit complex visual information to fly in cluttered environments and efficient adaptive neural circuits to map sensory information into the motor actions necessary to stay airborne, control their body orientation and threedimensional trajectory, avoid hitting obstacles, and compensate for turbulence, aerodynamic effects, and inertial forces.
Today, there are not yet autonomous flying robots capable of maneuvering in small cluttered environments as insects do. To meet that challenge, at EPFL we started a project to develop autonomous, vision-based, indoor flying robots. Most algorithms and technology used on terrestrial robots cannot match the size, weight, and energy consumption requirements of flying micro-robots. In this project, we focus on adaptive neuromorphic circuits and hardware miniaturization, but do not yet attempt to reproduce the biomechanical principles of insect flight. Our short-term goal is to develop a methodology that allows very small winged robots (50 -80 cm wingspan) to fly autonomously within a room, using only visual information. To achieve that goal, we build upon low-power digital microelectronics, miniature CMOS micro-cameras, wireless communication, and rechargeable low-weight batteries, and upon incremental approach through wheeled, lighter-than-air, and winged robots.
In this article we provide an overview of the project, with special emphasis on the methodology and technology used to provide these robots with onboard, adaptive intelligence. After a short survey of related literature in small flying robots and biologically motivated vision-based navigation, we describe our choice of evolutionary spiking neural circuits to control small vision-based robots. We then describe an incremental series of experiments where we gradually take this methodology from miniature wheeled robots to micro-robots, to airships, and finally to winged robots. Since the last stage is still in progress, we provide only a summary of its technical issues and first prototypes.
Related Work

Towards Miniature Autonomous Flying Robots
Flying in a sitting room is more difficult than flying in open sky, because the space is small, there may be several obstacles of different shape and texture, and illumination may vary quite strongly within a few meters and come from several directions. Today, there are not yet flying vehicles capable of autonomously navigating inside a house.
Insects are very good at flying within rooms and represent therefore a rich source of inspiration for researchers who attempt to build small flying robots. Ron Fearing's team at the University of California at Berkeley is attempting to create a flying micro-robot that replicates the wing mechanics and dynamics of flies. A piezoelectric actuator is used for flapping and rotating two 10 mm wings at 150 Hz. Electrical power is planned to be supplied by lithium batteries charged by three miniature solar panels [4] . So far, a single 2 cm 2 wing on a test stand has generated some lift while linked to an off board power supply. A team at Stanford University has proposed a centimeter scale rotorcraft called the mesicopter [17] . It is based on four miniature motors with 15 mm propellers. Experiments on lift and stability are done on larger models [18] . Yet another team, at Caltech, in collaboration with Aerovironment, Inc. ( http://www. aerovironment.com), has developed the first radio-controlled, battery-powered, flapping-wing aerial micro-vehicle, with a 20 cm wingspan [26] . This 12 g device performed a 6 min remotecontrolled flight with a lithium-polymer battery.
However, none of the micromechatronic flying devices described above can yet navigate autonomously. In our project we aim at building flying micro-devices that can carry microelectronics, sensors, and batteries sufficient for several minutes of autonomous flight. We decided to use very small digital microcontrollers, because such microcontrollers are widely available, well tested, cheap, and easily programmable, consume very little power, incorporate a number of devices useful for signal acquisition, and, as we will show below, are suitable for very compact implementations of evolutionary spiking circuits to control the aircraft.
Bio-Inspired Vision-Based Navigation
Vision is a very rich source of information about the environment, and, since it is a passive sensing device, it is more energy-efficient than active sensors typically used in terrestrial robots, such as active infrared, sonar, and laser range-finders. Furthermore, the miniaturization trend driven by demand for multimedia consumer electronics is bringing to the market increasingly smaller and cheaper vision devices. For example, a commercial and fully packaged vision chip, composed of some thousands of photoreceptors, with plastic optics can weigh less than 0.4 g [11] .
Vision systems of insects are mainly concerned with spatial and temporal change in the image. The spatial change is given by the relationship among activation values of adjacent photoreceptors measured within a single snapshot. The spatial relationship is useful for detecting contrast, shapes, and landmarks. The temporal change, by contrast, is given by the relationship among activation values of a single photoreceptor measured over time. The spatiotemporal relationship provides information about self-motion, motion of objects, and imminent collision.
In biological systems, spatiotemporal information is captured and mapped into motor actions by neuronal networks with architectures and time-dependent dynamics evolved to match ecologically relevant properties of the environment and of the interaction between the animal and the environment [13] . Scientists have been gradually unveiling the mechanisms of vision-guided behavior of insects by combining behavioral and neurophysiological analysis with models and tests on terrestrial mobile robots. Nicolas Franceschini and his team at CNRS in Marseilles (for a review, see [10] ) have spent several years studying the morphological and neurological aspects of the visual system of the fly and of its motion detection abilities. By means of a specially designed microscope, they were capable of correlating sequential stimulation of pairs of photoreceptors (equivalent to a moving spot) with the activity of single neurons within an inner assembly of neurons called the lobula plata. The lobula plata features a set of topologically ordered neurons that receive mediated stimulation from photoreceptors on the compound eye of the insect. The authors speculated that the geometrical layout of photoreceptors and the connectivity pattern between photoreceptors and lobula plata neurons could provide a reliable estimation of distance from objects in ways that resemble the principles of motion parallax [38] . In order to test this hypothesis, they built an analog electronic circuit modeled upon the neural circuitry of the fly brain and interfaced it with a circular array of photoreceptors on a 12 kg wheeled robot. This vision-based robot was capable of approaching a goal while avoiding obstacles (characterized by higher contrast with respect to a background) on its way [9] . However, the system was still too heavy for autonomous flight and was based on a combination of straight motion and steering, which may not be easily achieved in flying vehicles. The team is currently progressing on this area of research with tethered flying robots [29] .
Heinrich Buelthoff and his team at Max Planck Institute in Tübingen approached the issue of insect-vision-based navigation in two different ways. In a first set of experiments, they handcrafted an array of elementary motion detection ( EMD) neurons and connected them to the linear camera and motors of a wheeled Khepera robot. EMDs are neurons that extract motion directions by means of time delay between activations of adjacent photoreceptors [27] . Buelthoff and colleagues used an evolutionary algorithm to optimize the network parameters for a wheeled robot navigating in a variety of visual environments [14] . In another set of experiments, they took a closer look at the morphology and response properties of the fly compound eye. In particular, they reconstructed a set of color intensity and motion vector fields by correlating visual input from the compound eyes of a simulated fly with typical actions taken by the insect in an open-sky environment. They showed that the resulting vector fields could be used to map visual information into suitable motor actions for a simple simulated insect hovering over a rugged, open-sky terrain [23] . These experiments were carried out in simulation, because the hardware implementation was considered a nuisance rather than an advantage [24] . Although this latter decision is open to discussion [36] , a major problem of that approach with respect to our goal is that it is designed to work in specific open-sky environments. Therefore, it is not applicable to indoor f light, where there is no horizon, the agent is completely surrounded by texture, and the vertical light gradient is not as well defined as in natural environments. Indoor flight is likely to require more modifications than simply reconstructing the vector field for each indoor environment.
Mandyam Srinivasan and his team at the Australian National University in Canberra carried out an extensive set of experiments to understand the visual performance of honeybees and tested the resulting models on vision-based wheeled robots (see [33] for a review). For example, they showed that honeybees regulate speed and direction of flight by balancing the speeds of image motion on the two eyes [34] . This mechanism was then demonstrated on a wheeled robot equipped with a camera that captured images of the lateral walls and transmitted them to a desktop computer, where an algorithm attempted to balance the angular velocities of the images by steering the robot accordingly [37] . A number of other labs used this type of mechanism to drive wheeled robots in corridors (cited in [34] ). In other work, the authors implemented an array of algorithms inspired by insect flight to drive a vision-based robot in cluttered environments [31, 32] . The algorithm related the position of the camera, the speed of the robot, and the measured velocities of images in order to judge distances from objects and steer accordingly. An interesting aspect of Srinivasan's work is that it shows that stereo vision and shape recognition are not necessary for insects and robots to navigate in cluttered environments and pursue goals. However, those systems require information about egomotion in order to reliably map optical flow into distances from obstacles. For this purpose, they either rely on odometry or use saccadic movements (straight movements during which distances are estimated, followed by rapid turning actions without distance estimation). Saccadic movements are known to be used by insects, but are hardly applicable to aircraft.
Evolutionary Spiking Circuits
The models described above attempt to replicate the morphology and/or neural architectures of specific flying insects. In this project we take a different approach, consisting of exploring a class of biologically plausible neurons whose hardware implementation is suitable for the constraints of our indoor flying robots. We then use an evolutionary process to generate minimal, but functional, networks capable of vision-based navigation, and we are interested in comparing the resulting mechanisms with those used by insects to achieve similar performance. Unlike the above-mentioned projects, we neither specify a predefined trajectory, nor attempt to explicitly compute distance estimations from visual data. Instead, we use simple fitness functions to selectively reproduce the control systems of robots that can move forward as fast and as long as possible during their lifetime. Neither distance estimation nor precise trajectories or behaviors are ever explicitly specified.
There are two major classes of artificial neural networks whose dynamics are suitable for capturing spatial and temporal information required for vision-based navigation: continuous time recurrent neural networks (CTRNNs) [1] and spiking neural networks (SNNs) (for an introduction, see [20] ). Typically, in CTRNNs neuron states are characterized by time-dependent dynamics, and continuous signals are propagated through the connections. Because of the potential complexity of these systems and the diff iculty in designing them by hand, evolutionary methods have often been used to generate functional CTRNNs [1, 3] . For example, David Cliff used CTRNNs to successfully evolve obstacle avoidance behavior of a simulated hoverfly [2] . However, digital implementations of CTRNNs require large memory to store floating-point variables such as time constants, weight strengths, thresholds, and the lookup table for the nonlinear activation function of the neurons.
Spiking neurons instead attempt to model the computational properties of pulsed neuronal networks. A pulse is a self-propagating perturbation of the voltage across the membrane of a neuron that occurs when the voltage exceeds a threshold. The pulse is also known as a spike, in view of its short and transient nature. Spiking neurons have been mainly studied and formalized within the computational biology community [28] , but have recently been attracting increasing interest among computer scientists and engineers [20] for their rich nonlinear dynamics and compact hardware implementation. For example, it has been shown that large networks of spiking neurons can be implemented in tiny, low-power chips [15] exploiting the subthreshold physics of transistors (that is, gate-to-source voltage differences below threshold voltage) in analog VLSI circuits [21] . Despite early promising implementations of hand-crafted spiking circuits for robot control [16, 19] , there are not yet methods for developing complex spiking circuits that can display minimally cognitive functions or learn behavioral abilities through autonomous interaction with a physical environment. Furthermore, synaptic modification within analog VLSI circuits is still an open research and technology issue.
In this project, we investigate spiking neurons for vision-based navigation and address the abovementioned challenges by exploiting (a) artificial evolution in order to generate functional networks and ( b) digital implementations in low-power microcontrollers that can be carried onboard by an indoor flying robot.
An evolutionary process is used to search through the connectivity space of networks of spiking neurons connected to an array of visual receptors ( Figure 1 ). All evolutionary experiments were carried out entirely on physical robots. Sensory receptors map activity levels of sensors into stochastic spike trains where the spike density is proportional to the activation of the corresponding sensor. The spike train of pairs of spiking neurons (working in push-pull mode) is mapped into speed values of corresponding actuators of the robots (wheels or propellers). The genetic representation is a binary string composed of a number of blocks, one for each neuron in the network. A block consists of one bit to encode the sign of the neuron (that is, the postsynaptic effect of outgoing spikes), n bits to encode the presence or absence of connections from the n neurons in the network, and s bits to encode the presence or absence of connections from s sensory receptors [for example, the total string length for a network of 10 neurons and 16 sensory receptors is Figure 1 . Architecture of the spiking network used in the experiments (only a few neurons and connections are shown), and genetic representation of one neuron (top right). Each neuron can be connected to a number of spiking sensory receptors. Four neurons are used to set the speeds of the two wheels in push-pull mode (the activation of the push neuron determines the forward rotation speed; the activation of the pull neuron determines the backward rotation speed; the algebraic difference between the two speeds gives the resulting rotation speed and direction). Left: A conventional representation showing the network architecture (after [1] ). Right: The same network unfolded in time (neurons as circles, synaptic connections as squares). The neurons on the leftmost column receive signals from connected neurons and receptors shown on the top row. The left part of the top row shows the same neurons at the previous time step; the right part shows the sensory receptors (sensory receptors are not connected to each other). Top: A binary genetic string is composed of a number of blocks (one per neuron), each block encoding the sign of the neuron (white = excitatory, black = inhibitory) and the presence of incoming connections from other neurons (white = present, black = absent). Synaptic weights of expressed connections are all equal and not evolved. More detailed information can be found in [5] .
10Â(1+10+16)=270 bits]. Synaptic weight values are predefined and equal for all expressed weights, and are not evolved. Evolutionary and spiking models are adapted to the specific hardware constraints of the robotic setups and are therefore detailed in each section.
So far, the project has been articulated in four stages. In the first stage we evaluated the evolvability of spiking neurons for vision-based navigation in a miniature wheeled robot connected to a desktop computer. In the second stage we simplified the evolutionary and neuron model for implementation in a micro-controller and evaluated the approach on a wheeled micro-robot without a desktop computer. In the third stage we investigated airborne navigation with an autonomous, vision-based blimp by developing a set of tools to run evolutionary experiments with onboard fitness evaluation and wireless communication with a desktop computer [40] . In the fourth stage, which is still in progress, we developed a set of small indoor airplanes that capitalize upon the technology and algorithms investigated in the third stage.
Stage I: Miniature Wheeled Robots
The first stage of the project consisted in assessing the feasibility of evolving networks of spiking neurons for vision-guided navigation [5] . In order to analyze the results, we used the miniature Khepera robot ( Figure 2 ), equipped with a linear CMOS camera, connected to a desktop computer.
The robot was required to navigate as straight and fast as possible for 40 s in a square arena with randomly spaced stripes on the walls. The fitness function was the integral of the wheel velocities in the forward direction. A fully recurrent network of 10 spiking neurons connected to a linear array of 16 photoreceptors of the robot was genetically encoded and evolved on the physical robot. In particular, this experiment was aimed at studying whether functional behaviors can be achieved by evolving the connectivity among neurons, but not their synaptic weights (the strength of all expressed connections is set to 1, and their sign is given by the type of presynaptic neuronexcitatory or inhibitory).
The robot is equipped with a linear CMOS camera of 64 photoreceptors spanning a visual field of 36j ( Figure 3) . In order to reduce the size of the spiking controller and the communication load, we subsample the image by reading only one photoreceptor out of every four. The resulting image of 16 photoreceptors is then convolved with a discrete Laplace filter to detect contrast, and the sign is discarded. The resulting values are scaled in the range [0, 1] and used as the probability for each corresponding receptor neuron to emit a spike every millisecond. where i is the index of the postsynaptic neuron, j that of the presynaptic neuron, and s the time elapsed between the current time t and the time t f when a spike was last emitted. The synaptic kernel e j s weighs incoming spikes through an exponential function so that more recent spikes have stronger effects on the activation (or inhibition) of the membrane. The refractory kernel D i s models the behavior of the membrane after the emission of a spike. Immediately after a spiking event, the membrane is set to very low negative values and gradually returns to its resting potential. If the combination of incoming weighted spikes and of the membrane potential is larger than the threshold q i , the neuron emits a spike. The parameters of synaptic kernels, those of the refractory kernel, and the values of the thresholds are predefined, are equal for all neurons, and are not evolved.
The neural network and evolutionary algorithm was run on a desktop computer accessing sensors and motors of the Khepera robot every 100 ms through a serial connection and rotating contacts. The network is updated every millisecond using the last available sensory data. Less than 10 generations (see Figure 5 ) are sufficient to develop efficient navigation without hitting the walls (corresponding to a fitness of 0.7 in this environment). Further increments in the fitness values correspond to straighter and faster motion.
Functional, behavioral, and lesion analysis of evolved networks (albeit in geometrically different environments) is described in [5] . An important result of that analysis for the purposes of this article is that evolved spiking controllers use the firing rate instead of the firing time. In other words, the activation of neurons is proportional to the number of presynaptic spikes within a short time window, but is not affected by the precise time of arrival of single spikes. Therefore, at least in these experimental settings, the potential complex time dynamics offered by the spike response model is not exploited by evolved systems.
Stage II: Wheeled Micro-Robots
Given the promising results obtained in the first stage, the second stage of the project consisted of developing a low-level implementation of the evolutionary spiking network in a PIC micro-controller with only 60 bytes of RAM (to store variables), 1024 words of ROM (to store program instructions), 60 bytes of electrically erasable memory (EEPROM) to store variables up to 40 years when the microcontroller is not powered, and 4 MHz of clock speed. These types of microcontrollers are suitable for micro-flyers because they require very little power, are extremely small and light, and include most of the circuitry required to interface sensors and actuators.
The EEPROM was used to store the chromosomes and fitness values of the population of evolving individuals, while the RAM was used to store all the variables required to update the neuron states and compute the fitness value of a single individual. The ROM was used to store the program instructions necessary to update the network, compute the fitness, read sensors, activate motors, and evolve the connectivity pattern and signs of the neurons.
The evolutionary process was a simplified version of a steady-state tournament-based selection algorithm [39] . An individual chromosome is randomly chosen from the population stored in the EEPROM, copied into the RAM with small random mutations, and decoded into the corresponding network, and its fitness is evaluated for a certain amount of time. If the resulting fitness is larger than the smallest fitness in the population, the mutated chromosome and its fitness are written back into the EEPROM in place of the individual with the smaller fitness. Otherwise, the mutated chromosome is discarded. Incidentally, the process of reading data from the EEPROM into the RAM is prone to errors that toggle bit values with some small probability [22] . These errors are very rare on a new chip and slowly increase with usage. Therefore, the manufacturer strongly recommends the use of safe read/write routines based on parity check. The reader may note that these errors could provide a natural source of genetic mutation and thus free memory space otherwise used for safe reading and for routines of artificial mutations. However, we have not exploited this possibility in these experiments.
The nonlinear functions and real-valued variables of the spike response model used in the previous stage could not be implemented on the microcontrollers for reasons of limited space and computational power. However, the results obtained at that stage show that the complexity of that model was not fully exploited by evolved systems. Therefore, in this second stage we used a simpler, discrete-time, integrate-and-fire model with linear leakage and refractory period [7] . The membrane potential is linearly incremented by incoming spikes from excitatory neurons and linearly decremented by incoming spikes from inhibitory neurons. In addition, at each time step a leakage factor is subtracted from the membrane potential. If the potential reaches the membrane threshold, the neuron emits a spike, and for a predefined period it is not sensitive to incoming spikes (refractory period). In the experiments described below, the refractory period is one time step.
This linear model has been implemented using only logic operators available on the microcontroller, such as AND, OR, NOT, and bit shift. The connectivity pattern of a neuron is represented by the individual bit values within a single byte. Similarly, signs and spiking states of each neuron in the network are represented by bit values in a single byte. The activation of a single neuron is computed in parallel by comparing pairwise the connectivity pattern with the spiking activities of the neurons and with their signs. A bit-shift procedure is used to increment and decrement the membrane potential.
The implementation of a spiking neural network with eight neurons and eight sensory receptors on the 8-bit PIC16F628, of its genetic encoding and fitness computation, and of the steady-state evolutionary algorithm took less than 35 bytes of RAM and approximately 500 words of assembly code, and achieved an update rate of 2 ms for the entire network, which is comparable to the update speed of biological neurons.
The system was then evaluated on the Alice micro-robot ( Figure 6 ), which is equipped with the same family of PIC microcontrollers described above, to evolve a navigation and obstacle-avoidance behavior using the same fitness function described in [6] .
It took less than 20 min for the robot and its embedded evolutionary algorithm to develop and retain smooth navigation abilities in a simple maze ( Figures 7 and 8) . However, in these experiments we used active infrared sensors instead of vision, because at that time a vision module was not yet available for the Alice micro-robot.
Stage III: Vision-Based Blimp
The third stage of the project consisted in evaluating the evolutionary spiking network for its ability to drive a vision-based blimp in a 5 by 5 m room ( Figure 9 ). In these experiments, we used the same evolutionary algorithm developed in stage I for the Khepera experiments in order to compare the evolvability and results of the two spiking models (the complex one used in stage I and the simpler one used in stage II). Since the two models did not generate significantly different results, the results presented in this section hold for both models.
The blimp is equipped with two propellers for horizontal displacement and rotation about its yaw axis, and one propeller for vertical displacement. It has one active infrared sensor to detect altitude, a linear vision system facing forward, one anemometer to estimate forward speed, lithium-polymer rechargeable batteries, a PIC microcontroller, and a Bluetooth chip for communication with a desktop computer [40] . At this stage, the entire algorithm is implemented in software running on the desktop computer (http://asl.epfl.ch/resources/evo/goevo), which exchanges vision data and motor commands with the blimp every 100 ms. The evolutionary blimp is asked to move forward as fast as possible for one minute using only visual information (during these preliminary experiments, altitude control is provided by an automatic routine based on the vertical distance sensor). The fitness is proportional to the clockwise rotation of the anemometer, which is an estimate of the forward motion of the blimp. A preliminary set of experiments indicated that artificial evolution generates, in about 20 generations, spiking controllers that drive the blimp around the room [41] . Robots equipped with evolved controllers did not totally avoid hitting walls, since they were not explicitly asked to do so. The fitness function only encourages high average forward speed and does not penalize contact with obstacles. Evolved robots tend to lean against walls for stopping rotation before accelerating towards the opposite side of the room.
In later experiments ( Figure 10 ), we added information from a miniature yaw gyroscope to the neural network input, in addition to vision data. This enables the blimp to display smoother trajectories and almost no collisions with the walls, although the fitness function remained unchanged (video clips are available for download from the project web page: http://asl.epfl.ch/ research/projects/AdaptiveVisionbasedFlyingRobots).
The three bottom graphs of Figure 10 display a few informative parameters with their evolution over time as gathered from a good individual autonomously maneuvering in its arena during 30 s. The anemometer values show that after an initial acceleration period, the blimp reaches a satisfactory forward speed and is able to keep it throughout the testing period. This graph also shows that there were neither frontal contacts with walls, nor backward movements. Although quite noisy, the gyro data suggest the actual trajectory of the blimp with varying curvature radius (as reproduced on the top right graph of Figure 10 ), demonstrating the use of visual input to control the turning rate. The bottom graph shows the quite complex dynamics of the motor controlling the steering behavior. By comparing the top graph with the bottom graph, one can see that there is no simple correlation between yaw gyro data and yaw motor commands. This is due to the complex dynamics of the blimp, involving nonlinear aerodynamic damping forces, and inertial and added mass effects.
A number of experiments remain to be done with the blimp. These include experiments with different types of cameras or visual preprocessing, and experiments with an additional vertical camera where altitude control is also left to the evolutionary network. These and other experiments are under way at the moment of writing.
Stage IV: Indoor Winged Robots
The fourth stage of the project, currently in progress, is the development of a micro-airplane capable of autonomous indoor flight. A major requirement of this airplane is to be slow enough to move in a room [25] and to allow onboard vision acquisition, network update, and motor control with the same kind of microcontroller used in stage II of the project.
Various prototypes have been developed and tested in a wind tunnel. The current prototype, shown in Figure 11 , weighs 45 g, has an autonomy of 15 min when remotely operated, can fly within a 10 by 10 m room at walking speed (about 1.4 m/s), and is equipped with batteries, a microcontroller, and a Bluetooth chip for wireless digital communication with a ground-based workstation. It uses an original solution in order to improve maneuverability at low speed: Steering is generated by rotating the thrust system (motor, gear, and propeller) around a vertical axis (vectored thrust). This allows for tight turns within a radius of approximately 2 m. It has been tested in flight with an additional payload of 10 g, which is sufficient for a vision system and related microelec- tronics. A miniature CMOS color camera has been interfaced to the onboard microcontroller, which is able to grab the subsampled video stream and send it to the ground station via the Bluetooth [40] .
The wind tunnel tests allowed us to optimize the wing structure and airfoil by measuring lift and drag for different models under the same airflow conditions. The measurements were obtained with a custom-developed aerodynamic device capable of detecting very small forces. Furthermore, by employing visualization techniques ( Figure 12) , we were able to analyze non-optimal airflow conditions and modify the wing design accordingly.
Since the aerodynamic lift is proportional to the wing surface and to the square of the relative airspeed, the central task is to limit the weight while maintaining a wide wing area in order to reach very low flight speed. The building technique is therefore based on carbon fibers and thin plastic film ( Mylar) to ensure good rigidity and low weight. Figure 13 shows the weight distribution of the aircraft without additional payload (no vision sensor). Most of the mass is in the electronic equipment ( batteries, motor, servos, radio, and speed controller). In particular, one-third of the weight is in batteries. Therefore, we are currently working on even lighter technologies, such as lithium-polymer batteries, magnet-in-a-coil actuators, and pager motors. A fully remote-controlled 10 g airplane is already operational and can fly at 1 m/s in a 5 by 5 m sitting room (video clips of this airplane, code-named Celine, are available at www.didel.com).
Discussion
The results described in this article represent a first attempt to evolve neural controllers for indoor flying robots. We think that this approach has a number of interesting features with respect to handcoding of precise visuo-motor mechanisms derived from neurophysiological and ethological studies (see Section 2.2). One feature is that evolution can discover alternative solutions to flight navigation, exploiting best the very limited available resources and the specificities of a given artificial body. This Figure 12 . Airflow visualization over the airfoil using a smoke-laser technique in a special wind tunnel at low air velocity. The airplane is attached to the top of a custom-developed device for measuring very small drag and lift forces. was indeed the case of the evolved blimp controllers described in [41] , where, probably because of the lack of gyroscopic information, the neural controller partly relied on its body to stabilize the trajectory and stop rotation by hitting a wall. Although that strategy is not applicable to a winged robot and was corrected in further experiments by adding a gyroscope sensor ( Figure 10 , top right), it shows that an evolutionary approach with a simple performance criterion (the fitness is proportional to the amount of forward speed integrated over time) can generate solutions that would not be exploited by a system explicitly designed, for example, to move straight forward and avoid obstacles with saccadic turns whenever characteristic patterns of optical flow reach a given threshold. Our approach allows the evolutionary process to search for the best behavior adapted to the dynamic and sensory constraints of the robot.
Another interesting feature is that, once the entire evolutionary methodology has been adapted to the physical constraints of these robots, one can still incorporate prewired solutions at the sensory and/or motor interface of the robot and let evolution generate the intervening circuitry. For example, insects with compound eyes use a number of identical subcircuits repeated all over the eye surface to extract the local component of optical flow (elementary motion detectors). In a recent collaboration with the Neuroinformatics Institute in Zürich, we are exploring this option by integrating tiny neuromorphic retina chips that incorporate an array of EMDs with analog VLSI technology [30] . The output of this chip, capable of detecting movement direction and intensity, will be directly fed onto the microcontroller running the evolutionary spiking network on the same board. In this case, artificial evolution will have to discover the nonlinear mappings between motion information and complex control dynamics of the flying robot. It will be interesting to see whether different image preprocessing techniques affect the mechanisms and behaviors of evolved systems.
The methodology described here to evolve the spiking circuits for the Khepera, Alice, and blimp robots is not directly applicable to the indoor micro-airplane described in the last section above, because the airplane cannot autonomously recover from collisions with walls caused by nonfunctional individuals in the population. To that end, we are developing a simple simulator that captures relevant dynamics of the airplane. The simulator will incorporate a number of parameters measured on the real robot, using a custom-made support with micro-force sensors while the robot is in a special wind tunnel at low air velocity ( Figure 12 ). Evolution will take place in simulation, and the best-evolved controllers will be used to form a small population to be incrementally evolved on the airplane, with human assistance in case of imminent collision.
We anticipate that several evolved neural controllers won't transfer very well, because the difference between a simulated flyer and a physical one, or between an airplane in the wind tunnel Figure 13 . Weight distribution of our prototype indoor slow flyer, the model C4. 100% corresponds to 45 g. and one in free flight, is likely to be quite large. This difference may be compensated by fast adaptation of the synaptic connections that map sensory information into motor controls. However, conventional learning algorithms, such as reinforcement learning or other forms of supervised learning, are not applicable, because of their long training time, their poor convergence properties, and the lack of information required by those algorithms (reinforcement signals, correct motor actions, etc.). The solution that we envisage consists of exploiting artificial evolution to generate mechanisms of fast self-adaptation. Therefore, instead of simply evolving the connectivity of the circuit, as we have done in the experiments described above, we will genetically encode and evolve a set of synaptic plasticity rules and let the neural circuit use them to develop suitable connection strengths from random values, literally on the fly ( Figure 14) . This methodology was developed and extensively tested in previous work, where we showed that it can generate circuits that adapt very quickly to their environment [8] . We also showed that such evolved systems transfer very well from simulated to physical robots, and even across different robotic platforms [35] .
Our previous work on the evolution of plasticity rules was done with conventional neural networks. In that case, the chromosomes encoded four types of plasticity rules, each being a complementary variation of the Hebb rule. These rules will have to be mapped into the temporal domain by taking into account the time difference between presynaptic and postsynaptic spikes. Current work on evolution of plasticity rules for spiking neurons, performed within another project, is helping us to explore the best way of implementing such plastic algorithms on microcontrollers.
Conclusions
In this article we have given an overview of our multi-stage, gradual approach, which relies on three key components, namely vision, neuromorphic circuits, and artificial evolution. Although the project is still in progress, the initial stages reviewed here have already generated a number of results and technologies that are paving the road to the ultimate goal of an autonomous, vision-based, indoor flying robot. The choice of an incremental approach from wheeled to winged robots has been extremely useful for gradual development and thorough tests of algorithms, technologies, and implementations. Along the way, we gradually adapted the neural model and evolutionary algorithms Figure 14 . Left: Genetic representation of plastic synaptic properties. The chromosome is composed of a set of blocks, one for each synapse in the network. The block for one synapse consists of five bits. The first bit encodes the sign of the synapse. The following two bits encode one of four Hebbian learning rules. The remaining two bits encode four learning rate levels. The resulting neural network can use different learning rules and learning rates distributed across different synapses. A variation of this encoding consists of using a single five-bit block for all the synapses belonging to the same neuron. Right. Synaptic modification increments (upward arrow) or decrements (downward arrow) synaptic strength according to neuron activity (black = active; white = inactive), but does not modify the sign of the synapse. When a network is created from the genome, all synaptic strengths are always initialized to small random values and can change continuously while the robot interacts with its environment. More details are given in [8] .
to the electronic constraints of chips that will be used on the flyer, integrated and tested a number of vision modules suitable for horizontal flight, and developed a series of compatible electronic boards ranging from 6 cm to 1 cm in diameter. Although we tried to move to the next stage only once the previous stage was completed, in practice a number of airplane prototypes were developed right at the beginning of the project in order to provide us with a realistic set of constraints. Also, when moving to the next stage we sometimes realized the necessity of modifying some algorithms or technologies and performing comparative tests on robots used in a previous stage. For example, this was the case for the choice and integration of vision modules [40] . The speed of blimps and airplanes required faster and more stable response than that provided by the vision module used on the relatively slow Khepera robot. The newly developed vision boards were then tested in evolutionary experiments on the Khepera robot to check for significantly different behavior of the resulting neural controllers. Similarly, the compact neural model developed and tested on the micro-robot Alice is currently being interfaced with a vision module and tested on the Khepera robot before moving on to experiments with blimps and airplanes.
Our choice of evolving spiking neural controllers instead of hand-crafting vision-based control algorithms on the robotic platforms was done for three major reasons. The first reason was the hardware constraints of limited memory space and computational speed. Here spiking neurons seemed to provide a suitable match to the digital architecture of micro-controllers, and evolution seemed to be the only way to discover functional wirings of such networks. The second reason was the wish to use evolution in order to explore the space of potential solutions to vision-based navigation without assuming that distance estimation is a necessary step of such systems. The third reason was that biomimetic solutions developed so far, such as those described in Section 2.2, may not be sufficient to control the complex nonlinear dynamics (inertia, aerodynamic effects, turbulence, etc.) of indoor flying robots and may take advantage of an evolutionary approach for architectural and/or parameter tuning.
Whatever methodology and technology will turn out to be most suitable, we expect that adaptability will play a significant role in generating viable control systems and/or adapting them on the fly to a changing and partially unpredictable environment. We are quite optimistic that the combined efforts of our group and of other researchers will result soon in a range of autonomous flying micro-robots.
