In the last decades several matrix algebra optimal and superlinear preconditioners (those assuring a strong clustering at the unity) have been proposed for the solution of polynomially ill-conditioned Toeplitz linear systems. The corresponding generalizations for multilevel structures are neither optimal nor superlinear (see e.g. Contemp. Math. 281 (2001) (2003) 313), we prove that the spectral equivalence and the essential spectral equivalence (up to a constant number of diverging eigenvalues) are impossible too. In conclusion, optimal matrix algebra preconditioners in the multilevel setting simply do not exist in general and therefore the search for optimal iterative solvers should be oriented to di erent directions with special attention to multilevel/multigrid techniques.
Introduction
In the past two decades a lot of attention has been paid to the solution of multilevel Toeplitz systems owing to the several applications in which these structures occur as in signal processing, image restoration, PDEs, time series (see e.g. [6] 
In the above equation, ⊗ denotes tensor product, J
m denotes the matrix of order m whose (i; j) entry equals 1 if j − i = l and equals zero otherwise, while J (ĵ ) n , wherê j andn are multiindices, is the tensor products of all J ( ji) ni , for i = 1; : : : ; d. Furthermore, multilevel Toeplitz matrices are not only interesting from the point of view of the applications (or from a "pure mathematics" point of view [4, 29] ), but also from the viewpoint of the complexity theory [3] since the cost of determining the vector u = Tn( f)v, for an arbitrary vector v, is of O(N (n) log N (n)) arithmetic operations, that is the cost of applying a constant number of multilevel Fast Trigonometric/Fourier transforms (see e.g. [17, 3] ).
Regarding the applications, we remind that the main problem is to solve linear systems of the form Tn( f)u = v for a given vector v and for a given L 1 symbol f. Since the matrix vector multiplication can be performed e ciently, a simple but good idea is to solve the considered linear systems by using iterative solvers in which the involved matrices preserve a Toeplitz structure. Some possibilities are the following: conjugate gradient methods, Chebyshev iterations, Jacobi or Richardson methods with or without polynomial or matrix algebra preconditioning (see [10] ). Under these assumptions, the total cost for computing u within a preassigned accuracy , is O(kn( )N (n) log N (n)) where kn( ) is the required number of iterations. If f is strictly positive and bounded or if the closed convex hull of the range of f is bounded and does not contain the complex zero, then many of the cited iterations are optimal and we have kn( ) = O(1) [25] . The same is true in the case where f is continuous, nonnegative, with a ÿnite number of zeros of even orders, the number d of levels equals 1 and we use a preconditioned conjugate gradient (PCG) method [5, 8, 7, 19, 15, 16] .
Here we want to consider the same case (f nonnegative with a ÿnite number of zeros) but in the multilevel setting i.e. d¿1. The reason of this attention relies to the importance of the considered case, since the discretization of elliptic d-dimensional PDEs, by Finite Di erences on equispaced grids, leads to sequences {Tn(p)} where p is positive except atx = (0; : : : ; 0)
T and is a multivariate trigonometric polynomial. A similar situation occurs in the case of image restoration problems where the sequence {Tn(p)} is associated to a polynomial p which is positive everywhere but at x = ( ; ) T ∈ Q 2 . Unfortunately, under the assumption that the preconditioners belong to matrix algebras related to Fast Trigonometric Transforms, no optimal PCG methods are known in this case in the sense that the number of iterations kn( ) is a mildly diverging function of the dimensionsn (generally kn( ) ∼ [N (n)] ÿ with some ÿ ∈ (0; 1)). In this paper, we show that the search for essentially spectrally equivalent (up to a constant number of diverging eigenvalues) preconditioners cannot be successful in general (at least in the multilevel circulant and cases).
Indeed we will use a proof technique proposed in [13] for obtaining such negative results on the important case of {Tn(pk )} with
More precisely, concerning the circulant algebra, we demonstrate the result under the assumption that min i k i ¿1 and regarding the algebra we will prove the same with the restriction that min i k i ¿2: we recall that these statements widely extend the analysis provided in [13] where it was considered the case k i = 1, i = 1; 2, d = 2 for the circulants and the case k i = 2, i = 1; 2, d = 2 for the class. Finally, we stress the following two points:
• the proof in the general case is much more di cult than the basic cases considered in [13] : the reason is due to the fact that the rank correction which separates the Toeplitz matrix Tn(pk ) from the corresponding circulant and natural approximations are essentially indeÿnite while we need a positive bound from below for the restrictions of this rank correction on suitable subspaces of frequencies. These key facts are proven in Lemmata 2.6 and 2.9 by using of combinatorial arguments developed in Lemmata 2.3 and 2.4; • it is worth mentioning that, after a suitable scaling, the matrices in {Tn(pk )} witĥ k = k(1; : : : ; 1) T , k¿1, represent the centered Finite Di erences discretization of precision order two of the elliptic di erential equation (−1) k ∇ 2k u = f with proper homogeneous boundary conditions and, in addition, they can be used as optimal preconditioners (see e.g. [20, 1] ) for variable coe cients elliptic and semi-elliptic Partial Di erential Equations. We observe that it is important to have a wide class of counterexamples in applicative ÿelds because this shows that our negative results are really meaningful and interesting in applications (the latter was not so evident in [13] since we provided only two counterexamples).
Tools, deÿnitions and main results
In the following, we will restrict our attention to the simpler case where the generating function f is nonnegative, multivariate and has isolated zeros so that the matrices Tn( f) are positive deÿnite and ill-conditioned. We will consider as case study two multilevel matrix algebras: the d-level algebra and the d-level circulant algebra.
The d-level algebra is generated by the d-dimensional basic structures: 
Similarly, the d-level circulant algebra is generated by the d-dimensional basic structures 
The strong relationships between these algebras and Toeplitz structures, emphasized by the fact that the generators are of Toeplitz type, have been deeply studied. Given a d-variate complex polynomial p, we mention that
where Cn(p) is the d-level circulant matrix whose eigenvalues are n i . In order to make clear these statements and to give more details, we report the following four lemmas that will be quite useful in the sebsequent analysis.
T is a vector of nonnegative indices with k ∞ ¿1 andx = (x 1 ; x 2 ; : :
where
with E (m) k = 0 if k61 and being the m-sized low rank Hankel matrix
if k¿2 and with by taking all its rows and columns in reverse order).
T is a vector of nonnegative indices with k ∞ ¿1 and x = (x 1 ; x 2 ; : :
being the m-sized low rank Toeplitz matrix
T is a vector of nonnegative indices with k ∞ ¿2 and x = (x 1 ; x 2 ; : : : ; x d )
T is a multivariate vector in Q d . Let Hn(pk ) be the Hankel correc-
be the generic multilevel eigenvector. Then the Rayleigh quotients v T Hn(pk )v coincide with
Finally, if n j ∼ m for every j and Â (nj)
for a suitable positive constant c independent of m.
Proof. By the deÿnition of the matrix Hn(pk ) and of the vector v, it follows that v T Hn(pk )v can be written as the sum over i of the terms
and therefore
We have now to compute each term of the sum in the above expression. For the sake of simplicity, we put s, m and k in place of s i , n i and k i , respectively, and we write
From (2) and from (5) we get
because of the centrosymmetry of the matrix E s . By considering the last vector-matrixvector product, we deduce the following "binomial coe cient based" expression:
Therefore (8) is proved. Moreover, it is obvious that the term 2 sin 2 (Â)=(m + 1) tends to zero at least as m −1 and, if Â tends to zero, it follows that m tends to inÿnity and therefore its global asymptotic order is m −1 Â 2 . Consequently, also the ÿnal relation (10) is proven if we show that (9) holds. To this aim, it remains to estimate the double sum r(Â) appearing in (12) :
We take the limit as Â tends to zero:
We then use the following relationship:
concerning a special sum of products of binomial coe cients with l , m , n ¿0 integer numbers (refer to Eq. (5.25) in Table 169 , p. 169 of the book of Graham et al. [11] where we have used prime in denoting the parameters in (15) , just in order to avoid the confusion with the parameters used in the paper). By replacing s = 2k,
Thus,
Finally the claimed thesis follows by replacing back s i , n i and k i to s, m and k, respectively.
Proof. By the deÿnition of the matrixTn(pk ) (see (6) ) and of the vector v it follows:
We have now to compute each term of the previous sum. For simplicity we put s, m and k in the places of s i , n i and k i respectively and Â = 2(s − 1) =m. From form (3) of the eigenvectors f (m) s of circulant matrices and from the form (7) of the low rank Toeplitz matrixĴ
while
Therefore,
and (17) is proven. In addition, it is obvious that the statement contained in (17) is simply implied by (18) and thus we prove the latter. For this purpose, we have to estimate the sum of (22):
We take the limit as Â tends to zero
we use again relation (15) , and, by replacing s = 2k, k = k − l + 1, l = k, m = 1 and n = 0, we obtain
Finally, the claimed thesis follows by replacing back s i , n i and k i to s, m and k, respectively.
A tool for proving that a PCG method is optimal when the coe cient matrix sequence is {A n } n and the preconditioning sequence is {P n } n is the spectral equivalence and the essential spectral equivalence between the two sequences.
Deÿnition 2.1. Given {A n } n and {P n } n two sequences of positive deÿnite matrices of increasing size d n (d n ¡d n+1 , for all n), we say that they are spectrally equivalent i all the eigenvalues
n A n } n belong to a positive interval [ ; ÿ] independent of n with 0¡ 6ÿ¡∞. We say that the sequences {A n } n and {P n } n are essentially spectrally equivalent i there is at most a constant number of outliers and they are all bigger than ÿ.
In practice, in terms of Rayleigh quotients, the spectral equivalence means that for every nonzero v ∈ C dn we have
while the essential spectral equivalence is equivalent to the following two conditions: for every nonzero v ∈ C dn we have
and there exists a constant positive integer q independent of n such that, for every subspace V of dimension greater than q we have
In other words, calling 1 ¿ 2 ¿ · · · ¿ dn the eigenvalues of P −1 n A n , we have q+1 6ÿ and possibly the ÿrst q eigenvalues diverging to inÿnity as n tends to inÿnity. In view of the min max characterization
it follows that for every subspace V of dimension q + 1 we must have (26).
Negative results: the case
We begin with the main negative theorems for the case. T is a multivariate vector in Q d . Let also ÿ be a ÿxed positive number independent ofn = (n 1 ; n 2 ; : : : ; n d ) T with n i ∼ n j , ∀i; j = 1; : : : ; d. Then for every sequence {Pn} with Pn ∈ n and such that
uniformly with respect ton, we have (a) the minimal eigenvalue of P
−1
n Tn( f) tends to zero (in other words {Tn( f)} does not possess spectrally equivalent preconditioners in the n algebra); (b) the number
n Tn(f)) : (n) → N (n)→∞ 0} tends to inÿnity as N (n) tends to inÿnity (in other words, uniformly bounded spectrum implies inÿnitely many asymptotically small eigenvalues).
Proof. Since the spectral equivalence is an equivalence relation, by transitivity, it is evident that the former property holds in general (f asymptotic to pk ) if it is proved for the simplest representative i.e. f = pk . In this way, the analysis in the general case which involves dense multilevel matrices is reduced to the simpler multilevel banded case.
Let 1 ¿ 2 ¿ · · · N (n) be the eigenvalues of P
n Tn(pk ) with Pn being a d-level matrix. We will prove (a) and (b) with the same argument. Let m be the value of n i and k be the value of k i corresponding to max i=1;:::;d 1=n 2ki i (we can assume n i ∼ m for every i and therefore k = min i k i ) and let us consider the eigenvectors of the multilevel algebra v =v
. By making use of relation (4) we look for a contradiction. Calling ŝ the corresponding eigenvalue of P n , we have
where, by Lemma 2.3,
Consequently we have
Now, for every multi-indexŝ such that p ŝ 6m −1=2 , taking into account that k = n min i k i ¿2, we deduce that 
is independent of n j . Finally, by considering that n j ∼ m for every j, it follows that
for a suitable positive constant c and hence
For the complementary set of indices such that p ŝ ¿m −1=2 we have Now we prove that also the essential spectral equivalence is impossible: the problem is more involved and the technique that we use is di erent from the one of the previous theorem. Indeed, to this purpose, we need a further preliminary lemma.
T is a vector of nonnegative indices with min i k i ¿2. Let Hn(pk ) be the Hankel correction deÿned in (4) and let Wn be the subspace generated by the multilevel eigenvectorsv
with n i ∼ m for every i and with the exception of at most a constant number (independent of m) of indicesŝ. Then, for every positive integer t, there exists a subspace V t of dimension t such that
with r(·) and Â (n1) 1 deÿned as in Lemma 2.3.
Proof. We choose the subspace V t = span{w 1 ; w 2 ; : : : ; w t };
qi ; i = 1; 2; : : : ; t;
Thus the subspace V t is contained in Wn and it can be written as
We have now to estimate the quantity min v ∈ V t ; v 2 = 1 v T Hn(pk )v. By taking into account Lemma 2.3, setting v
qi ) with 
we have In the last inequality, we observe that equality takes place if d = 2 while we obtain a strict inequality otherwise. The minimum of the above quantity is given by minimizing S(c 1 ; : : : ; c t ) under the assumption
qr , s; r = 1; 2; : : : ; t as done in Lemma 2.3 for v
By simple manipulations (refer to Lemma 2.3) we get
Consequently, the term S(c 1 ; : : : ; c t ) is given by S(c 1 ; : : : ; c t ) := S(Â) = 4 sin 2 (Â)
Since Â = o(1) and the above limit has minimum at t i=1 c i q i = 0, we deduce that min v∈V t ; v 2 =1 z(Â) = r(Â)o(1) with r(·) deÿned as in Lemma 2.3 and, again by Lemma 2.3, with
Hence, since n 1 ∼ n d , we deduce that
which completes the proof.
Theorem 2.7. Let f be asymptotic to pk (x) = (2 − 2 cos(
T is vector of nonnegative indices with min i k i ¿2 andx = (x 1 ; x 2 ; : : : ; x d )
T is a multivariate vector in Q d . Let also be a ÿxed positive number independent ofn = (n 1 ; n 2 ; : : : ; n d ) T with n i ∼ n j , ∀i; j = 1; : : : ; d. Then for every sequence {Pn} with Pn ∈ n and such that
uniformly with respect ton, we have (a) the maximal eigenvalue of P
n Tn( f) diverges to inÿnity (in other words, {Tn( f)} does not possess spectrally equivalent preconditioners in the n algebra); (b) the number
n Tn(f)) : (n) → N (n)→∞ ∞} tends to inÿnity as N (n) tends to inÿnity (in other words, {Tn( f)} does not possess essentially spectrally equivalent preconditioners in the n algebra).
Proof. Since the essential spectral equivalence is an equivalence relation, it follows that the former property holds in general if it is proved for f = pk so reducing the analysis to a multilevel banded case.
n Tn(pk ) with Pn being a d-level matrix. We will prove (a) and (b) with the same argument. By contradiction we suppose that {Pn} and {Tn(pk )} are essentially spectrally equivalent that is there exist positive constants q, and ÿ independent ofn such that N (n) ¿ and q+1 6 ÿ:
Therefore, from the relation N (n) ¿ it follows that Tn(pk )¿ Pn where the relation is in the sense of the partial ordering between Hermitian matrices. On the other hand, from well-known results on the asymptotic spectra of Toeplitz matrices (see [29] and references therein), we infer that the smallest eigenvalue of Tn(pk ) is asymptotic to
Let m be the value of n i and k be the value of k i corresponding to max i=1;:::;d 1 n 2k i i (we can assume n i ∼ m for every i and therefore k = min i k i ). It can be also derived, from the above reference and from [2] , that Tn(pk 
Since n (pk )6Tn(pk ), for a positive constant independent of m (see e.g. [23] ), and since P −1 n Tn(pk ) has at most q eigenvalues bigger than ÿ, it follows that P −1 n n (pk ) has at most q eigenvalues bigger than ÿ= ( (P −1 n n (pk ))6ÿ= with at most q outliers). Therefore, because Pn and n (pk ) belong both to the algebra, we infer that ŝ ¿ ÿ p ŝ with at most the exception of q indicesŝ. The eigenvalues of Pn that are o(m −2k+1 ) are also such that
This means that the subspace Wn spanned by the eigenvectors related to o(m −2k+1 ) eigenvalues of Pn has to be contained (up to q possible indices) in
Now we look for the contradiction. By using (4) and by Lemma 2.6, we infer the following chain of relations:
As a consequence, since V q+1 ⊂ Wn so that max
(1 + o (1)) with Â = n 1 + 1 :
which is a contradiction for all k¿2, since 2k − 1¿3 for all k¿2 and since n 1 ∼ m.
Negative results: the circulant case
We directly state and prove the main negative results for the circulant case.
Theorem 2.8. Let f be asymptotic to pk (x) = (2 − 2 cos( 
tends to inÿnity as N (n) tends to inÿnity (in other words, uniformly bounded spectrum implies inÿnitely many asymptotically small eigenvalues).
Proof. The proof will be given following step by step the same proof as in Theorem 2.5. As observed for Theorem 2.5 we can reduce the analysis to f = pk . Let 1 ¿ 2 ¿ · · · N (n) be the eigenvalues of P −1 n Tn(pk ) with Pn being a d-level circulant matrix. We will prove (a) and (b) with the same argument. Let m be the value of n i and k be the value of k i corresponding to max i=1;:::;d 1 n 2k i i (we can assume n i ∼ m for every i and therefore k = min i k i ) and let us consider the eigenvectors of the multilevel circulant algebra v =f
. By making use of relation (6) we will give a direct proof. Calling ŝ the corresponding eigenvalue of P n , we have
where, by Lemma 2.4,
Now, for every multi-indexŝ such that p 
is independent of n j . Finally, by considering that n j ∼ m for every j, it follows that Analogously to the case, we prove that also the essential spectral equivalence is impossible with the help of the following lemma.
T is a vector of nonnegative indices with min i k i ¿2. Let Tn(pk ) be the Toeplitz correction deÿned in (6) and let Wn be the subspace generated by the multilevel circulant eigenvectorsf
with n i ∼ m for every i and with the exception of at most a constant number (independent of m) of indicesŝ. Then, for every positive integer t, there exists a subspace V t of dimension t such that Proof. We take the same choice of the subspace V t as in Lemma 2.6, with the only di erence that the eigenvectors v n Tn(f)) : (n) → N (n)→∞ ∞} tends to inÿnity as N (n) tends to inÿnity (in other words, {Tn( f)} does not possess essentially spectrally equivalent preconditioners in the d-level circulant algebra).
Proof. The proof will be given by contradiction following step by step the same proof as in Theorem 2.7. As observed for Theorem 2.7 we can reduce the analysis to f = pk . Let 1 ¿ 2 ¿ · · · N (n) be the eigenvalues of P −1 n Tn(pk ) with Pn being a d-level circulant matrix. We will prove (a) and (b) with the same argument. By contradiction we suppose that {Pn} and {Tn(pk )} are essentially spectrally equivalent that is there exist positive constants q, and ÿ independent ofn such that N (n) ¿ and q+1 6 ÿ: which is a contradiction for all k¿1, since 2k − 1¿1 for all k¿1 and n 1 ∼ m.
