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Abstrat. Interval Temporal Logi (itl) and Petri nets are two well
developed formalisms for the speiation and analysis of onurrent
systems. itl allows one to speify both the system design and orret-
ness requirements within the same logi based on intervals (sequenes
of states). As a result, veriation of system properties an be arried
out by heking that the formula desribing a system implies the for-
mula desribing a requirement. Petri nets, on the other hand, have state
based semantis and allow for a diret expression of ausality aspets in
system behaviour. As a result, veriation of system properties an be
arried out using partial order redutions or invariant based tehniques.
In this paper, we aim at providing a basi semantial link between itl
and Petri nets so that, in partiular, one would be able to use both kinds
of veriation tehniques of system properties.
Keywords: itl, Petri net, box algebra, omposition, semantis.
1 Introdution
Temporal logis [8, 3℄ and Petri nets [13℄ are two dierent but, in many yet om-
plementary formalisms for the speiation and analysis of onurrent systems.
A temporal logi, suh as Interval Temporal Logi (itl) [10, 12℄, allows one to
speify both the system design and orretness requirements within the same
logi framework based on sequenes of global states. As a result, veriation of
a requirement aptured by logi formula φ for a onurrent system expressed
as logi formula ψ an be done by heking that the impliation ψ ⊃ φ holds
true. Petri nets, on the other hand, whih are a graphial model with semantis
based on loal states allow, e.g., for a diret expression of ausality aspets in
system behavior. As a result, veriation of system properties an be done using
model heking tehniques based on partial order redutions [18℄, or invariant
tehniques [17℄ based on graph struture of nets.
In this paper, we aim at providing a basi semantial link between itl and
Petri nets so that one would be able to use both kinds of veriation tehniques
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of system properties. Finding suh a link is bound to be diult as temporal
logis and Petri nets have strikingly dierent nature. The rst step, therefore,
would be an identiation of a suiently expressive temporal logi and lass
of Petri nets whih ould be related in a lear and diret way. Intuitively, the
diulties enountered when mathing temporal logis and Petri nets stem from
the fat that the former are strutured using omposition operators, whereas the
latter, in general, are not.
A notable exeption is the Box Algebra (ba) [1℄ whih supports Petri nets
built using omposition operators inspired by ommon programming onstruts
suh as sequene, iteration, parallel omposition and hoie. Eah Petri net
box(E) is derived from a box expression E using a ompositional mapping box(.).
It is, therefore, natural to seek a temporal logi mathing or supporting this par-
tiular set of omposition operators.When looking at the existing temporal logis
from this point of view, it was remarkable to realise that itl (Interval Temporal
Logi) is based on almost exatly the same set of programming onstruts. As
a result, we set out to explore the possibility of building a semantial bridge
between temporal logis and Petri nets using two onrete formalisms, viz. itl
and ba. In this way, one should ultimately be able to take advantage of the in-
dividual strengths of these two formalisms, suh as the analysis of systems with
innite data domains and fairness-related properties [16℄ for itl, and unfolding
based partial order model heking and invariant analysis for ba.
In onrete terms, our aim is to solve the following problem:
Given a ba expression E and a logi formula ψ expressed in itl syn-
tax, provide a translation itl(E) into itl suh that box(E) satises ψ i
itl(E) ⊃ ψ′ holds true, where ψ′ is a suitably adjusted ψ.
In this paper, we provide a syntax-driven translation itl(.) for the ore ba [1℄
syntax omprising parallel omposition, sequene, hoie, synhronisation and
iteration, but without onsidering data variables. Whereas translating the other
ontrol-ow operators is relatively straightforward, doing the same for synhro-
nisation is muh more involved and we rely here and adapt some ideas rst
formulated in [2℄ for the ase of interproess ommuniation. We rst onsider
a simpler ase of s-like binary synhronisation [9℄, and then extend this to a
general multi-way synhronisation sheme [1℄. The main result is the soundness
of the proposed translation.
Throughout the paper N denotes all positive integers, N0 = N ∪ {0} and
Nω = N0 ∪ {ω}, where ω denotes the rst transnite ordinal. We extend to
Nω the standard arithmeti omparison operators, assuming that ω = ω and
n < ω, for all n ∈ N0. Moreover, we dene  as ≤ \{(ω, ω)}. The onatenation
operator for sequenes will be denoted by ◦, and we will denote ∅ω = {∅∅ . . .}
and ∅
∗ = {ǫ,∅,∅∅, . . .} (i.e., ∅ω omprises a single innite sequene, and ∅∗
an innite number of nite sequenes).
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2 Box algebra with one-to-one ommuniation
We rst onsider sba whih is a simple sub-model of Box Algebra [1℄. In partiu-
lar, we will allow only one-to-one ommuniation between onurrent sequential
proesses.
We assume a set of ommuniation ations, eah suh ation a having a
unique onjugate ation â satisfying â 6= a and ̂̂a = a. Moreover, we allow
synhronisation ations of the form τ{a,â} representing simultaneous exeution
of two onjugate ommuniation ations, a and â.
The syntax of sba expressions E and sequential expressions S is as follows:
S ::= stop | a | S ;S′ | [S ⊛ S′ ⊛ S′′] | S2S′
E ::= (S1 ‖S2 ‖ . . . ‖Sk) scoA
where a is a ommuniation ation, and A is a set of ommuniation ations
inluding onjugates. We assume that in an sba expression
E = (S1 ‖S2 ‖ . . . ‖Sk) scoA (1)
we have Ai ∩ Aj = ∅, for i 6= j, where eah Ai is the set of ommuniation
ations ourring in Si.
In the above syntax, stop stands for a bloked proess, S2S′ for hoie om-
position, S ;S′ for sequential omposition, [S⊛S′⊛S′′] for a loop (with an initial
part S, iterated part S′, and terminal part S′′), and nally (S1 ‖S2 ‖ . . . ‖Sk) scoA
for parallel omposition of k sequential proesses. The soping part, scoA, of
the expression E in (1) synhronises onjugate ommuniation ations in A be-
longing to dierent sequential proesses, leaving the non-synhronised ations
(i.e., those not belonging to A) intat.
Figure 1 shows as sba expression (S1 ‖S2 ‖S3) scoA modelling a system on-
sisting of two one-plae buer proesses, S1 and S2, and a merge proess, S3.
Buers S1 and S2 respetively use ations a and b to reeive signals whih are
then send o to the merge proess using the c and d ations. The merge proess
uses the onjugate ations, ĉ and d̂, to reeive forwarded signals whih are then
passed on using the e signal. The soping part scoA eets interproess ommu-
niation. (Note that the ations c, ĉ, d and d̂ annot be exeuted individually.)
The three proesses are started up using the ations start i whih are exeuted
one.
Remark 1. The syntax of sba expression E in (1) inorporates two spei re-
stritions:
 Only ommuniation ations are used within sequential sub-expressions.
This is not a real problem as loal (non-synhronised) ations are basially
those ommuniation ations whih do not appear in A, and silent ations
may be simulated by fresh ommuniation ations.
4 Zhenhua Duan, Hanna Klaudel, and Maiej Koutny
S1 S2
S3
a b
c d
e
( [ start1 ⊛ (a ; c) ⊛ stop ]
‖
[ start2 ⊛ (b ; d) ⊛ stop ]
‖
[ start3 ⊛ ((ĉ ; e)2 (d̂ ; e)) ⊛ stop ] ) sco {c, ĉ, d, d̂}
Fig. 1. Two one-plae buers and merge proesses.
 No ation appears in more than one sequential expression Si.
If this does not hold, we an take any ommuniation ation a ∈ Ai ∩A and
then replae:
• eah ourrene of a by stop2 ai,j1 2 . . . 2 ai,jl within Si, and
• a by ai,j1 , . . . , ai,jl within A,
where {j1, . . . , jl} = {j | j 6= i ∧ â ∈ Aj}.
Box algebra semantis
The semantis of sba expressions is given through a mapping into Petri nets
alled boxes.
A box is a tuple Σ = (P, T, F, ℓ,M0) where P and T are disjoint nite sets
of respetively plaes and transitions; F ⊆ (P × T ) ∪ (T × P ) is a ow relation;
ℓ is a labelling funtion for plaes and transitions suh that ℓ(p) ∈ {e, i, x}, for
every plae p ∈ P , and ℓ(t) is an ation, for every transition t ∈ T ; and M0 ⊆ P
is an (initial) marking. In general, any subset of P is a marking.
We adopt the standard rules about representing nets as direted graphs. If
the labelling of a plae p is e, i or x, then p is an entry, internal or exit plae,
respetively.
For every plae (transition) x, we use •x to denote its pre-set, i.e., the set of all
transitions (plaes) y suh that there is an ar from y to x, that is, (y, x) ∈ F . The
post-set x• is dened in a similar way. The pre- and post-set notation extends
in the usual way to sets R of plaes and transitions, e.g., •R =
⋃
r∈R
•r. By
onvention,
•Σ and Σ• denote respetively the sets of entry and exit plaes of
Σ.
We now introdue operators on boxes orresponding to operators used in sba
expressions. Let Σi (for i = 1, 2, 3) be boxes with disjoint sets of nodes satisfying
|•Σi| = |Σi
•| = 1 and M0i = ∅. Then we have the following (below p and p
′
are
fresh plaes):
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 Σ1 2Σ2 = (P, T, F, ℓ,∅) where:
P = P1 ∪ P2 \ (
•Σ1 ∪Σ1
• ∪ •Σ2 ∪Σ2
•) ∪ {p, p′}
T = T1 ∪ T2
F = (F1 ∪ F2)|(P×T )∪(T×P ) ∪ {p} × (
•Σ1 ∪
•Σ2)
•
∪
•(Σ1
• ∪Σ2
•)× {p′}
ℓ = (ℓ1 ∪ ℓ2)|P∪T ∪ {p 7→ e, p
′ 7→ x} .
 Σ1 ;Σ2 = (P, T, F, ℓ,∅) where:
P = P1 ∪ P2 \ (Σ1
• ∪ •Σ2) ∪ {p}
T = T1 ∪ T2
F = (F1 ∪ F2)|(P×T )∪(T×P ) ∪ ({p} × (
•Σ2)
•) ∪ (•(Σ1
•)× {p})
ℓ = (ℓ1 ∪ ℓ2)|P∪T ∪ {p 7→ i} .
 [Σ1 ⊛ Σ2 ⊛ S3] = (P, T, F, ℓ,∅) where:
P = P1 ∪ P2 ∪ P3 \ (Σ1
• ∪ •Σ2 ∪Σ2
• ∪ •Σ3) ∪ {p}
T = T1 ∪ T2 ∪ T3
F = (F1 ∪ F2 ∪ F3)|(P×T )∪(T×P ) ∪
•(Σ1
• ∪Σ2
•)× {p}∪
{p} × (•Σ2 ∪
•Σ3)
•
ℓ = (ℓ1 ∪ ℓ2 ∪ ℓ3)|P∪T ∪ {p 7→ i} .
Moreover, for any box Σ, Σ is Σ with the initial marking set to •Σ.
The semantis of a box Σ is given through its step sequenes. A set of tran-
sitions U , alled a step, is enabled at a marking M if •U ⊆M and •u ∩ •t = ∅,
for all distint t, u ∈ U . An enabled step U an be exeuted leading to a marking
M ′ given by M ′ = M \ •U ∪ U•. We denote this by M [U〉M ′.
As far as a box Σ is onerned, only step sequenes whih start from its
default initial marking
•Σ need to be onsidered. We will assume that eah
suh step sequenes is innite whih is a harmless requirement as any nite step
sequene an be extended by an innite sequene of empty steps (note that
M [∅〉M for every marking M). In addition, we will single out a set of nite step
sequenes whih lead from the default initial marking
•Σ to the default nal
marking Σ•. Intuitively, eah suh step sequene orresponds to a terminated
exeution of the box.
A step sequene of a box Σ is any innite sequene of steps γ = U1U2 . . .
suh that there are markings M1,M2 . . . satisfying
•Σ[U1〉M1[U2〉M2 . . . .
We denote this by γ ∈ step(Σ). Moreover, a terminated step sequene of Σ is a -
nite sequene of steps γ = U1 . . . Um suh that there are markingsM1, . . . ,Mm−1
satisfying
•Σ[U1〉M1[U2〉 . . .Mm−1[Um〉Σ
• .
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We denote this by γ ∈ tstep(Σ).
Step sequenes built of sets of transitions are low-level desriptions of exe-
uted behaviours. A more abstrat (and pratially relevant) view is provided
by step sequenes built of steps of labels of exeuted transitions. Hene, for any
nite or innite step sequene γ as dened above, we will use ℓ(γ) to denote a
sequene of multisets of labels obtained from γ by replaing eah step Ui by the
multiset Γi of labels of the transitions belonging to U . We then dene:
lstep(Σ) = ℓ(step(Σ)) and ltstep(Σ) = ℓ(tstep(Σ)) .
From box expressions to boxes
We dene a mapping box from sba expressions to boxes ompositionally. First,
for the bloked expression stop and any ommuniation ation a:
box(a) = ({p, p′}, {ta}, {(p, ta), (ta, p)}, {p 7→ e, ta 7→ a, p
′ 7→ x},∅)
box(stop) = ({p, p′},∅,∅, {p 7→ e, p′ 7→ x},∅)
and, for any sequential expressions S1, S2 and S3:
box(S1 ;S2) = box(S1) ; box(S2)
box(S1 2S2) = box(S1)2 box(S2)
box([S1 ⊛ S2 ⊛ S3]) = [box(S1) ⊛ box(S2) ⊛ box(S3)]
Then, for an sba expression E as in (1), the net box(E) is obtained by:
 reating Σ whih is a disjoint union of box(Si), for i = 1, . . . , k.
 reating Σ′ from Σ by adding fresh transitions t = t{u,v}, where u is a
transition in box(Si) and v is a transition in box(Sj) (i 6= j), ℓi(u) = a ∈ A
and ℓi(u) = â. The label of t is τ{a,â}, and it inherits the onnetivity of u
and v, i.e., •t = •u ∪ •v and t• = u• ∪ v•.
 deleting all transition labelled by the ommuniation ations in A.
We also dene, for any sba expression F :
lstep(F ) = lstep(box(F )) and ltstep(F ) = ltstep(box(F )) .
Behaviours of boxes obtained through the above translation from sba expres-
sions exhibit lear ompositional properties [1℄. Figure 2 provides a full hara-
terisation of the behaviours of sequential sba expressions whereas for onurrent
sba expressions we have the following.
Proposition 1. Let E be an sba expression as in (1). Then:
 a nite sequene γ = Γ1 . . . Γm belongs to ltstep(E) i for j = 1, . . . , k:
Γ j1 . . . Γ
j
m ∈ ltstep(Sj)
where Γ ji = Γi|Aj + {a ∈ Aj | τ{a,â} ∈ Γi}, for i = 1, . . . ,m.
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 an innite sequene γ = Γ1Γ2 . . . belongs to lstep(E) i for j = 1, . . . , k:
Γ j1Γ
j
2 . . . ∈ lstep(Sj)
where Γ ji = Γi|Aj + {a ∈ Aj | τ{a,â} ∈ Γi}, for i = 1, 2, . . . .
Note: + and |Aj respetively denote multiset sum and restrition. ⊓⊔
Figure 3 illustrates the onstrution of a box representing an sba expression
of Figure 1.
3 Interval Temporal Logi
We now provide the syntax and semantis of a small fragment of itl. The hosen
fragment inludes only those onstruts (basi and derived) whih are used in
the subsequent translation of sba expressions.
The formulas of the fragment of the itl logi we need are dened below,
where V is a set of boolean variables, v ∈ V and V ′ ⊆ V :
φ ::= flip(v) | keep(V ′) | φ ∧ φ′ | φ ∨ φ′ | φ ;̂φ′ | φ∗ | inf
Note that flip(v) inverts the value of boolean variable v over a unit interval,
keep(V ′) keeps the value of variables in V ′ over a unit interval, ;̂ is a weak version
of the standard sequential omposition operator (denoted by ; and alled hop),
and inf indiates an innite interval.
A state is a mapping whih assigns values to the (boolean) variables V , and
an interval σ is a possibly innite non-empty sequene of states. Its length, |σ|,
is ω if σ is innite, and otherwise its number of states minus 1. To simplify
ltstep(stop) = ∅
ltstep(a) = ∅∗ ◦ {{a}} ◦∅∗
ltstep(S1 ;S2) = ltstep(S1) ◦ ltstep(S2)
ltstep(S1 2S2) = ltstep(S1) ∪ ltstep(S2)
ltstep([S1 ⊛ S2 ⊛ S3]) = ltstep(S1) ◦ ltstep(S2)
∗ ◦ ltstep(S3)
lstep(stop) = ∅ω
lstep(a) = ∅ω ∪∅∗ ◦ {{a}} ◦∅ω
lstep(S1 ;S2) = lstep(S1) ∪ ltstep(S1) ◦ lstep(S2)
lstep(S1 2S2) = lstep(S1) ∪ lstep(S2)
lstep([S1 ⊛ S2 ⊛ S3]) = lstep(S1)∪
ltstep(S1) ◦ ltstep(S2)
∗ ◦ (lstep(S2) ∪ lstep(S3))
Fig. 2. Properties of behaviours of sequential sba expressions.
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start1
a
c
e
x
start3
ĉ
e
d̂
e
e
x
start2
b
d
e
x
box(S1) box(S3) box(S2)
•
start1
a
τ{c,ĉ}
e
x
•
start3
e
τ{d,d̂}
e
e
x
•
start2
b
e
x
box
(
(S1 ‖S2 ‖S3) sco {c, ĉ, d, d̂}
)
Fig. 3. Top: unsynhronised unmarked boxes for S1, S2 and S3; bottom: omplete box
semantis of the three-proess system with the default initial marking. All the i labels
of internal plaes are omitted.
denitions, we will denote σ as 〈σ0, σ1, . . . , σ|σ|〉, where σ|σ| is undened if σ is
innite. With suh a notation, for 0 ≤ i  j ≤ |σ|:
σi..j = 〈σi, . . . , σj〉 and σ
i = 〈σ0, . . . , σi〉 and σ
(i) = 〈σi, . . . , σ|σ|〉
The meaning of formulas is given by the satisfation relation dened as follows:
 σ |= flip(v) i |σ| = 1 and σ1(v) = ¬σ0(v).
 σ |= keep({v1, . . . , vm}) i |σ| = 1 and σ1(vi) = σ0(vi), for i = 1, . . . ,m.
 σ |= φ ∨ φ′ i σ |= φ or σ |= φ′.
 σ |= φ ∧ φ′ i σ |= φ and σ |= φ′.
 σ |= φ ;̂φ′ i one of the following holds:
• |σ| = ω and σ |= φ.
• there is r  |σ| and σr |= φ and σ(r) |= φ′.
 σ |= φ∗ i one of the following holds:
• |σ| = 0.
• there are 0 = r0 ≤ r1 ≤ . . . ≤ rn−1  rn = |σ| suh that, for all
1 ≤ l ≤ n, σrl−1..rl |= φ.
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• |σ| = ω and there are innitely many integers 0 = r0 ≤ r1 ≤ . . . suh
that lim
i→∞
ri = ω and for all l ≥ 1, σrl−1..rl |= φ.
 σ |= inf i |σ| = ω.
Note that φ ;̂φ′ is equivalent to the formula φ ∧ inf ∨ φ ;φ′.
4 From simple box algebra to itl
We now present a translation from an sba expression E dened as in (1) into
semantially equivalent itl formula.
A key idea inspired by [2℄ is to represent eah of the ations a appearing in
E by a separate boolean variable va, and then to model an exeution of a by the
hange of the value of va. In the ase of synhronisation between a and â, the two
orresponding variables, va and vâ, have to hange their values simultaneously.
In what follows, the set of variables orresponding to eah Ai (ations o-
urring within Si) are denoted by Vi, and no other variables are used. The
translation is then given by:
itl(E) = itl1(S1) ∧ . . . ∧ itlk(Sk)
where we have the following (below i = 1, . . . , k, a ∈ Ai ∩ A and b ∈ Ai \A):
itl i(stop) = keep(Vi)
∗ ∧ inf
itl i(a) = keep(Vi)
∗
;̂
(
keep(Vi \ {va}) ∧ flip(va) ∧ flip(vâ)
)
;̂
keep(Vi)
∗
itl i(b) = keep(Vi)
∗
;̂
(
keep(Vi \ {vb}) ∧ flip(vb)
)
;̂ keep(Vi)
∗
itl i(S ;S
′) = itl i(S) ;̂ itl i(S
′)
itl i(S2S
′) = itl i(S) ∨ itl i(S
′)
itl i([S ⊛ S
′
⊛ S′′]) = itl i(S) ;̂ itl i(S
′)∗ ;̂ itl i(S
′′)
Intuitively, the value of a variable va is kept unhanged, unless we simulate
an exeution of ation a whih results in ipping the value of va. Moreover,
synhronisation involving a and â ips the values of both va and vâ. In this way,
exeutions arried out in onurrent omponents are synhronised.
With eah interval σ satisfying σ |= itl(E), we assoiate a sequene of mul-
tisets γσ = Γ1 . . . Γ|σ|, were eah Γj is dened as follows:
Γj = {a | a /∈ A ∧ σj−1(va) 6= σj(va)}+ {τ{a,â} | a ∈ A ∧ σj−1(va) 6= σj(va)} .
Similarly, with eah interval σ satisfying σ |= itl(Si), we assoiate a sequene of
multisets γσ = Γ1 . . . Γ|σ|, were eah Γj is dened as follows:
Γj = {a ∈ Ai | σj−1(va) 6= σj(va)} .
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We then dene, for any itl formula φ appearing on the r.h.s. of the above
translation:
ltstep(φ) = {γσ | σ |= φ ∧ |σ| < ω} and lstep(φ) = {γσ | σ |= φ ∧ |σ| = ω} .
Note that ltstep(φ) ◦∅ω ⊆ lstep(φ).
Proposition 2. Let S be a sequential sba expression. Then:
lstep(itl(S)) = lstep(S) and ltstep(itl(S)) = ltstep(S) .
Proof. The proof proeeds by indution on the struture of S, using Figure 2
and the properties of the logi operators.
Case 1: S = stop. Then:
ltstep(itl(stop)) = ∅ = ltstep(stop)
lstep(itl(stop)) = ∅ω = lstep(stop) .
Case 2: S = a. Then:
ltstep(itl(a)) = ∅∗ ◦ {{a}} ◦∅∗ = ltstep(a)
lstep(itl(a)) = ∅ω ∪∅∗ ◦ {{a}} ◦∅ω = lstep(a) .
Case 3: S = S1 ;S2. Then:
ltstep(itl(S1 ;S2)) = ltstep(itl(S1)) ◦ ltstep(itl(S2))
= ltstep(S1) ◦ ltstep(S2)
= ltstep(S1 ;S2)
lstep(itl(S1 ;S2)) = lstep(itl(S1)) ∪ ltstep(itl(S1)) ◦ lstep(itl(S2))
= lstep(S1) ∪ ltstep(S1) ◦ lstep(S2)
= lstep(S1 ;S2) .
Case 4: S = S1 2S2. Then:
ltstep(itl(S1 2S2)) = ltstep(itl(S1)) ∪ ltstep(itl(S2))
= ltstep(S1) ∪ ltstep(S2)
= ltstep(S1 2S2)
lstep(itl(S1 2S2)) = lstep(itl(S1)) ∪ lstep(itl(S2))
= lstep(S1) ∪ lstep(S2)
= lstep(S1 2S2) .
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Case 5: S = [S1 ⊛ S2 ⊛ S3]. Then:
ltstep(itl([S1 ⊛ S2 ⊛ S3])) = ltstep(itl(S1)) ◦ ltstep(itl(S2))
∗◦
ltstep(itl(S3))
= ltstep(S1) ◦ ltstep(S2)
∗ ◦ ltstep(S3)
= ltstep([S1 ⊛ S2 ⊛ S3])
lstep(itl([S1 ⊛ S2 ⊛ S3])) = lstep(itl(S1))∪
ltstep(itl(S1)) ◦ ltstep(itl(S2))
∗◦
(lstep(itl(S2)) ∪ lstep(itl(S3)))
= lstep(S1)∪
ltstep(S1) ◦ ltstep(S2)
∗◦
(lstep(S2) ∪ lstep(S3))
= ltstep([S1 ⊛ S2 ⊛ S3]) .
This ompletes the proof. ⊓⊔
Theorem 1. Let E be an sba expression as in (1). Then:
lstep(itl(E)) = lstep(E) and ltstep(itl(E)) = ltstep(E) .
Proof. Follows from Propositions 1 and 2, and the basi properties of the on-
juntion operator in itl. Note that the assumption that no ommuniation ation
ours in more than one sequential expression Si is ruial to demonstrate the
result. ⊓⊔
What we have just presented is one of possible ways of translating sba ex-
pressions into equivalent itl formulas. Another possibility would be to enfore
synhronisation between variables orresponding to onjugate ommuniations
globally using the 2 operator of ITL:
itl(E) = itl1(S1) ∧ . . . ∧ itlk(Sk) ∧
∧
a∈A
2va = vâ
and then to simplify the rest of the translation (below b ∈ Ai):
itl i(stop) = keep(Vi)
∗ ∧ inf
itl i(b) = keep(Vi)
∗
;̂
(
keep(Vi \ {vb}) ∧ flip(vb)
)
;̂ keep(Vi)
∗
itl i(S ;S
′) = itl i(S) ;̂ itl i(S
′)
itl i(S2S
′) = itl i(S) ∨ itl i(S
′)
itl i([S ⊛ S
′
⊛ S′′]) = itl i(S) ;̂ itl i(S
′)∗ ;̂ itl i(S
′′)
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Yet another possibility would be to use a single variable v{a,â} to represent both
a and â, leading to the following translation (below a ∈ Ai ∩A and b ∈ Ai \A):
itl(E) = itl1(S1) ∧ . . . ∧ itlk(Sk)
itl i(stop) = keep(Vi)
∗ ∧ inf
itl i(a) = keep(Vi)
∗
;̂(
keep(Vi \ {v{a,â}}) ∧ flip(v{a,â})
)
;̂ keep(Vi)
∗
itl i(b) = keep(Vi)
∗
;̂
(
keep(Vi \ {vb}) ∧ flip(vb)
)
;̂ keep(Vi)
∗
itl i(S ;S
′) = itl i(S) ;̂ itl i(S
′)
itl i(S2S
′) = itl i(S) ∨ itl i(S
′)
itl i([S ⊛ S
′
⊛ S′′]) = itl i(S) ;̂ itl i(S
′)∗ ;̂ itl i(S
′′)
The latter alternative will be adopted in the translation of more ompliated ba
expressions desribed in the next setion.
5 Box algebra with general synhronisation
We now onsider ba equipped with a powerful operator of general synhronisa-
tion whih subsumes a majority of those usually employed by proess algebras.
Let L be a set of ations. A synhronisation relation is ρ ⊆ L+×L suh that if
(a1, . . . , an, a) ∈ ρ then a1, . . . , an represents ations whih an be synhronised
to yield a new ation a. The general syntax of ba expressions E and sequential
ba expressions S is as follows:
S ::= stop | a | S ;S′ | [S ⊛ S′ ⊛ S′′] | S2S′
E ::= (S1 ‖S2 ‖ . . . ‖Sk)[ρ]
where a ∈ L is an ation, and ρ is a synhronisation relation. There is no restri-
tion on the presene of ations in dierent sequential subexpressions of E as in
the ase of sba.
The translation for a sequential expression S is the same as in the simpler
ase. Moreover, given a ba expression
E = (S1 ‖S2 ‖ . . . ‖Sk)[ρ] (2)
we proeed as follows:
 For every ξ = (a1, . . . , an, a) ∈ ρ we denote:
∆ξ = {k1 . . . kn | ∀i ≤ n : ai ∈ Aki ∧ ∀i 6= j : ki 6= kj} .
Intuitively, ∆ξ denotes all ombinations of sequential proesses whih an
potentially generate synhronisations aptured by ξ.
 box(E) is obtained by:
• reating Σ whih is a disjoint union of box(Si), for i = 1, . . . , k.
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( [ start ⊛ (a ; c) ⊛ stop ]‖ with ρ = { ({start , start , start}, start),
[ start ⊛ (f ; e) ⊛ stop ] ‖ ({c, f}, {c′, f}, g),
[ start ⊛ (b ; c′) ⊛ stop ] ) [ρ] (a, a), (b, b), (e, e) }
• • •
start
a e bg g
e e e
x x x
Fig. 4. A system with many-to-one ommuniation.
• reating Σ′ from Σ by adding a transition t = tξt1...tn whenever:
ξ = (a1, . . . , an, a) ∈ ρ and k1 . . . kn ∈ ∆ξ
and, for all i ≤ n, ti belongs to box(Ski) and has the label ai. The label
of t is a, •t = •t1 ∪ . . . ∪
•tn and t
• = t1
• ∪ . . . ∪ tn
•
.
• deleting all transitions oming from Σ.
The translation from the ba expressions to boxes follows the same pattern
as in the ase of sba expressions, and its result is illustrated in Figure 4.
From box algebra to itl
In the translation from ba expressions as in (2) to itl, for every synhronisation
pattern ξ = (a1, . . . , an, a) ∈ ρ, we will use distint variables
Vξ = {v
ξ
k1,...,kn
| k1, . . . , kn ∈ ∆ξ}
orresponding to dierent ombinations of sequential sub-expressions whih may
realise synhronisations aptured by ξ. Moreover, for every i ≤ k and b ∈ Ai,
V ib = {v
(a1,...,an,a)
k1...kn
| ∃j ≤ n : kj = i ∧ aj = b}
are all the variables orresponding to potential synhronisations in whih b o-
urring in Si an partiipate. The translation of ba expressions is then dened
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in the following way (below i = 1, . . . , k, b ∈ Ai and Vi =
⋃
b∈Ai
V ib ):
itl(E) = itl1(S1) ∧ . . . ∧ itlk(Sk)
itl i(stop) = keep(Vi)
∗ ∧ inf
itl i(b) = keep(Vi)
∗
;̂(∨
v∈V i
b
keep(Vi \ {v}) ∧ flip(v)
)
;̂ keep(Vi)
∗
itl i(S ;S
′) = itl i(S) ;̂ itl i(S
′)
itl i(S2S
′) = itl i(S) ∨ itl i(S
′)
itl i([S ⊛ S
′
⊛ S′′]) = itl i(S) ;̂ itl i(S
′)∗ ;̂ itl i(S
′′)
Note that a synhronisation an now involve more than two sequential sub-
omponents and is realised by a single variable whih may appear in several
dierent sub-formulas. The interpretation of satisfying intervals in terms of step
sequenes of multisets of ations requires only a small modiation of the one
used previously.
Properties of the newly dened translation are very muh the same as in the
simpler ase. Cruially, we have the following.
Theorem 2. Let E be a ba expression as in (2). Then:
lstep(itl(E)) = lstep(E) and ltstep(itl(E)) = ltstep(E) .
Proof. Similar as in the ase of sba expression. ⊓⊔
6 Conlusions
In the past, various kinds of logis have been used as formalism for expressing
orretness properties of systems speied using Petri nets. When it omes to
the relationship between logis and Petri net, we feel that the work on the
onnetions between liner logi [5℄ and Plae Transition nets was the losest one.
However, the main onern there was the handling of multiple token ourrenes
in net plaes whereas boxes are safe nets. Another way in whih logis and Petri
nets were disussed was reported in [14℄ whih provided a haraterisation of
Petri net languages in terms of seond-order logial formulas.
The results presented in this paper demonstrate that one an develop a very
lose strutural onnetion between ba and itl. It is therefore important to fur-
ther investigate the extent to whih suh a onnetion ould be generalised and
exploited. In partiular, we plan to investigate what is the subset of itl whih
an be modelled by ba. A longer time goal is the development of a hybrid veri-
ation methodology ombining itl and ba tehniques. For example, sequential
algorithms and data strutures ould be treated by itl tehniques [11℄, while
intensive parallel or ommuniating aspets of systems ould be treated by net
unfoldings [4, 6℄ or other Petri net tehniques [15℄.
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