I. Introduction
An image in real world is a three dimensional object. When projected on transducers we get a two dimensional discrete representation of the real object. If we look closely on this image it is formed of small pixels whose number depend upon the size and resolution of the camera. The quality of an image is subjective to viewers. Overall the quality of an image depends upon lighting conditions, exposure, object motion, handshake etc. If this image is not captured properly then the quality of the pictures degrades. With the advent of digital computers and introduction of new processing al-gorithms it is now possible to enhance the image quality. However the technique depends largely on the application at hand. One such image enhancement technique is histogram equalisation.
II. Histogram Equalisation Methods
An image consists of a very large number of pixels. Each pixel in the image has a particular discrete intensity in the range 0-255 for eight bit registers. This intensity range is broken into 256 bins start-ing from 0 to 255. Then the entire image is scanned and the bin corresponding to the intensity of the pixel, is increased by one each time a pixel with that intensity is met. In this way we get a histogram of the intensity of pixels in the image. 
Also
Hence gives the probability of occurrence of l th level in the given image denoted by p(l).
One such histogram is shown in one of the figures.
Having obtained the probability density function (pdf) of the intensity levels in the image we can construct its cumulative distribution function .
One such cumulative distribution function scaled in the range 0-255 is shown in one of the figures in the result section.
However if the object is not properly exposed to light then bins of lower intensity will have large number of pixels causing an uneven distribution of intensity. This poor distribution of intensity among pixels causes the image quality to degrade. The next step in histogram equalisation is to change the distribution of pixels in original histogram to a uniformly distributed histogram so that all the brightness levels are equally distributed. For this transformation T of a pixel intensity l to a uniform distribution: The resulting histogram has more or less a uniform distribution of pixels across all intensity levels. One such equalised histogram is shown in the figures provided below. However meanwhile in the process above the mean brightness level of the image is shifted near to the mid of the intensity range. Due to this the image loses its original brightness level. In order to preserve the mean brightness level of the image another equalisation technique called Bi-level histogram equalisation method is used. In this technique the whole histogram of original image is divided into two parts the boundary lying at the mean intensity of the original image. Then equalisation is performed on the two halves separately. This preserves the mean intensity of the result image because the number of pixels on both sides of the boundary intensity level is still the same after processing. In terms of equations the processing can be explained as follows: If l m is the mean intensity level of the image. Then for lower half intensity image the transformation applied will be:
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And for the upper half of the intensity level image following transformation is applied; 
III. Minimum Mean Brightness Level:
In this method the aim is to minimise the error between the mean intensity levels of the original histogram and the mean of those histograms which are equalised after varying the threshold intensity before equalisation. Finally that histogram is selected which has minimum error. For this the histogram of the original image is divided into two parts whose threshold intensity changes with each iteration. Then the two histograms are independently equalised before joining them and the associated error is calculated. On doing some mathematics we obtain a recursive solution to find the mean brightness error given as:
Once the matrix of error has been formed the threshold level with minimum error is selected and then the procedure similar to Bi level histogram equalisation is followed. The results of this histogram equalisation technique is shown in the figures in the result section.
IV. Weighted Bi Level Histogram Method:
In this method the whole histogram is segmented into different regions by locating the valleys in the histogram. Then each region is separately equalised. When combining different regions of the histogram together weights are given to individual segments depending upon the density of the segment such that overall when weights are added they sum up to one. The following diagrams shows the process as just described. 
V. Result
We have implemented all the above algorithms for the techniques discussed above on MATLAB. The result of the simulation is shown below. We have used Baboon as the test image for performing simulations and testing results. As can be seen in the results we have shown first the original image in figure 2: 
VI. Conclusion
In this paper we reviewed major histogram equalisation techniques. Then we checked their performance on the basis of different metrics like PSNR and MSE. We found that Minimum Mean Brightness Level gives better performance in terms of PSNR while Bi-level histogram equalisation technique is better when compared in terms of MSE (Mean Square Error). In future work we would like to extend the above discussed ideas to propose a new better method for histogram equalisation.
