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ABSTRACT 
To make significant advances in concrete engineering, understanding the behavior of 
cementitious materials at the micro-scale will be necessary.  To reach this goal, the location and 
orientation of constituent materials within concrete members, as well as the nature of damage 
initiation and growth, need to be understood at very small scales.  This dissertation sought to 
increase that understanding through the collection of micro-scale data using x-ray computed 
tomography (CT).  The quasi-static phenomena investigated included the tensile, compression, 
and reinforcing bar pull-out behavior of both ultra-high performance concrete (UHPC) and 
conventional concrete.  Ballistic damage of UHPC samples was also investigated.  These testing 
efforts yielded a number important results.  First, relationships were identified between 
mechanical performance and cracking parameters that could be quantified mathematically and 
implemented into future finite element analysis models.  Second, these test results demonstrated 
that the cracking structures of UHPC samples subjected to the double punch test (DPT) are 
heavily influenced by fiber anisotropy.  This can lead to actual crack structures that are 
significantly at variance with the theoretical crack structure, which may decrease DPT accuracy 
in predicting tensile strength.  Third, fiber orientations within both small and large samples of 
UHPC were demonstrated to be highly anisotropic.  Thus, the assumption of a uniform 
distribution of fiber orientations within UHPC could lead to significant over-predictions of 
strength in some structural members.  The results of this dissertation have the potential to both 
improve the accuracy and resiliency of numerical models as well as provide insight to the 
materials engineering and structural design communities about the optimal use of UHPC. 
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CHAPTER 1 
 
INTRODUCTION 
1.1 Objectives 
The research program detailed in this report had a series of objectives that were linked to 
developing a better understanding of the mechanics of concrete damage.  The primary objective 
was to obtain a better understanding of the relationships linking load resistance to measured 
concrete cracking for both conventional and ultra-high performance concretes (UHPCs).  
Secondary objectives of the program were to provide quantified descriptions of the location and 
orientation of constituent materials within concrete members and assess their effects on overall 
material performance.  These objectives were accomplished through the collection and analysis 
of both qualitative and quantitative, micro-scale data from x-ray computed tomography (CT) 
scanning as well as mechanical performance data collected during quasi-static and dynamic 
loading.   
1.2 Significance 
The improved understanding of concrete matrix structure and damage initiation and 
growth that resulted from this research program can be implemented directly into future finite 
element analysis (FEA) codes.  This will allow for the creation of new damage variables that are 
directly representative of actual, measurable concrete cracking.  It will also make possible 
comparisons of damage structures and quantities predicted by these models with those present in 
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actual experimental data.  This will lead to simulations that are more accurate and versatile 
because they will be more firmly established on basic principles of material behavior and 
fracture mechanics.  Thus, FEA codes will no longer need the level of extensive tuning to fit new 
structures, materials, and load configurations that is currently required.   
Using these models, it will be possible to identify the mechanisms of concrete mix and 
composite member design that have the most effects on restraining damage formation and 
spread.  This will enable the development of concrete members tailored for resistance to a series 
of specific load types including dynamic loads such as penetration and airblast and static loads 
such as flexure, compression, and shear. Components designed using this tailored approach will 
provide significant weight savings over current designs.   
The results of this research program could also have a significant effect on the structural 
design and construction industries by improving the understanding of fiber orientation within 
structural members and its effect on mechanical performance.  Other results that could be of 
significant benefit to this community include research focusing on the bond and damage of 
concrete surrounding reinforcing bars.  This research provided important insights into the effects 
of both concrete stiffness and fiber inclusion on overall reinforcing bar pull-out performance. 
Also of potential benefit to the design and construction communities are experimental 
findings that contradict many current assumptions about the cracking structure present within 
samples during double punch testing (DPT).  This could result in modifications to the current 
DPT strength prediction equations that would improve their accuracy.   
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1.3 Scope 
In order to meet the objectives laid out in Section 1.1, it was clear that this research 
program would need to be divided into three overall experimental/analytical efforts.  This 
document provides a comprehensive description of the preparation and execution of each of 
these efforts and also presents a summary of significant findings and recommendations for 
further research.   
An extensive literature review, documented in CHAPTER 2, was conducted prior to the 
initiation of any experimental work and continued throughout the duration of the research 
program.  During the literature review, it became clear that x-ray CT was an ideal testing method 
for meeting the objectives outlined in Section 1.1.  CHAPTER 3 provides a thorough description 
of the x-ray CT laboratory facilities used throughout this research program.  It also includes a 
detailed description of the operating procedures followed during all of the x-ray CT scanning and 
background on how the x-ray CT scanning system operates. 
The first testing effort, described in detail in CHAPTER 4, was focused on x-ray CT 
evaluation of high-strength fiber-reinforced concretes and conventional concretes loaded in 
compression and tension at quasi-static rates.  During this effort, concrete behaviors were 
observed in their simplest form, without the complications of dynamic loading rates, reinforcing 
bars, or other factors.  New and existing algorithms were used to extract quantitative data about 
the structure and interaction of material constituents as well as cracking due to damage.  The 
development of new algorithms and the utilization of existing ones required significant training 
and literature review and was, thus, well suited to the initial analysis of simpler material and 
loading cases. 
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The second research effort focused on a series of material behaviors that went beyond the 
scope and complexity of the first research phase and is described in detail in CHAPTER 5.  
During this effort, panels of high-strength fiber-reinforced concrete were subjected to ballistic 
loading from fragment simulating projectiles fired at consistent levels of velocity.  This allowed 
for the examination of the cracking damage distribution resulting from ballistic loading and the 
effect of fiber size and shape on overall material performance.  
The third and final research effort, documented in CHAPTER 6, involved conducting 
reinforcing bar pull-out experiments on samples constructed from conventional concrete and 
high-strength concrete with and without fibers.  These experiments provided insights into the 
bond characteristics of reinforcing steel, the effect of fiber inclusion and concrete stiffness on 
reinforcing bar pull-out strength, and the impact of conducting x-ray CT scanning on samples 
under sustained load compared to unloaded samples.   
CHAPTER 7 provides general conclusions from the results of the entire research program.   
This chapter divides the conclusions into those resulting from a qualitative analysis of the x-ray 
CT images and those resulting from a quantitative analysis of the refined image and mechanical 
testing data.  This is intended to provide insight into the types of investigations that can be 
successfully made with increasing levels of sophistication in x-ray CT analysis.  This chapter 
also provides some reflection about the overall impact the results of this research could have on 
the engineering community. 
CHAPTER 8 provides a series of recommendations for future research programs 
concerned with similar material behavior.  This chapter is divided into two primary sections, one 
concerned with the execution of future experiments and the other with research conducted 
through numerical modeling.  Recommendations for future experiments include not only 
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suggestions of material behaviors that should be investigated, but also descriptions of how 
improved methodology that could be used during future x-ray CT experiments.  The numerical 
modeling recommendations propose methods for implementing the results of this research 
program into future numerical damage models and approaches for improving the current 
understanding of fiber orientation within structural members through fluid dynamics modeling. 
CHAPTER 8 is followed by a list of references and four appendices.  Each appendix 
provides detailed information about one aspect of the experiments conducted during this program.  
These details were included because they would be essential for any future research program that 
might attempt to replicate the testing described in this document. 
APPENDIX A provides a series of tables that document the software settings and 
physical configuration of the x-ray CT scanner during the capture of all images.  APPENDIX B 
provides the load-response plots for all quality assurance cylinders cast during sample 
preparation.  APPENDIX C provides the load-response plots for all loading phases completed 
during the three testing efforts of this program.  APPENDIX D provides a copy of the image 
processing algorithms that were used to process the x-ray CT data during this program. 
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CHAPTER 2 
 
BACKGROUND AND LITERATURE REVIEW 
2.1 Concrete Damage Modeling 
Although much effort has been expended developing macroscale models that treat 
concrete as a homogeneous material, it is now clear that, in order to accurately simulate the 
response of a multi-scale material such as concrete, multi-scale models will be required (Cusatis 
et al. 2011b).  This realization has led to a focus on the micro-scale properties of concrete in 
order to obtain a deeper theoretical understanding of its behavior (Wriggers and Moftah 2006).   
Researchers have had great difficulty in accurately simulating concrete damage using a 
continuum mechanics approach.  This is largely due to the dependence of concrete behavior, 
even at service loads, upon material heterogeneity, which has a significant effect on damage 
localization and cracking (Cusatis and Nakamura 2011).  The displacement discontinuity of these 
phenomena causes a violation of the continuum hypothesis.  This has led to increased interest 
throughout the scientific community in developing discrete analysis techniques to simulate 
concrete damage behavior.   
Very promising concrete damage models have been obtained through micro- and meso-
scale discrete modeling approaches (Ibrahimbegovic and Delaplace 2003; Bažant et al. 2000; 
Cusatis et al. 2011a).  Unlike models based on continuum mechanics, the discrete method allows 
for the formation of actual micro-crack discontinuities within the finite element mesh and also 
for complete element separation, as in the case of spall (Ibrahimbegovic and Delaplace 2003; 
Asahina et al. 2011).  Some of these models have even been shown to accurately simulate 
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complex concrete response to loads such as uniaxial and multiaxial compression, tensile fracture, 
shear, combined compression-torsion, and cyclic compression (Cusatis et al. 2011a; Craner and 
Bažant 2000; Craner et al. 2002). 
An additional advantage of multi-scale discrete models is that they are able to capture the 
inherent variability of the internal structure of concrete samples.  In these models, random 
particle configurations are generated based on user input for aggregate properties (Cusatis et al. 
2011b).  Thus, for multiple numerical simulations of samples with identical geometry, differing 
meso-structures will be seen (Cusatis et al. 2011a).  This means that, as with experiments, data 
from numerical simulations can be compiled by averaging a number of differing results.  This 
has the potential to not only aid in identifying multiple failure mechanisms that may result in 
structures, especially small structures, based on the random distribution of heterogeneous 
components, but it also has the potential to provide insight on the number of experiments needed 
for a given structure and loading scenario in order to provide a sufficient statistical sampling. 
Research conducted using these discrete models has also demonstrated the importance of 
properly accounting for the actual orientation of fibers within concrete samples.  Smith et al. 
(2014) showed that simulations conducted with a uniform distribution of fiber orientations, that 
is equal numbers of fibers oriented in every direction, often did not accurately predict 
experimental results.  Accounting for the actual anisotropic distribution of fiber orientations, 
based on x-ray CT images of the samples tested in the experiments, led to much more accurate 
predictions of sample load-deformation behavior. 
Unfortunately, although many of these damage models show great promise in modeling 
the complex micro-cracking behavior of concrete, it has been difficult to improve them beyond 
their current state because many of their model parameters are selected to match purely empirical 
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results at the macro-scale without correctly simulating the actual mechanics of the damage 
process.  Clearly, a more physically descriptive model based on fundamental principles of 
materials engineering and fracture mechanics will be required to make significant progress in 
accurately modeling the nonlinear evolution of concrete resistance and damage during extreme 
loading events.  In order to achieve this goal, it will be necessary to develop a framework for 
relating crack parameters to bulk material properties (Landis et al. 2007). 
Key to making these improvements will be the definition of a quantifiable, realistic 
description of damage, which at the present time is often very loosely defined.  The ultimate goal 
of this new definition would be to link any new damage variable that is implemented into FEA 
codes directly to measured concrete cracking (Landis 2006).  With advances in non-destructive 
test (NDT) methods, it has now become possible to make quantitative measurements of many 
cracking phenomena such as the total volume of voids in a sample, the total surface area of all 
voids within a sample, and the orientation of crack growth at different times during damage 
progression (Landis 2006; Lu et al. 2006; Poinard et al. 2012).  Research has shown that these 
damage variables can be linked either directly or indirectly with the performance of concrete 
under loading (Landis et al. 1999; Landis 2006). 
In addition to improving current damage modeling methods, it will also be critical to 
account for variable levels of fiber anisotropy and density within structural members cast from 
fiber-reinforced concrete in order to accurately predict their strength using FEA models.  For this 
to be possible, a better understanding of the typical statistical properties of fiber density and 
orientation will need to be documented based on experimental data.  These statistical properties 
will need to successfully account for the effects of sample size, casting method, and the presence 
of reinforcing bars or other internal obstacles on fiber distribution and orientation. 
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2.2 NDT Analysis Methods 
Given the significant need for research linking quantitative concrete damage parameters 
to material composition and load progression, there has been limited progress until recently.  
This partially stems from the limited availability of affordable, high resolution NDT methods.  
Prior to the use of these methods, only the external effects of concrete damage were apparent to 
researchers and even those were difficult to quantify until the introduction of scanning electron 
microscopes (SEM) and digital image correlation (DIC) methods.  In addition, it was difficult to 
gather detailed information about specific components of heterogeneous concrete material, such 
as the porosity or fiber orientation. 
Although previous research has shown that crack propagation generally proceeds 
simultaneously both on the surface and inside of concrete samples (Lawler et al. 2001), surface-
based damage assessment techniques such as SEM and DIC are unable to make quantitative 
measurements of global damage parameters such as the volume of cracks, the surface area of 
cracks, and the orientation of internal crack growth.  This severely limits their overall 
effectiveness in gathering the accurate data that is needed for improving damage models. 
Given the shortcomings of the available surface assessment tools, there has been a 
significant movement to develop and utilize dependable, three dimensional (3D) methods of 
assessing concrete damage.  Some of these approaches include quantitative acoustic emission 
(Ouyang et al. 1991), ultrasonic computerized tomography (Kwon et al. 2005), γ-ray 
computerized tomography (Martz et al. 1993), and x-ray computed tomography (CT) (Flannery 
et al. 1987).   
Although γ-ray computerized tomography and ultrasonic tomography have been shown to 
produce accurate, 3D images of internal concrete structure, their lack of sufficient resolution 
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limits the ability of these methods to measure the initiation and spread of small micro-cracks 
(Martz et al. 1993; Kwon et al. 2005).  Since micro-scale modeling is critical to understanding 
damage phenomena, these methods would be of little use for this investigation. 
Acoustic emission measurements offer the advantage of collecting damage data that is 
quantitative and continuous throughout the loading of concrete samples (Elaqra et al. 2007).  
Acoustic emission is, however, unable to measure complex damage parameters such as crack 
volume and crack surface area.  It is also unable to provide any information about internal 
material structure and does not differentiate between acoustic emissions caused by different 
energy dissipation mechanisms such as crack formation, friction, and grain boundary interlock 
(Landis and Baillon 2002).   
2.3 X-Ray CT Analysis 
X-ray CT provides one of the most accurate methods of assessing internal concrete 
micro-cracking without upsetting the properties of a damaged sample.  X-ray CT scans provide 
3D images of the internal material structure of samples.  These scans are similar in nature to a 
medical computerized axial tomography (CAT) scan but at a much higher resolution.  Each 
image that results from an x-ray CT scan consists of a 3D field of voxels (3D pixels).  Each 
voxel is assigned a different gray-scale darkness representing its x-ray attenuation level.  By 
distinguishing the different x-ray attenuation thresholds that define specific materials, such as 
cement, aggregates, and voids, numerical measurements can be taken of the quantities, 
distributions, and orientations of each material group.  When combined with powerful, 
commercially available software tools, very precise measurements of damage related properties 
such as void surface area and void volume are possible.   
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Measurements of damage and material distributions obtained from x-ray CT images are 
useful for gaining a better understanding of the initial and final state of the concrete micro-
structure before and after loading, respectively.  In general, however, these distribution 
measurements are only useful as relative comparisons between damage states.  The relative 
nature of these distributions is primarily due to two phenomena.  The first is that the volume of 
voids and surface area of voids bordering on solids in undamaged samples is due primarily to 
entrapped and entrained air in the concrete as well as some cracking related to non-loading 
mechanisms.  These initial, void related measurements can vary appreciably among samples, 
especially if they are not all cast simultaneously from the same mix, and thus cannot be 
accurately predicted without x-ray CT scans.  In order to measure the voids of cracks and crack 
surface areas due to loading, post-test x-ray CT images must be used to compare the difference 
between the initial volume of voids and surface area of voids bordering on solids and the final 
value of these quantities. 
The second phenomenon that causes the nature of x-ray CT damage data to be relative 
with regards to individual samples is related to the resolution of x-ray CT images.  As indicated 
by Landis et al. 1999, by varying the resolution of x-ray CT scans, significantly different values 
of pore volume and crack surface area can be recorded.  This is primarily due to the fact that 
micro-cracks appear to exist in great quantity even to the finest resolutions of x-ray CT scanning 
yet recorded.  Thus, x-ray CT scan data can only be directly compared among samples scanned 
using very similar resolution levels.  The relative growth of void volume, crack surface area, and 
other phenomena, however, can be compared with some caution among research that has been 
conducted using many different x-ray CT resolutions. 
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Although x-ray CT scans have been reported with resolutions as fine as one half of a 
micron, there is a tradeoff between sample size and image resolution (Promentilla et al. 2009).  
Much of the research using x-ray CT scans with resolution less than ten microns has been 
focused purely on the mortar matrix of concrete materials (Promentilla et al. 2009; Lu et al. 
2006; Landis et al. 2006; Diamond and Landis 2007; Gallucci et al. 2007).  In order to obtain x-
ray CT data from commonly used concrete compounds, sample sizes must be significantly 
increased to allow for the inclusion of aggregate and fibers, which will lead to somewhat lower 
resolutions.   
Previous research has shown that x-ray CT scans can be taken at deformation increments 
during unconfined compression (UC), split cylinder, and triaxial tests (Landis et al. 1997; 
Asahina et al. 2011; Poinard et al. 2012).  This is particularly useful since it facilitates the 
measurement of micro-cracking initiation and propagation in a single sample as a function of the 
load and deformation state.  One of the major advantages of this method is that it allows for the 
combination of real time instrumentation, such as strain gages, load cells, and acoustic emission 
transducers, with incremental x-ray CT scanning during loading (Elaqra et al. 2007).  Caution 
must be used in the implementation of these additional instruments, however, since some 
electronic systems can be damaged by the high levels of x-ray radiation experienced by samples 
during x-ray CT scanning. 
The data resulting from x-ray CT investigations of samples under active loading has 
yielded promising results.  Studies using this method are responsible for data linking such 
damage parameters as crack volume growth and crack surface area growth with load resistance 
parameters such as stiffness degradation and work of fracture (Landis 2006; Landis et al. 1999, 
2007). 
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X-ray CT data have also been used in a number of important studies to validate methods 
of numerical modeling of cementitious materials at the micro-scale.  Research by Man and van 
Mier (2011), for instance, has shown that the popular modeling assumption of a ‘cloud of micro-
cracks’ advancing ahead of the tip of a macro-crack is unlikely to accurately represent actual 
material behavior.  Rather, through a combination of x-ray CT scanning and numerical modeling, 
they found that severe micro-cracking seems to be limited to loading prior to the peak load.  
Beyond the peak load, they primarily observed only the growth of a single macro-crack.  They 
proposed that the load peak represents a phase-shift point at which the material behavior 
transitions from continuum-like, with distributed micro-cracks, to fracture mechanics-like, with 
one dominant macro-crack. 
A number of studies have also been completed that attempted to extend the breadth of x-
ray CT research into new areas of concrete material evaluation.  These include the evaluation of 
concrete reinforced with steel fibers (Trainor 2011; Trainor et al. 2013) and concrete reinforced 
with standard deformed steel bars (Martin 2006; Sprague 2006; Li 2010).  Important lessons 
were learned from each of these research programs, but their scope was necessarily limited in 
nature and much work is still needed in both of these areas before a comprehensive 
understanding of the material performance can be obtained. 
2.4 Concrete Behaviors in Need of Further X-Ray CT Based Evaluation 
As a part of this research program, three topics were identified that appeared to be in 
significant need of further investigation.  This assessment was based both on the availability of 
previous research in each of these areas and on the perceived level of need from the engineering 
community.   
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First, there was a lack of quantitative micro-scale cracking and material data for high-
strength fiber-reinforced concretes.  Previous x-ray CT evaluations of fiber-reinforced concretes 
(Trainor 2011; Trainor et al. 2013) tended to focus on a very limited area of damage or on very 
small sample sizes.  The evaluation of the global behavior of larger sample sizes is essential for 
capturing the influence of fiber orientation and distribution on mechanical behavior.  
Understanding the performance of fiber-reinforced concrete under various loading conditions, 
such as compression, tension, and penetration, is also critical to the development of more 
accurate damage models for use within the numerical modeling community. 
The second of these topics was the investigation of samples subjected to dynamic 
loading.  The relatively long scan times required by x-ray CT, which are on the order of two and 
a half hours per scan (Poinard et al. 2012), have not made it possible to accurately scan samples 
subjected to ballistic, blast, and impact loadings at increments of damage progression.  
Correspondingly, there has been relatively little x-ray CT research focused on understanding 
dynamically induced damage in high-strength fiber-reinforced concretes.  Obtaining high quality 
data from dynamically induced damage will be critical in the development of damage models for 
these materials that can be used to accurately predict structural response to blast, shock, and 
impact. 
Finally, the most commonly used form of concrete, that containing reinforcing bars, has 
only been evaluated using x-ray CT in a limited number of studies (Martin 2006; Sprague 2006; 
Li 2010).  None of these studies appears to have investigated the behavior of reinforcing bars 
embedded in either high-strength concrete or concrete containing steel fibers.  Understanding the 
performance of reinforcing bars in these materials is of crucial importance if they are to gain 
widespread acceptance in the construction industry.  Insights about the formation and 
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distribution of cracks around reinforcing bars and the effects of this cracking damage on such 
phenomena as development length and bond strength are of great significance to both the 
commercial and academic engineering communities. 
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CHAPTER 3 
 
X-RAY CT SCANNING FACILITY AND PROCEDURES 
3.1 X-Ray CT Scanning Facility 
The scanning system that was used during all x-ray CT experiments is located at the 
University of Florida within Weil Hall and owned by the Department of Civil and Coastal 
Engineering.  This system contains both a 225-kV microfocus x-ray tube and a 450-kV high 
power x-ray tube within a single, lead lined room (Figure 3-1).  The 225-kV microfocus x-ray 
tube was manufactured by Comet GmbH (model FXT-225.48-2) and is capable of scanning 
samples at much higher resolution than the 450-kV x-ray tube because of its ability to maintain a 
much smaller focal spot.  The 450-kV x-ray tube was manufactured by Thales Electron Devices 
(model MB 420 H450 C) and is able to scan much larger and denser samples because its high 
power allows for the x-ray beam to penetrate much more material.  
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 Figure 3-1.  Photograph of x-ray CT scanner room and adjoining control room with computers for image capture 
and reconstruction. 
Concrete samples are placed on top of a circular rotating table and centered prior to the 
start of scanning.  The orientation of the samples relative to the x-ray source and detector may be 
manipulated using the NSI M5000 positioner, which is operated by a series of joysticks (NSI 
2009a) (Figure 3-2).  X-ray images are captured by a FlashScan 35 flat panel imaging system, 
manufactured by Thales, which is also located within the lead lined room.  The active image 
sensor area of this system is 285 mm x 406 mm and has an array of 2240 x 3200 pixels with a 
pixel size of 127 µm (Thales Electron Devices 2003).   
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 Figure 3-2.  Photograph of the inside of the scanner room. 
The adjoining control room contains computer systems, control panels, and joysticks for 
operating the positioner, the x-ray tubes, the flat panel imaging system, and the data collection 
software.  The 225-kV x-ray tube is controlled using the program FXEControl, which is installed 
one of the control room computers (YXLON International GmbH 2008a).  The 450-kV x-ray 
tube is controlled using the control panel located on the front of the control room computer rack.  
X-ray images are collected on one of the control room computers using the program X-View IW 
CT (NSI 2009b).  After all x-ray images have been collected, files are transferred to a second 
control room computer, where the program efX-CT is used to produce 3D reconstructions of the 
scanned object (NSI 2008). 
The scanning room also includes an MTS loader, which enables researchers to scan 
samples that are actively under load.  CT scans of samples cannot be completed using this loader 
when the required force exceeds 11.1 kN because of the high resulting stresses in the rotation 
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table.  For cases in which higher levels of load are needed, a second, much larger, 979-kN 
capacity MTS loader with a spherically seated block can be used (Figure 3-3).  This loader is 
located in a separate room, so samples must be removed from the loader in order to scan them.   
 
Figure 3-3.  979-kN MTS loader. 
The scanning room is also configured as an Espec environmental chamber (NSI 2009).  
This chamber ensures that temperature within the scanning room is precisely maintained.  The 
chamber is also capable of duplicating a wide range of environmental conditions.  The precise 
maintenance of temperature is very important during x-ray CT scanning because samples should 
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not be allowed to expand or contract at any time during the scan.  Since many scans take three 
hours or more to complete, temperature within the scanning room must be very strictly regulated. 
During x-ray scanning, the large lead doors of the x-ray CT scanning room are kept 
closed at all times to protect the operator from harmful rays.  After having closed the scanning 
room doors, an alarm must be sounded and a rotating emergency light turned on prior to turning 
on the x-ray beam.   
3.1.1 X-Ray CT Calibration 
Three types of digital image calibration are available for the x-ray CT detector.  These are 
light-field calibration, mid-field calibration, and dark-field calibration.  These calibrations apply 
corrections for normal variations in the image sensor array, non-uniformities in the x-ray source, 
and non-uniformities in the system electronics (Thales 2003).  The light-field, mid-field, and 
dark-field calibrations require the collection of images taken with uniform illumination (no 
sample blocking the beam) at saturation level, 70% of saturation level, and no illumination.  
Although the light- and mid-field calibrations are typically only completed once per week, the 
dark-field calibration must be completed daily. 
In addition to these digital calibrations, there is also a physical calibration scan that must 
be run immediately after each sample scan.  During the calibration scan, a small stand with a 
post mounted on it is placed approximately at the location of the furthest edge of the sample 
from the rotation table center at the same height as the sample.  This post contains a series of ball 
bearings embedded in plastic.  During the reconstruction of the tomography images, efX CT uses 
the trail of these ball bearings along the circular rotation path to calculate the location of the 
center of the rotation table and, thus, the resolution of the images recorded by the detector.   
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3.1.2 X-Ray Adjustments 
Adjustments to the x-ray source settings tend to have the greatest effect on image 
brightness, beam hardening, and the frequency at which scanning must be halted in order to 
perform maintenance on the x-ray tubes.  Although there are a large number of x-ray tube 
settings that can be adjusted, only acceleration voltage, tube current, target power, focal spot, 
vacuum level, and beam centering will be discussed here.  
Although x-ray tubes vary by manufacturer and design type, some general guidelines are 
useful in helping the x-ray CT operator understand key equipment adjustments.  These guidelines 
are based largely on user experience with the specific x-ray CT system described here and may 
not be universal across a range of different systems and configurations.  In all cases, users of x-
ray CT systems should receive proper training for the use of their particular system and should 
consult manufacturer instructions before undertaking any operations described here to ensure 
that injury and equipment damage do not occur.  In any case where the procedures listed here 
conflict with manufacturer training or user manuals, the manufacturer’s instructions should 
dictate. 
The value of the target power is the product of the values of the acceleration voltage and 
target current.  Target power is the total output power from the x-ray tube.  Target current is the 
total amount of current at the x-ray target and is related to the tube current (YXLON 2008a, 
2008b).  This “target” is a piece of metal alloy that receives an electron beam emitted by a 
filament within the x-ray tube.  X-rays are then produced by the impact of the accelerated 
electrons with the target.   
Proper adjustment of target power is of key importance for ensuring a consistent x-ray 
beam and limiting x-ray tube maintenance.  This is because the x-ray beam becomes unstable 
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and is automatically switched off by the control software whenever there is an internal electrical 
arc within the x-ray tube, the x-ray target has overheated, or whenever a filament has burned out 
within the tube.  All of these problems are closely linked with the use of high tube current.   
Internal electrical arcs within the x-ray tube are also closely linked to high acceleration 
voltages or lack of sufficient vacuum.  If the vacuum level within the x-ray tube drops below a 
required minimum level, the x-ray beam will also automatically be disabled.   
Overheating of the x-ray target is directly related to the size of the focal spot over which 
the electron beam impacts the target.  Although increasing the size of this focal spot allows for 
much higher voltage, power, and current during the scans, it also produces a much lower 
resolution image. 
Once a safe level of target power has been determined from a combination of 
manufacturer specifications and user experience, the levels of acceleration voltage and tube 
current must be balanced to obtain images of the highest possible quality.  Although the 225-kV 
x-ray tube is rated for 100 W at maximum target power, 80-85 W appears to be the optimal 
operating range to limit beam down time based on user experience. 
Adjustments of the acceleration voltage affect the spectrum of the x-rays.  Thus, higher 
values of acceleration voltage tend to produce x-ray images that are lighter in color.  This is 
because a larger proportion of the radiation penetrates the sample under observation when 
acceleration voltage is high (YXLON 2008a, 2008b).  Thus, the use of high acceleration voltages 
is critical for scanning very thick or dense samples.  This is the primary reason that a separate, 
450-kV x-ray tube must be used for the thickest samples.  Necessary acceleration voltages, thus, 
vary by material type and sample size. 
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Adjustments in the tube current, on the other hand, change the contrast of the x-ray 
image.  This is because increases in tube current improve the signal-to-noise ratio in the image 
(YXLON 2008a, 2008b).  It is, thus, generally in the interest of the x-ray CT operator to 
maximize the tube current to the greatest possible amount.  This current value, however, is 
generally limited to a predefined maximum by the allowable target power and the acceleration 
voltage necessary to achieve sufficient x-ray penetration.  
The last of these essential x-ray source adjustments is beam centering.  Coils are provided 
within the x-ray tube and are used to deflect the electron beam in the x and y directions, 
perpendicular to the beam direction, in order to keep the beam in the center of the effective 
planes of the focusing lenses.  These coils are specifically provided because purely mechanical 
centering methods have proven to lack sufficient accuracy for this purpose (YXLON 2008a, 
2008b).  The manufacturer’s software is able to determine the optimal centering coil currents 
automatically for either a range of acceleration voltage levels or for a single acceleration voltage.  
It is important to auto-center the electron beam over the full range of acceleration voltage values 
at the start of each scanning day and to auto-center the electron beam at the specific desired 
acceleration voltage prior to every new scan.  This ensures the sharpest possible images. 
3.1.3 Detector Adjustments 
Adjustments to the detector settings can also have a major effect on overall image quality 
and on x-ray CT scan time.  Many different detector settings can be adjusted.  The most 
significant of these, however, are the number of radial views, the number of averaged frames, 
and the percentage of allowed image variation. 
The number of radial views selected by the user defines the size of the angle that the 
rotating table moves between images.  Changing the number of radial views has a direct affect 
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on the scanning time.  Since the reconstruction program uses a mathematical algorithm to 
combine two-dimensional x-ray images from each angle into a three-dimensional tomography 
image, the larger the number of radial views, the higher the quality of the reconstruction.  There 
is, however, some point at which the benefit of more radial views no longer makes a significant 
improvement because of pixel size limitations.  In previous concrete scanning research with the 
x-ray CT scanner at the University of Florida, 720 radial views were used in all scans (Trainor 
2011; Landis 2013).  This setting was found to produce very high quality images without 
unreasonable sacrifices in scanning speed.  
The number of averaged frames selected by the user defines the number of 2D detected 
images that are averaged together in order to form the saved image at a given angle.  By 
increasing the number of averaged images, saved images are obtained that have lower levels of 
noise.  As with the definition of radial view number, however, the number of averaged frames is 
also directly related to scanning time.  It has been found that the averaging of multiple images 
has the greatest effect on materials that have small intensity differences between their various 
components.   
For the scanning of conventional concrete, for example, it generally beneficial to average 
at least two images for every radial scan if there is a need to differentiate between aggregate and 
mortar using gray-scale image thresholds.  This is because the gray-scale intensity difference 
between the aggregate and the mortar is very small.  For high-strength concretes reinforced with 
steel fibers, on the other hand, the intensity differences between the fibers, mortar, and voids are 
generally very large.  Thus, to differentiate between these material types, only a single image (no 
averaging) would generally be needed.  Correspondingly, scans conducted on high-strength 
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concretes reinforced with steel fibers using these settings would take essentially half of the time 
required for the conventional concrete scans. 
The percentage of allowable image variation defines a variation threshold that must be 
met for the scanner to save a given image and move on to the next radial.  Basically, this value is 
the percentage difference in intensity distribution between the last saved image and the current 
image.  Since the radial increments are generally very small, this image variation percentage can 
be set quite low.   
The allowed image variation percentage serves as a detector that halts scanning when a 
problem occurs with the sample, the detector, or the x-ray tube.  If the allowed image variation 
percentage is not met for a current image, then the detector restarts image acquisition and does 
another comparison.  The detector will continue capturing and comparing images until the image 
variation requirements are met.  Thus, if there is a temporary loss of x-ray beam due to 
overheating, tube arcing, etc., the detector software will pause data acquisition.  Once the x-ray 
beam has resumed normal operation, the image variation requirements will be met, and the scan 
can continue.  Although the x-ray beam often is lost for only a few seconds, the allowed image 
variation percentage must be used to ensure that poor quality, low intensity images are not 
accidentally included in the image reconstructions. 
3.2 X-Ray CT Scanning Procedures 
During x-ray CT scanning, a specific set of steps must be executed in the correct order to 
obtain high quality data.  An example of such a set of steps based on user experience is listed 
below.  These scanning settings and procedures have been tuned for the University of Florida x-
ray CT scanner and for conventional concrete and high-strength fiber-reinforced concrete 
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samples.  These procedures and settings will need to be modified for use with other scanner or 
material types.  As previously mentioned, prior to undertaking any operations described here, all 
users should receive proper training for their particular x-ray CT system and should consult 
manufacturer instructions to ensure that injury and equipment damage do not occur.  In any case 
where the procedures listed here conflict with manufacturer training or instructions, the 
manufacturer’s guidance should dictate. 
Throughout all work with and around the x-ray CT scanner, the x-ray beam should never 
be turned on before the scanning room has been verified to be empty of personnel, the lead doors 
have been closed, and the alarm has been sounded.  Similarly, the lead doors should never be 
opened if the x-ray beam is still turned on.  Each step in the following list provides the x-ray 
status during the step.  The user will need to follow the appropriate safety procedures listed 
above each time that the status of the x-ray changes in spite of the fact that these safety 
procedures are not specifically listed for each of the steps.  The safety procedures are not 
specifically listed each time the status of the x-ray changes in the list below because steps that 
are only infrequently required may be skipped during some scanning procedures.  This means 
that the number of times that the x-ray is turned on and off may vary by circumstances. 
3.2.1 Cover the X-Ray Source with a Thin Copper Plate.  
X-Ray Status: Off 
Required Frequency of Step: Start of x-ray CT scanning program  
Details: The copper plate serves to filter unwanted bandwidths out of the x-ray beam.  
This makes the x-ray CT images of concrete, especially concrete with steel fibers, much 
more clear.  It also, however, decreases the power and, thus, the penetration capability of 
the beam.   
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3.2.2 Construct a Stand for the X-Ray CT Samples 
X-Ray Status: Off 
Required Frequency of Step: Start of x-ray CT scanning program  
Details: Samples should not be scanned while sitting directly on top of the rotating table.  
This is because the high density of the steel in the rotating table causes blurring in CT 
images of objects around it due to its brightness.  It is also difficult to separate the 
boundary between the scanned samples and the table in the resulting images.  To avoid 
these problems, a very low density stand should be made, which will barely be visible in 
the x-ray CT images.  This gives the images the appearance of a sample floating in the air 
and eliminates problems of separating the sample material from the stand.  For the 
experiments using small concrete cylinders, foam cups were found to work very well for 
this purpose. 
3.2.3 Complete Startup Procedure 
X-Ray Status: Off then on 
Required Frequency of Step: Start of each day or after any significant change/repair to 
the x-ray source 
Details: A lead block is first placed between the x-ray source and the detector to protect 
the detector from unnecessary wear during the x-ray tube warm-up.  Once the block has 
been placed, the scanner room cleared of personnel, the lead doors closed, and the alarm 
sounded, the startup button is pressed within the FXE Controller (YXLON 2008a, 
2008b).  This startup procedure runs automatically and completes all of the following 
tasks (Table 3-1). 
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Table 3-1.  Tasks included in the automatic startup procedure (YXLON 2008a, 2008b). 
Warm-Up 
X-ray radiation is turned on with minimum 
acceleration voltage 
Acceleration voltage is increased continually until 
its maximum allowable value is reached 
Filament Adjust 
Filament is adjusted to optimize image quality 
and extend filament service life 
Auto-Center 
The electron beam within the x-ray tube is 
automatically centered 
 
It should be noted here that each of the individual tasks (warm-up, filament adjust, and 
auto-center) listed within Table 3-1 can be completed individually within FXE Control.  
This may be necessary either if the software is unable to properly complete the startup 
procedure after a number of attempts or if only one property needs to be adjusted.  A 
single property may need to be adjusted in certain circumstances such as if the x-ray tube 
is already warmed up but needs to be re-centered. 
3.2.4 Complete Dark-Field Calibration 
X-Ray Status: Off  
Required Frequency of Step: Start of each day or after any significant change/repair to 
the x-ray detector 
Details: As already discussed, dark-field calibration requires the collection of images 
taken with no illumination.  This is accomplished by conducting scans with the lead 
doors closed and the x-ray source turned off and ensuring that the images contain pixel 
intensities in the target range. 
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Table 3-2.  Recommended dark-field settings (Thales 2003; Landis 2013; McGruder 2013). 
Line Filter Setting Off* 
X-Ray Beam Off 
Frame Averaging 16 
Target Pixel Intensity 16000 
*Note: It is essential to ensure that the line filter setting is turned back on immediately 
after dark-field calibration.  If this is not done, then all subsequent x-ray CT data will be of 
a much lower quality. 
3.2.5 Visually Verify Uniform Detector Illumination. 
X-Ray Status: On 
Required Frequency of Step: Start of each week or after any significant change/repair to 
the x-ray source 
Details: Each time the target is turned in the x-ray source or there is any other major 
repair or problem with the source, a check for uniform detector illumination should be 
made.  To do this, images should be taken at low acceleration voltage with a clear field of 
view (no sample).  If these images display nearly uniform illumination, then the user may 
continue with the next step in the scanning procedure.  If these images display significant 
variations in illumination, it is an indication that the surface of the target at its present 
location is pitted.  In this case, the target should be turned by approximately 5 degrees 
clockwise, following manufacturer instructions, and this step should be repeated. 
3.2.6 Complete Light-Field Calibration.   
X-Ray Status: On 
Required Frequency of Step: Start of each week or after any significant change/repair to 
the x-ray source/detector 
Details: As already discussed, light-field calibration requires the collection of images 
taken with uniform illumination (nothing blocking the beam except the copper filter) at 
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saturation level.  This is accomplished by adjusting acceleration voltage and current 
values until images with pixel intensities in the target range are obtained (Table 3-3).  
Table 3-3.  Recommended light-field settings (Thales 2003; Landis 2013; McGruder 2013). 
Line Filter Setting On 
X-Ray Beam On 
Frame Averaging 2 
Target Pixel Intensity 1500-3500 
3.2.7 Complete Mid-Field Calibration.   
X-Ray Status: On 
Required Frequency of Step: Start of each week or after any significant change/repair to 
the x-ray source/detector 
Details: As already discussed, mid-field calibration requires the collection of images 
taken with uniform illumination (nothing blocking the beam except the copper filter) at 
around 70% saturation level.  This is accomplished by adjusting acceleration voltage and 
current values until images with pixel values in the target range are obtained (Table 3-4). 
Table 3-4.  Recommended mid-field settings (Thales 2003; Landis 2013; McGruder 2013). 
Line Filter Setting On 
X-Ray Beam On 
Frame Averaging 2 
Target Pixel Intensity 4000-8000 
3.2.8 Place the Sample on a Stand at the Center of the Rotating Table 
X-Ray Status: Off 
Required Frequency of Step: Before each scan 
Details: If multiple scans of a single sample are to be conducted, it is very important to 
ensure that the sample itself maintains the same radial orientation with respect to the 
starting point of rotation (rotation angle of zero).  This will ensure that the resulting 
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images of the sample can be easily compared for changes to their internal structure along 
essentially the same cross sections. 
3.2.9 Ensure that the Sample is Optimally Placed within the Captured Images. 
X-Ray Status: On 
Required Frequency of Step: Before each scan 
Details: Activate video mode on the X-View IW CT software and use the NSI M5000 
positioner to move the sample so that it is as close as possible to the center of the image 
and so that the sample projection is as large as possible in the viewer without having 
edges that are out of view.  It is important to rotate the sample and view it from multiple 
angles during this stage to ensure that part of the sample projection does not fall out of 
the viewing window because of off-center sample placement.  Maximizing the sample 
projection within the viewing window will ensure the highest possible image resolution. 
3.2.10 Select the Optimal Acceleration Voltage and Tube Current. 
X-Ray Status: On 
Required Frequency of Step: Before each scan 
Details: Close the video mode and activate the image snapshot feature within X-View IW 
CT.  The captured image must be assessed to ensure both sufficient x-ray penetration and 
prevention of sample edge burn off in the image projection.  The acceleration voltage, 
tube current, and target power should be adjusted until these requirements are met.  The 
amount of x-ray penetration can be assessed by viewing an intensity histogram of the 
captured image.  Optimally, no intensity threshold should fall below 2000 for the sample.  
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It has been found, however, that even with intensities as low as 1200, quite good image 
reconstructions can often be made. 
The x-ray penetration can be intensified by increasing the acceleration voltage.  Increases 
in the acceleration voltage, however, also lead to more severe edge burn off within the 
image projections.  The phenomenon of edge burn off is generally apparent at the edges 
of the material projection where the thickness of material is usually very thin (as in the 
case of a cylinder).  There, if the acceleration voltage is set too high, some of the edge 
material will not be visible.  This is especially true for material along the sample edges 
that is of lower density.  For example, when scanning fiber-reinforced concrete samples, 
edge burn off will cause the image to appear as if the fibers are protruding outside of the 
concrete edge.  Edge burn off can also be abated through increasing the tube current.  
Values of acceleration voltage and tube current are limited, however, by the level of 
target power that the system is capable of sustaining, as previously discussed. 
3.2.11 Apply Image Capture Settings to X-View IW CT. 
X-Ray Status: On 
Required Frequency of Step: Before each scan 
Details: Within the X-View IW CT software, create directories to store image files and 
set the number of rotation steps, number of averaged frames, and image variation limit to 
the appropriate values. 
3.2.12 Auto-Center the Electron Beam for the Selected Acceleration Voltage 
X-Ray Status: On 
Required Frequency of Step: Before each scan 
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Details: Select the “Autocenter kV” option within FXE Control to ensure that the electron 
beam is optimally centered at the specific acceleration voltage selected for scanning.  It is 
recommended that a final check of x-ray penetration and edge burn off is conducted on a 
captured image in case the auto-centering operation significantly changed the x-ray beam 
properties. 
3.2.13 Start the Scan 
X-Ray Status: On 
Required Frequency of Step: Before each scan 
Details: Return the rotating table to its zero degree position and start the scan (Figure 
3-4). 
  
Figure 3-4.  Example of an x-ray projection image from a single rotation angle. 
3.2.14 Remove the Sample  
X-Ray Status: Off 
Required Frequency of Step: After each scan 
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Details: After the scan has completed, the sample should be removed from the rotating 
table.  Neither the table, the x-ray source, nor the detector, however, should be moved 
until calibration has been completed. 
3.2.15 Complete the Calibration Procedure 
X-Ray Status: Off then on 
Required Frequency of Step: After each scan 
Details: The small, calibration rod should be positioned on the rotating table such that its 
mid height is approximately level with the mid height of the sample’s original location.  
The rod should be placed off center such that its radial location is approximately where 
the edge of the sample was located.  After the rod has been correctly positioned, the 
scanner room should be cleared of personnel, the lead doors closed, the alarm sounded, 
the x-ray turned on, and a scan should be completed using settings similar to those 
suggested below (Table 3-5 and Figure 3-5). 
Table 3-5.  Suggested settings for x-ray CT calibration. 
Acceleration Voltage 120 kV 
Target Power 82 W 
Radial Views 60 
Averaged Frames 1 
Image Variation Limit 2% 
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 Figure 3-5.  Example of a calibration image from a single rotation angle. 
3.2.16 Begin Preparations for the Next Scan. 
X-Ray Status: Off 
Required Frequency of Step: After each scan 
Details: After calibration has been completed the calibration rod may be removed.  At 
this point a new sample may be placed on the rotating table and the scan procedure 
started over again. 
3.2.17 Image Reconstruction 
X-Ray Status: Off 
Required Frequency of Step: After each scan 
Details: Data from the scan should be moved to a separate computer for image 
reconstruction.  This computer uses the computer program efX CT to derive a single, 
three-dimensional image from the two-dimensional calibration and sample x-ray images 
(NSI 2008) (Figure 3-6).  The software will guide the user through a series of required 
steps prior to the execution of reconstruction calculations, which may take several hours. 
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 Figure 3-6.  Example of a three-dimensional image reconstructed from two-dimensional sample and calibration 
x-ray projections. 
3.2.18 X-Ray CT Troubleshooting Procedure 
The scanning of concrete samples containing steel fibers requires continuous operation of 
the 225-kV x-ray source at its upper limits of target power.  For this reason, the source may, 
relatively frequently, cease to operate properly and require maintenance.  Since the 225-kV x-ray 
source is an open tube system, this maintenance often requires cleaning or replacement of 
components within the x-ray tube.  There are a number of potential problems that could cause the 
x-ray source to stop working.  The maintenance required to correct for each of these different 
problems varies in difficulty and time.   
For these reasons, the following list was compiled based on user experience and 
discussions with NSI representatives.  This troubleshooting list attempts to provide the 
troubleshooting steps that could be followed when the x-ray source stops operating correctly.  
These steps are balanced to account for probability of a given step being the solution and the 
difficulty and time required to complete the step.  All repairs listed here are referred to only by 
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the procedure name.  The completion of each of these procedures requires that a step-by-step 
process be followed, instructions for which should be included in the manufacturer’s user manual.  
In any case where the procedures listed here conflict with manufacturer training or instructions, 
the manufacturer’s guidance should dictate.  All repairs should be conducted with the x-ray 
turned off. 
1. Restart FXE-Control software and reset the controller. 
2. Check for possible electrical shortages across the isolation barrier of the x-ray tube head. 
3. Decrease the wattage used during the scans by 5-10 W. 
4. Turn the target cone approximately 5 degrees clockwise. 
5. Clean the inside of the x-ray tube and filament holder with an alcohol covered delicate 
task wipe.   
6. Clean and re-grease high voltage cable tips per manufacturer instructions.  
7. Replace the filament inside the x-ray tube (if image is completely dark).   
8. Polish the aperture ring and the cathode aperture inside the x-ray tube. 
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CHAPTER 4 
 
PHASE I: UNCONFINED COMPRESSION AND DOUBLE PUNCH 
EXPERIMENTS 
4.1 Program Description 
In order to improve current concrete damage models, it was proposed that quantitative 
data should be collected to relate micro-scale material and damage parameters directly to 
macroscale load performance.  To accomplish this, simple quasi-static tension and compression 
experiments were conducted on both a conventional concrete and a high-strength fiber-
reinforced concrete.  It was proposed that these different materials would experience unique and 
diverse forms of micro-cracking damage, which would provide significant insight into the 
mechanisms that caused their specific strength and ductility characteristics.  Of particular interest 
was the evaluation of individual constituents of the heterogeneous materials.  These included 
variations in the distribution and orientation of aggregate and fibers.   
4.2 Sample Preparation 
4.2.1 Concrete Materials 
4.2.1.1 SAM-35 
Often in structural and material research projects, there is a desire to use a “generic” 
research concrete to represent actual conditions that might be experienced in standard structures.  
This material may be used to compare “normal” concrete response to that of advanced 
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cementitious materials or it may serve to demonstrate the effects of structural retrofits on 
concrete structural systems.  Regardless of their use, however, these “generic” concretes must be 
very consistent in their manufacture and must have well characterized mechanical behavior. 
The U.S. Army Engineer Research and Development Center (ERDC) developed a 
concrete named SAM-35 to fill this “generic” concrete role.  This material is made from a very 
consistent mix design and has been extensively characterized in previous research programs 
(Table 4-1 and Table 4-2).  Its target compressive strength is approximately 24.1 MPa.  For these 
reasons, this is the concrete mix that was selected for the casting of conventional concrete 
samples during this research program. 
Table 4-1.  SAM-35 mix design (Williams et al. 2006). 
Materials Quantity per Cubic 
Meter Batch 
Portland Cement Type I/II 190.2 kg 
Natural River Sand (Fine Aggregate) 738.2 kg  
9.5-mm Crushed Limestone (Coarse Aggregate) 650.3 kg 
BASF Pozzolith 200 N (Water-Reducing Admixture) 496 mL 
AE 90 (Air-Entraining Admixture) 57.1 mL 
Water 120 kg 
 
Table 4-2.  Properties of SAM-35 as found by Williams et al. (2006). 
  Mean Standard 
Deviation 
Max Min 
Wet Density (Mg/m3) 2.163 0.015 2.195 2.129 
Dry Density (Mg/m3) 2.092 0.013 2.126 2.064 
Porosity (%) 20.75 1.331 23.25 18.86 
Degree of Saturation (%) 34.47 4.996 41.41 24.25 
Volume of Air (%) 13.65 1.88 17.56 11.15 
Volume of Water (%) 7.09 0.712 8.3 5.56 
Volume of Solids (%) 79.25 1.331 81.14 76.75 
Axial P-Wave Velocity (km/s) 4.407 0.079 4.569 4.24 
Radial P-Wave Velocity (km/s) 4.434 0.047 4.518 4.322 
Axial S-Wave Velocity (km/s) 2.593 0.041 2.671 2.5 
Radial S-Wave Velocity (km/s) 2.615 0.036 2.737 2.548 
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 Two modifications to the original SAM-35 mix design were made during the casting of 
the Phase I samples.  First, BASF Pozzolith 322 N water reducing admixture was substituted for 
BASF Pozzolith 200 N.  Second, no air entraining admixture was used in the Phase I mix. 
4.2.1.2 Cor-Tuf 
Cor-Tuf is the name that was given to a family of ultra-high performance concretes 
(UHPCs) developed at the ERDC.  Cor-Tuf is distinguished by a high compressive strength, 
which generally ranges from around 190 MPa to 244 MPa (Williams et al. 2009).  The exact 
mixture proportions of Cor-Tuf are often tailored to achieve the desired properties of individual 
projects since, like many UHPCs, small changes in the constitutive materials can have a 
significant effect on fresh and hardened properties of the concrete (Williams et al. 2009).   
The version of Cor-Tuf selected for used in Phase I in this research program is the 
standard mix design known as Cor-Tuf1 (hereafter referred to simply as “Cor-Tuf” within this 
document).  This version of Cor-Tuf was selected because it has had a good track record of 
performance and has been extensively characterized by a number of researchers, most notably 
Williams et al. (2009) and Roth et al. (2010). 
Cor-Tuf can be broadly characterized as a reactive powder concrete (RPC) with a 
maximum particle size of approximately 0.6 mm (Williams et al. 2009).  This maximum particle 
size is governed by the maximum size of the foundry-grade Ottawa sand used in the mix.  The 
mixture proportions for Cor-Tuf are given in Table 4-3.   
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Table 4-3.  Cor-Tuf mixture composition (Williams et al. 2009; Roth et al. 2010). 
Material Product Proportion by weight 
Cement Lafarge, Class H, Joppa, MO 1.00 
Sand US Silica, F55, Ottawa, IL 0.967 
Silica Flour US Silica, Sil-co-Sil 75, Berkeley Springs, WV 0.277 
Silica Fume Elkem, ES 900 W 0.389 
Superplasticizer W.R. Grace, ADVA 190* 0.0171 
Water (Tap) Vicksburg, MS Municipal Water 0.208 
Steel Fibers N.V. Bekaert S.A., Dramix 3D-55/30 BG 0.310 
           *See note in paragraph below. 
 
A polycarboxylate-type superplasticizer is used to decrease water demand, aid mixing, 
and improve workability.  It is important to note that the superplasticizer listed in Table 4-3 is a 
replacement for the original superplasticizer used in the Williams et al. (2009) study.  This 
original superplasticizer was W.R. Grace ADVA 170, which was discontinued prior to both the 
research by Roth et al. (2010) and the research program documented in this report (W.R. Grace 
and Company 2007).  The water-to-cement ratio used in Cor-Tuf is limited to about 0.21, and the 
ratio of water to combined silica fume and cement is 0.158.  The water-to-cement ratio of Cor-
Tuf is far lower than that representative of conventional concretes, which generally have a water-
to-cement ratio near 0.40 (Williams et al. 2009).  The mass fraction of steel fibers relative to 
cement given in Table 4-3 corresponds to a volumetric fiber content of about 3.15%.  This is 
somewhat higher than the volumetric fiber content recommended for most typical fiber-
reinforced concrete applications (Williams et al. 2009). 
The steel fibers used in making Cor-Tuf are the Dramix® 3D-55/30 BG (also known as 
ZP-305) product of N.V. Bekaert S.A. (Figure 4-1).  These fibers come from the manufacturer 
adhered together in bundles using a water soluble adhesive.  During the concrete mixing process, 
the adhesive is dissolved, and the fibers are dispersed.  These fibers are approximately 30-mm 
long, and each fiber has a diameter of approximately 0.55 mm (N.V. Bekaert S.A. 2012a).  The 
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fibers are hooked at the end, and the tensile strength of each fiber is approximately 1,345 MPa 
(N.V. Bekaert S.A. 2012a). 
 
Figure 4-1.  Bekaert Dramix® 3D-55/30 BG steel fibers (reprinted from Williams et al. 2009). 
Extensive testing efforts by Williams et al. (2009) and Roth et al. (2010) were undertaken 
to investigate the properties of this standard Cor-Tuf mix design.  Table 4-4 provides 
representative mechanical values for the material that were found by these authors.  All values 
listed in Table 4-4 were taken from Williams et al. (2009) except for those values specifically 
listed as resulting from either the four-point bending or splitting tensile tests, which were taken 
from Roth et al. (2010).   
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Table 4-4.  Cor-Tuf mechanical properties (Williams et al. 2009; Roth et al. 2010). 
Property Value 
Initial Elastic Bulk Modulus (K) 25.2 GPa 
Unconfined Compression Strength 237 MPa 
Initial Constrained Modulus (M) 47.4 GPa 
Initial Shear Modulus 16.7 GPa 
Poisson’s Ratio 0.23 
Specific Gravity 2.93 
Young’s Modulus  
     Uniaxial Strain Test 40.9 GPa 
     Four-Point Bending Test (Avg.) 33.7 GPa 
Tensile Strength  
     Direct-Pull Test 5.58 MPa 
     Splitting Tensile Test 25 MPa 
Flexural Strength  
     Four-Point Bending Test (Avg.) 24.0 MPa 
 
Four-point bending test values included in Table 4-4 were estimated by averaging the 
strengths and modulii, respectively, resulting from each four-point bending test series conducted 
by Roth et al. (2010).  Although these bending test series included different numbers of samples 
and were conducted on samples of different sizes, their results were relatively consistent.  Thus, 
an average of their resulting values was thought to provide an adequate estimate of material 
properties. 
Notable within these results is the large discrepancy between the tensile strength recorded 
during the split cylinder test, the flexural strength recorded during the four-point bending test, 
and the tensile strength recorded during the direct pull test. This provides an indication that some 
of these standard tensile test methods may not provide a sufficiently accurate measurement of the 
tensile properties of Cor-Tuf.  This high level of discrepancy is very likely caused by the unique 
properties that steel fibers introduce to concrete behavior.  This will be discussed in more detail 
in Section 4.2.2.2.   
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Of significance, however, is the fact that the tensile strengths provided in Table 4-4 
resulting from the direct tension test tend to be much lower than would normally be predicted by 
ACI 318-08 (2008).  According to ACI 318-08 (2008), the tensile strength of concrete is 
typically about 10% to 15% of the compressive strength.  The tensile strength recorded during 
the split cylinder test and the flexural strength recorded during the four-point bending test, on the 
other hand, both appear to fit these ACI criteria rather well. 
It was observed by Roth et al. (2010) that during flexure tests of Cor-Tuf, little or no fiber 
rupture tended to occur during the failure process.  Rather, in most tests, straightening of the 
hooked fiber ends was not even observed, although some fiber straightening could be seen in 
tests on beams with smaller span-to-depth ratios.  This indicates that the matrix material of Cor-
Tuf has a tendency to fail around the fibers, leaving the hooked ends intact.   
4.2.2 Test Methods 
4.2.2.1 Compression 
Although there are a number of different commonly accepted compression test methods 
for concrete throughout the world, tests similar in geometry and execution to the ASTM 
C39/C39M (2014) unconfined compression (UC) test were used to quantify compressive 
material behavior in Phase I of this research program.  This test method is commonly accepted 
throughout the United States and, thus, is also one of the primary compression testing methods 
used within both the academic and construction communities.  By collecting data from UC tests, 
direct comparisons can be made with other studies of the concrete materials as well as other x-
ray CT testing programs that also tested cylinders in UC. 
Other advantages of using the UC testing method include the ready availability of testing 
equipment, the compatibility of the test method with incremental load application, the speed with 
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which the test can be administered, and the compatibility of the test with cylindrical samples.  
This last point is important because cylindrically shaped samples are ideal for x-ray CT 
scanning.  This stems from the fact that they are uniform in thickness from all angles of x-ray 
penetration when stood upright.  For the tests conducted in this research program, the standard 
geometric ratio of 2:1 (height to diameter) was used.  The use of other ratios has been avoided 
because of the introduction of increased circumferential restraint (for smaller ratios) and an 
inhibited ability to compare test data from this program to other, similar research efforts. 
Research by Bartlett and MacGregor (1994) has shown that compressive strengths of 
smaller concrete cores tend to be somewhat lower and more variable than those of larger cores.  
They also found that smaller diameter cores appear to be more sensitive to height-to-diameter 
ratio effects than larger cores.  These characteristics prevent the direct comparison of strengths 
from samples of different diameters.   
This provides a further justification for the need to test larger concrete samples during 
this program than have been typical of most x-ray CT research in the past.  This is because for 
the results x-ray CT research to be comparable to results from materials characterization 
programs of the past, the samples that are tested need to be of similar scale.  However, even with 
the relatively large sample sizes (for x-ray CT research) used in this program, results of the UC 
tests are unlikely to be directly comparable to many of the results from past research efforts on 
Cor-Tuf and SAM-35 not only because the samples in this program are incrementally loaded, but 
also because the samples are still somewhat smaller than those typical of those programs 
(Williams et al. 2006, 2009; Roth et al. 2010). 
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4.2.2.2 Tension 
The test method selected for the quasi-static tension testing in Phase I is the Double 
Punch Test (DPT) method.  Although this method is much less common than the split cylinder 
test and the three-point bending test, it offers a number of significant benefits related to the 
demands of both of x-ray CT scanning and incremental load application. 
The DPT was first presented by Chen in 1970 as an alternative to the three-point bending 
and split cylinder testing methods (Chen 1970; Molins et al. 2009).  It has been speculated by 
Molins et al. (2009) that the DPT did not supplant the split cylinder test primarily because it is 
slightly more difficult to conduct and, thus, more expensive.  The DPT has, however, found 
increased acceptance within the engineering community during recent years, especially in 
relation to testing fiber reinforced concretes.   
During the DPT, a concrete cylinder with a height-to-diameter ratio of 1:1 is placed 
between two cylindrical steel punches centered on its top and bottom surfaces (Figure 4-2).  
These steel punches typically have a diameter of one fourth that of the concrete cylinder being 
tested (Molins et al. 2009).  The steel punches are then compressed towards one another.  This is 
intended to create a failure mechanism that includes a shear cone under each steel punch and a 
series of three to four cracks that protrude from the center of the concrete sample out to its 
circumference. 
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 Figure 4-2.  Double punch test layout and ideal failure mechanism.  Isometric view of failed sample (left), 
isometric view of failure surface (center), and center cross section of failed sample (right). 
Chen and Drucker (1969) determined through theoretical analysis that the working 
formula for computing the tensile strength in a DPT for concrete is as follows. 
𝜎𝑡 = 𝑃𝜋(1.0𝑏𝐻−𝑎2)    (Equation 4.1) 
 
σt = Tensile Strength, MPa 
P = Applied Load, N 
b = Sample Radius, mm 
H = Sample Height, mm 
a = Punch Radius, mm 
 
This equation has been found to produce suitable results for height-to-diameter ratios 
between 0.8 and 1.2 and for punch diameter to sample diameter ratios of 0.2 to 0.3 (Chen and 
Fang 1971).  It has also been demonstrated that for normal working errors (approximately 3% of 
sample diameter or less) in the placement of punches, the results do not vary noticeably (Aguado 
et al. 2005; Molins et al. 2009). 
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Research by Mehta et al. (1976) found that split tensile strengths determined from the 
DPT tend to be lower than those calculated using split cylinder data (for concrete without fibers).  
The authors suggested that this was probably due to the predetermination of the failure plane in 
the split tensile test.  During the DPT, however, the sample is allowed to fail in its weakest 
planes.  This property of allowing samples to fail in their weakest planes may make the DPT a 
better test for measuring true concrete tensile strengths.  In addition to these factors, the split 
cylinder test is generally not considered to accurately measure the tensile properties of fiber 
reinforced concretes (Molins et al. 2009). 
Research on fiber reinforced concretes has also shown that the DPT tends to produce 
tensile strength measurements with a lower coefficient of variation than the four point bending 
test (Molins et al. 2009).  Again, this is most likely due to the constrained failure plane definition 
of the four point bending test related to its inherent geometric constrictions.  In addition to this 
characteristic, the three and four point bending tests do not lend themselves well to x-ray CT 
investigation due to the non-circumferential cross section of their samples and the difficulties 
involved in incremental loading and scanning. 
The samples typically used for DPT are significantly larger than those tested in this 
program (Woods 2012).  However, research by Marti (1989) on concrete without fibers has 
demonstrated that even for smaller samples, similar in size to the samples in this testing program, 
the DPT has been shown to perform well.  Marti showed that although a significant size effect 
was present within DPT data collected from samples of a wide range of sizes, these effects were 
in good agreement with Bažant’s size-effect relation (Bažant 1984; Bažant et al. 1986). 
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σ�N = ft′
�1 + dλda (Equation 4.2) 
𝜎�𝑁 = Prediction for the Nominal Stress, MPa 
ft’ = Tensile Strength of the Material, MPa 
da = Maximum Aggregate Size, mm 
λ = Empirical Constant 
d = Sample Diameter, mm 
 
A mathematical analysis completed by Marti (1989) of the ideal DPT cracking structure 
showed that the sliding failure along the conical discontinuity surfaces within the DPT sample 
during testing accounts for less than one third of total energy dissipation.  This provides an 
indication that for the ideal DPT fracture structure, most of the energy subjected to a sample is 
used to overcome the tensile resistance along the radial crack surfaces.   
4.2.3 Sample Fabrication 
4.2.3.1 Determination of Sample Size 
The selection of the sample size that was used in the Phase I experiments was based on 
the following considerations.  First, relatively large sample sizes, compared with other x-ray CT 
investigations, were necessitated by the inclusion of aggregate and fibers within the concrete 
compounds tested.  However, there was also a significant trade-off between sample size and 
image resolution.   
X-ray penetration experiments conducted at Aberdeen Proving Grounds (APG) in late 
2012 showed that Cor-Tuf samples exceeding approximately 76 mm in diameter could not 
generally be adequately penetrated by a 220-kV x-ray source while maintaining x-ray source to 
detector distances that limited image unsharpness.  Conducting scans of larger samples, thus, 
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would have required the use of a more powerful x-ray source with a significantly reduced 
resolution due to focal spot enlargement.   
The high strength of the Cor-Tuf material tested during this program also made it difficult 
to find load frames with enough capacity to test large cylinders in compression.  Given that the 
average strength of the Cor-Tuf mixture analyzed during these tests was around 211 MPa 
(APPENDIX B), the compression testing of samples with diameters larger than 76 mm would 
require a load frame capable of exerting more than 956 kN, which is above the standard 
operating range of the largest MTS compression loader that was available at the University of 
Florida.   
Based on a consideration of these factors, the sample sizes selected for the tests in Phase I 
were limited to less than 76 mm in diameter.  As will be discussed in Section 4.2.3.2, these 
samples were obtained through coring from larger slabs rather than casting in individual molds.  
Thus, the sample diameters were defined by the size of the core bit barrels used for their 
extraction.  Given the limited range of core bit sizes commonly available from commercial 
vendors, it was not possible to obtain samples exactly 76 mm in diameter.  Thus, the actual 
sample sizes varied somewhat based on the individual coring bit used for their extraction, but 
were nominally 70 mm in diameter. 
4.2.3.2 Determination of Fabrication Method 
Cylindrical samples of Cor-Tuf and SAM-35 were cut from cores drilled out of thick 
concrete slabs rather than cast in cylindrical molds.  There were four primary reasons for this 
fabrication method.  The first reason was that when concretes containing large heterogeneities, 
such as fibers or aggregate, are cast directly into cylindrical molds, significant distortions to the 
heterogeneous structure of the material are often introduced compared to the material structure 
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observed in standard structural members.  In effect, this results in fields of abnormally dense or 
abnormally sparse fibers/aggregates. 
The second reason had to do with the anisotropy of fiber reinforced concretes.  It has 
been shown that the orientation of fibers in concrete members is not random (Trainor 2011).  
Instead there is an anisotropy introduced by the casting and troweling process (especially around 
reinforcing bars and formwork) that causes fibers to be generally oriented parallel to the finished 
surface of a member.  This is especially true for thin fiber reinforced concrete members, for 
which it would be impossible for fibers to be oriented perpendicular to the largest member plane 
due to small member depth (less than fiber length).  By testing cored samples, it was intended 
that the fiber distributions within the tested concrete material would be as random as possible.  
This would, thus, most accurately simulate the actual fiber reinforced concrete material used in 
bulk construction. 
The third reason for the selection of cored sample extraction was that consistency among 
samples was best guaranteed using this method.  This is because when individual cylinders are 
cast, even if a single batch of concrete is used, it is difficult to ensure consistent levels of air 
entrapment, fiber volume, and water content.  This error is introduced by differences in levels of 
vibration/disturbance and in casting time.  It has been shown by Marti (1989) that samples cast in 
individual forms tend to display significant scatter in DPT results.  This research also showed a 
reduced scatter in the results when samples were extracted from a single casting. 
The final reason for the selection of cored samples was associated with the compressive 
strength measured from cast cylinders.  In general, the measured compressive strength of cores is 
less than that of corresponding, properly molded and cured standard concrete cylinders when 
tested at the same age (ASTM C42/C42M 2013).  This indicates that the use of cored samples is 
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more likely to be representative of the concrete behavior that would actually occur in large 
concrete structures. 
4.2.3.3 Casting of Concrete Slabs 
A series of cylinders with nominal dimensions of 70-mm diameter by 70-mm height and 
70-mm diameter by 140-mm height were needed for the proposed testing program.  These 
sample sizes were largely limited by both the expected x-ray penetration capacity of the 225 kV-
x-ray source and the load capacity of the MTS loaders on site at the University of Florida, as 
previously discussed.  The concrete slabs that were cast were significantly larger than would 
have been necessary for the extraction of only the Phase I samples.  This was to allow for the 
possibility of extracting and testing additional samples from the same material in case this 
became of interest for future experiments. The Cor-Tuf slab was 914-mm wide by 914-mm long 
by 556-mm deep (Figure 4-3).  The SAM-35 slab was 914-mm wide by 914-mm long by 610-
mm deep (Figure 4-4).   
 
Figure 4-3.  Casting of Cor-Tuf slab. 
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 Figure 4-4.  Casting of SAM-35 slab. 
The Cor-Tuf slab was cast on January 18, 2013 inside of a temperature controlled 
building.  The Cor-Tuf material was mixed in a concrete paving mixer truck.  Initially, the dry 
materials (except for fibers), were loaded into the truck and thoroughly mixed.  The exact 
duration of dry material mixing was not recorded but was estimated to be approximately 30 
minutes.  After this, the water and admixture were added and the material was mixed for 
approximately 30 more minutes.  The material was mixed until it was visually observed to have 
reached a fluid, self-consolidating consistency.  Then, fibers were added to the truck and the 
material was mixed for a further 30 minutes prior to casting.  The material was cast once the 
glued fiber bundles appeared to have disintegrated and the fibers were visually observed to be 
well dispersed within the mixture.   
Only 93% of the water in the mix design was used in this batch.  In the typical casting 
procedure for large batches of Cor-Tuf, the minimum amount of water needed to achieve the 
desired fresh properties of the material is generally used.  This is intended both to prevent 
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exceeding the design water-to-cement ratio and to further guarantee that desired strength is 
reached. 
During the casting process, the material was lightly vibrated by holding a hand-held 
concrete vibrator against the sides of the formwork.  This was intended to eliminate entrapped air 
and to consolidate the Cor-Tuf material into the corners of the forms.  The vibrator was not 
directly inserted into the material, however, because past experience has shown that direct 
insertion causes major distortions in the orientation of the fibers within members. 
After casting, a moist, burlap blanket was placed immediately on top of the slab and then 
covered over by plastic sheeting.  The slab was then moved on January 25, 2013 outside of the 
building and steam curing was begun.  During this process, the sample was covered with a large 
plastic sheet, and a hose from a steam generator was inserted under the sheet.  The steaming 
process for this slab ceased on January 31, 2013, and the slab was allowed to cool overnight until 
February 1, 2013, when it was moved back into the building. 
The SAM-35 slab was cast on February 6, 2013 under the roof of an open pavilion.  The 
SAM-35 material was mixed in a concrete mixing truck off site and delivered to the casting 
location.  During the casting process, the material was vibrated by directly inserting a hand-held 
concrete vibrator into the SAM-35 material.  This was intended to eliminate entrapped air and to 
consolidate the material into the corners of the forms.   
No covering was placed over this sample during curing.  This sample was then moved 
into a temperature controlled building on February 14, 2013 to undergo coring.  During the 
period of February 6, 2013 through February 14, 2013, minimum temperatures never fell below 
35 degrees, and average daily temperatures never fell below 46 degrees in Vicksburg, MS 
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(NOAA 2013).  Thus, freezing and temperature effects on the concrete curing should not be of 
major concern. 
4.2.3.4 Extraction of Cores from Cast Slabs 
It has been shown by Neville (2001) that concrete taken from the bottom of a structural 
element is typically stronger than concrete taken from the top of the element.  This research also 
showed that the strength of cores extracted from an orientation parallel to the horizontal plane of 
concrete casting tends to be lower than those extracted from an orientation perpendicular to the 
horizontal plane.  Similarly, research by Woods (2012) has indicated that fiber density in the 
bottom of concrete samples is likely to be higher than the fiber density at the top of those 
samples. 
Given these considerations, it was very important to map not only the horizontal 
orientation of specific cores within the slab, but also the vertical orientation of samples cut from 
those cores.  In order to achieve this mapping, all core locations were labeled and photographed 
prior to the commencement of coring.  Some of these core locations had to be modified to 
accommodate drilling equipment.  A series of diagrams was created to identify the final core 
locations (Figure 4-5 and Figure 4-6).  It is notable in both of these diagrams that a number of 
larger (nominal 150-mm diameter) cores were also extracted from the slabs in addition to the 70-
mm cores already discussed.  These larger cores were originally extracted for another testing 
effort that was not, in the end, included in this research program. 
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 Figure 4-5.  Cor-Tuf coring layout. 
 
Figure 4-6.  SAM-35 coring layout. 
The vertical location of the sample within the extracted core, the core number, and the 
sample size were identified by labeling each sample with a specific code that incorporated these 
characteristics (Figure 4-7).  In order to avoid the fiber distribution anisotropy typical of the 
edges of structural elements, a 76-mm perimeter was maintained between the cored samples and 
the formwork of the slab.  Within each core, 51 mm of concrete at both the top and bottom were 
removed to create a vertical perimeter of 51 mm from the top and bottom surfaces of the slab.  
Since little data exist about the exact nature of anisotropic fiber distribution for Cor-Tuf, the 51-
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mm perimeter zone was defined by enforcing a standoff from the surfaces just over 1.5 times the 
length of the individual fibers, which were 30-mm long.  At this distance it seemed unlikely that 
the effects of formwork and troweling on fiber distribution would be significant.   
 
Figure 4-7.  Demonstration of Phase I sample labeling method. 
Coring of the samples began on April 15, 2013.  After the extraction of cores, they were 
placed in a water bath to harden further.  All cores were extracted from the Cor-Tuf and SAM-35 
slabs prior to the cutting and grinding of any individual samples.  Since this coring process took 
much longer than initially anticipated, it was noticed that rust was beginning to appear on the 
surface of the Cor-Tuf samples that were drilled early in the process.  Although this rust was not 
judged to be of a harmful level at the time of detection, samples that showed significant rust were 
removed from the water bath as a precaution.  It was feared that too much water exposure could 
cause significant steel degradation, which would affect the quantitative measurements of steel 
fiber area in the x-ray CT scans.  It was also feared that if the rusting was allowed to continue for 
a significant period of time, the corrosive swelling of the rust could eventually cause some 
micro-cracking within the mortar.  Given these considerations, Cor-Tuf cylinders from that point 
forward were only placed in the water bath for a few days after coring and then moved to a dry 
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location.  The SAM-35 cylinders were left in the water bath during the entire period between 
coring and cutting since rust was not a consideration for them. 
Many of the cores extracted from the Cor-Tuf slab exhibited internal cracking (Figure 
4-8).  This is an indication that significant shrinkage cracking occurred within the Cor-Tuf slab.  
The presence of shrinkage cracking in UHPCs, similar to Cor-Tuf, has also been seen in many 
other studies (Habel et al. 2006; Park et al. 2013).  It is thought that this shrinkage cracking is 
primarily due to autogenous shrinkage rather than drying shrinkage. 
 
Figure 4-8.  Example of a Cor-Tuf core with shrinkage cracking.  The crack in this image was traced with a black 
marker to make it more visible. 
Autogenous shrinkage is due to self-dessication of the material by hydration and is 
generally considered to be the predominant form of shrinkage occurring in concretes with low 
water-to-cement ratios, such as Cor-Tuf (Habel et al. 2006; Park et al. 2013).  Drying shrinkage, 
on the other hand, is typically considered to be the main driving force behind shrinkage in 
normal strength concretes with higher water-to-cement ratios (Habel et al. 2006).  Previous 
research conducted on UHPCs has confirmed that measured levels of autogenous shrinkage tend 
to far exceed those of drying shrinkage (Habel et al. 2006). 
It was feared that this shrinkage cracking could negatively impact the performance of the 
samples used in the Phase I tests and might not be representative of many applications in which 
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Cor-Tuf has traditionally been used.  To avoid these concerns, the Phase I samples were only cut 
from the portions of the concrete cores that did not exhibit any visible shrinkage cracking. 
After the coring process was completed, samples were cut to their appropriate lengths and 
the ends were ground.  The grinding process was based on the procedure laid out in ASTM 
C39/39M (2014).  The ends of each sample were ground to within 0.025 mm of planeness.  After 
all samples were properly cut and ground, their individual measurements were recorded using a 
micrometer and a caliper.  All of the samples used in the Phase I experiments were cut from 
locations very close to the mid-length of the concrete cores, which approximately corresponded 
to the mid-depth of the concrete slabs. 
4.3 Instrumentation 
4.3.1 Data Acquisition System 
All sample loadings during the Phase I experiments were conducted using the 979-kN 
capacity MTS loader.  During these tests strain gage, linear variable differential transducer 
(LVDT), and load cell measurements were recorded.  All gage data was recorded using a 
National Instruments (NI) CompactDAQ (cDAQ) 9174 four-slot USB chassis data acquisition 
(DAQ) system (NI 2013).  The first slot of this USB chassis was occupied by an NI 9237 module 
with four channels for collecting strain gage data via RJ-50 connections (NI 2009a).  The second 
slot of the USB chassis was occupied by an NI 9215 module with four channels for collecting 
LVDT and MTS loader output data via BNC Connections (NI 2011).   
During all testing using the MTS loader, a small preload of 200-450 N was applied to the 
samples.  After this preload was applied, all LVDT data were modified to be at a zero baseline.  
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All data during the experiments were collected at a rate of 20 Hz.  This ensured that significant 
spikes in the data, caused by cracking and fiber pull out, could be accurately captured without 
overloading the memory and hard drive of the DAQ computer with unnecessarily large data sets. 
4.3.2 LVDTs 
The MTS loader output both load and LVDT displacement data, which were collected 
during the experiments by the cDAQ system.  The LVDT displacement data from the MTS 
loader was not considered sufficiently accurate for this research, however, because it is based on 
the relative displacement between the upper and lower platforms of the loader itself.  This means 
that the MTS LVDT measurement does not account for elastic deformation of the loading plates 
or for elastic deformation of the columns connecting the upper and lower platforms. 
For this reason, a set of small, highly accurate LVDTs was mounted on either side of the 
sample to collect displacement data of greater quality (Figure 4-9).  The gages used for this 
purpose were model 0215 manufactured by Trans-Tek (Trans-Tek Inc. 2013b).  These gages had 
a full stroke of ±6.35 mm, a body length of 63.5 mm, and a non-linearity of less than ±0.25% of 
full stroke.  Although these LVDTs were manufactured for AC use, their output was converted to 
a DC signal using a series 1000-0012 oscillator-demodulator also supplied by Trans-Tek (Trans-
Tek Inc. 2013a).  This demodulator had automatic phase shift synchronization, which eliminated 
the need to make phase angle adjustments for each transducer. 
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 Figure 4-9.  LVDT mounting configuration for MTS loader. 
4.3.3 Strain Gages 
During the Phase I experiments, measurements of both axial and circumferential strain 
were collected for each test.  Duplicate gages diametrically opposite each other were 
implemented for each strain type to account for asymmetry in loading.   
A review of existing literature concerning the application of strain gages to concrete 
samples indicated that the strain gage length should be at least five times the diameter of the 
largest aggregate in the concrete (Vishay 2010b).  The largest aggregate used in these 
experiments was the 9.5-mm aggregate included within the SAM-35.  Thus, the strain gages used 
on these samples needed to be at least 47.5-mm long. 
Two different types of strain gages were used on the samples during these experiments.  
Most samples used TML model PL-60-11-3LT strain gages that were placed at the mid-height of 
each sample and were 60 mm in length (Tokyo Sokki Kenkyujo 2013b).  On each sample two 
strain gages were oriented parallel to the cylindrical axis diametrically opposite to each other, 
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and two strain gages were oriented perpendicular to the cylindrical axis also diametrically 
opposite to each other.   
The DPT samples were not tall enough to attach the PL-60-11-3LT strain gages parallel 
to the cylindrical axis, so TML model PFL-30-11-3LT gages were used instead (Tokyo Sokki 
Kenkyujo 2013a).  These gages were only 30 mm in length and, thus, did not meet the desired 
length to aggregate ratio.  Strain measurements parallel to the cylindrical axis were not, however, 
of primary concern during the DPT experiments so this was not considered a major problem.  
The primary strain measurement of interest for DPT samples was the circumferential strain, 
which is directly related to the splitting failure mode. 
To prepare a sample surface for strain gage application, a layer of Devcon® 5 Minute® 
Epoxy was applied at the gage location (ITW Polymers Adhesives North America 2012).  After 
drying, this layer was sanded until the sample surface was smooth and level, with the Epoxy only 
filling surface voids.  At this point, strain gages were attached using M-Bond 200 adhesive 
(Vishay 2010c).  After the adhesive had completely dried, strain gages were coated with the 
compound Gagekote #8 (Vishay 2010a). 
During the experiments, strain gage wires were taped to the samples in order both to 
prevent damage to the gages and to ensure that the wires appeared in consistent locations in all of 
the CT images.  In order to collect strain gage data using the RJ-50 cables on the NI 9237 
module, an NI 9949 RJ-50 to screw-terminal accessory was used for each gage (NI 2009b).  
Gages were attached to the DAQ system using a quarter bridge wiring configuration. 
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4.4 Experiments 
The testing program for the Phase I experiments is detailed in Table 4-5 and consisted of 
testing both SAM-35 and Cor-Tuf cylinders.  In all tests, loads were applied in a displacement 
controlled manner both prior to and after peak load.  During these tests, samples were scanned 
using x-ray CT at small deformation increments to observe crack initiation and propagation.   
Table 4-5.  Test matrix for the Phase I experiments. 
Sample Material Test Diameter (mm) Height (mm) 
S3-6-S5M SAM-35 UC 68.38 138.05 
S3-6-S6M SAM-35 UC 68.54 136.02 
S3-3-S8UM SAM-35 DPT 68.61 69.08 
S3-3-S9UM SAM-35 DPT 68.35 68.65 
S3-3-S10LM SAM-35 DPT 68.47 69.37 
C3-6-C10M Cor-Tuf UC 70.40 140.51 
C3-6-C13M Cor-Tuf UC 70.33 141.26 
C3-3-C12M Cor-Tuf DPT 70.42 70.48 
C3-3-C16M Cor-Tuf DPT 70.41 70.36 
 
During the Phase I experiments, the maximum possible distance was maintained between 
the x-ray source and the detector within the x-ray CT scanner (approximately 1539 mm).  This 
ensured that image sharpness was maximized as much as possible for all scans.  This also, 
however, meant that the penetration capacity of the x-ray beam was weakened.  The 70-mm 
nominal diameter Cor-Tuf cylinders appeared to represent the effective limit of thickness and 
density through which the x-ray was capable of providing sufficient penetration to produce high 
quality 3D reconstructions for this source-detector configuration.  The specific CT settings for 
each scan are provided in APPENDIX A. 
The average time that it took to scan one of a SAM-35 sample was approximately 3.25 
hours.  It only took around 1.5 hours to scan one of the Cor-Tuf samples, however, since only a 
single image was taken for each rotation angle instead of averaging two images, as was done for 
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SAM-35.  These lengthy scanning times made it difficult to conduct more than three or four 
scans per day.  Generally, it was possible to conduct necessary loading tests on other samples 
while waiting for a specific sample’s scan to be completed.  Thus, the scanner was able to remain 
in almost continuous operation during the testing days.  It was important, however, to regularly 
check on the progress of the scanner during scans in order to verify that no problems had arisen 
with the x-ray source that might cause the scanning to stop.   
Given the costs of using the University of Florida facility and the long scanning times, 
the number of scans per sample quickly became a budgetary constraint.  Originally, each sample 
was intended to be loaded, unloaded, and scanned at five different increments of loading (23%, 
46%, 69%, 92%, and 100% of ultimate load capacity).  This was judged to represent the best 
balance of cost and data quality.   
This loading regime was modified, however, during the testing program for a number of 
reasons.  One reason was that the ultimate load capacities of some sample types were much 
larger than expected.  The primary reason, however, was that data analysis showed that little, if 
any, damage could be seen in the samples prior to their ultimate load.  Thus, tests on later 
samples tended to focus much more on scanning samples during deformation increments in the 
post-peak softening stage than in the pre-peak elastic stage.  Further discussion of the 
modifications to the loading regime, the justification for these changes, and the findings that 
resulted from the revised load testing will be provided in Section 4.6, since it will require a 
detailed analysis of collected x-ray CT data. 
The testing rate for each of the samples was selected to match as closely as possible the 
rate specified by ASTM C39/C39M (2014).  ASTM C39/C39M specifies this rate in terms of 
loading rate rather than displacement rate.  Since these tests were conducted using displacement 
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controlled testing, the Young’s Modulus measured in material characterization tests on Cor-Tuf 
was used to derive a displacement rate that would be approximately equivalent to the loading 
rate specified by ASTM C39/C39M during elastic material response (APPENDIX B).  The rates 
derived for Cor-Tuf were also used for SAM-35 to avoid inconsistent deformation rates between 
the materials. 
For each material and loading method combination, two tests were conducted to ensure 
repeatability and the identification of experimental outliers.  This should have resulted in a test 
matrix including eight different samples.  As already mentioned, however, the number of load 
increments was decreased when the testing was only partially complete.  This resulted in more 
rapid testing and allowed for the inclusion of a third SAM-35 DPT sample within the allotted 
access time on the x-ray CT scanner at the University of Florida.  The 979-kN MTS loader at the 
University of Florida was used to apply all load increments to the Phase I samples.  
4.5 Data Analysis 
4.5.1 Software and Hardware 
The data analysis was completed primarily within MATLAB and required the use of both 
the Image Processing Toolbox and the Data Acquisition Toolbox (The Mathworks 2014a, 2014b, 
2014c).  Mechanical performance data collected during the loading cycles were processed using 
the MATLAB script “DAQCorrect.m”, which is included in APPENDIX D.  In processing the x-
ray CT images, significant use was made of the many algorithms available for 3D image 
processing, such as those automatically built in to the MATLAB Image Processing Toolbox, 
those developed for medical applications such as CAT scan analysis (Rasband 2013; Wuerslin 
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2013), and those developed for previous x-ray CT investigations (Flanders 2014; University of 
Maine 2005, 2010, 2013; de Wolski 2010, 2011). 
Even with the existence of these many, powerful analysis tools major obstacles still 
emerged. The first major obstacle was related to the size of the data files collected in the 
experimental program.  Since the x-ray CT scanning equipment was run at the limits of its 
capability to obtain the maximum possible resolution of images for the largest possible samples, 
the amount of data generated by the experiments was well beyond that experienced in most past 
x-ray CT research programs.  The raw data from Phase I alone required around 3 TB of storage 
space.  These storage requirements grew as the data were continually processed and modified. 
It was soon found that the 3D reconstruction images were far too large for MATLAB to 
process using existing algorithms.  For many applications, this could be overcome by modifying 
existing programs so that images would be broken into many small packets, the packets would be 
analyzed or altered individually by a batch script, and then the packets would be recombined.  
There were other operations, such as analyses of fiber orientation, that could not be conducted 
using such an incremental analysis method, as will be discussed later.  For these operations, it 
was necessary to seek efficiency improvements in existing processes and to limit the required 
size of MATLAB arrays. 
Given the large quantity of data and the need to conduct most operations through batch 
script processes, this data processing effort initially seemed to be an ideal application for the use 
of supercomputing resources.  This program was granted access to extensive supercomputer 
arrays through the Department of Defense (DOD) High Performance Computing Modernization 
Program (HPCMP), and multiple attempts were made to utilize them for the data analysis (DOD 
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HPCMP 2014a).  This was found, however, not to be the most efficient method of analyzing the 
image data.   
The primary problem encountered when using HPCMP systems was the time required to 
transfer the large amounts of raw data.  Data analysis was conducted on the HPCMP Garnet 
system (DOD HPCMP 2012).  Prior to analysis, raw data had to be uploaded to this system using 
either the program FileZilla (Kosse 2007) or the program EZHPC (DOD HPCMP 2014b).  Both 
of these programs required many hours for the transfer of raw data for a single scan. 
Other problems that were found when using the HPCMP systems were that, at times, the 
supercomputers were taken off-line for maintenance and that it was more difficult to manage 
data analysis and view results within the HPC environment.  The management of data analysis 
was complicated by the need to submit all jobs as batch scripts written for parallel computing.  
These scripts often waited for significant periods in queues prior to their submission.  Upon the 
completion of the data processing, usually the files needed to be transferred back to a local PC 
for viewing, further editing, and comparison.  This meant that simple errors might not be found 
until many days into a processing job. 
After a number of weeks pursuing data analysis through the HPCMP, it was found that, 
with a personal computer altered to include 32 GB of RAM, data analysis could be conducted 
more efficiently without the use of the HPCMP systems.  The archive function of the HPCMP 
network was used, however, over time to securely back up all data related to this program (DOD 
HPCMP 2013). 
4.5.2 Image Processing 
In order to extract useful material properties from raw image data, many processing steps 
were required.  All of these steps will be described, in order, below.  Some image processing 
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algorithms had already been largely developed by other researchers (Flanders 2014; University 
of Maine 2005, 2010, 2013; de Wolski 2010, 2011) and needed to be tailored for the specific 
sample geometry and material used in this program.  Most x-ray CT research on concrete, 
however, has been limited to very small samples.  This has allowed for the use of collinear 
synchrotron x-ray beams or cone beam x-ray sources within the microfocus range. 
For this research, however, much larger samples were used, which required a cone beam 
x-ray source operating outside of the microfocus range.  Thus, the data collected during this 
research effort contained far more reconstruction artifacts than the typical scans in other research 
efforts.  Additionally, unlike most synchrotron or closed tube x-ray sources, the x-ray source for 
this research was an open tube system.  This meant that the x-ray tube required regular cleaning, 
filament replacement, etc.  These alterations to the x-ray source caused its performance and the 
appearance of the images that it produced to vary over time.   
This research program was also the first known x-ray CT effort to implement sample 
strain gages into the suite of instrumentation used during incremental loading.  To accommodate 
this, image processing techniques had to be tailored to eliminate, to the maximum extent possible, 
the presence of the strain gage wires during the measurement of void and fiber properties within 
the images.   
To overcome these discrepancies within the data, a series of novel image processing 
techniques were written over the course of this research program that allow for the correction of 
many major image artifacts resulting from scans with high power cone beam x-ray sources and 
samples including attached strain gages.  APPENDIX D contains all of the major image 
processing scripts used during this research program. 
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4.5.2.1 Eight-Bit Image Conversion 
The output of the program efX CT consisted of a series of data packets for each 
individual scan.  The data were divided into these packets to prevent any single packet from 
exceeding 2 GB in size.  Each packet consisted of an image of part of the sample with the full 
horizontal dimensions, but only a few slices in the vertical dimension.  Thus, the complete 3D 
image could be obtained by “stacking” these individual image packets. 
All image packets were originally written in the 32-bit image format.  This is a very rich 
image format that is able to provide about 16.7 million different colors (NUNMC 2014).  In the 
case of the 3D images used in this study, that translates to 16.7 million different shades of grey, 
each denoting a different level of x-ray attenuation.   
Although the 32-bit image format provides very high color depth data, the methods of 
data analysis utilized in this research generally allowed the use of much lower color depth data 
with negligible sacrifice in quality.  The primary reason why data of such a high color depth 
were not necessary was that for most operations, a threshold intensity for a given material 
(mortar, void, or fiber) was defined, and the images were converted into binary form so that the 
objects of interest could be clearly identified as white objects on a black background.  Thus, for 
the definition of single thresholds, millions of colors were unnecessary. 
By converting the 32-bit images to the 8-bit format, their file sizes were decreased to one 
quarter of the original sizes.  This correspondingly decreased the time and RAM requirements of 
all subsequent operations by a factor of four.  These 8-bit images had a palette of 256 shades of 
grey, which proved to be sufficient for selecting individual intensity thresholds of materials 
(NUNMC 2014). 
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Critical to this format conversion was choosing the spectrum of gray-scale that would be 
distributed among the 256 possible shades.  The 32-bit images included a very wide spectrum of 
grey shades, of which the transition area between voids, mortar, aggregate, and fibers was only a 
relatively small portion (Figure 4-10 and Figure 4-11).  By viewing a large number of individual 
slice histograms in the program ImageJ, it was possible to define intensity cut-off points for each 
material that contained all of the necessary component threshold transitions (Figure 4-12 and 
Figure 4-13) (Rasband 2013).   
  
Figure 4-10.  Histogram of a 32-bit image providing an example of intensity thresholds used as cut-off 
locations during 8-bit image format conversion for a SAM-35 sample. 
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Figure 4-11.  Histogram of a 32-bit image providing an example of intensity thresholds used as cut-off 
locations during 8-bit image format conversion for a Cor-Tuf sample. 
  
Figure 4-12.  Example of material components within the 8-bit image histogram for a SAM-35 sample. 
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Figure 4-13.  Example of material components within the 8-bit image histogram for a Cor-Tuf sample. 
These critical transition points occur at either side of the mortar/aggregate lump in its 
tapering region.  Thus, cutting off the lower intensity limit in the middle of the voids lump of the 
histograms in Figure 4-10 and Figure 4-11 was acceptable since the minima between the voids 
and mortar/aggregate were retained.  For SAM-35 scans, the upper threshold was selected after 
significant taper of the mortar/aggregate lump in order to retain high color depth for those 
materials.  For Cor-Tuf, however, this upper threshold was significantly extended since the fibers 
show up as a long, small lump or an extended taper of the mortar/aggregate lump.  Thus, by 
eliminating much of the grey spectrum from the 8-bit images, the remaining grey portion of the 
spectrum was able to be stored at greater color depth since the 256 different grey shades were 
only distributed over that limited spectrum band. 
This format conversion was conducted in MATLAB using the script “NSIExtractor.m”, 
which was an altered version of the “NorthstarExtractor.m” script created for a previous research 
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program (see APPENDIX D) (University of Maine 2013).  This script converted individual data 
packets from 32-bit images to 8-bit ones in sequence.  This script used the preexisting MATLAB 
script “ReadBinary.m” that read each 32-bit image file and converted it into a MATLAB array 
(see APPENDIX D) (University of Maine 2010).  This MATLAB array was then converted to an 
8-bit format as described above and saved as a MATLAB variable for future processing (Figure 
4-14).  All of these individual MATLAB arrays were then compiled into a single array 
containing a 3D 8-bit gray-scale image of the entire sample using the script “IAccumulator.m”, 
and this array was also saved as a MATLAB variable (see APPENDIX D). 
 
Figure 4-14.  View of an 8-bit image slice from a SAM-35 sample. 
4.5.2.2 Shrink-Wrapping 
4.5.2.2.1 General Description 
After 8-bit conversion, the chief interest was the separation of individual material 
components within the image for measurement and analysis.  In order to properly perform this 
separation, it was essential to obtain a precise definition of the boundaries of the sample within 
the image. 
Past studies showed that the most effective way to define this boundary is to conduct an 
analysis commonly known as “shrink-wrapping”.  The shrink-wrapping operation was conducted 
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using the MATLAB script “shrinkWrap.m”, which was originally written and used in a previous 
research program (see APPENDIX D) (de Wolski 2011; Zhang 2004), but significantly modified 
for use in the this research.  In this shrinkWrap program, a “wrapper” digitally encloses the 
boundary of the sample while preserving the irregularities that occur along the sample boundary 
(Landis et al. 2007).   
4.5.2.2.2 Problems Encountered During Phase I Implementation 
Although the shrink-wrap program had been employed successfully for many past x-ray 
CT research programs, it required significant modification for use in this research.  First, the 
program was originally written so that the wrapper would penetrate continually into the void 
spaces that it encountered on the edge of a sample.  This worked very well for samples that did 
not experience large-scale damage, but during the image processing of severely damaged 
samples during this research, it was found that the algorithm would protrude through the entire 
sample via the cracks (Figure 4-15).  This, however, negated the purpose of the shrink-wrap 
algorithm, which was to define the outer boundaries of the sample, and it also caused the larger 
cracks within the sample to disappear during void analysis (Figure 4-16). 
 
Figure 4-15.  Shrink-wrap slice of a damaged UC test sample using the original shrink-wrap algorithm. 
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 Figure 4-16.  3D image of UC sample S3-6-S6M showing all voids except the largest crack because of its 
unintentional removal by the shrink-wrap algorithm. 
The second problem was the run time required to complete the shrink-wrap algorithm for 
the samples used in this research program.  Run times with the original algorithm varied from 4 
to 20 or more hours depending on sample geometry.  This was largely due to the extremely large 
file sizes compared to those encountered during past research programs. The third and final 
major problem with the original shrink-wrap algorithm was that it had no built in method of 
automatically determining which gray-scale threshold would be used to define the boundary of 
the sample.   
4.5.2.2.3 Solutions to Problems Encountered During Shrink-Wrap Implementation  
Initially, a solution to the over-penetration of the shrink-wrap algorithm was sought by 
using a convex hull to wrap the sample mathematically.  This method probably would have been 
sufficient for very smooth samples, but was caused reductions in accuracy for this research 
because of the presence of strain gage wires on a small portion of the sample surface (Figure 
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4-17). The over penetration of the shrink-wrap algorithm was finally corrected through the 
implementation of a user defined depth limitation on shrink-wrap progress.  For this research, a 
penetration depth of 2 times the strain gage wire thickness was permitted so that the strain gage 
wires would be properly isolated without altering the true sample shape (Figure 4-18). 
 
Figure 4-17.  Shrink-wrap using only a convex hull.  Shape inaccuracy is due to the inclusion of strain gage 
wires into the convex hull. 
 
Figure 4-18.  Shrink-wrap using depth limitation.  Strain gage wires are isolated, but do not alter sample shape. 
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The problem of excessive run times for the shrink-wrap program was overcome through a 
modification of the method in which the program analyzed individual 2D slices.  The shrink-
wrap algorithm was written to analyze a 3D image slice by slice.  For each slice, the image was 
modified by performing an image convolution with a uniform rectangular filter.  Convolution is 
an image processing technique in which the value of a single pixel is determined by element-
wise multiplication of surrounding pixels by a given filter array.  This results in a value for each 
pixel that reflects the intensities of the surrounding pixels.  Using various convolution filters, 
images can be modified in a number of ways, such as blurring (as in shrink-wrap) or sharpening.   
Presumably, the uniform convolution originally within the shrink-wrap algorithm was 
used to produce higher quality sample boundaries and reduce the effect of noise on the algorithm.  
Initial experiments showed that for the large data sets used in this research, it would be beneficial 
to utilize larger uniform rectangular filters in order to better distribute the effects of fiber 
brightness on the overall sample boundary and, thus, prevent the defined boundary from being 
very jagged.  A simple increase in filter size, however, significantly increased the run times.  
This convolution problem was solved by using the “resize” command within MATLAB 
to obtain an averaged image of smaller size (one tenth).  This resizing operation had a similar 
effect on the resulting shrink-wrap as a corresponding increase in convolution filter size, but 
reduced the run times by a factor of 1000.  It was also found that this reduction in shrink-wrap 
size did not appear to produce results of significantly reduced accuracy when compared to the 
full sized shrink-wrap results.  Once shrink-wrap of an individual slice was completed, that slice 
was expanded back to full size using the resize command and the next slice was analyzed. 
Finally, given the variation in the brightness of images and the materials analyzed within 
this research effort, a method was sought that would automatically identify the optimal threshold 
  77 
to use for identification of the void-solid boundary threshold. To achieve this, MATLAB was 
used to compute image intensity histograms for each slice of a sample.  These histograms were 
then all averaged together to find a global, sample histogram.  Although coloration varied over 
the height of a sample (discussed in more detail in Section 4.5.2.3), this method ensured the 
selection of the best overall threshold for all slices.  This algorithm then identified the threshold 
at the location of the mortar/aggregate lump peak.   
Since the shrink-wrap algorithm uses a 5 by 5 uniform rectangular convolution filter, the 
boundary threshold that defines the sample edge, in effect, accounts for the number of cells 
containing solid material that surround a given cell.  After a number of experiments, it was found 
that requiring a boundary threshold of 25 times the peak mortar/aggregate threshold for SAM-35 
samples and 30 times the peak mortar threshold for Cor-Tuf samples was optimal (discussed in 
Section 4.5.2.2.4).  Use of lower boundary thresholds caused the shrink-wrap to include both 
open void space around the sample and strain gage wires within the shrink-wrap, and higher 
boundary thresholds were found to penetrate too deeply into the sample. 
4.5.2.2.4 Elimination of Strain Gage Wires through Shrink-Wrap Calibration 
When strain gages were initially added to the instrumentation for the Phase I experiments, 
it was thought that their removal prior to image analysis would be relatively simple.  In theory, 
this could have been accomplished by one of two methods.   
In the first method, the boundary threshold used by the shrink-wrap algorithm would be 
set higher than the intensity of the plastic coating of the strain gage wires in the gray-scale 
images.  During shrink-wrap, the algorithm would penetrate the area of plastic coating below 
wires and, thus, identify them as objects not connected to the sample.  These could then be 
automatically removed by applying the “Biggest” option within the “shrinkWrap.m” algorithm.  
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This option was eliminated, however, whenever unlimited shrink-wrap penetration was removed 
from the algorithm to prevent penetration into the cracking areas.  This also caused the algorithm 
not to sufficiently penetrate under the wires and, thus, to leave a line of voids within the shrink-
wrap images under the wire locations. 
The second method proposed for removing the strain gage wires involved utilizing the 
connected components analysis capabilities built into MATLAB.  This connected components 
algorithm would be able to identify whether an individual voxel was part of a larger object in a 
binary image by analyzing whether it adjoined voxels of the same color.  Multiple methods of 
applying a connected components analysis are available, but throughout this research, the 
MATLAB function “bwconncomp” was used. 
The results of connected components analyses are highly dependent on the type of voxel 
connectivity selected.  During 3D connectivity analyses, users may determine whether the 
algorithm is to look for voxels of the same color connected by faces (6 connectivity); faces and 
edges (18 connectivity); or faces, edges, and corners (26 connectivity).  The numbers 6, 18, and 
26 refer to the number of adjoining cells that may be considered connected to a given cell for 
each connection type.  Similar 2D connectivity analysis options are also available, with voxels of 
the same color connected by faces (4 connectivity) or faces and corners (8 connectivity).   
By conducting a 3D connected components analysis on the voids within the shrink-wrap 
images, it was possible to rank the voids by size.  Since the strain gage wires were rather large 
compared to other voids, they could, theoretically, be separated from the internal voids 
individually and removed from the images.  Type 6 (minimum) connectivity was used for this 
analysis to reduce the probability of strain gage wires close to cracks or voids being identified as 
single connected components along with those cracks or voids.  This method worked relatively 
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well for samples that were not badly damaged, but failed for damaged samples.  This is because 
the strain gage wires often crossed relatively large cracks in the samples and, thus, were 
identified as a single connected component with the cracks. 
Given the failure of both of these methods to successfully remove the strain gage wires 
from the shrink-wrap images, a third technique had to be developed which would reduce the 
errors introduced into void and fiber measurements by the strain gage wires.  It was thought that 
since the shrink-wrap algorithm conducted a uniform convolution prior to edge identification and 
since the images analyzed had already been reduced in resolution through voxel averaging, the 
pixels associated with the strain gage wire would be significantly darkened through 
convolution/averaging with the void pixels surrounding the wires on three sides.   
This meant that the wires would be sufficiently darkened to allow for them to be 
bypassed by the shrink-wrap if the boundary thresholds were set high enough.  After a series of 
experiments, it was found that requiring a boundary threshold of 25 times the peak mortar 
threshold for SAM-35 samples and 30 times the peak mortar threshold for Cor-Tuf samples was 
optimal.  Since there are 25 cells within the convolution filter, this meant that for SAM-35, the 
average intensity of all of the cells surrounding a given cell needed to be equal to or larger than 
the threshold histogram peak corresponding to the mortar/aggregate for the shrink-wrap 
algorithm to identify that cell as being on the boundary.   
Similar boundary threshold definitions were initially used for Cor-Tuf was well, but were 
found to retain a large amount of strain gage wire for some samples (Figure 4-19).  Thus, the 
boundary threshold was increased to 30 times the peak mortar threshold for Cor-Tuf, which did 
successfully remove the vast majority of strain gage wire from the shrink-wrap images.  This, 
thus, required the average intensity of all of the cells surrounding a given cell to be larger than 
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the threshold histogram peak corresponding to the mortar for the shrink-wrap algorithm to 
identify that cell as being on the boundary.  However, the presence of fibers in high density 
throughout the samples ensured that the shrink-wrap algorithm did not penetrate too deeply into 
the samples. 
           
Figure 4-19.  Rendering of C3-3-C12M shrink-wrap image with boundary threshold of 25 (left) and boundary 
threshold of 30 (right). 
In the resulting shrink-wrap images, the only portion of the strain gage wire that was 
identified as “solid” was within the was the first few millimeters of the wire, where copper lead 
wires attached to the gage.  After the first few millimeters, these lead wires terminated into a low 
density woven wire.  This strain gage artifact was not considered to significantly skew the data, 
however, given that the volume of these remaining copper lead wires was very small compared 
to either the void volume or the fiber volume (Figure 4-19). 
4.5.2.2.5 Other Potential Errors within Shrink-Wrap 
Another type of error that occurred occasionally within the shrink-wrap data was the 
identification of a void space, surrounded on three sides by solid material, as a solid space.  This 
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was caused by the penetration limitations imposed on the shrink-wrap algorithm.  No such 
spaces existed on the samples at the start of testing, however, the differential displacement of the 
concrete under the DPT punches could lead to this type of feature at the base and the top of the 
Cor-Tuf samples (Figure 4-20). 
 
Figure 4-20.  Example of an external void space due to differential displacement under the DPT punch being 
mislabeled by the shrink-wrap algorithm as solid material because of penetration depth limitations for sample 
C3-3-C12M. 
This type of artifact was not expected to significantly skew the internal void analyses for 
a number of reasons.  First, this type of artifact occurred only within Cor-Tuf samples subjected 
to the DPT since the SAM-35 samples did not exhibit large deformations and the UC samples all 
had relatively uniform end displacement.  Second, this type of artifact only occurred in a limited 
number of slices at the very top and bottom of the samples. 
4.5.2.2.6 Shrink-Wrap Implementation 
The modified “shrinkWrap.m” algorithm was called by the script “SExtractor.m”, which 
prepared data files for execution by “shrinkWrap.m” and saved the results of the shrink-wrap 
analysis (APPENDIX D).  The “SExtractor.m” script output the boundary definition as a binary 
MATLAB array in which the sample was white and all other space was black.  The shrink-wrap 
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MATLAB arrays for individual data packets were saved individually and then the script 
“SAccumulator.m” was used to compile the packets into a single array, containing a binary 
image of the entire sample, and then this array was also saved as a MATLAB variable 
(APPENDIX D). 
4.5.2.3 Correction of Gray-Scale Images for Reconstruction Artifacts 
During analysis of the reconstructed images, it became clear that many of the image files 
displayed darkness at the top and bottom of the sample compared to the center (Figure 4-21).  
This is thought to be a reconstruction artifact caused by the use of a cone beam scanner on dense 
material.  The consequences of such a variation in image darkness over height are very 
significant whenever a single threshold is selected over the entire sample to define the binary 
boundary between two material types.  An example of the effect caused by this type of 
reconstruction artifact is shown in Figure 4-22, where artificial voids are detected at the bottom 
and top of the sample because of their darkness. 
 
Figure 4-21.  Example of a Cor-Tuf reconstruction exhibiting a variation in darkness over height. 
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 Figure 4-22.  Figure showing a rendering of voids for pre-correction data (left) and post-correction data (right). 
This image reconstruction artifact was mitigated through the use of a slice by slice 
histogram adjustment.  Since the samples were cored from larger slabs, it was assumed that the 
density of the mortar/aggregate throughout each sample was relatively consistent.  Thus, the 
location of the threshold corresponding to the peak of the mortar/aggregate lump of the image 
histogram should be consistent throughout.  It was found, however, that this peak threshold value 
was not consistent and varied parabolically over sample height (Figure 4-23).   
 
Figure 4-23.  Plot of peak brightness threshold of the histogram lump corresponding to mortar/aggregate for 
each slice over the height of a sample. 
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A correction algorithm was, thus, written that selected the slice with the largest threshold 
corresponding to the mortar/aggregate histogram peak and brightened all other slices until they 
also had identical threshold values for this peak.  Although this method did not perfectly correct 
for the reconstruction artifact, its results were found to significantly reduce the negative effects 
of the reconstruction artifact on the measurement of voids (Figure 4-22).  The implementation of 
this correction also caused the open void space above and below the sample to be artificially 
brightened to the level of the mortar/aggregate.  This was overcome, however, through element 
wise logical comparisons with the shrink-wrap image that are described in Section 4.5.2.4.1.  
The MATLAB script that applied these height corrections was named “ICorrect.m” and is 
included in APPENDIX D. 
4.5.2.4 Void Analysis 
4.5.2.4.1 Void-Solid Threshold Identification 
The next step was to determine the threshold between voids and solids.  This was 
accomplished by first loading the 8-bit gray-scale images within MATLAB.  Definition of 
accurate and consistent values of the void-solid threshold was essential to ensure definition of 
void fields that could be directly compared for void volume and surface area.  For most previous 
concrete x-ray CT programs, these thresholds were manually defined based on visual inspection.  
That method was not sufficient for this research program for two reasons.  First, the variation 
within the x-ray source performance caused a variation in the brightness and shape of the 
histograms for images of the same sample taken at different times.  Second, given the large 
number of scans (more than 80 over the course of all three testing phases) and the need for 
consistency in application, it was not practical to use a visual approach for threshold 
identification. 
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Five different automatic threshold identification methods were evaluated as part of this 
program.  The first and simplest method was simply to use the threshold located at the minimum 
location between the void peak and the mortar/aggregate peak.  This proved unsuccessful, 
however, since sometimes the internal voids would appear as a bump between the primary void 
bump and the mortar/aggregate bump (as in Figure 4-12) and sometimes they would be lumped 
within the primary void bump (as in Figure 4-13).  This caused the minimum value between the 
two primary histogram peaks to vary from being positioned very close to the mortar/aggregate 
peak to being very close to the primary void peak.  Thus, results compiled using this method 
showed wildly varying values, and this method was abandoned. 
The second approach that was used for automatic threshold determination was the Otzu 
method (Otzu 1979).  This method provides an optimized approach for selecting threshold values 
between two primary colors in an image.  It also has the additional benefit of being built into 
MATLAB.  It was, however, found not to be optimal for this analysis for two reasons.  First, 
since the variation in the location of the internal voids within the histogram made very little 
difference in the balance of areas compared to the larger external void and solid lumps, the Otzu 
algorithm did not appear to account very well for internal void brightness.  This meant that 
internal voids could fall on either side of the Otzu threshold depending on the individual image.  
Second, it was found that the definition of the 8-bit threshold conversion region (described in 
Section 4.5.2.1) had a significant effect on the Otzu analysis since it altered the shape of the first, 
external void, histogram lump.  This meant that either the gray-scale conversion would have to 
be completed again using lower color depth or the Otzu method would have to be abandoned.  
Similar to the first automatic threshold determination method, results compiled using the Otzu 
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method showed wild variations in measured image properties, and the Otzu method was 
subsequently abandoned. 
The third approach to automatic thresholding was to identify the peak of the 
mortar/threshold histogram lump and then trace the curve backwards toward the origin until 
either the slope of the curve approached a minimum value or a second inflection point of the 
curve was reached.  For reasons similar to those described in the first automatic threshold 
determination method (the variation in the location of the minimum threshold between the large 
external void and mortar/aggregate lumps), this method also failed and produced results that 
varied wildly. 
The fourth threshold calculation method attempted to automatically select threshold 
values that would result in equal numbers of solid material voxels for every scan of a given 
sample.  The assumption implicit in this approach was that if no material was lost during the 
experiment, then the mass of the sample would be conserved in every scan.  There were a 
number of factors, however, that inhibited this approach from producing accurate results.   
First, the void areas at the top and bottom of the sample had been artificially brightened 
during the height-darkness variation corrections and had to be severed from the image prior to 
the threshold analysis by applying a logical “AND” between the gray-scale image and the shrink-
wrap image.  This meant, however, that the threshold selection algorithm became very dependent 
on the precision of the shrink-wrap algorithm.   
Since void analysis results were found to be very sensitive to small variations in the void-
mortar threshold and the shrink-wrap algorithm produced results with significant levels of 
variation, this approach was found to produce very noisy data.  It was also found, however, that 
the differences in height-darkness variation among scans of the same sample prevented the 
  87 
accurate application of this threshold selection approach using non height-corrected image data 
without the shrink-wrapping boundary definition. 
The fifth and, ultimately, final approach to automatic threshold selection was the Triangle 
algorithm (Young et al. 1998, Zack et al. 1977).  In this algorithm, a virtual line is drawn from 
the origin of the image histogram to the peak of the largest lump.  A calculation is then 
conducted to determine which point on the histogram is furthest from the virtual line in the 
direction perpendicular to it (Figure 4-24).  The location of that point is selected as the optimal 
threshold. 
  
Figure 4-24.  Example of the Triangle algorithm for void-solid threshold determination. 
This image processing method was modified in a number of ways for use in this research.  
First, the bottom of the virtual line was taken to start at the origin of the histogram (0,0) as that is 
the location that represents material of zero density.  The algorithm was also written such that it 
disregards the initial void peak, even if it is larger than the mortar/aggregate peak, and instead 
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selects the peak of the mortar/aggregate lump for the second point on the virtual line.  Unlike the 
previous threshold selection methods, this method was able to produce relatively consistent 
results and was less sensitive to the presence or lack of small internal void lumps between the 
larger primary void and aggregate/mortar lumps.  This threshold was defined as part of the 
“ICorrect.m” script provided in APPENDIX D. 
 
Figure 4-25.  Example of a void-solid binary image slice for a SAM-35 sample. 
4.5.2.4.2 Internal Void Image Creation 
 Once the shrink-wrap images were created and the void-solid thresholds defined, images 
containing only the internal voids could be created through simple logical operations.  First, the 
intensities of all voxels in the gray-scale sample images were increased by one and then the 
resulting image was element-wise multiplied by the shrink-wrap image.  This ensured that only 
the voxels containing external voids had a threshold of zero.  This also reduced some of the fiber 
color depth, but that did not matter in these analyses since the fibers were removed from the 
resulting internal void images anyway.  Then, the internal void images could be generated by 
assigning all voxels with an intensity less than one or greater than the void-solid threshold 
discussed in Section 4.5.2.4.1 to an intensity of zero and all other voxels to an intensity of one 
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(Figure 4-26).  This internal void isolation was completed as part of the “ICorrect.m” script 
provided in APPENDIX D. 
 
Figure 4-26.  Example image of a slice through a SAM-35 sample showing only internal voids. 
Cracking patterns and void distributions can be observed very clearly in 3D renderings of 
these images (Figure 4-27).  These were created using the MATLAB script “Render.m” that was 
created for a previous research program (see APPENDIX D) (University of Maine 2005). 
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 Figure 4-27.  3D rendering of internal voids for S3-6-S6M. 
4.5.2.4.3 Analysis of Void Voxels 
Once the images of the internal voids had been created, the volume of voids for each 
image could be calculated by adding up all white pixels within the image.  A modified version of 
the function “perim3D”, which was written for a previous research effort, was implemented into 
“ICorrect.m” and used to calculate the total surface area of all void objects (de Wolski 2010).   
The primary focus on the void analysis was on identifying changes in the total void 
volume and total void surface area with increasing damage.  Basic fracture mechanics uses crack 
surface area as one parameter for calculating fracture energy (Bažant and Planas 1998).  Many 
past x-ray CT experimental efforts attempted to measure crack surface area in order to draw 
conclusions about the fracture energy of samples.  Most of these studies, however, relied to some 
extent on manual tracing of the crack structure by researchers to identify the location of the small 
micro-cracks.  In this research program, however, there was too much data to use a manual crack 
tracing approach, so an alternate method was selected.   
The theory behind the void surface area approach used in this research project was as 
follows.  The assumption was made that all void surface area within the initial, undamaged scan 
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of a sample was related to entrained and entrapped air.  Thus, any additional void surface area 
seen in later scans of damaged samples could be assumed to be due to cracking and, thus, 
represented crack surface area.  This allowed conclusions to be drawn about the relationship 
between measured crack surface area and fracture energy without the intensive, qualitative crack 
tracing process used in other research efforts.    
Void volumes were measured and compared to mechanical performance of samples as 
well because they have been shown to follow clear trends relative to work of load and reduction 
of sample stiffness by previous research efforts (Landis 2006; Landis et al. 2007).  Thus, by 
identifying trends between mechanical loading properties and both void volume and void surface 
area, conclusions could be drawn as to the relative advantages of using either damage parameter 
as the basis of a future damage variable. 
The internal void analyses described in this section were completed as a part of the 
MATLAB script “ICorrect.m” included in APPENDIX D.  The internal void properties were 
compared to mechanical performance parameters using the script “PropertyCompiler.m” also 
included in APPENDIX D. 
4.5.2.5 Fiber Analysis 
4.5.2.5.1 Creation of Binary Fiber Images 
For all fiber analyses, images were reduced to one quarter size through the averaging 
“resize” MATLAB command.  This reduced run times and memory requirements by 64 times 
while having little effect on accuracy, since quarter resolution was sufficient to easily detect 3D-
55/30 BG fibers.   
Similar to the creation of the void images, the Triangular threshold determination method 
was used to identify the optimal location for the threshold between the mortar/aggregate and the 
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fibers (Figure 4-28).  In this case, the left point of the virtual line imposed on the histogram was 
located at the peak of the mortar/aggregate lump and the right point was located at the brightest 
histogram value (256 for 8-bit images) with a height of zero.  Thus, the greatest distance from 
the virtual line occurred at a point on the histogram where the mortar/aggregate lump had 
declined significantly.  To create the fiber image, all pixels less than the fiber threshold in 
intensity were set to black and all other pixels set to white.  The logical “AND” was also applied 
between this resulting image and the shrink-wrap image to eliminate any white speckle that 
might occur outside the boundaries of the actual sample. 
   
Figure 4-28.  Example of the Triangle algorithm for mortar-fiber threshold determination. 
4.5.2.5.2 Correction for Reconstruction Artifacts 
During the fiber analysis, it became clear that a significant beam hardening type 
reconstruction artifact had to be corrected before accurate fiber characteristics could be measured.  
This artifact resulted in much thicker fibers along the edge of the sample compared to those in 
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the center because of edge brightening in the 8-bit images (Figure 4-29).  It was also found that 
the extent of this edge brightening varied over the height of the sample, so a universal filter could 
not be applied to all slices in order to correct for the problem.  This hardening type error tended 
to effect fiber pixels most severely, with very little effect on void pixels.  It is thought that this 
was due to the high density of fibers. 
 
Figure 4-29.  Example of hardening type reconstruction error in the brightness of fibers. 
To overcome this hardening type problem, a large number of correction methods were 
attempted including various convolution and low-pass filters and polynomial brightness fits.  
These were all found to produce unsatisfactory results, however, primarily due to the variation in 
the severity of the beam hardening type artifacts with height and due to the variation in fiber 
density and orientation within the images.   
During this process, it was identified that since the fibers are mass produced with very 
consistent geometries, a correction based on actual fiber size should work well regardless of the 
level of reconstruction errors or their variation over the sample height.  To complete this process, 
a 2D connected components analysis of the fibers in each image slice could be performed using 
type 8 (maximum) connectivity (for a discussion of connected components analyses, see Section 
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4.5.2.2.4).  Although the maximum width of the connected components would vary based on 
fiber orientation, the minimum width of the connected components should be equivalent to the 
diameter of the fiber in the image.  These measured fiber diameters could then be compared to 
the actual fiber diameter, which could be calculated in voxels based on the diameter of a 3D-
55/30 BG fiber (550 µm) divided by the resolution of the individual scan.   
For the application of this data correction, a number of steps were required.  Analysis was 
completed slice by slice.  First, for a given fiber image slice, a connected components analysis of 
the corresponding shrink-wrap slice was completed, and the “regionprops” MATLAB command 
was used to determine the centroid of the sample at that slice location.  Next, a connected 
components analysis of the fiber image slice was completed, and the “regionprops” MATLAB 
command was again used to determine the minimum diameter (in voxels) of each fiber and its 
centroid location.  Using these data, a plot could be constructed of the minimum fiber diameters 
relative to their distance from the sample centroid (Figure 4-30).  For the sample analyzed in 
Figure 4-30 (C3-3-C12M-C0), the true fiber width was approximately 4.17 voxels. 
 
Figure 4-30.  Plot of the measured minimum width of fibers relative to distance from the sample centroid for 
an individual slice. 
  95 
The extreme brightness along the sample edge caused a number of single pixel objects to 
show up as fibers that were actually only noise.  Thus, during the corrections, a cut-off of the 
size of the connected components used in the analysis was set at ¾ of the actual fiber diameter.  
A further cutoff was also set at ten times the fiber diameter to eliminate the inclusion of ring 
artifacts in the fiber corrections, that were shown to significantly skew the data.   Figure 4-31 
shows a second order polynomial fit which was applied to the remaining data points.  The shape 
of this polynomial was used as a guide for the geometry of the image filter needed for correction.  
The distance between the actual fiber width and the polynomial fit was calculated at a series of 
points and used to construct a two-dimensional filter (Figure 4-32). 
 
Figure 4-31.  Polynomial fit of measured minimum width of fibers relative to distance from sample centroid 
with outlier points removed. 
  96 
 Figure 4-32.  Image correction filter constructed based on the shape of the polynomial fit of the measured 
minimum fiber diameters. 
In using a polynomial fit of minimum fiber diameters to create an image filter that was 
applied in terms of 8-bit pixel brightness, there was an obvious disconnect between the units of 
the two phenomena.  Thus, the image filter needed to be multiplied by some constant value to 
convert it from a width measurement to an image intensity.  The optimum conversion value was 
found to be 10, which minimized convergence times without causing instability within the 
algorithm.  The fiber width correction was applied iteratively, such that each time after the filter 
was subtracted from the image, connected components analyses were run again and more 
polynomial fits constructed.  This process was continued until all points on the polynomial line 
were within a 5% tolerance of the actual fiber width (Figure 4-33). 
  97 
 Figure 4-33.  Plot of measured minimum width of fibers relative to distance from the sample centroid taken at 
algorithm convergence. 
It is notable from Figure 4-33 that there was still significant scatter within the measured 
minimum fiber widths.  This was, however, to some extent inevitable given the inherent variance 
within scan images.  The overall properties of the fiber images, however, were greatly improved 
even if they were still not exact.  These fiber image corrections were conducted using the 
MATLAB script “FCorrect.m”, which is included in APPENDIX D. 
Figure 4-34 provides an excellent example of the improvement in image quality.  In the 
image taken prior to correction, it was noted that the closely spaced fibers in the upper right 
corner were so thick that they became interconnected and showed up as a single object in the 
connected components analysis.  In the corrected image, however, these same fibers appeared 
individually and were easily distinguishable. 
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 Figure 4-34.  Comparison of a single slice of the fibers image before (left) and after (right) correction based on 
minimum fiber width. 
4.5.2.5.3 Analysis of Fiber Properties 
During the fiber analysis, measurements were taken of fiber density, spacing, and 
orientation using a number of different methods.  Fiber density was analyzed using a method 
proposed by Bakshi et al. (2009) for the analysis of carbon nano-tubes within composites.  For 
this method, a small cell size was selected, comprising a cube with 4000-µm long sides.  The 
fiber image was broken up into an array of these cells, and the number of white (i.e., fiber) 
voxels in each was counted.  Cells that were not located within the corresponding shrink-wrap 
image were removed from the analysis.  By dividing the number of white voxels in each cell by 
the total number of cell voxels, estimates of local fiber density within the sample could be 
obtained.  Mean and standard deviation values of density for each sample could be calculated by 
analyzing the array of fiber density measurements for the individual cells using the “mean” and 
“std” commands within MATLAB. 
The cell size used for the density analysis was selected such that the length of each cube 
side represented about a 25th of the overall length of a typical image array side.  This meant that 
a sufficient number of cells would be available for analysis to enable meaningful statistical 
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compilation.  This is because for a pseudo-random phenomenon, such as fiber density variation, 
a large number of samples need to be collected to observe meaningful trends within the statistical 
data.  At the same time, however, there was a desire to avoid cell sizes that were too small 
because they might be too highly influenced by the presence of a single fiber. 
Fiber spacing was analyzed using a Delaunay triangulation method also proposed by 
Bakshi et al. (2009).  To complete this calculation, a 3D connected components analysis was run 
on the fiber images.  Type 6 (minimum) connectivity was used to reduce the probability of fibers 
touching one another, causing clumps of fibers to be identified as single connected components 
(for a discussion of connected components analyses, see Section 4.5.2.2.4).  The “regionprops” 
MATLAB command was used to determine the centroid of each individual fiber.  Then, the 
centroids of all individual fibers were subjected to Delaunay triangulation (Figure 4-35) 
(Delaunay 1934).  By analyzing the lengths of the triangle edges, a measurement was obtained 
that was related to the minimum distance between neighboring fibers.  Assessment of the mean 
and standard deviation of the array of triangle edge lengths, using methods similar to those 
described for the density analysis, provided information about uneven distribution of the fibers.   
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 Figure 4-35.  Image of a Cor-Tuf sample where Delaunay triangulation has been performed on individual fiber 
centroid points. 
A fiber orientation analysis was also completed for the Cor-Tuf samples using a method 
similar to that of Trainor (2011).  In this method, the 3D grayscale images resulting from x-ray 
CT are considered to be 3D functions that are twice differentiable in all directions (Krause et al. 
2010).  By calculating the Hessian matrix at a given voxel within a fiber, partial second 
derivatives can be computed (Equation 4.3) (Trainor 2011).  At a point within a fiber, the second 
derivative in the direction of the longitudinal axis of the fiber will be much less than those in the 
transverse directions (Lorenz et al. 1997).  The orientation of fibers can, thus, be assessed by 
computing the eigenvalues and eigenvectors of the Hessian matrix at each voxel within a fiber 
(Figure 4-36).  The primary fiber orientation recorded at a single fiber voxel, therefore, the 
eigenvector corresponding to the smallest eigenvalue (Trainor 2011). 
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H = Hessian Matrix 
I = Grayscale Sample Image Matrix 
 
 
Figure 4-36.  Eigenvectors of the Hessian matrix at two points within a fiber (after Trainor 2011). 
Eigenvectors and eigenvalues of the Hessian matrix were computed for all points 
corresponding to fiber material in the grayscale x-ray CT images using an algorithm that was 
originally created by Trainor (2011) and updated and improved by Flanders (2014).  In this 
algorithm, the location of fiber voxels is identified in the binary image of the fibers created using 
the method described in Section 4.5.2.5.2.  The Hessian matrix is then calculated and analyzed 
only at voxel points within the grayscale sample image that correspond to fiber voxels in the 
binary fiber image.  This algorithm was written to calculate the angle between the cylindrical 
axis of the sample and the eigenvector corresponding to the smallest eigenvalue of the Hessian 
matrix for each voxel. 
Since the fiber orientation analysis was conducted on a voxel-by-voxel basis, the 
resulting measurements contained not only orientation values related to the long axis of the 
fibers, but also orientation measurements related to the hooks, as demonstrated in Figure 4-36.  
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This meant that as an exact measure of the long axes of fibers relative to the cylindrical axis of 
the sample, these orientation measurements were somewhat corrupted.  However, given that the 
size of the hooks relative to the overall fiber dimensions was relatively small (Figure 4-1), the 
resulting orientation values were considered to be broadly representative of overall fiber field 
orientation. 
Another factor potentially affecting the measurement of fiber orientations was the use of 
the grayscale images resulting from the fiber diameter correction algorithm to calculate the 
Hessian matrix for fiber voxels.  Since this algorithm corrected for fiber diameter variations on a 
slice by slice basis over the sample height, there was a possibility that individual horizontal slices 
might vary in brightness.  This would cause a larger gradient in intensity in the vertical direction 
and, thus, tend to result in the calculation of fiber orientations that are slightly horizontally 
skewed, since the eigenvector corresponding to the smallest eigenvalue of the Hessian matrix 
would tend to be oriented perpendicular to this gradient.  However, visual inspection of the 
grayscale images resulting from the fiber diameter correction algorithm indicates that these 
variations in brightness by horizontal slices appear to be very small.  Thus, any error introduced 
by the grayscale images resulting from the fiber diameter correction algorithm is expected to be 
much smaller than that which would be measured if the uncorrected images were used. 
The results of the fiber orientation analyses were then compiled and analyzed in a 
statistical manner similar to that described for the fiber density analysis.  The mean and standard 
deviation of the array of fiber orientation angles were computed and used as an assessment of the 
degree of preferential fiber orientation.  Additionally, histograms were constructed to 
demonstrate visually the non-random orientation of fibers typical of images from this research 
program (Figure 4-37).  From these histograms, a primary angle (statistically referred to as the 
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“mode” angle) of fiber orientation could also be defined by recording the angle represented at the 
histogram peak.   
 
Figure 4-37.  Example histogram of angles between the primary eigenvectors of fiber voxels and the cylindrical 
(vertical) axis of the sample. 
Fiber orientation characteristics were calculated by the MATLAB script “FAnalysis.m”.  
The statistical analysis of fiber density, spacing, and orientation characteristics described in this 
section was completed using the MATLAB script “FStatistics.m”.  The scripts 
“FSampleStatistics.m” and “FStatisticComparison.m” were used to compile and plot the 
“FAnalysis.m” results.   “FSampleStatistics.m” was used to compile the data from all scans of an 
individual sample and plot the results.  “FStatisticComparison.m” was used to compile the data 
from all samples and create plots comparing the results from the different samples.  All of these 
MATLAB scripts are provided in APPENDIX D. 
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4.6 Results 
4.6.1 Qualitative Analysis 
4.6.1.1 Rendering of Crack Structure 
One of the most useful and simple results that can be extracted from the x-ray CT data is 
a rendering of internal crack structure.  This allows for comparison of actual crack patterns seen 
in experiments with those theoretically predicted.  Such a comparison can help identify both 
when the experimental material is producing unusual results due to anisotropy and whenever the 
theoretical crack structures may not accurately represent the behavior of real samples. 
These crack pattern comparisons were of particular interest for the experiments in Phase I 
because they included the use of the DPT method.  This method has shown very promising 
results in the past, but is still not widely accepted within the concrete industry.  In order to 
improve understanding of this test method, however, it is necessary to study the actual internal 
cracking patterns of samples tested using the DPT method and compare them to the theoretical 
patterns proposed by Chen (1970). 
Various methods were proposed for displaying the structure of cracks within the samples.  
Initially, a 3D method was sought, which the x-ray CT data has the unique capability of 
producing.  During this process, it was found that a simple rendering of sample voids was 
generally insufficient because within the renderings of all voids in a sample, it is very hard to 
visually identify the location and orientation of cracks (Figure 4-38).   
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 Figure 4-38.  Images of voids within damaged DPT samples S3-3-S9UM (left) and S3-3-S8UM (right). 
To overcome these difficulties, a 3D connected components sorting algorithm was 
employed (Shadmi 2012).  This algorithm was able to identify and sort the voids within the 
image in order of individual void volume.  The user could then identify how many of the largest 
voids should be retained.  When cracking within a sample was severe, the crack network was 
well enough connected that it could be identified with the largest single void. 
Even this method of crack structure identification and rendering was not ideal, however, 
for two reasons.  First, the entrapped air bubbles that the cracks ran through were included in the 
large, single void and complicated the visual identification of the cracks (Figure 4-39).  Second, 
even without the inclusion of the voids touching the cracks, it was very difficult to visually 
assess the complex 3D nature of the crack structure with a simple 2D view from any one angle.  
There were also, in some images, reconstruction artifacts that intersected the global crack 
structure and remained in the single void images, such as the small rings seen in Figure 4-39.   
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 Figure 4-39.  Example of complex crack structure as seen in 3D isolated void renderings. 
For all of these reasons, the method selected for display of cracking structure was a series 
of images of single slices within the sample taken at various increments of sample height and 
width.  A legend of these cross section locations, which can be referenced when reviewing the 
figures that follow is provided in Figure 4-40.  In the images that follow, the final scan of each 
sample is provided since that scan was taken when the sample was at its maximum level of 
damage (Figure 4-41 - Figure 4-49).  For each set of images, moving from left to right and then 
top to bottom, the slice locations are as follows: sample base, one fifth of sample height, two 
fifths of sample height, three fifths of sample height, four fifths of sample height, top of sample, 
half of sample width (x direction), and half of sample width (y direction).  This should allow the 
reader to thoroughly evaluate the structure of cracks relative to both sample height and width. 
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 Figure 4-40.  Legend of cross section locations for crack rendering figures. 
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 Figure 4-41.  Crack rendering for final scan of sample S3-6-S5M. 
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 Figure 4-42.  Crack rendering for final scan of sample S3-6-S6M. 
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 Figure 4-43.  Crack rendering for final scan of sample S3-3-S8UM. 
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 Figure 4-44.  Crack rendering for final scan of sample S3-3-S9UM. 
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 Figure 4-45.  Crack rendering for final scan of sample S3-3-S10LM. 
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 Figure 4-46.  Crack rendering for final scan of sample C3-6-C10M. 
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 Figure 4-47.  Crack rendering for final scan of sample C3-6-C13M. 
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 Figure 4-48.  Crack rendering for final scan of sample C3-3-C12M. 
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 Figure 4-49.  Crack rendering for final scan of sample C3-3-C16M. 
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These figures were taken from the reconstruction images prior to any correction for the 
variation in darkness over sample height, for the variation in fiber size as a function of sample 
radius, etc.  Thus, these images offer the purest, unaltered form of the x-ray CT scan images of 
the samples.  This, however, also means that there is a clear variation in darkness of the images 
over the height of the samples, especially for Cor-Tuf.  As described in the data analysis section, 
this seems to be a property of the type of cone beam scanner that was used in this research and is 
not the result of any actual variation in density over the height of the samples. 
It became clear during the analysis of these images that the cracking structures of the 
Cor-Tuf samples were intimately linked with their fiber structures.  A method was, thus, sought 
to provide a qualitative comparison between cracking and fiber structures.  Similar to the display 
of cracking structures, the layout of fiber structures is very difficult to clearly demonstrate in 2D.  
Thus, a method similar to that used in Figure 4-41 - Figure 4-49 was also selected to display 
fiber orientations.   
Since a single slice of a 3D fiber image does not typically provide enough information to 
clearly deduce the layout of the fibers at a given location, a series of 25 slices of the fiber image 
on either side of the corresponding slice of the gray-scale image provided in Figure 4-41 - Figure 
4-49 were combined for the qualitative fiber renderings of each sample (Figure 4-50 - Figure 
4-53).  This allowed for the local fiber structure at the location of each gray-scale slice to be 
clearly displayed for direct comparison with Figure 4-46 - Figure 4-49.  For each set of images, 
moving from left to right and then top to bottom, the slice locations are as follows: sample base, 
one fifth of sample height, two fifths of sample height, three fifths of sample height, four fifths of 
sample height, top of sample, half of sample width (x direction), and half of sample width (y 
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direction).  This should allow the reader to thoroughly evaluate the structure of cracks relative to 
both sample height and width. 
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 Figure 4-50.  Fiber rendering for final scan of sample C3-6-C10M. 
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 Figure 4-51.  Fiber rendering for final scan of sample C3-6-C13M. 
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 Figure 4-52.  Fiber rendering for final scan of sample C3-3-C12M. 
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 Figure 4-53.  Fiber rendering for final scan of sample C3-3-C16M. 
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4.6.1.1.1 Observations from UC Testing of SAM-35 
For both of the SAM-35 samples tested in UC, there was a lack of a lone, large macro-
crack.  Instead, the samples exhibited a distributed array of many small cracks generally 
surrounding one or two major cracks.  Although some of the cracks passed through aggregate 
within the sample, the primary path of cracks was around the aggregate locations, even when this 
resulted in significant tortuosity. 
Both samples also experienced a “well-defined fracture pattern” as described in ASTM 
C39/39M (2014).  The failure of sample S3-6-S6M was classified as an ASTM type 2 failure, 
exhibiting only one well formed cone (Figure 4-54).  The failure of sample S3-6-S5M was more 
difficult to classify and can best be described as a combination between ASTM type 3 and type 4 
failures.  It is apparent from the bottom left image of Figure 4-41 that there is not a clearly 
defined cone on either end of the sample, ruling out ASTM type 1 and 2 failure definitions.  The 
clear presence of a diagonal fracture most closely resembles ASTM failure type 4, but this 
requires that no cracks pass through the end of the sample. 
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 Figure 4-54.  Schematic of typical UC test fracture patterns (Reprinted, with permission, from C39/C39M-14a 
Standard Test Method for Compressive Strength of Cylindrical Concrete Specimens, copyright ASTM 
International, 100 Barr Harbor Drive, West Conshohocken, PA 19428) (2014). 
Both of these samples tended to exhibit significantly more cracking at mid height than at 
either the top or bottom surfaces.  This was probably due to the effects of confinement on the 
ends of the samples caused by friction.  The samples were placed directly on the steel plates of 
the hydraulic loader.  Given that the steel had a significantly higher modulus of elasticity than 
the concrete, it expanded less under load and, thus, caused a confining frictional force. 
As previously noted, it is very difficult to clearly display in either 2D or 3D the complex 
crack structures seen in UC and DPT samples.  For each sample, a 2D elevation view image was 
provided of the sample center from both lateral directions.  Sometimes, such as in the bottom 
right of Figure 4-42 and the bottom right of Figure 4-41, the 2D image was perpendicular to the 
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primary lateral orientation of the cracks.  This results in an image that is difficult to interpret 
since the 2D view is exhibiting the structure of the primary crack across its width.  This type of 
problem is even more pronounced in the DPT images because often the 2D elevation image at 
the sample center is taken at a position parallel, or nearly parallel, to one of the radial cracks.  
This can lead to the illusion of a large void space, as seen in the bottom right of Figure 4-48.  
The best way to analyze these 2D images, however, is to identify which plane the primary 
cracking is most visible in and rely principally on that image for assessing crack structure, 
referencing the orthogonal image only as a secondary source. 
4.6.1.1.2 Observations from DPT of SAM-35 
For all SAM-35 samples tested using the DPT, three primary radial cracks were seen over 
most of the sample height spaced at approximately 120°.  This is in good agreement with the 
theoretical cracking patterns shown in Figure 4-2.  Also in agreement with the theoretical 
cracking patterns was the fact that no significant cracking was observed directly under the 
location of any of the loading punches. 
Significant divergences were also seen in the x-ray CT data with respect to the theoretical 
cracking structures.  First, it may be observed that the three radial cracks usually present at the 
center of the samples did not all always extend to the sample ends.  The clearest example of this 
is in Figure 4-44, where only two radial cracks were clearly visible at the top of the sample.  
Figure 4-43 also demonstrates that even when all three radial cracks were visible throughout the 
sample, one or more of them tended to become significantly less prominent at the sample ends, 
often becoming very narrow in width and not extending out fully to the sample edge. 
By far the most important observation from these images, however, was the lack of any 
cone shaped rupture surfaces under the punch locations as predicted by Figure 4-2.  Instead, it is 
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very clear that the failure beneath the punches was always a diagonal-type half-cone.  
Additionally for all three test samples, it may be observed that the diagonal half-cone failure 
beneath the top punch was on the opposite side of the sample from the diagonal half-cone above 
the bottom punch.  This indicated that there may be a significant contribution by diagonal shear 
cracking in the DPT, similar in character to the ASTM type 4 compression failure described 
earlier.   
Such a failure is not currently accounted for in the tensile strength prediction equation for 
DPT samples proposed by Chen and Drucker (1969) and may need to be addressed prior to the 
widespread adoption of this test method.  However, the fact that all samples exhibited three 
prominent radial cracks does indicate that the DPT performance is still very strongly linked with 
material tensile properties when used with conventional concrete. 
4.6.1.1.3 Observations from UC Testing of Cor-Tuf 
The two Cor-Tuf samples tested in UC exhibited quite different failure mechanisms.  The 
failure of C3-6-C10M can best be described by ASTM type 4 failure, as a diagonal crack with no 
cracking through the ends.  For this sample, failure occurred almost exclusively as a single, large 
macro-crack. 
The failure of C3-6-C13M, on the other hand, was characterized by many small vertical 
cracks and can best be described by ASTM type 3 failure.  This failure type is more in line with 
the desired performance of fiber reinforced concrete, since the many small cracks should lead to 
more energy absorption.   
The presence of the single, large diagonal crack seen in Figure 4-46 may be explained by 
the effects of a non-homogeneous distribution of fiber orientation within that sample.  It is very 
clear from Figure 4-46 and Figure 4-50 that the primary orientation of fibers was parallel with 
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that of the macro-crack.  This is in keeping with the observation by Trainor (2011) that, although 
fibers can add significant strength and ductility to the sample when oriented perpendicular to the 
direction of cracking, fibers parallel to the direction of cracking create weak zones and decrease 
the work required for crack growth.  This demonstrates that the most common orientation of 
fibers seen in the Phase I samples, which was generally around 45° to the vertical axis, may be 
very detrimental to the strength of samples in compression, since diagonal compression cracking 
also commonly occurs at close to 45° to the vertical axis. 
The structure of cracking seen in C3-6-C13M may also be partially explained through a 
comparison with the fiber layout of the sample.  In Figure 4-47, it is apparent that most of the 
cracking in the plan view images ran diagonally from the bottom right to the top left.  This was, 
effectively, the same direction as the primary orientation of the fibers, which can be qualitatively 
observed in Figure 4-51.  This is, again, an indication that weak zones created by parallel fibers 
provided a brittle plane of reduced strength, through which the failure macro-crack was able to 
pass.  
Also, of interest in the assessment of Figure 4-47 is the unique role that x-ray CT was 
able to play in revealing the failure type of the sample.  Since fiber reinforced concretes often 
remain largely intact, even after maximum loading has been reached, it can be difficult to assess 
their internal crack structure to assign an ASTM failure type.  This is generally easier for non-
fiber reinforced samples since their failure is often dramatic and the sample is broken into 
multiple pieces, which can be observed individually.  X-ray CT, however, enabled the 
visualization of the distribution of the internal cracks and, thus, facilitated the proper 
identification of the appropriate ASTM failure type. 
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4.6.1.1.4 Observations from DPT of Cor-Tuf 
Variations from the predicted DPT crack pattern of Figure 4-2 were even more prominent 
for the Cor-Tuf samples than for the SAM-35 samples.  Similar to the SAM-35 samples, it was 
easy to observe that, beneath each punch, a half cone was formed and that the half cone on the 
bottom of the sample was on the opposite side of the half cone on the top of the sample.  
Furthermore, it is clear from Figure 4-48 that one side of the sample was significantly vertically 
displaced relative to the other side.  This is further evidence that diagonal shear type failure may 
be a major component of DPT cracking and should be better accounted for in the derivation of 
equations for predicting tensile strength of samples. 
Another discrepancy from the theoretical DPT crack structure was the presence of only 
two major radial macro-cracks in each of the Cor-Tuf samples.  These cracks actually consisted 
of a single diagonal crack, but were technically classified as two radial cracks in keeping with 
traditional DPT definitions.  A comparison of these diagonal crack structures with the fiber 
layout within the samples provided insight into the intimate relationship between DPT 
performance and fiber orientation.  From Figure 4-49 and Figure 4-53, it is clear that the primary 
orientation of both the diagonal crack and the fibers in the plan view images of C3-3-C16M was 
from left to right.  Similarly, in Figure 4-48 and Figure 4-52 it is clear that the primary 
orientation of both the diagonal crack and the fibers in the plan view images of C3-3-C12M was 
from bottom to top. 
This provides further evidence that, given the similar fiber orientation layout seen in both 
of these experiments, the samples reacted similar to a compression sample failing in diagonal 
shear.  Like such a compression sample, the punches were located on either side of the diagonal 
macro-crack and displaced diagonally relative to one another rather than vertically.  Thus, the 
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results from these experiments were unlikely to provide an accurate estimation of actual tensile 
strength within the material. 
This type of cracking pattern also appears to have also occurred in other DPT research 
with fiber reinforced concretes (Woods 2012; Karki 2011).  The strong correlation between fiber 
orientation and cracking structure observed during this testing effort provided a compelling 
example of the dependence of the DPT on the orientation of fibers within a specific sample. 
This type of fiber orientation dependency has also been demonstrated for other tension 
testing techniques (Barnett et al. 2010; Ferrara and Meda 2006; Pujadas et al. 2014b).  For these 
reasons, it has become clear that for safe and efficient use of fiber reinforced concrete materials 
in design and construction, anisotropy of fiber dispersion and orientation will need to be taken 
into account when characterizing the mechanical performance of the material (di Prisco et al. 
2013; Pujadas et al. 2014a).  Thus, tensile material tests that are able to account for anisotropic 
fiber orientation and dispersion, such as the Multidirectional Double Punch Test (MDPT) and the 
Double Edge Wedge Splitting (DEWS) test, should be assessed in further detail as possible 
alternatives to current tensile property testing methods (Pujadas et al. 2014b; di Prisco et al. 
2013). 
4.6.1.2 3D Rendering of Fiber Distribution 
Although 2D images of fiber orientations at specific slice locations within the Cor-Tuf 
samples have already been provided (Figure 4-50 - Figure 4-52), 3D images, especially from 
isometric angles, can also be very useful for gaining an intuitive understanding of internal fiber 
structure.  In Figure 4-55 and Figure 4-56 fibers were isolated from the surrounding material in 
3D using the methods described in the data analysis section.   
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Figure 4-55.  Rendering of steel fibers for C3-6-C13M. 
 
Figure 4-56.  Rendering of steel fibers for C3-3-C16M. 
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 As previously mentioned, great efforts were made during the casting of the Cor-Tuf slab, 
from which these samples were cored, in order to maintain to as great an extent possible, a 
random orientation in the fibers.  However, it became clear from nearly all of the scan data, 
including the figures above, that fibers were generally very preferentially oriented in a specific 
direction.  A full analysis of measured fiber orientations is provided in Section 4.6.2.2, but these 
images were provided here to visually demonstrate the effects of the fiber anisotropy. 
It is thought that this highly anisotropic fiber orientation is due to the casting process 
itself.  Since the fibers are long and slender, it is thought that they align themselves with the 
direction of concrete flow and, thus, are poured into the forms already with an anisotropic 
orientation.  This explanation is supported by the findings of other research conducted using 
fiber-reinforced concrete (Pujadas et al. 2014b; di Prisco et al. 2013). 
This issue is of critical importance to the use of fiber-reinforced concretes since, although 
fibers oriented perpendicular to crack openings improve tensile and ductility performance, those 
oriented parallel may actually reduce tensile strength and ductility.  It will also be shown in 
Section 4.6.2.2 that in some samples the density of fibers varied over sample height and diameter, 
which also has a very significant effect upon load performance.   
4.6.1.3 Other Qualitative Observations 
The detailed, high-resolution images resulting from x-ray CT scanning of the concrete 
samples also proved to be very successful at revealing other, more minor phenomena that, 
although of some interest, do not represent areas of primary investigation with relation to this 
research.  A number of these phenomena that are believed to be of some significance to better 
understanding concrete behavior will be discussed below.   
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Figure 4-57 provides a demonstration of the propensity of the 3D-55/30 BG model fibers 
to remain partially adhered in their bundles.  As described in the sample preparation description, 
the 3D-55/30 BG fibers always come from the manufacturer adhered in bundles (Figure 4-1).  
The polymer that binds these bundles is supposed to dissolve completely once it is exposed to 
water in the concrete mix, allowing the individual fibers to spread evenly throughout the 
concrete.  However, even after a considerable time of agitation within the mixing truck, it is clear 
that not all of the polymer was able to dissolve.   This is of significant concern since it indicates 
that fiber distribution may be inhibited by the bundle-type packaging of this fiber type.  It also 
indicates that better results would probably be obtained if the fibers were either delivered 
individually separated or bound by a weaker polymer. 
 
Figure 4-57.  Rendering of the end of sample C3-6-13M showing fiber bundles that did not break apart. 
Figure 4-58 provides further confirmation that fibers oriented parallel to the direction of 
cracking create weak zones along their surface, as mentioned in multiple locations throughout 
this paper.  It is clear in this image that there is a fiber slightly to the right of the sample center 
that is almost parallel to the direction of the diagonal crack.  The crack follows the interface 
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between the fiber and the cement since this bond region is weaker than the surrounding mortar.  
Fibers such as this one not only fail to provide additional strength, but actually weaken the 
concrete matrix at the location in which they are located as compared to the scenario in which 
they were not present at all. 
 
Figure 4-58.  Rendering of a 2D slice in C3-3-C16M.  Note the fiber parallel to the primary crack that creates a 
weak plane for the crack to trace. 
4.6.2 Quantitative Analysis 
4.6.2.1 Variation in Measured Damage with Material Load Performance 
One of the primary objectives of the original research scope was to track levels of void 
volume and void surface area and to compare these with changes in mechanical performance 
during loading.  Of critical importance to this process was the focusing of the scanning and 
mechanical testing on material performance prior to peak load. This method of investigation had 
proven very successful in past research programs and yielded results that were of use to the 
numerical modeling community (Landis 2006; Trainor et al. 2013). 
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It was discovered mid-way through Phase I, however, that little cracking could be visibly 
observed within the x-ray CT reconstruction images prior to sample failure at peak load.  It is 
thought that this was primarily caused by the lower resolution of scan data compared to previous 
published x-ray CT investigations.  Those investigations focused on the study of mortars and 
concretes with very fine aggregates and, thus, were able to scan much smaller samples at greater 
resolution. 
Once it was confirmed that this lack of visible damage existed across multiple materials 
and loading types in the pre-peak loading region, the increments of scanning and loading were 
modified (Table 4-6).  Under the revised loading regime, an attempt was made to focus more on 
the performance of samples both immediately prior to and after peak load had been reached.  
However, since sample strengths often varied from the predicted strength, the actual loading 
regime subjected to individual samples often varied significantly from the proposed regime 
(APPENDIX C). 
Table 4-6.  Modified loading regime for Phase I experiments. 
Loading 
Increment 
Unconfined Compression Test Double Punch Test 
1 75% of Ultimate Strength 95% of Ultimate Strength 
2 85% of Ultimate Strength Ultimate Strength/Failure 
3 95% of Ultimate Strength 150% of Deformation at Peak Load 
4 Ultimate Strength/Failure 250% of Deformation at Peak Load 
 
The UC test samples were still only loaded within the pre-peak region of the load-
deformation curve, although with fewer load increments.  This is because catastrophic failure 
was observed during the UC loading of the initial Cor-Tuf samples, thus precluding post-peak 
loading increments.  Even using displacement control, it was found that Cor-Tuf samples failed 
dramatically upon the application of peak load.  It is thought that this was most likely due to the 
inherent elasticity of the load frame acting as a spring and expanding during the rapid load 
  135 
capacity decrease of the sample.  It is also possible, however, that the Cor-Tuf samples exhibited 
a general snap-back type behavior seen in other high-strength concretes (Taerwe 1992).  To 
maintain consistency, SAM-35 samples were assigned the same loading regime as the Cor-Tuf 
samples, although it was subsequently found that their ultimate failure was generally not as 
dramatic as that of Cor-Tuf. 
Concrete is commonly accepted to behave elastically within the working stress range.  
This working stress range is generally considered to be below somewhere around 40% to 45% of 
ultimate concrete strength (ACI 318-08 2008; ASTM C39/39M 2014).  Some pre-peak UC 
loading cycles were, thus, retained, but only in the range of concrete performance significantly 
above what is typically considered elastic concrete behavior.  The value selected for the lowest 
pre-peak UC loading cycle was, thus, approximately 75% of the ultimate strength of the material 
to ensure inelastic behavior.  The number of pre-peak load increments was, however, decreased 
from those originally planned.  Although for many of the tests, pre-peak cracking was still not 
observable in the images, some images did yield interesting views of internal concrete cracking 
just prior to ultimate load (Figure 4-59). 
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Figure 4-59.  Crack rendering for S3-6-S5M just prior to ultimate load. 
  137 
The DPT samples were not expected to experience significant cracking prior to peak 
load, but an attempt was made to scan them just prior to that peak anyway.  It was thought that 
this might allow for the capture of crack initiation just prior to failure.  Cor-Tuf DPT samples 
were able to be loaded and scanned far into the post-peak region of the load-deformation curve, 
but the SAM-35 samples failed catastrophically at peak load.  After peak load had been reached, 
further loading of Cor-Tuf samples was controlled by increments of displacement based on the 
displacement at the time that ultimate strength was achieved. 
4.6.2.1.1 Measured Stiffness and Damage Relationships 
In order to ensure that the measured stiffness-damage relationships best represented the 
actual material behavior, a number of assumptions were made and implemented into the 
algorithms that compiled the results.  These assumptions need to be described in detail as they 
had a significant impact on the resulting plotted data. 
First, a program was written that measured the stiffness of the sample during each 
loading cycle based on the maximum slope of the loading curve after the scan.  These loading 
curves had to be smoothed through averaging to prevent noise in the data from causing 
unrealistically high stiffness readings.  For the final scan, the maximum slope of the unloading 
curve of the load cycle before the scan was used as the stiffness value.   
It was found that lower values of stiffness were measured on some initial load steps 
compared to peak stiffness (Figure 4-60).  Given the nature of stiffness in concrete, this is not an 
accurate representation of material behavior since concrete should only lose, not gain, stiffness 
with damage.  It was surmised that this initial lack of stiffness was related to the low loading 
level of the initial cycles and was due to support settlement. 
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 Figure 4-60.  Measured values of stiffness at different loading cycles for S3-6-S6M. 
In addition to low initial stiffness measurements, often the last stiffness measurement 
(taken from the unloading curve of the final load cycle) produced a higher stiffness than the 
loading stiffness of the final cycle (Figure 4-60).  This was also judged to misrepresent true 
material behavior, since severe damage incurred during the final load cycle should only result in 
a loss of stiffness.  It is believed that this false measurement was often due to the rapid loss of 
strength after ultimate failure and did not accurately represent true stiffness. 
Thus, although some of the stiffness measurements collected during the initial and final 
loading cycles were found to be inaccurate, it was essential to provide some estimate of the true 
values during the comparison of measured damage relative to stiffness.  This was accomplished 
as follows.   
First, assuming that stiffness as a material property begins at a maximum value and 
decreases from there, all initial stiffness measurements less than the peak stiffness measure were 
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made equal to the peak stiffness during the damage-stiffness comparisons.  Similarly, it was also 
assumed that stiffness could not increase after the last load cycle, when the most severe damage 
typically occurred.  Thus, for samples in which higher stiffness values were measured during the 
unloading of the last load cycle than during the loading, the unloading stiffness values were 
made equal to the loading stiffness values for the damage-stiffness comparisons.  An example of 
the stiffness measurements resulting from the application of the changes described above to 
Figure 4-60 is shown in Figure 4-61. 
 
Figure 4-61.  Modified values of stiffness for use with damage-stiffness comparisons at different loading cycles 
for S3-6-S6M. 
Various methods of visualizing the variation in damage properties relative to mechanical 
performance were attempted during this project.  Given the scatter within the data as well as the 
large quantity of data, the best method for display and comparison was found to be the use of 
scatter plots.  In Figure 4-62 - Figure 4-69, scatter plots of void volume and void surface area 
relative to stiffness are provided for each of the four material-load mechanism combinations.  
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The many variations in the measurements of void volume and surface area during the first few 
load cycles are thought to be the result of variations in x-ray tube and detector performance as 
well as the presence of reconstruction artifacts in the images. 
 
Figure 4-62.  Void volume-stiffness scatter plot for the SAM-35 UC samples. 
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 Figure 4-63.  Void surface area-stiffness scatter plot for the SAM-35 UC samples. 
 
Figure 4-64.  Void volume-stiffness scatter plot for the Cor-Tuf UC samples. 
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 Figure 4-65.  Void surface area-stiffness scatter plot for the Cor-Tuf UC samples. 
 
Figure 4-66.  Void volume-stiffness scatter plot for the SAM-35 DPT samples. 
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 Figure 4-67.  Void surface area-stiffness scatter plot for the SAM-35 DPT samples. 
 
Figure 4-68.  Void volume-stiffness scatter plot for the Cor-Tuf DPT samples. 
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 Figure 4-69.  Void surface area-stiffness scatter plot for the Cor-Tuf DPT samples. 
In each of these figures, clear trends become apparent linking a decrease in available 
stiffness with increases in void volume and void surface area.  This observation is of crucial 
importance because it indicates that one of these crack measurements, or some combination of 
the two, could serve as a quantitative basis for a new damage variable. 
Although void surface area, as a measure of crack surface area, has a stronger grounding 
in cohesive crack fracture theory, it may have some disadvantages as a damage variable when 
compared to void volume.  Figure 4-65 provides a very good demonstration of these potential 
disadvantages.  In this figure, it appears that for C3-6-C10M there was little to no increase in 
void surface area with decreasing stiffness.  This, however, cannot realistically be the case given 
the well established performance of concrete samples under load.  Investigation of Figure 4-64 
does, however, show a very clear trend of increases in void volume with decreasing stiffness for 
C3-6-C10M, which is consistent with all other experimental results. 
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Investigation of the images from which these void volumes and void surface areas were 
taken led to a number of important observations.  First, although increasing levels of damage, as 
indicated by void volume growth, should always lead to increases in crack surface area, for 
sample C3-6-C10M they resulted in the measurement of little to no growth in void surface area.  
A number of different phenomena can cause this discrepancy, such as collapse of some voids 
during crushing and the loss of internal sample material during dramatic failure.  In particular, 
material containing significant levels of entrapped air and/or internal micro-cracking may be lost 
when the sample fails dramatically, as it did for C3-6-C10M.   
This loss of material may also impact the measured value of void volume by magnifying, 
rather than reducing, its “true” value.  Thus, for experiments in which some sample material has 
been lost, it is predicted that measured void volumes would typically be uncharacteristically high 
and measured void surface areas would typically be uncharacteristically low.  It is likely, 
however, that the void surface area measurements experience a greater impact from the loss of 
sample material, which would explain why the void volume measurements for C3-6-C10M do 
not appear significantly different from those of other samples, in spite of its dramatic failure. 
There are, however, some drawbacks to the form of data display utilized in Figure 4-62 - 
Figure 4-69.  Primary among these is the obscuration of some data trends due to differences in 
initial conditions among samples.  This can clearly be seen in Figure 4-66 where, although the 
data sets for all three samples show similar negative slopes in their trends, they are offset from 
one another by different initial conditions.   
This lack of precision in properly identifying the data trends can be partially overcome by 
plotting the data relative to initial conditions.  This form of observation is of crucial importance 
for constructing damage variables for implementation in numerical modeling, since initial 
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conditions will typically not be known with great accuracy.  Since initial void volume and void 
surface area measurements are considered to be primarily due to entrapped and entrained air, it is 
reasonable to set those initial measurements as baselines for the data.  Thus the remaining 
baseline adjusted void volumes and surface areas effectively represent crack volumes and crack 
surface areas. Similarly, initial stiffness offsets can also removed by setting the maximum 
measured stiffness as a baseline. 
In Figure 4-70 - Figure 4-77, these baseline adjusted stiffness and damage scatter plots 
are provided.  The void volume and surface area from the initial scan of a set of scanning cycles 
was not used as the baseline value for making all other values relative, since there were often 
many scans taken at low levels of damage.  Rather, the void volumes and surface areas of all of 
the scans taken when stiffness was within 10% of its maximum value were averaged to produce 
the baseline for making all other measurements relative.  This means that some values may 
appear with a baseline adjusted void volume or surface area less than one, since those values 
were less than the average.   
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 Figure 4-70.  Baseline adjusted void volume-stiffness reduction scatter plot for the SAM-35 UC samples. 
 
Figure 4-71.  Baseline adjusted void surface area-stiffness reduction scatter plot for the SAM-35 UC samples. 
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 Figure 4-72.  Baseline adjusted void volume-stiffness reduction scatter plot for the Cor-Tuf UC samples. 
 
Figure 4-73.  Baseline adjusted void surface area-stiffness reduction scatter plot for the Cor-Tuf UC samples. 
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 Figure 4-74.  Baseline adjusted void volume-stiffness reduction scatter plot for the SAM-35 DPT samples. 
 
Figure 4-75.  Baseline adjusted void surface area-stiffness reduction scatter plot for the SAM-35 DPT samples. 
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 Figure 4-76.  Baseline adjusted void volume-stiffness reduction scatter plot for the Cor-Tuf DPT samples. 
 
Figure 4-77.  Baseline adjusted void surface area-stiffness reduction scatter plot for the Cor-Tuf DPT samples. 
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These figures show that the actual trends in the data are much clearer and better described 
in terms of baseline adjusted properties.  These results are consistent with the findings of other 
researchers within this field (Landis 2006; Landis et al. 2007).  More specifically, the trends 
shown in Figure 4-70 - Figure 4-77 could be approximated mathematically and implemented 
directly into the damage variable framework proposed Landis (2006) (Equation 4.4). 
𝐷 = 1 − 𝐸
𝐸1
 (Equation 4.4) 
D = Scalar Damage Variable 
E = Reduced Modulus of Damaged Sample, MPa 
E1 = Elastic Modulus of Undamaged Sample, MPa 
 
4.6.2.1.2 Measured Work of Load and Damage Relationships 
Although clear relationships between damage and material stiffness have been shown to 
exist both in these results and in previous research efforts, stiffness is by no means the only 
mechanical property capable of being used to express damage relationships.  One of the most 
important additional methods of expressing material damage is in terms of non-recoverable work 
of load.  Specifically, accurate definition of the relationship between work of load and crack 
surface area is critical for the accurate application of common cohesive crack models in finite 
element analyses (Bažant and Planas1998). 
One additional advantage of formulating damage relationships in terms of work of load is 
that work of load is much easier to define than stiffness.  Unlike the measurement of stiffness, 
which is heavily dependent on phenomena such as sampling frequency and rapid post-failure 
unloading, work of load is very easy to define based on integration of load-deformation data.  
Figure 4-78 - Figure 4-85 provide scatter plots of the void volume and void surface area 
measurements plotted relative to non-recoverable work of load. 
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 Figure 4-78.  Void volume-work of load scatter plot for the SAM-35 UC samples. 
 
Figure 4-79.  Void surface area-work of load scatter plot for the SAM-35 UC samples. 
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 Figure 4-80.  Void volume-work of load scatter plot for the Cor-Tuf UC samples. 
 
Figure 4-81.  Void surface area-work of load scatter plot for the Cor-Tuf UC samples. 
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 Figure 4-82.  Void volume-work of load scatter plot for the SAM-35 DPT samples. 
 
Figure 4-83.  Void surface area-work of load scatter plot for the SAM-35 DPT samples. 
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 Figure 4-84.  Void volume-work of load scatter plot for the Cor-Tuf DPT samples. 
 
Figure 4-85.  Void surface area-work of load scatter plot for the Cor-Tuf DPT samples. 
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Many of these figures show trends that are more clearly defined than even those of the 
stiffness-damage plots.  All figures indicate that there is a consistent relationship between work 
of load and increases in measured void volume and surface area.  For the measurements of C3-6-
C10M in Figure 4-81, however, the data shows very little, if any, increases in void surface area 
relative to work of load when compared to the other experiments.  As discussed in the stiffness-
damage discussion, this is due to inherent weaknesses in the void surface area method of 
approximating crack surface areas. 
As with the stiffness-damage figures, variation in initial void characteristics can make it 
difficult to accurately compare trends among multiple samples.  Thus, Figure 4-86 - Figure 4-93 
provide work of load trends in terms of baseline adjusted void volume and void surface area.  
The work of load was left in its original units since, unlike stiffness, all samples began the testing 
program with uniform (zero) applied work of load.  As with the stiffness-damage figures, the 
void volume and surface area from the initial scan of a set of scanning cycles was not used as the 
baseline value for making all other values relative, since there were often many scans taken at 
low levels of damage.  Rather, the void volumes and surface areas of all of the scans taken when 
work of load was within less than 10% of its maximum value were averaged to produce the 
baseline for making all other measurements relative.    
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 Figure 4-86.  Baseline adjusted void volume-work of load scatter plot for the SAM-35 UC samples. 
 
Figure 4-87.  Baseline adjusted void surface area-work of load scatter plot for the SAM-35 UC samples. 
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 Figure 4-88.  Baseline adjusted void volume-work of load scatter plot for the Cor-Tuf UC samples. 
 
Figure 4-89.  Baseline adjusted void surface area-work of load scatter plot for the Cor-Tuf UC samples. 
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 Figure 4-90.  Baseline adjusted void volume-work of load scatter plot for the SAM-35 DPT samples. 
 
Figure 4-91.  Baseline adjusted void surface area-work of load scatter plot for the SAM-35 DPT samples. 
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 Figure 4-92.  Baseline adjusted void volume-work of load scatter plot and line fit for the Cor-Tuf DPT samples. 
 
Figure 4-93.  Baseline adjusted void surface area-work of load scatter plot for the Cor-Tuf DPT samples. 
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Similar to the results of the baseline adjusted stiffness figures, Figure 4-86 - Figure 4-93 
exhibited stronger trends than the non-baseline adjusted work of load figures.  These work based 
trends provide an alternate or complementary approach to defining damage within numerical 
models compared to the stiffness based approach demonstrated earlier.  One advantage of the 
work based approach is that it can more readily be implemented into existing cohesive crack 
models to improve their accuracy. 
The trends shown in Figure 4-86 - Figure 4-93 could also be approximated 
mathematically and implemented directly into a damage variable framework using a modified 
version of the relationship proposed by Grzybowski and Meyer (1993). 
𝐷 = � 𝐸
𝐸𝑡𝑜𝑡
�
𝑖
 (Equation 4.5) 
D = Damage Variable 
E = Energy Cumulatively Dissipated at the Time of Measurement, N-m 
Etot = Total Energy Dissipation Capacity, N-m 
i = Variable Denoting Conditions (such as Load Rate, Stress State, etc.) on which the Prediction of 
Etot is Based 
 
4.6.2.1.3 Measured Strain and Damage Relationships 
As described in Section 4.3.3, each sample in Phase I was instrumented with four strain 
gages.  Two of these gages measured axial strain and two of them measured circumferential 
strain.  Gages of the same type were oriented diametrically opposite one another. 
It was thought that these gages would provide useful information during the stages of the 
loading when micro-cracking behavior dominated material response.  Of particular interest was 
the collection of circumferential strain data, which could not be easily approximated from the 
LVDT measurements.  Although axial strain could be estimated using LVDT measurements and 
initial sample lengths, collection of axial strain through the placement of strain gages was also of 
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interest and added little cost and complexity once circumferential strain gages had already been 
selected for the suite of instrumentation. 
A number of shortcomings quickly became apparent, however, which limited the 
usefulness of the data collected by the strain gages.  First, it was found that during the initial 
loading stages in which micro-cracking behavior was expected to dominate, resolution levels 
within the x-ray CT scan images were too low to register significant trends in the variation of 
damage properties.  These images did prove very successful, however, in quantitatively 
describing the increasing level of damage once macro-cracking became the dominant response 
mode. 
This characteristic of the x-ray CT image data resulted in a contradiction that partially 
undermined the use of the collected damage data from the images with the strain data as 
originally intended.  This is because although the damage data were only accurate at 
demonstrating material behavior once macro-cracking had begun, that was precisely the point at 
which the accuracy of the collected strain data was considered to have lost most of its value. 
The accuracy of the strain data within the micro-cracking range of concrete behavior is 
based on the assumption that cracking is distributed in nature and the material acts somewhat 
homogeneously.  Although discrete cracks may occur directly under the strain gage during this 
phase of material behavior, these cracks are generally expected to be small and average out over 
the length of the strain gage to produce an estimate of mean material strain.  Once macro-
cracking has begun, however, the strain measurements start to lose their value.  This is especially 
true for experimental configurations such as the DPT, which are expected to result in a small 
number of very large cracks.   
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If the strain gages are located over the location of one of these large macro-cracks, the 
gage measures strain values that are uncharacteristically high compared to the actual global 
circumferential expansion of the sample, and the strain gage generally becomes damaged and 
unresponsive shortly thereafter.  If, however, the strain gage happens to be located in an area 
where the large macro-cracks do not appear, its accuracy is also compromised.  This is because 
the large macro-cracks allow for sample expansion and relieve the stress and strain in the 
uncracked sections of the sample.  Thus, comparatively low strains may be measured by such a 
gage compared to the overall circumferential expansion of the sample. 
Thus, for concrete samples undergoing macro-cracking dominated behavior, global 
measurements over the entire body of the sample are far more accurate and useful than localized 
measurements such as strain.  For samples tested in UC, axial strain can be estimated using the 
measured axial displacement during loading and the measured sample height.  The behavior of 
the UC test samples was expected to be dominated by axial strain and, thus, best described in 
terms of axial deformation for the reasons described above.  Thus, for the UC test samples, 
neither circumferential nor axial strain gage measurements were compared with x-ray CT 
damage measurements in order to form scatter plots similar to those in Sections 4.6.2.1.1 and 
4.6.2.1.2, given their questionable accuracy and usefulness. 
As already described, relationships between measured material damage and strain gage 
data for the DPT experiments was also of questionable accuracy and usefulness.  Given the 
resolution of the images and the accuracy of the damage measurements, a global measurement of 
circumferential expansion throughout the experiments would have provided a better metric for 
assessment of true material behavior.  The inclusion of such gages in any future experimental 
efforts of similar scope is highly recommended. 
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The axial strain data collected from the DPT samples did not appear to show any clear 
relationship to the measured damage quantities.  These axial strain data tended to oscillate from 
compression to tension and back to compression multiple times over the course of the loading 
cycles.  These measurements were believed to be accurate and resulted from the changing stress 
state along the outer perimeter of the samples as they transitioned from elastic, homogeneous 
response to the cone and radial crack response described by Chen (1970). 
Further complicating the application of circumferential strain measurements to damage 
data is the fact that strain gages are disabled by macro-cracking.  Thus, although load and 
displacement data are available even after the dramatic failure of a sample, generally 
circumferential strain data are lost around the time of initial macro-crack formation because the 
cracks in the material fail the gage.  Thus, if quantities such as peak strain or load-strain stiffness 
are sought for comparison with measured damage, these quantities are unavailable after major 
failures in the material, which is when they are most important.   
Given all of these complications, a decision was made not to conduct a large scale 
assessment of strain-damage relationships because it was surmised that not only would this 
process be time consuming and rather unfruitful, but the resulting relationships would also be 
inaccurate for the reasons described above.  However, in order to provide an example of the type 
of relationships that could be identified with better circumferential expansion measurements, a 
single sample was sought that demonstrated consistent strain behavior throughout its cyclical 
loading and did not experience any major macro-cracking directly under the strain gages prior to 
failure.  Such a combination of factors was found to be rare within the experimental data, but 
sample C3-3-C16M was found to meet both of these criteria. 
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Figure 4-94 shows the average circumferential strain measured by the two 
circumferential strain gages on sample C3-3-C16M as a function of time.  As the sample loading 
was displacement controlled relative to time, these strain gages measured clear increases in 
circumferential strain consistent with the magnitude of the corresponding increases in applied 
axial deformation.  Five cycles of load were applied to sample C3-3-C16M, all of which were 
successfully measured by the strain gages, although both gages broke during the macro-cracking 
that occurred in the fifth phase of loading.   The lack of sudden jumps within the measured strain 
data was unusual for measurements from this experimental program and was an indication that 
no major macro-cracks ran through the circumferential strain gages prior to their failure. 
 
Figure 4-94.  Average circumferential strain measured over multiple loading cycles for C3-3-C16M. 
From these strain data, it is clear that two possible strain quantities could be related to the 
measured changes in damage phenomena.  The simplest of these quantities is the maximum 
value of circumferential strain measured prior to each scan.  More complex to calculate and 
difficult to understand mechanically is a stiffness type relationship between applied axial load 
and circumferential strain.  Neither of these values were easily measured from data with strain 
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jumps due to cracking beneath the gages, which caused unrealistically high stiffness and strain 
measurements. 
Figure 4-95 and Figure 4-96 are provided as examples of the type of relationships that 
might exist between damage and circumferential strain.  The inherent of shortcomings of the 
strain data to measure global phenomena of a macro-cracking sample, as previously described, 
mean that the absolute, quantifiable usefulness of the figures is questionable.  As an indicator for 
general trends, however, and as an example of what could be done with more comprehensive 
data, such as circumferential expansion measurements, the figures can provide significant 
insight. 
 
Figure 4-95.  Void volume-maximum circumferential strain scatter plot for C3-3-C16M. 
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 Figure 4-96.  Void surface area-maximum circumferential strain scatter plot for C3-3-C16M. 
Consistent with standard engineering expectations for the DPT, there appeared to be a 
positive slope in the relationship between increasing circumferential strain and both void volume 
and void surface area.  This is logical since the expansion of the sample resulted both in higher 
strain and more radial cracking.  Stiffness derived from circumferential strain was not presented 
here because the results obtained were inconsistent and showed no clear trends.  It is thought that 
this was the result of rapid jumps within the load-circumferential strain relationship since neither 
of these quantities was a mechanically controlled variable during the experiments.  Thus, shifts 
in sample properties, such as the opening of cracks adjacent to the strain gage, could cause 
multiple jumps in the load-circumferential strain curve leading to difficulty in determining 
single, representative values for load-circumferential stiffness. 
Although the trends within the strain data should only be assessed qualitatively for their 
shape and potential, given the compromised nature of the strain data, they do provide an 
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indication of what might be possible for future CT research programs.  In particular, a strong 
emphasis on the measurement of circumferential expansion at multiple elevations along the 
sample height would have the potential to produce strong relationships between the measured 
damage phenomena and radial expansion of DPT samples.  In order to obtain adequate values of 
measured circumferential expansion and especially the relationship measured between 
circumferential expansion and load, it may be optimal to use a closed loop system to control 
loading based on circumferential expansion. 
4.6.2.2 Comparison of Measured Fiber Characteristics 
Besides analysis of void objects, one of the most important uses of x-ray CT in concrete 
research is related to identification of fiber orientation and distribution.  It is very difficult to 
obtain any accurate measure of these properties other than through x-ray CT.  As discussed 
previously, this is of crucial importance for the use of fiber-reinforced concretes since although 
fibers aligned perpendicular to cracks can significantly strengthen the material; fibers running 
parallel to cracks create a weak zone that significantly reduces the strength of material. 
One of the most fundamental properties of fiber-reinforced concretes is the density of 
fibers.  As mentioned in the Cor-Tuf description, the mix design had a target fiber volume 
fraction of 3.15%.  As shown in Figure 4-97, this was very close to the fiber volume fraction 
numerically measured within the samples using the method proposed by Bakshi et al. (2009) and 
described in Section 4.5.2.5.3.   
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 Figure 4-97.  Mean density of fibers for Cor-Tuf samples with standard deviation bars. 
Notable within Figure 4-97 is the presence of data for two samples, named C3-6-C15M 
and C3-3-C11M, which did not appear in the original testing matrix (Table 4-5).  These samples 
were only scanned in their initial, undamaged states and never subjected to loading.  However, in 
spite of never receiving load, the data for these samples are applicable for assessing the fiber 
properties of undamaged samples, so they were included in the analyses conducted throughout 
this section.   
Also, in the figures throughout this section, such as Figure 4-97, taller samples 
(fabricated for UC testing) are plotted on the left (C3-6-C10M, C3-6-C13M, and C3-6-C15M) 
and shorter samples (fabricated for DPT) are plotted on the right (C3-3-C11M, C3-3-C12M, and 
C3-3-C16M).  For this analysis, only the initial (undamaged) scan of each sample was included, 
since fiber density and orientation data for later scans of those samples would be compromised 
by material damage.  
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It is important to note that the mean density found in sample C3-3-C16 in Figure 4-97 
was significantly lower than those of the other samples.  This was probably due to the 
disproportionate distribution of fibers within the larger slab from which these samples were 
cored.  Samples with smaller fiber densities also exhibited slightly smaller standard deviations, 
as would be expected from basic statistics if the fiber distributions were somewhat normal.   
Another method for assessing the distribution of fibers is based on the spacing between 
fiber centroids as computed using Delaunay triangulation (Bakshi et al. 2009) and described in 
Section 4.5.2.5.3.  Figure 4-98 provides a plot of the mean centroid to centroid spacing for each 
Cor-Tuf sample.  It is very difficult to calculate the ideal fiber spacing given the required 
assumptions about packing structure and density and the lack of a precise volume definition for 
individual fibers.  Spacing measurements can, however, be reviewed in comparison to one 
another in order to identify samples with abnormally large or small fiber spacing. 
 
Figure 4-98.  Mean spacing of fiber centroids for Cor-Tuf samples with standard deviation bars. 
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A number of the results of this inquiry ran contrary to expectations, such as the fact that 
the samples identified with higher values of mean fiber density in Figure 4-97 tended to show 
higher values of mean fiber spacing in Figure 4-98.  This phenomenon was unlikely to be 
physically true since higher quantities of fibers in a given volume should logically be located 
closer together.   
These surprising results led to a further investigation of the effectiveness of the Delaunay 
triangulation analysis method.  It was discovered during this investigation that many of the fibers 
appeared to “touch” each other in the fiber images.  This caused the connected components 
analysis of the fibers images to identify groups of fibers as individual objects.  Thus, the 
Delaunay triangulation results were compromised, as they provide relationships between the 
spacing of “clumps” of fibers rather than individual fibers.  This problem might be overcome by 
the application of an “erosion” type image processing algorithm to eliminate fiber touching 
within the images, but given the complexity and the time requirements for such an approach 
combined with the inability to determine an ideal fiber spacing for results comparison, this 
approach was not pursued further (Young et al. 1998).  
Of far more interest to this investigation, however, was the quantification of fiber 
orientation.  This interest stemmed from the fact that, although the density of fibers within 
samples can be known with some level of confidence based on mix proportions, it is very 
difficult to identify how those fibers are oriented in cast samples.  However, the orientation of 
the fibers may be as important as their density in determining the strength of samples. 
It is often assumed by researchers and numerical modelers that the fiber orientation 
within samples is uniform in distribution, which basically means equal numbers of fibers are 
assumed to be oriented in every angular direction.  Although the falseness of this assumption is 
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obvious from such figures as Figure 4-55 and Figure 4-56, it was important to express this 
anisotropy quantitatively.  One method of assessing orientation is through the identification of 
the mean, mode, and standard deviation of the orientations of the fibers relative to the cylindrical 
axis of the samples (Figure 4-99).  The analysis methods used to calculate these properties are 
described in Section 4.5.2.5.3. 
 
Figure 4-99.  Mean and mode orientation of fibers with standard deviation bars relative to the cylindrical axis 
for the Cor-Tuf samples and for a uniform fiber orientation distribution. 
In order to provide a baseline for comparison of sample properties, a uniform distribution 
of fiber orientations was artificially created within MATLAB and subjected to the same 
orientation analyses as the sample results.  This uniform distribution consisted of an array 
containing a single fiber orientation measurement every 0.01 degrees between 0 and 90 degrees.  
Thus, the fibers in this array were perfectly oriented in a uniform distribution with equal numbers 
of fibers oriented in every angular direction. 
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For the uniform fiber orientation distribution, the statistical mean relative to any axis was 
located at 45°.  Figure 4-99 shows, however, that for the Phase I samples, the mean orientation 
relative to the cylindrical axis tended to be higher than this value.  The samples with the largest 
deviation from the uniform fiber orientation distribution mean were also the same samples 
exhibiting the lowest mean fiber density in Figure 4-97.  This may further indicate an unusual 
fiber distribution in the area from which these samples were cored. 
Although the mean orientation is useful for identifying the anisotropy of fiber orientation, 
to identify the direction best representing primary fiber orientation, the angle with the highest 
number of orientation measurements must be identified (statistically equivalent with calculating 
the “mode” of fiber orientation).  These values are displayed in Figure 4-99 as the “Mode 
Orientation” values and follow trends similar to those of the mean values.  As anticipated, 
however, the primary orientation, or mode, angles tend to accentuate the trends within the mean 
orientation data.  This is because the high mode values of orientation tend to pull the mean in 
their direction from the 45° angle that would naturally result from a uniform fiber orientation 
distribution. 
Standard deviations within the orientation angles of the fibers are also provided in Figure 
4-99.  These may provide one of the best demonstrations of consistently anisotropic fiber 
orientation.  Uniformly distributed fiber orientations should, in general, have a larger standard 
deviation than fibers with anisotropic orientation because large “clumps” or modes at specific 
orientation angles decrease the size of the standard deviation.  It is clear from Figure 4-99 that all 
of the scanned samples had a far narrower standard deviation range than the uniform fiber 
orientation distribution. 
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A further example of the extent of variation from the uniform fiber orientation 
distribution is provided in Figure 4-99 by the results for samples C3-3-C11M and C3-3-C16M.  
For C3-3-C16M, it is clear that both the mean and mode fiber orientations were beyond one 
standard deviation from the mean of the uniform fiber orientation distribution.  For C3-3-C11M, 
only the mode fiber orientation was beyond one standard deviation from the mean of the uniform 
fiber orientation distribution.  Given that for the uniform fiber orientation distribution, around 
58% of all fiber orientations fell within one standard deviation of the mean, obtaining such 
results would be highly unlikely unless the fibers were, indeed, incorrectly identified as uniform 
in distribution and rather characterized by a consistently anisotropic nature. 
In this section, fiber orientation results were only analyzed for angles relative to the 
cylindrical axis.  One reason for this was that the cylindrical axis of each sample was known to 
correspond to the vertical axis of the Cor-Tuf slab from which they were cored.  Thus, 
orientations relative to the cylindrical axis from all of the Phase I samples could be compared 
directly to identify consistency in the results and to identify outliers.  These results could then be 
used to estimate the global properties present within the Cor-Tuf slab.  Another reason for the 
analysis of the orientations relative to the cylindrical axis was that samples were always placed 
within the x-ray CT scanner with the cylindrical axis oriented at 90° relative to the horizontal 
surface of the scanning table.  This ensured consistency within the results of the Phase I samples 
and allowed for their direct comparison with each other. 
For the horizontal (X and Y) axes running perpendicular to the cylindrical (Z) axis, 
however, the orientations of individual samples were not known relative to the global horizontal 
(X and Y) dimensions of the Cor-Tuf slab.  This is because, during the coring, cutting, and 
grinding, no marking of the horizontal direction corresponding to the X or Y axis of the slab was 
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retained on the individual samples.  Thus, the orientation measurements relative to the horizontal 
axes of individual samples could not be directly compared. 
It was felt that the goal of demonstrating anisotropic fiber orientations was sufficiently 
met by an analysis of fiber orientations relative to the cylindrical axis alone.  Thus, rather than 
conducting similar analyses of the fiber orientations relative to the horizontal axes of the 
samples, it was felt that resources would be better spent focusing on other areas of the research 
program. 
Similar to the void analyses, the small copper ends of the strain gage wires were also 
present in the fiber images.  As in the void analyses, the contribution of these wires to orientation 
and fiber density measurements were expected to be very small given the large fiber volume 
fraction characteristic of the Cor-Tuf material (Section 4.5.2.2.4). 
4.6.3 Analysis of Measured Tension and Compression Strengths 
The quality assurance test results provided in APPENDIX B indicated that the SAM-35 
used in the Phase I experiments was slightly stronger in UC than the target value for the mix that 
was used.  The average UC strength of the Phase I SAM-35 quality assurance samples measured 
at 28 days was 27.77 MPa compared to the target UC strength of 24.1 MPa.   
The quality assurance test results provided in APPENDIX B also indicated that the Cor-
Tuf used in the Phase I experiments was slightly weaker in UC than the target value for the mix 
that was used.  The average UC strengths of the Phase I Cor-Tuf quality assurance samples 
measured at 28, 42, and 90 days, respectively, were 213.19 MPa, 210.86 MPa, and 206.45 MPa 
compared to the target UC strength of 237 MPa (Williams et al. 2009).  These measured 
strengths were, however, within the typical range of expected Cor-Tuf UC strengths (190 MPa – 
244 MPa) (Williams et al. 2009).  The reasons for this discrepancy in strength are not clear given 
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the use of standard Cor-Tuf mixing and casting procedures.  One possible explanation for the 
differences in strength may be the substitution of a different superplasticizer for the original, 
discontinued one as described in Section 4.2.1.2.   
An analysis of compression strengths measured during the Phase I UC experiments was 
also completed (Table 4-7).  Although these measurements can provide some additional insight 
into the behavior of the Cor-Tuf and SAM-35 materials, their interpretation must be qualified by 
making note of the significant differences between the Phase I experiments and actual, properly 
conducted material characterization tests.   
Table 4-7.  Compression strengths calculated based on maximum applied load during the Phase I UC 
experiments. 
Sample Material Max Load (kN) Compression Strength (MPa) 
S3-6-S5M SAM-35 134.27 36.56 
S3-6-S6M SAM-35 138.03 37.41 
C3-6-C10M Cor-Tuf 782.54 201.04 
C3-6-C13M Cor-Tuf 823.32 211.93 
 
First, the compression strength values shown in Table 4-7 are based on the maximum 
load applied to samples subjected to multiple load cycles.  This is a significant variation from the 
proper use of the UC test for material characterization and would typically be expected to cause 
the measurement of uncharacteristically low strengths.  Second, the sample sizes in these 
experiments varied significantly from the sample sizes typically used during UC testing.  Thus, 
the data from these experiments cannot be directly compared to the results of most other material 
characterization research without taking into account the influence of size effects on the data.   
One important result shown in Table 4-7 is that the SAM-35 samples used in the Phase I 
UC experiments tended to exhibit much higher strengths than both those typical of the material 
and the strengths measured during the quality assurance tests.  Although some increase in 
measured strength may be due to size effects, which tend to cause higher strength measurements 
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for smaller samples (Bažant and Planas 1998), this discrepancy in measured strength is clearly 
larger than that which can be attributed to size effects alone.  Most likely, this strength 
discrepancy is due to the different curing ages and conditions of the cast quality assurance 
samples and the cored samples used in the Phase I experiments.  The Phase I experiment samples 
were aged much longer prior to testing than the 28 days of the cast samples.  The Phase I 
experiment samples were also placed in a water bath for a long period during the coring process, 
which may have further increased their strength. 
The compression strengths exhibited by the Cor-Tuf samples in Table 4-7 were similar to 
those measured during the quality assurance experiments.   Thus, in spite of the strength 
reduction expected due to cyclic loading and tendency of cored samples to exhibit lower 
strengths than cast samples for a given mix (ASTM C42/C42M 2013), the Phase I experiment 
samples appeared to retain similar strength to the quality assurance testing samples.  This 
retention of strength could be due to the same factors listed in the paragraph above, such as 
differences in curing conditions, ageing times prior to testing, and size effects.  The strengths 
could also have been effected the lower water-to-cement ratio of the Phase I mix design 
compared to those used by Williams et al. (2009) and Roth et al. (2010) and by the levels of 
anisotropic fiber distribution, which appear to be more severe in cored samples than in cast 
samples, as will be shown in more detail in CHAPTER 6. 
Although no tension tests were completed during the quality assurance testing, an 
analysis of tension strengths measured during the Phase I DPTs can still be completed (Table 
4-8).  As with the UC test data shown in Table 4-7, however, the interpretation of these results 
must also be qualified by making note of the significant differences between the Phase I 
experiments and actual, properly conducted material characterization tests.  These differences 
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were the same for both the UC tests and the DPTs and were already discussed in detail during the 
analysis of measured compression strengths.  Since the data in Table 4-7 did not appear to 
exhibit severe strength reduction due to cyclic loading, it indicates that strength comparisons 
using Table 4-8 are probably also reasonable for qualified evaluation. 
Table 4-8.  Tension strengths measured during the Phase I DPT experiments. 
Sample Material Max Load (kN) Tension Strength (MPa) 
S3-3-S8UM SAM-35 27.46 3.81 
S3-3-S9UM SAM-35 30.71 4.30 
S3-3-S10LM SAM-35 31.10 4.30 
C3-3-C12M Cor-Tuf 93.03 12.32 
C3-3-C16M Cor-Tuf 98.03 13.00 
 
The DPT of samples S3-3-S8UM and S3-3-S9UM was conducted in a single load cycle, 
taking the sample from an undamaged state to a failed state.  Thus, although size effects may still 
play a role in the measurements recorded for these samples, cyclic loading effects were 
eliminated.  The average measured tensile strengths for these samples were found to be 
approximately 12% of the average SAM-35 compressive strengths measured in Table 4-7.  Even 
when sample S3-3-S10LM is included in the average of SAM-35 tensile strength values from 
Table 4-8, this ratio of tensile to compression strengths is still approximately 11%.  These results 
are in good agreement with ACI 318-08 (2008) which states that the tensile strength of concrete 
is typically about 10% to 15% of the compressive strength.  This is an indication that in spite of 
the differences between the actual and ideal cracking patterns discussed in Section 4.6.1.1.2, the 
DPT results for SAM-35 still appear to be reasonable. 
The average tensile strengths measured for the Cor-Tuf samples in Table 4-8 were found 
to be approximately 6% of the average compression strengths measured for the Cor-Tuf samples 
in Table 4-7.  The tension values measured were significantly lower than those found during 
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previous split cylinder and four point bending tests on Cor-Tuf, but significantly higher than the 
tension strengths measured during previous direct pull experiments on Cor-Tuf (Table 4-4) 
(Williams et al. 2009; Roth et al. 2010).  The tension strengths seen in Table 4-8 are also 
significantly less than 10% to 15% of the compression strengths in Table 4-7 and, thus, at 
variance with the tension behavior described by ACI 318-08 (2008) as typical of most concretes. 
The differences between the tension strength measurements from the Phase I experiments 
and the tension strengths measured during past research programs may be due to a number of 
factors.  Previous research has shown that tension strengths measured using the DPT are often 
lower than those measured using the split cylinder test (Mehta et al. 1976).  This is thought to be 
due to the constraint of the failure plane in the split cylinder test to a specific region while the 
DPT allows the sample to fail in the weakest plane.  However, given the influence of fiber 
orientation on the failure patterns seen in the DPT experiments, a large portion of the differences 
in the measured tension strengths could have also been caused by differences in fiber orientation 
and distribution between materials used in the Phase I experiments and the characterization 
experiments  detailed in Table 4-4.   
The failure patterns described in Section 4.6.1.1.4 indicated that compression and shear 
behavior may have played a primary role in the actual DPT failures rather than tensile splitting.  
Since tensile strengths are often closely related to the compression strength of concrete materials, 
however, it is not possible to draw firm conclusions about the accuracy of the DPT method from 
the Phase I results.  In order to better understand the performance of the DPT, a large number of 
experiments need to be conducted using the ideal testing conditions prescribed Chen (1970), 
Molins et al. (2009), and others to evaluate concrete with varying fiber sizes, orientations and 
distributions. 
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4.7 Conclusions 
A series of important conclusions can be drawn directly from the results of the Phase I 
experiments.  These conclusions relate not only to the characteristic properties of the materials 
tested, but also to the capabilities of x-ray CT as a method for nondestructive material 
evaluation. 
The data from the Phase I experiments demonstrated that x-ray CT is a very good method 
for evaluating the internal structure of material samples.  X-ray CT allowed for the observation 
of both void phenomena, such as the DPT cracking structure, and fiber phenomena, such as fiber 
distribution and orientation.  These types of material and test characteristics would be very 
difficult, if not impossible, to obtain using methods other than x-ray CT. 
Through a qualitative assessment of images resulting from the x-ray CT scans, it was 
possible to evaluate the internal structure of DPT sample cracking.  These images demonstrated 
that the DPT crack structure for the Cor-Tuf samples was significantly different from the 
theoretical structure typically assumed to occur.  There were indications in the x-ray CT images 
that DPT failure for the Cor-Tuf samples probably included a large contribution from shear and 
compression mechanisms.    Further, a strong correlation was identified between fiber orientation 
and cracking structure, which provided a compelling example of the dependence of the DPT on 
the orientation of fibers within a specific sample. 
This observation of fiber orientation dependency provided confirmation for similar 
results shown by other researchers and validated many of their assumptions (Barnett et al. 2010; 
Ferrara and Meda 2006; Pujadas et al. 2014b).  The Phase I results provided compelling evidence 
that for safe and efficient use of fiber-reinforced concrete materials in design and construction, 
anisotropy of fiber dispersion and orientation will need to be taken into account when 
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characterizing the mechanical performance of the material (di Prisco et al. 2013; Pujadas et al. 
2014a).  Thus, tensile material tests that are able to account for anisotropic fiber orientation and 
dispersion should be assessed in further detail as possible alternatives to current tensile property 
testing methods. 
Measurements collected for the volume of voids and the surface area of voids from the 
scan images showed clear relationships with mechanical performance characteristics, such as 
work of load and stiffness.  These trends exhibited a negative slope in the relationship between 
stiffness and both the volume of voids and void surface area.  Similar trends showed a clear 
positive slope relationship between work of load and both the volume of voids and void surface 
area.  Quantitative relationships could be developed from these measurements and implemented 
directly into finite element analysis codes to provide links between material damage and 
mechanical performance. 
Either the volume of voids or the void surface area could be used as the basis for 
predicting updated values of a mechanical damage variable, which could be based on either 
stiffness degradation or fracture energy.  From a fracture mechanics perspective, the use of void 
surface area as a basis for these predictions would be ideal because of the strong ties between 
crack surface area and fracture energy in the linear elastic fracture mechanics (LEFM) theory 
(Bažant and Planas 1998).   The experimental data from this research showed, however, that void 
surface area may not be a good indicator of actual crack surface area, especially if portions of the 
sample are lost during failure. 
This research also showed that the use of strain gages as a measure of mechanical 
performance for comparison with crack damage measurements should only be implemented 
when the x-ray CT images are of much lower resolution.  This discovery stemmed from the fact 
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that, although surface strain measurements on concrete samples are useful primarily in the micro-
cracking range of material behavior, the resolution of the x-ray CT images collected during this 
experimental effort only enabled damage trends to be visible once  macro-cracking was 
underway.  For resolutions less than or equal to those used in the Phase I experiments, it is 
recommended that axial and circumferential displacement gages be used instead of strain gages 
to estimate average sample expansion or contraction. 
Fiber orientation measurements extracted from the Cor-Tuf x-ray CT images showed that 
the fibers were significantly anisotropically oriented.  As these samples were cored from larger 
slabs, these results have implications for the use of fiber-reinforced concretes at the structural 
level.  Specifically, they show that the orientation of fibers within a specific portion of a structure 
is likely to be highly dependent on the casting method and the flow pattern of the material into 
that area.  Detailed understanding of these phenomena is critical for numerical modeling and for 
construction since fibers oriented parallel to cracks create zones of weakness, rather than 
strengthening the material. 
 Further, a fiber density analysis of the x-ray CT images showed that the density within 
different areas of the slab varied significantly.  It was also clear from these data that a 
relationship exists between variations in density among samples and their measured fiber 
orientations.  Specifically, it was found that samples with the lowest values of fiber density also 
tended to exhibit the highest variation in fiber orientation from the properties of a uniform fiber 
orientation distribution. 
 
  183 
CHAPTER 5 
 
PHASE II: BALLISTIC EXPERIMENTS 
5.1 Program Description 
5.1.1 Implementation of Discoveries from Phase I 
During the data analysis for Phase I, a number of unforeseen factors became apparent that 
played a major role in defining the scope of Phases II and III.  First, it was found that micro-
cracking during the pre-peak range of sample loading was generally not visible within the Phase 
I images due to their resolution levels.  As discussed in the literature review section, pre-peak 
cracking has often been observed in other x-ray CT studies that analyzed data of much higher 
resolution.  The resolution for Phase I, however, was limited to a set value by the sample size 
and the x-ray detector. 
A second factor that became apparent after the Phase I testing was that successful 
prediction of which phenomena will be visible in the x-ray CT image data as well as the overall 
quality of that data is very difficult prior to scanning and data analysis.  This problem was 
magnified by time and cost required for travel to the testing facility and the difficulty in pre-
arranging days for scanning ahead of time.  Thus, it was necessary not only to predetermine the 
material, size, and shape of samples for a given phase of testing, but also to cast and cure all 
necessary samples prior to the start of testing. 
Given both of these limiting factors, it became clear that the most logical approach to 
constructing future test plans was to ensure that those plans investigated multiple material and 
damage phenomena over a range of sample types and loading regimes.  In this way, the research 
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would be better organized to overcome any problems that might arise within the data related to 
the inability to measure particular phenomena of interest.  It was also important that the damage 
phenomena investigated by future phases be of visible magnitude for the resolution levels that 
could be achieved by the x-ray CT equipment used.  Thus, research areas were sought that would 
result in significant sample damage and deformation prior to the collection of post-test scan 
images. 
It was also concluded that there was significant value in investigating the capabilities of 
the use of x-ray CT as a method of NDE testing since the availability of this technology, 
especially for relatively large samples, has been limited until relatively recently.  Thus, even if 
the desired phenomena were not as easily measured in the x-ray CT images as initially hoped, 
important information about the usefulness of x-ray CT as a NDE method for evaluating the 
various phenomena would still be collected and would be of interest to the engineering 
community at large. 
5.1.2 Phase II Program 
5.1.2.1 Description 
The second phase of the testing program focused on x-ray CT scanning of samples made 
from Cor-Tuf with four different fiber types that had been subjected to ballistic loading.  These 
samples were fabricated and tested during a previous research program (Scott et al. 2015), so 
only post-test scans could be collected.  The results of these scans were intended to provide 
insight into the effect of fiber size on high-strength fiber-reinforced concrete performance as well 
as on the influence of dynamic loading on high-strength fiber-reinforced concrete cracking 
behavior.   
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5.1.2.2 Justification 
One primary reason for the inclusion of a ballistic damage investigation in this research 
program was the level of interest expressed in this area by the sponsoring agency.  In addition, 
samples were made available from a previous, exceptionally thorough, ballistic testing program 
that lent themselves very well to x-ray CT investigation (Scott et al. 2015).  It was proposed that 
by investigating the nature of crack propagation in these samples, lessons could be learned about 
the effect of loading rate on damage in concrete.  It was also thought that x-ray CT scans of these 
samples could provide important insights into the mechanisms by which fibers of different sizes 
restrict the spread of damage. 
It was thought that such a CT scanning program could demonstrate that the smaller fiber 
sizes provided a more thorough distribution of smaller cracks and, thus, contributed to higher 
levels of overall toughness.  A demonstration that each fiber type had a specific cracking size 
that it excelled in bridging was also sought.  It was suggested that this could significantly 
improve the current understanding of the optimal fiber size distribution within ultra-high 
performance concretes (UHPCs).  This would also provide insight into the possible notion that, 
rather than the selection of a single ideal fiber size, the best mix design may be one that includes 
a broad range of blended fiber sizes capable of restraining cracks of varying size and nature. 
5.2 Sample Preparation 
5.2.1 Concrete Materials 
In Phase II of this research program, a series of samples were scanned and analyzed that 
were originally cast and tested during a research program by Scott et al. (2015).  These samples 
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utilized the standard Cor-Tuf1 mix proportions (provided in Section 4.2.1.2) but substituted fiber 
types of varying geometry and material for the standard 3D-55/30 BG fibers (Figure 5-1 and 
Table 5-1). 
 
Figure 5-1.  Photograph of fiber types included in ballistic characterization study (N.V. Bekaert Dramix® 3D-
55/30 BG (top left), Nycon-SF Type V (top right), N.V. Bekaert Dramix® OL 0.2/10mm (bottom left), and N.V. 
Bekaert Dramix® OL 0.16/6mm (bottom right). 
Table 5-1.  Manufacturer specifications for Phase II fibers (N.V. Bekaert 2012a, 2012b, 2012c; Nycon 
Corporation 2011). 
Sample Name Diameter (mm) Length (mm) Tensile Strength (MPa) 
N.V. Bekaert Dramix® OL 0.16/6mm 0.16 6 2,600 
N.V. Bekaert Dramix® OL 0.2/10mm 0.20 10 2,600 
N.V. Bekaert Dramix® 3D-55/30 BG 0.55 30 1,345 
Nycon-SF Type V 1.18 38 689 
5.2.2 Test Method 
The goal of the research effort for which these samples were made and tested was to 
evaluate the performance of fibers of various sizes and shapes within the Cor-Tuf matrix.  
During that research effort, a large suite of both static and dynamic experiments was conducted 
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on the different mix designs.  These testing methods included UC tests, elastic 
modulus/Poisson’s ratio tests, four-point bending tests, split cylinder tests, direct tension tests, 
and ballistic tests (Scott et al. 2015).  The results of the testing program provided an indication 
that smaller fibers tended to yield both higher tensile strength and higher ballistic resistance than 
the larger fiber varieties. 
During the ballistic testing effort, concrete rectangular prisms with dimensions of 304 
mm x 304 mm and varying thicknesses were cast and mounted within a frame (Figure 5-2 and 
Figure 5-3).  This frame was positioned directly in front of a rifle specially configured to fire 
fragment simulating penetrators (FSPs) of varying sizes and at varying velocities (Figure 5-4).  A 
single 0.50-caliber FSP was fired with approximately the same velocity in each test (Figure 5-5).  
Measurements of FSP velocity were taken both in front of the prisms and behind them (in the 
case of full penetration) (Figure 5-6).  Using these speeds, the energy imparted by the FSP could 
be calculated. 
 
Figure 5-2.  Side view of fixture used to hold Cor-Tuf test panels (reprinted, with permission, from Scott et al. 
2015). 
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 Figure 5-3.  Front view of Cor-Tuf panel within fixture (reprinted, with permission, from Scott et al. 2015). 
 
Figure 5-4.  Physics Applications Inc. small arms receiver used to fire the projectiles (reprinted, with 
permission, from Scott et al. 2015). 
 
(a) Before Testing 
 
(b) After Testing 
Figure 5-5.  0.50-caliber fragment simulating projectile used in experiments shown before (left) and after 
(right) testing (reprinted, with permission, from Scott et al. 2015). 
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 Figure 5-6.  Schematic of ballistic test setup (reprinted, with permission, from Scott et al. 2015). 
Although samples of different thicknesses varying from 25 mm to 76 mm were tested as 
part of this research program, only the thickest samples (76 mm) were selected for x-ray CT 
scanning.  This was primarily due to the fact that the samples needed to be as thick as possible in 
order to provide ample material for x-ray CT evaluation of the crack structures related to both 
cratering and spalling phenomena.  For these reasons, it was essential that only samples that did 
not suffer full FSP penetration be used (Figure 5-7 and Figure 5-8).   
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 (a) Impact face 
 
(b) Exit face 
Figure 5-7.  Typical damage to a thin panel (25-mm thick in this case) showing impact and exit face with full 
penetration by the FSP used in testing (reprinted, with permission, from Scott et al. 2015). 
 
(a) Impact face 
 
(b) Exit face 
Figure 5-8.  Typical damage to a thick panel (76-mm thick in this case) showing impact and back face with no 
penetration by the FSP used in testing. In addition, no spall is observed on the back face of the panel 
(reprinted, with permission, from Scott et al. 2015). 
Since the samples had a width that was much greater than the penetration depth of a 225-
kV x-ray source, only a small strip of the overall sample could be scanned.  Thus, for each 
sample a strip approximately 76-mm wide was extracted using a concrete saw.  The center of this 
strip corresponded with the impact location of the FSP.  The ends of this strip were also removed 
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so that it assumed an aspect ratio of 2:1 with final dimensions of 76 mm x 76 mm x 152 mm 
(Figure 5-9).  This enabled more stable placement of the sample on the x-ray CT rotation table 
and it enabled the positioning of the sample closer to the x-ray source during scanning, which 
resulted in both higher resolution data and more powerful x-ray beam penetration. 
 
Figure 5-9.  Example of the approximate extracted sample size (red dashed line) superimposed on an image of 
one of the original ballistic samples (modified and reprinted, with permission, from Scott et al. 2015). 
5.3 Experiments 
5.3.1 Test Plan 
Table 5-2 provides the full test plan for the second phase of this research program.  For 
every testing configuration, three samples of identical material, size, and applied load were 
included.  This was to demonstrate the repeatability of the various test results and to provide a 
control for the identification of outlier data. 
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Table 5-2.  Phase II test plan. 
Sample Name Fiber Type 
B3-6-S1 N.V. Bekaert OL 0.16/6mm 
B3-6-S2 N.V. Bekaert OL 0.16/6mm 
B3-6-S3 N.V. Bekaert OL 0.16/6mm 
B3-10-S4 N.V. Bekaert OL 0.2/10mm 
B3-10-S5 N.V. Bekaert OL 0.2/10mm 
B3-10-S6 N.V. Bekaert OL 0.2/10mm 
B3-Z-S7 N.V. Bekaert Dramix® 3D-55/30 BG 
B3-Z-S8 N.V. Bekaert Dramix® 3D-55/30 BG 
B3-Z-S9 N.V. Bekaert Dramix® 3D-55/30 BG 
B3-N-S10 Nycon Type V 
B3-N-S11 Nycon Type V 
B3-N-S12 Nycon Type V 
5.3.2 X-Ray CT Scanning Procedure and Settings 
In order to obtain CT images of high quality, a series of adjustments were made within 
the scanning apparatus that differed from Phase I.  First, it was found that the use of a thicker 
copper plate (3.18 mm) appeared to produce higher quality images with less streaking than the 
thinner (1.59 mm) copper plate used in Phase I.  Second, it was found that the 225-kV x-ray 
beam was unable to sufficiently penetrate the ballistic samples when the x-ray source was set at 
the maximum distance from the detector.  This was primarily due to the fact that the maximum 
cross sectional dimension of the ballistic samples (diagonal from corner to corner) was 
approximately 1.5 times as the diameter of the Phase I samples. 
Consideration was made of using the 420-kV x-ray source, but its larger focal spot would 
have caused a much lower true image resolution.  In the end, the advantages of the smaller focal 
spot possessed by the 225-kV x-ray source outweighed the limited image unsharpness caused by 
moving the x-ray source and detector closer to one another.  At this closer distance, the x-ray 
beam was easily able to adequately penetrate the ballistic samples.  
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These adjustments were modified continually throughout the Phase II scanning program 
based on observed reconstructions.  Thus, tables have been provided in APPENDIX A that 
summarize the exact scanner settings for each CT image.   These variations in scanner settings 
may account for some variation in the quality and coloration of the images.  It was thought, 
however, that given both the more qualitative focus of Phase II as well as the image correction 
algorithms developed during the Phase I data analysis, this variation among the Phase II images 
was unlikely to negatively affect their overall usefulness. 
5.4 Data Analysis 
All Phase II scan images were subjected to both void and fiber analyses similar to those 
described for Phase I.  However, the method of fiber analysis had to be modified for use with 
samples containing the smaller fiber types.  In Phase I, fiber analyses were conducted at quarter 
scale, which reduced the memory and storage requirements by 64 times while having a relatively 
minor impact on accuracy.  This was possible because the 3D-55/30 BG fibers used in that series 
were wide enough (550 µm) that even at quarter scale they could easily be identified, with a 
voxel width of around three or larger. 
Similarly, Phase II samples containing 3D-55/30 BG fibers and NYC fibers (~457 µm 
wide) could also be analyzed using quarter-scale images.  For the 6-mm and 10-mm-long fibers, 
however, the widths were much smaller (160 µm and 200 µm, respectively).  This meant that at 
quarter scale, their voxel widths could be one voxel or less.  Obviously, this resolution would not 
allow for sufficient fiber identification.  This fact was confirmed through preliminary quarter-
scale fiber analyses. 
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To overcome this problem, the samples containing 6-mm and 10-mm long fibers were 
analyzed for fiber properties at full scale.  This required a number of modifications to the 
original fiber correction algorithm, although the general theory behind its corrections remained 
the same.  This method proved relatively successful for the 10-mm-long fiber images, but was 
unable to produce accurate results for the 6-mm-long fiber images. 
The reasons for this failure were, apparently, twofold.  First, even at full scale, the width 
of the 6-mm fibers was barely resolvable in the images, at around 3 voxels.  Second, and more 
importantly, unlike the larger fibers, the smaller fibers were much more densely packed within 
the concrete matrix and, as such, gave the appearance of a more uniform material in the scan 
images.  This meant that the images of samples containing 6-mm-long fibers tended to exhibit 
much brighter mortar than images of samples containing larger fibers.  This is because the dense 
and distributed field of small fibers brightened, more uniformly, the entire image, rather than 
causing the individual fiber streaking common in the images containing larger fibers.  Thus, it 
was found that algorithms written for the identification of fibers using brightness thresholds had 
more difficulty isolating the individual fibers. 
In the end it was found that, even for the 10-mm-long fiber analysis, although the images 
could be corrected for hardening type reconstruction errors, it was not possible to properly 
analyze the samples for fiber orientation.  The nature of the fiber orientation analysis did not 
easily allow for a slice by slice approach to reach the solution and, thus, required much more 
memory than that available for analysis.  Various methods were proposed for overcoming these 
difficulties, but given the reduced usefulness of the fiber orientation data for Phase II because of 
the specific circumstances of the Phase II testing, a decision was reached that further research 
into this area did not merit the additional time and resources that would be required.  A detailed 
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description of the usefulness evaluation for the Phase II fiber analysis is provided in Section 
5.5.2.2. 
5.5 Results 
5.5.1 Qualitative Analysis 
5.5.1.1 Rendering of Sample Images 
For the Phase II results, cracking structures were displayed by providing a series of 
images of single slices within each sample taken at various increments of sample height and 
width, similar to those provided for the Phase I samples (Figure 5-10 - Figure 5-21).  The legend 
of cross section locations provided for Phase I (Figure 4-40) can also be used as a reference 
when reviewing Figure 5-10 - Figure 5-21.  For each set of images, moving from left to right and 
then from top to bottom, the slice locations are as follows: sample base, one fifth of sample 
height, two fifths of sample height, three fifths of sample height, four fifths of sample height, top 
of sample, half of sample width (x direction), and half of sample width (y direction).  This should 
allow the reader to thoroughly evaluate the structure of cracks relative to both sample height and 
width. 
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 Figure 5-10.  Image rendering for B3-6-S1. 
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 Figure 5-11.  Image rendering for B3-6-S2. 
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 Figure 5-12.  Image rendering for B3-6-S3. 
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 Figure 5-13.  Image rendering for B3-10-S4. 
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 Figure 5-14.  Image rendering for B3-10-S5. 
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 Figure 5-15.  Image rendering for B3-10-S6. 
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 Figure 5-16.  Image rendering for B3-Z-S7. 
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 Figure 5-17.  Image rendering for B3-Z-S8. 
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 Figure 5-18.  Image rendering for B3-Z-S9. 
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 Figure 5-19.  Image rendering for B3-N-S10. 
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 Figure 5-20.  Image rendering for B3-N-S11. 
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 Figure 5-21.  Image rendering for B3-N-S12. 
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For each of the plan view images of the sample within a given figure, the projectile entry 
and crater location is at the bottom of the image.  Cracking on the top of the sample in these 
images was, thus, caused by spall.  The bottom right image in each figure is a side view in which 
the projectile entry location is at the left side of the image.  The bottom left image of each figure 
is taken from the center of the sample at mid-depth perpendicular to the trajectory of the 
projectile.  These bottom left images often show little damage because they are taken at slices 
between the crater and the spall.  It is known that sample B3-Z-S9 received an impact during 
transport.  Subsequent inspection of the resulting images indicated that this impact probably did 
not have a significant qualitative effect on sample crack structure. 
Although the settings for the x-ray source and the type of copper filter used for the Phase 
II experiments varied relatively widely (APPENDIX A), all resulting scan images appeared to be 
similar in quality.  It is, thus, very difficult to draw direct conclusions about the effect of the 
various scan settings on image quality.  However, these results indicate that as long as sufficient 
x-ray penetration is achieved, high quality images can be obtained with a wide variety of 
different setting combinations.  
A number of significant conclusions were drawn from these sample images.  First, it 
appeared that the type of spall cracking typical of samples with smaller fibers was very different 
from those with larger fibers.  It was clearly observed in Figure 5-10 - Figure 5-15 that the spall 
cracking tended to consist of a single primary crack, sometimes accompanied by a few smaller 
cracks of far less significance.  In contrast, the spall cracking in Figure 5-16 - Figure 5-21 tended 
to be characterized by a large number of cracks of significant size that ran more or less parallel to 
one another. 
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Although these trends were not prominent for every sample, they were common enough 
that they appeared to indicate a trend.  It was, thus, hypothesized that for each fiber type, there 
was an optimum crack size that it excelled in bridging.  Obviously, this crack size would have 
been much wider for large fibers than for small ones.  Thus, the presence of large, single spall 
cracks in the samples with smaller fibers may have been an indication that these fibers were 
unable to successfully limit the growth of a large crack once it had begun to grow.  Similarly, the 
samples with larger fibers may have been able to halt the growth of large cracks, leading to stress 
build-up and the initiation of new large cracks. 
These observations appeared to confirm trends seen by other researchers.  A series of 
quasi-static flexural and direct tension tests on Cor-Tuf completed by Scott et al. (2015) using 
these four fiber types found that the smaller fibers appeared to significantly increase tensile 
strength, stress-strain linearity, and toughness prior to reaching the ultimate strength when 
compared to samples using larger fibers. Once damage was initiated, however, the larger fibers 
were generally found to be more effective at providing post-peak load carrying capacity and, 
thus, at bridging larger cracks and redistributing stresses. 
 This hypothesis was difficult to prove with a high degree of certainty, however, because 
of resolution limitations within the scan data.  It was quite easy to see in the scan images that the 
larger fibers excelled at bridging larger crack sizes, as would be expected.  It was much more 
difficult, however, to assess the performance of the large and small fibers at bridging small 
micro-cracks within the concrete matrix.  This was because the ideal crack bridging size was 
presumed to be directly related to the fiber diameter and length.  For the smallest fibers included 
in this study, the diameter was 0.16 mm and the length was 6 mm.  This meant that at 
approximately 50 µm resolution, each fiber was only approximately three voxels wide.  Since 
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three voxels represented the lower bound of identifiable object sizes within an image, it was very 
difficult to identify the fibers themselves individually, much less the small cracks that they 
spanned. 
The presence of highly distributed micro-cracking within the smaller fiber samples was, 
however, indicated by the experimental ballistic results.  Results from the ballistic test series 
showed that the smaller fibers were more effective in reducing residual velocity of projectiles 
and minimizing mass loss due to cratering and spall (Scott et al. 2015).  Thus, the samples 
containing smaller fiber sizes were more effective at dissipating the kinetic impact energy of the 
projectiles.  This increased energy dissipation was most likely directly related to the fracture 
energy of the many small micro-cracks within the small fiber samples.  The lack of as dense a 
field of small micro-cracks would, similarly, provide a partial explanation for the lower energy 
absorption characteristics of the samples with large fibers. 
It is also possible that since the samples with larger fibers tended to exhibit more loss of 
mass due to the projectile impacts, the level of global damage was much more severe, leading a 
larger and more distributed structure of macro-cracks.  If this was the case, then similar widely 
distributed fields of macro-cracks might have been found in small fiber samples subjected to 
more severe loading.   
Also of particular interest was the performance of the fibers in securing spalled concrete 
material to the test panels in Figure 5-19 and Figure 5-20.  Although the spalled sections of 
concrete in these samples no longer contributed to structural strength, the ability of the fibers to 
continue to secure them to the structure was a significant contribution.  Many injuries related to 
blast and impact are caused by secondary projectiles originating from the structure itself, such as 
broken window glass or concrete spall.  Thus, by securing spalled concrete to the structure even 
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after it has become disengaged from the mortar bond with the rest of the structure, fibers have 
the potential to prevent significant collateral injuries to personnel seeking protection behind such 
a concrete panel or wall. 
Noticeable within Figure 5-16 was the clear lack of uniform fiber distribution and 
orientation.  This was most apparent in the bottom left image of that figure.  This lack of uniform 
distribution and orientation extended also to the fibers of smaller size, as can be seen in the 
bottom left image of Figure 5-15.  These findings supported the general trend of non-random 
distributions and orientations seen in the Phase I data.  The front (crater) and back (spall) faces of 
the samples in the Phase II images represent the actual bottom and top of the cast samples.  Thus, 
at the top and bottom locations, fibers were more likely to be oriented parallel to the surface 
given the effects of troweling and vibration. 
Also of interest within the Phase II images was the presence of 45° cracks protruding 
downward from the crater within some samples.  This can most easily be seen in the second 
image from the top on the right of Figure 5-10 and in the second image from the top on the right 
of Figure 5-14.  These 45° cracks seemed to be associated more with samples containing smaller 
fibers and appeared to represent a structural phenomenon distinct from cratering and spalling.  
Most likely, this cracking represented the partial failure of the sample through shear (or diagonal 
tension) directly under the FSP.  More severe loading with the FSP may have resulted in the total 
punch through of a shear cone of material under the penetrator and, ultimately, breach.  It was 
also clear from the Phase II images that the spall cracks tended to be much wider and shallower 
than the impact craters.   
Finally, the horizontal white lines present within the bottom images of Figure 5-21 were 
artifacts left during the image reconstruction process and did not represent any actual 
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phenomena.  It was found that reconstructions required significant time and computing resources 
and that, occasionally, the resulting images were corrupted.  This corruption ranged from 
relatively minor artifacts, such as those in Figure 5-21, to total incomprehensibility of the 
resulting images.  These reconstruction failures may have been related to the stability and 
accuracy of either the reconstruction software or hardware.  When reconstructed images were 
incomprehensible, they were reconstructed a second time from the original x-ray images.  This 
was always found to produce a satisfactory result.  The minor artifacts present within Figure 
5-21, however, did not prevent successful analysis for qualitative phenomena, which was the 
primary goal of Phase II. 
5.5.1.2 Other Qualitative Observations 
The Phase II images also proved to be very useful for revealing other, more minor 
phenomena that, although of some interest, did not represent areas of primary investigation in 
this research.  A number of these phenomena that were believed to be of significance for better 
understanding concrete behavior and the capabilities of x-ray CT are provided below.   
Similar to examples provided in Phase I, Figure 5-22 presents a good demonstration of 
the propensity of fibers to create weak zones within a sample if they are not oriented 
perpendicular to the direction of primary stress.  In this figure, a series of fibers are clearly 
visible that run parallel to the long axis of the sample.  This orientation was parallel to the spall 
cracks that formed on the back face of the sample, and thus created a weak zone through which 
the cracks could pass.  In the image, a crack can be observed running through a series of these 
fibers.  Thus, in this instance, the presence of these specific fibers probably weakened overall 
sample response rather than improving it. 
  213 
 Figure 5-22.  Image slice from within B3-N-S11 demonstrating the propensity of fibers parallel to cracking to 
create weak zones. 
Also of interest was the discovery of foreign objects within some of the samples during 
the scanning work.  In Figure 5-23, it is clear that a Nycon fiber was accidently included within 
one of the samples only intended to have 6-mm-long fibers.  This type of mistake is bound to 
happen regularly in large concrete labs, such as the one where this sample was cast, that are 
simultaneously casting many different concrete types.  These irregularities are generally believed 
to go unnoticed, however, since it is usually only possible to see the external edges of a sample.  
These external edges are only able to reveal limited information about the internal structure.  
Even if only for this purpose, it is believed that x-ray CT could play an important role in quality 
control, especially for expensive and highly precise experiment types. 
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 Figure 5-23.  Image slice from within B3-6-S2 showing the presence of a foreign fiber type. 
5.5.2 Quantitative Analysis 
5.5.2.1 Void Analysis 
A quantitative analysis of the surface area and volume of voids from each of the Phase II 
samples was attempted using a methodology similar to that employed in the Phase I data 
analysis.  This method was quickly demonstrated to be insufficient for samples with the 
geometry and damage type typical of Phase II.  Foremost among the problems with the Phase I 
method of void analysis was the effectiveness of the modified shrink-wrap algorithm. 
Figure 5-24 shows an example of a Phase II void field created using the method 
developed in Phase I.  Most notably, on the front left side of the sample in the image, the shrink-
wrap algorithm was unable to penetrate sufficiently into the depth of the ballistic crater and, thus, 
left a jagged portion of the crater within the image as a single, large internal void.  Although the 
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depth of penetration allowed by the shrink-wrap algorithm could be increased to penetrate to the 
bottom of the crater, this would also result in the algorithm penetrating into the large spall cracks 
caused by the ballistic impact.  Such a result would negate the meaningfulness of the resulting 
void fields. 
 
Figure 5-24.  Void image of B3-10-S4 created using the method developed in the Phase I data analysis. 
Various options for modifying the shrink-wrap and void analysis methods were 
identified, but given the experience of modifying the shrink-wrap algorithm for the Phase I 
analysis, any accurate and consistent solution to the problems observed in the Phase II data 
analysis was expected to require significant time and computational skill.  These requirements 
were judged to be greater than those merited by the results that they were expected to achieve. 
It became clear that the results of any successful void analysis of the Phase II images 
would be of limited usefulness for a number of reasons.  First, there was no good way to identify 
what should be considered the true sample boundaries during the void analysis.  If shrink-wrap 
type methods were used, then cratered and spalled concrete would not be included in the analysis 
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and would make samples with severe cratering and spall appear to have retained much more of 
their density than was actually true. 
The use of measured sample dimensions to define external boundaries would also not 
provide an accurate foundation for analysis.  Similar to shrink-wrap related definitions, measured 
sample dimensions were also affected by spalling, cratering, and sample expansion caused by 
spall cracking.  Thus, without a method of identifying the proper sample boundaries, it was not 
possible to accurately calculate a void volume for a given sample.  Similarly, without all of the 
original sample material, including material expelled from the crater and spalled off of the back 
of the sample, it was not possible to accurately calculate the crack or void surface area of the 
sample. 
Another reason why the void analyses of Phase II samples would be of limited usefulness 
was that the samples were cut from locations near the center of the impact craters.  As such, it 
could not be confidently asserted that the material within a given sample was responsible for any 
specific level of energy absorption relative to the impact energy since much of the original 
sample material bordering the extracted portion was not included within the x-ray CT scans. 
Thus, given all of these difficulties, decisions were made that project resources and time 
would be more effectively employed with a more detailed analysis of the Phase I data and the 
qualitative data from Phase II.  This exercise was important, however, as a step towards 
identifying how tomography may best be employed as a component of ballistic investigations. 
5.5.2.2 Fiber Analysis 
As alluded to in the Section 5.4 discussion, modifications to the algorithm written to 
correct for fiber “hardening-type” reconstruction artifacts were implemented, which allowed for 
the successful isolation of the 10-mm-long fibers (Figure 5-25).  As mentioned, however, the 
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modified algorithm was never able to successfully isolate 6-mm-long fibers with any significant 
level of success.  Given the failure to successfully isolate the 6-mm-long fibers and the inability 
of the fiber orientation algorithm to analyze full size fiber images due to memory limitations, an 
assessment of the value of the expected results of such an orientation analysis was undertaken to 
determine whether the further pursuit of this investigation was justified. 
 
Figure 5-25.  Corrected fiber image for B3-10-S5, which contains 10-mm-long fibers. 
A decision was made to abandon further pursuit of the fiber orientation analysis for a 
number of reasons relating to the usefulness of the results of such an analysis.  Unlike the 
samples from Phase I, only post-test scans of the Phase II samples were available for analysis.  
Thus, the measured fiber properties for such samples would not be representative of the initial, 
undamaged state of the samples.  This is most clearly demonstrated by the NYC fiber samples 
(Figure 5-22), which experienced significant loss of material through cratering and spall.  Many 
of the fibers that remained connected to such samples were found to have been severely bent or 
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partially pulled out.  Thus, their orientation characteristics would have been severely altered 
from the initial state.  It was also clear that measured fiber characteristics from Phase II could not 
be reasonably compared with those from Phase I, even for the larger fiber types, because this 
would represent the direct comparison of undamaged material characteristics with damaged 
characteristics. 
For the same reasons that fiber orientation measurements would be of limited usefulness 
for the Phase II data, density measurements were also of limited use.  For the density 
measurements, however, the additional difficulties presented in the description of the void 
analysis for Phase II also presented major difficulties.  Most notable among these was the 
inability to identify a consistent and justifiable method for defining the proper volume 
boundaries of the sample. 
5.6 Conclusions 
A number of significant conclusions can be drawn from the results of Phase II.  X-ray CT 
data collected during Phase II provided unique information about cracking and fiber distribution 
that could not have been obtained using other NDE methods.  The utility of the data, however, 
was somewhat diminished by the inability to use the data for thorough quantitative evaluation of 
void and fiber properties.    
Specifically, the lack of x-ray CT images of the samples prior to ballistic loading made 
analysis and comparison of quantitative void and fiber properties of little value considering the 
effort required for their extraction.  The difficulty in properly formulating a shrink-wrap 
algorithm capable of isolating the surface of objects with significant cratering and cracking also 
contributed to the difficulty of extracting quantitative material characteristics. 
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However, during Phase II it was possible to demonstrate that x-ray CT is able to identify 
small defects within samples, such as foreign objects.  This capability could be of immense 
value, especially for research involving expensive materials or experiments, for which quality 
control would be of the utmost importance. 
Even using qualitative image data alone, it was possible to demonstrate from the Phase II 
data that anisotropy in fiber orientation and distribution occurred with significant intensity for 
fibers of all shapes and sizes.  It was also possible to observe the role that the fibers served in 
preventing spalled concrete from completely severing from the structure.  Thus, although the 
load carrying contribution of the spalled zones was still lost, the fibers prevented the dispersion 
of high-velocity airborne concrete rubble from the back side of the panels.  This type of 
restraining behavior has the capability to significantly reduce fatality risks if used in actual 
structures.  
Finally, observations were made from the Phase II images that fibers of different sizes 
tended to exhibit different cracking behaviors.  Specifically, the smallest fibers tended to be more 
prone to the growth of single large macro-cracks than the larger fibers.  This may have been 
related to the inability of small fibers to restrain cracks much larger than their ideal crack 
spanning length.  In order to verify that this phenomenon was the dominant mode of fiber 
performance much higher resolution scans would need to be collected to determine the ideal 
crack spanning width of each fiber type. 
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CHAPTER 6 
 
PHASE III: REINFORCING BAR PULL-OUT EXPERIMENTS 
6.1 Program Description 
6.1.1 Description 
The third phase of the testing program focused on the behavior of both SAM-35 and Cor-
Tuf during reinforcing bar pullout.  Reinforcing bars were embedded in a series of cylinders of 
SAM-35 and Cor-Tuf and pulled out using a specially designed hydraulic load frame.  This 
frame allowed the reinforcing bar to be loaded at increments and for CT scans to be collected 
while the samples were under load.  The results of these scans were intended to provide insight 
into the nature of crack shape and propagation around surface deformations of reinforcing steel 
for multiple concrete types during pullout.  Insights were also sought into the effectiveness of 
steel fibers as a form of confinement for increasing pullout strength.   
6.1.2 Justification 
A series of experiments on samples containing steel reinforcement was selected for Phase 
III because they were expected to provide very useful and interesting data on structural 
engineering phenomena and because they accounted very well for some of the limiting factors of 
x-ray CT identified after Phase I.  Understanding the initiation, propagation, size, and spacing of 
cracks along reinforcing bars is very important for properly modeling the mechanical behavior of 
reinforced concrete members.  This is an area in which considerable experimental and numerical 
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research has been conducted and a large number of proposed cracking relationships have been 
proposed (Borosnyói and Balázs 2005). 
At the time of this publication, no previous x-ray CT research efforts on very high-
strength concrete or fiber-reinforced concrete containing reinforcing bars had been identified. 
Even for conventional concrete containing reinforcing bars, relatively little research had been 
conducted using x-ray CT because of a series of limitations (Sprague 2006; Martin 2006; Li 
2010).  First, the inclusion of reinforcing bars necessarily requires the use of relatively large 
sample sizes.  As discussed in the literature review, very few x-ray CT experimental efforts have 
included sample sizes on the scale that would be required for this work.   
Another reason why concrete containing reinforcing bars has generally not been 
investigated using x-ray CT has to do with the resolution difficulties introduced by large 
concentrations of steel.  Any time that a very dense material, like steel, is embedded in a much 
less dense material, such as concrete, the dense material tends to cause severe artifacts in the 
resulting image reconstructions.  This is because the dense material has a much higher x-ray 
attenuation level than the less dense material.  This dense material causes beam hardening and 
scattering that is much stronger than the material around it.  The detector pixels sensing the 
dense material are consequentially starved for photons, and their projection data becomes corrupt, 
leading to dark and bright streaking artifacts in the 3D image reconstructions (Mehranian et al. 
2013).  This streaking phenomenon was seen in scans conducted on Cor-Tuf, but since the fibers 
were relatively small and well distributed within the samples, the streaking was significantly 
limited compared to that which would be expected around a bulk metal object (Figure 6-1). 
  222 
 Figure 6-1.  Slice from a Cor-Tuf reconstruction exhibiting limited attenuation related streaking. 
For these reasons, even with high-power x-ray sources, it is difficult to obtain high 
quality data for large reinforced concrete samples.  This is especially true since the area of most 
interest is the concrete material directly adjacent to the reinforcing bars, which is also the area 
most severely corrupted by the streaking effects.  Thus, part of the goal of Phase III was to 
attempt to overcome as many of the scanning limitations as possible through x-ray CT scan 
setting adjustments and image reconstruction modifications learned and developed in Phases I 
and II.  Another goal of Phase III was to demonstrate the extent of qualitative information about 
cracking around reinforcing bar that could be extracted in spite of some of the limitations in the 
quality of the images. 
It was predicted that the data from this series tests would allow for the investigation of 
many interesting phenomena that had not been adequately examined in this manner before.  
Unlike the Phase I tests that focused on pre-peak cracking of samples, the cracking seen in 
concrete during reinforcing bar tension tests was expected to be large enough to be easily viewed 
and characterized at the available x-ray CT scanning resolutions.   
In many previous research efforts, the surface cracks around concrete members were 
measured using both digital and manual methods, but there has been very little work on the 
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“unseen” internal crack structure and the propagation of cracks from the reinforcing bars to the 
sample surface.  Although surface cracks around prisms of concrete with embedded 
reinforcement loaded in tension tend to form “rings” around the sample and bar axis, the actual 
unseen behavior is expected to be much more complex.  This is because the angle of the cracks 
within the sample should change based on proximity to the location where the reinforcing bar 
emerges from the concrete.   
In the Phase III experiments, a demonstration was also sought of the nature of crack 
coalescence with distance from the reinforcing bar toward the sample surface.  It has long been 
accepted that larger amounts of cover result in better protection of reinforcing bars from 
corrosion because the number of cracks is reduced and their spacing increased (ACI 318-08 
2008).  It has been suggested, however, that this may be due in part to the nature of crack 
coalescence through the thickness of the concrete cover.   
On this understanding, very many small cracks may originate around the deformations in 
the reinforcing bar.  These cracks may then protrude to the surface of the sample, gradually 
coalescing into fewer and fewer large cracks.  Thus, although only a limited number of cracks 
may be seen at the surface, these cracks may be much larger in size than the small cracks deeper 
beneath the sample surface.  Furthermore, the intrusion of corrosive substances, such as saltwater, 
into the large cracks at the surface could still attack the reinforcing bar at many points along its 
surface through the propagation of the corrosive agent within the cracking structure.  If this is 
true, then current methods of predicting the corrosive protection of reinforcing bars based on 
concrete cover could possibly be modified to improve accuracy. 
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6.2 Sample Preparation 
6.2.1 Concrete Materials 
Once the decision had been made to conduct tests on reinforced concrete, the utility of 
investigating reinforcing effects on various concrete mix designs was evaluated.  Of course, the 
use of plain concrete with reinforcing bars was of primary interest since this is the most common 
use of reinforcing bar in the construction community.  To serve as this generic mix, SAM-35 was 
again selected.  Details of this mix are provided in Section 4.2.1.1.   
Two modifications to the original SAM-35 mix design were made during the casting of 
the Phase III samples.  First, BASF Pozzolith 700 N water reducing admixture was substituted 
for BASF Pozzolith 200 N.  Second, no air entraining admixture was used in the Phase III mix. 
A decision was made to pursue reinforced concrete testing with the Cor-Tuf material as 
well.  Although this material has significant levels of tensile strength (Roth et al. 2010), like 
many reinforced concretes, there are not established methods of accounting for this tensile 
strength in commercial construction.  Previous research has demonstrated that although the 
inclusion of steel fibers can greatly enhance the strength of concrete when the fibers are oriented 
either randomly or in a direction preferential to resist tension, fibers can also weaken the strength 
of concrete if they are oriented orthogonal to the direction of tensile resistance (Trainor 2011).  
As seen in Phase I, even when great care is taken to limit the extent of preferential fiber 
orientation, the physical casting process inevitably causes preferentially oriented fields of fibers.  
The preferential orientation of these fields is very difficult to predict with a significant level of 
accuracy. 
It is largely for these reasons that when fiber-reinforced concretes are used in commercial 
construction, they are often implemented alongside traditional steel reinforcing bars.  In this way, 
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the designers can be certain that they have provided adequate tensile reinforcement while also 
gaining the many advantages of fiber-reinforced concretes such as reduced permeability and 
increased toughness.  Thus, since the standard use of fiber-reinforced concretes often implements 
reinforcing bars, x-ray CT research on this configuration was assessed to be of significant 
interest to the engineering community. 
Since many of the bonding and cracking behaviors around the reinforcing bars are 
dependent on the mix design of the mortar within a fiber-reinforced concrete, it was necessary to 
also include a series of tests that utilized the Cor-Tuf matrix without fibers.  This would provide 
a control with which to compare data from the fiber-reinforced Cor-Tuf tests.  In addition, this 
high strength, non fiber reinforced mix design has been used in many research applications and is 
important for investigation in its own right. 
The Cor-Tuf versions selected for Phase III of this research program were the standard 
Cor-Tuf1 mixture (as in Phase I) and a mixture of Cor-Tuf identical to Cor-Tuf1, except for a 
lack of any steel fibers.  This mixture is known by the name Cor-Tuf2.  Cor-Tuf2 was also 
extensively characterized by Williams et al. (2009) and Roth et al. (2010).  Table 6-1 provides 
representative mechanical property values for the material that were found by these authors.  All 
values listed in Table 6-1 were taken from Williams et al. (2009) except for those values 
specifically listed as resulting from either the four point bending or splitting tensile tests, which 
were taken from Roth et al. (2010).   
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Table 6-1.  Cor-Tuf2 mechanical properties (Williams et al. 2009; Roth et al. 2010). 
Property Value 
Initial Bulk Modulus (K) 22.7 GPa 
Unconfined Compression Strength 210 MPa 
Initial Constrained Modulus (M) 43.1 GPa 
Initial Shear Modulus 15.3 GPa 
Poisson’s Ratio 0.22 
Specific Gravity 2.77 
Young’s Modulus  
     Uniaxial Strain Test 37.5 GPa 
     Four-Point Bending Test (Avg.) 36.4 GPa 
Tensile/Flexural Strength  
     Direct-Pull Test 8.88 MPa 
     Four-Point Bending Test (Avg.) 14.1 MPa 
     Splitting Tensile Test 10.4 MPa 
 
Four-point bending test values included in Table 6-1 were estimated by averaging the 
strengths and modulii, respectively, resulting from each four point bending test series conducted 
by Roth et al. (2010).  Although these bending test series were conducted on samples of different 
sizes, their results were relatively consistent.  Thus, an average of their resulting values was 
thought to provide an adequate estimate of material properties. 
The reinforcing bar used in these experiments is designated as Grade 420, #10 bar using 
ASTM SI designations (Grade 60, #3 bar using ASTM U.S. customary unit designations) 
(ASTM A615/A615M 2013).  This reinforcing bar is 9.5 mm in nominal diameter with a 
minimum yield strength of 420 MPa and a minimum tensile strength of 620 MPa. 
It was difficult to predict, prior to the execution of experiments, the exact strength of 
samples tested in such a unique configuration (see Section 6.2.2).  It was also feared that any 
steel reinforcing bar larger than 9.5 mm in diameter would be too thick for the x-ray beam to 
effectively penetrate and would lead to poorly reconstructed images.  Thus, the 9.5-mm-diameter 
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reinforcing bars were selected because they were thought to allow for sufficient x-ray penetration 
while having a high likelihood of experiencing concrete pullout prior to bar rupture.   
Prior to the fabrication of the Phase III samples, x-ray CT scans were conducted on a set 
of prototype Cor-Tuf samples (both with and without fibers) of varying diameter containing 9.5-
mm-diameter reinforcing bars.  Only the Cor-Tuf material was included in these scans because 
its high density made it the most susceptible to insufficient x-ray penetration.  
These scans verified that sufficient x-ray penetration could be achieved and 
reconstruction images of acceptably high quality produced for samples with a diameter of 76 mm 
and a 9.5-mm diameter reinforcing bar at the sample center.  These sample and reinforcing bar 
dimensions were, thus, selected for the fabrication of the Phase III samples.  To achieve this 
level of penetration, the x-ray source and detector had to be moved closer to one another than the 
maximum distance used in Phase I.  This type of adjustment was also necessary for scanning the 
Phase II samples and is described in more detail in Section 5.3.2.   
6.2.2 Test Method 
One of the primary problems encountered during the Phase I experiments was that, since 
the samples had to be unloaded during scanning, cracks within the material were able to close, 
which made them more difficult to identify given the image resolution level.  This was 
unavoidable, however, because the presence of a load frame within the scanner would not have 
been practical since the structural members connecting the upper and lower loading plates would 
inevitably have entered the field of view of the scanner and severely damaged the reconstructions 
by inhibiting x-ray penetration. 
For the Phase III tests, however, it was discovered that the reinforcing bar could be pulled 
out without an external load frame by utilizing a hydraulic jack that was supported on the sample 
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surface.  This discovery was made during the literature review by observing the reinforcing bar 
loading mechanism used by Martin (2006).  Although, initially, a nearly identical hydraulic 
system was sought for the Phase III research, a number of drawbacks of this test setup were 
discovered and improvements were made prior to testing. 
One major drawback of using a hollow core hydraulic ram as the only load carrying 
component is that such rams are not manufactured to hold sustained load.  These ram systems are 
made primarily for use in the prestressing and post-tensioning industries.  In these applications, it 
is assumed that once the desired jacking load has been achieved, the strand will be immediately 
secured using a gripping chuck and that the ram will then be removed.  An investigation into the 
capabilities of these jack systems revealed that manufacturers would, in general, not guarantee 
that the hydraulic ram could maintain a sustained level of load for more than one minute. 
Consideration was made of accepting some level of load bleed-off during the scans as 
long as this could be recorded from the load cells on the sample.  This soon proved impractical, 
however, since it would have been very difficult to record those measurements during the scan 
given that the sample had to be isolated, was spinning, and would have to remain connected to 
the hydraulic jack and all instrumentation wiring. 
After a series of iterations with different load frame concepts, that shown in Figure 6-2 
and Figure 6-3 was selected.  Using this frame, the hydraulic jack could be used to place a 
desired level of load/displacement on a given reinforcing bar.  Once this loading had been 
achieved, the set screws could be tightened and the hydraulic ram de-pressurized.  The primary 
advantage of this system was that the set screws were able to perpetually hold sustained 
displacement on the reinforcing bar.  A major secondary advantage, however, was that since the 
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ram was de-pressurized after loading, the hydraulic jack and hoses could be disconnected from it, 
which greatly simplified the placement of the sample within the scanner (Figure 6-4). 
 
Figure 6-2.  Layout of Phase III reinforcing bar loading mechanism. 
 
Figure 6-3.  Photographs of Phase III reinforcing bar loading mechanism. 
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 Figure 6-4.  Example of reinforcing bar loader configuration during a scan. 
Throughout the Phase III experiments, an Enerpac RCH-120, 107-kN capacity hollow 
core hydraulic cylinder was used to load the samples.  This was pressurized using an Enerpac P-
392 two-speed hand pump.  This hydraulic cylinder had a maximum stroke of 7.87 mm, although 
the required reinforcing bar displacement for failure was often more than 50 mm.  This was 
accommodated by fabricating a series of 6.35-mm plates.  After the hydraulic cylinder reached 
its maximum stroke, the set screws on the loader were tightened, the pressure was relieved on the 
hydraulic cylinder, and one of the 6.35 mm plates was inserted beneath the hydraulic cylinder.  
Once this was completed, the process could start over again. 
The reinforcing bar was gripped with a steel collar containing conical wedge grips, 
similar to chuck systems made for gripping prestressing strands.  The steel collar and conical 
wedge grips were both purchased from Howlett Machine Works and were product numbers W-
3/4 and PH-3/4, respectively.  The edges of the wedge grips were ground down slightly in an 
attempt to produce a stronger grip on the reinforcing bar prior to the start of testing.   
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An aluminum plate was placed between the load cell and the sample surface (as shown in 
Figure 6-2) to prevent loss of image resolution at the boundary due to lack of sufficient x-ray 
penetration through steel.  Aluminum has x-ray attenuation characteristics much closer to those 
of concrete than steel. 
6.2.3 Sample Fabrication 
To ensure that the reinforcing bar was placed with the correct location and orientation, 
holes were drilled perpendicular to the surface of large wooden blocks and reinforcing bars of 
appropriate length were inserted.  Holes were then drilled in the bottom center of molds 
approximately 76 mm in diameter and 152 mm in height and these molds were placed over the 
reinforcing bars (Figure 6-5).  The reinforcing bars were embedded 121 mm into the concrete 
samples.  The interfaces between the bottom of the molds and the wood blocks were sealed using 
silicone caulk to prevent concrete leakage. 
 
Figure 6-5.  Reinforced concrete sample mold prior to casting. 
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A Hobart model H-600 floor mixer was used to mix the Cor-Tuf (both with and without 
fibers) (Figure 6-6).  Both Cor-Tuf batches were approximately 0.020 m3 in volume.  The order 
of the mixing process was similar to that described in Section 4.2.3.3, but was completed much 
quicker because the Hobart mixer was able to much more thoroughly amalgamate the material 
than a concrete mixing truck.  The water-to-cement ratio used in both of these concrete mixes 
was exactly that prescribed by the mix design in Table 4-3. 
 
Figure 6-6.  Cor-Tuf mixing on the Hobart floor mixer. 
During the mixing of the Cor-Tuf without fibers, all dry materials were added gradually 
to the mixer, while it was operating, over the course of approximately two minutes.  After a 
further minute of mixing, the water and admixture were added.  The material was then mixed 
until it was visually observed to have reached a fluid, self-consolidating consistency.  This took 
approximately five more minutes. 
During the mixing of the Cor-Tuf with fibers, all dry materials were added gradually to 
the mixer, while it was operating, over the course of approximately two minutes.  After a further 
minute of mixing, the water and admixture were added.  The material was then mixed until it 
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was visually observed to have reached a fluid, self-consolidating consistency.  This also took 
approximately five more minutes.  Then, fibers were added and the material was mixed for a 
further two to four minutes prior to casting.  The material was cast once the glued fiber bundles 
appeared to have disintegrated and the fibers were visually observed to be well dispersed within 
the mixture.   
A Worthington revolving drum mixer with 0.085 m3 capacity was used to mix the SAM-
35.  The SAM-35 batch was approximately 0.028 m3 in volume.  Exact mixing times were not 
recorded for the SAM-35 casting.  The material was cast once all of the concrete materials 
appeared to be evenly dispersed within the mixture.  The total mixing time was estimated to be 
approximately ten minutes. 
All of the Phase III samples were cast by hand using small scoops.  Samples containing 
Cor-Tuf (both with and without fibers) were cast on a lightly vibrating table to consolidate the 
concrete and eliminate entrapped air.  For the SAM-35 samples, on the other hand, the molds 
were cast in layers, with each layer being rodded and tapped using a procedure similar to that 
recommended in ASTM C31/C31M (2012).  This was also intended to consolidate the material 
and eliminate entrapped air. 
After casting, SAM-35 samples were cured in a fog room at 100% humidity.  Although 
Cor-Tuf is generally cured in a steam room, a decision was made to cure the samples for this test 
series in a temperature controlled lime water bath.  It was thought that this would allow the Cor-
Tuf material to undergo a sufficient curing regime while leaving the exposed reinforcing bar 
protruding out of the bath water and, thus, out of danger of significant corrosion.  The ERDC had 
a record of success with this curing method during past Cor-Tuf fabrication.   
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At 28 days, standard UC samples of all three concrete mixes were tested for strength.  
Although the SAM-35 samples were found to have strength within the expected range 
(APPENDIX B), Cor-Tuf samples both with and without fibers were found to break at unusually 
low strength.  It was thought that this shortfall in strength may have been partially due to a 
malfunction in the lime water bath temperature regulator, which allowed the bath to reach 40°C, 
which is much lower than the 90°C generally prescribed for curing. 
Given the unacceptably low strengths of the Cor-Tuf samples and the malfunction during 
curing using the lime water bath, a decision was reached to cast a new set of Cor-Tuf samples 
with and without fibers and to cure these using the normal steam process.  This second set of 
samples was cast using similar mixing, casting, and consolidation processes as well as similar 
sample geometries to the first set of samples.  The exact mixing procedures and times already 
listed in this section are those recorded during the casting of this second batch, although there 
was little variation with the mixing process for the first batch. 
In order to cure these samples in the steam room, protection was needed for the 
reinforcing bars.  Any type of surface coating was ruled out as this might inhibit proper gripping 
of the bars during later mechanical testing.  Instead, the bars were fitted with small plastic pipes 
and sealed at the base and top of each pipe using silicone caulk during curing (Figure 6-7).  
These samples achieved full strength and were used for the mechanical testing program 
(APPENDIX B).  Upon the completion of curing, the caulk and plastic pipes were removed from 
all samples. 
  235 
 Figure 6-7.  Reinforced Cor-Tuf sample with reinforcing bar protected from corrosion during curing. 
6.3 Instrumentation 
Because the ultimate tensile strength of the reinforcing bar was guaranteed to exceed 44 
kN, a load cell of at least 66 kN was needed to ensure that the measurement range would not be 
exceeded.  This additional capacity allowed for the likely scenario of reinforcing bar 
significantly stronger than its guaranteed ultimate strength.  For all Phase III experiments, 
Transducer Techniques® model THD-15K-T through-hole load cells were used, which had a 
capacity of approximately 67 kN. 
It was also essential to obtain some measure of ram displacement during the experiments.  
It was not possible to measure the displacement of the reinforcing bar at the top surface of the 
sample relative to its starting position.  Rather, measurements were recorded of the change in 
distance between the top plate of the set screw load frame and the aluminum plate on top of the 
sample surface.  Although this measurement included both reinforcing bar deformation inside the 
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sample and deformation between the top of the sample and the top of the load frame, it fulfilled 
its primary purpose by guiding the operator of the hand pump during the loading of the sample.  
By monitoring this displacement, the operator could identify yielding within the reinforcing bar 
and slipping of the reinforcing bar grips.   
The LVDTs used in Phase III were Trans-Tek, Inc. model 0218-00000.  These LVDTs 
had a much longer maximum stroke (±50.8 mm) than the LVDTs used in Phase I.  The LVDTs 
were mounted on either side of the load frame to account for rotations of the frame/reinforcing 
bar in the displacement measurements (Figure 6-3).   The DAQ system used for the Phase III 
experiments was identical to that described for Phase I. 
6.4 Experiments 
Similar to the experimental approach in Phase I, the Phase III experiments were planned 
such that CT scans would be taken at increments of load/displacement to measure the initiation 
and spread of damage prior to failure.  Table 6-2 provides a summary of these proposed load 
increments.  Table 6-3 provides a test plan with all samples that were loaded and scanned during 
the experimental program. 
Table 6-2.  Loading regime for Phase III experiments. 
Scan Number Event 
1 Pre-load 
2 Load reached reinforcing bar yield strength (29.4 kN) 
3 Load reached reinforcing bar ultimate strength (44.0 kN) 
4 Sample or reinforcing bar break 
5 Measured displacement reached twice the displacement at break 
6 Measured displacement reached four times the displacement at break 
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Table 6-3.  Phase III test plan. 
Test Name Test Description 
SR1 9.5-mm Dia. Reinforcing Bar Encased in 76-mm Dia. SAM-35 Cylinder 
SR2 9.5-mm Dia. Reinforcing Bar Encased in 76-mm Dia. SAM-35 Cylinder 
CRN1 9.5-mm Dia. Reinforcing Bar Encased in 76-mm Dia. Cor-Tuf (No Fibers) Cylinder 
CRN2 9.5-mm Dia. Reinforcing Bar Encased in 76-mm Dia. Cor-Tuf (No Fibers) Cylinder 
CRF1 9.5-mm Dia. Reinforcing Bar Encased in 76-mm Dia. Cor-Tuf (With Fibers) Cylinder 
CRF2 9.5-mm Dia. Reinforcing Bar Encased in 76-mm Dia. Cor-Tuf (With Fibers) Cylinder 
CRF3 9.5-mm Dia. Reinforcing Bar Encased in 76-mm Dia. Cor-Tuf (With Fibers) Cylinder 
 
Initial plans for the experimental program included two samples of each concrete type.  
These samples were tested in the order shown in Table 6-3.  During experiments on SAM-35 and 
Cor-Tuf without fibers, concrete failure occurred dramatically with total loss of strength, thus 
negating the need for any post-break load steps.  During the experiments on Cor-Tuf with fibers, 
it was noted that significant slipping of the reinforcing bar grips occurred after the first load step.  
This was noticed for two reasons.  First, the load cell did not measure ultimate load even after an 
unusually large amount of pumping of the hydraulic jack (APPENDIX C).  Second, small metal 
scraps were noticed on top of the reinforcing bar grips (Figure 6-8). 
 
Figure 6-8.  Steel scraps on top of reinforcing bar grip caused by slipping. 
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It was thought that this slipping occurred for two reasons.  First, it was believed, based on 
inspection, that the teeth of the reinforcing bar grips dulled during the initial SAM-35 and Cor-
Tuf without fibers tests to such an extent that they were no long capable of sufficiently gripping 
the reinforcing bars (Figure 6-9).  Second, it appeared that repeated testing with the same grips 
led to brittle cracking failure within the grips (Figure 6-10).  After the failure of the reinforced 
concrete samples, photographs of the reinforcing bars were taken to demonstrate the extent of 
slippage that occurred (Figure 6-11). 
 
Figure 6-9.  Dulling of grip teeth after repeated loading. 
 
Figure 6-10.  Brittle cracking of grip after repeated loading. 
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 Figure 6-11.  Example of a reinforcing bar which has experienced significant grip slippage. 
These problems with the slipping of reinforcing bar grips were overcome by stacking two 
reinforcing bar chucks on top of each other, effectively providing twice the grip.  Since the 
slippage of the grips severely compromised the usefulness of the displacement data collected 
during the first two experiments on Cor-Tuf with fibers, a third experiment was added that 
utilized the double chuck stacking throughout.  The first two experiments were also stopped once 
slippage was observed, and the samples were refitted with double stacked chucks prior to testing 
to failure.  All Cor-Tuf samples with fibers experienced failure of the reinforcing bar prior to any 
major damage to the concrete.  Thus, the post-break loading increments planned in Table 6-2 
were never used. 
6.5 Data Analysis 
For a range of reasons, to be discussed later, quantitative void analysis was not completed 
for the Phase III samples.  Analysis of fiber orientation was, however, completed for comparison 
with Phase I.  This required the application of both fiber “hardening-type” correction algorithms 
and orientation analysis algorithms using methods similar to those derived for Phase I. 
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6.6 Results 
6.6.1 Qualitative Analysis 
6.6.1.1 Rendering of Sample Images 
The method selected for display of cracking structure in the Phase III results is a series of 
images of single slices within the sample taken at various increments of sample height and width, 
similar to those provided for the Phase I and II samples.  In the images that follow, the final scan 
of each sample is provided since that scan was taken when the sample was at its maximum level 
of damage (Figure 6-12 - Figure 6-18).  The legend of cross section locations provided for Phase 
I (Figure 4-40) can also be used as a reference when reviewing Figure 6-12 - Figure 6-18.  For 
each figure, moving from left to right and then top to bottom, the image locations are as follows: 
sample base, one fifth of sample height, two fifths of sample height, three fifths of sample height, 
four fifths of sample height, top of sample, half of sample width (x direction), and half of sample 
width (y direction).  This should allow the reader to thoroughly evaluate the structure of cracks 
relative to both sample height and width. 
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 Figure 6-12.  Rendering for final scan of sample SR1. 
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 Figure 6-13.  Rendering for final scan of sample SR2. 
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 Figure 6-14.  Rendering for final scan of sample CRN1. 
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 Figure 6-15.  Rendering for final scan of sample CRN2. 
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 Figure 6-16.  Rendering for final scan of sample CRF1. 
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 Figure 6-17.  Rendering for final scan of sample CRF2. 
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 Figure 6-18.  Rendering for final scan of sample CRF3. 
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Within each of these samples, cracking was also generally visible in the loading phases 
prior to failure, although at a much smaller scale.  As can be observed from Figure 6-16 - Figure 
6-18, it is very difficult to identify the presence of cracks in non-failed concrete when presented 
as standard image renderings.  Thus, pre-failure standard image renderings of crack structure 
have generally not been included within this report.  The crack structures present within pre-
failure images are best observed through individual inspection of the high resolution images at 
very high levels of zoom. 
6.6.1.1.1 Observations Based on SAM-35 Sample Images 
In many of the images taken from the SAM-35 sample scans, such as the top two images 
in Figure 6-13, it is clear that the cracks shift their paths significantly in order to take advantage 
of the weak planes afforded by interfacial transition zones (ITZs) between the aggregates and the 
mortar.  This emphasizes the importance of better understanding the structure of the ITZ for 
properly modeling damage and its effects.  Unfortunately, the data from Phases I, II, and III of 
this research program were not of high enough resolution to improve understanding of the ITZ. 
This weakness within the ITZ did not, however, totally prevent the splitting of aggregate 
by growing cracks as can be seen in many of the images, most notably in the top left image of 
Figure 6-12.  Thus, the aggregate must also be well characterized in damage modeling and the 
assumption of ITZ only cracking not made. 
For both SR1 and SR2, failure was by splitting of the concrete.  Both samples appeared to 
split with three primary radial cracks.  The air void seen at the bottom of SR1 in the bottom 
images of Figure 6-12 was not present in the pre-failure images.  The bottom right image of this 
figure shows clearly the extent of reinforcing bar pull-out during failure.  What appears to be a 
very large void in the bottom left image is actually part of one of the radial cracks viewed from 
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its side.  As mentioned during the Phase I analysis, these types of phenomena make the 
documentation of 3D x-ray CT data through 2D images difficult to accomplish with clarity. 
Also visible within the bottom images of Figure 6-12 and Figure 6-13 are the presence of 
multiple cone type cracks, which begin at multiple lugs along the reinforcing bar surface, but 
coalesce into fewer cracks as they protrude toward the external surface of the samples.  This is an 
indication that for many reinforced concrete applications, the measurement of surface cracks 
may only be an indication of a much larger number of cracks deeper within the sample.  This 
characteristic is important for many applications, most especially for corrosion. 
From all of the scan data both prior to and after failure, it was apparent that the cone type 
of cracking that occurred at the sample tops tended to initiate at the location of bar lugs, as would 
be expected.  This often resulted in the emergence of two or three cone cracks “stacked” in layers 
at a spacing equal to some integer multiplied by the distance between lugs (i.e., the cones might 
have been spaced by one or more lugs that did not show significant cracking).  This behavior is 
most visible in Figure 6-12 and Figure 6-13. 
Figure 6-19 provides an image of sample SR1 prior to the initiation of any major damage.  
It is clear from this image that there were large air voids along the sample perimeter that were 
not typically found within its center.  There were many examples of this phenomenon, of which 
this was only one.  The presence of perimeter voids was due to the casting of the sample within 
plastic cylinders that the air bubbles stuck to during casting.  It is, thus, ideal to core samples 
from a larger slab if possible, as in Phase I, so that there are uniform material properties 
throughout the entire sample.  This was, however, not practical for Phase III because of the 
geometric constraints imposed by the reinforcing bar and the additional time and resources that 
would have been required. 
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 Figure 6-19.  Scan image of SR1 prior to the initiation of damage showing large air voids along its perimeter. 
Although cracking is very difficult to identify within standard renderings of concrete 
samples taken prior to failure, Figure 6-20 provides a high zoom image of SR1 prior to failure, 
which shows the presence of cone cracking at the top of the sample.  Typical of this test series, 
these cone type cracks appeared to initiate from the lug locations and grew at around 45° relative 
to the reinforcing bar axis, indicating a shear type failure. 
 
Figure 6-20.  Pre-failure initiation of cone type cracks at the top of sample SR1 originating at lug locations. 
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The sample failure in the SAM-35 experiments also led to the creation of a rubble area 
around the reinforcing bar (Figure 6-21).  This is an indication that mechanisms besides pure 
radial splitting and top shear (cone-type) cracking were present.  It is likely that once sufficient 
strength had been reduced through radial splitting and top shear cracking, the rest of the bonded 
lugs sheared off their confinement.  This meant that after failure, the reinforcing bar was often 
significantly displaced from its initial position.  This combination of rubble around the bar and 
movement of the bar made it very difficult to determine the exact location of crack initiation 
relative to the reinforcing bar lugs in the post-failure images.  These initiation points generally 
had to be determined through the examination of the pre-failure scan images for SAM-35. 
 
Figure 6-21.  Post-failure high zoom image showing concrete rubble along reinforcing bar for SR1. 
Another phenomenon also became apparent in the Phase III data that made a Phase I type 
of void analysis difficult to conduct.  Within images collected with the reinforcing bar present, 
the area immediately around the bar appeared to be somewhat brighter than the rest of the 
sample.  This was especially apparent for the areas of cracking close to the reinforcing bar 
(Figure 6-22).  This meant that it was not sufficient to use a single, universal intensity threshold 
to isolate the voids as was done in Phase I. 
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 Figure 6-22.  Slice image of SR2 post-failure exhibiting center brightness. 
Unlike the fiber-less Cor-Tuf samples (discussed in the next section), none of the SAM-
35 samples exhibited a complete severing of the bottom of the sample during failure.  However, 
Figure 6-23 does provide an indication that some tension/shear cracking had begun at the bottom 
of the reinforcing bar, even if it had not expanded to total failure.  It is thought that mechanisms 
similar to those that caused the severing of the bottom of the fiber-less Cor-Tuf samples 
described in Section 6.6.1.1.2 were also at work in this case but, overall, played a much less 
significant role in the SAM-35 response. 
 
Figure 6-23.  Post-failure image of SR2 exhibiting some tension/shear related cracking protruding from the 
bottom of the reinforcing bar. 
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6.6.1.1.2 General Observations Based on Fiber-Less Cor-Tuf Sample Images 
Although both the SAM-35 and the fiber-less Cor-Tuf samples were, in their essence, 
composed of brittle cementitious material surrounding a reinforcing bar, they exhibited quite 
different failure mechanisms.  What samples from both materials shared was the presence of 
radial cracks protruding out from the reinforcing bar and the presence of cone-type shear 
cracking at the top of the reinforcing bar.  The fiber-less Cor-Tuf samples also, however, 
experienced a third major failure mechanism, which was the complete severance of the bottom of 
the sample below the bottom of the reinforcing bar (Figure 6-14 and Figure 6-15). 
The cracks at the bottom of the reinforcing bars that severed the bottoms of the fiber-less 
Cor-Tuf samples appeared to exhibit much lower slopes than the cone-type cracks at the top of 
the reinforcing bars.  This is an indication that the crack along the bottom of the reinforcing bar 
was due to tension rather than shear.  This failure mechanism is unique since the bottom of the 
sample was not anchored against the pulling of the reinforcing bar and, thus, would not seem to 
inherently resist its pull-out. 
The answer to what caused this type of failure was indicated by the changing number of 
radial cracks over the height of the samples. Figure 6-15 shows that the sample had four radial 
cracks near the bottom of the reinforcing bar, but that the number of large radial cracks gradually 
grew to six at the top of the sample.  Similar phenomena were seen in Figure 6-13 for SAM-35, 
where the third radial crack was very small at the bottom of the reinforcing bar but grew much 
larger in proportion to the other radial cracks towards the top of the sample. 
This growth in radial cracks with sample height is an indication of greater radial 
expansion of the sample towards its top.  This is not surprising since strain in the reinforcing bar 
was the highest close to the loader and applied the most load to the surrounding concrete.  This 
variation in radial expansion over height, however, also created a moment at the bottom of the 
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reinforcing bar, where there was effectively no expansion force.  It is thought that the cracking at 
the bottom of the reinforcing bars for the fiber-less Cor-Tuf samples was due to this moment. 
Another mechanism that appears to have contributed to the severing of the samples below 
the reinforcing bars was the survival of the material immediately adjacent to the reinforcing bar.  
Unlike the SAM-35 samples, which exhibited significant rubble around the reinforcing bars, the 
material over the length of most of the fiber-less Cor-Tuf bars remained intact, with the locations 
of individual reinforcing bar deformations remaining imprinted in the material.  This is an 
indication that the reinforcing bars broke out of the fiber-less Cor-Tuf primarily through radial 
expansion of the samples, whereas the SAM-35 sample reinforcing bars broke out through 
shearing the concrete along the lugs combined with radial expansion. 
It is also thought that a slight cupping of the top of the concrete samples caused by the 
plastic molds used for casting could have made a minor contribution to the moment and variable 
expansion phenomena described above.  These top cupping effects were present in all Phase III 
samples, however, so they should not have significantly impacted the differential behavior seen 
among samples of varying material. 
Fiber-less Cor-Tuf is thought to experience this type of failure because it is much more 
brittle than SAM-35.  This makes fiber-less Cor-Tuf unable to sustain a highly variable level of 
expansion over its height without cracking in flexure.  The high shear strength of fiber-less Cor-
Tuf also makes it difficult for lugs of the reinforcing bars to directly shear off the material 
around them. 
Even for such a brittle material as fiber-less Cor-Tuf, some pre-failure cracks were visible 
within the scan images (Figure 6-24).  Typically, the number of radial cracks visible prior to 
failure increased with sample height, similar to the number of radial cracks seen in the post-
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failure scans.  As with the post-failure samples, no radial cracking was visible in the pre-failure 
scans of fiber-less Cor-Tuf below the bottom end of the reinforcing bars. 
 
Figure 6-24.  Slice image of CRN1 under the first cycle of load showing the presence of small radial cracks. 
Figure 6-25 is interesting because it provides an image of a cone-type crack that appears 
to have initiated between lug locations.  This phenomenon was very rare and may only have 
occurred in the most severe cracking stages during failure.  A crack may occur at such a location 
due to the presence of air voids creating an area of significant weakness, the presence of 
abnormally strong bond between the reinforcing bar and the concrete material due to chemical 
interaction, roughness (such as lettering) on the bar surface, or numerous other phenomena. 
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 Figure 6-25.  Post-failure image of CRN1 showing the rare initiation of a cone type crack at a non-lug location. 
Figure 6-26 provides a good summary of many of the phenomena seen during the 
reinforcing bar pull-out tests.  This image was taken of a slice through the sample width just 
behind the location of the reinforcing bar.  The first phenomenon demonstrated by this figure is 
the growth in radial cracking with height.  In this figure, the radial cracks run vertically through 
the image, and a single radial crack at the bottom of the sample splits into two radial cracks as it 
moves towards the top.  This is consistent with the behavior of other samples seen in this testing 
program and led to a growing number of radial cracks with increasing sample height.  This, in 
effect, meant that the top of the sample was able to radially expand to a greater extent than the 
lower portions of the sample. 
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 Figure 6-26.  Post-failure image of CRN2 taken just beyond the depth of the reinforcing bar. 
Also visible within Figure 6-26 is the presence of multiple cone-type cracks at the top of 
the sample.  At least three distinct layers of cone-type cracking can be seen initiating from the 
center of the sample (the reinforcing bar location), but these cone layers coalesce, such that there 
are fewer cracking layers that emerge at the sample surface.  Notable is the interesting interaction 
between the radial and cone type cracks, leading to the creation of multiple small, square shaped 
pieces of separated concrete material at the sample top. 
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At mid-height on the left side of Figure 6-26 there is also a small, cone-type crack present 
that has a slope slightly less than that of the cracks within the cones at the top of the sample.  The 
presence of this type of crack is possible at any location along the reinforcing bar where stress 
buildups are significant enough to fail the concrete material.  It appears that this crack initiated at 
the same location as the separation of the two radial cracks.  This may indicate that radial crack 
separation and accompanying growth in sample expansion led to a buildup of stress and moment 
at this location. 
Finally, Figure 6-26 also displays the typical severed bottom section seen in the fiber-less 
Cor-Tuf experiments.  It is clear that the crack severing the bottom of the sample is not always 
perfectly level and that it often has hooked ends at the sample edges.  The exact slope and 
geometry of this bottom crack may depend on its interaction with the radial cracks and with the 
presence of weak zones within the concrete due to anisotropic distribution of voids. 
6.6.1.1.3 General Observations Based on Cor-Tuf with Fibers Sample Images  
During the Phase III experiments, Cor-Tuf samples with fibers always failed through 
rupture of the reinforcing bar above the top of the concrete surface of the sample.  This was 
somewhat unfortunate in that the goal of this research was to examine concrete material response 
during reinforcing bar pull-out.  However, this type of failure also served as a demonstration of 
the positive effect that the inclusion of steel fibers can have on reinforcing bar pullout strength.   
It was possible, however, to observe from the Cor-Tuf images, the locations and 
orientations of cracks caused by the reinforcing bars prior to the breaking of those bars.  As 
noted in the scan data from SAM-35 and fiber-less Cor-Tuf, these pre-failure cracks generally 
continued to grow in size after their initiation and were the primary large cracks that led to 
eventual failure.  Thus, although concrete pullout failure of the Cor-Tuf samples with fibers did 
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not occur, predictions about the type of failure that the samples would eventually have 
experienced can be asserted with some confidence. 
A number of phenomena within Figure 6-16 - Figure 6-18 merit identification and 
explanation.  First, it is clear from many of these images (most notably Figure 6-18) that the 
distribution and orientation of the fibers is not isotropic.  In these figures, many more fibers may 
be isolated on one side of a reinforcing bar than on the other side.  Also, it is clear from these 
images that the fibers at the top and bottom of the samples were far more likely to be horizontal 
in orientation than those at the center.  This happened because the fibers were against a flat 
surface at the top of the sample during casting and were troweled at the bottom surface (the 
samples were cast upside down).  Obviously, fibers cannot cross a flat or troweled surface 
perpendicularly and, thus, were forced into horizontal positions. 
It is also clear from these images that the reinforcing bars were not perfectly centered 
throughout the entire height of the samples.  This was the case because the reinforcing bars could 
only be centered within the wood block on which the samples were cast and at the top surface of 
the samples (bottom surface during casting).  Thus, some reinforcing bars skewed off center as 
they protruded into the sample either because of a slightly non-perpendicular hole in the wood 
block, movement of the reinforcing bar during casting, or bending in the reinforcing bar.  This 
was not thought to have significantly affected the results of these experiments, however, since 
cracking was primarily isolated at the top of the samples where the reinforcing bars were 
centered.  This did, however, cause the strange reinforcing bar images in Figure 6-17 and Figure 
6-18, which provide the illusion of reinforcing bars that vary in thickness over their height. 
Given the coloration and resolution of Figure 6-16 - Figure 6-18, it is very difficult to 
discern any material cracking with the naked eye, although such cracking was certainly present 
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within the samples.  Thus, exposition of crack characteristics within the samples will have to be 
demonstrated here through the inclusion of high zoom images such as Figure 6-27. 
 
Figure 6-27.  High zoom image of cone-type cracking at the top of CRF2 prior to reinforcing bar failure. 
This image demonstrates the presence of cone-type cracks at the top of sample CRF2 
prior to reinforcing bar rupture.  Visible in this image are diagonal cone-type cracks extending 
from at least the top four reinforcing bar lugs.  These diagonal cracks are more uniform and 
closer in spacing than what was typically seen in the SAM-35 and fiber-less Cor-Tuf results.  
This was most likely due to the toughness of Cor-Tuf with fibers which allowed, through 
distributed cracking, reinforcing bar elongation to penetrate deeper within the sample, rather than 
resulting in global concrete rupture. 
It was also clear in the Phase III results that fiber distribution had a significant impact on 
the structure of cracks.  Figure 6-28 demonstrates that the area of low fiber density on the left 
was far more susceptible to cracking than the high fiber density area on the right.  At least two 
distinct cone-type cracks are visible on the left, originating at lug locations, while the right side 
of the image shows no clear cracking.  The presence of additional, very small cracks may exist 
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on the left and the right, but they are difficult to discern largely because of the streaks that occur 
in the image around the fibers.  These streaks are a reconstruction artifact caused by material 
attenuation differences, as discussed in Section 6.1.2. 
 
Figure 6-28.  High zoom image of cone-type cracking at the top of CRF3 after reinforcing bar rupture. 
Although the primary mode of cracking seen in the experiments on Cor-Tuf with fibers 
was cone-type cracking at the top of the sample, some radial cracks were also visible in the data.  
These cracks tended to occur close to the top of the samples and in areas that were lacking in 
fiber density.  This is clearly shown in Figure 6-29 where three small radial cracks are visible at 
the top of sample CRF2 in a location where few fibers are present. 
  262 
 Figure 6-29.  Presence of small radial cracks near the top of CRF2. 
Finally, the extent to which applied load might be responsible for maintaining crack 
openings was sought.  It was thought that the removal of load could cause cracks in the concrete 
material to close.  Unlike the rest of the samples tested in this research program, the Phase III 
Cor-Tuf samples represented a material scanned both loaded and unloaded with similar states of 
damage.  Qualitative assessments indicated that for many samples, cracks were more prominent 
within the loaded, pre-failure images than in the unloaded, post-failure images (Figure 6-30).  
This appeared to be especially true for the area immediately around the reinforcing bar, which 
was logical since that was the area with the most significant change in strain when unloaded.   
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Figure 6-30.  Image of cracking in CRF3 both before (top) and after (bottom) reinforcing bar failure.  The top 
image was scanned under near-ultimate load.  Bottom image was scanned unloaded. 
It was, however, unclear to what extent this variation in the images might also have been 
due to darkening of the top of the sample in the post-failure images due to the removal of the 
aluminum cap.  In any case, it was not possible to easily quantify this phenomenon, and further 
research into this area is recommended in order to obtain a more comprehensive understanding 
of the relationship between scanned cracking structures and sustained load. 
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6.6.2 Quantitative Analysis 
6.6.2.1 Void Analysis 
Void analyses for Phase III were avoided given the effort required for their completion 
and the lack of expected usefulness of their results.  Unlike in Phase II, the definition of sample 
boundaries in Phase III was much more straightforward.  Both damaged and undamaged scan 
images were also collected for the Phase III samples, which were not available for Phase II.  
Void analysis of Phase III samples was, thus, avoided for a series of reasons completely different 
than those given for Phase II. 
Primary among the justifications for avoiding a Phase III void analysis was the 
inadequacy of measurements such as void volume and void surface area to account for the 
complex cracking phenomena present during reinforcing bar pullout.  These measurements were 
analyzed for the cracking within the Phase I samples because tests were selected that were 
expected to result in cracking primarily related to strength and stiffness characteristics of a single 
stress state.  Thus, cracking within samples subjected to UC testing was expected to be primarily 
the result of compression failure.  Similarly, cracking within samples subjected to DPT was 
expected to be primarily the result of tension failure. 
For the reinforcing bar pullout experiments, however, the cracking that occurred during 
testing was the result of diverse phenomena, as described in the qualitative analysis of the Phase 
III scan images.  Some cracks were due to radial splitting caused by tensile expansion forces 
while other cracks were due to shear forces, such as the cone-type cracks at the tops of samples.  
Cracks also occurred throughout the height of samples such that cracks at the sample bottom 
often resulted from significantly different phenomena (such as moment) than those occurring at 
the top of the sample.  Thus, the use of single cracking measurements, such as void volume and 
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void surface area, would not have adequately captured the mechanics of the actual failure 
process. 
6.6.2.2 Fiber Analysis 
A fiber orientation analysis was conducted for Phase III using methods identical to those 
employed during the Phase I analysis (Figure 6-31).  For all calculations completed as part of the 
Phase III fiber analysis, the center reinforcing bar was automatically removed from the fiber field 
through an imposed limitation on fiber width.  The analysis methods used to calculate these 
properties are described in Section 4.5.2.5.3. 
 
Figure 6-31.  Mean and peak orientation of fibers relative to the cylindrical axis with standard of deviation error 
bars for Phase III Cor-Tuf samples with fibers. 
A number of conclusions can be drawn from these fiber orientation results.  First, it is 
clear from the data that all three samples showed a propensity for higher angles of orientation 
relative to the cylindrical axis (the axis of the reinforcing bar).  Since the cylindrical axis was 
vertical during the experiments, high angles relative to that axis can be thought of as skewing 
towards horizontal orientation.  It is thought that this orientation skew was caused by troweling 
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at the bottom surface of the sample and by the flat surface of the top of the sample imposed by 
the plastic mold during casting (the samples were cast upside down).  These effects were also 
observed and described in the qualitative analysis of the Phase III images. 
It is also clear that the size of the standard of deviation from the mean was similar among 
the Phase III samples and more consistent with the ideal uniform distribution than those seen in 
Phase I, which may indicate that the Phase III fibers were not as tightly confined within a single 
range of orientations.  This finding can be visually confirmed through a comparison of 
renderings of typical fiber distributions seen in Phase I and Phase III (Figure 6-32).  This is 
contrary to the common assumption that fiber reinforced concrete cast in smaller sample 
volumes is more susceptible to preferential fiber orientation.   
 
Figure 6-32.  Rendering of typical fiber distributions seen in Phase I, represented by sample C3-6-C13M (left), 
and Phase III, represented by sample CRF3 (right). 
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This decrease in preferential fiber orientation was probably a result of the Phase III 
casting process, in which molds were filled by hand with concrete scoops.  This prevented the 
thorough alignment of fibers during flow into the molds, as was seen during the Phase I casting.  
This may provide an indication that fiber alignment is, in general, more influenced by casting 
method than by sample size. 
It should be noted, however, that the mode orientation for each Phase III sample was 
either close to or beyond one standard of deviation from the mean of the uniform distribution.  
This phenomenon was significantly more pronounced that that which occurred in the Phase I 
samples.  This further emphasizes the variance of the fiber distribution in the Phase III samples 
from the ideal uniform distribution that is often assumed. 
Phase I demonstrated clearly that the spacing analysis resulted in inconsistent results due 
to the touching of fibers and, thus, a fiber spacing analysis was not repeated as part of Phase III.  
A fiber density analysis of the Phase III scan images was also avoided, for a number of reasons.   
First, the measured fiber densities would not have been representative of the cast material 
since the Phase III samples included a reinforcing bar in their centers, which decreased the 
available volume for fibers.  Further, the shrink-wrap algorithm used for determining sample 
boundaries had difficulties distinguishing between the reinforcing bar emerging at the top of the 
sample and the concrete itself.  This made the determination of the proper sample boundaries for 
density analysis difficult.  Given the complexity that would be required to resolve these problems 
and the lack of usefulness of their solution, time and resources were focused in other areas to 
maximize research impact. 
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6.7 Conclusions 
The results of Phase III led to a number of important conclusions regarding both the 
capabilities of x-ray CT in concrete research and the performance of the materials tested.  Prior 
to this research, little x-ray CT scanning of reinforced conventional concrete samples had been 
completed, and no x-ray CT research on very high-strength or fiber-reinforced concrete samples 
with reinforcing bars was known to have been completed.  This set of experimental data showed 
decisively that x-ray CT can provide high quality images of samples both with and without steel 
fibers containing reinforcing bars with diameters up to 9.5 mm.  It was also found, however, that 
it is difficult to conduct quantitative assessments of void properties because of the brightened 
area around the reinforcing bars in the images. 
The images of failed reinforced concrete samples showed that a number of different 
cracking types, such as cone-type shear cracking at the top of the sample and radial-type tensile 
cracking around the circumference, are typically present within reinforcing bar pull-out samples.  
This means that the use of quantitative void measurements is of less value for measuring damage 
for these samples since void characteristics are unable to capture the multiple cracking 
phenomena related to varying stress states.   
These varying crack types also provided an excellent demonstration that the number of 
cracks appearing on the surface of concrete samples is often very different than the number of 
cracks present along the surface of the reinforcing bars within those samples.  This finding merits 
further investigation in other research programs and indicates that surface inspection methods 
may be insufficient for assessing damage within reinforced concrete members, especially when 
related to the penetration of corrosive substances. 
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Additionally, each of the different material types exhibited a different failure mechanism.  
While SAM-35 samples experienced a typical radial splitting type failure mechanism, the brittle 
nature of Cor-Tuf without fibers resulted in a radial splitting failure that was combined with 
flexural failure of the concrete at the bottom of the reinforcing bar.  This flexural failure resulted 
from the greater radial expansion of the sample at the pulled end of the reinforcing bar than at its 
embedded end. 
The Cor-Tuf samples with fibers all exhibited failure of the reinforcing bar itself rather 
than the concrete material.  This showed that the fibers had a significant positive impact on 
restraining the radial cracking within the samples and improving their pull-out strength.  Images 
from these experiments also provided an indication that the presence of sustained load on a 
sample during scanning can have a significant impact on the observed cracking in the x-ray CT 
images because the load helps to hold open the cracks. 
It would be ideal to obtain x-ray CT images of reinforced Cor-Tuf samples with fibers 
that experience concrete rather than reinforcing bar failure in order to record the crack structure.  
This would be difficult, however, since the use of samples with smaller diameters would likely 
result in severely restrained fiber orientations.   
The best solution would probably be an increase in the reinforcing bar size, but that 
would likely have a detrimental impact on the quality of the resulting images.  This is because 
the present configuration appeared to effectively represent an upper bound for what the x-ray 
source used in this program could successfully penetrate with significant intensity while 
maintaining sufficient image sharpness.  To overcome these limitations, a larger x-ray source 
would probably need to be used, which would significantly decrease the effective resolution of 
the images. 
  270 
An alternate solution would be to use reinforcing bars of much higher strength within the 
samples.  This would probably result in the desired concrete failure mechanisms without 
significantly increasing the x-ray attenuation of the sample.  These reinforcing bars would not, 
however, be representative of the majority concrete structures since high strength reinforcing 
bars are very rare in most construction. 
 A final conclusion than can be drawn from the Phase III data is that fiber anisotropy is 
probably related more closely to casting method than to sample size.  When compared with the 
Phase I data, the Phase III fiber orientations showed characteristics closer to those expected for 
uniform fiber distributions, such as wider standard deviations.  This decrease in preferential fiber 
orientation was probably a result of the Phase III casting process, in which molds were filled by 
hand with concrete scoops.  This prevented the thorough alignment of fibers during flow into the 
molds, as was seen during the Phase I casting.  Much further research is needed in this area to 
assess the relative contributions of sample size, casting method, and fiber type on fiber density 
and orientation. 
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CHAPTER 7 
 
CONCLUSIONS 
7.1 Behavior of Concrete Materials 
This research program demonstrated that x-ray CT provides a powerful and useful 
method for making both qualitative and quantitative measurements of material structure within 
relatively large samples.  The program also showed that x-ray CT can be successfully used for a 
number of atypical applications with considerable success, such as in combination with ballistic 
testing and reinforcing bar pull-out testing. 
The types of material performance phenomena that could be successfully measured using 
qualitative and quantitative techniques were significantly different.  However, for each of these 
techniques, similar behaviors were seen in all of the different testing phases, in spite of their 
diverse materials and loading conditions.  Thus, with regards to the behavior of concrete 
materials, the conclusions of this research were optimally organized by analysis method rather 
than testing phase and are presented in detail below. 
7.1.1 Conclusions Resulting from Qualitative Analysis of X-Ray CT Images 
The qualitative data collected throughout the various experimental phases of this program 
demonstrated the usefulness of x-ray CT for a number of purposes.  First, these qualitative 
material data served as an excellent quality control method for verifying the consistency of the 
material structure within the samples.  The qualitative data also allowed for post-test verification 
of predicted damage behavior.   
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7.1.1.1 DPT Cracking Structure Highly Dependent on Fiber Orientations 
Qualitative evaluation of material damage structure resulting from the experiments was 
responsible for identifying a DPT failure mechanism within the Cor-Tuf samples that was 
significantly at deviance with the theoretical cracking structure typically expected.  The cracking 
structures in these CT images exhibited a single failure plane for each sample that was similar to 
what would typically be expected during shear failure.  These failure patterns did not appear to 
contain any significant tensile splitting type components, which are the primary characteristic of 
the theoretical DPT cracking structure.  Thus, it appeared that for the Cor-Tuf samples, a far 
lower portion of mechanical energy was devoted to tensile related damage than previously 
predicted.  Further, a strong correlation was identified between fiber orientation and cracking 
structure, which provided a compelling example of the dependence of the DPT on the orientation 
of fibers within a specific sample.   
Thus, the Phase I results provided evidence that for safe and efficient use of fiber-
reinforced concrete materials in structural design, anisotropy of fiber orientation must be 
accounted for during mechanical performance characterization.  Further, a recommendation was 
made that tensile tests that are able to account for anisotropic fiber orientation and dispersion 
should be assessed as possible alternatives to current tensile property testing methods. 
7.1.1.2 Fiber Size Appears to be Directly Related to Optimal Crack Spanning Width 
X-ray CT images of ultra-high performance concrete (UHPC) with varying fiber types 
subjected to ballistic loading indicated that fiber size may have a significant impact on the 
cracking structure resulting from spall.  Specifically, the images indicated that each fiber size 
may have a specific crack width that it excels in bridging.  Thus, more distributed macro-
cracking was visible for larger fiber types than for smaller ones.   
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There were strong indications, however, that the concretes containing smaller fibers were 
able to absorb more fracture energy.  This provided evidence that at a much smaller scale, a 
wider distribution of micro-cracks would be expected within the x-ray CT images of samples 
with smaller fibers.  Unfortunately, however, the level of resolution necessary to see these small 
cracks was higher than that available during this research program.  A number of alternate 
explanations of the observed damage from these experiments are also available and more 
research has been recommended, especially with much higher resolution images, before firm 
conclusions can be drawn. 
7.1.1.3 Concrete Brittleness has a Significant Effect on Reinforcing Bar Pull-Out Failure 
Evaluation of x-ray CT images was also responsible for the identification of unique 
failure mechanisms for each of the three different concrete materials tested for reinforcing bar 
pullout.  Using these images, it was possible to identify the effect of concrete brittleness in 
accommodating variable levels of expansion over the length of the reinforcing bars.  The more 
brittle concrete mixtures appeared to suffer from moment related cracking at the embedded end 
of the reinforcing bars because of this differential expansion. 
7.1.1.4 The Addition of Fibers to High-Strength Concrete Significantly Improves Reinforcing Bar 
Pull-Out Strength 
These experiments also demonstrated the significant effect that fibers have in improving 
the reinforcing bar pull-out strength of concrete.  The fibers appeared to cause these increased 
pull-out strengths by providing significant amounts of confinement around the reinforcing bars 
and, thus, limiting radial expansion cracks.  This indicates that the inclusion of fibers into 
concrete could play a major role in decreasing the length needed to develop the full pull-out 
strength of reinforcing bars.  This characteristic could be used advantageously in scenarios where 
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there is little space within members for providing the necessary development length required for 
embedded reinforcing bars. 
7.1.2 Conclusions Resulting from Quantitative Analysis of X-Ray CT Images 
The unique capabilities of x-ray CT were also demonstrated through the quantification of 
various material properties within images taken at different damage states.  Thresholds for both 
voids and fibers were selected automatically by algorithms developed during this research, and 
these material components were isolated further into separate images.  This allowed for the 
measurement of various quantities such as the volume and surface area of voids and the density 
and orientation of fibers.   
7.1.2.1 Demonstration of Quantitative Relationships between Mechanical Performance Parameters 
and Measured Concrete Cracking 
Through the evaluation of changing void characteristics, information could be extracted 
about the growth of cracking damage since increases in void volume and surface area after the 
initial, undamaged scan of a sample should be directly related to cracking damage.  This 
quantitative data offered a unique opportunity for obtaining damage relationships that are crucial 
to accurate numerical damage modeling.  Trends were identified within the UC and DPT data 
linking both the variation in stiffness and the work of load over multiple load cycles with 
growing void volume and surface area.  These trends could be defined mathematically and 
implemented directly into numerical damage models to describe the behavior of mechanical 
damage variables based either on stiffness degradation or work of fracture. 
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7.1.2.2 Fiber Orientations Shown be Highly Anisotropic  and Related to Casting Method 
Important conclusions can also be drawn from the quantitative data about fiber 
distribution and orientation.  Statistical analysis of the fiber distributions seen in the Phase I 
samples indicated that the orientation of the fibers was highly anisotropic and not well described 
by common assumptions of uniform fiber orientation distribution.  These observations have 
significant implications for the use of fiber-reinforced concretes at the structural level since the 
slab from which the samples were extracted was of structural scale.  If the fibers within a 
structural member are predominantly oriented in a direction that is parallel to the direction of 
primary cracking, these fibers could have a negative rather than positive impact on overall 
strength since they create a weak cohesion zone that aids crack growth. 
Critical to ensuring that fiber-reinforced concretes perform as intended within structural 
components will be obtaining a more thorough understanding of the effects of casting method on 
the resulting material structure.  The flow of the concrete material from the chute of the concrete 
truck was thought to be a major factor in causing the highly anisotropic fiber distributions typical 
of the Phase I images.  In Phase III, smaller samples were cast by hand that exhibited much less 
fiber anisotropy and demonstrated fiber orientation distributions more similar to a uniform fiber 
orientation distribution.  This provided an indication that the level of fiber anisotropy may be 
more dependent on casting method than on sample size. 
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7.2 Development of New Research Methods 
7.2.1 Development of New Experimental Methods 
7.2.1.1 Development of a Loading System for Applying Sustained Deformation to Reinforced 
Concrete Samples During X-Ray CT Scanning 
A new loading system was designed and fabricated which can be used to apply sustained 
deformation to reinforcing bars during pull-out testing.  This loading system is an improved 
version of the concept originally used by Martin (2006).  By sustaining reinforcing bar 
deformation during x-ray CT scanning, the crack closure that occurs during unloading, which is 
typically necessary to allow scanning, is largely eliminated.  Thus, this new loading system 
enables the observation of much larger and more accurate cracking structures.  This loading 
system also has two LVDTs and a load cell implemented into the frame to allow for user 
evaluation of material performance during loading. 
Using this loading system and variations thereof, it should be possible for researchers to 
scan larger samples under load than has typically be feasible for x-ray CT.  This has the potential 
to result in the collection of large amounts of high quality load performance and quantitative 
cracking data for concretes containing large material components such as aggregate and steel 
fibers.  This data would be of great value in the development of numerical models, which are 
capable of accurately simulating the performance of concretes at the structural level. 
7.2.1.2 Identification of Test Characteristics Necessary to Obtain Useful Quantitative X-Ray CT 
Damage Data 
Evaluation of the data from x-ray CT scans of the ballistic and reinforcing bar pull-out 
samples demonstrated that quantitative assessment of damage using the methods described in 
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this dissertation can only be conducted with significant success whenever four conditions are 
met.  First, images of the undamaged samples must be available to serve as a baseline for 
comparison with the post-test (damaged) sample images.  These initial images of samples are 
also the most useful for statistically quantifying fiber distribution and orientation, since damage 
can cause significant fiber bending and pull-out.   
Second, all or most of the damage seen within the samples must be related to a single 
type of stress phenomenon.  Thus, crack volumes and surface areas measured for pure 
compression or tension tests may be directly related to mechanical performance.  However, for 
tests such as reinforcing bar pullout, which exhibit multiple cracking phenomena related to 
varying stress states such as shear, tension, and moment, a single cracking measurement such as 
volume or surface area is insufficient to capture the complexity of the actual damage structure. 
Third, all sample material must be retained within each of the scan images.  This is 
because relationships created from the quantitative damage data generally assume that, through 
assessment of the cracking structures, all fracture energy absorbed by the samples can be 
accounted for.  If, however, some material is missing, then the quantitative data cannot account 
for all of the absorbed energy and is, thus, not representative of the global material performance.  
Examples of the detrimental impact of material loss can be seen both in some Phase I samples 
that experienced unrecoverable material loss during mechanical failure and Phase II samples that 
required material removal in order to enable scanning with sufficient x-ray penetration. 
Fourth, it must be possible to accurately define the boundaries of the sample in each of 
the scan images.  This boundary definition is required in order to separate internal voids from 
external voids so that the internal void properties can be measured directly.  Significant craters or 
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other surface irregularities can make it difficult to properly identify the actual surface of a 
sample without resorting to surface erosion techniques that may also erode internal cracks. 
7.2.1.3 Development of a Standard Scanning Procedure and Troubleshooting Steps for X-Ray CT 
of Concrete Materials 
During this research program, it became apparent that there was no known source for 
obtaining step-by-step instructions for conducting x-ray CT scanning of concrete materials using 
proven techniques and procedures.  This was identified as obstruction, which hinders concrete 
researchers with little past exposure to x-ray CT scanning from becoming involved with and 
succeeding in x-ray CT research. 
During this program, the optimal settings and procedures necessary for collecting high 
quality x-ray CT images of concrete samples were identified by a combination of training, 
literature review, and trial and error.  To aid future researchers within this field, these procedures 
were systematically arranged and compiled to form CHAPTER 3 of  this dissertation.  This 
chapter is intended to provide much of the general background knowledge necessary in order to 
successfully scan large and dense concrete samples using x-ray CT.  By providing these 
instructions for x-ray CT scanning, it is hoped that the greater use of x-ray CT within the 
concrete research community will be further advanced. 
In all cases, however, researchers will still need to be properly trained with the specific x-
ray CT scanning system that they are using if they intend to operate it independently.  The 
procedures provided in this dissertation must always be evaluated relative to the manufacturer’s 
operation and repair instructions for each specific scanning system and the manufacturer’s 
instructions should always be followed in the case of any conflict with the procedures provided 
in this dissertation. 
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7.2.2 Development of New Image Processing Methods 
7.2.2.1 Development of Automated Threshold Selection Algorithms for Identifying Material 
Components 
The definition of accurate and consistent values of threshold intensity between air and 
mortar/aggregate and between mortar/aggregate and fibers is essential to ensure consistent 
separation of x-ray CT images of concrete samples into their individual material components.  
For many previous concrete x-ray CT research programs, these thresholds were manually 
defined based on visual inspection, which does not work well for data sets similar to those 
assessed during this program for two reasons.  First, the variation of performance within open x-
ray sources can cause a variation in the brightness of images of the same sample taken at 
different times.  Second, the use of visual identification is not practical for large number of 
scans. 
Thus, during this research program, MATLAB algorithms were written which are 
capable of identifying, in an automated fashion, the values of threshold intensity between air and 
mortar/aggregate and between mortar/aggregate and fibers.  These algorithms should enable 
future research programs to more quickly and accurately assess fiber and damage characteristics 
of concrete materials. 
7.2.2.2 Refined Shrink-Wrap Algorithm for Use with Large Data Sets and Images of Heavily 
Damaged Samples 
Crucial to the accurate assessment of both void and fiber properties within a sample is the 
accurate definition of the external sample boundaries.  This definition has typically been 
completed using a shrink-wrapping algorithm (de Wolski 2011), but significant modifications 
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had to be made to this algorithm over the course of this research program in order to enable it to 
accurately analyze the samples that were used. 
One modification to the shrink-wrap algorithm was the addition of an automated routine 
for selecting the intensity threshold that would define the boundary between void and solid 
material.  As discussed in Section 7.2.2.1, this was initially defined in a manual fashion and not 
practical for large data sets such as those used during this research program. 
The shrink-wrap algorithm was also modified to include a limitation of the penetration 
depth allowed beyond the initial convex hull surrounding the solid sample material.  This 
eliminated the tendency of the algorithm to penetrate deep into the crack structures of severely 
damaged samples while still enabling it to properly isolate small surface features on the sample 
boundary such as strain gage wires. 
The final major modification to the shrink-wrap procedure was the reduction of image 
resolution through averaging.  Although this resulted in the sacrifice of some precision in 
defining the boundary of concrete samples, it yielded two principle advantages.  First, it resulted 
in computational speed and memory requirements which were reasonable for the analysis of 
large x-ray CT images without resorting to the use of supercomputing resources.   Second, it 
contributed to the elimination of unwanted surface objects from the sample boundary.  Most 
notable among these unwanted objects was the presence of low density woven wire connected to 
the strain gages on the sample surface. 
These shrink-wrap algorithm revisions should enable future researchers to analyze larger 
CT images of concrete samples and to measure internal cracking in severely damaged material.  
The automated definition of void-solid intensity thresholds within the images will also result in 
faster and more consistent image analysis. 
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7.2.2.3 Development of Reconstruction Artifact Removal Algorithms 
During this research program, algorithms were developed to remove, in an automated 
fashion, reconstruction artifacts causing both artificial variations in measured void characteristics 
with height and artificial variations in measured fiber characteristics with distance from the 
sample centroid.  These image artifacts are thought to result from the use of cone beam x-ray 
sources in combination with large and dense concrete samples.  Without the proper correction of 
these reconstruction artifacts, measured void and fiber characteristics were significantly skewed.  
In order for x-ray CT research of concrete to continue to advance in terms of the size of samples 
evaluated and the quality of results collected, these types of corrections will be necessary. 
7.2.2.4 Development of Automated Method for Calculating Crack Surface Areas and Volumes 
As a part of this research program, algorithms were written to calculate, in an automated 
fashion, the volume and surface area of cracking within a sample.  These parameters are crucial 
for the development of relationships between mechanical performance and measured crack 
characteristics.  Many past x-ray CT experimental efforts attempted to measure crack surface 
area in order to draw conclusions about the fracture energy absorbed within samples.  Most of 
these studies, however, relied to some extent on manual tracing of the crack structures by 
researchers to identify the location of small micro-cracks.  For research programs requiring the 
analysis of very large data sets, such as this research program, a manual crack tracing approach is 
impractical.   
For the algorithms developed during this research program, the assumption was made 
that all void volume and surface area within the initial, undamaged scan of a sample was related 
to entrained and entrapped air.  Thus, any additional void volume or surface area seen in later 
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scans of damaged samples could be assumed to be due to cracking and, thus, represented crack 
volume and crack surface area.   
These algorithms will enable the study of larger data sets for cracking behavior and will 
also result in more consistent results in the analysis of data sets of all sizes since no subjective 
human decisions about what constitutes cracking are required.  This, thus, provides a 
standardized method that can be used across all material and loading scenarios.  That means that 
it has the potential to lead to greater consistency among the results of different research programs 
and could enable the direct comparison of results across all research groups and experimental 
scenarios. 
7.2.2.5 Development of Statistical Method for Fiber Orientation Analysis 
Although other research programs have studied the anisotropic orientation of fibers 
within concrete and other materials, few have been able to quantify the level of anisotropy in 
forms that can be conceptualized and compared.  Algorithms were developed during this 
research program to quantify these levels of anisotropy statistically and compare them with a 
uniform distribution of fiber orientations.  Since the uniform distribution is an ideal, universal 
distribution with well defined statistical properties, it can be used as a benchmark for comparison 
with the statistical properties of the actual fiber distribution. 
One of the best parameters for evaluating this difference between the uniform and actual 
distributions was in terms of standard deviation of measured fiber orientations from the mean.  
This parameter is useful, since the uniform distribution is characterized by a very wide standard 
deviation of fiber orientations, while anisotropic fiber distributions tend to be characterized by 
narrow standard deviations, since the majority of fibers are oriented within only a narrow band of 
orientation angles. 
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Through the use of these statistical analysis techniques, the direct comparison of fiber 
orientation measurements across material and sample types should be possible.  These 
techniques could also be used to compare the fiber orientations characteristic of different casting 
methods and sample shapes.  This would enable researchers to better understand how these 
parameters can be optimized in order to obtain the most favorable fiber orientation fields for any 
given scenario. 
7.2.2.6 Compilation of MATLAB Code Enabling Complete Automated Analysis of Raw X-Ray CT 
Images 
Although many of the data analysis methods used during this research program had 
already been developed in previous studies, such as shrink-wrapping and Hessian-based 
orientation analysis, these algorithms had not been assembled into a single batch for the start to 
finish analysis of complex x-ray CT image properties.  For the analysis of concretes using x-ray 
CT, there are a number of standard operations that need to be completed in order to obtain useful 
results for most research programs.  Significant effort during this research program was devoted 
to compiling these various algorithms, upgrading them, and integrating them into a larger batch 
of data analysis algorithms. 
Once this process was completed, the resulting MATLAB algorithms were included in 
APPENDIX D.  When using these algorithms, the user inputs some initial parameters about the 
x-ray CT images and the raw images themselves into the function command that calls the 
MATLAB algorithms.  These algorithms should be capable of then running in sequence without 
any further user interaction, eventually resulting in the types of data and figures described in the 
quantitative results of Phases I, II, and III.  The qualitative analysis, however, will still have to be 
conducted visually since computer programs for x-ray CT analysis are still not able to detect 
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many important phenomena requiring engineering and mechanics knowledge to discover and 
understand. 
Thus, future research efforts should be able to obtain valuable quantitative material data 
using the algorithms included in APPENDIX D from the start of the data analysis.  This should 
allow these research programs to devote more time and resources to experiments and numerical 
modeling of the concrete materials themselves rather than to image processing.  It should also 
better enable these research programs to improve the accuracy and versatility of the image 
processing algorithms included in this dissertation. 
7.3 Research Significance 
These discoveries have the potential to yield significant insights to both the materials and 
structural engineering communities.  Using these data, the numerical modeling community can 
improve the accuracy and resiliency of current damage models by basing them on actual concrete 
cracking characteristics.  The material science community could also benefit from a better 
understanding of UHPC material structure and failure mechanisms.  This knowledge could be 
used for the tuning of concrete mix designs to produce more efficient materials.   
The commercial construction and design communities may benefit from experimental 
evidence provided by this program, which indicates that for safe and efficient use of fiber-
reinforced concrete materials in structural design, anisotropy of fiber orientation must be 
accounted for during mechanical performance characterization.  The data provided in this 
dissertation linking casting methods to fiber anisotropy levels could also be used to develop 
better provisions for casting fiber reinforced concrete which will result in the most optimal fiber 
placement for a given application. 
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CHAPTER 8 
 
RECOMMENDATIONS 
This research program demonstrated the vast array of experimental possibilities offered 
through the use of x-ray CT.  Throughout this process, it became clear that large knowledge gaps 
still exist within the engineering community, particularly relating to the internal structure of 
heterogeneous materials and the initiation and spread of damage during loading.  Thus, this field 
is expected to remain a rich area of study for future programs interested in standard and high-
performance concretes. 
Some of the most fruitful areas of potential study are in x-ray CT experimental research 
and in computational modeling of material damage.  Although it is theoretically possible to 
encompass both of these aspects into a single materials research program, this approach is 
generally quite difficult to successfully execute given the level of specialized expertise and time 
required in these two, quite different areas.  It is likely that such a synergy may be accomplished 
successfully only through large research programs including diverse researchers with multi-
disciplinary skills. 
For these reasons, it was clear that recommendations for future research efforts could be 
most logically divided into those primarily concerned with x-ray CT experiments and those 
concerned with computational modeling.  These recommendations are described in the two 
sections that follow.  The greater the synergy that can be maintained between the experimental 
and computational research efforts, the more likely that future research programs will achieve 
significant, useful results.  
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8.1 Recommendations for Future Experimental Research 
Among the most important research topics for fiber-reinforced concretes is obtaining a 
better understanding the effect of casting procedures on fiber distribution and orientation.  
Although much of this research can be completed through fluid mechanics modeling, 
experiments will also be required to validate the computational models.  These experiments will 
need to investigate the effects of various casting methods on concretes with different fiber types 
and different viscosities.  These experiments will also need to account for the behavior of 
concrete cast in members of different sizes and shapes as well as members with varying amounts 
of steel reinforcing bars.  It is likely that the contribution of fibers to the strength and toughness 
of fiber-reinforced concretes at the structural level will only be predictable with significant 
confidence once these experiments have been completed. 
A second area of productive x-ray CT experimental research would be the execution of 
efforts to identify the effects of crack closure on measured damage properties when sample load 
is removed.  The damage values measured in unloaded samples are typically thought to be 
smaller than those of loaded samples because of this closure.  It is also known that sustained 
loads will introduce some other, unintentional, factors such as creep that may partially corrupt 
the resulting x-ray CT images.  However, it is not usually possible at the present time to maintain 
large sustained loads on material samples during the x-ray CT scanning due to the limitations of 
most x-ray CT scanning laboratories.  The understanding of the effects of crack closure would 
enable researchers to more precisely interpret the results of both this program and of many others 
within the x-ray CT community of practice. 
Also of significant benefit, would be the investigation, using x-ray CT, of innovative 
tensile characterization tests, such as the Multidirectional Double Punch Test (MDPT) and the 
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Double Edge Wedge Splitting (DEWS) test, which are better able to account for anisotropy of 
fiber orientation than most current tensile property testing methods (Pujadas et al. 2014b; di 
Prisco et al. 2013).  During these experiments, it would be ideal for concretes of varying strength 
and fiber reinforcement to be evaluated.  By identifying more representative material 
characterization tests for fiber-reinforced concrete, safer and more efficient use of the material 
might be made in design and construction.  
In order to better assess the 3D cracking structures resulting from these experiments, the 
development of new visualization techniques for the CT images is recommended.  Ideally, these 
visualization techniques would enable the user to view cracking structures without the inclusion 
of void areas related to entrapped and entrained air.  The 2D visualizations created from specific 
perspectives of the 3D cracking structure should also be comprehensible in spite of the complex, 
tortuous cracking structure typical of most concrete characterization tests.  Various methods 
could be used to make progress toward these goals.   
One method for removing the void areas related to entrapped and entrained air would be 
to compare images of damaged samples with initial, undamaged sample images using digital 
image correlation (DIC).  Through successful DIC of the two images, portions of the damaged 
sample void visualizations due to initial entrapped and entrained air could be automatically 
removed.  It might also be possible to identify and remove these initial voids through shape 
identification since voids due to entrapped and entrained air tend to be relatively round with an 
aspect ratio close to one, while voids due to cracking tend to be long, narrow, and jagged with 
very large aspect ratios. 
The comprehensibility of 2D visualizations created from specific perspectives of the 3D 
cracking structure could also be improved through the tuning various visualization effects within 
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the CT images.  These include the selection of optimal shadowing and light direction properties.  
The use of at least partial transparency for the crack voxels might also better enable viewers to 
understand the actual 3D structure from a single 2D perspective. 
Finally, it is believed that significant discoveries could be made through further 
investigation of concrete ballistic performance using x-ray CT.  Based on the ballistic research 
that was conducted as part of this program, a number of important recommendations can be 
made for future experiments in this field.  First, it will be critical to fabricate ballistics samples 
that can fit completely within an x-ray CT scanning apparatus so that no parts need to be severed 
from the samples prior to or after testing.  Second, any material that is ejected from the samples 
through cratering or spall needs to be carefully retained and included within the post-test scans in 
order to provide conservation of mass, which is critical for the measurement of damage 
properties such as void volume and void surface area.  Third, pre-test images must be collected 
of these ballistic samples to provide a baseline of material properties for comparison with post-
test measurements.  Quantitative damage data collected from these experiments could provide an 
empirical foundation for the calibration and validation of numerical models used to predict 
penetration in concrete. 
8.2 Recommendations for Future Computational Research 
8.2.1 Computational Damage Modeling 
 By using the data of this program and of previous x-ray CT research on concretes to 
calibrate and validate computational models, it is believed that significant benefits could be 
achieved.  Through the use of damage variables based on either stiffness degradation or fracture 
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energy, the damage trends demonstrated by this and other research efforts could be 
mathematically quantified and directly implemented to link mechanical performance directly to 
measured concrete cracking. 
Optimally, these new damage models would be compatible with common, commercially 
available finite element analysis programs so that they could be readily applied to complex 
structural scenarios.  This would allow for the results obtained using these new relationships to 
be compared directly with those calculated using existing material and damage models.  
Exploratory research into this area has revealed that an optimal vehicle for such an investigation 
might be the program Abaqus, which would allow for direct implementation of the new damage 
models using the available user defined material models (DSS 2011a, 2011b, 2011c). 
Many user defined material models exist for Abaqus including some for ultra-high 
performance concretes (UHPCs).  Relatively minor modifications to these models could allow 
for direct implementation of the aforementioned damage relationships.  An excellent example of 
such a material model that was configured for direct use with Abaqus is the Advanced 
Fundamental Concrete (AFC) model, which is one of the more advanced computational codes 
used by the U.S. Army for simulation of concretes subjected to dynamic and quasi-static 
loadings (Adley et al. 2010). 
Simulations completed using a modified version of the AFC or another Abaqus user-
defined material model could then be contrasted with the results of unmodified, existing material 
models within Abaqus, such as the concrete damaged plasticity (CDP) model and the cracking 
model.  A comparison of the resulting damage and mechanical performance predictions with 
experimental results would potentially provide a strong validation of the new damage 
relationships. 
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8.2.2 Fluid Dynamics Modeling of Concrete Casting 
 Significant results could also be achieved through the further evaluation of the effect of 
concrete casting processes on resulting concrete structure.  Of specific interest would be 
understanding how flow, troweling, and vibration effect the final distribution and orientation of 
the fibers within the concrete matrix.  These simulations could be modeled with significant 
accuracy using fluid dynamics computational modeling programs. 
 Of interest would be the investigation of not only various placement methods but also the 
potential effects of variations in fiber size, concrete matrix viscosity, the size and shape of 
formwork, and the effect of reinforcing bars and stirrups within the forms.  The definition and 
imitation of optimal casting procedures could have a dramatic effect on the overall strength and 
ductility achieved by fiber-reinforced concretes at the structural level. 
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APPENDIX A 
 
TABULAR RECORD OF X-RAY CT SCAN SETTINGS 
A.1 Phase I 
A.1.1 SAM-35 
A.1.1.1 Unconfined Compression 
 
Sample S3-6-S5M 
 Scan Date 10/16/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 150 kV 
    Current 620 µA 
    Wattage 93 W 
    Image Intensity at Center Not Recorded 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1609x3174x1609 
     Voxel Resolution 46 µm 
   
   
   
   
   
   
   
   
   
   
   
   
  300 
Sample S3-6-S5M 
 Scan Date 12/16/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 585.7 µA 
    Wattage 82 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.67 cm 
    Object to Detector 90.01 cm 
Reconstruction 
      Voxel Field 1574x3106x1574 
     Voxel Resolution 47 µm 
   
   
   Sample S3-6-S5M 
 Scan Date 12/17/2013 
 Previous Load Cycle 2 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.72 cm 
    Object to Detector 90.81 cm 
Reconstruction 
      Voxel Field 1609x3130x1609 
     Voxel Resolution 46 µm 
   
   
   
   
  301 
Sample S3-6-S5M 
 Scan Date 12/18/2013 
 Previous Load Cycle 3 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.88 cm 
    Object to Detector 90.81 cm 
Reconstruction 
      Voxel Field 1609x3174x1609 
     Voxel Resolution 46 µm 
   
   
   Sample S3-6-S5M 
 Scan Date 12/18/2013 
 Previous Load Cycle 4 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.88 cm 
    Object to Detector 90.65 cm 
Reconstruction 
      Voxel Field 1609x3174x1609 
     Voxel Resolution 46 µm 
   
   
   
   
  302 
Sample S3-6-S5M 
 Scan Date 12/19/2013 
 Previous Load Cycle 5 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.88 cm 
    Object to Detector 90.81 cm 
Reconstruction 
      Voxel Field 1609x3152x1609 
     Voxel Resolution 46 µm 
   
   
   Sample S3-6-S5M 
 Scan Date 12/19/2013 
 Previous Load Cycle 6 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2100 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.40 cm 
    Object to Detector 91.12 cm 
Reconstruction 
      Voxel Field 1652x3109x1652 
     Voxel Resolution 46 µm 
   
   
   
   
  303 
Sample S3-6-S5M 
 Scan Date 12/20/2013 
 Previous Load Cycle 7 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2100 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.40 cm 
    Object to Detector 91.12 cm 
Reconstruction 
      Voxel Field 1652x3109x1652 
     Voxel Resolution 46 µm 
   
   
   Sample S3-6-S6M 
 Scan Date 10/15/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 135 kV 
    Current 600 µA 
    Wattage 81 W 
    Image Intensity at Center Not Recorded 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.25 cm 
    Object to Detector 91.44 cm 
Reconstruction 
      Voxel Field 1608x3082x1739 
     Voxel Resolution 45 µm 
   
   
   
   
  304 
Sample S3-6-S6M 
 Scan Date 12/6/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 160 kV 
    Current 500 µA 
    Wattage 80 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1617x3043x1617 
     Voxel Resolution 47 µm 
   
   
   Sample S3-6-S6M 
 Scan Date 12/9/2013 
 Previous Load Cycle 2 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 160 kV 
    Current 518.8 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1609x3065x1609 
     Voxel Resolution 46 µm 
   
   
   
   
  305 
Sample S3-6-S6M 
 Scan Date 12/10/2013 
 Previous Load Cycle 3 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 165 kV 
    Current 497 µA 
    Wattage 82 W 
    Image Intensity at Center 1900 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.56 cm 
    Object to Detector 90.81 cm 
Reconstruction 
      Voxel Field 1609x3087x1609 
     Voxel Resolution 46 µm 
   
   
   Sample S3-6-S6M 
 Scan Date 12/12/2013 
 Previous Load Cycle 4 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 585.5 µA 
    Wattage 82 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.36 cm 
    Object to Detector 90.33 cm 
Reconstruction 
      Voxel Field 1609x3065x1609 
     Voxel Resolution 46 µm 
   
   
   
   
  306 
Sample S3-6-S6M 
 Scan Date 12/13/2013 
 Previous Load Cycle 5 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 585.7 µA 
    Wattage 82 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.40 cm 
    Object to Detector 91.12 cm 
Reconstruction 
      Voxel Field 1609x3087x1609 
     Voxel Resolution 46 µm 
   
   
   Sample S3-6-S6M 
 Scan Date 12/18/2013 
 Previous Load Cycle 6 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2100 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 54.77 cm 
    Object to Detector 91.76 cm 
Reconstruction 
      Voxel Field 1644x3178x1644 
     Voxel Resolution 45 µm 
   
   
   
   
  307 
Sample S3-6-S6M 
 Scan Date 12/18/2013 
 Previous Load Cycle 7 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.09 cm 
    Object to Detector 40.64 cm 
Reconstruction 
      Voxel Field 1644x3200x1644 
     Voxel Resolution 45 µm 
   
   
   Sample S3-6-S6M 
 Scan Date 12/19/2013 
 Previous Load Cycle 8 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2100 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 54.77 cm 
    Object to Detector 91.76 cm 
Reconstruction 
      Voxel Field 1689x3156x1689 
     Voxel Resolution 45 µm 
   
   
   
   
  308 
Sample S3-6-S6M 
 Scan Date 12/19/2013 
 Previous Load Cycle 9 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 2100 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 54.61 cm 
    Object to Detector 91.92 cm 
Reconstruction 
      Voxel Field 1733x3133x1733 
     Voxel Resolution 45 µm 
A.1.1.2 Double Punch 
 
Sample S3-3-S8UM 
 Scan Date 12/11/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 165 kV 
    Current 503 µA 
    Wattage 83 W 
    Image Intensity at Center 1700 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.21 cm 
    Object to Detector 107.16 cm 
Reconstruction 
      Voxel Field 2250x2281x2250 
     Voxel Resolution 32 µm 
   
   
   
  309 
Sample S3-3-S8UM 
 Scan Date 12/13/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 585.7 µA 
    Wattage 82 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 38.89 cm 
    Object to Detector 107.47 cm 
Reconstruction 
      Voxel Field 2250x2250x2250 
     Voxel Resolution 32 µm 
   
   
   Sample S3-3-S9UM 
 Scan Date 12/9/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 162 kV 
    Current 512.5 µA 
    Wattage 83 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 40.32 cm 
    Object to Detector 106.05 cm 
Reconstruction 
      Voxel Field 2242x2182x2242 
     Voxel Resolution 33 µm 
   
   
   
   
  310 
Sample S3-3-S9UM 
 Scan Date 12/10/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 162 kV 
    Current 524.7 µA 
    Wattage 85 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 2182x2182x2182 
     Voxel Resolution 33 µm 
   
   
   Sample S3-3-S10LM 
 Scan Date 10/15/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 135 kV 
    Current 538 µA 
    Wattage 72.6 W 
    Image Intensity at Center Not Recorded 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 45.72 cm 
    Object to Detector 101.6 cm 
Reconstruction 
      Voxel Field 1947x2000x1947 
     Voxel Resolution 38 µm 
   
   
   
   
  311 
Sample S3-3-S10LM 
 Scan Date 10/18/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 155 kV 
    Current 600 µA 
    Wattage 93 W 
    Image Intensity at Center 1500 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2242x2212x2242 
     Voxel Resolution 33 µm 
   
   
   Sample S3-3-S10LM 
 Scan Date 10/19/2013 
 Previous Load Cycle 2 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 170 kV 
    Current 620 µA 
    Wattage 105.4 W 
    Image Intensity at Center 1500 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2182x2212x2182 
     Voxel Resolution 33 µm 
   
   
   
   
  312 
Sample S3-3-S10LM 
 Scan Date 10/22/2013 
 Previous Load Cycle 3 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 165 kV 
    Current 515.2 µA 
    Wattage 85 W 
    Image Intensity at Center 1900 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2182x2242x2182 
     Voxel Resolution 33 µm 
   
   
   Sample S3-3-S10LM 
 Scan Date 10/23/2013 
 Previous Load Cycle 4 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 168 kV 
    Current 476.2 µA 
    Wattage 80 W 
    Image Intensity at Center 1900 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2182x2242x2182 
     Voxel Resolution 33 µm 
   
   
   
   
  313 
Sample S3-3-S10LM 
 Scan Date 10/24/2013 
 Previous Load Cycle 5 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 165 kV 
    Current 490.9 µA 
    Wattage 81 W 
    Image Intensity at Center 1900 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2182x2242x2182 
     Voxel Resolution 33 µm 
   
A.1.2 Cor-Tuf 
A.1.2.1 Unconfined Compression 
 
Sample C3-6-C10M 
 Scan Date 10/16/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 163 kV 
    Current 617 µA 
    Wattage 100.6 W 
    Image Intensity at Center Not Recorded 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 53.34 cm 
    Object to Detector 91.44 cm 
Reconstruction 
      Voxel Field 1739x3174x1739 
     Voxel Resolution 46 µm 
  314 
Sample C3-6-C10M 
 Scan Date 12/4/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 160 kV 
    Current 512.5 µA 
    Wattage 82 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1702x3170x1702 
     Voxel Resolution 47 µm 
   
   
   Sample C3-6-C10M 
 Scan Date 12/9/2013 
 Previous Load Cycle 2 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 472.2 µA 
    Wattage 85 W 
    Image Intensity at Center 1700 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1750x3104x1750 
     Voxel Resolution 48 µm 
   
   
   
   
  315 
Sample C3-6-C10M 
 Scan Date 12/16/2013 
 Previous Load Cycle 2 (Re-Scan) 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 160 kV 
    Current 518.8 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1702x3128x1702 
     Voxel Resolution 47 µm 
   
   
   Sample C3-6-C13M 
 Scan Date 10/16/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 163 kV 
    Current 617 µA 
    Wattage 100.6 W 
    Image Intensity at Center Not Recorded 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1609x3174x1609 
     Voxel Resolution 46 µm 
   
   
   
   
  316 
Sample C3-6-C13M 
 Scan Date 12/10/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 472.2 µA 
    Wattage 85 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.79 cm 
    Object to Detector 88.9 cm 
Reconstruction 
      Voxel Field 1617x3149x1617 
     Voxel Resolution 47 µm 
   
   
   Sample C3-6-C13M 
 Scan Date 12/13/2013 
 Previous Load Cycle 2 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 162 kV 
    Current 506.2 µA 
    Wattage 82 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.79 cm 
    Object to Detector 88.74 cm 
Reconstruction 
      Voxel Field 1583x3063x1583 
     Voxel Resolution 48 µm 
   
   
   
   
  317 
Sample C3-6-C13M 
 Scan Date 12/16/2013 
 Previous Load Cycle 3 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 162 kV 
    Current 506.2 µA 
    Wattage 82 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.04 cm 
    Object to Detector 89.06 cm 
Reconstruction 
      Voxel Field 1660x3191x1660 
     Voxel Resolution 47 µm 
   
   
   Sample C3-6-C13M 
 Scan Date 12/17/2013 
 Previous Load Cycle 4 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 160 kV 
    Current 518.8 µA 
    Wattage 83 W 
    Image Intensity at Center 1900 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.99 cm 
    Object to Detector 89.69 cm 
Reconstruction 
      Voxel Field 1830x3128x1830 
     Voxel Resolution 47 µm 
   
   
   
   
  318 
Sample C3-6-C15M 
 Scan Date 12/16/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 160 kV 
    Current 518.8 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 58.10 cm 
    Object to Detector 88.42 cm 
Reconstruction 
      Voxel Field 1583x3125x1583 
     Voxel Resolution 48 µm 
A.1.2.2 Double Punch 
 
Sample C3-3-C11M 
 Scan Date 12/16/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 162 kV 
    Current 512.3 µA 
    Wattage 83 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 107.00 cm 
Reconstruction 
      Voxel Field 2250x2313x2250 
     Voxel Resolution 32 µm 
   
   
   
  319 
Sample C3-3-C12M 
 Scan Date 12/4/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 443.2 µA 
    Wattage 82 W 
    Image Intensity at Center 1500 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 2242x2273x2242 
     Voxel Resolution 33 µm 
   
   
   Sample C3-3-C12M 
 Scan Date 12/9/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 472.2 µA 
    Wattage 85 W 
    Image Intensity at Center 1500 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 2242x2242x2242 
     Voxel Resolution 33 µm 
   
   
   
   
  320 
Sample C3-3-C12M 
 Scan Date 12/10/2013 
 Previous Load Cycle 2 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 472.2 µA 
    Wattage 85 W 
    Image Intensity at Center 1600 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 41.12 cm 
    Object to Detector 105.25 cm 
Reconstruction 
      Voxel Field 2235x2235x2235 
     Voxel Resolution 34 µm 
   
   
   Sample C3-3-C12M 
 Scan Date 12/13/2013 
 Previous Load Cycle 3 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 162 kV 
    Current 506.2 µA 
    Wattage 82 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 40.48 cm 
    Object to Detector 105.89 cm 
Reconstruction 
      Voxel Field 2242x2273x2242 
     Voxel Resolution 33 µm 
   
   
   
   
  321 
Sample C3-3-C12M 
 Scan Date 12/19/2013 
 Previous Load Cycle 4 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 160 kV 
    Current 531.3 µA 
    Wattage 85 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 40.32 cm 
    Object to Detector 108.43 cm 
Reconstruction 
      Voxel Field 2242x2333x2242 
     Voxel Resolution 33 µm 
   
   
   Sample C3-3-C16M 
 Scan Date 10/15/2013 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 600 µA 
    Wattage 84 W 
    Image Intensity at Center Not Recorded 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit  2 % 
Scanner Geometry 
      Source to Object 45.72 cm 
    Object to Detector 101.6 cm 
Reconstruction 
      Voxel Field 2054x2054x2054 
     Voxel Resolution 37 µm 
   
   
   
   
  322 
Sample C3-3-C16M 
 Scan Date 10/18/2013 
 Previous Load Cycle 1 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 170 kV 
    Current 555 µA 
    Wattage 94.4 W 
    Image Intensity at Center 1100 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2242x2242x2242 
     Voxel Resolution 33 µm 
   
   
   Sample C3-3-C16M 
 Scan Date 10/22/2013 
 Previous Load Cycle 2 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 175 kV 
    Current 514.3 µA 
    Wattage 90 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2182x2273x2182 
     Voxel Resolution 33 µm 
   
   
   
   
  323 
Sample C3-3-C16M 
 Scan Date 10/23/2013 
 Previous Load Cycle 3 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 444.4 µA 
    Wattage 80 W 
    Image Intensity at Center 1200 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2182x2273x2182 
     Voxel Resolution 33 µm 
   
   
   Sample C3-3-C16M 
 Scan Date 10/23/2013 
 Previous Load Cycle 4 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 448.1 µA 
    Wattage 80.7 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2182x2273x2182 
     Voxel Resolution 33 µm 
   
   
   
   
  324 
Sample C3-3-C16M 
 Scan Date 10/24/2013 
 Previous Load Cycle 5 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 178 kV 
    Current 460.7 µA 
    Wattage 82 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 2 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 39.37 cm 
    Object to Detector 106.68 cm 
Reconstruction 
      Voxel Field 2182x2303x2182 
     Voxel Resolution 33 µm 
   
   
      
 
  
  325 
A.2 Phase II 
A.2.1 Cor-Tuf with Bekaert OL 0.16/6mm Fibers 
 
Sample B3-6-S1 
 Scan Date 6/10/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 170 kV 
    Current 488.2 µA 
    Wattage 83 W 
    Image Intensity at Center 1500 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.47 cm 
    Object to Detector 69.69 cm 
Reconstruction 
      Voxel Field 1648x3074x1648 
     Voxel Resolution 54 µm 
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
  326 
Sample B3-6-S2 
 Scan Date 6/11/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 182 kV 
    Current 467 µA 
    Wattage 85 W 
    Image Intensity at Center 1700 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.31 cm 
    Object to Detector 69.85 cm 
Reconstruction 
      Voxel Field 1611x2963x1611 
     Voxel Resolution 54 µm 
   
   
   Sample B3-6-S3 
 Scan Date 6/13/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 160 kV 
    Current 518.8 µA 
    Wattage 83 W 
    Image Intensity at Center 1200 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 58.10 cm 
    Object to Detector 69.06 cm 
Reconstruction 
      Voxel Field 1636x2927x1636 
     Voxel Resolution 55 µm 
   
   
   
   
  327 
A.2.2 Cor-Tuf with Bekaert OL 0.2/10mm Fibers 
 
Sample B3-10-S4 
 Scan Date 6/11/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 459.5 µA 
    Wattage 85 W 
    Image Intensity at Center 1700 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.31 cm 
    Object to Detector 69.85 cm 
Reconstruction 
      Voxel Field 1648x2963x1648 
     Voxel Resolution 54 µm 
   
   
   Sample B3-10-S5 
 Scan Date 6/11/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 470.3 µA 
    Wattage 87 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.31 cm 
    Object to Detector 69.85 cm 
Reconstruction 
      Voxel Field 1648x2963x1648 
     Voxel Resolution 54 µm 
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Sample B3-10-S6 
 Scan Date 6/13/2014 
 Previous Load Cycle 0 
 Copper Plate 0.159 cm 
X-Ray Source Settings 
      Voltage 168 kV 
    Current 494 µA 
    Wattage 83 W 
    Image Intensity at Center 2200 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 58.10 cm 
    Object to Detector 69.06 cm 
Reconstruction 
      Voxel Field 1600x2945x1600 
     Voxel Resolution 55 µm 
A.2.3 Cor-Tuf with Bekaert 3D-55/30 BG Fibers 
 
Sample B3-Z-S7 
 Scan Date 6/11/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 178 kV 
    Current 477.5 µA 
    Wattage 85 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.31 cm 
    Object to Detector 69.85 cm 
Reconstruction 
      Voxel Field 1648x2963x1648 
     Voxel Resolution 54 µm 
   
   
  329 
Sample B3-Z-S8 
 Scan Date 6/12/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 470.3 µA 
    Wattage 87 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.31 cm 
    Object to Detector 69.85 cm 
Reconstruction 
      Voxel Field 1667x3000x1667 
     Voxel Resolution 54 µm 
   
   
   Sample B3-Z-S9 
 Scan Date 6/13/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 175 kV 
    Current 474.3 µA 
    Wattage 83 W 
    Image Intensity at Center 2200 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1600x2945x1600 
     Voxel Resolution 55 µm 
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A.2.4 Cor-Tuf with Nycon Type V Fibers 
 
Sample B3-N-S10 
 Scan Date 6/11/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 182 kV 
    Current 467 µA 
    Wattage 85 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 57.31 cm 
    Object to Detector 69.85 cm 
Reconstruction 
      Voxel Field 1667x2963x1667 
     Voxel Resolution 54 µm 
   
   
   Sample B3-N-S11 
 Scan Date 6/12/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 155 kV 
    Current 548.4 µA 
    Wattage 85 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 72 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 60.01 cm 
    Object to Detector 67.15 cm 
Reconstruction 
      Voxel Field 1754x2842x1754 
     Voxel Resolution 57 µm 
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Sample B3-N-S12 
 Scan Date 6/13/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 140 kV 
    Current 592.9 µA 
    Wattage 83 W 
    Image Intensity at Center 1200 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 46.51 cm 
    Object to Detector 52.55 cm 
Reconstruction 
      Voxel Field 1636x2945x1636 
     Voxel Resolution 55 µm 
 
  
  332 
A.3 Phase III 
A.3.1 SAM-35 
 
Sample SR1 
 Scan Date 8/7/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1700 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 52.07 cm 
    Object to Detector 75.57 cm 
Reconstruction 
      Voxel Field 1673x3082x1673 
     Voxel Resolution 49 µm 
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Sample SR1 
 Scan Date 8/7/2014 
 Previous Load Cycle 1 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1640x3100x1640 
     Voxel Resolution 50 µm 
   
   
   Sample SR1 
 Scan Date 8/7/2014 
 Previous Load Cycle 2 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1680x3140x1680 
     Voxel Resolution 50 µm 
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Sample SR2 
 Scan Date 8/7/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1700 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 52.71 cm 
    Object to Detector 74.93 cm 
Reconstruction 
      Voxel Field 1640x3080x1640 
     Voxel Resolution 50 µm 
   
   
   Sample SR2 
 Scan Date 8/7/2014 
 Previous Load Cycle 1 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1680x3100x1680 
     Voxel Resolution 50 µm 
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A.3.2 Cor-Tuf without Fibers 
 
Sample CRN1 
 Scan Date 7/8/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 74.93 cm 
    Object to Detector 72.71 cm 
Reconstruction 
      Voxel Field 1615x3077x1615 
     Voxel Resolution 52 µm 
   
   
   Sample CRN1 
 Scan Date 7/8/2014 
 Previous Load Cycle 1 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.25 cm 
    Object to Detector 72.71 cm 
Reconstruction 
      Voxel Field 1615x3077x1615 
     Voxel Resolution 52 µm 
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Sample CRN1 
 Scan Date 7/8/2014 
 Previous Load Cycle 2 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 170 kV 
    Current 488.2 µA 
    Wattage 83 W 
    Image Intensity at Center 1900 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.25 cm 
    Object to Detector 72.71 cm 
Reconstruction 
      Voxel Field 1654x3077x1654 
     Voxel Resolution 52 µm 
   
   
   Sample CRN2 
 Scan Date 7/8/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1800 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.25 cm 
    Object to Detector 72.71 cm 
Reconstruction 
      Voxel Field 1615x3077x1615 
     Voxel Resolution 52 µm 
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Sample CRN2 
 Scan Date 7/8/2014 
 Previous Load Cycle 1 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 55.88 cm 
    Object to Detector 72.71 cm 
Reconstruction 
      Voxel Field 1654x3077x1654 
     Voxel Resolution 52 µm 
   
   
   Sample CRN2 
 Scan Date 7/8/2014 
 Previous Load Cycle 2 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 170 kV 
    Current 488.2 µA 
    Wattage 83 W 
    Image Intensity at Center 2000 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.20 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1698x3057x1698 
     Voxel Resolution 53 µm 
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A.3.3 Cor-Tuf with Fibers 
 
Sample CRF1 
 Scan Date 8/11/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1500 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1623x3038x1623 
     Voxel Resolution 53 µm 
   
   
   Sample CRF1 
 Scan Date 8/11/2014 
 Previous Load Cycle 1 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1623x3057x1623 
     Voxel Resolution 53 µm 
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Sample CRF1 
 Scan Date 8/11/2014 
 Previous Load Cycle 2 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1660x3057x1660 
     Voxel Resolution 53 µm 
   
   
   Sample CRF1 
 Scan Date 8/12/2014 
 Previous Load Cycle 3 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 182 kV 
    Current 456.0 µA 
    Wattage 83 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1660x3057x1660 
     Voxel Resolution 53 µm 
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Sample CRF1 
 Scan Date 8/12/2014 
 Previous Load Cycle 4 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1623x3057x1623 
     Voxel Resolution 53 µm 
   
   
   Sample CRF1 
 Scan Date 8/13/2014 
 Previous Load Cycle 5 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1600 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1623x3057x1623 
     Voxel Resolution 53 µm 
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Sample CRF2 
 Scan Date 8/11/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1500 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1585x3057x1585 
     Voxel Resolution 53 µm 
   
   
   Sample CRF2 
 Scan Date 8/11/2014 
 Previous Load Cycle 1 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1585x3057x1585 
     Voxel Resolution 53 µm 
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Sample CRF2 
 Scan Date 8/11/2014 
 Previous Load Cycle 2 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1623x3057x1623 
     Voxel Resolution 53 µm 
   
   
   Sample CRF2 
 Scan Date 8/12/2014 
 Previous Load Cycle 3 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1547x3057x1547 
     Voxel Resolution 53 µm 
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Sample CRF2 
 Scan Date 8/12/2014 
 Previous Load Cycle 4 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 93 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1585x3057x1585 
     Voxel Resolution 53 µm 
   
   
   Sample CRF2 
 Scan Date 8/13/2014 
 Previous Load Cycle 5 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 180 kV 
    Current 461.1 µA 
    Wattage 83 W 
    Image Intensity at Center 1600 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1585x3057x1585 
     Voxel Resolution 53 µm 
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Sample CRF3 
 Scan Date 8/12/2014 
 Previous Load Cycle 0 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 177 kV 
    Current 468.9 µA 
    Wattage 83 W 
    Image Intensity at Center 1600 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object 56.83 cm 
    Object to Detector 71.76 cm 
Reconstruction 
      Voxel Field 1585x3094x1585 
     Voxel Resolution 53 µm 
   
   
   Sample CRF3 
 Scan Date 8/13/2014 
 Previous Load Cycle 1 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1400 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1547x3057x1547 
     Voxel Resolution 53 µm 
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Sample CRF3 
 Scan Date 8/13/2014 
 Previous Load Cycle 2 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1300 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1623x3057x1623 
     Voxel Resolution 53 µm 
   
   
   Sample CRF3 
 Scan Date 8/13/2014 
 Previous Load Cycle 3 
 Copper Plate 0.318 cm 
X-Ray Source Settings 
      Voltage 185 kV 
    Current 448.6 µA 
    Wattage 83 W 
    Image Intensity at Center 1600 
 Image Collection Settings 
      Number of Radial Images 720 
     Averaged Images Per Radial 1 
     Radial Image Variation Limit 2 % 
Scanner Geometry 
      Source to Object Not Recorded 
     Object to Detector Not Recorded 
 Reconstruction 
      Voxel Field 1585x3057x1585 
     Voxel Resolution 53 µm 
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APPENDIX B 
 
DATA FROM QUALITY ASSURANCE TESTING                                                                               
B.1 Phase I 
B.1.1 SAM-35 
 
Figure B-1.  Load-displacement plot for three SAM-35 cylinders tested 7 days after casting with nominal 
dimensions of 102-mm diameter by 203-mm height. 
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 Figure B-2.  Load-displacement plot for three SAM-35 cylinders tested 14 days after casting with nominal 
dimensions of 102-mm diameter by 203-mm height. 
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 Figure B-3.  Load-displacement plot for three SAM-35 cylinders tested 28 days after casting with nominal 
dimensions of 102-mm diameter by 203-mm height. 
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B.1.2 Cor-Tuf 
 
Figure B-4.  Load-displacement plot for three Cor-Tuf cylinders tested 28 days after casting with nominal 
dimensions of 102-mm diameter by 203-mm height. 
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 Figure B-5.  Load-displacement plot for three Cor-Tuf cylinders tested 42 days after casting with nominal 
dimensions of 102-mm diameter by 203-mm height. 
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 Figure B-6.  Load-displacement plot for three Cor-Tuf cylinders tested 90 days after casting with nominal 
dimensions of 102-mm diameter by 203-mm height. 
B.2 Phase II 
An extensive set of quasi-static tests, including those for both tension and compression, were 
completed for the Phase II samples.  These tests were thoroughly documented in a previous 
ERDC technical report and, thus, will not be reproduced here.  For more information, consult 
Scott et al. 2015. 
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B.3 Phase III 
B.3.1 SAM-35 
 
 
Figure B-7.  Load-displacement plot for three SAM-35 cylinders tested 28 days after casting with nominal 
dimensions of 102-mm diameter by 203-mm height. 
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B.3.2 Cor-Tuf without Fibers 
 
Figure B-8.  Load-displacement plot for three Cor-Tuf (without fibers) cylinders tested 14 days after casting with 
nominal dimensions of 102-mm diameter by 203-mm height. 
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 Figure B-9.  Load-displacement plot for three Cor-Tuf (without fibers) cylinders tested 28 days after casting with 
nominal dimensions of 102-mm diameter by 203-mm height. 
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B.3.3 Cor-Tuf with Fibers 
 
Figure B-10.  Load-displacement plot for three Cor-Tuf (with fibers) cylinders tested 14 days after casting with 
nominal dimensions of 102-mm diameter by 203-mm height. 
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 Figure B-11.  Load-displacement plot for three Cor-Tuf (with fibers) cylinders tested 28 days after casting with 
nominal dimensions of 102-mm diameter by 203-mm height. 
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APPENDIX C 
 
LOAD-RESPONSE DATA FROM EXPERIMENTS                                                                                
C.1 Phase I 
During Phase I, samples had to be removed from the MTS loader prior to scanning with 
the NSI x-ray CT machine.  While each sample was undergoing scanning, other samples were 
simultaneously loaded with the MTS loader to reduce the duration and cost of the testing 
program.  Each time a sample was placed into the MTS loader for a cycle of loading, the LVDT 
gages were adjusted to accommodate maximum displacement during loading, and the zero 
baseline displacement was obtained at a small level of pre-load. 
Because of this loading procedure, it was not possible to accurately display load-
displacement plots from multiple load cycles accurately on the same figure to form a hysteresis 
plot.  This is because, since each plot has an independent zero baseline, the measured 
displacements of the different plots do not have any absolute relationship between them. 
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C.1.1 SAM-35 
C.1.1.1 Unconfined Compression 
 
Figure C-1.  Load-displacement plot for load cycle 1 applied to S3-6-S5M. 
 
Figure C-2.  Load-displacement plot for load cycle 2 applied to S3-6-S5M. 
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 Figure C-3.  Load-displacement plot for load cycle 3 applied to S3-6-S5M. 
 
Figure C-4.  Load-displacement plot for load cycle 4 applied to S3-6-S5M. 
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 Figure C-5.  Load-displacement plot for load cycle 5 applied to S3-6-S5M. 
 
Figure C-6.  Load-displacement plot for load cycle 6 applied to S3-6-S5M. 
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 Figure C-7.  Load-displacement plot for load cycle 7 applied to S3-6-S5M. 
 
Figure C-8.  Load-displacement plot for load cycle 1 applied to S3-6-S6M. 
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 Figure C-9.  Load-displacement plot for load cycle 2 applied to S3-6-S6M. 
 
Figure C-10.  Load-displacement plot for load cycle 3 applied to S3-6-S6M. 
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 Figure C-11.  Load-displacement plot for load cycle 4 applied to S3-6-S6M. 
 
Figure C-12.  Load-displacement plot for load cycle 5 applied to S3-6-S6M. 
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 Figure C-13.  Load-displacement plot for load cycle 6 applied to S3-6-S6M. 
 
Figure C-14.  Load-displacement plot for load cycle 7 applied to S3-6-S6M. 
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 Figure C-15.  Load-displacement plot for load cycle 8 applied to S3-6-S6M. 
 
Figure C-16.  Load-displacement plot for load cycle 9 applied to S3-6-S6M. 
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C.1.1.2 Double Punch 
 
Figure C-17.  Load-displacement plot for load cycle 1 applied to S3-3-S8UM. 
 
Figure C-18.  Load-displacement plot for load cycle 1 applied to S3-3-S9UM. 
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 Figure C-19.  Load-displacement plot for load cycle 1 applied to S3-3-S10LM. 
 
Figure C-20.  Load-displacement plot for load cycle 2 applied to S3-3-S10LM. 
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 Figure C-21.  Load-displacement plot for load cycle 3 applied to S3-3-S10LM. 
The load-displacement plot for load cycle 3 applied to S3-3-S10LM shown in Figure 
C-21 does not match the loading regime provided in Table 4-6, especially when compared to the 
figures corresponding to load cycles 1, 2, 4, and 5.  An analysis of photographs taken during this 
test indicates that the displacement shown in Figure C-21 may be at least partially due to 
horizontal slipping of the punches.  It is not known whether this punch slippage was due to 
improper initial punch placement, a problem with the spherically seated block on the MTS 
loader, or a change in the sample surface due to partial fracture.  In any case, subsequent load 
cycles exhibited a return to normal loading behavior and the unusual loading of cycle 3 did not 
appear to have a major detrimental effect on the concrete sample.  This type of irregularity also 
did not appear to play a significant or regular part in the other DPT experiments. 
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 Figure C-22.  Load-displacement plot for load cycle 4 applied to S3-3-S10LM. 
 
Figure C-23.  Load-displacement plot for load cycle 5 applied to S3-3-S10LM. 
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C.1.2 Cor-Tuf 
C.1.2.1 Unconfined Compression 
 
Figure C-24.  Load-displacement plot for load cycle 1 applied to C3-6-C10M. 
 
Figure C-25.  Load-displacement plot for load cycle 2 applied to C3-6-C10M. 
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 Figure C-26.  Load-displacement plot for load cycle 1 applied to C3-6-C13M. 
 
Figure C-27.  Load-displacement plot for load cycle 2 applied to C3-6-C13M. 
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 Figure C-28.  Load-displacement plot for load cycle 3 applied to C3-6-C13M. 
 
Figure C-29.  Load-displacement plot for load cycle 4 applied to C3-6-C13M. 
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C.1.2.2 Double Punch 
 
Figure C-30.  Load-displacement plot for part 1 of load cycle 1 applied to C3-3-C12M. 
 
Figure C-31.  Load-displacement plot for part 2 of load cycle 1 applied to C3-3-C12M. 
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 Figure C-32.  Load-displacement plot for load cycle 2 applied to C3-3-C12M. 
 
Figure C-33.  Load-displacement plot for load cycle 3 applied to C3-3-C12M. 
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 Figure C-34.  Load-displacement plot for load cycle 4 applied to C3-3-C12M. 
 
Figure C-35.  Load-displacement plot for load cycle 1 applied to C3-3-C16M. 
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 Figure C-36.  Load-displacement plot for load cycle 2 applied to C3-3-C16M. 
 
Figure C-37.  Load-displacement plot for load cycle 3 applied to C3-3-C16M. 
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 Figure C-38.  Load-displacement plot for load cycle 4 applied to C3-3-C16M. 
 
Figure C-39.  Load-displacement plot for load cycle 5 applied to C3-3-C16M. 
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C.2 Phase II 
The details of the ballistic loading and sample performance for the panels used in Phase 
II has already been thoroughly documented in a previous ERDC technical report.  For more 
details, see Scott et al. 2015. 
C.3 Phase III 
Following the experience of analyzing the Phase I data, there was a desire to maintain a 
consistent measure of global displacement between multiple load phases on a single sample in 
Phase III.  LVDTs were implemented into the reinforcing bar loader to allow for this 
phenomenon, and the figures that follow are plotted to include all load phases for a given sample.  
The red stars indicate the location along the load-displacement path at which loading was halted 
and a scan was taken. 
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C.3.1 SAM-35 
 
Figure C-40.  Load-displacement plot for sample SR1. 
 
Figure C-41.  Load-displacement plot for sample SR2. 
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C.3.2 Cor-Tuf without Fibers 
 
Figure C-42.  Load-displacement plot for sample CRN1. 
 
Figure C-43.  Load-displacement plot for sample CRN2. 
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C.3.3 Cor-Tuf with Fibers 
The final samples tested were those cast from Cor-Tuf with fibers.  During these tests, a 
series of difficulties were encountered that had to be overcome in order to complete the testing.  
First, the portion of the loading curve between the third and fourth stars of Figure C-44 was lost 
due to an error in the operation of the DAQ system, thus it is plotted only as a straight line.  
Second, and more significantly, considerable slippage of the reinforcing bar grip was noted after 
the fourth scan, as described in Section 6.4.  Once this slippage was noticed, a fifth scan was 
immediately taken. 
 
Figure C-44.  Load-displacement plot for the first portion of loading on sample CRF1. 
After the fifth scan had been completed, the reinforcing bar was completely unloaded and 
the grip removed.  The bar was then refitted with new grips to prevent further slippage.  During 
this process, however, the LVDTs had to be reset to a new position to accommodate a 
readjustment of the loading frame and in the process were also recalibrated to a new zero 
baseline.  Thus, the load-displacement plot for the loading between the fifth and sixth stars 
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cannot be shown in Figure C-44 because the corresponding displacements before and after the 
fifth scan bear no direct relationship.  Thus, the portion of the loading curve between the fifth 
and sixth scans has been plotted separately in Figure C-45.  After the reinforcing bar broke, a 
total of approximately 10.2 mm of slippage was visible along the bar length by observing the 
marks of the gripping wedge. 
 
Figure C-45.  Load-displacement plot for the second portion of loading on sample CRF1. 
The discovery of grip slippage in sample CRF1 occurred after the fourth scan of CRF2.  
Unlike CRF1, however, sample CRF2 did not have to be unloaded for a loader adjustment.  Thus, 
additional gripping was added to CRF2 after the fourth scan, and loading continued with the 
original LVDT baselines so that all load phases could be plotted together (Figure C-46).  After 
the reinforcing bar broke, a total of approximately 29.2 mm of slippage was visible along the bar 
length by observing the marks of the gripping wedge. 
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 Figure C-46.  Load-displacement plot for sample CRF2. 
Sample CRF3 was tested with double grips from the start of loading and, thus, did not 
require any change of procedure in the middle of the load and scanning phases.  A “loop” is 
visible during the strain hardening portion of the reinforcing bar loading curve in Figure C-47 
that is not representative of the sample mechanical behavior.  Increasing pressure within the 
hydraulic lines of the loader led to a hose movement that caused the sample to topple over at that 
point in the loading curve.  This fall imparted an impact on the loader and the LVDTs.  This did 
not appear to damage the sample, loader, or LVDTs in any way, however, and testing was 
continued without any apparent negative effects. 
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 Figure C-47.  Load-displacement plot for sample CRF3. 
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APPENDIX D 
 
MATLAB IMAGE PROCESSING SCRIPTS                                                                                    
D.1 Script Processing  
This appendix includes all of the MATLAB scripts necessary to process raw x-ray CT 
scan data and raw DAQ load, displacement, and strain data into the results described in this 
dissertation.  Section D.2 provides the MATLAB code for a series of scripts that must be run 
individually in a sequence.  These scripts are listed in the order in which they must be run.  
Section D.3 includes functions referenced by the scripts in Section D.2.  These functions do not 
need to be run individually, but must be accessed by MATLAB to run the Section D.2 scripts.  
Finally, these example scripts represent the code used to process the Phase I data.  Similar scripts 
were created for the Phase II and Phase III data but are not provided here as they would not 
contribute any significant additional reader benefit or knowledge. 
D.2 MATLAB Image Processing Scripts 
D.2.1 NSIExtractor (Reproduced, with Permission, from University of Maine 2013) 
function[I] = NSIExtractor(dim1,dim2,pref,MaxFileNo,slices1,... 
    slices2,Imax,Imin) 
% 
% Created: 3/2011 by University of Maine 
% Revised: 2/28/2013 
%          10/19/2013 
% 
% 01/2014 Revised by Tyler Oesch to extract individual North Star Imaging,  
%         Inc. (NSI) reconstruction files.  This reduces the memory   
%         requirements to an acceptable level for large files.  Outputs  
%         have also been saved as Matlab variables rather than binary 
%         image files.  Numerous comments added to file for explanation 
%         of operations.  Name changed from NorthstarExtractor to NSIExtractor. 
% 
% Function converts North Star Imaging, Inc. floating-point-based  
% reconstruction files ('float32'; little endian) to a single 8-bit raw  
% volume image file. User must establish floating point cut-offs for  
% conversion to 8-bit. 
% 
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%  I_big      Resulting volume variable 
%  dim1       X-dimension of slice 
%  dim2       Y-dimension of slice 
%  pref       Prefix of data set 
%  MaxFileNo  Largest number in the NSI data file sequence 
%  slices1    Number of slices in each individual NSI data file except for  
%             the last file in the sequence 
%  slices2    Number of slices in the last NSI data file 
%  Imax       Value of high intensity cut-off 
%  Imin       Value of low intensity cut-off 
  
suffix = '.nsidat';         % Suffix of NSI data files 
  
% Distribute color depth within selected intensity range (there are 255 
% shades of gray within an 8-bit image) 
scale = 255/(Imax-Imin);     
  
for i = 0:MaxFileNo 
    if i < MaxFileNo 
        % Generate the name of the individual NSI data file 
        name = [pref num2str(i,'%04i') suffix]; 
        % Display NSI data file name 
        disp(name) 
        % Read 32-bit NSI data file into a Matlab variable 
        I = ReadBinary(dim1,dim2,slices1,'float32',name,0,'l'); 
        % Set all pixels with intensity greater than Imax to intensity Imax 
        I(I > Imax) = Imax; 
        % Reduce the intensity of all pixels by Imin 
        I = I - Imin; 
        % Apply color depth scale to image variable 
        I = I*scale; 
        % Convert the 32-bit image variable to an 8-bit image variable 
        I = uint8(I); 
        % Save the 8-bit image variable 
        savefile=[pref num2str(i,'%04i') '_I.mat']; 
        save(savefile,'I'); 
        clear I 
    else 
        % The last file in the NSI data squence generally has a different 
        % number of slices so it requires a separate processing script 
        % Generate the name of the individual NSI data file 
        name = [pref num2str(i,'%04i') suffix]; 
        % Display NSI data file name 
        disp(name) 
        % Read 32-bit NSI data file into a Matlab variable 
        I = ReadBinary(dim1,dim2,slices2,'float32',name,0,'l'); 
        % Set all pixels with intensity greater than Imax to intensity Imax 
        I(I > Imax) = Imax; 
        % Reduce the intensity of all pixels by Imin 
        I = I - Imin; 
        % Apply color depth scale to image variable 
        I = I*scale; 
        % Convert the 32-bit image variable to an 8-bit image variable 
        I = uint8(I); 
        % Save the 8-bit image variable 
        savefile=[pref num2str(i,'%04i') '_I.mat']; 
        save(savefile,'I'); 
    end 
end 
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D.2.2 IAccumulator 
function[Iqt] = IAccumulator(dim1,dim2,pref,MaxFileNo,slices1,slices2,... 
    Imax,Imin) 
  
%  Script accumulates individual 8-bit Matlab image files into a complete 
%  sample image file 
% 
%  Created: 01/03/2014 by Tyler Oesch 
% 
%  dim1       X-dimension of slice 
%  dim2       Y-dimension of slice 
%  pref       Prefix of data set 
%  MaxFileNo  Largest number in the NSI data file sequence 
%  slices1    Number of slices in each individual NSI data file except for 
%             the last file in the sequence 
%  slices2    Number of slices in the last NSI data file 
%  Imax       Value of high intensity cut-off 
%  Imin       Value of low intensity cut-off 
  
suffix = '_I.mat'; 
% Create an 8-bit image matrix the size of the complete sample image 
Imax=uint8(zeros(dim1,dim2,slices1*MaxFileNo+slices2)); 
for i = 0:MaxFileNo 
    % Generate the name of the individual Matlab image variable file 
    name = [pref num2str(i,'%04i') suffix]; 
    disp(name) 
    load(name) 
    % Generate a version of the image variable with one quarter resolution 
    % in the X and Y directions 
    Isqt=imresize(imresize(I,'Scale',[1,0.25]),'Scale',[0.25,1]); 
    % On the first loop create an image variable for compiling the complete 
    % sample image with quarter scale resolution in the X and Y directions 
    if i==0 
        dimIsqt=size(Isqt); 
        Icmpqt=uint8(zeros(dimIsqt(1,1),dimIsqt(1,2),slices1*MaxFileNo+slices2)); 
    end 
    % Compile image variables of the complete sample image for both full 
    % scale resolution and quarter scale resolution in the X and Y  
    % directions. 
    if i<MaxFileNo 
        Imax(:,:,i*slices1+1:(i+1)*slices1)=I; 
        Icmpqt(:,:,i*slices1+1:(i+1)*slices1)=Isqt; 
    else 
        % The last file in the Matlab variable squence generally has a  
        % different number of slices so it requires a separate processing  
        % script 
        Imax(:,:,i*slices1+1:slices1*MaxFileNo+slices2)=I; 
        Icmpqt(:,:,i*slices1+1:i*slices1+slices2)=Isqt; 
    end 
    clear I 
end 
  
% Reduce the resolution of the Z dimension in Icmpqt to quarter scale so 
% that now all dimensions of the image have quarter scale resolution 
Iqt=permute(imresize(permute(Icmpqt,[3,2,1]),'Scale',[.25,1]),[3,2,1]); 
clear Icmpqt 
save([pref '_Iqt.mat'],'Iqt') 
disp('Iqt Saved') 
I=Imax; 
clear Imax 
savefile=[pref '_I.mat']; 
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save(savefile,'I','-v7.3'); 
disp('I MAT File Saved') 
  
% Calculate a average image histogram reflecting the properties of the  
% entire sample image volume 
totalslices=slices1*MaxFileNo+slices2; 
% Calculate an image histogram for each individual slice of the sample 
% image 
for i=1:totalslices 
    [counts(:,i),x(:,i)]=imhist(I(:,:,i)); 
end 
clear I 
  
% Average these slice histograms together to obtain the parameters 
% representative of the entire sample image volume 
avgx=mean(permute(x,[2,1])); 
avgcounts=mean(permute(counts,[2,1])); 
  
disp('Histogram Calculated') 
save([pref '_Hist.mat']); 
disp('Histogram Saved') 
D.2.3 SExtractor 
function[] = SExtractor(dim1,dim2,pref,MaxFileNo,slices1,slices2,... 
    LimitAdvance,AdvanceDepth,Resolution) 
%  Creates "shrink-wrapped" sample images through calling the shrinkWrap 
%  function 
% 
%  Created: 01/03/2014 by Tyler Oesch 
% 
%  dim1         X-dimension of slice 
%  dim2         Y-dimension of slice 
%  pref         Prefix of data set 
%  MaxFileNo    Largest number in the NSI data file sequence 
%  slices1      Number of slices in each individual NSI data file except 
%               for the last file in the sequence 
%  slices2      Number of slices in the last NSI data file 
%  LimitAdvance A binary input that allows the user to define whether 
%               1 (yes) or 2 (no) to limit the depth of allowable 
%               shrinkWrap algorithm advance 
%  AdvanceDepth A user input that defines the depth of penetration to be 
%               allowed during shrinkWrap engine advance (micron) 
%  Resolution   Resolution of the sample image (micron) 
  
% Load the average sample image histogram 
load([pref '_Hist.mat']); 
  
% Offset ensures that histogram peak representing voids is not mistaken 
% for the mortar histogram peak 
offset=15; 
  
% Find the mortar histogram peak 
[ypeak,xpeak]=max(avgcounts(offset:end)); 
  
% Calculate the gray-scale threshold representing the mortar histogram 
% peak 
thresh=xpeak+(offset-2); 
  
% Define the threshold used by the shrinkWrap algorithm to identify sample 
% boundaries.  The shrinkWrap function uses a ones(5,5) matrix for 
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% convolution.  The multiplier 25 for SAM-35 is based on the 
% 25 cell convolution field having a threshold greater than or equal to  
% the peak mortar threshold.  The Cor-Tuf threshold is defined to be 
% slightly higher because a threshold of 25 still leaves relatively 
% large strain gage wire remnants in the images.  Cor-Tuf images are found 
% to still produce good shrink-wrap results even for such a high threshold 
% because of the high density of fibers, which limit shrink-wrap 
% penetration beyond the edges of the samples. 
fibqual=strfind(pref,'S'); 
if isvector(fibqual)==1 
    ObjThresh=25*thresh; 
else 
    ObjThresh=30*thresh; 
end 
  
for i = 0:MaxFileNo 
    load([pref num2str(i,'%04i') '_I.mat']) 
    fdim=size(I); 
    % Reduce I resolution in the X and Y dimensions.  This will both  
    % improve the speed of the shrinkWrap execution and average out the 
    % intensities of the pixels along the sample edge, causing an effect 
    % somewhat similar to uniform convolution. 
    I10=imresize(imresize(I,'Scale',[1,0.1]),'Scale',[0.1,1]); 
    clear I 
    % Conduct shrinkWrap 
    S10=shrinkWrap(I10,LimitAdvance,AdvanceDepth,Resolution*10,... 
        'ObjThresh',ObjThresh,'Biggest','Verbose','Parallel'); 
    disp(['Shrink' num2str(i,'%04i') pref]) 
    clear I10 
    % On the first loop create a variable for compiling the complete 
    % shrink-wrap image variable 
    if i==0 
        dim10=size(S10); 
        Ssm=false(dim10(1,1),dim10(1,2),MaxFileNo*slices1+slices2); 
    end 
    % Compile shrink-wrap variables to form a complete sample 
    % shrink-wrap 
    if i<MaxFileNo 
        Ssm(:,:,i*slices1+1:(i+1)*slices1)=S10; 
    else 
        Ssm(:,:,i*slices1+1:i*slices1+slices2)=S10; 
    end 
    % Expand the shrink-wrap variable to full resolution 
    Sb=imresize(imresize(S10,'Scale',[1,10]),'Scale',[10,1]); 
    clear S10 
    % Trim the resulting full sized shrink-wrap variable to ensure that it 
    % is the same size as the gray-scale image variable I 
    sdim=size(Sb); 
    if sdim(1,1)==fdim(1,1)&&sdim(1,2)==fdim(1,2)&&sdim(1,3)==fdim(1,3) 
        S=Sb; 
    else 
        S=Sb(1+floor((sdim(1,1)-fdim(1,1))/2):... 
            sdim(1,1)-(ceil((sdim(1,1)-fdim(1,1))/2)),1+floor((sdim(1,2)-
fdim(1,2))/2):... 
            sdim(1,2)-(ceil((sdim(1,2)-fdim(1,2))/2)),:); 
    end 
    clear Sb 
    save([pref num2str(i,'%04i') '_S.mat'],'S','-v7.3'); 
    clear S 
end 
  
% Reduce the resolution of S10 in the Z dimension so that the  
% variable now has the same resolution in all dimensions 
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S10=permute(imresize(permute(Ssm,[3,2,1]),'Scale',[0.1,1]),[3,2,1]); 
save([pref '_S10.mat'],'S10'); 
  
% Create a rendered image of the shrink-wrap for visual inspection 
Render(S10); 
savefig([pref '_Shrink.fig']); 
D.2.4 SAccumulator 
function[] = SAccumulator(dim1,dim2,pref,MaxFileNo,slices1,slices2,... 
    LimitAdvance,AdvanceDepth,Resolution) 
  
%  Script accumulates individual shrink-wrap image files into a complete 
%  shrink-wrap image file 
% 
%  Created: 01/03/2014 by Tyler Oesch 
% 
%  dim1         X-dimension of slice 
%  dim2         Y-dimension of slice 
%  pref         Prefix of data set 
%  MaxFileNo    Largest number in the NSI data file sequence 
%  slices1      Number of slices in each individual NSI data file except 
%               for the last file in the sequence 
%  slices2      Number of slices in the last NSI data file 
%  LimitAdvance A binary input that allows the user to define whether 
%               1 (yes) or 2 (no) to limit the depth of allowable 
%               shrinkWrap algorithm advance 
%  AdvanceDepth A user input that defines the depth of penetration to be 
%               allowed during shrinkWrap engine advance (micron) 
%  Resolution   Resolution of the sample image (micron) 
  
% Create a logical image matrix the size of the complete sample image 
Scmp=false(dim1,dim2,slices1*MaxFileNo+slices2); 
  
for i = 0:MaxFileNo 
    % Generate the name of the individual shrink-wrap image variable file 
    name1 = [pref num2str(i,'%04i') '_S.mat']; 
    disp(name1) 
    load(name1) 
    % Generate a version of the shrink-wrap variable with one quarter  
    % resolution in the X and Y directions 
    Ssqt=imresize(imresize(S,'Scale',[1,0.25]),'Scale',[0.25,1]); 
    % On the first loop create an image variable for compiling the complete 
    % shrink-wrap image with quarter scale resolution in the X and Y  
    % directions 
    if i==0 
        dimSsqt=size(Ssqt); 
        Scmpqt=false(dimSsqt(1,1),dimSsqt(1,2),slices1*MaxFileNo+slices2); 
    end 
    % Compile image variables of the complete shrink-wrap image for both  
    % full scale resolution and quarter scale resolution in the X and Y  
    % directions. 
    if i<MaxFileNo 
        Scmp(:,:,i*slices1+1:(i+1)*slices1)=S; 
        Scmpqt(:,:,i*slices1+1:(i+1)*slices1)=Ssqt; 
    else 
        % The last file in the Matlab variable squence generally has a  
        % different number of slices so it requires a separate processing  
        % script 
        Scmp(:,:,i*slices1+1:i*slices1+slices2)=S; 
        Scmpqt(:,:,i*slices1+1:i*slices1+slices2)=Ssqt; 
    end 
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    clear S 
    clear Ssqt 
end 
  
% Reduce the resolution of the Z dimension in Scmpqt to quarter scale so 
% that now all dimensions of the image have quarter scale resolution 
Sqt=permute(imresize(permute(Scmpqt,[3,2,1]),'Scale',[.25,1]),[3,2,1]); 
clear Scmpqt 
disp(['Saving Sqt Array ' pref]) 
save([pref '_Sqt.mat'],'Sqt') 
S=Scmp; 
clear Scmp 
disp([pref ' S Compiled']) 
save([pref '_S.mat'],'S','-v7.3'); 
disp([pref ' S Saved']) 
D.2.5 ICorrect 
function[] = ICorrect(dim1,dim2,pref,MaxFileNo,slices1,slices2,... 
    LimitAdvance,AdvanceDepth,Resolution,dia,height) 
% Script corrects both radial and height beam hardening 
% 
%  Created: 07/22/2014 by Tyler Oesch 
% 
%  dim1         X-dimension of slice 
%  dim2         Y-dimension of slice 
%  pref         Prefix of data set 
%  MaxFileNo    Largest number in the NSI data file sequence 
%  slices1      Number of slices in each individual NSI data file except 
%               for the last file in the sequence 
%  slices2      Number of slices in the last NSI data file 
%  LimitAdvance A binary input that allows the user to define whether 
%               1 (yes) or 2 (no) to limit the depth of allowable 
%               shrinkWrap algorithm advance 
%  AdvanceDepth A user input that defines the depth of penetration to be 
%               allowed during shrinkWrap engine advance (micron) 
%  Resolution   Resolution of the sample image (micron) 
%  dia          Diameter of cylindrical sample (in) 
%  height       Height of cylindrical sample (in) 
     
    % Load the gray-scale image of the complete sample 
    load([pref '_I.mat']) 
     
    % Calculate the dimensions of the sample gray-scale image 
    dim=size(I); 
     
    %  Correct sample image for darkness variations occuring over the 
    %  sample height due to reconstruction artifacts 
     
    disp(['Vertical Hardening Correction Started ' pref]) 
     
    % Calculate the image histogram for each slice of the I array 
    for i=1:dim(1,3) 
        [rhhist(:,i),x(:,i)]=imhist(I(:,:,i)); 
        % Find the peak value of the array corresponding to mortar.  Offset 
        % of 15 prevents void peak from being accidentally identified as 
        % the mortar peak. 
        [xpeak(i),ypeak(i)]=max(rhhist(15:250,i)); 
    end 
     
    % Create an array for storing the corrected gray-scale sample image 
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    Ic=uint8(false(dim(1,1),dim(1,2),dim(1,3))); 
     
    % Create an array for storing the quarter scale corrected gray-scale 
    % image (used in fiber analysis) 
    Icsqt=imresize(imresize(Ic,'Scale',[1,0.25]),'Scale',[0.25,1]); 
     
    for i=1:dim(1,3) 
        % Shift the histogram of each slice so that the mortar peak 
        % thresholds all have identical values.  The threshold chosen for 
        % the uniform mortar peak value is based on the center slice of the 
        % sample. 
        correction(i)=ypeak(floor(dim(1,3)/2))-ypeak(i); 
        Ic(:,:,i)=uint8(I(:,:,i)+uint8(correction(i)*ones(dim(1,1),... 
        dim(1,2)))); 
     
        % Create a quarter scale image of the slice 
        Icsqt(:,:,i)=imresize(imresize(Ic(:,:,i),'Scale',[1,0.25]),... 
            'Scale',[0.25,1]); 
    end 
     
    clear I 
     
    % Reduce the resolution of the Z dimension in Icsqt to quarter scale so 
    % that now all dimensions of the image have quarter scale resolution 
    Icqt=permute(imresize(permute(Icsqt,[3,2,1]),'Scale',[.25,1]),[3,2,1]); 
  
    % Calculate the value of the universal mortar peak threshold 
    mortarpeak=ypeak(floor(dim(1,3)/2))+15-1; 
     
    disp(['Vertical Hardening Correction Completed ' pref]) 
     
    save([pref '_Ic.mat'],'Ic','-v7.3'); 
    disp(['Ic Saved ' pref]) 
    save([pref '_Icqt.mat'],'Icqt'); 
    disp(['Icqt Saved ' pref]) 
     
    % Create and save a reduced resolution version of Ic for potential  
    % future rendering and manipulation 
    Icsmall=Ic(1:10:end,1:10:end,1:10:end); 
    save([pref '_Icsmall.mat'],'Icsmall'); 
    disp(['Icsmall Saved ' pref]) 
     
    % Clear unneeded variables 
    keep Ic dim pref MaxFileNo slices1 slices2 mortarpeak 
     
    % Increase the intensity of the Ic image by 1 throughout.  This will 
    % provide a placeholder for at 0 for all of the external voids.  These 
    % can then be eliminated by threshold>1 later in the process.  This may 
    % reduce some fiber color depth, but that has no effect on the void 
    % calculations. 
     
    Ic=Ic+uint8(true(dim(1,1),dim(1,2),dim(1,3))); 
     
    % Apply logical combination with the shrink-wrap image to turn all 
    % external voids to 0 intensity 
     
    % 32GB of computer memory cannot handle 3 full sized variables at once, 
    % so Ic must be calculated in small increments corresponding to the  
    % small data sets used prior to the compilation of complete 
    % sample images. 
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    for i = 0:MaxFileNo 
        % Load the individual shrink-wrap image data sets 
        load([pref num2str(i,'%04i') '_S.mat']) 
        if i<MaxFileNo 
            % Logical operation leaves a modified Ic matrix with all 
            % external voids set to 0 intensity 
            Ic(:,:,i*slices1+1:(i+1)*slices1)=uint8(S).*Ic(:,:,i*... 
                slices1+1:(i+1)*slices1);% 
        else 
            % Logical operation leaves a modified Ic matrix with all 
            % external voids set to 0 intensity.  Last data set requires a  
            % unique set of code since it generally has less slices than  
            % all other data sets. 
            Ic(:,:,i*slices1+1:dim(1,3))=uint8(S).*Ic(:,:,i*slices1+1:... 
                dim(1,3)); 
        end 
        clear S 
    end 
    disp(['Ic Modification Complete ' pref]) 
     
    % Calculate histogram of each slice for Ic 
    for i=1:dim(1,3) 
        [rhhist(:,i),x(:,i)]=imhist(Ic(:,:,i)); 
    end 
     
    % Compute the average histogram for Ic 
    avgx=mean(permute(x,[2,1])); 
    avgint=mean(permute(rhhist,[2,1])); 
     
    % Find the new histogram peak corresponding to mortar 
    offset=2; 
    [ypeak,xpeak]=max(avgint(offset:end)); 
    xpeak=xpeak+(offset-1); 
     
    % Define the void-mortar and mortar-fiber thresholds 
     
    % Calculate the threshold using the triangular threshold algorithm. 
    % min(xpeak) is used in case there are multiple peaks of the same 
    % intensity 
     
    % Calculate the angle between base of the histogram and the line 
    % running from the mortar peak to the histogram origin 
    thetamax=atan(ypeak/min(xpeak)); 
     
    % Calculate the angle between base of the histogram and the line 
    % running from the mortar peak to the histogram coordinates (255,0) 
    % (i.e. the right bottom edge of the histogram) 
    thetamaxf=atan(ypeak/(255-max(xpeak))); 
     
    % Void-mortar threshold calculation 
    % Offset of 2 imposed for "i" to ensure that void peaks in the 
    % histogram do not cause inaccurate threshold calculations 
    for i=2:min(xpeak) 
        % Calculate the angle between base of the histogram and the line 
        % running from the selected point on the histogram plot to the  
        % histogram origin 
        theta(i)=thetamax-atan(avgint(i)/avgx(i)); 
        % Calculate the distance between the selected point on the  
        % histogram plot and the histogram origin 
        L(i)=((avgx(i))^2+(avgint(i))^2)^(1/2); 
        % Calculate the length of a line starting at the selected point on  
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        % the histogram plot and perpendicularly intersecting the line  
        % running from the mortar peak to the histogram origin 
        B(i)=sin(theta(i))*L(i); 
    end 
     
    % For determination of Mortar-Fiber Threshold 
    for i=max(xpeak):256 
        % Calculate the angle between base of the histogram and the line 
        % running from the selected point on the histogram plot to the  
        % histogram coordinates (255,0) 
        % (i.e. the right bottom edge of the histogram) 
        thetaf(i)=thetamaxf-atan(avgint(i)/(255-avgx(i))); 
        % Calculate the distance between the selected point on the  
        % histogram plot and the histogram coordinates (255,0) 
        % (i.e. the right bottom edge of the histogram) 
        Lf(i)=((255-avgx(i))^2+(avgint(i))^2)^(1/2); 
        % Calculate the length of a line starting at the selected point on  
        % the histogram plot and perpendicularly intersecting the line  
        % running from the mortar peak to the histogram coordinates (255,0) 
        % (i.e. the right bottom edge of the histogram) 
        Bf(i)=thetaf(i)*Lf(i); 
    end 
     
    % The histogram location representing the maximum value of B defines 
    % the void-mortar threshold 
    [threshint,pthresh]=max(B); 
     
    % The histogram location representing the maximum value of Bf defines 
    % the void-mortar threshold 
    [threshintf,fthresh]=max(Bf); 
     
    disp(['Ic Histogram Calculation Complete ' pref]) 
     
    % Calculate P (internal void matrix) based on Ic Histogram slice by 
    % slice to avoid memory problems   
    P=false(dim(1,1),dim(1,2),dim(1,3)); 
    for i=1:dim(1,3) 
        P(:,:,i)=~((Ic(:,:,i)<1)|(Ic(:,:,i)>pthresh)); 
    end 
    clear Ic 
     
    % Create and save rendered images for visual inspection.  Images must 
    % be rendered at reduced resolution to avoid exceeding 32GB of computer 
    % memory. 
    Psmall=P(1:10:end,1:10:end,1:10:end); 
    Render(Psmall); 
    savefig([pref '_Voids.fig']); 
    save([pref '_Psmall.mat'],'Psmall'); 
    clear Psmall 
    disp(['P Rendered ' pref]) 
     
    % Save P 
    save([pref '_P.mat'],'P','-v7.3'); 
    disp(['P Saved ' pref]) 
     
    % Calculate surface area (method inspired by the program perim3D  
    % (de Wolski 2010) 
     
    % Calculate binary borders within the internal void image for the X  
    % dimension only  
    D1=0; 
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    for i=1:dim(1,2) 
        D1=D1+sum(sum(abs(diff(P(:,i,:),1,1)))); 
    end 
    disp(['Surface Area Dimension 1 Calculated ' pref]) 
    % Calculate binary borders within the internal void image for the Y  
    % dimension only  
    D2=0; 
    for i=1:dim(1,1) 
        D2=D2+sum(sum(abs(diff(P(i,:,:),1,2)))); 
    end 
    disp(['Surface Area Dimension 2 Calculated ' pref]) 
    % Calculate binary borders within the internal void image for the Z  
    % dimension only  
    D3=0; 
    for i=1:dim(1,1) 
        D3=D3+sum(sum(abs(diff(P(i,:,:),1,3)))); 
    end 
    disp(['Surface Area Dimension 3 Calculated ' pref]) 
     
    % Add the binary borders present in all dimensions to obtain a value 
    % for the surface area of the voids (in voxel^2) 
    A=D1+D2+D3; 
     
    % Calculate the void volume (in voxel^3) 
    V=sum(sum(sum(P))); 
    clear P 
    save([pref '_NAV.mat']); 
    disp(['ICorrect Calculation Completed ' pref]) 
D.2.6 PropertyCompiler 
function[]=PropertyCompiler(testname) 
  
% Created: 08/2014 by Tyler Oesch 
     
% Purpose: Compile a single variable which stores the void properties 
% from each scan for a specific sample 
  
% Define appropriate values for compiling void properties based on 
% individual sample test results 
    if strcmp('S6M',testname)==true 
        % Number of scans in experiment 
        numscans=10; 
        % Image file locations 
        prefchar=['./S3_6_S6M/S3_6_S6M_C0/Reconstruction/S3-6-S6m   ';... 
            './S3_6_S6M/S3_6_S6M_C1/Reconstruction/S3_6_S6M_C1';... 
            './S3_6_S6M/S3_6_S6M_C2/Reconstruction/S3_6_S6M_C2';... 
            './S3_6_S6M/S3_6_S6M_C3/Reconstruction/S3_6_S6M_C3';... 
            './S3_6_S6M/S3_6_S6M_C4/Reconstruction/S3_6_S6M_C4';... 
            './S3_6_S6M/S3_6_S6M_C5/Reconstruction/S3_6_S6M_C5';... 
            './S3_6_S6M/S3_6_S6M_C6/Reconstruction/S3_6_S6M_C6';... 
            './S3_6_S6M/S3_6_S6M_C7/Reconstruction/S3_6_S6M_C7';... 
            './S3_6_S6M/S3_6_S6M_C8/Reconstruction/S3_6_S6M_C8';... 
            './S3_6_S6M/S3_6_S6M_C9/Reconstruction/S3_6_S6M_C9']; 
        % Image resolutions (micron) 
        NAVres=[45,47,46,46,46,46,45,45,45,45]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./S3_6_S6M/S3_6_S6M'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
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    elseif strcmp('S5M',testname)==true 
        % Number of scans in experiment 
        numscans=8; 
        % Image file locations 
        prefchar=['./S3_6_S5M/S3_6_S5M_C0/Reconstruction/S3-6-S5M   ';... 
            './S3_6_S5M/S3_6_S5M_C1/Reconstruction/S3_6_S5M_C1';... 
            './S3_6_S5M/S3_6_S5M_C2/Reconstruction/S3_6_S5M_C2';... 
            './S3_6_S5M/S3_6_S5M_C3/Reconstruction/S3_6_S5M_C3';... 
            './S3_6_S5M/S3_6_S5M_C4/Reconstruction/S3_6_S5M_C4';... 
            './S3_6_S5M/S3_6_S5M_C5/Reconstruction/S3_6_S5M_C5';... 
            './S3_6_S5M/S3_6_S5M_C6/Reconstruction/S3_6_S5M_C6';... 
            './S3_6_S5M/S3_6_S5M_C7/Reconstruction/S3_6_S5M_C7']; 
        % Image resolutions (micron) 
        NAVres=[46,47,46,46,46,46,46,46]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./S3_6_S5M/S3_6_S5M'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
    elseif strcmp('S4M',testname)==true 
        disp('S4M NAV Not Compiled/Single Cycle') 
        % Sample was not tested to failure (breaktrue=1) 
        breaktrue=1; 
    elseif strcmp('S10LM',testname)==true 
        % Number of scans in experiment 
        numscans=6; 
        % Image file locations 
        prefchar=[... 
            './S3_3_S10LM/S3_3_S10LM_C0/Reconstruction/S3-3-S10LM   ';... 
            './S3_3_S10LM/S3_3_S10LM_C1/Reconstruction/S3_3_S10LM_C1';... 
            './S3_3_S10LM/S3_3_S10LM_C2/Reconstruction/S3_3_S10LM_C2';... 
            './S3_3_S10LM/S3_3_S10LM_C3/Reconstruction/S3_3_S10LM_C3';... 
            './S3_3_S10LM/S3_3_S10LM_C4/Reconstruction/S3_3_S10LM_C4';... 
            './S3_3_S10LM/S3_3_S10LM_C5/Reconstruction/S3_3_S10LM_C5']; 
        % Image resolutions (micron) 
        NAVres=[38,33,33,33,33,33]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./S3_3_S10LM/S3_3_S10LM'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
    elseif strcmp('S9UM',testname)==true 
        % Number of scans in experiment 
        numscans=2; 
        % Image file locations 
        prefchar=[... 
            './S3_3_S9UM/S3_3_S9UM_C0/Reconstruction/S3_3_S9UM_C0';... 
            './S3_3_S9UM/S3_3_S9UM_C1/Reconstruction/S3_3_S9UM_C1']; 
        % Image resolutions (micron) 
        NAVres=[33,33]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./S3_3_S9UM/S3_3_S9UM'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
    elseif strcmp('S8UM',testname)==true 
        % Number of scans in experiment 
        numscans=2; 
        % Image file locations 
        prefchar=[... 
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            './S3_3_S8UM/S3_3_S8UM_C0/Reconstruction/S3_3_S8UM_C0';... 
            './S3_3_S8UM/S3_3_S8UM_C1/Reconstruction/S3_3_S8UM_C1']; 
        % Image resolutions (micron) 
        NAVres=[32,32]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./S3_3_S8UM/S3_3_S8UM'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
    elseif strcmp('S9LM',testname)==true 
        disp('S9LM NAV Not Compiled/Single Cycle') 
        % Sample was not tested to failure (breaktrue=1) 
        breaktrue=1; 
    elseif strcmp('C10M',testname)==true 
        % Number of scans in experiment 
        numscans=4; 
        % Image file locations 
        prefchar=[... 
            './C3_6_C10M/C3_6_C10M_C0/Reconstruction/C3-6-C10M       ';... 
            './C3_6_C10M/C3_6_C10M_C1/Reconstruction/C3_6_C10M_C1    ';... 
            './C3_6_C10M/C3_6_C10M_C2/Reconstruction/C3_6_C10M_C2    ';... 
            './C3_6_C10M/C3_6_C10M_C2_2/Reconstruction/C3_6_C10M_C5_2']; 
        % Image resolutions (micron) 
        NAVres=[46,47,48,47]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./C3_6_C10M/C3_6_C10M'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
    elseif strcmp('C13M',testname)==true 
        % Number of scans in experiment 
        numscans=5; 
        % Image file locations 
        prefchar=[... 
            './C3_6_C13M/C3_6_C13M_C0/Reconstruction/C3-6-C13M   ';... 
            './C3_6_C13M/C3_6_C13M_C1/Reconstruction/C3_6_C13M_C1';... 
            './C3_6_C13M/C3_6_C13M_C2/Reconstruction/C3_6_C13M_C2';... 
            './C3_6_C13M/C3_6_C13M_C3/Reconstruction/C3_6_C13M_C3';... 
            './C3_6_C13M/C3_6_C13M_C4/Reconstruction/C3_6_C13M_C4']; 
        % Image resolutions (micron) 
        NAVres=[46,47,48,47,47]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./C3_6_C13M/C3_6_C13M'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
    elseif strcmp('C15M',testname)==true 
        disp('C15M NAV Not Compiled/Single Cycle') 
        % Sample was not tested to failure (breaktrue=1) 
        breaktrue=1; 
    elseif strcmp('C16M',testname)==true 
        % Number of scans in experiment 
        numscans=6; 
        % Image file locations 
        prefchar=[... 
            './C3_3_C16M/C3_3_C16M_C0/Reconstruction/C3-3-C16m   ';... 
            './C3_3_C16M/C3_3_C16M_C1/Reconstruction/C3_3_C16M_C1';... 
            './C3_3_C16M/C3_3_C16M_C2/Reconstruction/C3_3_C16M_C2';... 
            './C3_3_C16M/C3_3_C16M_C3/Reconstruction/C3_3_C16M_C3';... 
            './C3_3_C16M/C3_3_C16M_C4/Reconstruction/C3_3_C16M_C4';... 
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            './C3_3_C16M/C3_3_C16M_C5/Reconstruction/C3_3_C16M_C5']; 
        % Image resolutions (micron) 
        NAVres=[37,33,33,33,33,33]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./C3_3_C16M/C3_3_C16M'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
    elseif strcmp('C12M',testname)==true 
        % Number of scans in experiment 
        numscans=5; 
        % Image file locations 
        prefchar=[... 
            './C3_3_C12M/C3_3_C12M_C0/Reconstruction/C3_3_C12M_C0';... 
            './C3_3_C12M/C3_3_C12M_C1/Reconstruction/C3_3_C12M_C1';... 
            './C3_3_C12M/C3_3_C12M_C2/Reconstruction/C3_3_C12M_C2';... 
            './C3_3_C12M/C3_3_C12M_C3/Reconstruction/C3_3_C12M_C3';... 
            './C3_3_C12M/C3_3_C12M_C4/Reconstruction/C3_3_C12M_C4']; 
        % Image resolutions (micron) 
        NAVres=[33,33,34,33,33]; 
        % Create a cell array of strings from the character array 
        NAVpref=cellstr(prefchar); 
        % Location for saving void properties 
        NAVsave='./C3_3_C12M/C3_3_C12M'; 
        % Sample was tested to failure (breaktrue=0) 
        breaktrue=0; 
    elseif strcmp('C11M',testname)==true 
        disp('C11M NAV Not Compiled/Single Cycle') 
        % Sample was not tested to failure (breaktrue=1) 
        breaktrue=1; 
    else 
        disp('Not a Valid Test Name') 
        % Sample was not tested to failure (breaktrue=1) 
        breaktrue=1; 
    end 
     
    % For samples tested to failure 
    if breaktrue==0 
        disp(['NAV Building Started ' testname]) 
        for NAVCount=1:numscans 
            load([NAVpref{NAVCount} '_NAV.mat']) 
             
            % Compile a single variable which stores the void properties 
            % from each scan for a specific sample 
            % Scan number 
            NAV(NAVCount,1)=NAVCount-1; 
            % Number of internal void objects 
            NAV(NAVCount,2)=N; 
            % Internal void surface area (converted to micron^2) 
            NAV(NAVCount,3)=A*NAVres(NAVCount)^2; 
            % Internal void volume (converted to micron^3) 
            NAV(NAVCount,4)=V*NAVres(NAVCount)^3; 
            % Determine whether or not the sample contained fibers 
            fibqual=strfind(testname,'S'); 
            if isvector(fibqual)==1 
                % Compile void-mortar threshold values for each scan 
                thresh(NAVCount)=pthresh; 
            else 
                % Compile void-mortar and mortar-fiber threshold values for 
                % each scan 
                thresh(NAVCount,:)=[pthresh,fthresh]; 
            end 
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            clear N A V pthresh 
        end 
        disp(['NAV Plotting Started ' testname]) 
         
        save([NAVsave '_NAV'],'NAV','thresh') 
         
        % Plot figures of the variation in different void and fiber 
        % properties for visual inspection 
         
        figure 
        plot(NAV(:,1),NAV(:,4)) 
        xlabel('Loading Cycle Prior to Scan') 
        ylabel('Volume of Voids (Micron^3)') 
        savefig([NAVsave '_Voids.fig']); 
         
        figure 
        plot(NAV(:,1),NAV(:,3)) 
        xlabel('Loading Cycle Prior to Scan') 
        ylabel('Surface Area of Voids (Micron^2)') 
        savefig([NAVsave '_Area.fig']); 
         
        figure 
        plot(NAV(:,1),NAV(:,2)) 
        xlabel('Loading Cycle Prior to Scan') 
        ylabel('Total Number of Voids') 
        savefig([NAVsave '_Num.fig']); 
                  
        fibqual=strfind(testname,'S'); 
        if isvector(fibqual)==1 
            figure 
            plot(NAV(:,1),thresh) 
            xlabel('Loading Cycle Prior to Scan') 
            ylabel('Void Threshold') 
            savefig([NAVsave '_VoidThresh.fig']); 
        else 
            figure 
            plot(NAV(:,1),thresh(:,1)) 
            xlabel('Loading Cycle Prior to Scan') 
            ylabel('Void Threshold') 
            savefig([NAVsave '_VoidThresh.fig']); 
             
            figure 
            plot(NAV(:,1),thresh(:,2)) 
            xlabel('Loading Cycle Prior to Scan') 
            ylabel('Fiber Threshold') 
            savefig([NAVsave '_FiberThresh.fig']); 
        end 
    end 
     
    disp(['NAV Complete ' testname]) 
 
D.2.7 DAQCorrect 
function[]=DAQCorrect(pref,test,dia,height,lastfile) 
  
%  Created: 08/2014 by Tyler Oesch 
% 
%  Purpose: Corrects raw DAQ data from experiments so that it is ready for 
%  analysis relative to x-ray CT damage data.  DAQ data was originally recorded 
%  in U.S. customary units.  Thus, this script conducts all data 
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%  analysis in U.S. customary units.  These units are converted to SI units 
%  prior to inclusion in the dissertation during the execution of the 
%  ScatterPlot script. 
% 
%  pref         Prefix of DAQ data 
%  test         Variable defining the experiment type 
%               test=0 for SAM-35 UC 
%               test=1 for CT UC 
%               test=2 for SAM-35 DPT 
%               test=3 for CT DPT 
%  dia          Diameter of cylindrical sample (in) 
%  height       Height of cylindrical sample (in) 
%  lastfile     Whether DAQ recording is of the last load cycle for a given 
%               sample (0 for no, 1 for yes) 
  
load([pref '.mat']) 
  
% Correct DAQ data so that it starts at baselines 
  
blt=5; % Number of seconds over which to calculate the baseline 
  
% Calculate baseline values (factor of 20 corresponds to 20 Hz DAQ sampling 
% rate) 
bl=mean(rdata(1:20*blt,:)); 
datasize=size(rdata); 
  
% Baseline all LVDT data to a value of 0 based on displacement at time 0 
for i=1:datasize(1,1) 
    trdata(i,5)=rdata(i,5)-bl(1,5); 
    trdata(i,6)=rdata(i,6)-bl(1,6); 
    trdata(i,8)=rdata(i,8)-bl(1,8); 
end 
  
% No baseline corrections are applied to non-LVDT data 
trdata(:,1)=rdata(:,1); 
trdata(:,2)=rdata(:,2); 
trdata(:,3)=rdata(:,3); 
trdata(:,4)=rdata(:,4); 
  
% Calculate the peak and minimum recorded loads 
pload=max(rdata(:,7)); 
nload=min(rdata(:,7)); 
  
% Correct load data if it is negative (some scans were initally recorded 
% with negative load readings because of a sign error in the DAQ recording 
% algorithm) 
if abs(pload)>abs(nload) 
    trdata(:,7)=rdata(:,7); 
else 
    trdata(:,7)=-rdata(:,7); 
end 
  
% Average the readings of the Transducer Techniques LVDTs to obtain the 
% value of the absolute loader ram displacement 
tdisp=(trdata(:,5)+trdata(:,6))/2; 
  
clear bl 
clear i 
clear blt 
  
% After the experiments, the loader ram would retract past the baseline 
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% displacement.  This "negative" portion of the DAQ data must be removed, 
% otherwise it will corrupt calculations of the load, displacement, and 
% strain properties. 
  
breakvar=1; 
i=0; 
  
while breakvar==1 
    i=i+1; 
    if tdisp(i)<-6*10^(-3); 
        % Case where the loading ram has retracted past the original 
        % baseline position 
         
        breakind=i; 
        breakvar=0; 
    end 
    if i==datasize(1,1) 
        % Case where the loading ram did not retract past the original 
        % baseline position at any point during the DAQ recordings 
         
        breakind=datasize(1,1); 
        breakvar=0; 
    end 
end 
  
% Prepare variables to receive the truncated data 
cdata=zeros(breakind,8); 
cdisp=zeros(breakind,1); 
ctime=zeros(breakind,1); 
  
% Truncate the data 
for i=1:breakind 
    for k=1:8 
        cdata(i,k)=trdata(i,k); 
    end 
    cdisp(i,1)=tdisp(i,1); 
    ctime(i,1)=time(i,1); 
end 
  
% Clear unneeded variables 
clear rdata 
clear disp 
clear rdata 
clear time 
clear i 
clear k 
clear device 
clear lh 
clear s 
clear tempTimeStamps 
clear ch 
clear ans 
clear GF 
clear meanstr1 meanstr2 meanstr3 meanstr4 meanlvdtloader meanlvdt1 ... 
    meanlvdt2 x 
  
% Calculate the maximum value of load 
[maxload,maxind]=max(cdata(:,7)); 
  
if test==0||test==1 
    % UC Only - Remove Base Plate Elasticity from Displacement Data 
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    % delta=PL/AE 
    % Assume that A is the area of the sample 
    platedisp=cdata(:,7)*1/(pi()*((dia/2)^2)*29000000); % in 
elseif test==2 
    % DPT - Remove Base Plate Elasticity from Displacement Data 
    % delta=PL/AE 
    % Assume that A is the area of the sample 
    % SAM-35 only 
    puncharea=pi()*(0.675/2)^2; % in^2 
    punchheight=0.450; % in 
    platedisp=cdata(:,7)*(1+2*punchheight)/(puncharea*29000000); % in 
else 
    % DPT - Remove Base Plate Elasticity from Displacement Data 
    % delta=PL/AE 
    % Assume that A is the area of the sample 
    %Cor-Tuf Only 
    puncharea=pi()*(0.693/2)^2; %in^2 
    punchheight=0.462; %in 
    platedisp=cdata(:,7)*(1+2*punchheight)/(puncharea*29000000); % in 
end 
  
% Correct LVDT data to account for base plate compression (not measured by 
% the LVDTs) 
rdata(:,5)=cdata(:,5)-platedisp(:,1); 
rdata(:,6)=cdata(:,6)-platedisp(:,1); 
rdata(:,8)=cdata(:,8)-platedisp(:,1); 
displacement=cdisp(:,1)-platedisp(:,1); 
  
% Other measurements unaffected by base plate compression 
rdata(:,1)=cdata(:,1); 
rdata(:,2)=cdata(:,2); 
rdata(:,3)=cdata(:,3); 
rdata(:,4)=cdata(:,4); 
rdata(:,7)=cdata(:,7); 
time=ctime; 
  
clear cdata 
clear cdisp 
clear ctime 
  
dimrd=size(rdata); 
  
% Calculate incremental mechanical work by integrating the 
% load-displacement curve 
for i=2:dimrd(1,1) 
    stepwork(i,1)=((rdata(i,7)+rdata(i-1,7))/2)*(displacement(i)-... 
        displacement(i-1)); 
end 
  
% Calculate the total work during the load cycle 
if test==1 && lastfile==1 
    % Post peak work measurements for UC Cor-Tuf data were corrupted by the 
    % dramatic sample failures and have to be manually removed 
    cyclework=sum(stepwork(1:maxind)); 
else 
    cyclework=sum(stepwork); 
end 
  
% Calculate Strain Properties 
if strcmp('./DAQ/C3_3_C16M_C2',pref)==true||strcmp('./DAQ/C3_3_C16M_C3',... 
        pref)==true 
    % For these load cycles, one of the axial strain gages provided 
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    % corrupted readings.  Thus, it was removed from the analysis. 
     
    % Compute axial strain 
    astrain=rdata(:,1); 
    % Compute circumferential strain 
    cstrain=(rdata(:,2)+rdata(:,4))/2; 
    % Compute the residual axial strain after the experiment based on the 
    % last 5 seconds of DAQ data 
    nrastrain=mean(astrain(end-20*5:end)); 
    % Compute the residual circumferential strain after the experiment 
    % based on the last 5 seconds of DAQ data 
    nrcstrain=mean(cstrain(end-20*5:end)); 
elseif strcmp('./DAQ/C3_3_C16M_C4',pref)==true 
    % For these load cycles, both of the axial strain gages provided 
    % corrupted readings.  Thus, they were removed from the analysis. 
     
    % Compute axial strain (0 placeholder prevents strain analysis 
    % algorithms from aborting when run in batches) 
    astrain=rdata(:,1)*0; 
    % Compute circumferential strain 
    cstrain=(rdata(:,2)+rdata(:,4))/2; 
    % Compute the residual axial strain after the experiment based on the 
    % last 5 seconds of DAQ data (0 placeholder prevents strain analysis 
    % algorithms from aborting when run in batches) 
    nrastrain=mean(astrain(end-20*5:end)); 
    % Compute the residual circumferential strain after the experiment 
    % based on the last 5 seconds of DAQ data 
    nrcstrain=mean(cstrain(end-20*5:end)); 
elseif strcmp('./DAQ/C3_3_C16M_C5',pref)==true 
    % For these load cycles, both of the axial strain gages provided 
    % corrupted readings.  Thus, they were removed from the analysis.  The 
    % circumferential gages also broke during the experiment, so their data 
    % needs to be truncated for analysis. 
     
    % Compute axial strain (0 placeholder prevents strain analysis 
    % algorithms from aborting when run in batches) 
    astrain=rdata(:,1)*0; 
    % Compute truncated circumferential strain (0 placeholder after 
    % truncation time prevents strain analysis algorithms from aborting 
    % when run in batches) 
    cstrain(1:919*20)=(rdata(1:919*20,2)+rdata(1:919*20,4))/2; 
    cstrain(919*20:dimrd(1,1))=0*(rdata(919*20:end,2)+rdata(919*20:end,4))/2; 
    % Compute the residual axial strain after the experiment based on the 
    % last 5 seconds of DAQ data (0 placeholder prevents strain analysis 
    % algorithms from aborting when run in batches) 
    nrastrain=0; 
    % Compute the residual circumferential strain after the experiment 
    % based on the last 5 seconds of DAQ data (0 placeholder prevents 
    % strain analysis algorithms from aborting when run in batches) 
    nrcstrain=0; 
else 
    % For cases where all strain gages provided acceptable readings 
     
    % Compute axial strain 
    astrain=(rdata(:,1)+rdata(:,3))/2; 
    % Compute circumferential strain 
    cstrain=(rdata(:,2)+rdata(:,4))/2; 
    % Compute the residual axial strain after the experiment based on the 
    % last 5 seconds of DAQ data 
    nrastrain=mean(astrain(end-20*5:end)); 
    % Compute the residual circumferential strain after the experiment 
    % based on the last 5 seconds of DAQ data 
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    nrcstrain=mean(cstrain(end-20*5:end)); 
end 
  
% Calculate maximum strain values 
maxastrain=max(astrain); 
maxcstrain=max(cstrain); 
  
% For stiffness calculations, the load-displacement curve needs to be 
% smoothed so that calculations are not corrupted by sampling noise.  To 
% smooth the data sufficiently, it is averaged out for each 5% increment of 
% the maximum load. 
maxloadincrement=0.05*maxload; 
  
% Calculate stiffness and equivalent modulus based on the load increment 
% method 
for i=0:19 
    % Define the upper and lower bounds of the load increment under 
    % analysis 
    loadmod1=find(rdata(:,7)>=maxloadincrement*i); 
    loadmod2=find(rdata(:,7)>=maxloadincrement*(i+1)); 
     
    if sum(loadmod2)>0 
        % Calculate the slope (stiffness) between the two averaged load 
        % increment points 
        stiffness(i+1)=(rdata(loadmod2(1,1),7)-rdata(loadmod1(1,1),7))/... 
            (displacement(loadmod2(1,1))-displacement(loadmod1(1,1))); 
         
        % Calculate the equivalent modulus between the two averaged load 
        % increment points 
        eqmodulus(i+1)=((rdata(loadmod2(1,1),7)-rdata(loadmod1(1,1),7))/... 
            (pi()*((dia/2)^2)))/((displacement(loadmod2(1,1))-... 
            displacement(loadmod1(1,1)))/height); 
    else 
        % If the final load increment point exceeds the actual peak load, 
        % set the stiffness for that point to 0 as a placeholder 
        stiffness(i+1)=0; 
        eqmodulus(i+1)=0; 
    end 
end 
  
% Calculate the maximum value of stiffness and equivalent modulus 
[maxstiffness,Is]=max(stiffness); 
[maxmod,Im]=max(eqmodulus); 
  
% Calculate the dimensions of the stiffness matrix and the approximate time 
% that the maximum stiffness was recorded 
tstiffness=time(Is); 
sdim=size(stiffness); 
  
% Calculate unloading stiffness and equivalent modulus for the last load  
% cycle of a given sample 
if lastfile==1 
    % Determine the maximum loading ram displacement prior to ram 
    % retraction 
    [maxdisp,maxdind]=max(displacement); 
    % Analyze only the portion of the DAQ data measuring loading 
    % ram retraction 
    lastload=rdata(maxdind:end,7); 
    lasttime=time(maxdind:end); 
    lastdisp=displacement(maxdind:end); 
    laststrain=astrain(maxdind:end); 
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    lcststrain=cstrain(maxdind:end); 
    lldim=size(lastload); 
     
    for i=0:19 
        % Define the upper and lower bounds of the load increment under 
        % analysis 
        lloadmod1=find(lastload>=maxloadincrement*i); 
        lloadmod2=find(lastload>=maxloadincrement*(i+1)); 
         
        if sum(lloadmod2)>0 
            % Calculate the slope (stiffness) between the two averaged load 
            % increment points 
            lstiffness(i+1)=(lastload(lloadmod2(end,1))-lastload(... 
                lloadmod1(end,1)))/(lastdisp(lloadmod2(end,1))-lastdisp(... 
                lloadmod1(end,1))); 
            % Calculate the equivalent modulus between the two averaged  
            % load increment points 
            leqmodulus(i+1)=((lastload(lloadmod2(end,1))-lastload(... 
                lloadmod1(end,1)))/(pi()*((dia/2)^2)))/((lastdisp(... 
                lloadmod2(end,1))-lastdisp(lloadmod1(end,1)))/height); 
        else 
            % If the any of the load increments point exceed the actual 
            % peak load, set the stiffness and equivalent modulus for that  
            % point to 0 as a placeholder 
            lstiffness(i+1)=0; 
            leqmodulus(i+1)=0; 
        end 
    end 
     
    % Calculate the maximum value of unloading stiffness and equivalent 
    % modulus 
    [lmaxstiffness,lIs]=max(lstiffness); 
    [lmod,lIm]=max(leqmodulus); 
     
    % If unloading stiffness was recorded to be less than 0, set the value  
    % of the  unloading stiffness and equivalent modulus to 
    % 0. This occurs sometimes during dramatic sample failure (such as the  
    % UC failure of Cor-Tuf samples) because the measured load reaches 0 
    % before the ram is able to retract. 
    if lmaxstiffness<0 
        lmaxstiffness=0; 
        lmod=0; 
    end 
end 
  
save([pref '_CDAQ.mat']) 
 
D.2.8 ScatterPlot 
% Created: 08/2014 by Tyler Oesch 
  
% Purpose: Compile scatter plots of damage data relative to mechanical 
% performance properties. 
  
clear all 
close all 
  
% Set "test" value to reflect the desired plot characteristics 
%       test=0 for SAM-35 UC 
%       test=1 for CT UC 
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%       test=2 for SAM-35 DPT 
%       test=3 for CT DPT 
test=3; 
  
% Create scatter plots for UC SAM-35 Data 
if test==0 
    % Create blank variables to hold scatter plot data 
    scatdata=zeros(18,5); 
    baselinescatdata=zeros(18,5); 
    % For each scan in the set of experiments, load damage and mechanical 
    % performance values into the scatter plot matrix 
    for count=1:16 
        % Load damage data 
        if count==1 
            load(['./S3_6_S6M/S3_6_S6M_NAV.mat']) 
        elseif count==10 
            clear NAV 
            load(['./S3_6_S5M/S3_6_S5M_NAV.mat']) 
        end 
         
        % Loading values for sample S3-6-S6M 
        if count<10           
            % Load mechanical testing data 
            load(['./DAQ/S3_6_S6M_C' num2str(count) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix 
            scatdata(count,:)=[NAV(count,:),maxstiffness]; 
            % For the last scan of a sample, the unloading 
            % stiffness of the previous load cycle is used 
            if count==9 
                scatdata(count+1,:)=[NAV(count+1,:),lmaxstiffness]; 
            end 
            % Compile the values of cumulative work of load 
            if count==1 
                % For the pre-test scan, 0 work of load has been completed 
                compwork(count,1)=0; 
                compwork(count+1,1)=cyclework; 
            else 
                compwork(count+1,1)=compwork(count)+cyclework; 
            end 
        % Loading values for sample S3-6-S5M 
        else 
            % Load mechanical testing data 
            load(['./DAQ/S3_6_S5M_C' num2str(count-9) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix 
            scatdata(count+1,:)=[NAV(count-9,:),maxstiffness]; 
            % For the last scan of a sample, the unloading 
            % stiffness of the previous load cycle is used 
            if count==16 
                scatdata(count+2,:)=[NAV(count-8,:),lmaxstiffness]; 
            end 
            % Compile the values of cumulative work of load 
            if count==10 
                % For the pre-test scan, 0 work of load has been completed 
                compwork(count+1,1)=0; 
                compwork(count+2,1)=cyclework; 
            else 
                compwork(count+2,1)=compwork(count+1)+cyclework; 
            end 
        end 
    end 
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    % Convert data from U.S. customary units to SI units 
    % Convert from lb/in to kN/mm 
    scatdata(:,5)=(scatdata(:,5)*4.44822/0.0254)/1000^2; 
    % Convert from in-lb to N-m 
    compwork=compwork*(1.35582/12); 
     
    % Convert damage data to mm units instead of microns 
    scatdata(:,3)=scatdata(:,3)/1000^2; 
    scatdata(:,4)=scatdata(:,4)/1000^3; 
     
    % Calculate the maximum value of stiffness measured for each sample 
    [maxs6mod,maxs6ind]=max(scatdata(1:10,5)); 
    [maxs5mod,maxs5ind]=max(scatdata(11:18,5)); 
     
    % Apply corrections to measured stiffness data 
    for count=1:18 
        % For sample S3-6-S6M 
        if count<11 
            % Correct for low initial stiffness measurements due to loader   
            % platen settlement 
            if count<=maxs6ind 
                scatdata(count,5)=scatdata(maxs6ind,5); 
            end 
            % Correct for inaccurately high unloading stiffness  
            % measurements due to dramatic sample failure by setting the  
            % unloading stiffness value equal to the measured loading  
            % stiffness value of the last load cycle. 
            if count>maxs6ind && scatdata(count,5)>scatdata(count-1,5) 
                scatdata(count,5)=scatdata(count-1,5); 
            end 
        % For sample S3-6-S5M 
        else 
            % Correct for low initial stiffness measurements due to loader   
            % platen settlement 
            if count<=maxs5ind+10 
                scatdata(count,5)=scatdata(maxs5ind+10,5); 
            end 
            % Correct for inaccurately high unloading stiffness  
            % measurements due to dramatic sample failure by setting the  
            % unloading stiffness value equal to the measured loading  
            % stiffness value of the last load cycle. 
            if count>maxs5ind+10 && scatdata(count,5)>scatdata(count-1,5) 
                scatdata(count,5)=scatdata(count-1,5); 
            end 
        end 
        % Calculate compliance values for each load cycle based on an 
        % inversion of the compiled stiffnesses 
        compliance(count,1)=1/scatdata(count,5); 
    end 
     
    % Compile damage data relative to stiffness 
     
    % As long as the measured stiffness of the sample has not dropped by 
    % more than 10%, the sample is considered lightly damaged and all 
    % damage values in that range are averaged to compute the damage 
    % baseline. 
     
    % For sample S3-6-S6M 
    count=0; 
    while scatdata(count+1,5)>=0.9*maxs6mod 
        count=count+1; 
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        avg1qual=count; 
    end 
    scatavg1=[1,mean(scatdata(1:avg1qual,2)),mean(scatdata(1:avg1qual,3)),... 
        mean(scatdata(1:avg1qual,4)),scatdata(maxs6ind,5)]; 
    for count=1:10 
        baselinescatdata(count,:)=scatdata(count,:)-scatavg1; 
    end 
     
    % For sample S3-6-S5M 
    count=10; 
    while scatdata(count+1,5)>=0.9*maxs5mod 
        count=count+1; 
        avg2qual=count; 
    end 
    scatavg2=[1,mean(scatdata(11:avg2qual,2)),mean(scatdata(11:avg2qual,3)),... 
        mean(scatdata(11:avg2qual,4)),scatdata(maxs5ind+10,5)]; 
    for count=11:18 
        baselinescatdata(count,:)=scatdata(count,:)-scatavg2; 
    end 
     
    % Compile damage data relative to work 
     
    % As long as the measured cumulative work of load on the sample is less 
    % than 10% of the total cumulative work of load measured during all 
    % load cycles on the sample, the sample is considered lightly damaged 
    % and all damage values in that range are averaged to compute the  
    % damage baseline.  
     
    % For sample S3-6-S6M 
    count=0; 
    while compwork(count+1)<=0.1*max(compwork(1:10)) 
        count=count+1; 
        wavg1qual=count; 
    end 
    wscatavg1=[1,mean(scatdata(1:wavg1qual,2)),mean(scatdata(1:wavg1qual,3)),... 
        mean(scatdata(1:wavg1qual,4)),scatdata(maxs6ind,5)]; 
    for count=1:10 
        wbaselinescatdata(count,:)=scatdata(count,:)-wscatavg1; 
    end 
     
    % For sample S3-6-S5M 
    count=10; 
    while compwork(count+1)<=0.1*max(compwork(11:18)) 
        count=count+1; 
        wavg2qual=count; 
    end 
    wscatavg2=[1,mean(scatdata(11:wavg2qual,2)),mean(scatdata(11:wavg2qual,3)),... 
        mean(scatdata(11:wavg2qual,4)),scatdata(maxs5ind+10,5)]; 
    for count=11:18 
        wbaselinescatdata(count,:)=scatdata(count,:)-wscatavg2; 
    end 
       
    % Determine the limits for the plots     
    scatdatamax=max(scatdata); 
    scatdatamin=min(scatdata); 
    blscatdatamax=max(baselinescatdata); 
    blscatdatamin=min(baselinescatdata); 
    wblscatdatamax=max(wbaselinescatdata); 
    wblscatdatamin=min(wbaselinescatdata); 
     
    % Stiffness-damage scatter plots 
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    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on     
    scatter(scatdata(11:18,4),scatdata(11:18,5),'b') 
    scatter(scatdata(1:10,4),scatdata(1:10,5),'r','*') 
    ylabel('Stiffness (kN/mm)') 
    xlabel('Volume of Voids (mm^3)') 
    legend('S3-6-S5M','S3-6-S6M','Location','Best') 
    xlim([0.95*scatdatamin(4) 1.05*scatdatamax(4)]) 
    ylim([0.95*scatdatamin(5) 1.05*scatdatamax(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(11:18,3),scatdata(11:18,5),'b') 
    scatter(scatdata(1:10,3),scatdata(1:10,5),'r','*') 
    ylabel('Stiffness (kN/mm)') 
    xlabel('Void Surface Area (mm^2)') 
    legend('S3-6-S5M','S3-6-S6M','Location','Best') 
    xlim([0.95*scatdatamin(3) 1.05*scatdatamax(3)]) 
    ylim([0.95*scatdatamin(5) 1.05*scatdatamax(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(baselinescatdata(11:18,4),baselinescatdata(11:18,5),'b') 
    scatter(baselinescatdata(1:10,4),baselinescatdata(1:10,5),'r','*') 
    ylabel('Stiffness Reduction (kN/mm)') 
    xlabel('Baseline Adjusted Void Volume (mm^3)') 
    legend('S3-6-S5M','S3-6-S6M','Location','Best') 
    xlim([1.05*blscatdatamin(4) 1.05*blscatdatamax(4)]) 
    ylim([1.05*blscatdatamin(5) -0.05*blscatdatamin(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(baselinescatdata(11:18,3),baselinescatdata(11:18,5),'b') 
    scatter(baselinescatdata(1:10,3),baselinescatdata(1:10,5),'r','*') 
    ylabel('Stiffness Reduction (kN/mm)') 
    xlabel('Baseline Adjusted Void Surface Area (mm^2)') 
    legend('S3-6-S5M','S3-6-S6M','Location','Best') 
    xlim([1.05*blscatdatamin(3) 1.05*blscatdatamax(3)]) 
    ylim([1.05*blscatdatamin(5) -0.05*blscatdatamin(5)]) 
     
    % Work-damage scatter plots 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(11:18,4),compwork(11:18,1),'b') 
    scatter(scatdata(1:10,4),compwork(1:10,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Volume of Voids (mm^3)') 
    legend('S3-6-S5M','S3-6-S6M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([0.95*scatdatamin(4) 1.05*scatdatamax(4)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(11:18,3),compwork(11:18,1),'b') 
    scatter(scatdata(1:10,3),compwork(1:10,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Void Surface Area (mm^2)') 
    legend('S3-6-S5M','S3-6-S6M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([0.95*scatdatamin(3) 1.05*scatdatamax(3)]) 
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    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(wbaselinescatdata(11:18,4),compwork(11:18,1),'b') 
    scatter(wbaselinescatdata(1:10,4),compwork(1:10,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Baseline Adjusted Void Volume (mm^3)') 
    legend('S3-6-S5M','S3-6-S6M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([1.05*wblscatdatamin(4) 1.05*wblscatdatamax(4)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(wbaselinescatdata(11:18,3),compwork(11:18,1),'b') 
    scatter(wbaselinescatdata(1:10,3),compwork(1:10,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Baseline Adjusted Void Surface Area (mm^2)') 
    legend('S3-6-S5M','S3-6-S6M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([1.05*wblscatdatamin(3) 1.05*wblscatdatamax(3)]) 
     
    test=0; 
end 
  
% Create scatter plots for CT UC data 
if test==1 
    % Create blank variables to hold scatter plot data 
    scatdata=zeros(9,5); 
    baselinescatdata=zeros(9,5); 
    % For each scan in the set of experiments, load damage and mechanical 
    % performance values into the scatter plot matrix 
    for count=1:6 
        % Load damage data 
        if count==1 
            load(['./C3_6_C10M/C3_6_C10M_NAV.mat']) 
        elseif count==3 
            clear NAV 
            load(['./C3_6_C13M/C3_6_C13M_NAV.mat']) 
        end 
         
        % Loading values for sample C3-6-C10M 
        if count<3 
            % Load mechanical testing data 
            load(['./DAQ/C3_6_C10M_C' num2str(count) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix 
            scatdata(count,:)=[NAV(count,:),maxstiffness]; 
            % For the last scan of a sample, the unloading 
            % stiffness of the previous load cycle is used (C3-6-C10M was 
            % scanned twice after its last loading cycle.  Stiffness values  
            % were corrupted due to dramatic failure, so stiffness is set  
            % to 0) 
            if count==2 
                scatdata(count+1,:)=[NAV(count+1,:),0]; 
                scatdata(count+2,:)=[NAV(count+2,:),0]; 
            end 
            % Compile the values of cumulative work of load 
            if count==1 
                % For the pre-test scan, 0 work of load has been completed 
                compwork(count,1)=0; 
                compwork(count+1,1)=cyclework; 
            else 
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                compwork(count+1,1)=compwork(count)+cyclework; 
                compwork(count+2,1)=compwork(count+1,1); 
            end 
        % Loading values for sample C3-6-C13M 
        else 
            % Load mechanical testing data 
            load(['./DAQ/C3_6_C13M_C' num2str(count-2) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix 
            scatdata(count+2,:)=[NAV(count-2,:),maxstiffness]; 
            % For the last scan of a sample, the unloading 
            % stiffness of the previous load cycle is used (Stiffness   
            % values for C3-6-C13M were corrupted due to dramatic failure,  
            % so stiffness is set to 0) 
            if count==6 
                scatdata(count+3,:)=[NAV(count-1,:),0]; 
            end 
            % Compile the values of cumulative work of load 
            if count==3 
                % For the pre-test scan, 0 work of load has been completed 
                compwork(count+2,1)=0; 
                compwork(count+3,1)=cyclework; 
            else 
                compwork(count+3,1)=compwork(count+2)+cyclework; 
            end 
        end 
    end 
     
    % Convert data from U.S. customary units to SI units 
    % Convert from lb/in to kN/mm 
    scatdata(:,5)=(scatdata(:,5)*4.44822/0.0254)/1000^2; 
    % Convert from in-lb to N-m 
    compwork=compwork*(1.35582/12); 
     
    % Convert damage data to mm units instead of microns 
    scatdata(:,3)=scatdata(:,3)/1000^2; 
    scatdata(:,4)=scatdata(:,4)/1000^3; 
     
    % Calculate the maximum value of stiffness measured for each sample 
    [maxc10mod,maxc10ind]=max(scatdata(1:4,5)); 
    [maxc13mod,maxc13ind]=max(scatdata(5:9,5)); 
     
    % Apply corrections to measured stiffness data 
    for count=1:9 
        % For sample C3-6-C10M 
        if count<5 
            % Correct for low initial stiffness measurements due to loader   
            % platen settlement 
            if count<maxc10ind 
                scatdata(count,5)=scatdata(maxc10ind,5); 
            end 
             
            if count>maxc10ind && scatdata(count,5)>scatdata(count-1,5) 
                scatdata(count,5)=scatdata(count-1,5); 
            end 
        % For sample C3-6-C13M 
        else 
            % Correct for low initial stiffness measurements due to loader   
            % platen settlement 
            if count<maxc13ind+4 
                scatdata(count,5)=scatdata(maxc13ind+4,5); 
            end 
  412 
            % Correct for inaccurately high unloading stiffness  
            % measurements due to dramatic sample failure by setting the  
            % unloading stiffness value equal to the measured loading  
            % stiffness value of the last load cycle. 
            if count>maxc13ind+4 && scatdata(count,5)>scatdata(count-1,5) 
                scatdata(count,5)=scatdata(count-1,5); 
            end 
        end 
        % Calculate compliance values for each load cycle based on an 
        % inversion of the compiled stiffnesses 
        compliance(count,1)=1/scatdata(count,5); 
    end 
     
    % Compile damage data relative to stiffness 
     
    % As long as the measured stiffness of the sample has not dropped by 
    % more than 10%, the sample is considered lightly damaged and all 
    % damage values in that range are averaged to compute the damage 
    % baseline. 
     
    % For sample C3-6-C10M 
    count=0; 
    while scatdata(count+1,5)>=0.9*maxc10mod 
        count=count+1; 
        avg1qual=count; 
    end 
    scatavg1=[1,mean(scatdata(1:avg1qual,2)),mean(scatdata(1:avg1qual,3)),... 
        mean(scatdata(1:avg1qual,4)),scatdata(maxc10ind,5)]; 
    for count=1:4 
        baselinescatdata(count,:)=scatdata(count,:)-scatavg1; 
    end 
     
    % For sample C3-6-C13M 
    count=4; 
    while scatdata(count+1,5)>=0.9*maxc13mod 
        count=count+1; 
        avg2qual=count; 
    end 
    scatavg2=[1,mean(scatdata(5:avg2qual,2)),mean(scatdata(5:avg2qual,3)),... 
        mean(scatdata(5:avg2qual,4)),scatdata(maxc13ind+4,5)]; 
    for count=5:9 
        baselinescatdata(count,:)=scatdata(count,:)-scatavg2; 
    end 
     
    % Compile damage data relative to work 
     
    % As long as the measured cumulative work of load on the sample is less 
    % than 10% of the total cumulative work of load measured during all 
    % load cycles on the sample, the sample is considered lightly damaged 
    % and all damage values in that range are averaged to compute the  
    % damage baseline.  
     
    % For sample C3-6-C10M 
    count=0; 
    while compwork(count+1)<=0.1*max(compwork(1:4)) 
        count=count+1; 
        wavg1qual=count; 
    end 
    wscatavg1=[1,mean(scatdata(1:wavg1qual,2)),mean(scatdata(1:wavg1qual,3)),... 
        mean(scatdata(1:wavg1qual,4)),scatdata(maxc10ind,5)]; 
    for count=1:4 
        wbaselinescatdata(count,:)=scatdata(count,:)-wscatavg1; 
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    end 
     
    % For sample C3-6-C13M 
    count=4; 
    while compwork(count+1)<=0.1*max(compwork(5:9)) 
        count=count+1; 
        wavg2qual=count; 
    end 
    wscatavg2=[1,mean(scatdata(5:wavg2qual,2)),mean(scatdata(5:wavg2qual,3)),... 
        mean(scatdata(5:wavg2qual,4)),scatdata(maxc13ind+4,5)]; 
    for count=5:9 
        wbaselinescatdata(count,:)=scatdata(count,:)-wscatavg2; 
    end 
     
    % Determine the limits for the plots      
    scatdatamax=max(scatdata); 
    scatdatamin=min(scatdata); 
    blscatdatamax=max(baselinescatdata); 
    blscatdatamin=min(baselinescatdata); 
    wblscatdatamax=max(wbaselinescatdata); 
    wblscatdatamin=min(wbaselinescatdata); 
       
    % Stiffness-damage scatter plots 
         
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:4,4),scatdata(1:4,5),'b') 
    scatter(scatdata(5:9,4),scatdata(5:9,5),'r','*') 
    ylabel('Stiffness (kN/mm)') 
    xlabel('Volume of Voids (mm^3)') 
    legend('C3-6-C10M','C3-6-C13M','Location','Best') 
    xlim([0.95*scatdatamin(4) 1.05*scatdatamax(4)]) 
    ylim([0.95*scatdatamin(5) 1.05*scatdatamax(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:4,3),scatdata(1:4,5),'b') 
    scatter(scatdata(5:9,3),scatdata(5:9,5),'r','*') 
    ylabel('Stiffness (kN/mm)') 
    xlabel('Void Surface Area (mm^2)') 
    legend('C3-6-C10M','C3-6-C13M','Location','Best') 
    xlim([0.95*scatdatamin(3) 1.05*scatdatamax(3)]) 
    ylim([0.95*scatdatamin(5) 1.05*scatdatamax(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(baselinescatdata(1:4,4),baselinescatdata(1:4,5),'b') 
    scatter(baselinescatdata(5:9,4),baselinescatdata(5:9,5),'r','*') 
    ylabel('Stiffness Reduction (kN/mm)') 
    xlabel('Baseline Adjusted Void Volume (mm^3)') 
    legend('C3-6-C10M','C3-6-C13M','Location','Best') 
    xlim([1.05*blscatdatamin(4) 1.05*blscatdatamax(4)]) 
    ylim([1.05*blscatdatamin(5) -0.05*blscatdatamin(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(baselinescatdata(1:4,3),baselinescatdata(1:4,5),'b') 
    scatter(baselinescatdata(5:9,3),baselinescatdata(5:9,5),'r','*') 
    ylabel('Stiffness Reduction (kN/mm)') 
    xlabel('Baseline Adjusted Void Surface Area (mm^2)') 
    legend('C3-6-C10M','C3-6-C13M','Location','Best') 
    xlim([1.05*blscatdatamin(3) 1.05*blscatdatamax(3)]) 
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    ylim([1.05*blscatdatamin(5) -0.05*blscatdatamin(5)]) 
     
    % Work-damage scatter plots 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:4,4),compwork(1:4,1),'b') 
    scatter(scatdata(5:9,4),compwork(5:9,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Volume of Voids (mm^3)') 
    legend('C3-6-C10M','C3-6-C13M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([0.95*scatdatamin(4) 1.05*scatdatamax(4)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:4,3),compwork(1:4,1),'b') 
    scatter(scatdata(5:9,3),compwork(5:9,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Void Surface Area (mm^2)') 
    legend('C3-6-C10M','C3-6-C13M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([0.95*scatdatamin(3) 1.05*scatdatamax(3)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(wbaselinescatdata(1:4,4),compwork(1:4,1),'b') 
    scatter(wbaselinescatdata(5:9,4),compwork(5:9,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Baseline Adjusted Void Volume (mm^3)') 
    legend('C3-6-C10M','C3-6-C13M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([1.05*wblscatdatamin(4) 1.05*wblscatdatamax(4)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(wbaselinescatdata(1:4,3),compwork(1:4,1),'b') 
    scatter(wbaselinescatdata(5:9,3),compwork(5:9,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Baseline Adjusted Void Surface Area (mm^2)') 
    legend('C3-6-C10M','C3-6-C13M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([1.05*wblscatdatamin(3) 1.05*wblscatdatamax(3)]) 
     
    test=1; 
     
end 
  
% Create scatters plot for DPT SAM-35 data 
if test==2 
    % Create blank variables to hold scatter plot data 
    scatdata=zeros(10,5); 
    baselinescatdata=zeros(10,5); 
    % For each scan in the set of experiments, load damage and mechanical 
    % performance values into the scatter plot matrix 
    for count=1:9 
        % Load damage data 
        if count==1 
            load(['./S3_3_S8UM/S3_3_S8UM_NAV.mat']) 
        elseif count==3 
            clear NAV 
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            load(['./S3_3_S9UM/S3_3_S9UM_NAV.mat']) 
        elseif count==5 
            clear NAV 
            load(['./S3_3_S10LM/S3_3_S10LM_NAV.mat']) 
        end 
         
        % Loading values for sample S3-3-S8UM 
        if count<3 
            % Load mechanical testing data 
            load(['./DAQ/S3_3_S8UM_C' num2str(count) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix. After the last scan of S3-3-S8UM, a further loading 
            % cycle was conducted, so the use of unloading stiffness values  
            % was not necessary. 
            scatdata(count,:)=[NAV(count,:),maxstiffness]; 
            if count==1 
                % For the pre-test scan, 0 work of load has been completed 
                compwork(count,1)=0; 
                compwork(count+1,1)=cyclework; 
            end 
        % Loading values for sample S3-3-S9UM 
        elseif count<5 
            % Load mechanical testing data 
            load(['./DAQ/S3_3_S9UM_C' num2str(count-2) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix. After the last scan of S3-3-S9UM, a further loading 
            % cycle was conducted, so the use of unloading stiffness values  
            % was not necessary. 
            scatdata(count,:)=[NAV(count-2,:),maxstiffness]; 
            % Compile the values of cumulative work of load 
            if count==3 
                % For the pre-test scan, 0 work of load has been completed 
                compwork(count,1)=0; 
                compwork(count+1,1)=cyclework; 
            end 
        % Loading values for sample S3-3-S10LM 
        else 
            % Load mechanical testing data 
            load(['./DAQ/S3_3_S10LM_C' num2str(count-4) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix 
            scatdata(count,:)=[NAV(count-4,:),maxstiffness]; 
            % For the last scan of a sample, the unloading 
            % stiffness of the previous load cycle is used 
            if count==9 
                scatdata(count+1,:)=[NAV(count-3,:),lmaxstiffness]; 
            end 
            % Compile the values of cumulative work of load 
            if count==5 
                % For the pre-test scan, 0 work of load has been completed 
                compwork(count,1)=0; 
                compwork(count+1,1)=cyclework; 
            else 
                compwork(count+1,1)=compwork(count)+cyclework; 
            end 
        end 
    end 
     
    % Convert data from U.S. customary units to SI units 
    % Convert from lb/in to kN/mm 
    scatdata(:,5)=(scatdata(:,5)*4.44822/0.0254)/1000^2; 
    % Convert from in-lb to N-m 
    compwork=compwork*(1.35582/12); 
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    % Convert damage data to mm units instead of microns 
    scatdata(:,3)=scatdata(:,3)/1000^2; 
    scatdata(:,4)=scatdata(:,4)/1000^3; 
     
    % Calculate the maximum value of stiffness measured for each sample 
    [maxs10mod,maxs10ind]=max(scatdata(5:10,5)); 
     
    % Apply corrections to measured stiffness data 
    for count=1:10 
        % For sample S3-3-S8UM 
        if count<3 
            % Sample S3-3-S8UM failed during the first loading increment, 
            % so all data compiled relative to stiffness and work is 
            % compiled relative to the first loading increment. 
            baselinescatdata(count,:)=scatdata(count,:)-scatdata(1,:); 
            wbaselinescatdata(count,:)=scatdata(count,:)-scatdata(1,:); 
        % For sample S3-3-S9UM 
        elseif count<5 
            % Sample S3-3-S9UM failed during the first loading increment, 
            % so all data compiled relative to stiffness and work is 
            % compiled relative to the first loading increment. 
            baselinescatdata(count,:)=scatdata(count,:)-scatdata(3,:); 
            wbaselinescatdata(count,:)=scatdata(count,:)-scatdata(3,:); 
        % For sample S3-3-S10LM 
        else 
            % Correct for low initial stiffness measurements due to loader   
            % platen settlement 
            if count<maxs10ind+4 
                scatdata(count,5)=scatdata(maxs10ind+4,5); 
            end 
            % Correct for inaccurately high unloading stiffness  
            % measurements due to dramatic sample failure by setting the  
            % unloading stiffness value equal to the measured loading  
            % stiffness value of the last load cycle. 
            if count>maxs10ind+4 && scatdata(count,5)>scatdata(count-1,5) 
                scatdata(count,5)=scatdata(count-1,5); 
            end 
        end 
        % Calculate compliance values for each load cycle based on an 
        % inversion of the compiled stiffnesses 
        compliance(count,1)=1/scatdata(count,5); 
    end 
     
    % Compile damage data relative to stiffness 
     
    % As long as the measured stiffness of the sample has not dropped by 
    % more than 10%, the sample is considered lightly damaged and all 
    % damage values in that range are averaged to compute the damage 
    % baseline. 
     
    % For sample S3-3-S10LM 
    count=4; 
    while scatdata(count+1,5)>=0.9*maxs10mod 
        count=count+1; 
        avg1qual=count; 
    end 
    scatavg1=[1,mean(scatdata(5:avg1qual,2)),mean(scatdata(5:avg1qual,3)),... 
        mean(scatdata(5:avg1qual,4)),scatdata(maxs10ind+4,5)]; 
    for count=5:10 
        baselinescatdata(count,:)=scatdata(count,:)-scatavg1; 
    end 
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    % Compile damage data relative to work 
     
    % As long as the measured cumulative work of load on the sample is less 
    % than 10% of the total cumulative work of load measured during all 
    % load cycles on the sample, the sample is considered lightly damaged 
    % and all damage values in that range are averaged to compute the  
    % damage baseline.  
     
    % For sample S3-3-S10LM 
    count=4; 
    while compwork(count+1)<=0.1*max(compwork(5:10)) 
        count=count+1; 
        wavg1qual=count; 
    end 
    wscatavg1=[1,mean(scatdata(5:wavg1qual,2)),mean(scatdata(5:wavg1qual,3)),... 
        mean(scatdata(5:wavg1qual,4)),scatdata(maxs10ind+4,5)]; 
    for count=5:10 
        wbaselinescatdata(count,:)=scatdata(count,:)-wscatavg1; 
    end 
     
    % Determine the limits for the plots  
    scatdatamax=max(scatdata); 
    scatdatamin=min(scatdata); 
    blscatdatamax=max(baselinescatdata); 
    blscatdatamin=min(baselinescatdata); 
    wblscatdatamax=max(wbaselinescatdata); 
    wblscatdatamin=min(wbaselinescatdata); 
     
    % Stiffness-damage scatter plots 
         
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:2,4),scatdata(1:2,5),'b') 
    scatter(scatdata(3:4,4),scatdata(3:4,5),'r','*') 
    scatter(scatdata(5:10,4),scatdata(5:10,5),'g','^') 
    legend('S3-3-S8UM','S3-3-S9UM','S3-3-S10LM','Location','Best') 
    ylabel('Stiffness (kN/mm)') 
    xlabel('Volume of Voids (mm^3)') 
    xlim([0.95*scatdatamin(4) 1.05*scatdatamax(4)]) 
    ylim([0.95*scatdatamin(5) 1.05*scatdatamax(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:2,3),scatdata(1:2,5),'b') 
    scatter(scatdata(3:4,3),scatdata(3:4,5),'r','*') 
    scatter(scatdata(5:10,3),scatdata(5:10,5),'g','^') 
    ylabel('Stiffness (kN/mm)') 
    xlabel('Void Surface Area (mm^2)') 
    legend('S3-3-S8UM','S3-3-S9UM','S3-3-S10LM','Location','Best') 
    xlim([0.95*scatdatamin(3) 1.05*scatdatamax(3)]) 
    ylim([0.95*scatdatamin(5) 1.05*scatdatamax(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(baselinescatdata(1:2,4),baselinescatdata(1:2,5),'b') 
    scatter(baselinescatdata(3:4,4),baselinescatdata(3:4,5),'r','*') 
    scatter(baselinescatdata(5:10,4),baselinescatdata(5:10,5),'g','^') 
    ylabel('Stiffness Reduction (kN/mm)') 
    xlabel('Baseline Adjusted Void Volume (mm^3)') 
    legend('S3-3-S8UM','S3-3-S9UM','S3-3-S10LM','Location','Best') 
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    xlim([1.05*blscatdatamin(4) 1.05*blscatdatamax(4)]) 
    ylim([1.05*blscatdatamin(5) -0.05*blscatdatamin(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(baselinescatdata(1:2,3),baselinescatdata(1:2,5),'b') 
    scatter(baselinescatdata(3:4,3),baselinescatdata(3:4,5),'r','*') 
    scatter(baselinescatdata(5:10,3),baselinescatdata(5:10,5),'g','^') 
    ylabel('Stiffness Reduction (kN/mm)') 
    xlabel('Baseline Adjusted Void Surface Area (mm^2)') 
    legend('S3-3-S8UM','S3-3-S9UM','S3-3-S10LM','Location','Best') 
    xlim([1.05*blscatdatamin(3) 1.05*blscatdatamax(3)]) 
    ylim([1.05*blscatdatamin(5) -0.05*blscatdatamin(5)]) 
     
    % Work-damage scatter plots 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:2,4),compwork(1:2,1),'b') 
    scatter(scatdata(3:4,4),compwork(3:4,1),'r','*') 
    scatter(scatdata(5:10,4),compwork(5:10,1),'g','^') 
    ylabel('Work (N-m)') 
    xlabel('Volume of Voids (mm^3)') 
    legend('S3-3-S8UM','S3-3-S9UM','S3-3-S10LM','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([0.95*scatdatamin(4) 1.05*scatdatamax(4)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:2,3),compwork(1:2,1),'b') 
    scatter(scatdata(3:4,3),compwork(3:4,1),'r','*') 
    scatter(scatdata(5:10,3),compwork(5:10,1),'g','^') 
    ylabel('Work (N-m)') 
    xlabel('Void Surface Area (mm^2)') 
    legend('S3-3-S8UM','S3-3-S9UM','S3-3-S10LM','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([0.95*scatdatamin(3) 1.05*scatdatamax(3)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(wbaselinescatdata(1:2,4),compwork(1:2,1),'b') 
    scatter(wbaselinescatdata(3:4,4),compwork(3:4,1),'r','*') 
    scatter(wbaselinescatdata(5:10,4),compwork(5:10,1),'g','^') 
    ylabel('Work (N-m)') 
    xlabel('Baseline Adjusted Void Volume (mm^3)') 
    legend('S3-3-S8UM','S3-3-S9UM','S3-3-S10LM','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([1.05*wblscatdatamin(4) 1.05*wblscatdatamax(4)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(wbaselinescatdata(1:2,3),compwork(1:2,1),'b') 
    scatter(wbaselinescatdata(3:4,3),compwork(3:4,1),'r','*') 
    scatter(wbaselinescatdata(5:10,3),compwork(5:10,1),'g','^') 
    ylabel('Work (N-m)') 
    xlabel('Baseline Adjusted Void Surface Area (mm^2)') 
    legend('S3-3-S8UM','S3-3-S9UM','S3-3-S10LM','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([1.05*wblscatdatamin(3) 1.05*wblscatdatamax(3)]) 
     
    test=2; 
end 
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% Create scatter plots for CT DPT data 
if test==3 
    % Create blank variables to hold scatter plot data 
    scatdata=zeros(11,5); 
    baselinescatdata=zeros(11,5); 
    % For each scan in the set of experiments, load damage and mechanical 
    % performance values into the scatter plot matrix 
    for count=1:9 
        % Load damage data 
        if count==1 
            load(['./C3_3_C12M/C3_3_C12M_NAV.mat']) 
        elseif count==3 
            clear NAV 
            load(['./C3_3_C16M/C3_3_C16M_NAV.mat']) 
        end 
         
        % Loading values for sample C3-3-C12M 
        if count==1 
            % Load mechanical testing data 
            load(['./DAQ/C3_3_C12M_C' num2str(count) '_CDAQ.mat']) 
            % Loading had to be stopped mid-way through the first loading 
            % cycle of C3-3-C12M.  The work of load recorded during the 
            % first, abortive load cycle needs to be included in the 
            % cumulative work of load calculations. 
            part1work=cyclework; 
            load(['./DAQ/C3_3_C12M_C' num2str(count) '_2_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix. 
            scatdata(count,:)=[NAV(count,:),maxstiffness]; 
            % For the pre-test scan, 0 work of load has been completed 
            compwork(count,1)=0; 
            compwork(count+1,1)=cyclework+part1work; 
        % Continued loading of values for sample C3-3-C12M 
        elseif count<5 
            % Load mechanical testing data 
            load(['./DAQ/C3_3_C12M_C' num2str(count) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix 
            scatdata(count,:)=[NAV(count,:),maxstiffness]; 
            % For the last scan of a sample, the unloading 
            % stiffness of the previous load cycle is used 
            if count==4 
                scatdata(count+1,:)=[NAV(count+1,:),lmaxstiffness]; 
            end 
            % Compile the values of cumulative work of load 
            compwork(count+1,1)=compwork(count)+cyclework; 
        % Loading values for sample C3-3-C16M 
        else 
            % Load mechanical testing data 
            load(['./DAQ/C3_3_C16M_C' num2str(count-4) '_CDAQ.mat']) 
            % Input damage and stiffness information into the scatter plot 
            % matrix 
            scatdata(count+1,:)=[NAV(count-4,:),maxstiffness]; 
            % For the last scan of a sample, the unloading 
            % stiffness of the previous load cycle is used 
            if count==9 
                scatdata(count+2,:)=[NAV(count-3,:),lmaxstiffness]; 
            end 
            % Compile the values of cumulative work of load 
            if count==5 
                % For the pre-test scan, 0 work of load has been completed 
                compwork(count+1,1)=0; 
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                compwork(count+2,1)=cyclework; 
            else 
                compwork(count+2,1)=compwork(count+1)+cyclework; 
            end 
        end 
    end 
     
    % Convert data from U.S. customary units to SI units 
    % Convert from lb/in to kN/mm 
    scatdata(:,5)=(scatdata(:,5)*4.44822/0.0254)/1000^2; 
    % Convert from in-lb to N-m 
    compwork=compwork*(1.35582/12); 
     
    % Convert damage data to mm units instead of microns 
    scatdata(:,3)=scatdata(:,3)/1000^2; 
    scatdata(:,4)=scatdata(:,4)/1000^3; 
     
    % Calculate the maximum value of stiffness measured for each sample 
    [maxc12mod,maxc12ind]=max(scatdata(1:5,5)); 
    [maxc16mod,maxc16ind]=max(scatdata(6:11,5)); 
     
    % Apply corrections to measured stiffness data 
    for count=1:11 
        % For sample C3-3-C12M 
        if count<6 
            % Correct for low initial stiffness measurements due to loader   
            % platen settlement 
            if count<maxc12ind 
                scatdata(count,5)=scatdata(maxc12ind,5); 
            end 
            % Correct for inaccurately high unloading stiffness  
            % measurements due to dramatic sample failure by setting the  
            % unloading stiffness value equal to the measured loading  
            % stiffness value of the last load cycle. 
            if count>maxc12ind && scatdata(count,5)>scatdata(count-1,5) 
                scatdata(count,5)=scatdata(count-1,5); 
            end 
        % For sample C3-3-C16M 
        else 
            % Correct for low initial stiffness measurements due to loader   
            % platen settlement 
            if count<maxc16ind+5 
                scatdata(count,5)=scatdata(maxc16ind+5,5); 
            end 
            % Correct for inaccurately high unloading stiffness  
            % measurements due to dramatic sample failure by setting the  
            % unloading stiffness value equal to the measured loading  
            % stiffness value of the last load cycle. 
            if count>maxc16ind+5 && scatdata(count,5)>scatdata(count-1,5) 
                scatdata(count,5)=scatdata(count-1,5); 
            end 
        end 
        % Calculate compliance values for each load cycle based on an 
        % inversion of the compiled stiffnesses 
        compliance(count,1)=1/scatdata(count,5); 
    end 
     
    % Compile damage data relative to stiffness 
     
    % As long as the measured stiffness of the sample has not dropped by 
    % more than 10%, the sample is considered lightly damaged and all 
    % damage values in that range are averaged to compute the damage 
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    % baseline. 
     
    % For sample C3-3-C12M 
     count=0; 
    while scatdata(count+1,5)>=0.9*maxc12mod 
        count=count+1; 
        avg1qual=count; 
    end 
    scatavg1=[1,mean(scatdata(1:avg1qual,2)),mean(scatdata(1:avg1qual,3)),... 
        mean(scatdata(1:avg1qual,4)),scatdata(maxc12ind,5)]; 
    for count=1:5 
        baselinescatdata(count,:)=scatdata(count,:)-scatavg1; 
    end 
     
    % For sample C3-3-C16M 
    count=5; 
    while scatdata(count+1,5)>=0.9*maxc16mod 
        count=count+1; 
        avg2qual=count; 
    end 
    scatavg2=[1,mean(scatdata(6:avg2qual,2)),mean(scatdata(6:avg2qual,3)),... 
        mean(scatdata(6:avg2qual,4)),scatdata(maxc16ind+5,5)]; 
    for count=6:11 
        baselinescatdata(count,:)=scatdata(count,:)-scatavg2; 
    end 
     
    % Compile damage data relative to work 
     
    % As long as the measured cumulative work of load on the sample is less 
    % than 10% of the total cumulative work of load measured during all 
    % load cycles on the sample, the sample is considered lightly damaged 
    % and all damage values in that range are averaged to compute the  
    % damage baseline.  
     
    % For sample C3-3-C12M 
    count=0; 
    while compwork(count+1)<=0.1*max(compwork(1:5)) 
        count=count+1; 
        wavg1qual=count; 
    end 
    wscatavg1=[1,mean(scatdata(1:wavg1qual,2)),mean(scatdata(1:wavg1qual,3)),... 
        mean(scatdata(1:wavg1qual,4)),scatdata(maxc12ind,5)]; 
    for count=1:5 
        wbaselinescatdata(count,:)=scatdata(count,:)-wscatavg1; 
    end 
     
    % For sample C3-3-C16M 
    count=5; 
    while compwork(count+1)<=0.1*max(compwork(6:11)) 
        count=count+1; 
        wavg2qual=count; 
    end 
    wscatavg2=[1,mean(scatdata(6:wavg2qual,2)),mean(scatdata(6:wavg2qual,3)),... 
        mean(scatdata(6:wavg2qual,4)),scatdata(maxc16ind+5,5)]; 
    for count=6:11 
        wbaselinescatdata(count,:)=scatdata(count,:)-wscatavg2; 
    end 
     
    % Determine the limits for the plots 
    scatdatamax=max(scatdata); 
    scatdatamin=min(scatdata); 
    blscatdatamax=max(baselinescatdata); 
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    blscatdatamin=min(baselinescatdata); 
    wblscatdatamax=max(wbaselinescatdata); 
    wblscatdatamin=min(wbaselinescatdata); 
     
    % Stiffness-damage scatter plots 
         
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:5,4),scatdata(1:5,5),'b') 
    scatter(scatdata(6:11,4),scatdata(6:11,5),'r','*') 
    ylabel('Stiffness (kN/mm)') 
    xlabel('Volume of Voids (mm^3)') 
    legend('C3-3-C12M','C3-3-C16M','Location','Best') 
    xlim([0.95*scatdatamin(4) 1.05*scatdatamax(4)]) 
    ylim([0.95*scatdatamin(5) 1.05*scatdatamax(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:5,3),scatdata(1:5,5),'b') 
    scatter(scatdata(6:11,3),scatdata(6:11,5),'r','*') 
    ylabel('Stiffness (kN/mm)') 
    xlabel('Void Surface Area (mm^2)') 
    legend('C3-3-C12M','C3-3-C16M','Location','Best') 
    xlim([0.95*scatdatamin(3) 1.05*scatdatamax(3)]) 
    ylim([0.95*scatdatamin(5) 1.05*scatdatamax(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(baselinescatdata(1:5,4),baselinescatdata(1:5,5),'b') 
    scatter(baselinescatdata(6:11,4),baselinescatdata(6:11,5),'r','*') 
    ylabel('Stiffness Reduction (kN/mm)') 
    xlabel('Baseline Adjusted Void Volume (mm^3)') 
    legend('C3-3-C12M','C3-3-C16M','Location','Best') 
    xlim([1.05*blscatdatamin(4) 1.05*blscatdatamax(4)]) 
    ylim([1.05*blscatdatamin(5) -0.05*blscatdatamin(5)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(baselinescatdata(1:5,3),baselinescatdata(1:5,5),'b') 
    scatter(baselinescatdata(6:11,3),baselinescatdata(6:11,5),'r','*') 
    ylabel('Stiffness Reduction (kN/mm)') 
    xlabel('Baseline Adjusted Void Surface Area (mm^2)') 
    legend('C3-3-C12M','C3-3-C16M','Location','Best') 
    xlim([1.05*blscatdatamin(3) 1.05*blscatdatamax(3)]) 
    ylim([1.05*blscatdatamin(5) -0.05*blscatdatamin(5)]) 
     
    % Work-damage scatter plots 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:5,4),compwork(1:5,1),'b') 
    scatter(scatdata(6:11,4),compwork(6:11,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Volume of Voids (mm^3)') 
    legend('C3-3-C12M','C3-3-C16M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([0.95*scatdatamin(4) 1.05*scatdatamax(4)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(scatdata(1:5,3),compwork(1:5,1),'b') 
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    scatter(scatdata(6:11,3),compwork(6:11,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Void Surface Area (mm^2)') 
    legend('C3-3-C12M','C3-3-C16M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([0.95*scatdatamin(3) 1.05*scatdatamax(3)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(wbaselinescatdata(1:5,4),compwork(1:5,1),'b') 
    scatter(wbaselinescatdata(6:11,4),compwork(6:11,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Baseline Adjusted Void Volume (mm^3)') 
    legend('C3-3-C12M','C3-3-C16M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([1.05*wblscatdatamin(4) 1.05*wblscatdatamax(4)]) 
     
    figure('units','normalized','position',[.1 .05 .8 .8]) 
    hold on 
    scatter(wbaselinescatdata(1:5,3),compwork(1:5,1),'b') 
    scatter(wbaselinescatdata(6:11,3),compwork(6:11,1),'r','*') 
    ylabel('Work (N-m)') 
    xlabel('Baseline Adjusted Void Surface Area (mm^2)') 
    legend('C3-3-C12M','C3-3-C16M','Location','Best') 
    ylim([0,max(compwork)*1.05]) 
    xlim([1.05*wblscatdatamin(3) 1.05*wblscatdatamax(3)]) 
     
    test=3; 
     
end 
D.2.9 FCorrect 
function[] = FCorrect(dim1,dim2,pref,MaxFileNo,slices1,slices2,... 
    LimitAdvance,AdvanceDepth,Resolution) 
  
% Created: 08/2014 by Tyler Oesch 
  
% Purpose: to correct the hardening-type reconstruction artifacts in images 
% of steel fibers.  These artifacts cause fibers along the edges of the 
% samples to appear thicker than those in the middle. 
  
%  dim1         X-dimension of slice 
%  dim2         Y-dimension of slice 
%  pref         Prefix of data set 
%  MaxFileNo    Largest number in the NSI data file sequence 
%  slices1      Number of slices in each individual NSI data file except 
%               for the last file in the sequence 
%  slices2      Number of slices in the last NSI data file 
%  LimitAdvance A binary input that allows the user to define whether 
%               1 (yes) or 2 (no) to limit the depth of allowable 
%               shrinkWrap algorithm advance 
%  AdvanceDepth A user input that defines the depth of penetration to be 
%               allowed during shrinkWrap engine advance (micron) 
%  Resolution   Resolution of the sample image (micron) 
  
disp('Fiber Hardening Correction Started') 
disp(pref) 
  
% Load the quarter scale gray-scale sample image array 
disp(['Loading Icqt Array ' pref]) 
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load([pref '_Icqt.mat']) 
  
% Load the quarter scale shrink-wrap image array 
disp(['Loading Sqt Array ' pref]) 
load([pref '_Sqt.mat']) 
  
% Load the compiled void and fiber properties for the sample 
disp(['Loading NAV ' pref]) 
load([pref '_NAV.mat']) 
  
% Determine which type of fiber the sample contains 
zfibqual1=strfind(pref,'C'); 
zfibqual2=strfind(pref,'Z'); 
nfibqual=strfind(pref,'N'); 
fibqual10=strfind(pref,'B3-10'); 
fibqual6=strfind(pref,'B3-6'); 
  
% Calculate the true diameter of the fibers in voxels 
if isvector(zfibqual1)==1 || isvector(zfibqual2)==1 
    trfibwidth=550/(Resolution*4); 
elseif isvector(nfibqual)==1 
    trfibwidth=457/(Resolution*4); 
elseif isvector(fibqual10)==1 
    trfibwidth=200/(Resolution*4); 
elseif isvector(fibqual6)==1 
    trfibwidth=160/(Resolution*4); 
end 
  
% Calculate the dimensions of the quarter scale image matrix 
dim=size(Icqt); 
  
% Prepare fiber and corrected image matrices for analysis 
Fcqt=false(dim); 
Ifcqt=zeros(dim); 
failedloops=[0]; 
  
disp(['Slice by Slice Correction Started ' pref]) 
% Begin slice by slice hardening-type artifact correction 
for i=1:dim(1,3) 
    Is=double(Icqt(:,:,i));     % Analyze one slice at a time 
    Ss=Sqt(:,:,i); 
    k=1;                        % Primary loop counter 
    bswitch=0;                  % Primary convergence criteria 
    disp(' ') 
    disp(['Processing Slice ' num2str(i)]) 
     
    % Only correct slices that contain the sample cross section 
    if mean(mean(Ss))>0.4 
        fprintf(1,'\t\t\t\t') 
        while bswitch==0    % Switch controlled by convergence criteria 
            Fs=Ss&(Is>(fthresh-1)); % Create fiber array (1 is removed 
                                    % since the image that fthresh was 
                                    % calculated from had been brightened 
                                    % by 1) 
            Cf=bwconncomp(Fs);  % Fiber connected components analysis 
            Cs=bwconncomp(Ss);  % Shrinkwrap connected components 
            % analysis 
            % Sort fibers by size 
            numPixels = cellfun(@numel,Cf.PixelIdxList); 
            [~,ind]=sort(numPixels,'descend'); 
            % Calculate minimum fiber diameter 
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            fwidth=regionprops(Cf,'MinorAxisLength'); 
            % Calculate fiber centroid 
            fcent=regionprops(Cf,'Centroid'); 
            % Calculate cross section centroid 
            cent=regionprops(Cs,'Centroid'); 
            Scent=cell2mat(struct2cell(cent)); 
            ii=1; % Counter for exclusion of non fiber white noise 
             
            % Compile minimum fiber diameters as a function of distance 
            % from the sample centroid 
            for iii=1:length(ind) 
                fscent=cell2mat(struct2cell(fcent(ind(iii)))); 
                fswidth=cell2mat(struct2cell(fwidth(ind(iii)))); 
                % Calculate the distance of the fiber from the centroid 
                raddist=sqrt((Scent(1,1)-fscent(1,1))^2+(Scent(1,2)-... 
                    fscent(1,2))^2); 
                % Throw out all white noise less than 3/4 of the fiber 
                % diameter and all objects larger than 10 times the 
                % fiber diameter (eliminates ring artifacts and 
                % reinforcing bars from correction algorithm) 
                if fswidth>trfibwidth*.75 && fswidth<trfibwidth*10 
                    % Compile measured fiber diameters and centroid 
                    % distances 
                    hardcorr(ii,:)=[raddist,fswidth]; 
                    ii=ii+1; 
                end 
            end 
             
            if exist('hardcorr','var')==1 
                % Fibers detected 
                 
                % Fit a curve to the measured diameter versus centroid  
                % distance data with a second order polynomial 
                p=polyfit(hardcorr(:,1),hardcorr(:,2),2); 
                px=[0:1:floor(dim(1,1)/2)]; 
                py=polyval(p,px); 
                 
                k=k+1; 
                fprintf(1,'\b\b\b%3d',k) 
                 
                % Kill loop if it fails to converge 
                if k>200 
                    clear py 
                    py=trfibwidth; 
                    failedloops=[failedloops;i]; 
                end 
                 
                % Check convergence criteria (minimum allowable polyfit 
                % deviation from true fiber width of +/-5%) 
                if max(abs(py-trfibwidth))>0.05*trfibwidth 
                    % Criteria not met 
                     
                    % Create a mesh on which to build the image filter 
                    [X,Y]=meshgrid(1:dim(1,1),1:dim(1,2)); 
                    % Create an image filter by mapping the polyfit into  
                    % 3D.  
                    filter=p(1,1)*((Y-Scent(1,2)).^2+(X-Scent(1,1)).^2)... 
                        +p(1,2)*sqrt((Y-Scent(1,2)).^2+(X-Scent(1,1)... 
                        ).^2)+(p(1,3)-trfibwidth); 
                    % Subtract the image filter from the CT slice image to  
                    % darken the overly bright areas.  Width difference and  
                    % brightness are not directly related, so a scalar  
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                    % multiplier of 10 has to be applied.  This was  
                    % selected based on user experience 
                    Is=Is-10*filter; 
                else 
                    % Fiber diameter criteria met 
                    % Turn exit switch on 
                    bswitch=1; 
                    % Remove rings artifacts and reinforcing bars 
                    for iii=1:length(ind) 
                        fswidth=cell2mat(struct2cell(fwidth(ind(iii)))); 
                        if fswidth>trfibwidth*10 
                            Fs(Cf.PixelIdxList{ind(iii)})=0; 
                        end 
                    end 
                     
                    % Save slices in corrected F and S arrrays 
                    Fcqt(:,:,i)=Fs; 
                    Ifcqt(:,:,i)=Is; 
                end 
                clear hardcorr 
            else 
                % No fibers detected - kill loop 
                % Turn exit switch on 
                bswitch=1; 
                % Remove rings artifacts and reinforcing bars 
                for iii=1:length(ind) 
                    fswidth=cell2mat(struct2cell(fwidth(ind(iii)))); 
                    if fswidth>trfibwidth*10 
                        Fs(Cf.PixelIdxList{ind(iii)})=0; 
                    end 
                end 
                 
                % Save slices in corrected F and S arrrays 
                Fcqt(:,:,i)=Fs; 
                Ifcqt(:,:,i)=Is; 
            end 
        end 
    end 
end 
  
disp(['F Correction Finished ' pref]) 
disp(['Saving Corrected Arrays ' pref]) 
save([pref '_Fcqt.mat'],'Fcqt') 
save([pref '_Ifcqt.mat'],'Ifcqt','failedloops') 
  
disp(['Rendering Corrected Fibers ' pref]) 
  
% Create a half resolution fiber array for rendering and visual inspection 
Fdisp=permute(imresize(permute(imresize(imresize(Fcqt,'Scale',[1,0.5]),... 
    'Scale',[0.5,1]),[3,2,1]),'Scale',[0.5,1]),[3,2,1]); 
Render(Fdisp) 
savefig([pref '_Fcqt.fig']); 
D.2.10 FAnalysis 
function[] = FAnalysis(dim1,dim2,pref,MaxFileNo,slices1,slices2,... 
    LimitAdvance,AdvanceDepth,Resolution) 
  
%  Created: 08/2014 by Tyler Oesch 
% 
%  Purpose: Feeds information into the fiber orientation analysis algorithm 
%  and analyzes, plots, and saves the results of that algorithm. 
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% 
%  dim1         X-dimension of slice 
%  dim2         Y-dimension of slice 
%  pref         Prefix of data set 
%  MaxFileNo    Largest number in the NSI data file sequence 
%  slices1      Number of slices in each individual NSI data file except 
%               for the last file in the sequence 
%  slices2      Number of slices in the last NSI data file 
%  LimitAdvance A binary input that allows the user to define whether 
%               1 (yes) or 2 (no) to limit the depth of allowable 
%               shrinkWrap algorithm advance 
%  AdvanceDepth A user input that defines the depth of penetration to be 
%               allowed during shrinkWrap engine advance (micron) 
%  Resolution   Resolution of the sample image (micron) 
     
% Load gray-scale sample image corrected for fiber hardening-type 
% reconstruction artifacts 
load([pref '_Ifcqt.mat']) 
  
% Load corrected fibers image 
load([pref '_Fcqt.mat']) 
  
% Load shrink-wrap image 
load([pref '_Sqt.mat']) 
  
% Compute the fiber orientation angles 
[phix,phiy,phiz]=LSFfiberOrient(Ifcqt,Fcqt); 
  
% Plot histograms of the fiber orientation angles in each of the three 
% primary dimensions 
  
figure 
hist(phix,90) 
xlabel('Angle (deg)') 
title('Fiber Orientation Relative to X Axis') 
savefig([pref '_phix.fig']); 
  
figure 
hist(phiy,90) 
xlabel('Angle (deg)') 
title('Fiber Orientation Relative to Y Axis') 
savefig([pref '_phiy.fig']); 
  
figure 
hist(phiz,90) 
xlabel('Angle (deg)') 
title('Fiber Orientation Relative to Z Axis') 
savefig([pref '_phiz.fig']); 
  
% Calculate the overall fiber volume fraction of the sample 
  
% Conduct a connected components analysis of the fiber image 
CCf=bwconncomp(Fcqt); 
  
% Calculate the volume of the fibers in the image 
volumef=regionprops(CCf,'Area'); 
Vf=sum(cell2mat(struct2cell(volumef))); 
  
% Conduct a connected components analysis of the shrink-wrap image 
CCs=bwconncomp(Sqt); 
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% Calculate the volume of the shrink-wrapped sample 
volumes=regionprops(CCs,'Area'); 
Vs=sum(cell2mat(struct2cell(volumes))); 
  
% Compute the fiber volume fraction 
fvolfract=Vf/Vs*100; 
clear Fcqt Ifcqt Sqt 
  
save([pref '_fanal.mat']) 
D.2.11 FStatistics 
function[]=FStatistics(dim1,dim2,pref,MaxFileNo,slices1,slices2,... 
    LimitAdvance,AdvanceDepth,Resolution) 
  
%  Created: 08/2014 by Tyler Oesch 
% 
%  Purpose: Completes a statistical analysis of fiber density, spacing, and 
%  orientation 
% 
%  dim1         X-dimension of slice 
%  dim2         Y-dimension of slice 
%  pref         Prefix of data set 
%  MaxFileNo    Largest number in the NSI data file sequence 
%  slices1      Number of slices in each individual NSI data file except 
%               for the last file in the sequence 
%  slices2      Number of slices in the last NSI data file 
%  LimitAdvance A binary input that allows the user to define whether 
%               1 (yes) or 2 (no) to limit the depth of allowable 
%               shrinkWrap algorithm advance 
%  AdvanceDepth A user input that defines the depth of penetration to be 
%               allowed during shrinkWrap engine advance (micron) 
%  Resolution   Resolution of the sample image (micron) 
  
disp(['FStat Analysis Started ' pref]) 
  
% Load corrected fibers image 
load([pref '_Fcqt.mat']) 
disp('Fcqt Loaded') 
  
% Load shrink-wrap image 
load([pref '_Sqt.mat']) 
disp('Sqt Loaded') 
  
% Load the FAnalysis results 
load([pref '_fanal.mat']) 
disp('F Analysis Results Loaded') 
  
%%% Delauney Traingulation Fiber Spacing Analysis Method 
  
% Determine the size of the fiber image 
dimf=size(Fcqt); 
  
% Conduct a connected components analysis of the fibers 
CC=bwconncomp(Fcqt,6); 
  
% Determine the centroid of each individual fiber 
centf=regionprops(CC,'Centroid'); 
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% Compile the centroid values into a single Matlab variable 
dimc=size(centf); 
for i=1:dimc(1,1) 
    centpoints(i,:)=centf(i).Centroid; 
end 
  
% Conduct a Delaunay Triangulation of the centroids 
DT=delaunayTriangulation(centpoints); 
pointmat=DT.Points; 
  
% Extract the Delaunay triangle edges 
edgemat=edges(DT); 
dimedge=size(edgemat); 
  
% Calculate the length of each Delauney triangle edge and its corresponding 
% centroid 
for jj=1:dimedge(1,1) 
    edgelth(jj)=sqrt((pointmat(edgemat(jj,1),1)-pointmat(edgemat(jj,2),... 
        1))^2+(pointmat(edgemat(jj,1),2)-pointmat(edgemat(jj,2),2))^2); 
    edgecent(jj,:)=[round((pointmat(edgemat(jj,1),1)+pointmat(edgemat(... 
        jj,2),1))/2),round((pointmat(edgemat(jj,1),2)+pointmat(edgemat(... 
        jj,2),2))/2)]; 
end 
  
% Calculate the mean spacing of fibers 
mspace=mean(edgelth)*(Resolution*4); 
  
% Calculate the standard deviation of the spacing of fibers 
  
sdspace=std(edgelth)*(Resolution*4); 
  
%%% Calculate the Clustering Parameter Recommended by Bakshi et al. (2009) 
  
% Fiber width calculation in voxels 
trfibwidth=round(550/(Resolution*4)); 
  
% Width based analysis parameter recommended by Bakshi et al. (2009) 
cparam=trfibwidth*5; 
  
% Determine the number of Delauney triangle edges shorter than the width 
% based based analysis parameter 
lesscparam=0; 
for i=1:length(edgelth) 
    if edgelth(i)<cparam 
        lesscparam=lesscparam+1; 
    end 
end 
  
% Calculate the clustering parameter 
CP=lesscparam/length(edgelth); 
  
disp('Delaunay Analysis Complete') 
  
%%% Fiber Density Analysis 
% Break Sample into Cubes 
  
cubesize=4000;      % Cube size in micron 
  
% Length of cube edge in voxels 
cubepix=round(cubesize/(Resolution*4)); 
  430 
  
% Create an array for storing the cube analysis results for the fiber image 
fcubearray=zeros(floor(dimf(1,1)/cubepix),floor(dimf(1,2)/cubepix),... 
    floor(dimf(1,3)/cubepix)); 
  
% Create an array for storing the cube analysis results for the shrink-wrap 
% image 
scubearray=zeros(floor(dimf(1,1)/cubepix),floor(dimf(1,2)/cubepix),... 
    floor(dimf(1,3)/cubepix)); 
  
% Determine the size of the cube analysis array 
cubedim=size(fcubearray); 
  
sumcount=1; 
for i=1:cubedim(1,1) 
    for j=1:cubedim(1,2) 
        for k=1:cubedim(1,3) 
            % Determine the number of fiber voxels in each cube 
            fcubearray(i,j,k)=sum(sum(sum(double(Fcqt(1+cubepix*(i-1):... 
                cubepix*i,1+cubepix*(j-1):cubepix*j,1+cubepix*(k-1):... 
                cubepix*k))))); 
            % Determine the number of shrink-wrap voxels in each cube 
            scubearray(i,j,k)=sum(sum(sum(double(Sqt(1+cubepix*(i-1):... 
                cubepix*i,1+cubepix*(j-1):cubepix*j,1+cubepix*(k-1):... 
                cubepix*k))))); 
            % Retain only the fiber voxel analysis cubes that fall 
            % comletely within the shrinkwrap image 
            if scubearray(i,j,k)==(cubepix^3); 
                fcubesum(sumcount)=fcubearray(i,j,k); 
                sumcount=sumcount+1; 
            end 
        end 
    end 
end 
  
% Calculate the mean fiber density 
mcube=mean(fcubesum)/cubepix^3; 
  
% Calculate the standard deviation of fiber density 
sdcube=std(fcubesum)/cubepix^3; 
  
%%% Calculate the Dispersion Parameter Recommended by Bakshi et al. (2009) 
  
% Start iteration with cube size equal to fiber size 
dcubepix=trfibwidth; 
dcubeincrease=0; 
fibfract=1; 
  
% Calculate the number of pixels required in the analysis cube for the 
% highest fiber volume fraction in any cube to be 0.9 (this analysis is 
% inverted from the one recommended by Bakshi et al. (2009) but is still 
% considered to be valid) 
while fibfract>0.9 
    % Increase the number of pixels in the cube for each iteration 
    dcubepix=dcubepix+dcubeincrease; 
    dsumcount=1; 
     
    % Create an array for storing the cube analysis results for the fiber  
    % image 
    dcubearray=zeros(floor(dimf(1,1)/dcubepix),floor(dimf(1,2)/dcubepix)... 
        ,floor(dimf(1,3)/dcubepix)); 
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    % Create an array for storing the cube analysis results for the  
    % shrink-wrap image 
    dscubearray=zeros(floor(dimf(1,1)/dcubepix),floor(dimf(1,2)/... 
        dcubepix),floor(dimf(1,3)/dcubepix)); 
    dcubedim=size(dcubearray); 
     
    for i=1:dcubedim(1,1) 
        for j=1:dcubedim(1,2) 
            for k=1:dcubedim(1,3) 
                % Determine the number of fiber voxels in each cube 
                dcubearray(i,j,k)=sum(sum(sum(double(Fcqt(1+dcubepix*... 
                    (i-1):dcubepix*i,1+dcubepix*(j-1):dcubepix*j,1+... 
                    dcubepix*(k-1):dcubepix*k))))); 
                % Determine the number of shrink-wrap voxels in each cube 
                dscubearray(i,j,k)=sum(sum(sum(double(Sqt(1+dcubepix*... 
                    (i-1):dcubepix*i,1+dcubepix*(j-1):dcubepix*j,1+... 
                    dcubepix*(k-1):dcubepix*k))))); 
                % Retain only the fiber voxel analysis cubes that fall 
                % comletely within the shrinkwrap image 
                if dscubearray(i,j,k)==(dcubepix^3); 
                    dcubesum(dsumcount)=dcubearray(i,j,k); 
                    dsumcount=dsumcount+1; 
                end 
            end 
        end 
    end 
     
    % Calculate the highest fiber volume fraction in any cell 
    fibfract=max(dcubesum)/(dcubepix^3); 
     
    % Increase the cube size 
    dcubeincrease=round(dcubepix*.25); 
end 
  
% Calculate the dispersion parameter 
DP=round(dimf(1,1)/dcubepix)/(round(dimf(1,1)/trfibwidth)*fvolfract/100); 
  
disp('Dispersion Analysis Complete') 
  
%%% Conduct Fiber Orientation Analysis 
  
% Set the number of bins included in each histogram 
phires=0.5; 
  
% Create a histogram of fiber orientation angles for each dimension 
hphix=hist(phix,90/phires); 
hphiy=hist(phiy,90/phires); 
hphiz=hist(phiz,90/phires); 
  
% Calculate the indices containing the maximum histogram values 
[~,xpind]=max(hphix); 
[~,ypind]=max(hphiy); 
[~,zpind]=max(hphiz); 
  
% Calculate the mode fiber orientation for each dimension 
xmaxdeg=xpind*phires; 
ymaxdeg=ypind*phires; 
zmaxdeg=zpind*phires; 
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% Calculate the mean fiber orientation for each dimension 
mphix=mean(phix); 
mphiy=mean(phiy); 
mphiz=mean(phiz); 
  
% Calculate the standard deviation of fiber orientation for each dimension 
sdphix=std(phix); 
sdphiy=std(phiy); 
sdphiz=std(phiz); 
  
disp('Orientation Analysis Complete') 
  
clear CC CCf CCs DT Fcqt Ifcqt Sqt volumef volumes 
save([pref '_FStat.mat']) 
  
disp('FStat Saved') 
D.2.12 FSampleStatistics 
function[]=FSampleStatistics(testname) 
  
% Created: 08/2014 by Tyler Oesch 
  
% Purpose: Compile the fiber analysis statistics for every scan of a given 
% sample and plot them for comparison 
% 
% testname  Variable identifying the sample to be analyzed denoted only by 
%           the last portion of its name identification code (the portion  
%           of the code after the last dash) 
     
% Define appropriate values for compiling fiber properties based on 
% individual sample test results 
    if  strcmp('C10M',testname)==true 
        % Number of scans in experiment 
        numscans=4; 
        % Image file locations 
        prefchar=[... 
            './C3_6_C10M/C3_6_C10M_C0/Reconstruction/C3-6-C10M       ';... 
            './C3_6_C10M/C3_6_C10M_C1/Reconstruction/C3_6_C10M_C1    ';... 
            './C3_6_C10M/C3_6_C10M_C2/Reconstruction/C3_6_C10M_C2    ';... 
            './C3_6_C10M/C3_6_C10M_C2_2/Reconstruction/C3_6_C10M_C5_2']; 
        % Create a cell array of strings from the character array 
        testpref=cellstr(prefchar); 
        % Location for saving fiber properties 
        testsave='./C3_6_C10M/C3_6_C10M'; 
    elseif strcmp('C13M',testname)==true 
        % Number of scans in experiment 
        numscans=5; 
        % Image file locations 
        prefchar=[... 
            './C3_6_C13M/C3_6_C13M_C0/Reconstruction/C3-6-C13M   ';... 
            './C3_6_C13M/C3_6_C13M_C1/Reconstruction/C3_6_C13M_C1';... 
            './C3_6_C13M/C3_6_C13M_C2/Reconstruction/C3_6_C13M_C2';... 
            './C3_6_C13M/C3_6_C13M_C3/Reconstruction/C3_6_C13M_C3';... 
            './C3_6_C13M/C3_6_C13M_C4/Reconstruction/C3_6_C13M_C4']; 
        % Create a cell array of strings from the character array 
        testpref=cellstr(prefchar); 
        % Location for saving fiber properties 
        testsave='./C3_6_C13M/C3_6_C13M'; 
    elseif strcmp('C15M',testname)==true 
        % Image file locations 
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        prefchar=['./C3_6_C15M/C3_6_C15M_C0/Reconstruction/C3_6_C15M_C0']; 
        % Create a cell array of strings from the character array 
        testpref=cellstr(prefchar); 
        % Location for saving fiber properties 
        testsave='./C3_6_C15M/C3_6_C15M'; 
        % Number of scans in experiment 
        numscans=1; 
    elseif strcmp('C16M',testname)==true 
        % Number of scans in experiment 
        numscans=6; 
        % Image file locations 
        prefchar=[... 
            './C3_3_C16M/C3_3_C16M_C0/Reconstruction/C3-3-C16m   ';... 
            './C3_3_C16M/C3_3_C16M_C1/Reconstruction/C3_3_C16M_C1';... 
            './C3_3_C16M/C3_3_C16M_C2/Reconstruction/C3_3_C16M_C2';... 
            './C3_3_C16M/C3_3_C16M_C3/Reconstruction/C3_3_C16M_C3';... 
            './C3_3_C16M/C3_3_C16M_C4/Reconstruction/C3_3_C16M_C4';... 
            './C3_3_C16M/C3_3_C16M_C5/Reconstruction/C3_3_C16M_C5']; 
        % Create a cell array of strings from the character array 
        testpref=cellstr(prefchar); 
        % Location for saving fiber properties 
        testsave='./C3_3_C16M/C3_3_C16M'; 
    elseif strcmp('C12M',testname)==true 
        % Number of scans in experiment 
        numscans=5; 
        % Image file locations 
        prefchar=[... 
            './C3_3_C12M/C3_3_C12M_C0/Reconstruction/C3_3_C12M_C0';... 
            './C3_3_C12M/C3_3_C12M_C1/Reconstruction/C3_3_C12M_C1';... 
            './C3_3_C12M/C3_3_C12M_C2/Reconstruction/C3_3_C12M_C2';... 
            './C3_3_C12M/C3_3_C12M_C3/Reconstruction/C3_3_C12M_C3';... 
            './C3_3_C12M/C3_3_C12M_C4/Reconstruction/C3_3_C12M_C4']; 
        % Create a cell array of strings from the character array 
        testpref=cellstr(prefchar); 
        % Location for saving fiber properties 
        testsave='./C3_3_C12M/C3_3_C12M'; 
    elseif strcmp('C11M',testname)==true 
        % Image file locations 
        prefchar=['./C3_3_C11M/C3_3_C11M_C0/Reconstruction/C3_3_C11M_C0']; 
        % Create a cell array of strings from the character array 
        testpref=cellstr(prefchar); 
        % Location for saving fiber properties 
        testsave='./C3_3_C11M/C3_3_C11M'; 
        % Number of scans in experiment 
        numscans=1; 
    else 
        disp('Not a Valid Test Name') 
    end 
     
    disp(['FStat Comparison Started ' testname]) 
     
    % Compile the statistical fiber properties of each scan into a single  
    % array for the sample being analyzed 
    for testcount=1:numscans 
        load([testpref{testcount} '_FStat.mat']) 
         
        cmspace(testcount)=mspace; 
        csdspace(testcount)=sdspace; 
        cCP(testcount)=CP; 
        cmcube(testcount)=mcube; 
        csdcube(testcount)=sdcube; 
        cDP(testcount)=DP; 
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        cxmaxdeg(testcount)=xmaxdeg; 
        cymaxdeg(testcount)=ymaxdeg; 
        czmaxdeg(testcount)=zmaxdeg; 
        cmphix(testcount)=mphix; 
        cmphiy(testcount)=mphiy; 
        cmphiz(testcount)=mphiz; 
        csdphix(testcount)=sdphix; 
        csdphiy(testcount)=sdphiy; 
        csdphiz(testcount)=sdphiz; 
    end 
    save([testsave '_FStatCompare']) 
     
    % Plot and save figures comparing the statistical fiber properties of  
    % each scan of the sample 
     
    disp(['FStat Comparison Plotting Started ' testname]) 
     
    figure 
    scatter(1:numscans,cmspace) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Mean Spacing') 
    savefig([testsave '_mspace.fig']); 
     
    figure 
    scatter(1:numscans,csdspace) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Std Dev Spacing') 
    savefig([testsave '_sdspace.fig']); 
     
    figure 
    scatter(1:numscans,cCP) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Clustering Parameter') 
    savefig([testsave '_CP.fig']); 
     
    figure 
    scatter(1:numscans,cmcube) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Mean Density') 
    savefig([testsave '_mcube.fig']); 
     
    figure 
    scatter(1:numscans,csdcube) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Std Dev Density') 
    savefig([testsave '_sdcube.fig']); 
     
    figure 
    scatter(1:numscans,cDP) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Dispersion Parameter') 
    savefig([testsave '_DP.fig']); 
     
    figure 
    scatter(1:numscans,cxmaxdeg) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Primary X Orientation') 
    savefig([testsave '_xmaxdeg.fig']); 
     
    figure 
    scatter(1:numscans,cymaxdeg) 
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    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Primary Y Orientation') 
    savefig([testsave '_ymaxdeg.fig']); 
     
    figure 
    scatter(1:numscans,czmaxdeg) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Primary Z Orientation') 
    savefig([testsave '_zmaxdeg.fig']); 
     
    figure 
    scatter(1:numscans,cmphix) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Mean X Orientation') 
    savefig([testsave '_mphix.fig']); 
     
    figure 
    scatter(1:numscans,cmphiy) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Mean Y Orientation') 
    savefig([testsave '_mphiy.fig']); 
     
    figure 
    scatter(1:numscans,cmphiz) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Mean Z Orientation') 
    savefig([testsave '_mphiz.fig']); 
     
    figure 
    scatter(1:numscans,csdphix) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Std Dev X Orientation') 
    savefig([testsave '_sdphix.fig']); 
     
    figure 
    scatter(1:numscans,csdphiy) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Std Dev Y Orientation') 
    savefig([testsave '_sdphiy.fig']); 
     
    figure 
    scatter(1:numscans,csdphiz) 
    xlabel('Loading Cycle Prior to Scan') 
    ylabel('Std Dev Z Orientation') 
    savefig([testsave '_sdphiz.fig']); 
     
    disp(['FStat Comparison Complete ' testname]) 
D.2.13 FStatisticComparison 
% Created: 08/2014 by Tyler Oesch 
  
% Purpose: Compile scatter plots comparing the fiber statistics 
% of all Cor-Tuf samples to the ideal statistics of a uniform fiber 
% distribution 
  
close all 
clear all 
  
% Compile arrays containing the fiber statistics of all Cor-Tuf scan data  
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% and arrays containing only the fiber statistics of the initial scans of  
% Cor-Tuf samples 
totalorder=0; 
for testorder=1:6 
    if  testorder==1 
        % Number of scans in experiment 
        numscans=4; 
        % Image file location 
        testsave='./C3_6_C10M/C3_6_C10M'; 
    elseif testorder==2 
        % Number of scans in experiment 
        numscans=5; 
        % Image file location 
        testsave='./C3_6_C13M/C3_6_C13M'; 
    elseif testorder==3 
        % Image file location 
        testsave='./C3_6_C15M/C3_6_C15M'; 
        % Number of scans in experiment 
        numscans=1; 
    elseif testorder==6 
        % Number of scans in experiment 
        numscans=6; 
        % Image file location 
        testsave='./C3_3_C16M/C3_3_C16M'; 
    elseif testorder==5 
        % Number of scans in experiment 
        numscans=5; 
        % Image file location 
        testsave='./C3_3_C12M/C3_3_C12M'; 
    elseif testorder==4 
        % Image file location 
        testsave='./C3_3_C11M/C3_3_C11M'; 
        % Number of scans in experiment 
        numscans=1; 
    end 
     
    disp(['FStat Compiling ' num2str(testorder) ' of 6']) 
    load([testsave '_FStatCompare.mat']) 
    for testcount=1:numscans 
        totalorder=totalorder+1; 
         
        % Variables including fiber statistics from all scans 
        cpmspace(totalorder)=cmspace(testcount); 
        cpsdspace(totalorder)=csdspace(testcount); 
        cpCP(totalorder)=cCP(testcount); 
        cpmcube(totalorder)=cmcube(testcount); 
        cpsdcube(totalorder)=csdcube(testcount); 
        cpDP(totalorder)=cDP(testcount); 
        cpxmaxdeg(totalorder)=cxmaxdeg(testcount); 
        cpymaxdeg(totalorder)=cymaxdeg(testcount); 
        cpzmaxdeg(totalorder)=czmaxdeg(testcount); 
        cpmphix(totalorder)=cmphix(testcount); 
        cpmphiy(totalorder)=cmphiy(testcount); 
        cpmphiz(totalorder)=cmphiz(testcount); 
        cpsdphix(totalorder)=csdphix(testcount); 
        cpsdphiy(totalorder)=csdphiy(testcount); 
        cpsdphiz(totalorder)=csdphiz(testcount); 
         
        % Variables including fiber statistics from only initial scans 
        if testcount==1 
            icpmspace(testorder)=cmspace(testcount); 
            icpsdspace(testorder)=csdspace(testcount); 
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            icpCP(testorder)=cCP(testcount); 
            icpmcube(testorder)=cmcube(testcount); 
            icpsdcube(testorder)=csdcube(testcount); 
            icpDP(testorder)=cDP(testcount); 
            icpxmaxdeg(testorder)=cxmaxdeg(testcount); 
            icpymaxdeg(testorder)=cymaxdeg(testcount); 
            icpzmaxdeg(testorder)=czmaxdeg(testcount); 
            icpmphix(testorder)=cmphix(testcount); 
            icpmphiy(testorder)=cmphiy(testcount); 
            icpmphiz(testorder)=cmphiz(testcount); 
            icpsdphix(testorder)=csdphix(testcount); 
            icpsdphiy(testorder)=csdphiy(testcount); 
            icpsdphiz(testorder)=csdphiz(testcount); 
        end 
    end 
     
end 
  
disp(['FStat Compilation Plotting Started']) 
  
% File location for saving fiber statistic comparison plots 
testsave='./Plots/Comp'; 
  
% Plot comparisons of statistical fiber properties of interest for initial  
% scan data only 
  
% Plot spacing comparisons 
figure1 = figure; 
xticks=['         ';'C3-6-C10M';'C3-6-C13M';'C3-6-C15M';'C3-3-C11M';... 
    'C3-3-C12M';'C3-3-C16M';'         ']; 
axes1 = axes('Parent',figure1,'XTickLabel',xticks); 
box(axes1,'on'); 
hold(axes1,'all'); 
errorbar([1:6],icpmspace,icpsdspace,'o') 
ylabel('Mean Spacing (\mum)') 
ylim([0 12000]) 
  
% Plot density comparisons 
figure2 = figure; 
xticks=['         ';'C3-6-C10M';'C3-6-C13M';'C3-6-C15M';'C3-3-C11M';... 
    'C3-3-C12M';'C3-3-C16M';'         ']; 
axes2 = axes('Parent',figure2,'XTickLabel',xticks); 
box(axes2,'on'); 
hold(axes2,'all'); 
errorbar([1:6],icpmcube*100,icpsdcube*100,'o') 
ylabel('Mean Density (% of Volume)') 
  
% Generate an array of numbers with the same statistical properties as a 
% uniform fiber orientation distribution 
Q=[0:0.01:90]; 
  
% Calculate the mean and standard deviation of the uniform fiber 
% distribution 
mQ=mean(Q); 
sQ=std(Q); 
  
% Plot orientation comparisons 
figure3 = figure; 
xticks=['         ';' Uniform ';'C3-6-C10M';'C3-6-C13M';'C3-6-C15M';... 
    'C3-3-C11M';'C3-3-C12M';'C3-3-C16M';'         ']; 
axes3 = axes('Parent',figure3,'XTickLabel',xticks); 
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box(axes3,'on'); 
hold(axes3,'all'); 
hold on 
errorbar([1:7],[mQ,icpmphiz],[sQ,icpsdphiz],'o') 
plot([2:7],icpzmaxdeg,'ro') 
leg3=legend('Mean Orientation and Std Deviation','Mode Orientation'); 
set(leg3,'Location','NorthWest') 
ylabel('Angle Relative to Cylindrical Axis (Degrees)') 
  
disp(['FStat Compilation Complete']) 
D.3 MATLAB Functions Referenced by Image Processing Scripts 
D.3.1 ReadBinary (Reproduced, with Permission, from University of Maine 2010) 
function[I]=ReadBinary(Ix,Iy,Iz,form,file,hskip,endian,counter) 
% I=ReadBinary(Ix,Iy,Iz,form,file) 
% I=ReadBinary(Ix,Iy,Iz,form,file,hskip) 
% I=ReadBinary(Ix,Iy,Iz,form,file,hskip,endian) 
% I=ReadBinary(Ix,Iy,Iz,form,file,hskip,endian,counter) 
% 
%   Reads a (presumed) volume image matrix from a binary input file. 
%       I     =   volume image 
%       Ix    =   x-dimension of image 
%       Iy    =   y-dimension 
%       Iz    =   z-dimension 
%       form  =   format of data (supported: ubit1,uint8,unit16,int16, and 
%                   float32) 
%       file  =   input filename 
%       hskip =   length of header to be skipped (in bytes). If no argument 
%                 given, defaults to 0. 
%       endian=   floating point endian ('b' for big; 'l' for little) 
%                 default is big. 
%      counter=   'on' or 'off'.  Default is 'on' 
%    
%   2/9/05  (replaces Read2Dslices from 2/2/05) 
%   2/18/05 (added big and little endian support) 
%   2/23/05 Changed name to ReadBinary from  BinaryRead. (kept 
%           confusing myself with name!) 
%   3/3/05  added slice counter 
%   4/14/08 added support for 16bit integers (signed and unsigned) 
%   7/8/08  changed 'logical' to 'false' per Matlab recommendation. 
%           Modified use of 'zeros' to be cleaner. 
%   9/21/09 Added option to turn off counter. 
%   2/04/10 Force endian into lower case. 
% 
if nargin==5 
    hskip   = 0; 
    endian  = 'b'; 
    counter = 'on'; 
elseif nargin==6 
    endian  = 'b'; 
    counter = 'on'; 
elseif nargin==7 
    counter = 'on'; 
end 
  
% 
switch form 
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    case 'ubit1' 
        I=false(Ix,Iy,Iz); 
    case 'uint8' 
        I=zeros(Ix,Iy,Iz,'uint8'); 
    case 'uint16' 
        I=zeros(Ix,Iy,Iz,'uint16'); 
    case 'float32' 
        I=zeros(Ix,Iy,Iz,'single'); 
    case 'int16' 
        I=zeros(Ix,Iy,Iz,'int16'); 
    otherwise 
        error('Unsupported data type') 
end 
% 
fid=fopen(file,'r'); 
% 
% skip header 
% 
status=fseek(fid,hskip,'bof'); 
if status==-1 
    message=ferror(fid); 
    error(message) 
end 
% 
% 
switch counter 
    case 'on' 
        fprintf(1,'\t\t\t\t') 
        for k=1:Iz 
            I(:,:,k)=fread(fid,[Ix,Iy],form,0,lower(endian)); 
            fprintf(1,'\b\b\b%3d',k) 
        end 
        fprintf(1,'\n') 
    case 'off' 
        for k=1:Iz 
            I(:,:,k)=fread(fid,[Ix,Iy],form,0,lower(endian)); 
        end 
end 
% 
fclose(fid); 
D.3.2 shrinkWrap (Reproduced, as Permitted by BSD License, from de Wolski 2011) 
function [Mstore Medge] = shrinkWrap(invol,varargin) 
% Function to make a binary map of objects i.e. 'shrink-wrapping' them. 
% Created: 09/10/2010 by Sean de Wolski 
% 
%Updates: 
%   09/23/2010: Added further documentation for selecting an ObjThresh. 
%               Added Output of Edge image (Medge) 
%   01/04/2011: Fixed bug 'myed' to engine blank output 
%   07/09/2014: Series of modifications by Tyler Oesch 
%               Loop counter added to engine which limits penetration to a 
%               set depth.  Variables also added to input so that this 
%               depth can be controlled based on scan resolution. 
%               Extensive comments added to clarify algorithm operations 
% 
% Copyright and License Information for the original shrinkWrap version 
% (prior to modifications by Oesch): 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Copyright (c) 2010, Sean de Wolski 
%All rights reserved. 
  440 
  
%Covered by BSD License: 
  
%Redistribution and use in source and binary forms, with or without 
%modification, are permitted provided that the following conditions are 
%met: 
  
%    * Redistributions of source code must retain the above copyright 
%      notice, this list of conditions and the following disclaimer. 
%    * Redistributions in binary form must reproduce the above copyright 
%      notice, this list of conditions and the following disclaimer in 
%      the documentation and/or other materials provided with the  
%      distribution 
  
%THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS  
%IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO,  
%THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR  
%PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR  
%CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL,  
%EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO,  
%PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR  
%PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF  
%LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING  
%NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS  
%SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Usage: 
%   map = shrinkWrap(I,'PropertyName',PropertyValue,...) 
% 
%Required Input Arguments: 
%   -I = image volume or slice to be wrapped 
% 
%Optional Input Arguments: 'PropertyNames' 
%   -'ObjThresh' = This is the lower threshold value for the convolution  
%       image. I.e: after the 2-dimensional convolution this threshold is  
%       used to binarize the image.  Everything less than or equal to this  
%       threshold is background (false) and everything more is foreground  
%       (true). This value defaults to 1500.  This value was determined for  
%       uint8 images converted to double precision. 
%       How to select an appropriate ObjThresh? 
%         >>imtool(conv2(single(I),ones(5),'same')); % changed by Tyler 
%         Oesch 
%           Use the "adjust contrast" tool and move the lower bound to the 
%           desirable threshold.  The lower bound should be the ObjThresh. 
% 
%   -'MinSize' = Minimum size of an object to keep after processing.  The  
%       default is set to 500 voxels with DimView = 3. 
%       See 'DimView' for a further explanation. 
%       NOTE: If MinSize = 1 and Biggest is not called; no connected 
%           components analysis will be performed and this will be much 
%           faster. 
% 
%   -'Biggest' = This PropertyName does not require a PropertValue.  If it  
%       is called only the biggest object will be saved.  The default 
%       'DimView' for shrinkWrap is 3 so it will preserve the biggest 
%       object across all slices. 
%       NOTE: If this is called and the biggest object is smaller than  
%           MinSize, then all objects are deleted. 
% 
%   -'DimView' = This property is only valid if 'MinSize' or 'Biggest' has  
%       been called. DimView expects its PropertyValue to be either 2 or 3.   
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%       This means that objects will be sized by viewing them in this  
%       number of dimensions. 
% 
%   -'Verbose' = This PropertyName does not require a PropertyValue.  If  
%       it is called the current slice and step is displayed in the command  
%       window while it is working.  If it is not called they are not  
%       displayed. 
% 
%   -'Parallel' = This PropertyName does not require a PropertyValue.  If 
%       it is called the engine is processed in parallel.  If it is not 
%       called the engine is processed in serial. 
%       NOTE: The matlabpool workers are expected to be open before  
%           shrinkWrap() is called.  If they are not, it will be run in  
%           parallel with only one worker which is slower. 
%           (Please see: help matlabpool) 
% 
%   -'LimitAdvance' = Added by Tyler Oesch.  LimitAdvance is a binary 
%       input that allows the user to define whether 1 (yes) or 2 (no) 
%       to limit the depth of allowable algorithm advance. 
% 
%   -'AdvanceDepth' = Added by Tyler Oesch. AdvanceDepth is a user input 
%       that defines the depth of penetration that is to be allowed 
%       during shrinkwrap engine advance (micron). 
% 
%   -'Resolution' = Added by Tyler Oesch.  Resolution is used to calculate 
%        the depth to which the "for" loop is allowed to advance (micron). 
% 
% 
%Output Arguments 
%   -Mstore = Binary map of retained objects. 
% 
%   -Medge = Edge Image of Binary Map. (Optional, not calculated if not 
%       requested) 
% 
   
    %Volume in double precision & Parse Inputs 
    % Tyler Oesch changed the precision settings to uint8/single because 
      % 1. For large data sets, the creation of doubles becomes prohbitive 
      % in terms of both size and processing time 
      % 2. For the simple binary erosion calculations involved in this 
      % algorithm, double precision appears to generally be unnecessary. 
  
    LimitAdvance=varargin{1}; 
    AdvanceDepth=varargin{2}; 
    Resolution=varargin{3}; 
    [ObjThresh, MinSize, Biggest, DimView, Verbose, isparallel] = ... 
        parseInputs(varargin(4:end));  
     
    %Get dimensional sizes so they don't need to be recalculated and so 
    %invol is sliced in parfor loop 
    nr = size(invol,1); 
    nc = size(invol,2); 
    np = size(invol,3); 
     
    %Preallocate the map 
    Mstore= false(nr,nc,np); 
    if nargout == 2; Medge = false(nr,nc,np); end 
    if Verbose; disp(... 
            'Inputs Parsed, Volumes Preallocated; Engine Running...'); end 
     
    %Run the Engine: 
    if isparallel 
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        parfor ii = 1:np 
            if Verbose; disp(['Processing Slice: ' num2str(ii) '...']); end 
            [Mstore(:,:,ii), myed] = Engine(invol(:,:,ii),nr,nc,... 
                ObjThresh,LimitAdvance,AdvanceDepth,Resolution); 
            if nargout == 2; Medge(:,:,ii) = myed; end  
            if Verbose; disp(['Slice ' num2str(ii) ' Complete!']); end 
        end 
    else     
        for ii = 1:np 
            if Verbose; disp(['Processing Slice: ' num2str(ii) '...']); end 
            [Mstore(:,:,ii), myed] = Engine(invol(:,:,ii),nr,nc,... 
                ObjThresh,LimitAdvance,AdvanceDepth,Resolution); 
            if nargout == 2; Medge(:,:,ii) = myed; end  
            if Verbose; disp(['Slice ' num2str(ii) ' Complete!']); end 
        end 
    end 
    if Verbose; disp('Engine Complete; Post Processing...'); end 
     
    %Get rid of unwanted objects: 
    if MinSize == 1 && ~Biggest 
        if Verbose; disp('Shrinkwrap Complete!'); end 
        return 
    end 
    if Verbose; disp('Removing Small Objects'); end 
    if DimView == 2 && ~Biggest 
        if isparallel 
            parfor ii = 1:np 
                [Mstore(:,:,ii)] = bwareaopen(Mstore(:,:,ii),MinSize); 
            end         
        else     
            for ii = 1:np 
                Mstore(:,:,ii) = bwareaopen(Mstore(:,:,ii),MinSize); 
            end 
        end 
    elseif DimView == 2 %Biggest 
        if isparallel 
            parfor ii = 1:np     
                Mslice = Mstore(:,:,ii); 
                CC = bwconncomp(Mslice); 
                sizes = cellfun(@numel,CC.PixelIdxList); 
                Mslice(cell2mat(CC.PixelIdxList(sizes~=max(sizes)).')) ... 
                    = false; 
                Mstore(:,:,ii) = Mslice;            
            end 
        else     
            for ii = 1:np 
                Mslice = Mstore(:,:,ii); 
                CC = bwconncomp(Mslice); 
                sizes = cellfun(@numel,CC.PixelIdxList); 
                if max(sizes)>=MinSize 
                    Mslice(cell2mat(CC.PixelIdxList... 
                        (sizes~=max(sizes)).')) = false; 
                    Mstore(:,:,ii) = Mslice; 
                end     
            end 
        end 
    elseif ~Biggest %Dimview == 3  
        Mstore = bwareaopen(Mstore,MinSize); 
    else %DimView = 3 && Biggest     
        CC = bwconncomp(Mstore); 
        sizes = cellfun(@numel,CC.PixelIdxList); 
        if max(sizes)>=MinSize 
            Mstore(cell2mat(CC.PixelIdxList(sizes~=max(sizes)).')) = false; 
  443 
        end 
    end 
    if nargout == 2  
        Medge= Medge & Mstore; %Get rid of edges that were removed 
    end 
    if Verbose; disp('Shrinkwrap Complete!'); end 
end 
  
function [M myed] = Engine(I,nr,nc,ObjThresh,LimitAdvance,AdvanceDepth,... 
    Resolution) 
  
% Uniform 2D convolution and conversion of objects to binary pixels  
% representing void and solid material 
Icon = conv2(single(I),ones(5),'same')>ObjThresh; 
  % Similar to note at top of algorithm, Tyler Oesch changed the precision 
  % of I to single in order to improve computation speed and memory 
  % requirements.  
[r c] = find(Icon); 
  % r and c identify the indicies of the non-zero pixels of Icon 
  % (i.e. identifies all of the indicies of solid pixels) 
  
if length(r)>2 && ~all(r==r(1)) && ~all(c==c(1))  
    % Embedded check ensures that a convex hull can be calculated 
  
    % Compute the convex hull and create a mask (map) from it 
    % Create hull shape 
    k = convhulln([r, c]); 
    % Hull shape is turned into a binary mask image 
    M = single(poly2mask(c(k(:,1)),r(k(:,1)),nr,nc)); 
      % Similar to note at top of algorithm, Tyler Oesch changed the  
      % precision of M to single in order to improve computation speed and  
      % memory requirements. 
     
    % Use a 2-dimensional convolution and threshold of 8 to find the edge 
    myed = (conv2(M,ones(3),'same')<8)&M; 
    % A threshold of 8 for binary images convoluted with a ones(3) filter 
    % effectively identifies only those pixels which are not 
    % surrounded completely of solid pixels (actually they must border at  
    % least 2 void pixels).  By using "&M", only the 
    % solid pixels that fall into this border region are retained. 
     
    Icon = ~Icon; 
    % Pixels within or close to the sample are 0 and material outside 
    % sample as well as in and along large voids and cracks are 1. 
  
    if LimitAdvance==1 
        % Define the number of loops that the shrinkWrap algorithm is 
        % allowed to advance. 
        loops=floor(AdvanceDepth/Resolution); 
        for yy=1:loops 
            M(Icon&myed) = 0; 
             % The M variable now has 0 values for all pixels outside of the 
             % hull and in large voids/cracks.  Basically, M was a mask 
             % of a convex hull, with each loop cracks and voids are 
             % carved out of that hull 
            myed2 = myed; 
             % myed2 saves the old myed for later use since the value of 
             % myed changes within the current loop 
            myed = (conv2(M,ones(3),'same')<8)&M; 
             % This is a replication of the original myed calculation, 
             % only this time an updated M is used.  Thus, only solid 
             % pixels falling into the border region of M are retained 
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             % as values of 1.  myed becomes a more complex border 
             % region as M evolves within the loop. 
            if isequal(myed2,myed) 
                % This is the key section for the while loop, used when 
                % algorithm advancement depth is not restricted. It is  
                % also left in this "for" loop algorithm in case the loop 
                % finishes its "carving" work prior to finishing the  
                % assigned number of iterations.  In this case, if the  
                % border region defined by myed is found to not be  
                % changing, then the algorithm terminates. 
                M = logical(M); 
                break; 
            end 
        end 
    else 
        while 1 
            M(Icon&myed) = 0; 
             % The M variable now has 0 values for all pixels outside of the 
             % hull and in large voids/cracks.  Basically, M was a mask 
             % of a convex hull, with each loop cracks and voids are 
             % carved out of that hull 
            myed2 = myed; 
             % myed2 saves the old myed for later use since the value of 
             % myed changes within the current loop 
            myed = (conv2(M,ones(3),'same')<8)&M; 
             % This is a replication of the original myed calculation, 
             % only this time an updated M is used.  Thus, only solid 
             % pixels falling into the border region of M are retained 
             % as values of 1.  myed becomes a more complex border 
             % region as M evolves within the loop. 
            if isequal(myed2,myed) 
                % If the border region defined by myed is found to not be  
                % changing, then the algorithm terminates. 
                M = logical(M); 
                break; 
            end 
        end 
    end 
else 
    M = false(nr,nc); 
    myed = M; 
end 
  
end 
  
function [ObjThresh, MinSize, Biggest, DimView, Verbose, isparallel] = parseInputs(in) 
%Parse the inputs 
  
    %Possible properties  
    props = {'objthresh','minsize','biggest','dimview','verbose','parallel'};  
    in = cellfun(@lower,in,'uni',false); 
     
    %Defaults 
    isparallel = false; %isparallel since 'parallel' is stock function 
    Verbose = false; 
    DimView = 3; 
    Biggest = false; 
    MinSize = 500; 
    ObjThresh = 1500; 
     
    %Assign Chosen Properties 
    [~, idx,idv] = intersect(props,cellfun(@char,in,'uni',false)); 
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    if any(idx==1); ObjThresh = in{idv(idx==1)+1}; end 
    if any(idx==2); MinSize = in{idv(idx==2)+1}; end         
    if any(idx==3); Biggest = true; end 
    if any(idx==4); DimView = in{idv(idx==4)+1}; end 
    if any(idx==5); Verbose = true; end         
    if any(idx==6); isparallel = true; end 
     
    %Error Checking: 
    assert(isnumeric(ObjThresh),'ObjThresh is expected to be numeric'); 
    assert(isnumeric(MinSize),'MinSize is expected to be numeric'); 
    assert(DimView == 2 || DimView == 3,'DimView is expected to have a value of 2 or 
3'); 
end 
D.3.3  Render (Reproduced, with Permission, from University of Maine 2005) 
function[]=Render(bw,color,tit) 
%[]=Render(bw,color,tit) 
% 
% Takes a black and white image, and renders the object(s) in 3 dimensions 
% using the "patch" function. (function intended to save typing...) 
% 
% 6/7/05 
  
if nargin==1 
    color='red'; 
    tit=inputname(1); 
end 
if nargin==2 
    tit=inputname(1); 
end 
fv=isosurface(bw,0); 
figure,patch(fv,'FaceColor',color,'EdgeColor','none'); 
title(tit) 
daspect([1 1 1]) 
lightangle(45,45) 
view(30,30) 
  
% end 
 
D.3.4 keep (Yang 1999) 
The MATLAB script “keep.m” is an open distribution document available for free on the 
website of The MathWorks, Inc.  For this reason, special permission to reproduce it here was not 
requested.  This script can be downloaded via the link below. 
http://www.mathworks.com/matlabcentral/fileexchange/181-keep 
D.3.5 LSFfiberOrient (Reproduced, with Permission, from Flanders 2014) 
function[phix,phiy,phiz] = LSFfiberOrient(I, fibers) 
%This function calculates the angle of deviation of a fiber from the 
%longitudinal axis of a beam. 
% 
%Inputs: 
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%   -I: 8-bit image volume 
%   -fibers: Binary volume containing fibers as true 
%Outputs: 
%   -phix: The angle of deviation from the X axis of the sample 
%   -phiy: The angle of deviation from the Y axis of the sample 
%   -phiz: The angle of deviation from the Z axis of the sample (in this 
%   analysis the Z axis is taken to be the longitudinal axis of the 
%   cylindrical sample) 
%   -orient: A cell array containing the eigenvectors of each fiber voxel 
%Notes: 
%   -Created 7/14 by Lauren Flanders 
%   -Modified 8/14 by Tyler Oesch to calculate phi for all axes.  Numerous 
%   comments also added. 
  
disp('Starting Orientation Calculation') 
tic 
  
%Smooth I for noise reduction 
I = smooth3(smooth3(I),'gaussian'); 
  
%Pad images with background (black) voxels 
Inew = zeros(size(I,1)+4, size(I,2)+4, size(I,3)+4); 
Inew(3:end-2, 3:end-2, 3:end-2) = I; 
I = Inew; clear Inew 
fnew = false(size(fibers,1)+4,size(fibers,2)+4,size(fibers,3)+4); 
fnew(3:end-2, 3:end-2, 3:end-2) = fibers; 
fibers = fnew; clear fnew 
  
%Create list of fiber voxels 
fidxs = find(fibers); 
  
%Get gradient 
[Ix, Iy, Iz] = gradient(I); 
clear I 
  
%Preallocate 
orient = cell(length(fidxs),1); 
  
disp('Entering Hessian Loop') 
disp('Loop Number') 
  
for n = 1:length(fidxs) 
    %Find subscripts of fiber voxel 
    [i, j, k] = ind2sub(size(fibers),fidxs(n)); 
     
    %Create Hessian at this point (recall j = x, i = y) 
    H = zeros(3); 
    H(1,1) = (Ix(i,j+1,k)-Ix(i,j-1,k))/2; 
    H(1,2) = (Ix(i+1,j,k)-Ix(i-1,j,k))/2; 
    H(1,3) = (Ix(i,j,k+1)-Ix(i,j,k-1))/2; 
    H(2,1) = (Iy(i,j+1,k)-Iy(i,j-1,k))/2; 
    H(2,2) = (Iy(i+1,j,k)-Iy(i-1,j,k))/2; 
    H(2,3) = (Iy(i,j,k+1)-Iy(i,j,k-1))/2; 
    H(3,1) = (Iz(i,j+1,k)-Iz(i,j-1,k))/2; 
    H(3,2) = (Iz(i+1,j,k)-Iz(i-1,j,k))/2; 
    H(3,3) = (Iz(i,j,k+1)-Iz(i,j,k-1))/2; 
     
    %Calculate the eigenvectors of H 
    [V,~] = eigs(H); 
    orient{n} = V(:,3); 
    pctdone=100*n/length(fidxs); 
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    disp(['Percent Completed: ' num2str(pctdone)]) 
end 
  
disp('Out of loop!') 
  
%Determine angles of orientation 
vecs = cell2mat(orient); 
clear orient 
vecx = vecs(1:3:end); 
vecy = vecs(2:3:end); 
vecz = vecs(3:3:end); 
phix = (180/pi)*acos(abs(vecx)); %unit vector, want to know x angle 
phiy = (180/pi)*acos(abs(vecy)); %unit vector, want to know y angle 
phiz = (180/pi)*acos(abs(vecz)); %unit vector, want to know z angle 
  
toc 
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