Mobile device manufacturers are rapidly producing miscellaneous Android versions worldwide. Simultaneously, cyber criminals are executing malicious actions, such as tracking user activities, stealing personal data, and committing bank fraud. These criminals gain numerous benefits as too many people use Android for their daily routines, including important communications. With this in mind, security practitioners have conducted static and dynamic analyses to identify malware. This study used static analysis because of its overall code coverage, low resource consumption, and rapid processing. However, static analysis requires a minimum number of features to efficiently classify malware. Therefore, we used genetic search (GS), which is a search based on a genetic algorithm (GA), to select the features among 106 strings. To evaluate the best features determined by GS, we used five machine learning classifiers, namely, Naïve Bayes (NB), functional trees (FT), J48, random forest (RF), and multilayer perceptron (MLP). Among these classifiers, FT gave the highest accuracy (95%) and true positive rate (TPR) (96.7%) with the use of only six features.
Introduction
Numerous people use mobile devices frequently in their daily activities to accomplish imperative tasks, such as health management, synchronous data transfer, family communications, money transactions, and sensor activities (La Delfa et al., 2016) . Among all mobile device operating systems (OSs), Android dominates the smartphone market with a share worth of 366 billion dollars (Thomas, 2015) . Furthermore, Android devices are available in a wide range of prices from as low as 50 dollars (eBay, 2016) . Given that Android appliances are ubiquitous, Android malware has been rapidly growing in scale. Unscrupulous programmers design malware computer programs to perform diverse malicious actions without users' consent. These actions infiltrate user devices to gain data (e.g., photos, bank activities, messages, phone contacts, and map locations) (Karim et al., 2014) . The Sophos mobile security website discovered 610 389 new malware samples outside of the Google Play market in the first six months of 2015 (Komili, 2015) . Also, security analysts have discovered hidden malware in 104 applications in the Google Play store; these applications have been downloaded over 3.2 million times in user devices (Russon, 2016) . Thus, detecting malware is imperative, as well as countering and reducing its threats and (Anuar et al., 2013; Khatavakhotan and Ow, 2015; Adewole et al., 2017) .
To detect malware in Android applications, security analysts need to conduct an analysis. It is to understand the the content of each application behavior and its code. There are two types of malware analysis, dynamic and static, with some analyses combining these approaches in a hybrid model. Dynamic analysis investigates the behavior of the running processes by executing the applications. For instance, Narudin et al. (2016) observed network system activities to monitor applications and Afifi et al. (2016) used DyHAP to analyze mobile network traffic to expose malware. However, dynamic analysis has its limitations; its coverage is limited because it monitors an application's behavior only within a certain range of time. The behavior of the malware beyond the time of the experiment is not investigated. It triggers only certain activities, so it is possible to miss other actions beyond the analytical range. In contrast, static analysis (Chess and McGraw, 2004) focuses on the malware application code and covers all possible activities without any time restrictions, because the application is unexecuted. The main aim of static analysis procedures is to reverse engineer the applications to retrieve the entire code and then further inspect the structure and substance within the applications (Chang and Hwang, 2007; Sharif et al., 2008; Aafer et al., 2013) . Therefore, it could check overall code, and its memory resource requirement is low and the analysis process is fast because the application is unexecuted. In addition, static analysis is able to discover unknown malware with enhanced detection accuracy using machine learning approaches (Feizollah et al., 2013; Narudin et al., 2014) . To conduct a proper and accurate detection using static analysis and machine learning, the analysis requires special characteristics or features to differentiate between malware and benign applications.
Features referring to the elements or characteristics are applied to classify an application as either malware or benign. Machine learning classifiers normally use these features as inputs to make a decision. A minimum number of features are desirable because they enhance the accuracy (i.e., a more accurate predictive model) with fewer data, reduce the complexity of the detection model, and decrease the amount of noisy and irrelevant data (Feizollah et al., 2015; Zia et al., 2015; Sarip et al., 2016) . Hence, finding a method to select the minimum number of features is necessary. In previous machine learning and static analysis studies Sanz et al., 2013; Talha et al., 2015) , the permission category contained the common features. However, some types of malware, such as root exploit, can bypass permission security (Schmidt et al., 2009) , and therefore there is a need to investigate and combine special and unique features other than permission features. A number of studies (Arp et al., 2014; Yerima et al., 2014 Yerima et al., , 2015 combined multiple features from different categories, e.g., application programming interface (API), code-based, strings, and network addresses. The number of categories increases, so does the choice of features. As a consequence, machine learning may face high incremental complexity in detection models for malware classification. Security analysts now face difficulties in selecting the minimum numbers of features within all types of categories. Given that, searching for the minimum number of features from multiple categories is necessary. Therefore, in this study we adopt a method called 'genetic search' (GS), which is based on the genetic algorithm (GA), to search for and improve the parameters to provide a minimum quantity of features from multiple categories.
GA is an algorithm that mimics the natural evolutionary process. It consists of a crossover process that combines multiple generations and continues to loop until the best generations are achieved. In several studies (Punch et al., 1993; Fröhlich et al., 2003; Middlemiss and Dick, 2003; Stein et al., 2005) , security analysts have applied GA to achieve the best parameters of features for their detection algorithms to increase accuracy. However, none of these studies adopted the GA method in selecting features for detecting Android malware using static analysis and machine learning. In this study we use GS, which performs as a search based on GA, as described by Goldberg and Holland (1988) . GS searches for the best generations of the smallest number of features as possible as it can to detect malware. This approach retrieves GS-selected optimal features in permission, directory path, and code-based categories. For evaluation, we use five machine learning classifiers, Naïve Bayes (NB), multilayer perceptron (MLP), functional trees (FT), J48, and random forest (RF), to test the efficiency of the features in detecting malware.
In this study, we use static analysis and machine learning to search for the best and smallest number of features to enhance accuracy and reduce the amount of complexity, noise, and irrelevant data in detecting malware. As many end users currently use the Android OS, the most famous mobile device, our experiment focuses on Android.
Background
Google introduced Android primarily for mobile device facilities based on the Linux OS (Android Developers, 2015) . It is an open-source application, and the merchandise includes smartphones, tablets, smart watches, Android televisions, and Android auto in vehicles. Moreover, Google offers client access to its own services, such as search, YouTube, maps, gmail, photos, calendar, and drives in Android devices. Fig. 1 illustrates the relationships in developing Android appliances, while Fig. 2 introduces the Android OS architecture tiers consisting of applications, application framework, libraries, Android runtime, and Linux kernel. Table 1 describes these Android OS architecture tiers.
Related work
We describe previous studies in the malware detection field, including both static and dynamic analyses, feature selection, machine learning, and our proposed method for classifying malware.
Dynamic and static analysis
Note that the primary goal is to classify malware in Android applications. Security analysts need to perform a malware analysis (Razak et al., 2016) . Specifically, the analysis is needed to comprehend the application's behavior and code. Two types of analysis, dynamic and static, have emerged to thwart malware violations. Table 2 lists the advantages and disadvantages of both types.
Dynamic analysis is a technique used to discover malware by performing the application and monitoring its behavior. Narudin et al. (2014) monitored 11 network features consisting of IP address, port number, network frames, and packets. Crowdroid developed by Burguera et al. (2011) examined system call activities. Andromaly (Shabtai et al., 2012) applied central processing unit (CPU), memory, and battery consumption as features. Nonetheless, dynamic analysis (Anuar et al., 2008; Feizollah et al., 2013 Afifi et al., 2016) needs high specification in both memory and CPU to support the application to run in a certain range of time. Furthermore, this type of analysis may miss malware activities that are beyond the time range of the experiment (attackers trigger malware actions at a certain time whenever they decide).
In contrast to dynamic analysis, static analysis is a procedure for inspecting the code without running the application. The advantages of static analysis are low resource use (e.g., memory and CPU) and fast processing (Chess and McGraw, 2004) . The reason for these advantages is that the analysis involves only reverse-engineering the applications and thoroughly scrutinizing the overall code without executing the application. Hence, it covers all possible activities without a time range constraint. Therefore, we focus on static analysis as it could provide a big picture of (Feizollah et al., 2015) .
Static analysis and features
Static analysis primarily reverse engineers an application to retrieve the code for scrutiny. The advantages of this type of analysis are that it is fast and has a low risk of creating a bottleneck situation, because the analysis process examines the application statically, without executing it (Ikinci et al., 2008) . In addition, it provides complete code coverage and scalability. Table 3 lists the categories and associates information of features applied in previous static analysis studies for detecting malware.
Machine learning and optimization of features
Machine learning is a scientific discipline that can predict future decisions and outputs based on the experience gained through past input features (learning set) (Kotsiantis et al., 2006; Feizollah et al., 2013) . The learning set is based on a given dataset, and intelligent decisions are made according to certain algorithms. This technique has been widely used for assigning applications to classes (normal or malware). Furthermore, machine learning belongs to the field of artificial intelligence, which allows a computer to reason and make decisions based on datasets (Kotsiantis et al., 2006) . Machine learning is divided into two main learning types: unsupervised and supervised.
Unsupervised learning
In unsupervised learning, the unknown application is unlabeled, and the data are assigned to different groups called 'clusters'. This entails dividing a large dataset into smaller datasets with certain similarities. A given object set is classified through a certain number of clusters (assuming k clusters). The objective is to find k centroids (assigned to each cluster). This unsupervised learning algorithm randomly chooses the centroid from the applications set, takes each application belonging to a given dataset, and assigns it to the nearest centroid.
Supervised learning
In supervised learning, each application in the dataset for training should be labeled with the category. The label is the class of each application (malware or benign). Each training dataset contains an input (feature or characteristic) and an output (class label-malware or benign). Afterwards, the approximate distance between the input and output examples is calculated in the training to create a model. The model should be capable of classifying unknown applications as malware or benign applications. Our AndroidManifest.xml One of the files in Android applications is AndroidManifest.xml. It is an essential file, containing the package name, the application components (activities, services, broadcast receivers, and content providers), the permission declarations, the instrumentation classes, the API minimum level, and the list of necessary libraries Peng et al., 2012; Sahs and Khan, 2012; Sarma et al., 2012; Walenstein et al., 2012; Wu et al., 2012; Aung and Zaw, 2013; Huang et al., 2013; Samra et al., 2013; Sanz et al., 2013; Talha et al., 2015 Intent Intent objects deliver an abstract definition of the operations in an application which it plans to accomplish Feizollah et al., 2017 API and permission In the Android OS process, permission and API are dependent on each other. Parts of API calls in the code need permission to execute ) Bartel et al., 2012 Grace et al., 2012; Wu et al., 2012; Aafer et al., 2013; Liang et al., 2013; Peiravian and Zhu, 2013; Zhou et al., 2013; Arp et al., 2014; Arzt et al., 2014; Feng et al., 2014; Huang et al., 2014; Yerima et al., 2014; Sheen et al., 2015 API, permission Permission and other features
Apart from API combinations, security analysts also combine permission with other features Shabtai et al., 2010; Grace et al., 2012c; Sarma et al., 2012; Yang and Yang, 2012; Zhou et al., 2012; Yerima et al., 2013 Yerima et al., , 2014 Kang et al., 2015 Other features except for API and permission
Features used other than API and permission Grace et al., 2012; Lee et al., 2015 study falls into the supervised learning technique category because it evaluates features of each application along with labels (i.e., malware and benign).
To compare results for various machine learning classifiers in different categories, we choose five classifiers. Fig. 3 shows the three types of machine learning classifier categories applied in our experiment, and Table 4 lists the associated information. Table 5 lists the machine learning classifiers in previous static analysis studies for Android and demonstrates that security analysts have used NB and RF more than the other classifiers (i.e., J48, MLP, and FT). Furthermore, they used MLP only once, and FT was excluded from their analyses. The reason we choose NB and RF is that security analysts have regularly used these classifiers and with great success in the intrusion detection system area (Díaz-Uriarte and de Andrés, 2006; Caruana et al., 2008; Yu et al., 2013) . We choose J48, MLP, and FT because previous studies infrequently used these three classifiers as a part of static analysis investigations. Hence, in this study we aim to compare both regularly and infrequently used machine learning classifiers. Moreover, we select these types of classifiers to compare the results for different categories. MLP represents the function, NB the Bayes, and FT, J48, RF the trees categories.
In the interest to achieve good results in machine learning, selecting a minimum number of features is Table 4 Machine learning information
Category
Machine learning classifier Advantages Bayes NB 1. It operates on the (naïve) assumption of independence of all the features. For example, a fruit may be considered an apple if it is red, round, and about 3 inches in diameter. Even if these features depend on each other, they independently contribute to the probability that the fruit is an apple, which is why it is known as 'naïve'. 2. It performs quite well in certain real-life applications, such as file classification and spam filtering. 3. It is capable of learning and classifying categories in an extremely rapid manner. Decision tree FT, J48, and RF 1. A model is constructed by taking an instance following the path of satisfied conditions starting with the root of the tree until reaching the leaf, which will relate to its corresponding class label. This decision is then converted to detection model rules. 2. It is generally known as 'divide and conquer' algorithms (Kotsiantis, 2013) . Functions MLP 1. It is one of the function categories of machine learning classifiers applied in many fields because of its stable learning algorithm (Lippmann, 1987) . 2. It is an artificial neural network based on biological neural networks, and consists of three layers (input, hidden, and output). vital. Table 6 tabulates information about the methods used for selecting features. It provides information from previous works and our study. A study in Drebin (Arp et al., 2014) analyzed the joint vector space and identified the typical patterns of the features in geometric form. Karim et al. (2016) used the element tree xml API, including regular expression, to identify the string or number of attributes to obtain the features. The forward greedy algorithm (Zhang, 2009 ) has also been used for feature selection. This algorithm is part of an investigation of sparse approximation (Tropp, 2004) . The fundamental aspect of a forward greedy algorithm is that it greedily selects another feature at every iteration and may decrease the loss. Using this strategy, it can generally locate the best features. Forward greedy algorithms follow the problem-locally solving heuristic of making the optimal decision in every phase while searching for the global optimum. This analysis, generalized to the case of measurement noise, is able to identify features in a sparse eigenvalue condition. This capability continues as long as each nonzero coefficient is larger than the constant time noise level. However, forward algorithms cannot correct previous mistakes. Hence, Lai et al. (2011) combined the forward method with the backward greedy algorithm to resolve this downside. As the inverse of forward, a backward greedy algorithm removes each feature in each iteration. In contrast to the joint vector space, element tree, and forward and backward greedy algorithms, we apply an evolutionary algorithm (i.e., population, generation, crossover, and mutation) to search for optimal and relevant features in multiple categories. We then adopt GS, based on a bio-inspired GA, to select a minimum number of features in multiple categories to detect malware using the five machine learning classifiers (i.e., NB, FT, J48, RF, and MLP).
Genetic algorithm and genetic search
In detecting malware, feature selection has a significant effect on experimental results. We apply GS to select the best and smallest number of features. GS is inspired by evolutionary biology and provides a technique to automatically improve parameters or features. Table 7 lists related works where GA was employed to select features. GA has been widely used in numerous fields, such as soil classification, colon cancer identification, gene expression, and malware intrusion detection. Punch et al. (1993) used feature selection and data classification for soil classification using GA combined with K-nearest neighbor (KNN). KNN enables the measurement of similarity between samples. However, it cannot determine the relative importance of features to discriminate known samples. Hence, GA and KNN are used as the main part in the evaluation stage to optimize the features and classification. This helps to optimize classification through the search for optimal features. The dataset for their study is rhizosphere data, which consists of natural set. This dataset represents part of the soil ecosystem where plant roots, soil, and soil biota communicate with each other. These connections offer an advantage to plant, enhance soil fertility, and promote the breakdown of harmful chemicals. They attempted to classify three rhizosphere classes: rhizosphere, nonrhizosphere, and crop residue. In contrast, we apply GS based on GA to detect malware, specifically on the Android OS, and aim to distinguish only two classes: malware and benign. Fröhlich et al. (2003) applied GA to classify three classes (i.e., toy data, colon cancer, and gene in a yeast dataset). The genetic evolutionary process in the GA enabled it to switch different factors and optimize parameters in a support vector machine (SVM) algorithm. They also used theoretical bounds on the generalization error for SVM and proposed a decimal encoding, which is much more efficient than binary encoding. If the number of features to be selected is unfixed beforehand, the usual binary encoding is preferred. Furthermore, kernel parameters such as the regularization parameter C of SVM can be optimized by GA for the selection of a feature subset, given that the choice of the feature subset influences the appropriate kernel parameters, and vice versa. In this study, we apply GA to select the optimal features among 106 features and evaluate the approach applied to three different categories of machine learning: function (MLP), Bayes (NB), and trees (FT, J48, and RF). Middlemiss and Dick (2003) used GA to select the optimal features with weighted feature extraction and machine learning in a malware detection study using dynamic analysis. To accomplish this, they implemented GA to calculate the weights for the dataset features. Thereafter, a KNN classifier was applied to use the fitness function through GA and assess the performance of the new weighted feature set. Their results showed that the weighted set of features for the class classification of data can provide an incremental gain in intrusion detection accuracy. In contrast, we apply the static approach instead of dynamic analysis. While their study focused on a computer-based intrusion detection system, our study was specifically concerned with detecting malware in Android mobile devices. Stein et al. (2005) also applied GA to detect malware. They used the GA algorithm as a method to select a subset of features to be an input in decision tree classifiers using static analysis. They used knowledge discovery and datamining tools competition (KDDCUP) 99 as a dataset to train and test the tree classifier. Their study differed from ours in the detection area: they concentrated on the server, while we specifically targeted malware in the Android platform. We use GA to select the best and the minimum number of features in four categories (e.g., permission, code-based, directory path, and system command) and evaluate those features in five machine learning classifiers. Fig. 4 illustrates the four phases of the experimental process. The first phase is data collection, which includes a reverse engineering process during which the code of the application is retrieved. The second phase is string identification, which consists of permission, the words in the double quotes, function, intent, Linux command, directory path, and system command. The third phase applies the GS process to select the best features among all the extracted strings obtained in the string identification phase. The fourth phase involves the machine Investigating and identifying the strings and applying GS to select the best features for classification (static analysis)
Methodology
Our study learning classifier. The machine learning classifier trains the information in the dataset to construct a detection model which can predict an application to be either benign or malware.
Data collection
Initially, for the benign dataset, the total number of downloaded applications from the Google Play store (Google, 2014) was 1209. To completely validate the dataset as benign, VirusTotal (https://www. VirusTotal.com/) screened these files by scanning. This process was accomplished by using more than 40 online antivirus applications. During the process of scanning all the 1209 benign applications, certain antivirus applications considered some samples as nearly harmful. For instance, if a scanning result of 1/50 was received, it means that one in 50 antivirus programs considered the sample as malware, whereas the remainder considered it to be benign. Therefore, the benign samples included in our experiment were those that received 0/50 scores, indicating that all antivirus considered them as benign. The total number of applications with a 0/50 score amounted to only 550 samples. Once the benign samples were identified, the subsequent process was concerned with the malware dataset.
On the malware side, this experiment used Drebin (Arp et al., 2014) . The entire Drebin dataset consists of 5560 samples in 179 different malware families. However, errors were encountered in five samples during the reverse engineering process; therefore, the final total number of samples in the malware dataset was 5555. Table 8 summarizes the datasets used in the experiment.
To gain the application code of the dataset, the Jadx (Skylot, 2015) tool was used to reverse-engineer the Android .apk files. Jadx can reverse the .dex file in the .apk Android file to a .java extension file. Once the process was accomplished, we obtained all the files in the nested folders that consisted of .xml and .java file extensions. The common file found after the reverse process was Androidmanifest.xml, and the common folder was called 'res'. The Androidmanifest.xml file contained the Android permission and intent filters including libraries, and the folder 'res' contained the application layout with various .xml file types. The remainder of the folders contained .java file types, in which the file names differed depending on the application.
String identification
After obtaining the code of the application, the next step is to investigate and identify the strings for features. Fig. 5 illustrates the second phase for string identification. To differentiate the colons, quotes, and brackets in the code, the natural language toolkit (NLTK) (Bird et al., 2009 ) tokenized the line and pulled out the strings. Afterwards, the existences of each feature (where 1 indicated existence and 0 indicated non-existence) in both benign and malware were determined. In some cases, strings were confused with one another. For example, cat, one of the Linux commands, was confused with other words such as concatenate, locate, and other similar words which contain cat strings. To observe the entire exact line of codes and pull out the cat command, we used the Grep command in Ubuntu terminal.
Other than the Linux commands, the features listed in Sections 4.2.1−4.2.4 were selected from other studies and additional investigation in this experiment. The permission features consist of 13 dangerous permissions declared by the Androguard (Desnos, 2015) open-source tool. The additional features were the proposed set in a root exploit study (Firdaus and Anuar, 2015) and consisted of the system command, directory path, and code-based features. This set was included because we attempted to detect all malware types, including root exploit. Root exploit is among the malware types that exploit the vulnerable Android kernel to gain root and execute malicious actions, such as installing botnets, spreading Trojans, providing fake antivirus results, and executing root privileges.
4.2.1 Code-based features Table 9 lists the 36 code-based features along with their existence in each class (malware or benign). For instance, createSubprocess is a code string existing in 307 malware samples, however found none in benign samples. As the malware dataset contained 5555 samples, and the benign dataset only 550, for each dataset it was necessary to calculate the percentage by dividing the existence of the features by the total, and multiplying the result by 100. Fig. 6 shows the existence in the code-based features in percentage form. This shows that benign existence is more than existence of malware features in the code-based category.
Permission features
The second category is the permission features included in the AndroidManifest.xml file. This file is required in every Android application main directory. It represents the essential information regarding the application package name, permission, activities, services, broadcast receivers, and content providers. Table 10 lists the permissions before the GS feature selection phase. For example, Android.intent.action. MAIN is a permission that occurred 5355 times in the malware and 541 times in the benign samples. Some of the permissions taken from the Androguard (Desnos, 2015) tool were declared dangerous, whereas others were added from our investigation. Fig. 7 depicts the existence of these features in percentage form. The plot shows that malware and benign classes 
Fig. 6 Existence of code-based features expressed as percentages
The vertical dashed line in the middle distinguishes the benign class with only three malware features included within the range from 50% to 100% are situated in a similar area from 0% to 100%, which shows no significant difference. Table 11 lists the directory path features. Some paths were taken from the root exploit study (Firdaus and Anuar, 2015) and others were added through additional investigation. One of the directories, system/bin/su, occurred 633 times in malware but was not found in benign samples. It stores the super user information of the Android OS and attracts unscrupulous authors wishing to gain root in the victim's mobile devices. Fig. 8 shows the percentage of the directory path features in the malware and benign datasets. The figure identifies the critical directory system/bin/secbin, which appears in 44% of the malware samples, a far greater percentage than that for any other feature.
Directory path features

System command features
The final category is composed of the system command features as listed in Table 12 . As the objective is to detect all types of malware including root exploit, we include the system command from the root exploit study (Firdaus and Anuar, 2015 pm install, cat, cp-rp, and mount-o remount, and the ADB commands include startservice-n. Fig. 9 displays the existence of these commands in percentage form. The commit command was the most prevalent in both benign and malware classes. Fig. 10 shows the regression line describing the relationships between significant features in the malware and benign samples. The three rising lines (indicated as code-based, permission, and system command) indicate a positive relationship; the percentage of benign features increases, so does the percentage of malware features. Fig. 10 shows that the malware features used are suitable attributes for detecting malware. However, the line of the directory path category is minimal, because the percentages are so low compared to those of the other categories.
Proposed genetic search and features
GS is based on the GA method, inspired by and based on the evolutionary biology of nature genetic element (crossover and mutation). This evolutionary process provides a technique to automatically improve characteristics or features to generate the best generation. This evolution can transform the worst generation into the best, according to fitness requirements. This method includes a set of requirements. When one generation is unmatched according to certain characteristics, GA excludes that generation, and this process repeats until the best generation is achieved. Furthermore, if GA cannot solve any research problem by providing a final ultimate solution, it will at least serve as a method to select the optimal features. Fig. 11 illustrates the basic GA processes of crossover and mutation.
To further illustrate GA, consider a company requiring advice in designing a good vehicle characteristic and enabling a vehicle to enter and successfully exit from a high hill forest full of obstacles. In this case, the fitness is set according to multiple checkpoints in the forest. First, the vehicle consists of small tires with a low-performance engine. The vehicle keeps going and changing its characteristics or features simultaneously. Once the vehicle successfully reaches the first checkpoint, the first fitness is satisfied and the characteristics of the vehicle are saved. The GA process continues (the characteristics of the vehicle are gradually changing) until the vehicle passes all checkpoints and all the required characteristics are saved. Finally, the set of features of a vehicle necessary to enter and survive the forest is successfully achieved, including big tires, high acceleration engine, big tank, and good quality brakes. Eq. (1) is defined according to the F-function and feature string of length 1 known as the fitness. New features are created from the current population and the probability that a parent string H j (j=1, 2, …, N) is selected from the N strings:
In selecting features, it is imperative to achieve the minimum possible number of features that is necessary for developing an effective malware detection system. This is crucial as it removes noise and irrelevant data from the dataset (Feizollah et al., 2015) and leads to more accurate machine learning algorithm results. Hence, the next process involves selecting the best features among the 106 features. In the GS process the Waikato environment knowledge analysis (WEKA) tool (Hall et al., 2009 ) is used. As the total dataset consists of 6105 applications (both benign and malware), the populations size was set as 400 in each generation, giving crosses amounting to a total of 15 generations. The crossover probability was set as 0.6 to produce the offspring list of 106 features. To maintain the value of the feature (0 or 1) in each application, we set zero for the mutation process. At the end of the process, GA successfully identified the best generations of features and selected the six features as listed in Table 13 .
These features represent three types of categories: Android permission (read, receive, and write short message service (SMS)), code-based (checkPermission and com.Android.browser. application.id), and directory path (system/bin/ secbin). Table 13 shows that malware existence is more than that of benign features in permission and directory path. In contrast, in the code-based category, the malware existence was less than that of benign. This demonstrates that the GS search for the optimal features is not made according to malware existence, but merely to the evolutionary process in GS.
Machine learning classification
In constructing the machine learning model, the classifiers were run using WEKA (Frank et al., 2016) . For this tool, it is necessary to prepare a comma separated values (.csv) file. As GS selected the six features in addition to the class label, this file contained seven columns. The file contained 6105 rows, representing the combination of the malware (5555) and benign (550) samples. Given that in this work we used static analysis, each row was composed of 1 or 0. Each row represented an application showing 1 (if the feature existed) or 0 (if the feature was non-existent).
Once the .csv file application was complete, the next step was to convert the file to attribute-relation file format (.arff). This conversion was done by using the WEKA tool. ARFF is an ASCII text file format, in which WEKA specifically introduced to enable faster loading (Williams, 2010) . To achieve natural and acceptable results, the evaluation process applied the randomize option to randomly shuffle the order of both classes (malware and benign) in the datasets. Therefore, the class categories in each application were randomly arranged to provide a natural order. Fig. 12 displays the captured screen of some parts in the ARFF file after applying the randomize option.
In constructing the machine learning predictive model, it is necessary to use k-fold cross validation methods, which repeatedly run k times. In the experiment, the k th subset served as the test set, and the remaining k−1 subsets as the training set. The average of all k trials was computed for the evaluation (Schneider, 2016) . We used the 10-fold method, which repeatedly ran 10 times to evaluate feature effectiveness. The dataset was randomly divided into 10 subsets of equal size and the evaluation was repeated 10 times. In each repetition, one subset was used as the test set and the other nine subsets were combined to form the training set. Accordingly, the test set was excluded from the training set, which was used to detect unknown malware in this step.
Evaluation and results
The evaluation calculates the measures according to the confusion metrics applied to machine learning classifier evaluation, and the results are presented below.
Evaluation
To evaluate the effectiveness of the six features selected by GS, it is crucial to address the machine learning classifier performance matrix. The performance measures include accuracy, true positive rate (TPR), false positive rate (FPR), receiver operating characteristics (ROC), precision, recall, and F-measure, the F-measure (F 1 score or F score) is a measure to test the accuracy and is defined as the weighted harmonic mean of the precision and recall of the test. Table 14 lists the information on the experimental evaluations followed by the corresponding measurement equations which are used in the following sections. Table 15 lists the results derived from the experiments. In cross validation, FT achieved magnificent results across four categories: highest accuracy (94.22%), highest number of correctly classified instances (5752), lowest number of incorrectly classified instances (353), and lowest FPR (23.8%). In terms of the true positive value, all classifiers gained the same mark except for J48, which achieved the lowest mark of 95.8%. In the ROC category, MLP obtained the highest value of 0.950. In the next category, precision, three classifiers shared an identical value of 97.6%, whereas the others recorded 97.5%. All classifiers, except J48, had a similar result for the recall and F-measure categories. Table 16 lists the results obtained from the 80% training and 20% testing section. In this step the classifiers were trained with 80% of the dataset, while the remaining 20% was used only for testing the model in detecting malware. The total dataset was composed of 6105 samples, 4884 samples used for training and 1221 for testing. Two classifiers NB and FT shared the best value for accuracy (95%), number of correctly (1160) and incorrectly (61) classified instances, and F-measure (97.2%). However, NB showed the best value (96.8%) for TPR and recall. Overall, FT was the outstanding classifier, achieving the highest values in all categories except TPR and recall in detecting unknown malware.
Results in cross validation
Results in training and testing
Before and after GA processes
To observe the differences before and after applying the GA process, we compare the results in predicting the class samples in WEKA. We first prepared the benign samples which were excluded from this experimental dataset to test the prediction effectiveness. Table 17 lists 10 benign samples downloaded from the Google Play store and scanned in VirusTotal (https://www.VirusTotal.com/) to confirm their benign status.
In the beginning, we predicted these applications using 106 features. Then machine learning predicted these samples using the GA features. Table 18 details the results before and after the GA processes. Table 18 compares the accuracy and the time taken in machine learning before and after the GA courses. Fig. 13 graphically depicts these differences. Before the features were selected, the machine learning classifiers incorrectly predicted the benign applications as malware five times. One of the classifiers, J48, made two incorrect predictions, whereas MLP, FT, and RF made only one. Fig. 13 shows NB as the only classifier that successfully predicted the 10 applications as benign. However, after the best were selected among 106 features, all the classifiers accurately predicted the applications, except J48, which made incorrect predictions only three times. This proves that by adopting GA to reduce the number of features, machine learning classifiers enhance the accuracy in distinguishing between benign and malware classes. Fig. 13 illustrates another significant aspect of the GA process, which is the time consumed by the classifier in conducting intelligent machine learning prediction. Before the GA course, using 106 features, the total time taken for prediction by machine learning classifiers was 178.2 s, with MLP taking the longest time of 175.57 s (Fig. 13) . Using features derived from the GA method, the classifiers successfully predicted 47 correct classes as benign with a satisfactorily short total time of 2.93 s. This shows that by applying 106 features, the prediction took a long time because the classifiers need to consider all the features in each sample, making detection much more complex. By reducing the number of features using GA, the classifiers can reduce the complexity of the features in the machine learning intrusion detection system. Having defined the number of feature differences, the next issue is the reverse engineering process in static analysis.
The machine learning steps were performed in WEKA where we reverse-engineered the samples and counted their frequency before assigning them to the simulation. However, the situation is different when the prediction takes place in the actual intrusion detection system (IDS). Practically, in the initial step of static analysis, the IDS automatically reverseengineered each sample to obtain the code and counted each feature in machine learning classifiers. When the IDS needs to recognize 106 features in overall code, including all types of strings, including numbers, characters (e.g., double apostrophes and brackets), and symbols, this might increase the noise of the strings and lead to irrelevant data. Fig. 13 illustrates the worst accuracy in prediction and time taken in the simulation before the GA process. The predictions might achieve lower accuracy and consume much more time in real IDS. MLP took 175.57 s in the simulation process, in which the reverse engineering and counting feature processes were excluded. Therefore, in actual IDS, MLP would need more than 175.57 s to detect malware. Feature noise may increase when machine learning needs to process more than 10 samples. Therefore, by reducing the number of features with GA, we can reduce the string noise and unnecessary data, thereby contributing to the effectiveness of machine learning intelligent prediction systems.
FT achieved promising scores in cross validation as well as in training and testing phases, surpassing the other tree-based machine learning classifiers (i.e., RF and J48), despiting the fact that past analysts precluded FT from their static type examinations. 
Comparison
Each type of analysis, either static or dynamic, applies a different method to examine malware and benign datasets. Therefore, different analyses present distinct advantages and disadvantages. To substantiate the effectiveness of the results, in this section we compare our experimental results with those of previous studies that used static and dynamic analyses with Drebin as the malware dataset. Table 19 compares the results in the accuracy category. The studies were chosen based on three criteria: (1) the dataset used was similar to Drebin; (2) the papers were published in good quality journals; (3) the research objective was to reduce the number of features to ensure relevance to malware detection. As Arp et al. (2014) did not include the TPR result, in this section we use only accuracy and FPR as the benchmarks for comparison.
In the static analysis comparison, results from the GS method were different from those of Arp et al. (2014) in selecting features. GS is based on an approach that models the natural processes of the inheritance of multiple generations and survival by fitness or adaptation to the environment. In contrast, in the joint vector space the typical patterns and combinations of the features are analyzed and identified in geometric form. However, in the comparison, our GS approach was 1% more accurate than that of Arp et al. (2014) . This proved that GS performs much better than that of the joint vector space in selecting the minimum number of features. However, the frequencies of the features in their study remained unknown; therefore, in evaluating accuracy, we cannot discuss which and how many features were used for their linear support vector machine training.
On the other hand, in dynamic analysis, Smartbot (Karim et al., 2016) marked the accuracy value with 99.49%. This indicates that their method of using element tree xml in selecting features is convenient for dynamic analysis. Nevertheless, their study did not include a benign dataset as they were specifically concerned with diagnosing malware that had only command & control (C&C) features. Therefore, it was unnecessary to include benign in their dataset. In addition, although the accuracy is high in detecting malware, dynamic analysis consumes much more time compared with static analysis as the samples are classified by executing and monitoring their behavior. Moreover, our study aimed to detect all types of malware (trojan, botnet, and root exploit), whereas their study focused on detecting botnet.
Comparing the FPR for both static and dynamic analyses, our score was lower than those of Drebin and Smartbot. This demonstrates that benign samples play an important role in producing beneficial results, as more benign samples contribute to achieving a lower FPR value (a lower value indicates better performance). However, in Drebin, the FPR value corresponded to one false alarm in a limited sample of 100 applications and the exact list of features used in their experiment were unknown. Our study (Karim et al., 2016) 16 network features: file system activities, network connections, information leakage, started services, SMS, cryptographic operations, DNS request, HTTP traffic parameters, and unknown TCP and UDP conversations implemented two types of evaluation, the 10-fold cross validation and training and testing, including the whole dataset. Furthermore, we listed the six features for the machine learning classifier for our experiment.
In the Smartbot study, the experiment using dynamic analysis showed that the monitoring application activities consumed a lot of time, effort, and hardware resources. Our static analysis study needed fewer resources (memory and CPU) than dynamic analysis which had higher hardware and time requirements.
Conclusions and future work
In conclusion, Android malware was increasing along with the need to detect it. In this work, static analysis was chosen to classify malware because it required few resources, had high performance, and reviewed overall code thoroughly. As features are crucial in static analysis, it is necessary to select the smallest number of the best features to enhance accuracy (i.e., to produce an accurate predictive model) with fewer data and reduce model complexity. In our experiment GS was used to select the best of 106 features derived from permission, code-based, directory path, and system command categories. To find the best among those 106 features, we adopted GS to automatically select six exclusive features. Thereafter, we evaluated the features in five machine learning classifiers (i.e., NB, FT, J48, RF, and MLP). Among them, FT recorded the highest accuracy (94.22%) and TPR (96%), and the lowest FPR (23.8%) in 10-fold cross validation. FT achieved the highest scores in training and testing, with 95% accuracy, 1160 correctly and 61 incorrectly classified instances, 21.2% FPR, 0.956 ROC, 97.8% precision, and 97.2% F-measure. The experiment showed that FT recorded magnificent scores and outperformed other tree-based machine learning classifiers (i.e., RF and J48), even though researchers disregarded FT in their static analysis investigations.
However, the machine learning classifiers had high FPR, indicating that they incorrectly predicted some benign samples as malware because of the large disparity in the numbers of malware (5555) and benign (550) samples. By including more benign samples in the dataset, machine learning may enhance the predictive model for malware classification. Furthermore, the challenge was increased because we attempt to detect all types of malware, unlike other studies which focused on certain types of malware, such as botnet.
For future study, we recommend adding benign applications to the dataset to improve the detection results, for instance, to obtain a lower FPR and increase the TPR value. It may also be useful to explore more features in other categories in application code, such as API and network functionalities.
