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Summary
Time Factors as Predictors of Success in Language Learning
A Study of Background Variables and Language Learning Activities
by
Mike Freeman 
BSc (Hons), PGCE, PDMS, MA (App Ling)
SUMMARY
The present research examines the importance o f  time factors as predictors o f  success in 
language learning. Time factors are periods o f  time which students spend on language learning. 
The research addresses four main questions: (1) what is the nature o f  the relationship between 
language learning and time; (2) what is the relative importance o f  time factors to  language 
learning; (3) to  what extent can time factors predict success in language learning; and (4) what 
do students spend most time on?
A group o f  118 students o f  French and EFL at the Universities o f  Sussex and Brighton 
completed a questionnaire during the period M arch to  May 1995. This questionnaire collected 
data on the periods o f  time students spent on language learning and on student proficiency 
levels, using self-report instruments. This data was triangulated with similar data collected from 
23 interviewees, and 6 case-study students.
The results o f  a correlational analysis indicated that total hours o f  study and active 
residence was the best predictor o f  student proficiency, and that there seemed to  be a 
logarithmic relationship between this predictor and proficiency. The best multiple regression 
model accounted for 67% o f  variance in proficiency levels. Students o f  French spent most time 
on classwork and homework, whereas the EFL students spent most time chatting to non-native 
speakers and listening to  the radio.
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Chapter 0; Introduction
INTRODUCTION
This introduction explains the main objectives o f the present study, how, why and when 
it was carried out, and in what context. It also explains the structure o f  this thesis. A thesis, by 
its veiy nature, is a highly sophisticated and complex document. It is hoped that the reader does 
not become lost in the numerous tables and figures, and lose sight o f  the main issue: the 
importance o f  how students spend their time, while learning a language.
0.1 OVERVIEW OF RESEARCH 
O.I.I Analysis of Title
Time factors are defined as the periods o f  time which students spend in the various 
learning situations they find themselves, before or during a course o f  language learning. Time 
factors, for the purposes o f  this study, are subdivided into background variables and language 
learning activities at university, but it is recognised that there may be some overlap between 
these categories. Background variables refer to  relatively long periods o f  language learning in 
the past (e.g. years o f  formal study o f  the target language while at secondary school, months o f 
residence abroad using the target language etc.), whereas language learning activities refer to  
time spent at university (e.g. hours per week o f  classwork, hours per week o f  listening to 
language learning tapes etc.). A complete list o f  definitions is given in Appendix J.
Prediction is used in the title in the sense o f statistical correlation, rather than 
forecasting. In this study, most o f  the correlations given are Pearson product-moment 
correlations.
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Success in language learning may be measured in many ways, but for this study, it means 
obtaining a high score on a measure o f  student proficiency. The main instrument used for 
measuring proficiency is SSKILLS4, and is described fully in Section 4.1.2.3, but we note at this 
stage that it is a self-assessed communicative measure o f  proficiency in all four skills. The other 
measures o f  proficiency used in the analysis are the University o f  Cambridge Local Examinations 
Syndicate scores at First Certificate, Advanced and Proficiency levels, and also an IELTS format 
test for the pilot study.
0.1.2 Scope of Research
This research is mainly concerned with language learning by adult students at university.
It is also restricted to the learning o f  French and EFL. The students o f  French and EFL are 
mostly language students at the Language Centre, University o f Sussex, but there is also a small 
group from the University o f  Brighton. The sample is described in m ore detail in Section 4.1.1.
The language learning activities are mainly out-of-class activities, as students in these 
situations tend to  spend much o f  their time learning informally.
The extent to  which the results o f  this research can be generalised to  other situations will 
be discussed in Section 4.3.
0.1.3 Approach
This study is a highly focused1 piece o f  ID research, which falls within the tradition o f  the 
correlational research used by many applied linguists, such as Carroll (1967b), Ehrman & 
Oxford (1995), Gardner (1980), Krashen et al (1978), Naiman et al (1978), and Spolsky
Chapter 0: Introduction
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(1989), and more generally educationalists, such as Entwistle & Wilson (1977) and W alberg
(1982).
The main approach is essentially quantitative, and most o f  the data is numerical, with the 
focus clearly on one set o f  independent variables: time factors. The dependent variable 
throughout this study is student proficiency. However, this thesis is set within the context o f  a 
model-building process, developing a very broad model o f  language learning. Although this 
study is highly focused, the results o f  this research are intended to  be fed back into a broad 
model o f  language learning, where a much wider range o f factors is taken into account.
Some case study data was also collected over a period o f  about six months, so the 
approach used in this investigation is not exclusively quantitative.
0.1.4 Main Theoretical Issues
Spolsky (1989) states that language learning is a time dependent process. His exposure 
condition seems almost self-evident:
"Condition 51: The more time spent learning any aspect of a second language, 
the more will be learned."
(ibid: 166)
This condition is classified as necessary and graded. In this case, "necessary" means that 
language learning cannot take place without some time spent, and "graded" means that the 
amount o f  language learning is proportional to  the time spent.
One main issue discussed in this thesis is the nature o f  the relationship between time 
spent learning a language and the amount learned. Stating that the exposure condition is
Chapter 0: Introduction
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"graded" is not a very precise statement o f this relationship. There has been some support in 
the literature for a logarithmic relationship between time and academic achievement: Aldridge
(1983), Anderson (1984) and Scheerens (1992). There is also support for a diminishing returns 
relationship between length o f  residence in the U.S. and fluency in English: W alberg et al 
(1978), whereas Swain & Lapkin (1982) report a more linear relationship between hours o f 
immersion and proficiency in French.
Another main issue, and one which is central to  this thesis, is the relative 
importance o f  time factors. Do they all contribute equally to  the process o f  language learning? 
In term s o f  background factors, there has been a protracted debate discussing the influence o f  
study /  instruction and residence / exposure: Rrashen (1982), Long (1983), Krashen (1985), 
Long (1988), Spolsky (1989), Ellis (1990), Larsen-Freeman & Long (1991) and Ellis (1994). 
The early research focused on questions such as "Does instruction help?" o r "Which helps most: 
instruction or exposure?" The later research has been more interested in when, and in what 
ways, these time factors influence language learning.
In terms o f  language learning activities, most o f  the strategy research looks at the types 
o f  language learning strategies used by students rather than the nature and strength o f  the 
relationship between strategy use and success in language learning. Pickard (1995), for 
example, identifies a range o f  out-of-class learning strategies used by his students, but we do not 
know which o f  these strategies is most beneficial.
These issues will be discussed in more detail in the literature review to  be found in 
Chapter 1.
4
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0.2 RESEARCH DESIGN & METHODOLOGY 
0.2.1 Context for present study
The origins o f  this research are to  be found in the quantitative computer model o f 
language learning documented in Chapter 2. This pilot model was designed to  predict student 
proficiency levels after a period o f  language learning, given sufficient data on the student and his 
or her learning situation. Such a model could be used as a tool by course designers and 
managers to  help decide how much further study a student required to  reach a given proficiency 
level (e.g. for university entrance). To obtain accurate predictions it was considered necessary 
to  collect data on a wide range o f  factors, due to  the complexities o f  learning situations. The 
process o f  designing, building, testing and modifying the pilot model generated many 
hypotheses, some o f which are tested in this study. The hypotheses and research questions 
selected involve various aspects o f  time (see Sections 0.3.2 and 0.3.3 for more information).
The details o f  the model building process, and other research into student motivation and 
disturbance factors shown in Table 0.1, are considered outside the scope o f  this thesis. They are 
only mentioned to  put the main aims and objectives into context.
0.2.2 Overall plan for the three phases of research
The first phase o f  research was the development o f the pilot model, but this thesis is only 
concerned with those aspects o f  the model related to  time. These aspects include time-related 
assumptions built into the model, and the results o f  correlational analysis o f  the data collected 
when testing the model.
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The second phase o f  research consisted o f  six case studies, when the study habits o f  six 
students o f  EFL and French were examined in detail, and various instruments were tested.
The third and main phase o f  this investigation was essentially a correlational study o f  a 
group o f  118 students o f EFL and French. This study looks at the importance o f  time factors as 
predictors o f  success in language learning. The methodology used in the third phase is similar to  
the one used by Spolsky (1989) when testing his preference model. A  summary o f  the three 
phases is shown in Table 0.1.
Chapter 0: Introduction
TABLE 0.1: COMPARISON OF THREE PHASES OF RESEARCH
PHASE 1 PHASE 2 PHASE 3
APPROACH M odel building and 
testing, & correlational
Case study Correlational
Quantitative Quantitative & 
qualitative
Quantitative
TIM E SCALE: August 1992- M arch 
1994
October 1994 - M arch 
1995
M arch 1995 - May 
1995
SAMPLE SIZE: 23 6 118
NATIONALITIES: 11 Algerians & 12 
Turks
2 British, 1 Italian, 1 
Japanese & 2 
Taiwanese
57 British & 61 EFL 
students o f  mixed 
nationality
NUM BER OF KEY 
FACTORS:
-2 0 3 1
M AIN FOCUS: A wide range o f  
factors: student, 
teacher, input, 
interaction & location
Student study habits, 
motivation and 
disturbance factors
Student time factors: 
background factors & 
study habits /
LL activities
LOCATION FOR 
DATA
COLLECTION:
INELEC, Algeria & 
University o f  Sussex
University o f  Sussex Universities o f  Sussex 
and Brighton
LANGUAGES: EFL EFL and French EFL and French
6
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It should be noted that the three phases o f  research are interlinked in several ways. 
Firstly, the focus o f  research is progressively narrowed as we move chronologically. Secondly, 
the most interesting results o f  the correlational analysis o f  phase 1 were further examined in 
phase 2. Some o f  the results from phase 2 are used to partially validate the data from phase 3. 
Summarising these links chronologically: temporal assumptions from the pilot model were 
refined and examined in phase 2, before being tested on a larger group o f  language learners in 
phase 3. Phase 3 is clearly the crux o f  this thesis, with phases 1 and 2 playing a more 
supportive role.
0.2.3 Research Design for Main Investigation: Phase 3
Phase 3 is highly focused on time. There are advantages as well as disadvantages with 
such a study. On the positive side, it allows one to  go into greater depth, and to  consider time 
spent in many different ways. On the negative side, one is not able to  take into account a variety 
o f  other factors. Given the limitation on the maximum time students are willing to  spend 
completing questionnaires, it would not have been feasible to  cover such a wide range o f  time 
factors, and include other variables, such as aptitude and motivation.
It seems highly probable that time factors cannot explain all the variance in student 
proficiency levels.
"There is a veritable plethora of individual learner variables which 
researchers have identified as influencing learner outcomes."
(Ellis, 1994: 47)
7
In other words, success in language learning probably depends on many factors, not just 
the amount o f  time, but also student factors such as aptitude and motivation, and a host o f  
others, such as the efficiency and intensity o f  interaction (see Appendix B for a summary o f  
factors influencing success and failure). The pilot model takes into account about twenty o f 
these key factors. Part o f  the conclusion o f  this thesis will consider the implications o f  the 
results o f  phase 3 for model building, thus completing the research cycle and feeding back the 
results o f  empirical w ork into current models o f  language learning (see Seliger & Shohamy, 
1989: 2).
Phase 3 is essentially correlational, although the results o f  descriptive statistics, factor 
analysis and multiple regression are also presented. Correlational analysis was used to  assess the 
relative importance o f  the various time factors because the results o f  such an analysis indicate 
both the strength and the significance o f  the relationships concerned. Scatterplots were used to 
assess the linearity o f  the relationships.
Correlational analysis is used extensively in applied linguistics and educational research. 
"With something like the Good Language Learner Model and an ID 
research framework, the main tool available to researchers is 
the correlation coefficient."
(Skehan, 1989: 13)
"Correlational research has long been one of the major approaches 
to L2 research."
(Johnson, D.M., 1992: 49)
Chapter 0: Introduction
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The disadvantages o f  correlational research, such as the problem o f direction o f 
causality, are discussed in Section 4.3.2.
The quantitative data collected in phase 3 was designed to  complement the qualitative 
and quantitative data collected in phase 2. The phase 3 data was collected at one point in time, 
and may be thought to be unrepresentative o f  typical student behaviour. It should be noted, 
however, that the data on background factors covered the students' complete history o f  
language learning, and that the data on language learning activities covered tw o consecutive 
term s at university. This data is supplemented by a vast quantity o f  data on the case study 
students covering a period o f  about six months, when students completed detailed diaries and 
questionnaires. This represents a combination o f  "longitudinal" and "cross-sectional" 
approaches (Larsen-Freeman & Long, 1991: 13).
Another feature o f  the research design for phase 3 is the partial replication o f  
correlational studies on the influence o f  study and residence on proficiency levels (see Tables 
4.36 and 4.37). It is also possible to compare the results o f  the Good Language Learner 
Analysis (see Section 4.2.1.3.4) with those ofN aim an et al (1978). In both cases, the  results are 
not directly comparable because different instruments were used in different situations. 
Nevertheless, similar results in both areas should lend weight and credibility to  the rest o f  this 
study.
Chapter 0: Introduction
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0.3 AIMS* OBJECTIVES* RESEARCH QUESTIONS & HYPOTHESES
0.3.1 Aims & Objectives
One o f  the main aims o f  this research is to  make a contribution to  the process o f 
quantifying relationships between inputs and outputs in language teaching operations. It is only 
when one starts to  quantify these relationships that one is forced to  specify their precise nature, 
and the units o f  measurement. The reductionist character o f  a quantitative approach seems 
inevitable, but the advantages are greater precision and objectivity, and hopefully meaningful 
generalisations which can be the starting point for future research and enquiry. At the moment, 
it is the opinion o f  this author that far too  many o f  the decisions o f  course designers and EFL 
managers are taken in an arbitrary fashion.
The main aim is to  examine the nature o f  certain relationships between student language 
learning and time. In particular, to  assess the importance o f time factors as predictors o f  success 
in language learning. This means looking in detail at the various language learning activities 
used by students at the Universities o f  Sussex and Brighton, and to  assess their influence on 
student proficiency levels.
"Research into IDs to date has told us little about the relative strength 
of different learner factors."
(Ellis, 1994:524)
Issues concerned with timetabling, length o f  lessons and timing o f  lessons are outside the 
scope o f  this thesis.
Chapter 0: Introduction
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These overall aims are supplemented by a number o f  objectives:
Main Objectives
(a) To test some o f  the assumptions, concerning time factors, built into the pilot model.
(b) To test some hypotheses generated by the model building / testing process.
(c) In the light o f  this research, to  consider modifications which are likely to  improve the 
predictive capacity o f  the pilot model for students o f  French and EFL at Sussex University. 
Subsidiary Objectives
(d) To consider the implications o f  this research for language teaching.
Long-Term Objectives (after the completion o f this PhD)
(e) To develop the quantitative computer model outlined in Chapter 2, by including the 
modifications suggested in this thesis, and testing the refined model in a new situation.
0.3.2.Research Questions
These may be subdivided into general questions, and those concerning language learning 
activities:
General
1. W hat is the nature o f  the relationship between language learning and time?
2. W hat is the relative importance o f  time factors to student language learning?
3. To what extent can time factors predict success in language learning?
Language Learning Activities
4. W hat do students spend most time on?
5. H ow  important is the amount o f  time spent chatting to  native speakers?
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(This question is related to  the analysis o f  the Turkish data using SPSS. Will the correlation 
found with a small group generalise to  larger groups?)
6. W hat is the relative importance o f  the various language learning activities used by students at 
the University o f  Sussex? (Do each o f  these activities contribute equally to  the process o f  
language learning?)
7. Which activities are used by the most successful students?
(Do successful students use different activities, or spend more time on those they do use? This 
is also related to  the GLL research.)
8. To what extent do the activities employed depend on proficiency level and language? In 
particular, what evidence is there for linguistic thresholds? (This is also related to w ork by 
Politzer, 1983, and Jones, 1994.)
0.3.3 Hypotheses & Thesis
The following hypotheses are all related to  the model building / testing process and all 
concern different aspects o f  time. This thesis is focused on time factors and their importance to 
language learning. The set o f  hypotheses below represent a coherent position in that they cover 
the main temporal aspects o f  the pilot model. Some subsidiary hypotheses related to  the 
proficiency levels in particular skills are mentioned briefly in Section 5.4. The hypotheses are 
subdivided into one general hypothesis, those relating to  language learning activities, and those 
relating to  the background variables:
Chapter 0: Introduction
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A superordinate hypothesis is that time factors are important predictors o f  success in language 
learning.
Language Learning Activities
1. Overall proficiency is positively related to the total number o f hours per week o f  study>, 
exposure and use. (This is related to  Spolsky's exposure condition. Test by correlating total o f  
all language learning activities with student proficiency. The main question concerns the strength 
o f  this relationship.)
2. Students who spend the most time chatting to native speakers are those that achieve the 
highest proficiency scores. (This relates to  a strong correlation found with the Turkish data [see 
Chapter 2 for more details]. Test by correlating time chatting to  native speakers with total 
student proficiency, and speaking / listening scores.)
Background Variables
3. Overall proficiency is positively and strongly2 related to the total number o f hours o f study, 
exposure and use. (Test by correlating years o f  study, use & residence with student proficiency, 
and also total hours o f  study and active residence with proficiency. I assumed for the pilot 
model that time factors were o f  central importance, and that there was a strong relationship 
between proficiency and total time spent on language learning.)
4. The relationship between study time and student proficiency is approximately twice as str ong 
as the one between residence abroad and proficiency. All three predictors are assumed to  be
General
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positively related to  proficiency. (This hypothesis is related to  one o f  the modifications made to  
the pilot model to  take into account informal learning at Sussex University. I assumed that 
formal language learning influenced student proficiency twice as much as informal language 
learning. This assumption was based on a summary o f previous research into study and 
residence shown in Tables 4.36 and 4.37. Test by comparing correlations between years o f  
study and proficiency, and length o f  residence and proficiency.)
5. Length o f residence plus study is a better predictor o f  student proficiency than either. 
Implicit in this hypothesis is that all three predictors are positively related to  proficiency. (This 
hypothesis is related to  the assumption o f  addition used in phase 1 [i.e. that the effects o f  LL are 
cumulative]. Test by comparing correlations o f  the combined variable with proficiency, and the 
separate variables with proficiency.)
6. Student proficiency levels are a diminishing returns function o f time. (This was assumed in 
the pilot model. Test by examining the scatterplots o f  the main background variables against 
proficiency.)
7. The logarithm o f total hours o f  study; and residence is a better predictor o f student 
proficiency than the simple composite variable. These predictors are assumed to correlate 
positively with proficiency. (This is also related to  the assumption that the law o f  diminishing 
returns applied to  the pilot model. Test by comparing the correlations o f  the logarithms o f 
combined variables with proficiency, and the simple variables with proficiency.)
14
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0.4 PLAN OF THE THESIS
The different sections o f  the thesis are shown in the table o f  contents (pages iv to  xiii). 
Readers are also directed to  the list o f  abbreviations found on pages xvi to  xviii, as these are 
used frequently throughout the text.
The first part consists o f  this introduction and a survey o f  the literature related to  time 
factors, models o f  language learning, and prediction o f  academic success. The section on time 
factors contains previous research into background factors and language learning activities. 
Some language learning activities have been previously referred to  as language learning 
strategies and study habits.
The second part, and main body o f  this thesis, is divided into three chapters. Each 
chapter corresponds to  one o f  the three phases o f  this research: Chapter 2 is on the pilot model, 
Chapter 3 on the case studies, and Chapter 4 on the main investigation. Each o f these chapters 
contains sections on method, results and discussion, as is customary in reports o f  this kind. 
Similarly, the method section is subdivided into subsections on the sample, instruments, data 
collection and data analysis.
The third, and last, part consists o f  a conclusion and bibliography. The conclusion 
contains a summary o f  the main findings from the main body o f this thesis, and the implications 
o f  these findings for model building and language teaching.
In order to  keep this thesis as coherent and readable as possible, the most relevant and 
interesting information is included in the main text, subsidiary information is in the appendices, 
and any remaining information is available from the author. Thus, the figures, which carry a 
high information content are all included in the main text, together with the main results. Many
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o f  the results are presented in standard format to  enable them to be interpreted and compared 
m ore easily. M ost are edited from the SPSS output, and printed in C o u r i e r  New font, so 
that they may be identified more easily.
To enable readers to  find information as quickly as possible, the figures, tables and notes 
are all organised and numbered according to  the chapter where they are located. Therefore, 
Figure 1.2 is the second figure to  be found in Chapter 1, and Table 4.5 is the fifth table to  be 
found in Chapter 4. All notes are to  be found at the end o f  each chapter.
It is hoped that this short introduction has given the reader sufficient information about 
the structure o f  this thesis to  find his or her way through its complexities, and an appetite to  
learn more about time factors. Before reporting on the author's own research, it is customary to 
survey all previous literature relevant to this thesis.
Chapter 0: Introduction
Chapter Notes
1. The study is highly focused in the sense that many variables have been thought to  influence 
success in language learning (see Appendix B), whereas this study is only concerned with a 
small proportion o f  these.
2. In this case, strongly means correlations o f  the order o f 0.6 or higher.
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LITERATURE SURVEY
1.0 INTRODUCTION
This literature survey is composed o f  three parts: time factors, prediction o f success in 
language learning & academic success, and models o f  language learning. The first part, on time 
factors, surveys research carried out into background factors and language learning activities. 
This research looks at different periods o f  time spent on language learning, and how they seem 
to effect proficiency levels. The second part, on prediction, looks at various multivariate 
large-scale surveys carried out in the U.K. and U.S.A. Lastly, the part on models o f  language 
learning, examines a range o f  models which relate to time factors and prediction o f  success in 
language learning.
1.1 TIME FACTORS
Before launching into the details o f  the studies relating to  time factors, it should be noted 
that there is considerable confusion in the literature concerning the terminology used. This is 
particularly the case for language learning activities, but also the case, to  a lesser extent, for 
background factors. This problem will be addressed at the beginning o f  each section.
Another general point needs to  be made concerning the order in which the studies are 
reviewed, and highlighted. Within each section, the most relevant studies are shown in 
chronological order. This means that the main focus is on previous correlational research, 
relating time factors to changes in student proficiency levels. Other studies may be m ore or less 
relevant, but are not directly comparable; they are listed at the end o f  each section or in the
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summary o f  previous research (see Appendix B). For example, studies which relate time factors 
to  acquisition sequences or specific structures are not considered o f  prime importance. Some 
studies, however, have been included from the educational literature, as they relate time factors 
to  academic success, and have the advantage o f  huge sample sizes.
1.1.1 Background Factors
This section on background factors has been divided into three parts to  facilitate and 
clarify the review:
(i) study and instruction time,
(ii) residence, exposure and use, and
(iii) the instruction / exposure debate.
It should be noted that some research concerns both study and residence, and many 
reviews mentioned in the instruction /  exposure debate focus mainly on the value o f instruction. 
The following term s are used by researchers as measures o f  study and residence time:
Study & Instruction Time
♦ years o f  formal ESL study - Krashen (1982)
♦ months o f  formal learning in intensive or special English programmes - Gradman & Hanania 
(1991)
♦ time spent at school in Israel - Spolsky (1989)
♦ months o f private English tutoring - Gradman & Hanania (1991)
♦ years o f  study o f  English in home country - Fouly (1988)
Residence. Exposure & Use
♦ years in an English-speaking country - Krashen (1982)
Chapter 1: Literature Survey
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• years lived in Israel - Spolsky (1989)
• time in U.S. - M onshi-Tousi et al (1980)
• visits to  Israel - Spolsky (1989)
• time abroad - Carroll (1967b)
• exposure to  native speaker teachers o f  English - Gradman & Hanania (1991)
• use o f  FL at home - Carroll (1967b)
• years o f  home use o f  English - Fouly (1988)
The key terms, learning and acquisition, are defined by Krashen (1982):
"...learning ...[refers]... to conscious knowledge of a second language, knowing 
the rules, being aware of them, and being able to talk about them.
...acquisition is a subconscious process; language acquirers are not usually 
aware of the feet they are acquiring language, but are only aware of the 
fact that they are using the language for communication."
(ibid: 10)
The duration o f  these periods o f  study /  exposure /  use often do not take into account 
intensity, frequency, regularity, and continuity. There is sometimes confusion between study, 
tuition, instruction and learning, their degree o f  formality, and whether tutored or untutored. 
Similarly the terms use, residence, contact, exposure, practice and acquisition may overlap. For 
example, it is not clear if  "study" includes hom ework and other types o f  self-study. D oes "time 
abroad" include holiday time, when very little or no TL may be used? D oes "home use" include 
doing homework? Unfortunately, the literature contains very few definitions, so it is not clear 
what these categories include and what they exclude.
Chapter 1: Literature Survey
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There seems to be a general consensus about the importance o f  study time, and that 
there is a relationship o f  some kind between study time and success in language learning. One o f  
the main problems is to  identify the nature o f  this relationship.
One o f the early comments on this issue was made by Clare Burstall (1975), concluding 
a survey article on factors affecting foreign language learning:
"Thus, the most conservative interpretation which the available evidence 
would appear to permit is that the achievement of skill in a foreign language 
is primarily a function of the amount of time spent studying that language..."
(ibid: 21)
N ot surprisingly, most studies to  date have shown positive correlations between study 
time and student proficiency levels. W e shall start this review with six studies reporting positive 
correlations, but will be looking closely at their strength and significance.
Studies Reporting Positive Correlations
In the first o f  the six correlational studies, Krashen (1976) found a modest correlation 
between years o f  formal English study and an oral test o f  proficiency called "The Slope Test"( r 
=  0.42, p < 0.001, N  = 66). The Slope Test measures difficulty order for eight grammatical 
morphemes in English. This is a highly significant result, but the sample was fairly small, 
consisting o f  66 adults learning English in the U.S. In addition, no information was provided on 
the reliability, nor the validity, o f  both the proficiency test and the background instrument. 
Furthermore, we do not know how active or intensive the years o f  study were. W e are told that
1.1.1.1 Study and Instruction Time
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13 first language groups were represented in the sample, so it seems probable that one year o f  
study would mean something different in each o f  the home countries included.
Using a larger sample size and a wider range o f  tests, Krashen, Jones, Zelinski & Usprich 
(1978) reported generally stronger correlations. They tested 116 ESL students o f  mixed L I and 
proficiency levels at Queens College, N ew  York, and found that years o f  formal ESL study 
correlated very significantly with three different tests: Michigan Examination in Structure (r = 
0.50, p < 0.001), composition (r =  0.34, p < 0.005) and cloze (r =  0.47, p < 0.001). These 
"extension" university students had classes mainly in the evenings and at weekends, so were not 
regular full-time students. Once again, we do not know how intensive and active the students' 
periods o f  study were, and little information is given on the reliability and validity o f  the 
instruments used. Nevertheless, these correlations are weak to  moderate and highly significant. 
It is perhaps not surprising that tests o f  linguistic competence show a stronger relationship with 
years o f  formal study, whereas communicative tests might relate better to  communicative 
activities.
Briere (1978) also reported substantial correlations between 4 discrete-point tests and 
attendance at school ("promotoria"). Using a sample o f  920 Mexican children aged 4 to  12, 
learning Spanish as a second language, the following correlations were given: r = 0.59 using a 
listening comprehension test, and r = 0.64 using the combined scores o f  3 grammar and 
vocabulary tests. Unfortunately, the significance levels were not stated. Despite the large 
sample size, there are three drawbacks with these results, from the perspective o f  this present 
study. Firstly, and most important, Briere seems to  have doubts about the reliability o f  his data.
Chapter 1: Literature Survey
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"The variable of attendance should be treated with caution. Since the 
promotores were the only source of information on the attendance of the 
children at the promotorias, it could well be that they automatically 
assigned higher attendance ratings to the children with higher scores on 
the test."
(ibid: 172)
Secondly, we are not given any reliability or validity coefficients for the instruments 
used. Thirdly, the learning o f  Spanish in Mexican schools by young children may not generalise 
to  adults in British universities.
In Chihara & Oiler (1978), 123 Japanese students o f  EFL were studied. These students 
were adult learners, w ith proficiency levels from beginners to  advanced, enrolled at the Osaka 
YMCA. A range o f  tests and self-ratings o f  proficiency were used, giving the following 
correlations with years o f  formal study: cloze (r =  0.45, p < 0.001), grammar test (r -  0.45, p < 
0.001), vocabulary test (r = 0.48, p < 0.001), listening comprehension (r = 0.46, p < 0.001), and 
self-ratings o f  listening (r = 0.25, p < 0.01), speaking (r = 0.36, p < 0.01), reading (r = 0.27, p < 
0.01) and writing (r = 0.28, p <  0.01). All the correlations are highly significant. Once again, 
the tests o f  linguistic competence produced higher correlations with formal study.
This study (ibid.) did include some results on the concurrent validity o f  the tests used: 
these coefficients ranged from 0.28 to  0.37 between the cloze and the self-ratings, which are 
rather low, to  0.62 to  0.65 between the cloze and the other tests, which are acceptable. On the 
negative side, no details are given o f  the reliability o f  the instruments. Furthermore, the 
background instrument lacks sensitivity, as "years o f  study" gives no indication o f  intensity o f  
activity.
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Further evidence for the positive influence o f  study time may be found in the study by 
Monshi-Tousi, Hosseine-Fatemi & Oiler (1980). 55 Iranian students learning English at the 
University o f  N ew  M exico were given 4 tests: 2 cloze and 2 dictations. These students were 
mainly adult males, with levels o f  English roughly equivalent to  4th to  7th grade native 
Americans. The combined total o f  all 4 tests correlated significantly with credit hours o f  study 
(r =  0.48, significance level not given). Kuder-Richardson (21) reliability coefficients were 
quoted as 0.51 and 0.50 for the tw o cloze tests, and 0.84 and 0.87 for the tw o dictations. 
Concurrent validity coefficients range from 0.60 to  0.78 between the 4 tests.
These researchers (ibid.) claim that their four tests are a good measure o f  English 
proficiency, but the reliability coefficients for the cloze tests are not high, there is no speaking 
component, and the cultural bias o f  the texts used in the tests would seem to  favour students 
who had spent some time in the U.S. Neither are we given any indication o f  the reliability and 
validity o f  the background data.
In the last o f  the six correlational studies, Spolsky (1989) investigated children learning 
Hebrew in Israeli schools, in order to test his preference model. He found moderate to  high 
correlations between study time and self-assessed Hebrew proficiency using a relatively small 
sample o f  50 interviewees. Time spent in Israeli schools correlated with proficiency (r -  0.69, 
no significance level given), as did formal tuition time, excluding pupils with Israeli experience (r 
=  0.58, no significance level given). The internal reliability coefficient for the self-assessment 
battery is extremely high (Cronbach alpha = 0.982), but no information is given on the validity o f 
this instrument, nor do we have any idea o f  the reliability and validity o f  the background data.
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In addition to  these six studies o f  language learning, it is worth noting two others from 
the literature on education. The tw o following reviews synthesise the results o f  much 
educational research into the influence o f  study time on academic success.
Firstly, Walberg (1982) synthesised three national studies, in an attempt to identify the 
factors which make schooling effective. He found that 31 out o f  34 individual studies showed a 
positive correlation between time and learning. The range o f  correlations w as between 0.13 and 
0.71, with a median correlation o f  about 0.40 (no significance levels given).
Secondly, Fraser, Walberg, W elch & Hattie (1987) made a synthesis o f  134 
meta-analyses, reporting correlations o f  amount o f  instruction with academic achievement, using 
various performance tests (r = 0.38).
These two reviews include a wide variety o f  measures o f  both time and academic 
performance, in many different schools across the U.S. Despite the disadvantages o f  combining 
so many dissimilar studies, and the obvious differences between learning any school subject in 
the U.S. and language learning in a British university, these reviews do give a general idea o f the 
consistency and magnitude o f  the relationship between study time and learning, given the huge 
sample sizes involved.
A  table summarising the results o f  this section, and comparing them  with the results o f 
the present study are shown in Table 4.36.
Other Studies Reporting Positive Results
Table 1.1 (overleaf) contains a summary o f  10 other studies reporting positive results, 
showing the value o f  instruction time in different ways. These studies are simply listed as they
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are not directly comparable with the correlational research carried out in this study, or are less 
relevant, or are treated in more detail in section 1.2 (e.g. Carroll, 1967).
TABLE 1.1: SUCCESS IN LANGUAGE LEARNING AND ACADEMIC SUCCESS
Researcher
Carroll
Date
1967
Krashen, Seliger & Harnett 1974 
Burstall 1975
Krashen & Seliger 1976
Stennet & Earl 1982
Swain & Lapkin 1982
W estlander & Stephany 1983 
Ellis & Rathbone 1987
Fouly 1988
Gradman & Hanania 1991
Key factors related to success
Time began (studies)
Instruction time
Study time
Instruction time
Study time in French
Immersion time
Instruction time
Class attendance
Length o f formal study
M onths o f  intensive / special English
These essentially qualitative results give extra weight to  the consistency o f  the time - 
learning relationship, and to  the value o f  study time to  language learning.
Studies Reporting Negative Or Non-Significant Results
These studies are very much in the minority: five studies will be reviewed with 
non-significant results, and one "ambiguous" study (according to  Long, 1983) which appeared to
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show that students who had an ESL program made worse progress than those who did not. As 
previously, they are reviewed in chronological order.
The first of the non-significant results was found by Upshur (1968). Upshur conducted 
four experiments on groups of students studying EFL at the University of Michigan. 
Experiment 1, which addressed the null-hypothesis "English language learning is not related to 
the amount of English language instruction for students in an English language environment", 
used three groups of ESL students with 0, 1 & 2 hours of ESL. The 0 and 1-hour ESL groups 
had a 2-hour law seminar, whereas the 2-hour ESL group only had a 1-hour law seminar. All 
students took the Michigan Test of proficiency at the beginning and end of a 7-week orientation 
program. Following an analysis of covariance, to partial out the effects of initial language 
proficiency, no significant differences were found between groups due to the effect of language 
instruction.
There are numerous problems with this experiment. Firstly, we are given no data 
concerning the reliability and validity of the instruments. Secondly, the sample sizes were very 
small, with only ten students in each group. Thirdly, the amount of ESL instruction during the 
intensive course represented a very small proportion of the total language learning of these 
students. Small changes in proficiency are very difficult to measure. In any case, substantial 
amounts of self-study and out-of-class language learning activities would probably influence the 
test results. Fourthly, the difference between test and retest scores as a measure of 
improvement may lead to unreliable results.
"Many researchers ... have cautioned against using simple change scores..."
(Gardner et al, 1989: 301)
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The percentage error in a change score is likely to be much higher than the error using 
the same instrument on the simple proficiency score. Also, change scores may be influenced by 
differences in test-motivation between the two tests, and there is always a danger of students 
remembering some items when a test is re-used. Fifthly, Upshur admits that the 0-hour group 
initial scores were so high that it was difficult to measure any learning with the test used. Lastly, 
the three groups did not all have the same amount of study, even if we only count the ESL and 
seminar time.
The second study in this series, by Hale & Budar (1970), is also open to question. In 
this study, 537 Hawaiian secondary school pupils were given two tests: an oral interview and the 
Davis Test for ESL students. This group of non-native speakers of English, from 13 different 
schools, was divided into two groups: approximately 100 students from 7 schools where there 
were no TESOL courses, and approximately 430 students from 6 schools with formal TESOL 
programs. The students were judged on their ability to meet three standards in all: a score of 
two or better on the oral interview, 100 or better on the Davis test, and an average of grade C 
or better for their schoolwork. Students who reached these three standards were deemed to 
have reached "criteria 1", and the composite score is used by the researchers as a measure of 
English language proficiency. Hale & Budar reported that a far higher percentage of students 
from the non-TESOL group reached "criteria 1" in March 1970, after one or two years in the 
school system. On the basis of these results and comments made during interviews, Hale & 
Budar concluded:
"It appeared that those who spent two to three periods of the six-period 
school day in special TESOL classes were being more harmed than helped."
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The main problem with this study is that the differences between the two groups, in 
terms of "criteria 1", may not be due to the presence or absence of TESOL classes, but to other 
factors1 which could have influenced the results. For example, the non-TESOL schools were 
located in middle and upper-middle class areas, whereas the TESOL schools were located in low 
socio-economic areas. Other factors, which may explain the better results for the non-TESOL 
schools, are that they had less non-native speakers, and the parents had more positive attitudes 
to speaking English.
The other problems concerned the testing of the students. Once again, no indication is 
given of the reliability and validity of the instruments. Furthermore, the oral interview, in 
particular, seems to have been conducted with little regard to objective standards of attainment. 
Lastly, one wonders to what extent the average course grades across 13 different schools are 
comparable, and to what extent they are good measures of English language proficiency.
Also in Hawaii, Mason (1971) studied a very small group of advanced level EFL 
university students. Mason started with a control group of 15 students, who took the University 
of Hawaii EFL course, and an experimental group of 9 students, who attended their normal 
academic courses. In order to obtain matched groups, in terms of initial levels of proficiency, 
Mason had to reduce the sample sizes to six in each group. All students were given four tests at 
the beginning of their courses and again after one semester. The four tests were: the Plaister 
Test of Aural Comprehension, a Test of English Structure, the ELI Essay Writing Examination, 
and the reading parts of Cooperative English Tests. It is unclear whether identical or equivalent 
forms of these test were administered after one semester. Mason found that there were no
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significant differences between the matched groups in any language skill, and therefore 
concluded:
"The implications are, at least for intermediate to advanced foreign 
students, that intensive EFL work may be a waste of time."
(Mason, 1971: 197)
It is this author's opinion that it would be unwise to make any strong claims on the basis 
of this study, given the very small sample size and several methodological flaws. A small sample 
size not only makes it more difficult to generalise, it also makes it less likely that differences 
between means reach significance. Would we expect to see large differences in proficiency 
between these two advanced level groups after one semester? Are the instruments sensitive 
enough to measure these changes? It is difficult to answer these questions as we are not told 
how many hours of EFL the control group had, and there is no information on the reliability and 
validity of the tests used. Moreover, there was no control for the total number of hours of study 
and instruction, and the possible drawbacks of using a test /  retest method for calculating gain 
scores has already been mentioned earlier (Gardner et al, 1989: 301).
Fathman (1975) examined a much larger sample, involving about 200 children aged 6 to 
15, who were learning English as a second language in American schools. These children, all 
from the Washington area, had been in the U.S. for less than three years. They were from 
diverse language backgrounds, from families of low socio-economic status, and generally spoke 
their native language at home. Some of these children had special ESL classes one hour per day, 
and others did not. 140 subjects were selected on the basis of length of residence, and given an 
oral production test of English morphology, and asked to describe a picture. The descriptions
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were rated for accuracy of grammar and pronunciation, and general fluency. Following an 
analysis of variance, Fathman concluded:
"There were ... no significant differences found for the rate of 
learning of children from schools where there were ESL programs 
compared to the rate of learning of children from those schools 
where there were no structured ESL programs."
(Fathman, 1975: 249)
The lack of detailed information given in this study also makes it difficult to evaluate. As 
with most of the previous studies, no data is included on the reliability and validity of the 
instruments used. It is not clear whether the oral production test and the ratings were combined 
in some way. Neither is it clear how "rate of learning" in the above quotation was calculated.
Another problem in common with the previous three studies is that we are not looking at 
the absolute effect of instruction, but its relative effect. In this case, we are comparing 
"instruction in English + ESL + exposure" to "instruction in English + exposure". It may be 
that the tests used were not sensitive enough to detect the differences in learning, given that the 
number of hours of ESL was small compared to the total number of hours of language learning. 
We do not know either, how the ESL instruction related to the tests in question; if the ESL 
instruction concentrated on reading and writing it is not surprising that this made little difference 
to a test of oral production.
Monshi-Tousi, Hosseine-Fatemi & Oiler (1980) was discussed previously. They also 
found that the years of study of English in Iran did not correlate significantly with proficiency 
scores (r = 0.18, p > 0.05, N = 55). Monshi-Tousi et al try to explain this result by saying that 
EFL instruction in Iran reportedly neglects communicative use of the language; this does not
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seem particularly relevant when the tests of proficiency, cloze and dictation, are not 
communicative measures themselves. It seems more likely that this insignificant result is due to 
other reasons: the study time in Iran representing a small proportion of the total time spent 
language learning, the sample size, or the lack of data on reliability of the background 
instrument. In some third world countries it may be difficult to organise courses in an efficient 
manner; lack of student involvement and long summer holidays may mean that very little 
progress is made. Under such circumstances, one would not expect high correlations with study 
time, and low correlations are unlikely to reach significance with a relatively small sample size2.
In a further study, Gradman & Hanania (1991) examined the background factors 
influencing the English language proficiency of 101 ESL students at the University of Indiana. 
This group of students, of diverse nationalities and proficiency levels, took the TOEFL test at 
the beginning of a 7-week intensive English course. All the students were interviewed and asked 
questions about their language learning prior to the program, including study, exposure, 
attitudes and motivation. All the main study variables, including years of English at school, total 
contact hours, and time at private school failed to correlate significantly with the TOEFL at the 
5% level. As mentioned previously, months of intensive/ special English did produce a weak 
correlation (r = 0.26, p < 0.05, N = 101), as did total contact hours with the listening subtest (r 
= 0.24, p < 0.05, N = 101).
Unfortunately, we are given no details concerning the reliability and validity of the 
background data. Can researchers obtain reliable data using an interview in English, from 
students with low proficiency levels? Were some student anxieties sufficient to influence the 
data? Without any cross-checking it is difficult to answer these questions. Moreover, the
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present author has one or two reservations about the use of the TOEFL as a measure of general 
language proficiency, despite the fact that it is used world-wide for just this purpose. As the 
TOEFL contains no speaking test, and relies predominantly on multiple-choice questions, it is no 
surprise that this study finds much higher correlations with reading activities. These correlations 
will be discussed further in Section 1.1.2.
The last and most recent study in this series was carried out by Milton & Meara (1995). 
53 European exchange students studying English at Swansea University were tested on arrival 
and again after 6 months. These intermediate and advanced level students were mostly German 
and French, and most were also studying management science. The test used was the 
Eurocentres' Vocabulary Size Test, a computerised yes / no test which estimates the absolute 
size of a learners' vocabulary. "Language improvement" was measured by the difference 
between two test scores. Students were also given a short questionnaire at the time of the 
second test, to collect data on background variables, friendship patterns, living accommodation, 
personality and attitude factors. Following a correlational analysis, Milton & Meara found no 
significant relationship between number of years spent learning English and the rate of language 
improvement during the exchange.
As is the case with most of these studies, no indication is given of the reliability and 
validity of the instruments. Thus, it is difficult to know how significant these results really are. 
Furthermore, the term "language improvement" is too broad a term, where only vocabulary size 
is studied. In any case, the use of test and retest to obtain gain scores may lead to unreliable 
results. So, it is not surprising that these researchers found that approximately 10% of their 
sample ended up with negative growth after a year in an Anglophone country. From the
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questionnaire, it seems that Milton & Meara have calculated years of English by subtracting age 
at start from age at time of questionnaire. This calculation does not take into account any time 
without study, and also neglects the intensity of study each year.
In conclusion, the seven studies reporting negative and non-significant results do not 
seem to carry much weight for two reasons. Firstly, several appear to be flawed in some way or 
other. Secondly, they are very much in the minority. As stated previously, Walberg (1982) 
reported 31 positive studies, out of a total of 34, supporting the value of instruction time..
1.1.1.2 Residence. Exposure & Use
In contrast to the previous section, where the research examined the influence of formal 
study and instruction, we shall now look at studies reporting the effects of residence (in the 
country where the target language is spoken), exposure to native speakers, and home use of the 
target language.
As in the previous section, the review is split into three parts: positive correlations, other 
positive results, and lastly, non-significant results. In order to make direct comparisons, we shall 
concentrate on studies reporting significant correlations with proficiency scores. Other studies 
will be included, but briefly. Those studies which have already been reviewed, or which are 
reviewed in more detail in later sections, will be mentioned very briefly.
Studies Reporting Positive Correlations
Chronologically, the first study in this section is by Carroll (1967b). This study will be 
reviewed in detail in Section 1.2. Carroll found weak to moderate correlations between time
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abroad and the MLA skills tests (r = 0.32 to 0.50, p < 0.01, N = 1039), for students studying 
French at university, and also weak correlations between use of target language at home and the 
same tests (r = 0.1 to 0.2, p < 0.01, N = 1039). At the end of this major research project, 
Carroll concluded:
"Probably the most important variable associated with the attainment of 
foreign language proficiency discovered in this study was the amount of 
time the student had spent abroad in a country where his major language 
was spoken."
(Carroll, 1967b: 203)
As mentioned previously, Briere (1978) found a weak, but significant relationship 
between residence and language proficiency, as measured by 4 discrete-point tests (r = 0.34 to
0.36, no significance levels given, N -  920). Unfortunately, it is not clear from this study how 
residence is defined and measured. Residence is normally measured in time, but in this study 
there is some indication that it is a measure of proximity of the domicile to a Spanish speaking 
community, and therefore, presumably, measured in miles or kilometres. In which case, the 
results would not be directly comparable with the others in this section. Another cause for 
concern is that the data may have been manipulated by the "promotoria", as previously 
mentioned for the attendance ratings.
Krashen et al (1978), which was also discussed in the previous section, reported weak 
but significant correlations between years in an English speaking country and three 
discrete-point and integrative tests of proficiency: Michigan exam in structure (r = 0.18, p <
0.05, N = 116), composition (r = 0.22, p < 0.025, N = 116), and cloze (r = 0.24, p < 0.01, N = 
116). Krashen explains these weak correlations by saying that "extension" students, as opposed
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to full-time students, are less likely to have much comprehensible input, despite having lived in 
the U.S. for several years.
"they did not have a rich input source available to them outside class."
(Krashen, 1982: 35)
It seems more likely that there are numerous sources of comprehensible input in New 
York, for example in the libraries and bookshops, but that these students were either poorly 
motivated or lacked the necessary study skills to take advantage of their time in the U.S. The 
length of residence alone does not give any indication of how active the students were during 
this period; for whatever reason, they may have engaged in very little language learning.
In another study of child second language acquisition, which is perhaps less relevant than 
the studies relating to adults, Walberg, Hase & Rasher (1978) investigated the relationship 
between length of residence in the U.S. and ratings of English competence made by American 
teachers. The sample consisted of 352 Japanese children living in the Chicago area, aged from 6 
to 18, with an average length of residence of 3 to 4 years. The four-point scale used to rate the 
English competence of the children was highly subjective:
" 1 = far behind the average American student in the class
2 = a little behind average
3 -  average
4 = better than average"
(Walberg et al, 1978: 433)
Walberg et al (ibid) reported significant correlations between competence, using the 
above scales, and months of residence in the U.S. (r = 0.44 to 0.56, p < 0.05, N = 352). The 
same correlations were improved using the logarithm of residence (r = 0.49 to 0.62, p < 0.05, N
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= 352). They concluded that these results could not be generalised to other variables and 
samples, but that there was some evidence for a diminishing returns model.
These are substantial correlations, with a good sample size, but the instrument used for 
measuring proficiency seems unreliable. We have no data on its reliability and validity, but it 
seems likely that the "average American student" will mean something different to each of the 
teachers involved in the rating process, and so would "a little behind average" [italics added].
The study by Monshi-Tousi et al (1980) has already been described. Using a somewhat 
insensitive 3-point scale for length of residence and 4 tests of proficiency, they found a moderate 
correlation of unknown significance (r = 0.55, N = 55). The other main predictor of proficiency 
was number of American friends made during the first 6 months in the U.S. Monshi-Tousi et al 
concluded:
"According to our findings, the major factor in bringing about the learning 
of English in the subject pool studied here was an extended opportunity’ to 
associate with native speakers."
(Monshi-Tousi et al, 1980: 370).
These findings relate to a fairly small sample of Iranians in the U.S., using an insensitive 
scale for residence which does not take into account level of active language learning. One 
might speculate how much these findings relate to British and European students learning 
languages in England. One obvious difference between the two situations is the large cultural 
gap between Americans and Iranians. One might expect some Iranians to act as a closed group, 
because o f the cultural, linguistic and religious differences. The degree of association and 
integration in the target language of students with their target language communities appears to
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be an important factor in deciding if their time abroad is linguistically beneficial. Monshi-Tousi 
et al probably don't go far enough in their conclusion; "opportunity to associate " seems to be 
important, but the confidence and motivation to do so, also seem equally important.
In a similar study, Oiler, Perkins & Murakami (1980) investigated the influence of a 
range of learner variables on proficiency in English, using a group of 182 ESL students at the 
University of Southern Illinois. Due to absenteeism and voluntary participation in the research, 
only 45 to 77 of these students completed the questionnaires and tests. This sample of foreign 
students aged 19 to 30 was mainly male, and most were Arabic, Persian and Spanish. Once 
again dictation and cloze tests were used as measures of proficiency, and the measure of 
residence was a simple question asking for total time in the U.S. The best predictor turned out 
to be time in the U.S., with a "raw" correlation of r = 0.46 between the dictation test and 
residence (level of significance and sample size unclear).
This study (ibid.), with a similar moderate correlation, adds weight to the previous study 
by Monshi-Tousi et al. It is unfortunate that the students with weaker proficiency levels did not 
complete the tests and questionnaires, as a higher correlation might have been obtained. Both 
studies give no indication of the reliability and validity of the background data.
As discussed in the previous section, Spolsky (1989) obtained a weak but highly 
significant correlation between time living in Israel and a self-assessment proficiency score (r =
0.24, p < 0.001, N = 50). Other significant correlations ranged from r = 0,22 to 0.26 for 
residence, and r = 0.22 to 0.28 for visits, depending upon the sub-scales used, with listening and 
speaking generally producing the stronger correlations. Spolsky comments on these results:
"The best opportunity for learning Hebrew is in Israel where it is the
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dominant language."
"The effect of living in Israel on Hebrew proficiency needs no explanation."
(ibid: 211)
If complete immersion in the language and culture of Israel has such a powerful effect, 
and if it is obviously the best place to learn Hebrew, why does Splosky only obtain weak 
correlations? Perhaps these students did not take full advantage of the linguistic opportunities 
available, or the instruments used did not accurately register the residence time? We know from 
the previous section that the same children displayed a stronger relationship between study time 
and proficiency, as did the Mexican children in Briere's study. Perhaps these children found it 
easier to communicate within the school situation, or using Krashen's terminology perhaps it was 
their main source of comprehensible input. It is quite likely that these children spoke other 
languages at home and during play.
In the study by Gradman & Hanania (1991), already reviewed, extent of exposure to 
native speaker teachers of English was identified as one of the best predictors of proficiency (r =
0.39, p < 0.05, N = 101). Total index of exposure to spoken English also correlated weakly 
with the listening subtest of the TOEFL (r = 0.19, p < 0.05, N = 101). It is not clear how the 
indices of exposure were calculated, nor is it clear if they were measured in time, frequency or 
other units.
The last in this series of correlational studies, Fazio & Stevens (1994) examined the 
influence of length of residence on French listening and speaking skills of minority language
(ibid: 211)
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children in Montreal. The sample of 137 immigrant children aged 8 to 13, from a wide variety 
of language backgrounds, was made up of 78 girls and 59 boys. Demographic information was 
collected from students' academic files and partly checked during interview. The tests of French 
second language proficiency, however, were unstandardised developmental psycholinguistic 
tests of unknown reliability and validity. Weak to moderate, but highly significant, correlations 
were obtained between residence and proficiency: for comprehension (r = 0.44, p < 0.01, N = 
137) and expression (r = 0.41, p < 0.01, N = 137). The main reservation with these results is 
that the tests are something of an unknown quantity, but the researchers do seem to have taken 
care in checking and cross-checking their background data (e.g. missing data was collected by 
telephoning the childrens' homes).
A table summarising the results of this section, and comparing them with the results of 
the present study are shown in Table 4.37.
Other Studies Reporting Positive Results
Table 1.2 (overleaf) gives details of 9 other studies reporting positive results, showing 
the value of residence, exposure and use. These studies are simply listed as they are not directly 
comparable to the correlational research carried out in this study, or are less relevant.
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TABLE 1.2: SUCCESS IN LANGUAGE LEARNING AND ACADEMIC SUCCESS
Researcher Date Key factors related to success
Burstall 1975 Length of residence
Fathman 1975 Length of residence in U.S.
Ekstrand 1976 Length of residence in Sweden3
Martin 1980 Homestay program (home use of English)
Murakami 1980 Length of residence
Swain & Lapkin 1982 Use of the target language
Ellis 1986 Years of exposure to TL
Dyson 1988 Residence abroad
Fouly 1988 Home use of English
Bacon & Finnemann 1990 Exposure to authentic input
Samimy & Tabuse 1992 Home use of Japanese
These results also give extra weight to the consistency of the time - learning 
relationship, and to the positive value of residence, exposure and use to language learning.
Studies Reporting Non-Significant Results
Very few studies show non-significant results for residence and exposure, and none were 
identified giving negative correlations with proficiency scores. Only four studies will be 
reviewed briefly, as the two correlational studies have already been reviewed, and the other two 
are not directly comparable with the present study.
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As reviewed previously, Krashen (1976) found a non-significant correlation between 
years spent in an English speaking country and the Slope test (r = 0.014, n.s., N = 66). This 
result may also be due to unreliable, insensitive or invalid instruments.
Chihara & Oiler (1978), also previously reviewed, obtained similar results with their 
group of Japanese adult EFL students. All correlations between test scores and time spent in an 
English speaking country were non-significant. They also reported some very weak and 
non-significant correlations between residence and self-ratings o f proficiency in all four skills. 
These results are probably due, in part, to the very low amounts of exposure of the students 
concerned (mean length of exposure for the group was approximately 1 month). Apparently, 
the time in question was mainly made up of short visits to the U.S., when students may not have 
had sufficient time to engage in active communication or make friends.
Both Krashen, Seliger & Harnett (1974) and Krashen & Seliger (1976) used matched 
pairs of ESL students in the U.S.. In three experiments, using 14 to 21 pairs matched for the 
same amount of instruction, these researchers found no significant difference in proficiency 
between students with more exposure and those with less. Various factors might account for 
these results, such as the lack of reliability and validity of the teachers' rating scales used to 
measure proficiency in the second study, or small differences in exposure between some of the 
pairs, or the very small sample sizes.
These four studies showing non-significant results are very much against the general 
trend, and do not constitute a powerful argument against the value of residence, exposure and 
use. In general, weak to moderate correlations have been reported to date between residence 
and proficiency.
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Krashen (1982) concluded from a review of 7 studies that instruction can be beneficial. 
According to his Monitor Model, learners who are unable to obtain comprehensible input 
elsewhere may find instruction helpful. He argued that this is particularly the case for beginners, 
who find it difficult to interact with native speakers and other sources of authentic input, and 
other learners in "acquisition-poor environments". Just three studies that claimed instruction 
helped, Briere (1978), Krashen et al (1978), and Chihara & Oiler (1978), were sufficient for him 
to reach this conclusion. Surprisingly, Krashen did not consider his own (1978) study of 
extension students in New York as being in an "acquisition-rich environment".
In a long and complex article, Long (1983) reviewed a total of 12 studies, categorising 
them according to the variables considered; this analysis produced 16 possible combinations of 
instruction, exposure and "filler" activities. In terms of instruction, he found that 6 showed 
instruction helped, 3 showed it did not, and 2 were ambiguous cases. In terms of exposure, he 
noted 6 studies that helped, and 3 that did not. His overall conclusions were:
1. Instruction does make a difference.
2. Instruction is beneficial for children as well as adults.
3. Instruction is beneficial for all proficiency levels.
4. Instruction is beneficial when measured by integrative and discrete-point tests.
5. Instruction is beneficial for students in acquisition rich and poor environments.
6. Instruction helped more than exposure in 5 cases out of 8,
He (ibid.) suggested a need for further research into the influence of instruction, with 
different types of instruction, learner, and leamer-instruction interaction, particularly using
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"true" experimental design. It is difficult to imagine how it would be possible to arrange a highly 
controlled experiment, with random assignment of subjects to experimental and control groups, 
and still allow subjects exposure to acquisition-rich environments over a period of time sufficient 
to be able to measure the effects accurately. The more such experiments are controlled, the less 
natural the instruction and exposure become.
After citing two new cases which supported the value of instruction, Long (1988) 
suggested that instruction was the most efficient way for adults to learn a second language.
" ...formal SL instruction has positive effects on SLA processes, on the 
rate at which learners acquire, and on their ultimate level of attainment"
(ibid: 135)
Spolsky (1989) entered the debate by including conditions specifically relating to formal 
instruction and natural learning, as part of his preference model. The 3 conditions relevant to 
this debate are:
"Condition 70: Simplified Language condition (typical of formal learning, 
graded): The language is simplified and controlled.
Condition 71: Comprehensible Input condition (typical o f  natural learning, 
graded): The learner is expected to understand; therefore the speaker makes 
an effort to see that language is comprehensible.
Condition 74: Formal Language Learning-Teaching Condition (typical, 
graded): In formal language learning situations, multiple opportunities 
to observe and practise the new language can be provided. The more these 
match other relevant conditions (the learner, the goals, the situation), 
the more efficient the learning will be."
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What is important for this debate is that they are all graded conditions, meaning that the 
more simplified and comprehensible input that learners are exposed to, the more they will learn. 
This is similar to his condition 5, mentioned in the introduction. As mentioned previously, this is 
not a very precise statement. Spolsky goes on to state the particular value of instruction in the 
early stages of language learning. He also criticises Long’s recommendation for a complex 
research design to identify any causal relationships on the grounds that (a) it would not take into 
account the kind of instruction or exposure, and (b) it would not generalise to other situations.
Ellis (1990) felt that he could only give tentative support to the notion that instruction 
promotes the rate and level of student attainment, for several reasons. Firstly, of 14 studies 
reviewed, 6 showed that instruction did not help (2 of which he considered doubtful). Secondly, 
some of these studies failed to control for overall study and exposure. Thirdly, student 
motivation may be an intervening variable. Finally, the periods of study do not take into account 
the quality of instruction. Ellis did feel, however, that instruction was beneficial to the process 
of SLA, and the acquisition of syntactic features. There was also some mention of a possible 
delayed effect following instruction.
After pointing out these very valid criticisms, Ellis states:
"There is also the experience of countless successful language learners, 
which testifies to the value of form-focused study..."
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This seems a rather weak statement, appealing to everyday experience and common 
sense. Perhaps these successful language learners learned in spite of their instruction; perhaps 
they learned mostly alone, or through functional practice? There is undoubtedly some truth in 
Ellis's observation, but one wonders how much it moves the debate forward.
He (ibid.) finishes by speculating that the effects of instruction may be dependent on 
certain conditions, unfortunately he does not give any further details. Perhaps he is referring to 
preference conditions, such as condition 74 put forward by Splosky?
In a comprehensive review of SLA research, Larsen-Freeman & Long (1991) draw four 
main conclusions relevant to this debate. Firstly, formal SL instruction does not seem to alter 
acquisition sequences, but may effect SLA processes, has clearly positive effects on the rate of
SLA, and probably has beneficial effects on ultimate level of attainment. Secondly, their only
firm conclusion concerns rate of SLA. Thirdly, instruction is not of limited use (i.e. it is not 
good for beginners only, or for "simple grammar"). Fourthly, future experimental research 
should be carried out with greater rigour. In particular, "instruction" needs to be defined more 
clearly.
Their first conclusion is slightly different from an earlier statement, and makes one 
wonder how firm their second conclusion really is. Just 17 pages before their conclusion, 
Larsen-Freeman & Long state:
"... while comprehensible input may be necessary and sufficient for SLA, 
instruction may simplify the learning task, alter the processes and 
sequences of acquisition, speed up the rate of acquisition and improve 
the quality and level of SL ultimate attainment."
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At best the difference in wording is ambiguous, and at worst there is a contradiction 
between
"...instruction has ... clearly positive effects on the rate at which 
learners acquire the language, and probably beneficial effects on 
ultimate level of attainment"
(ibid:321)
and ".. .instruction mav ... speed up the rate of acquisition, and improve tlie
quality and level of SL ultimate attainment."
(ibid: 304)
As it is not difficult to imagine circumstances where instruction has very little effect, no 
effect, or even detrimental effects upon learners, it would seem necessary to qualify such 
statements with the adverbs "typically" or "generally", as Spolsky does with his preference 
conditions.
A more recent contribution to this debate comes from Ellis (1994). He considers a wide 
range of effects of instruction, the durability of instruction, and leamer-instruction matching. 
Concerning the benefits of formal instruction, Ellis concludes:
"The case for formal instruction is strengthening, and the zero option is 
weakening. Formal instruction results in increased accuracy and 
accelerates progress through developmental sequences. Also its effects 
are, at least in some cases, durable. Formal instruction is best seen as 
facilitating natural language development rather that offering an 
alternative mode of learning."
(ibid: 659)
After more than a decade of research and debate, saying that "the case for instruction is 
strengthening" certainly sums up the situation, but it also seems rather vague. The strength and 
nature of the relationship between instruction / exposure and proficiency is still far from clear.
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The terminology used by various researchers in this section of the literature survey is 
somewhat confusing. Language learning activities do not correspond exactly to the terminology 
used in previous research, but overlap with terms such as "behaviors" (Politzer, 1983), "habits" 
(Stem, 1983), "techniques" (Stem, 1983), "strategies" (Oxford, 1989), "methodologies" (Meara, 
1993), and "out-of-class learning strategies" (Pickard, 1995). Unfortunately, many of these 
terms are used interchangeably in the literature, so that Stem's techniques may be Oxford's 
strategies, and Meara's methodologies may be Pickard's out-of-class strategies. The worst 
offender is probably the fashionable term "strategy". Wenden & Rubin sum up this situation:
"In the literature, strategies have been referred to as 'techniques', tactics',
'potentially conscious plans', 'consciously employed operations', 'learning 
skills', 'basic skills', 'functional skills', 'cognitive abilities', 'language 
processing strategies' and 'problem solving procedures'. These multiple 
designations point to the elusive nature of the term."
(Wenden & Rubin, 1987: 7)
Bearing in mind the lack of precision with this terminology, the first three sections of this 
review are presented in the following order: Good Language Learner (GLL) Research (mainly 
1975 to 1985), Study Habits (approximately 1986 to 1990), and Strategy Research 
(approximately 1985 to 1995). The GLL Research is essentially about identifying the 
characteristics of "good" language learners, the research on study habits looks at how students 
generally spend their time, and the strategy research classifies a wide range of strategies in 
different circumstances. The last section reviews studies with correlational results across the 
whole of this period (i.e. 1974 to 1995). The research is given in roughly chronological order.
1.1.2 Language Learning Activities
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The later strategy research was stimulated by the early attempts of researchers to 
characterise "good language learners". Rubin (1975) felt that it was desirable to identify some 
aspect of language learning aptitude which could be taught to less successful learners. Rubin's 
definition of strategy was understandably vague, as little work had been done in this area. She 
referred to the aspect of aptitude which could be taught to poorer language learners as "tricks", 
"habits", "knowledge", "techniques" and "devices".
"By strategies, I mean the techniques or devices which a learner may use 
to acquire knowledge"
(Rubin, 1975: 43)
She video-taped students in classrooms in California and Hawaii, and subsequently 
interviewed them while showing them the tape of their behaviour. This process of observation, 
reflection, and discussion led her to propose seven learning strategies.
Rubin (T975) states that the GLL:-
1. is a willing and accurate guesser;
2. has a strong drive to communicate;
3. is often not inhibited;
4. is prepared to attend to form;
5. practises;
6. monitors his own speech and the speech of others;
7. attends to meaning.
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The only strategy which seems to overlap with the language learning activities used in 
the present study is Rubin's practice strategy number 5, but we have no indication which type of 
practice works best, nor for that matter which strategy. In fact, we do not know how Rubin 
selected and defined her good language learners, nor how frequently these strategies were used. 
However, as an exploratory study, this was very useful, and led to two decades of strategy 
research.
In a similar article, at roughly the same time, Stem (1975) contrasted good and poor 
language learners and explained what he thought were the strategies of good language learners. 
Good Language Learners (Stem. 1975) often use:
1. positive strategies (use of preferred techniques),
2. active strategies,
3. empathic strategies (a tolerant and outgoing approach to the TL),
4. formal strategies (technical know-how of how to tackle a language),
5. experimental strategies,
6. semantic strategies (constantly searching for meaning),
7. practice strategies (willingness to practise),
8. communication strategies (willingness to communicate),
9. monitoring strategies (self-monitoring and critical sensitivity to language use), and
10. internalisation strategies (developing L2 more and more as a separate reference system and 
learning to think in it).
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Stem admitted that this list was highly speculative, and acknowledged the influence of 
Rubin’s work. His list is a statement of belief, based on his own experiences as a language
teacher and learner, and on the reading of relevant literature.
Again, the similarity of Stem's ten strategies with the language learning activities used in 
this study is minimal. There seems to be some overlap with his positive strategy number 1, and 
practice strategy number 7. In particular, Stem mentions that GLLs are likely to spend time on
revision, notetaking, and regular, frequent exposure to the language.
In a major study, Stem and his co-workers (Naiman et al, 1978) interviewed 34 adults, 
selected or recommended as "good" language learners. On the basis of these interviews and 
Stem's earlier classification, they identified five major strategies and a list of techniques.
Good Language Learners (Naiman et al 1978)
5 maior strategies:
1. active task approach (GLLs actively involve themselves in the LL task)
2. realisation of language as a system (GLLs develop or exploit an awareness of language as a 
system)
3. realisation of language as a means of communication and interaction
4. management of affective demands (GLLs realise initially or with time that they must cope 
with the affective demands made upon them by LL and succeed in doing so)
5. monitoring of L2 performance
Most frequently used techniques ( Naiman et al. 1978 ) bv Good Language Learners:
1. having contact with native speakers (23/34)
2. listening to radio, T.V., records, movies, commercials (21/34)
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3. reading anything: magazines, newspapers, professional articles, comics (18/34)
4. repeating aloud after teacher and / or native speaker (16/34)
5. making up vocabulary charts in L2 / LI and memorising them (14/34)
6. following the rules as given in grammar books or text books (12/34)
7. having pen-pals (8/34)
N.B. The numbers in brackets show the frequency of GLLs reporting use of this strategy, out of 
a maximum of 34 GLLs.
At a slightly later date, Stem (1983) clarified this distinction between strategies and 
techniques:
"In our view strategy is best reserved for general tendencies or overall 
characteristics of the approach employed by the language learner, leaving 
learning techniques as the term to refer to particular forms of observable 
learning behaviour, more or less consciously employed by the learner.
The study habits or detailed procedures in dealing with specific aspects 
of language learning, such as looking up words in a dictionary, illustrate 
learning techniques."
(Stem, 1983: 405)
We find a much closer correspondence between the techniques identified by Naiman et 
al, and the language learning activities used in this study. In addition, the active task approach 
[strategy 1] includes activities such as listening to tapes and reading novels in the target 
language, and the realisation of language as a means of communication [strategy 3] includes 
communication with native speakers and writing to pen pals.
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There were, however, several problems with this study. First, the sample of GLLs was 
relatively small. It would be imprudent to generalise from the behaviour of 34 individuals, as 
they were selected on the basis of vague and highly subjective criteria. Second, the group of 34 
adults consisted of at least 20 adults who had only mastered a maximum of one language to a 
high proficiency level. Third, the 5 strategies and list of techniques only refer to good language 
learners, and may also be used by poor language learners. Naiman et al (1978) admitted that 
they had intended to include a substantial number of poor language learners, but in the end only 
included two.
Reiss (1981) investigated the learning strategies and techniques of 84 college-level 
students of Spanish and German in the U.S. She gave them a questionnaire in which they were 
presented with hypothetical learning tasks, and then summarised the answers of 18 "good" and 
18 "poor" language learners. In this case, "good" was defined as students who obtained a grade 
A in the previous semester, and "poor" was defined as the grade C/D students. She identified 
more than 50 strategies which students found helpful when attempting language learning tasks; a 
selection of their answers is given below:
GLLs (Grade "A" language students) found most helpful:
1. Speaking to oneself while walking or jogging
2. Giving oneself little tests
3. Writing down key points of each chapter
4. Speaking to friends or natives
5. Using association (mental pictures)
6. Making lists and study sheets
Chapter 1: Literature Survey
52
7. Trying to answer all questions mentally in class
8. Using mnemonic devices to remember
Poor language learners (grade "C/D1 students) found most helpful:
1. Studying with someone
2. Jotting information on index cards
3. Writing new information over and over
4. Translating everything into English
5. Remembering by association and repetition
6. Using the appendix
7. Looking over notes regularly
8. Making up lists and reading aloud
Sometimes Reiss referred to these answers as strategies, and sometimes as techniques. 
Four answers seem similar to the language learning activities used in the present study: speaking 
to oneself, speaking to friends or natives, making lists, and translating everything.
At first sight the sample used by Reiss was larger and more clearly defined than in the 
previous study, but only 36 students were used for the summary of answers, and no information 
is given on the reliability and validity of the grading system. It is also not clear from her article 
which strategies were used more frequently.
In a later study by the same researcher, Reiss (1985) examined the learning strategies of 
98 college students studying various languages in the U.S. at elementary and intermediate 
levels. A subgroup of 38 was selected by their professors as "good" language learners, but we
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are not told how this was done. The complete sample was given a 32-item questionnaire 
probing the behaviour of students while language learning. The GLLs were given a short 
questionnaire asking them to indicate which of 19 activities they were most likely to engage in 
when language learning.
The results of the long questionnaire showed that students most frequently used the
following strategies: monitoring, attending to form, attending to meaning, guessing, practising
and accepting ambiguity.
The results of the short questionnaire showed that the GLLs frequently:
1. Listen closely in class and mentally answer questions whether called upon or not.
2. Listen to other students in class and mentally correct their errors.
3. Apply new material mentally while silently speaking to oneself.
4. Look for opportunities to use the language.
5. Guess when listening or reading the FL.
6. Use the appendix in textbook or other reference book.
7. Practise with a friend or native speaker.
8. Remember new material by making mental associations in English.(LI)
GLLs less frequently:
1. Remember by using acronyms.
2. Have a friend test them.
3. Summarise each chapter in the textbook.
4. Translate everything into English. (LI)
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Three of Reiss’s activities seem similar to the language learning activities used in the 
present study: look for opportunities to use the language, practise with a friend or native, and 
translate everything into English.
In some ways Reiss's second study is better than the previous one, and in other ways it is 
worse. The method of selection and definition of the "good" language learners was highly 
subjective; it is quite likely that different teachers had different criteria for selection. Also, the 
short questionnaire only summarises the behaviour of GLLs, and may equally apply to poor 
language learners. However, Reiss did indicate the frequency of use of the activities; the results 
of the short questionnaire are in order of frequency.
Huang & Van Naerssen (1987) compared the oral communication strategies of 20 high 
and 20 low proficiency Chinese learners of EFL in a language institute in China. A total of 60 
students were given a questionnaire on the frequency of use of their formal practice, functional 
practice, and monitoring strategies. The main result was that the GLLs used functional practice 
strategies, and in particular reading practice, more frequently. From the oral communication 
strategies, three were used more frequently by the GLLs: speaking with other students, teachers 
and natives, thinking in English, and participation in group oral communicative activities. The 
learners were grouped using the results of an oral test, but no reliability and validity data were 
given for the instruments used.
The last study in this series was conducted by Mangubhai (1991), who studied a group 
of 5 adult learners of Hindi. They had a four week course of Total Physical Response, and were 
asked to perform think-aloud tasks, make retrospective reports, and discuss their language 
learning strategies at the end of each session. The group of three high achievers or GLLs:
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1. Translated less into English.
2. Practised more.
This study used an extremely small sample size, so no generalisation is possible, but the 
strategies identified are relevant to the present study, and Mangubhai did collect the strategy 
data in different ways. Despite the size of this sample, the results do seem to summarise much 
of the previous GLL research which is relevant to this study of time factors.
Most of the GLL research reviewed in this section has several drawbacks. Firstly, there 
is a wide range of mainly subjective criteria for selecting and defining the GLLs. Secondly, the 
frequency of strategy use is not always given. Even when it is, frequency of use is not the same 
as time spent, and is not directly comparable with the results of the present study. As late as 
1990, OMalley & Chamot state that there is still a need for more strategy research with groups 
of GLLs defined by independent criteria.
"We are particularly interested in determining whether or not individuals 
who meet independent criteria as 'good language learners' in fact use strategies 
differently or more frequently than individuals identified as less effective 
learners."
(O'Malley & Chamot, 1990: 113)
Thirdly, the GLL research succeeds in identifying a rich variety of techniques and 
strategies, but does not illuminate the strength and nature of the relationships between these 
activities and student proficiency levels. There may, in fact, be no causal relationship at all.
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Unfortunately, there are very few studies concerning the study habits of language 
learners at British universities. In his Annual Review of Research on language learning and 
teaching in 1993, Johnstone concludes:
"...we don't really know how L2 learners actually spend their time.
...the evidence is not there."
(Johnstone, 1994: 154)
Meara agrees:
"Surprisingly, it is very2 difficult to get hold of figures which actually 
tell us what students do when they study languages."
(Meara, 1993: 26)
An HMI Report (1989) on "Modem Languages in Polytechnics and Colleges" shed very 
little light upon the study habits of language students. The report was so vague, and contained 
so many examples of non-defined adjectives such as "good, competent, sound, outstanding ...", 
that it contained very little useful information, and few hard facts. Even the examples of "good 
practice" contained vague descriptors such as "evident progress" and "the standard was good".
Sewell (1989), in a survey of 17 French departments, found that translation and essays 
still predominate as far as classroom activities are concerned. She used a questionnaire which 
asked respondents to say which language learning activities were engaged in consistently by 
their department. It is not at all clear what "consistently" means in this context. In any case, this
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survey does not tell us how students spend their time when language learning outside the 
classroom, so these results are not directly comparable with the present study.
Nott (1990) reports on a small-scale survey of modem language departments carried out 
in 1989 to register innovations in approaches to modem languages. Unfortunately, this report 
only contains data on the number of contact hours, and gives no details of other student study 
habits.
The main source of data on study habits seems to be the "Nuffield Modem Languages 
Inquiry", reported in Meara (1993). The Nuffield Student's Questionnaire was completed by 
586 modem language students at British universities, and other public sector institutions. The 
sample was composed of students studying French, German, Spanish, Italian, Russian, Chinese, 
Arabic, and some other minor languages. The questionnaire was very long, and was designed to 
collect data on students' experiences during their language courses, their expectations, and their 
attitudes to perceived outcomes.
The details of how much time per week was spent on a variety of activities is given in 
Section 4.2.1.3, alongside similar results from the present study. The main problem with the 
Nuffield results is that they are now more than 10 years old. As Johnstone remarked in his 
Annual Review of Research for 1993:
"We can only speculate on what the picture would look like today - the 
evidence is not there."
(Johnstone, 1994: 154)
Another part of the Nuffield survey asked students which of their language learning 
activities they found most useful and interesting. These results are purely the opinion of
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students, nevertheless, 586 students should have some idea of the activities which seem most 
helpful and enjoyable. These results are given below in order of importance:
Most useful:
1. talking in L2 with native speaker
2. doing translations into foreign language
3. reading in a foreign language
4. writing in a foreign language 
Most enjoyable:
1. talking in L2 with native speaker
2. reading in a foreign language
3. doing translations from a foreign language
4. doing translations into a foreign language
As far as this author is aware, no other similar surveys have been published during the 
last ten years. The reader should also note the importance given to talking in the L2 with native 
speakers, as this related to hypothesis number, mentioned in the introduction (see Section 0.3.3) 
and will be discussed again in Section 4.3 in relation to the results of the present study.
We now move to the section on language learning strategies, which has been the subject 
of considerable research during the past ten years.
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As mentioned previously, the term "strategy" has been used to describe a wide range of 
behaviour. In this thesis, we are only concerned with the research into time factors. Skehan 
acknowledged the overlap:
"A large class of strategies concern the amount of time spent learning..."
(Skehan, 1989: 83)
Most of the strategy research reviewed in this section consists of defining, classifying and 
establishing the frequency of use of a wide range of behaviour in different learning situations. 
Our main concern is to clarify which of these strategies relate to time factors, how important the 
strategies are for language learning, and which strategies are used most.
O'Malley et al (1985) studied the learning strategies of 70 secondary school ESL 
learners in the U.S. and found 26 different strategies used: 9 meta-cognitive, 16 cognitive and 1 
social. The three main types of learning strategy were defined as follows:
"Metacognitive strategies are high order executive skills that may entail 
planning for, monitoring, or evaluating the success of a learning activity.
Cognitive strategies operate directly on incoming information, manipulating 
it in ways that enhance learning.
Social/affective strategies represent a broad grouping that involves 
either interaction with another person or ideational control over affect."
(O'Malley & Chamot, 1990: 44)
The most frequently used strategies were: repetition, notetaking, clarification and 
cooperation. The strategies less frequently used were: elaboration, key-word, deduction, 
grouping and recombination. O'Malley et al compared the strategy use of beginners and
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intermediate level students, and found that translation was of average frequency use, but used 
more by beginners. They did not, however, say if the differences between groups were 
statistically significant. The strategies identified by O'Malley et al which overlap with the 
language learning activities used in the present study are all cognitive strategies: repetition, 
resourcing, translation, & note-taking.
Chamot & Kupper (1989) defined learning strategies, and developed a comprehensive 
classification similar to O'Malley et al.
''Learning strategies are techniques which students use to comprehend, 
store, and remember new information and skills. What a student thinks 
and how a student acts in order to learn comprise the non-observable 
and observable aspects of learning strategies."
(Chamot & Kupper, 1989: 13)
Their system of classification was developed by examining the behaviour of 67 high
school students studying Spanish in the U.S. The three main categories of strategy use were the
same as in the previous study:
1. Metacognitive Strategies
(a) planning
(b) directed attention
(c) selective attention
(d) self-management
(e) self-monitoring during language task
(f) problem identification
(g) self-evaluation during or after language task
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2. Cognitive Strategies
(a) repetition during language task
(b) resourcing (use of reference books)
(c) grouping
(d) note-taking during language task
(e) deduction/induction
(f) substitution
(g) elaboration (making meaningful associations)
(h) summarisation
(i) translation during learning task 
(j) transfer
(k) inferencing
3. Social & Affective Strategies
(a) questioning
(b) cooperation
(c) self-talk (anxiety reduction)
(d) self-reinforcement
This long list of strategies only overlaps with language learning activities to a small 
extent: repetition, resourcing, note-taking, and translation (the same overlap with the 
classification produced by O'Malley et al). Chamot & Kupper concluded that higher level 
students reported using more strategies; cognitive strategies were used more at all levels; and 
the beginners used predominantly the cognitive strategies of repetition, translation, and transfer.
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No statistics were included in their article, so we have no way of knowing how these 
conclusions were reached, nor do we know if the differences were statistically significant. 
Perhaps the main point to note is that both previous studies agree on the tendency for translation 
to be used mainly by beginners.
Rebecca Oxford and her co-workers produced a substantial amount of strategy research 
from 1989 to 1995. All of this research is reviewed together, as a similar approach, similar 
definitions and classification of strategies, and similar instruments were used, but this does mean 
that the following research is not exactly in chronological order.
Oxford (1989) used a slightly broader definition than Chamot & Kupper, including a 
more evident affective dimension:
I!Language learning strategies are behaviors or actions which learners
use to make language learning more successful, self-directed, and
enjoyable."
(Oxford, 1989: 235)
She also used a broader classification scheme of five main strategy types:
1. If ...cognitive strategies', for associating new information with existing
information in long-term memory, and for forming and revising internal
mental models...
2. ... meta-cognitive strategies: for exercising 'executive control1
through planning, arranging, focusing and evaluating their own learning
process ...
3. ... social strategies', for interacting with others and managing discourse ...
4. ... affective stra tegies: for directing feelings, motivations, and
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5. ... compensation strategies: (such as guessing unknown meanings ...)
for overcoming deficiencies in knowledge of the language."
(Oxford & Nyikos, 1989: 291)
In another article, Oxford & Crookall (1989) also referred to memory strategies and 
communication strategies, expanding their classification scheme to seven main types. This 
comprehensive classification system was used as a basis to build the Strategy Inventory for 
Language Learning (SILL), an 80-item questionnaire used in most of Oxford's strategy research.
Three of Oxford's studies on strategy research are reviewed below, to show how the 
frequency of strategy use varies from situation to situation.
First, Oxford & Nyikos (1989) studied the learning strategies of 1200 American 
language students. These students were modem language undergraduates at a major university 
in the midwestem USA. The most frequently used strategies were: formal rule-related practice 
strategies, general study strategies & conversational input elicitation strategies. The strategies 
less frequently used were: resourceful, independent and functional practice strategies. The 
category which overlaps most with the language learning strategies used in the present study 
were functional practice strategies. This term was used by Bialystok (1979) to describe 
out-of-class strategies requiring practice in natural settings. Oxford & Nyikos explain the low 
use of functional practice strategies due to the pressure of obtaining good grades on traditional, 
structure-oriented, discrete point tests. This first study did not attempt to examine the links 
between strategy use and proficiency.
Second, Oxford, Park-Oh, Ito & Sumrall (1993) examined the learning strategies of 107 
American students learning Japanese by satellite T.V. The sample consisted of high-school
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students from seventh to twelfth grade at elementary level in Japanese. The most frequently 
used strategies were: cognitive, meta-cognitive and compensatory. Those less frequently used 
were: affective, social and memory strategies. Oxford et al explain the low use of affective and 
social strategies due to the lack of face-to-face teacher feedback and other interaction.
Third, Green & Oxford (1995) looked at the learning strategies of 374 students learning 
English at the University of Puerto Rico. Green and Oxford also found greater strategy use 
among more successful learners, and higher strategy use by women than by men. The strategies 
used most frequently by the more successful students were predominantly cognitive, 
compensatory and metacognitive, with an emphasis on active, naturalistic practice. Strategies 
strongly related to proficiency (course level) were:
1. Reading for pleasure
2. Seeking opportunities to read in English
3. Looking for people to talk to in English
4. Writing notes and so on in English
5. Starting conversations in English
Green & Oxford explain the emphasis on active, naturalistic practice by classifying the 
Puertorican situation as an ESL / EFL hybrid, where students have ample opportunity to use 
English, but can survive without it, if they so desire. It may also be that the examination system 
at the University of Puerto Rico encourages students to improve their communicative 
competence.
Unfortunately, we do not know which of these strategies is most strongly related to 
proficiency. Another disadvantage of this research, which equally applies to most other strategy
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research, is that the strategy instrument "SELL" measures frequency of use rather than absolute 
amount o f time. The remaining strategy research is concerned with frequency of use, and which 
strategies were rated as most helpful.
In 1990 Bacon & Finnemen carried out a survey of attitudes, motives, and strategies 
used by 939 first-year students of Spanish at two American universities. Students were asked to 
rate a selection of 20 strategies from not helpful to very helpful, on a 5-point scale. The results 
are given below.
Most Helpful Strategies:
1. Translate in my head
2. Memorise vocabulary lists
3. Translate read/hear in English
4. Hear Spanish spoken
5. Rehearse in my head
6. Study text by myself 
Least Helpful Strategies:
7. Listen to tapes
8. Repeat what I hear on tape
Like the Nuffield Survey, these results are based on student opinion, and we do not 
know if students spent much time using these strategies. They are also the opinion of the 
complete sample, rather than the opinion of good or successful language learners.
Two more SILL-based studies produced different results concerning the frequency of 
strategy use in different circumstances. Watanabe (1990) studied 316 native Japanese students
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learning English in Japan at two universities. At a major metropolitan university, with both male 
and female students, he found that the high frequency strategies were compensatory and 
affective, whereas at a rural, all-female university all the strategies were used at a medium level 
of frequency. This suggests that strategy use may depend on location, prestige or gender. 
Douglas (1992), however, found that the most frequently used strategies by American university 
students learning Japanese were meta-cognitive, social and cognitive, whereas compensatory, 
memory-related and affective strategies were less frequently used.
In their state-of-the-art article, Gardner & MacIntyre (1992) made a distinction between 
direct, indirect and institutional strategies.
"Direct strategies are ... cognitive strategies that attempt to apply principles 
of learning to make the acquisition of grammar and vocabulary easier.
Indirect strategies are affective strategies that attempt to enhance the 
positive emotional reactions that are associated with language learning...
Institutional strategies are undertaken by language departments to assist 
language students..."
(Gardner & MacIntyre, 1992: 216)
These definitions are similar, but not identical to Oxford's (1990) use of the same terms: 
"Direct strategies operate specifically on the language input / material to 
facilitate its storage and recall from memory (e.g. memory, cognitive and 
compensatory strategies).
Indirect strategies are those that do not operate on the language input / material 
(e.g. metacognitive, affective and social strategies).
Indirect strategies... provide indirect support for language learning through
67
focusing, planning, evaluating, seeking opportunities, controlling anxiety, 
increasing cooperation and empathy and other means."
(Oxford, 1990: 151)
These different definitions for the same terms lead to more confusion with the 
terminology used in strategy research. It is not clear where time factors fit into these schemes. 
Gardner & MacIntyre (1992: 216) further confuse the situation by saying that all strategies are 
considered as cognitive variables, even indirect or affective strategies. These terms are 
mentioned here as they are used extensively in the strategy research, but they will not be used in 
this study to avoid further confusion.
The last three studies in this series of research into language learning strategies point to 
the importance of informal, out-of-class strategies.
Holmquist (1993) carried out a survey of 215 students of Spanish at Temple University, 
USA. He found that students in higher proficiency level courses reported communicating in 
Spanish outside the class more frequently than the students in lower levels. Question 10 of his 
30-item questionnaire was shown as:
"How often do you communicate in Spanish outside of the class?
(a) never (b) rarely (c) occasionally (d) frequently"
(Holmquist, 1993: 43)
This question cannot quantify very precisely the amount of time spent on a language 
learning activity. Frequent communication might mean anything from ordering a drink at a 
Spanish bar three times a week (possibly speaking two words of Spanish) to chatting with a 
native speaker every day for a total of 30 hours per week. It is not surprising that Holmquist 
does not include any information on the reliability and validity of his instruments.
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Similar results were reported by Meara (1994) from data collected as part of the Nuffield 
Modem Language Inquiry. His article focused on the year abroad and its effects on modem 
language students. He found that students who reported speaking most frequently the target 
language abroad rated themselves as having made most progress in all four skills, but especially 
speaking. The scales used in this research are similar to the previous study, in that they are 
equally vague.
Questions 30 and 35 from the Nuffield Questionnaire are shown below:
"30. How much time did you spend speaking the language when you were abroad? 
not very much quite a lot a great deal
1 2 3 4 5
35. Please rate the extent to which you feel that the period abroad had each of the 
following effects upon your foreign language competence.
not at all very much
improved ability to speak the language 1 2 3 4 5 "
(Meara, 1994: 38)
If these scales were used by the same person for rating many different students one might 
expect a certain degree of conformity, but when they are used by many different students one 
would surely expect a huge variation in the way "measures" of time and progress were 
interpreted. As with the previous study, no reliability and validity coefficients were quoted.
Pickard (1995), on the basis of three case studies, reported that the main out-of-class 
language learning strategies of 3 German students were reading newspapers and novels, and
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listening to the English radio while in Germany. Pickard defines his "out-of-class learning 
strategies" as techniques which refer to periods of time seeking practice opportunities outside 
the classroom. In the present study, these strategies are referred to as language learning 
activities (wherever possible), as the present author feels that it is inappropriate to use the term 
strategy for intentional thoughts or plans used to enhance language learning, and periods of time 
spent on language learning.
In his conclusion, Pickard suggests a need for a study looking closely at the out-of-class 
language learning activities of British students:
"It is also interesting to ask to what extent British learners of foreign 
languages make use of these strategies."
(Pickard, 1995: 37)
The answers to some of Pickard's questions should be found in Section 4.2.1.3.
1.1.2.4 Factors Influencing Strategy Use / Study Habits (and Evidence for Linguistic 
Thresholds)
Considerable research has been carried out on the influence of various factors on the use 
of strategies and study habits. A summary of such research is shown overleaf in Table 1.3. The 
researchers, with their main results, are listed in chronological order . Of particular interest to 
the present study is the research reporting the influence of proficiency levels and target 
language on use of language learning activities.
Research Question Number 8 To what extent do the activities employed depend on 
proficiency level and language? In particular, what evidence is there for linguistic thresholds?
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TABLE 1.3: FACTORS INFLUENCING STRATEGY USE & STUDY HABITS
1. Schumann (1978): motivation (influences amount of interaction with target language 
speakers).
2. O'Malley et al (1985): student language level.
3. Politzer & Me Goarty (1985): national origin.
4. Tyacke & Mendelsohn (1986): cultural background, professional specialisation, formal 
education, and previous English instruction.
5. Oxford, Nyikos & Ehrman (1988): gender (females using a greater variety of strategies & 
more often).
6. Chamot & Kupper (1989): methodology of language class, prior language study, type & 
degree of difficulty of task, and student motivation.
7. Oxford (1989): language being learned, duration, degree of awareness, age, gender, affective 
variables, learning style, aptitude, career orientation, national origin, cultural background, 
language teaching methods and task requirements.
8. Oxford & Crookall (1989): student language level, motivation, gender, ethnicity, cognitive 
style & personality variables.
9. Oxford & Nyikos (1989): student motivation, sex, course status, years of study, and speaking 
/ listening proficiency self-ratings.
10. Nyikos & Oxford (1993): individual preference, learning style, reward systems, beliefs about 
LL, classroom activities and grading systems (opinion of authors).
11. Ellis (1994): a wide range of individual learner differences (e.g. beliefs, affective states, 
learner factors & learning experiences) and situational and social factors (e.g. L2, setting, task & 
sex).
12. Hashim & Sahil (1994): race (e.g. Malay students favoured strategies for managing 
emotions, while Indian students disliked using them).
13. Jones (1994): student proficiency level.
14. MacIntyre (1994): Student proficiency, aptitude, attitudes, motivation, anxiety & 
confidence.
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Research by Oxford (1989) indicates different possible relationships between target 
language and strategy use. Oxford (1989: 236) summarises studies where students of Russian 
used more strategies than students of Spanish, and students of Spanish using fewer "positive" 
strategies than students of French and German. In the present study, we are concerned with 
differences between groups of predominantly British students studying French, and mainly 
European students studying EFL, Some of the differences in behaviour may also be due to 
national origin or cultural background, factors which Politzer & McGroarty (1985) and Tyacke 
& Mendelsohn (1986) report as possible influences on strategy use.
Additional research by O'Malley et al (1985), Oxford & Crookall (1989) and MacIntyre
(1994) also indicate different relationships between proficiency level and strategy use. For 
example, OMalley et al (1985) found that intermediate level students used metacognitive 
strategies more frequently than beginners. As part of their summary on strategies used by 
second language learners, O'Malley & Chamot (1990) conclude:
"... different strategies may be used, depending on the students' level of proficiency."
(O'Malley & Chamot, 1990: 148)
Thus, the relationship between proficiency level and strategy use may involve using 
different strategies, or using them with a different frequency (or both). Johnstone (1995) 
comments on an insightful account by Jones (1994) of an interesting relationship between 
proficiency level and strategy use:
"... strategies were found to ... change in terms of radical shifts as 
developments in underlying proficiency fed each other, and permitted 
new strategies to come into play."
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This recent diary-study by Jones (1994), from 1 case-study learner of Hungarian over an 
11 month period, found two linguistic thresholds:
1. The vocabulary threshold occurred after approximately 7.5 months, when the learner was at 
about BELTS level 4. At this stage, compound lexical items could be guessed, after a critical 
number of word-roots had been learned. Below this proficiency level the vocabulary guessing 
strategy was used very infrequently, or not at all.
2. The reading threshold occurred at about 10 months, when the learner was at IELTS level 4.5 
to 5. At this level, it was possible to read authentic texts without the use of a dictionary. This 
change enabled the learner to move from reading coursebooks to more interesting authentic 
materials.
Having reviewed the research on GLLs, study habits and strategies, we now turn to the 
studies reporting correlational results during approximately the same period (1979 to 1995); 
these studies may be conveniently grouped together and more directly compared with the 
correlations in Section 4.2.2.2 of the present study.
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Bialystok (1979) explored the relationships between proficiency and four main strategy 
types: functional practice, formal practice, inferencing and monitoring strategies. She is one of 
the few researchers who has defined her key variables and concepts:
"Formal language use is concerned with the language code, that is, the 
language itself as a structured, rule-bound system.... Functional language, 
however, is concerned with the use of language in communicative situations.
... Practice, the most general of the strategies, occurs in the broadest sense 
whenever the language is used for any reason. The term 'practice' traditionally 
has the connotation of repeated drill, exercise, and so on. For the present 
study, the meaning has been extended to include all those activities ... in 
which exposure to the language is evident. The conceptualisation of tlie 
monitoring strategy is derived largely from the work of Krashen in which 
he posits a 'language monitor'. Inferencing, the final strategy, is defined as 
tlie use of available information to derive explicit linguistic hypotheses."
(ibid: 373 / 376)
The strategy questionnaire used by Bialystok was restricted in two ways: first, only 
reading and listening strategies were included, and second, only closed questions were used. 
Some of the formal practice strategies (e.g. homework exercises) and functional practice 
strategies (e.g. listening to radio, television, movies and people out of interest) were similar to 
the language learning strategies used in the present study. The sample consisted of 157 high 
school students (aged 14 to 17) learning French as a second language in Toronto. Proficiency
1.1.2.5 Correlational Research on Language Learning Activities
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was measured by "adapted" I.E.A. tests of reading, listening, writing and grammar, but we are 
not told how they were adapted, nor are we given any indication of the reliability and validity of 
any of the instruments. Without this information it is more difficult to evaluate the results.
The main results showed that functional practice accounted for about 8% of the variance 
in proficiency measures, but that formal practice was negatively correlated to proficiency. The 
results for the whole sample were given in terms of variance:
Chapter 1: Literature Survey
II Reading Listening Writing Grammar
N — 134 N = 130 N = 131 N = 128
Functional practice 8.07%** 9.45** 7.10** 6.74**
Formal practice -3.12** -2.58* -2.75* -3.13** "
(ibid: 387)
No significant relationships were found for inferencing strategies using the complete 
sample. Bialystok explains the negative correlation for formal practice due to low achievers 
spending too much time on formal practice, such as homework.
The two studies by Politzer (1983) and Politzer & McGroarty (1985) are those which 
are most comparable to the work on language learning activities in the present study, but these 
two studies were poorly designed.
Politzer (1983) studied the "language learning behaviors" of 90 undergraduate students 
of French, Spanish and German at Stanford University. The sample consisted of 42 students at 
elementary level, 29 at intermediate level and 19 at advanced level. His 51-item behaviour 
questionnaire was divided into three scales: general behaviour, classroom behaviour and 
interactive behaviour, with Cronbach reliability coefficients o f alpha = 0.77, 0.75 and 0.72
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respectively. Student achievement was measured by course grades, and instructors' evaluations 
of students' effort, progress and voluntaiy participation.
The main results showed that frequency of extracurricular reading (r = 0.02 to 0.31**), 
asking teacher for explanations (r = 0.16* to 0.34*), volunteering answers (r = 0.17* to
0.13**), and paying attention to teacher talk in TL (r = 0.19* to 0.22*) were the best predictors 
of student achievement, and talking to oneself in TL (r = 0.27**) was the best predictor of 
student grade. However, most of the correlations between behaviour and achievement were 
very low or non-significant. Politzer did find some evidence for links between behaviour and 
achievement being dependent on course level and target language, although the correlations in 
support of these links were based on subgroups as small as 14 students.
The present author has several other reservations about Politzer's (1983) research, the 
most important concern his measures of proficiency. He did use a good range of measures, but 
we are given very little other information. How valid and reliable were the student grades, and 
were they assessed by different teachers? Which scales were used to measure progress, effort 
and participation? How many staff were involved in the assessment, and what were their 
inter-rater and intra-rater reliability coefficients?
In a follow-up study two years later, Politzer & McGroarty (1985) used a similar 
questionnaire to examine the learning behaviour of 37 ESL students on an 8-week intensive 
course at an American university. The sample was mainly male engineering and science students 
of approximately intermediate level in English. In terms of national origin about one half were 
Asians and the other half Hispanics. Their behaviour was related to gains in linguistic and 
communicative competence measured by three proficiency measures: the Plaister Aural
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Comprehension Test (PACT), the Comprehensive English Language Test for Speakers of ESL 
(CELT), and a test of communicative competence (CC).
The results included only one significant correlation between the behaviour scales and 
the gain scores, and this was at the 5% level; social interaction behaviours correlated with gains 
in global evaluation of communicative competence (r = 0.37*, N = 37). All other results relating 
to the complete scales were very low or non-significant. The results relating to individual 
behaviours were mainly counter-intuitive and contradictory. Politzer & McGroarty found 10 
individual behaviours significantly related to gain scores at the 5% level (using t-tests), but 4 of 
these had been eliminated from the scales because they had correlated negatively with scale 
totals. Furthermore, some items correlated positively for one test and negatively for another test 
(e.g. item B13, spending extra time practising words or constructions, seemed to be associated 
with lack of progress in auditory comprehension and global communicative competence, but 
with progress in grammar tests). These researchers also obtained some evidence for national 
origin or cultural background influencing the type of learning behaviour used, but their 
conclusion was also contradictory:
"...in spite of engaging in good learning behavior to a lesser degree, the 
Asians surpassed the Hispanics in average gains in linguistic competence..."
(ibid: 114)
These results seem far from satisfactory, possibly due to a small sample size combined 
with the use of gain scores, and a very insensitive instrument for learning behaviour. Politzer & 
McGroarty admit the insensitivity of their instrument:
"Future research might thus benefit from using a more precise measure 
... in place of the yes/no choice used here."
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Moreover, the reliability coefficients for their complete scales were low: Cronbach alpha 
= 0.45, 0.24 and 0.23. Another serious criticism concerns the group sizes used for the t-tests; 
there must have been some extremely small subgroups. Considering item C2: presumably, to 
obtain a mean response of 0.97 there were 36 "no" responses and 1 "yes" response. This would 
mean that Politzer and McGroarty compared the behaviour of 1 student with the other 36. In 
this case, the "mean" gain scores compared are for 1 and 36 students respectively. To claim 
significance on the basis of such small groups makes little sense to this author.
The three studies reviewed so far in this section do not seem to have produced many 
convincing results. Ellis's (1994) comment on the same research was very critical:
"If Bialystok's attempt to show a statistical relationship between strategy 
use and proficiency was only partially successful, Politzer and McGroarty's 
(1985) attempt was even less successful."
(Ellis, 1994: 551)
The remaining correlational studies, with a summary of their main results, will simply be 
listed (see Tables 1.4 and 1.5 overleaf), for various reasons. Studies by Gardner, Moorcroft & 
Metford (1989) and Domyei (1990) are mainly concerned with student motivation and 
attitudes, studies by Gradman & Hanania (1991), Oxford et al (1993), and Milton & Meara 
(1995) have already been reviewed, and the studies by Entwistle & Wilson (1977) and Ehrman 
& Oxford (1995) will be reviewed in more detail in Section 1.2).
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TABLE 1.4: CORRELATIONAL RESULTS ON LANGUAGE LEARNING 
ACTIVITIES
Researcher Date Location Key Factors % Variance in
Proficiency 
Accounted for
Gardner, Moorcroft
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& Metford 1989 Canada Student language use 10
Domyei 1990 Hungary Reading for non-prof purposes 5
Passive socio-cultural lang' use 4
Gradman & Hanania 1991 U.S. Extracurricular reading 28
Oxford et al 1993 U.S. Frequency of strategy use 4
Ehrman & Oxford 1995 U.S. Cognitive strategies 4
Milton & Meara 1995 U.K. -Formal study hours4 9
-Informal study hours4 (homework) 11
TABLE 1.5: CORRELATIONAL RESULTS ON LEARNING ACTIVITIES (RELATED 
TO ACADEMIC SUCCESS)
Researcher Date Location Key Factors % Variance in
Proficiency 
Accounted for
Bloom 1974 U.S. Engaged time -20
Entwistle & Wilson 1977 U.K. Total hours studied per week 2
Fraser et al 1987 U.S. Learning strategies 8
Tymms 1992a U.K. -Hours / week of homework4 0.01
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The studies of school learning shown in Table 1.5 are less relevant to the present study, 
as they involve children learning various subjects, rather than adult language learning. However, 
the distinction used in such research between allocated, engaged and academic learning time is 
worth mentioning. Bloom (1974) summarised research giving substantial correlations between 
engaged time and academic success. According to Fisher et al (1979), the Beginning Teacher 
Evaluation Study (BTES) researchers defined three types of time:
1. allocated time as the time students receive instruction,
2. engaged time as the time they pay attention, try to learn or work on a task, and
3. academic learning time as the time they are experiencing a high degree of success in learning.
It should also be noted that the negative correlation for homework by Milton & Meara
(1995) reinforces similar previous findings by Tymms (1992a), and Bialystok (1979). The only 
other result worthy of comment is the relatively high correlation for extracurricular reading (r =
0.53, p = 0.05, N = 101) obtained by Gradman & Hanania (1991), shown in Table 1.4. This 
correlation may reflect the high reading content of the TOEFL used as the measure of student 
proficiency.
This brings to an end this review of research most relevant to the language learning 
activities used in the present study. Even taking into account the confusing terminology, the 
degree of overlap between language learning activities and the terms used in most of the studies 
is not high; most used frequency rather than absolute time; and only one (Milton & Meara, 1995) 
was concerned with language learning at a British university.
A complete summary of the correlational results on language learning activities, together 
with those results most comparable from the present study, are shown in Table 4.39.
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1.1.3 The Nature of the Relationship between Time Factors and Learning: a Logarithmic 
Function?
Most of the correlational research reviewed in the two previous sections, on background 
factors and language learning activities, probably used Pearson product-moment correlation 
coefficients (unfortunately, researchers do not always state which correlation coefficient they are 
using). These correlation coefficients are based on a linear model between the two variables. 
Thus, large numerical values of this coefficient indicate strong linear relationships. In this section, 
however, most of the evidence points to logarithmic or diminishing returns relationships between 
time factors and achievement in learning. This evidence is grouped into research into language 
learning, educational theories and research into academic achievement, and psychological research 
into skills learning.
1.1.3.1 Research into Language Learning
As discussed earlier in Section 1.1.1.2, Walberg et al (1978) found stronger correlations 
between 'the logarithm of months of residence of Japanese children in the U.S.' and 'student and 
teacher ratings of competence in English', compared to correlations of residence and the same 
ratings of competence. Reservations were expressed by the present author about the reliability of 
the data collected from young children (including some six-year-olds) using poorly defined scales.
In a Canadian study of bilingual education, Swain & Lapkin (1982) looked at the 
immersion programmes of schools in the Ottawa region. Children from grade 8 were given cloze 
and listening comprehension tests of proficiency in French. The results of these tests plotted 
against accumulated hours of French immersion are shown overleaf in Figure 1.1.
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FIGURE 1.1: GRAPH OF FRENCH ACHIEVEMENT AGAINST HOURS OF 
IMMERSION (Swain & Lapkin, 1982)
FRENCH ACHIEVEMENT RESULTS OF GRADE 8 STUDENTS (Swain & Lapkin. 1982: 45)
ACCUMULATED HOURS OF FRENCH IMMERSION
N J
Figure 1.1 depicts a reasonably linear relationship between test scores and hours of 
immersion between 1000 and 4750 hours. However, the steeper gradient between 700 and 800 
hours shows that the overall shape is not inconsistent with a logarithmic relationship. This graph 
can only be considered as weak evidence for a linear relationship between 1000 and 4750 hours, 
as there are only three points to support each straight line. Furthermore, the test scores were
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group averages, but we do not know what the standard deviations were. Lastly, we do not know 
how the total hours of accumulated French was calculated, and exactly what this includes.
Spolsky (1989), also discussed previously, put forward a formula relating language 
learning and time, based on simple addition:
"Simply stated, the formula Kf = Kp + A + M + O is then a claim that each 
of the parts will make a difference to the result: if any one is absent, 
there can be no learning, and the greater any one is, the greater the amount 
of learning."
(ibid: 15)
Where K,- is future knowledge and skills, is present knowledge and skills, A is ability, 
M is a combination of affective factors such as motivation, and O is opportunity for language 
learning, which is itself the product of time and kind of language learning. Both this formula, and 
his preference condition number 51 (mentioned in the introduction, Section 0.1.4), indicate a 
linear relationship between time and language learning. Unfortunately, the mathematics of 
Spolsky's formula do not agree with his statement, as the sum of his four parts is not zero if one 
of them is zero.
In a study by Milton & Meara (1995), which has already been reviewed, students with 
lower starting proficiency scores generally produced higher growth rates during their year abroad. 
Given the numerous drawbacks pointed out in Section 1.1.1.1, this result can only lead to very 
weak and indirect support for a diminishing returns relationship between residence abroad and 
growth in vocabulary size. Unfortunately, this is the only study of adult language learning which 
can be used to address this issue, and which is comparable to the present study.
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One of the early theories of academic achievement was developed by Walberg (1980). 
His model o f educational productivity proposed that learning was a multiplicative, diminishing 
returns function of four essential factors: ability, motivation, quality and quantity of instruction. 
There were also four supportive factors: the environment of the classroom, conditions at home, 
the peer group, and exposure to mass media. As the four essential factors were multiplied 
together, in contrast to Spolsky's formula, the complete absence of any one would give a product 
of zero. For the purposes of this study, we need only note that achievement was designated as a 
diminishing returns function of time.
Another educational model, with a slightly different concept of time, was put forward by 
Aldridge (1983) in the context o f teaching science at school. Aldridge developed a mathematical 
model for mastery learning in which academic achievement was a logarithmic function of engaged 
time: f  = 1 - e'kt, where f  is achievement, k is a constant related to ability and motivation, and t is 
engaged time. This model was later tested by Johnston & Aldridge (1985) using a class of 
astronomy students, with inconclusive results.
"The results of this investigation provide positive but not compelling 
evidence that the model of mastery learning is correct."
(ibid: 553)
In a review of educational research on school effectiveness, Scheerens (1992) concluded 
that it was desirable to increase the effective learning time of pupils (e.g. by extending the school 
year or school day, or increasing the amount of homework) up to a certain point:
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"Obviously, there are clear limitations for increasing the official learning 
time and one can even expect a counterproductive result from a certain 
increase. In economics jargon educational achievement is a diminishing-retums 
function of instructional time"
(ibid: 78)
Scheerens did not, however, cite any studies to support this notion of a diminishing 
returns function.
1.1.3.3 Psychological Research into Skills Learning.
Seagoe (1970) summarised a great deal of research from the fields of psychology and 
educational psychology which seemed to be relevant to the process of school learning. She stated 
that there were many similarities between classroom learning and learning during psychological 
experiments. One example was the generalised form of the learning, curve (ibid: 7) shown 
overleaf in Figure 1.2.
If this learning curve is to be compared to language learning at university level, then 
degree of mastery would have to be equated with proficiency in English, and number of trials with 
time spent on language learning.
According to Seagoe the initial stage of this learning curve often represents much of the 
learning done in pre-school and out-of-school learning. The rapid rise is associated with new 
learning at school, and the mastery is characterised by full understanding and repetition of skilled 
performance.
"In terms of the S-type learning curve, the early period of gradual rise is best 
described as trial-and-error learning. When the curve accelerates and
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rises rapidly, motivation and understanding and cognitive concepts explain 
what is happening. When the curve levels off again, the stimulus-response 
stress on repetition has meaning"
(ibid: 9)
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FIGURE 1.2: S-TYPE LEARNING CURVE (Seagoe, 1970:7)
In 1971, Hall reviewed a series of psychological experiments on verbal learning and retention. 
Four such experiments produced learning curves ranging from clearly logarithmic to
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approximately linear (Hall, 1971:111, 270, 291 & 434). These curves plotted the mean number of 
words recalled against the number of trials.
So what can we conclude about the nature of this elusive relationship between language 
learning and time? There seem to be three alternatives: linear, logarithmic, and S-shaped. One 
possibility is that these three relationships are different aspects of the same curve. All of the 
theories and research are consistent with an S-type learning curve, which would approximate to a 
logarithmic shape if we do not include the initial stage, and could easily approximate to a linear 
relationship if we only include the middle section. Unfortunately, most of the theories and 
research reviewed in this section relate to child learning of general subjects at school; only one 
(Milton & Meara, 1995) relates to adult language learning at university, and this particular study 
does not present strong or convincing evidence.
A summary of algebraic formulae on various forms of achievement is shown in Appendix 
B, Section 6.
1.1.4 Time Factors and Other ID Variables
As stated in the introduction, the present study is essentially ID research, with the focus 
exclusively on time factors. This section of the literature review looks at time factors in the wider 
perspective of other variables which seem to be related to success in language learning (academic 
success is also considered, but to a lesser extent). How do time factors compare with other key 
factors? We have already seen that some of the theories of academic achievement and language 
learning include factors such as ability and motivation. According to Walberg’s model (1980), 
and formulae by Aldridge (1983) and Spolsky (1989), time is of roughly the same importance as
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ability and motivation. The rest of this section considers the opinions of other experts, followed 
by a summary of correlational results, where the variables may be compared more directly.
1.1.4.1 The Opinion of Experts
Ellis (1994: 472) reviewed a wide variety of variables which researchers had identified as 
influencing learning outcomes. He mentioned three surveys by Altman (1980), Skehan (1989) 
and Larsen-Freeman & Long (1991) which included more than 25 different factors. A summary 
of more than 30 surveys is shown in Appendix B, Section 2. This summary contains surveys by 
most of the main researchers in this field. Each survey has produced different results, presumably 
because the experience, attitudes and opinions of the experts are different. As some of the 
surveys give very few references (e.g. Bibeau, 1990), and as there is an inevitable process of 
selection and focus, the results of these surveys are referred to here as "the opinion of experts".
A graphical summary of the opinion of these experts is shown in the form of a histogram 
(Figure 1.3 overleaf). Motivation is clearly thought of as the most important factor, followed by a 
group of three very important factors: aptitude, attitudes and language learning strategies. The 
histogram only shows the top eight factors, so that the graph is not overcrowded. The next six 
factors were: years of residence (7 citations), IQ (6 citations), language learning styles (6 
citations), risk-taking (5 citations), self-confidence (4 citations), and exposure to native speakers 
(4 citations). It is also clear from the order of these results that time factors overlap with an 
influential group of four of the factors identified by experts:
1. language learning strategies,
2. study time,
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3. years of residence, and
I
4. exposure to native speakers. | 
The opinion of experts is probably influenced by their own research and experiences, and
j
!
may also be influenced by what is fashionable and topical. Nevertheless, it is this author's opinion 
that the wisdom of so many experts should be taken into account.
i
FIGURE 1.3: FACTORS INFLUENCING SUCCESS IN FOREIGN LANGUAGE
LEARNING (ACCORDING TO THE CITATIONS OF EXPERTS IN APPENDIX B)
FACTORS INFLUENCING SUCCESS IN FOREIGN LANGUAGE LEARNING
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1.1.4.2 Correlational Results Related to Success in Language Learning
In a similar manner, the results of 47 correlational studies, shown in Appendix B, Section 
1, were used to produce the histogram, Figure 1.4. This histogram shows the mean percentage 
variance in student proficiency accounted for by the various factors. Only factors accounting for 
more than 10% variance, and supported by two or more independent studies, were included. It 
should be noted that the values for aptitude and motivation from Gardner's (1980) review were 
not given extra weight, although they were obtained from a synthesis of 29 previous studies.
FIGURE 1.4: FACTORS INFLUENCING SUCCESS IN FOREIGN LANGUAGE 
LEARNING (CORRELATIONAL RESULTS)
FACTORS INFLUENCING SUCCESS IN FOREIGN LANGUAGE LEARNING
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The histogram of correlational results, shown in Figure 1.4, places aptitude for language 
learning as the most influential factor, followed closely by years of study and self-confidence. 
Anxiety comes next, with a group of four factors of almost equal influence trailing behind: 
motivation, years of residence, attitudes, and extracurricular reading. One factor not included, but 
relevant to this study is functional practice strategies (with a mean percentage variance of 10%). 
The factors mentioned, which overlap with time factors used in the present study, again represent 
an influential group:
1. years of study,
2. years of residence,
3. extracurricular reading, and
4. functional practice strategies.
One or two differences between the histograms (Figures 1.3 and 1.4) are worthy of 
comment:
(a) It appears from the correlational results that motivation, attitudes and strategies are relatively 
less important than experts believe, whereas years of study and self-confidence figure more 
prominently.
(b) Both histograms show study time as being more influential than residence time.
(c) The experts seem to give higher priority to exposure to native speakers, whereas the 
correlational results seem to indicate that reading has more value.
These comments and histograms need to be qualified by several notes of caution. 
Although the histograms summarise a huge amount of research, the rank order of the factors and 
the comments must remain tentative and speculative for the following reasons. First, the citations
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by the experts do not all carry the same weight. Second, the correlations used to calculate the 
mean percentage variance for each factor were not all of the same level of significance (in fact, 
some significance levels were not given by the researchers in question), and a wide variety of 
instruments was used to measure success in language learning. Third, correlational studies used a 
wide variety of students in different situations. Fourth, both histograms do not take into account 
the possible overlap between factors. The correlations were uncontrolled, and may include 
overlap with other variables. Fifth, some factors have been defined and interpreted in many 
different ways.
"The constructs referred to ... are often vague and overlap in indeterminate 
ways. This makes it difficult to synthesize the results of different studies, 
and even more difficult to arrive at a coherent overall picture."
(Ellis, 1994: 471)
The problem of overlap will be addressed in the next section on large-scale multivariate 
studies. Some of these studies use multiple regression to take into account the possible overlap of 
factors.
Appendix B also contains summaries of other results on the influence of ID variables on 
success and failure in language learning, and on academic success and failure. These results are 
simply mentioned here, as they are less relevant to this study and more difficult to compare: 
Appendix B, Section 3: Qualitative results: factors influencing success in language 
learning / interactions between factors
Appendix B, Section 4: Factors influencing failure in language learning 
Appendix B, Section 5: Factors influencing academic success
Appendix B, Section 8: Qualitative results: factors influencing academic success / failure
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L2 PREDICTION OF SUCCESS IN LANGUAGE LEARNING AND
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ACADEMIC SUCCESS (Large-scale Multivariate Studies)
These large-scale studies examined the influence of a wide range of factors on success in 
language learning, and academic success. They had the resources, facilities, authority and 
expertise to collect the necessaiy data on very large samples. Three of the four studies are 
American, and had the financial backing of the U.S. Government, or its agencies. The remaining 
study is British, and was financed by the Rowntree Memorial Trust.
These four studies enable us to address three questions relevant to the present study:
1. How much do time factors overlap with other factors?
2. To what extent can success in language learning be predicted, using a wide range of factors?
3. Do the multiple regression models formulated by these researchers include time factors?
The results of the four multivariate studies may be situation specific, but should give some 
indication of how time factors interact with other factors in a variety of situations.
The four studies are described below in chronological order.
1.2.1 Carroll's Survey of U.S. CoIIe£es and Universities (1967)
Carroll (1967b), and his staff, conducted a very thorough survey of 2,875 American 
language majors in their senior year of 203 institutions of higher learning. Most of the data was 
collected in the Spring of 1965, although a pilot study was carried out in New York in 1964. The 
students ranged from beginner to advanced level in French, German, Russian and Spanish.
Data was collected on a range of student factors including sex, age, aptitude, and 
motivation, and on a range of experience and training factors including age at start of study,
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instructional variables, time spent abroad, use of the foreign language at home, and other foreign 
languages studied. Carroll used the Modem Language Association (MLA) Proficiency Tests in 
all four skills to measure proficiency, and set up a substudy to validate these tests against the 
Foreign Service Institute (FSI) Proficiency Tests. Reliability coefficients for the MLA subtests 
were good (for French: r = 0.76 to 0.90, no significance level nor sample size given). The 
short-form of the Modem Language Aptitude Test (ML AT) was used as a measure of aptitude.
In addition to the substantial correlation between residence abroad and proficiency 
(mentioned earlier in Section 1.1.1.2), Carroll reported a multiple correlation of R = 0.51** to
0.59**, N = 1039, for students of French, using the MLAT, "time began", "time abroad", and 
"use of the foreign language at home" as predictors of the MLA skills tests. The intercorrelations 
between these predictors showed that the time factors overlapped very little, with correlations 
ranging from -0.09** to 0.03 for time began, -0.06* to 0.06* for time abroad, and -0.09** to
0.06* for home use of the foreign language. In a very long and detailed report, Carroll built a 
series of other multiple regression models, using the other language students and different 
measures of proficiency, but all the multiple regression coefficients centred around 0.60.
Therefore, we can conclude from these results that the three background variables: time 
began, time abroad, and home use of the foreign language overlapped very little with each other, 
and with the other main predictors. These three variables appear to be important predictors of 
proficiency, and are included in the multiple regression models published by Carroll.
Carroll commented on the importance of time abroad:
"Thus, a very considerable proportion of the variation in MLA skills test, 
scores can be accounted for as being associated with student characteristics
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and backgrounds. Among all the variables used in this analysis, amount of 
time spent abroad was generally the most potent predictor, particularly in French,
German, and Spanish groups. Only of secondary2 importance were variables 
such as language aptitude, amount of formal training, use of the foreign language 
at home, and certain specific instructional variables ..."
(Carroll, 1967: 203)
Of the four large-scale multivariate studies, this is the only one that focuses on university 
level language learning, but these results are now more than 30 years old. Carroll took great care 
with the measurement of proficiency, but his scales for time began, time abroad, and use of the 
foreign language at home (reproduced below) lack sensitivity and definition:
"Time Began Time Abroad Use of FL at Home
1. Started in grade school 1. Never Abroad 1. Never
2. Started in high school 2. Summer or Tour Abroad 2. Occasionally
3. Started in college 3. Year of Study Abroad 3. Frequently"
(ibid: 153)
In addition, time began is not an accurate measure of study time, as it does not take into 
account periods without study, nor the intensity of study. Likewise, time abroad is only a very 
approximate measure of residence time. Adjectives like "occasionally", used in the third scale, are 
open to interpretation, and therefore cannot measure time accurately. These drawbacks may 
partly explain the lack of stronger correlations. Given the staff, and the other resources available 
to Carroll, it is surprising that he still only managed to account for around 35% of the variance in 
proficiency scores (for his largest subgroup, students of French, N = 1039).
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This project is one of the few large-scale prediction studies carried out in Britain, with a 
largely representative, cross-institutional sample. It did not focus on language learning, but 
separate results are available for language studies.
Entwistle & Wilson (1977) undertook a pilot study using the complete intake to the arts 
(N = 639) and science (N = 376) faculties at Aberdeen University in 1967. Data was collected on 
the students' background, ability, personality, attitudes, study methods, motivation and 
performance at university over a three year period, using a variety of tests, questionnaires, 
academic records, and headteachers' reports. The results showed that the key factors in
predicting degree success & failure were:
1. A bursary competition place
2. First year examination marks
3. SCE higher / GCE A-level results
4. Headteacher's estimate of honours
The key reasons for difficulty at university were found to be:
1. Lack of motivation
2. Study difficulties
3. Other
4. Lack of guidance / wrong subjects
The main investigation involved seven British universities: Birmingham, Durham, 
Lancaster, Liverpool, Newcastle, Nottingham and York. A sample of 2,567 students were 
selected, from those entering the arts and science faculties in October 1968. A similar set of data 
was collected from this follow-up sample over the three year period of their degree courses. As 
previously, the main criterion of success was the final year degree results.
1.2.2 The Rowntree Project: British Universities (1977)
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The results of a correlational analysis produced the following median correlations with 
degree results (p < 0.05, for language students only, sample size not given):
Predictors Median correlations
First-year marks 0.39
Number of "O" levels 0.16
"A" level grades 0.16
Verbal aptitude 0.26
Motivation 0.16
Study methods 0.17
Hours studied 0.13
Sociability -0.25
Extraversion -0.19
The only time factor included was hours studied (in fact, this was hours of private study), 
and the correlation is very weak. Entwistle & Wilson admitted that these results were 
disappointing:
"...prediction of academic performance from single variables is weak.
No strong relationships were found..."
(ibid: 111)
The intercorrelations between the main predictors and hours studied were also very low ( r 
= -0.03 to 0.18, significance level and sample size not given). The results of a multiple regression 
analysis produced equally low multiple correlations for a variety of models for the different 
faculties, and using different sets of independent variables (R = 0.17 to 0.42, significance levels 
and sample sizes not given). The model with the highest multiple correlation happened to be for 
language students and included the time factor "hours studied" as one of the predictors, although 
its beta-weight was very low. The independent variables used in this model were very similar to 
the nine predictors shown above.
97
The results of the Rowntree Project are even more disappointing than the previous survey, 
with a wide range of predictors only accounting for around 18% of the variance in degree results. 
Entwistle & Wilson anticipated the poor results in their chapter on methodological problems:
"Most empirical social scientists would expect a substantial proportion 
of unexplained variance in predicting degree results, but it still comes as 
a shock to find that academic performance shows low2 correlations with 
almost every predictive measure."
(ibid: 7)
Commenting on the reliance of British and American studies on degree results, especially 
where essay-type questions are used for examination purposes:
"...the reliability and validity of these criteria is a vexed question...
If the marks used as the criterion of success are, at best, not wholly 
reliable and, at worst, almost randomly allocated, it would come as no 
surprise to find low' correlations w2ith such a criterion."
(ibid: 11)
The problems of using degree results are compounded when they are combined from 
different institutions and different subjects, as they were in this project. One wonders to what 
extent an upper-second class degree in French from Liverpool is equivalent to an upper-second in 
German from York? Another cause for concern is the instrument for study methods used to 
collect data on the variable "hours studied". This was simply one line in a questionnaire:
"Number of hours spent in private study during the previous week"
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(ibid: 99)
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This does not seem a good measure of study time as the previous week may not be typical 
of the student's behaviour, and private study was not clearly defined. A final drawback with these 
unimpressive results is that they are now nearly 30 years out of date.
1.2.3 Lett & O’Mara’s Study (1990)
A large-scale longitudinal study of language learning was carried out by Lett & O'Mara 
(1990), at the Defense Language Institute Foreign Language Centre (DLIFC) in Monterey, 
California. Their sample consisted of 1,903 U.S. Army personnel entering the Institute 
between February 1986 and August 1987. These students of Korean, Russian, German and 
Spanish completed a series of questionnaires, inventories and tests on at least six occasions 
before, during and after their language training.
Data was collected on a very wide range of student variables: general intellectual ability, 
sex, age, level of education, aptitude, handedness, prior FL experience and proficiency, attitude, 
motivation, self-confidence, learning strategies, personality, cognitive style, critical thinking, 
memory and expression. Student proficiency was measured using the DLPT test of listening, 
reading and speaking. No information was given on the reliability and validity of this test, and we 
are informed that the materials are not available outside government circles.
The results of multiple regression analyses, using 11 predictor blocks (including student 
aptitude, attitudes, motivation, and most of the variables mentioned above) to predict student 
proficiency levels, produced relatively low multiple correlations (R2 = 0.168 to 0.245, p < 0.001, 
N = 881). The best model for students of Spanish only accounted for around 45% of the variance 
in listening scores (p < 0.001, N = 164).
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One conclusion from Lett & O'Mara's results is that predictability (variance accounted for) 
varies with target language and with the skills test used. Thus, stronger relationships were found 
for Spanish and German, than Russian and Korean. Likewise, speaking was generally less 
predictable than listening and reading for all languages.
The 11 predictor blocks used in the multiple regression equations included the variables 
prior language training and learning strategies, which seem to overlap to some extent with the 
time factors used in the present study. No details were given of the importance of individual 
strategies. It is also not clear how prior FL training was measured, but it appears to include 
training in any foreign language. Apparently, time abroad was not considered as a possible 
predictor. Furthermore, no information was given concerning the overlap of the predictor blocks.
We were given, however, an indication of the importance of each predictor block to the 
multiple regression equations. The change in R2 for each predictor block showed that aptitude 
and learning strategies were more influential for Korean and Russian, whereas general abilities, 
learning strategies, attitudes and motivation were more important for German and Spanish. Prior 
FL training was moderately important for German only. Lett & O'Mara do not attempt to explain 
the complex interactions between predictor blocks and languages.
Perhaps more important are the reasons for such low multiple correlations using a wide 
range of variables, with apparently reliable instruments. One assumes that the instruments are 
first class when world experts have been called in to modify them for this particular study (e.g. the 
one for measuring motivation and attitudes was specially designed by Gardner, and the instrument 
for learning strategies was designed by Oxford). Lett & O'Mara suggest that the restricted nature
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of their sample may lead to lower correlations, and that they may have omitted some powerful 
predictors, but do not give any examples. They also go on to state:
"Success in language learning at DLIFC can be predicted. .. .
On the average, the significant prediction equations accounted for 27.7% 
of the variance in the criterion measures."
(ibid: 255)
The criterion measures, however, included attrition, so 20% would be a much more 
accurate figure to use for the prediction of proficiency levels. Without more detailed information 
on the instruments used it is difficult to fully evaluate these results. It is also this author's opinion 
that restricting the predictors to only student variables probably reduced the predictive capacity of 
the models used.
1.2.4 Ehrman & Oxford's Correlational Study (1995)
The last and most recent of the large-scale multivariate studies examined the relationships 
of a variety of variables to end-of-training proficiency ratings in speaking and reading. Ehrman & 
Oxford (1995) used a sample of 855 U.S. government employees and their families studying 34 
different languages. Most of the sample (71%) were from the Department of State, 10% were 
from the Defence Department, and the rest were from other government departments. The mean 
age of this group was quite old (39) and highly educated (40% had master’s degrees), compared 
to most samples found in research on language learning. The two main languages studied were 
Spanish and French.
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Data was collected using questionnaires on a range of variables including: student 
aptitude, age, sex, motivation, anxiety, self-esteem, tolerance of ambiguity, risk-taking, language 
learning strategies, and language learning styles. Proficiency was measured using the Foreign 
Service Institute (FSI) tests for speaking and reading. We are told that the reliability of these 
tests were high, but no details were given. The strategy questionnaire used was the 80-item 
Strategy Inventory for Language Learning (SILL); this instrument had high reliability coefficients 
in previous studies (mean Cronbach alpha of 0.95).
The main significant correlations with speaking scores are shown below:
Variable Spearman rs N
MLAT total 0.50** 282
Beliefs about self 0.45** 163
Student anxiety (when speaking) 0.42** 163
Number of previous languages 0.34** 692
General motivation 0.32* 163
Intrinsic motivation 0.28* 163
Cognitive strategies 0.21* 262
Age -0.33** 855
Similar, but slightly lower, correlations were found using the reading proficiency scores. 
Ehrman & Oxford stated that further analysis of the data, including intercorrelations of the 
independent variables, was to be published at a later date. The only possible overlap between 
their best predictors and time factors seems to be the variable "cognitive strategies", which 
accounted for only 4% variance in the speaking scores. However, no details were given of the 
influence of individual strategies.
Most of the instruments used in this study are established and well known, but the 
researchers did not check their reliability and validity for this sample.
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Bearing in mind the restricted nature of this sample, the lack of further analyses, the 
absence of any background variables as predictors, and the use of only two skills as the criterion 
of proficiency, these results are of limited value to the present study.
What conclusions can we draw from these four large-scale multivariate studies? From this 
limited evidence, there seems to be little or no overlap between certain time factors and some 
other main predictors. The results presented, however, are not sufficiently comprehensive to fully 
address the question of overlap. The multiple regression models include a selection of time 
factors as predictors, but most models only account for a minor proportion of the variance in 
proficiency levels, typically ranging from 18 to 35% for the complete sample.
It should also be noted that this author does not know of a single large-scale multivariate 
study focusing on language learning at British universities. The closest is probably the Rowntree 
project, and that was carried out nearly 30 years ago.
Much of the research reviewed in Sections 1.1 and 1.2 has been used to build models of 
language learning. In the next, and last section of the literature review, we shall examine those 
models most relevant to the present study.
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1.3 MODELS OF LANGUAGE LEARNING
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There is a myriad of models of language learning, and related theories and discussion 
documents, based on a vast amount of research. Numerous surveys of this literature have been 
carried out in recent years. Readers are referred in particular to the following6: Cook (1991) 
chapter 8, Ellis (1986) chapter 10, Ellis (1994) chapters 11 to 14, Gardner (1985) chapter 7, 
Gardner & MacIntyre (1992, 1993a), Johnstone (1992, 1993, 1994, 1995), Krashen (1982) 
chapter 2, Larsen-Freeman & Long (1991) chapter 7, McLaughlin (1987), Schulz (1991), 
Skehan (1989) chapter 1, Spolsky (1989) introduction, and Stem (1983) chapter 16.
These surveys contain details of different types of models: processing models, linguistic 
models, psychological models, social models, preference models, psycholinguistic models etc. 
To this list we should, perhaps, add another category: models for predicting success in language 
learning. In this thesis, we are only concerned with the prediction of success in language 
learning, especially models which are designed to predict the proficiency levels of adult language 
students at university.
Those models which seem most relevant to this thesis are described below in 
chronological order: Carroll's Model of School Learning, The Good Language Learner Model, 
Gardner's Socio-Educational Model, Skehan's Framework, Spolsky's Preference Model and 
Gardner's Revised Model. Each model is examined in turn for the inclusion or exclusion of time 
factors, and relationships between time and learning. Some of the researchers, who produced 
their own models of language learning, have already been mentioned in the review of research 
on time factors e.g. Carroll, Naiman and Spolsky.
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1.3.1 Carroll's Model of School Learning (1962)
Tliis model was first introduced back in 1962, in the context of intensive foreign 
language training of military personnel. Carroll was trying to develop tests, such as the MLAT, 
which predicted successful language learning in order to minimise costly training failures. 
Although the exact status of this model was not clearly stated, it seems as though his model was 
developed to try to explain why aptitude was a good predictor in some circumstances and not in 
others.
Carroll designed a general model of learning any complex task (see Figure 1.5), where 
successful learning is related to five independent variables:
(1) adequacy of presentation of task (or quality of instruction)
(2) time allowed on the task (or opportunity for learning)
(3) student intelligence (or IQ)
(4) student aptitude
(5) student motivation (or perseverance)
FIGURE 1.5: CARROLL’S MODEL OF SCHOOL LEARNING
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A series of mathematical formulae and assumptions were given, but with little 
justification. For example, student understanding was assumed to be a function of verbal 
intelligence and quality of instruction, and efficiency of learning a function of the ratio of time 
spent on a task, to time needed for mastery. Computer simulation was used to predict the 
possible effects of different levels of student motivation, quality of instruction and time allowed 
on the correlations between efficiency of learning and three other variables: motivation, 
intelligence and aptitude. The relationships between time and learning were complex and 
unclear.
Although this model was the starting point for much research (see Carroll, 1989), it was 
designed for the mastery learning of subtasks of general subjects at school. It does contain one 
time factor, time allowed, but the relationships given do not seem particularly useful for the 
prediction of success in language learning at university level. No background factors were 
included as predictors, presumably because of the short timescale involved in the completion of 
such tasks.
More generally, the drawbacks with this model are the limited set of variables, and the 
limited number of interactions between those variables. With such a small number of variables it 
was probably not necessary to include both aptitude and intelligence, as these may well overlap. 
Carroll's model does not take into account: different learning situations (e.g. homework and 
informal learning), disturbance factors (e.g. illness causing poor performance), feedback (e.g. 
success or failure influencing student motivation), and language loss (e.g. decrease in proficiency 
during an extended period without study or use of the target language). His first variable, 
adequacy of presentation, is also very difficult to define, and therefore to measure.
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As part of the GLL study, Naiman et al (1978) proposed a model where learning 
outcomes are influenced by four main groups of independent variables: teaching factors, learner 
factors, learning factors and environmental factors (see Figure 1.6). Some examples of each 
group of variables were given.
FIGURE 1.6: THE GOOD LANGUAGE LEARNER MODEL
1.3.2 The Good Language Learner Model (1978)
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The group entitled teacher factors included: input from the teacher and classroom, 
teaching techniques and materials. Learner factors (or ID variables) included: intelligence, 
aptitude, past learning experiences, age, personality, motivation and attitudes. Learning factors 
included: conscious strategies and techniques, unconscious processes and an effective 
component. Environmental factors seemed to be grouped together with contextual factors, 
although there was a difference between their diagram (ibid: 2) and text (ibid: 1 to 4). These 
environmental / contextual factors included: opportunities for language use and contact, the 
influence of socio-economic background of students, and other social and political influences. 
Various student outcomes were also considered: L2 proficiency, errors, interlanguage failure 
and an affective component.
One of the main advantages of this model is that it includes a wide range of variables, 
including some which seem to overlap with the time factors used in the present study: past 
learning experiences, strategies and techniques, and opportunities for use. The disadvantages, 
however, seem more numerous. First, the variables are not clearly defined. Second, the 
relationships between variables are not specified. The "model", in fact, is little more than a list 
of possible influences on learning outcomes. Thirdly, the status and scope of the model is also 
unclear. Does it apply to any type of language learning in any situation? What is the purpose of 
this model? Fourthly, the justification for the model, in terms of previous research, is very weak. 
Fifthly, it does not take into account disturbance factors, feedback and language loss.
In conclusion, the GLL model is simply a list of factors which may influence language 
learning. This simplicity does facilitate the discussion of these influences, and how they may be 
grouped.
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Approximately 20 years after the Carroll model (1962), Gardner developed a model of 
second language acquisition based on a slightly wider range of individual difference and social 
variables (see Figure 1.7 overleaf). Gardner acknowledged the influence of Carroll, and also 
Lambert's socio-psychological model (Lambert, 1974). Gardner’s model was designed for the 
Canadian situation, where the importance of integrative orientations and positive attitudes to the 
target language community have been shown. This being the case, the arrows from cultural 
beliefs to motivation, and possibly anxiety, seem logical. Why intelligence and aptitude should 
be influenced by cultural beliefs is not at all clear, and appears counter-intuitive. One advantage 
of this model is the recognition of language learning in formal contexts, such as schools, and 
informal contexts, such as restaurants.
As with the Carroll model, it seems superfluous to include intelligence and aptitude in 
such a small group of ID predictors. In fact, intelligence was dropped from some of Gardner's 
later models. There are no time factors included in this model, but it is useful to contrast it with 
other models later in this review.
An operational formulation of Gardner's model was tested in 1983 by building a causal 
model relating the variables and then assessing the degree of fit of experimental data by the 
statistical package LISREL. Despite the increased complexity and sophistication of this model, 
and further extensions outlined by Gardner, Lalonde & Pierson (1983), it does not take into 
account any teacher factors, nor any interaction factors (e.g. intensity of classroom interaction). 
It cannot be considered a general model of language learning as it is only concerned with student 
factors, and does not include a wide enough range of variables to account for the tremendous
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complexity of most language learning situations. In addition, the number of interactions 
between variables and the number of feedback loops in the causal diagram is limited.
FIGURE 1.7: GARDNER’S SOCIO-EDUCATIONAL MODEL 
Gardner's educational model (1985)
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In his influential and comprehensive review of ID research, Skehan (1989) put forward a 
modified form of the GLL model in order to discuss interactions between variables more clearly. 
His framework for research on language learning (ibid: 120) is still essentially a taxonomy of 
variables with six main groups. Three of the groups are almost the same as the GLL model: the 
learner, learning and outcomes. The other three groups of variables are: classrooms and 
materials, social context, and opportunities for target language use. There are four main 
differences between the two models. First, "opportunities for use of the target language" has 
been taken out of the group of variables on the context / environment and placed in a more 
prominent position, according to Skehan to:
"reflect the growing importance attached to communicative approaches 
and a 'talking to learn' perspective."
(ibid: 119)
Second, the "teaching" group of variables has been renamed "classrooms and materials", 
and a group of variables added on organisational and efficiency issues. Third, the total number 
of variables included in the model has increased. Lastly, Skehan acknowledges the possibility of 
far more interactions between variables, with sixty potential interactions between the "learner" 
and "classrooms and materials" groups of variables.
In terms of time factors, there are gains and losses. Skehan places "opportunities for 
use of the target language" in a more prominent position, but "past learning experiences" is no 
longer included as a learner variable (no reason is given for this omission). "Conscious 
strategies" are still included in the learning group of variables. As this is a taxonomic model, no
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1.3.4 Skehan's Framework (1989)
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relationships are given between time factors and proficiency levels. This model moves in the 
direction of greater complexity, but does not specify even one relationship between the 
independent and dependent variables.
1.3.5 Spolskv’s Preference Model (1989)
At roughly the same time, Spolsky (1989) responded to the complexity of the learning 
situation by putting forward a general model of language learning with 74 preference conditions. 
As mentioned previously, each condition is classified using the categories: necessary, graded and 
typical. He also suggested a causal diagram relating some of the conditions, one simplistic 
formula to calculate future knowledge and skills (see Section 1.1.3.1), and gave some idea of 
how his model could be developed in the future, using such techniques as parallel distributed 
processing and expert systems. The crux of his model is a long list of conditions, some of which 
indicate possible interactions, for example:
"Condition 33: Second Language Learning Anxiety Condition (typical, graded):
Some learners, typically those with low7 initial proficiency, low7 motivation 
and high general anxiety7, develop levels of anxiety in learning and using 
a second language that interfere with the learning."
(ibid: 115)
The main preference conditions relating to time factors have already been mentioned 
earlier: the exposure condition 51 (see Section 0.1.4), the simplified language condition 70, the 
comprehensible input condition 71, and the formal language learning-teaching condition 74 (see 
Section 1.1.1.3). His causal model includes formal and informal learning, residence and visits to 
Israel, and good learning behaviours, so the model is very broad.
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Unfortunately, Spolsky does not explain how he classifies his 74 conditions, nor the 
exact nature of the interactions between the conditions. One might ask of condition 33, for 
example: How typical is this condition ? What is the relationship between anxiety and language 
proficiency ? How much does anxiety interfere with learning ? Spolsky's model is essentially 
qualitative. It is not clear how most of his conditions interact, and to what extent. Another 
major drawback is that the case study presented in his book lends support to only a handful of 
his conditions; the testing of his model is far from complete.
1.3.6 Gardner's Revised Model (1993)
More recently, Gardner & MacIntyre (1993a) updated the socio-educational model to 
take into account recent research findings. There were four main changes. Firstly, they 
introduced two extra ID variables: strategies and language attitudes. Gardner & MacIntyre 
stated that other predictors could have been added to the model, such as personality variables 
and learning style, but that they only wished to include the major variables. Secondly, the group 
of variables labelled "cultural beliefs" was excluded, and a more general group of "antecedent 
factors" was placed before the ID variables. The antecedent factors included prior experience 
and prior training in the target language. These antecedent factors were not connected to any of 
the other variables with arrows, so it is not clear exactly how they were related. Thirdly, far 
more interactions were introduced, including feedback loops from linguistic outcomes to 
strategies, and from non-linguistic outcomes to the affective ID variables. Lastly, the whole 
model is influenced by the socio-cultural milieu, but this association is vague. Gardner & 
MacIntyre admit this lack of precision, but insist that the link should be included in the model 
and call for further research to delineate the nature of this relationship.
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This revised model contained three variables which seem to overlap with the time factors 
used in the present study: strategies, prior experience and prior training in the target language. 
The revised model gives no information on the relative strength of the independent variables, 
nor on the nature of the relationships between those variables. It does, however, appear to be 
a more comprehensive model of language learning, and a better summary of current research.
To conclude this section on models of language learning, we should note the general 
tendency of more recent models to become more complex, reflecting the language learning 
process itself. This complexity has taken the form of more variables and more interactions 
between variables, including feedback loops. The most recent models have all included a range 
of time factors. Gardner & MacIntyre remark on the link between quantity of research and the 
complexity of the learning process:
"The sheer volume of research currently available points to the 
complexity of the language-leaming process and the need for further 
research to consider the man}’ remaining questions."
(ibid: 10)
It is also this author’s opinion that model construction is an excellent method of 
identifying gaps in research. In the next chapter, the pilot model from the present study will be 
outlined, and the hypotheses generated by the building-testing process.
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1. The influence of these factors on academic success and failure may be seen in Appendix B, 
Sections 5 and 8.
2. With a sample size of 52 and significance level (p) of 0.05, Pearson P-M Correlations would 
need to exceed 0.273 to reach significance.
3. Length of residence was found to be a significant predictor of free oral production (using an 
ANOVA, F = 40.6, w2 = 0.22, p < 0.001, df = 142), but other tests gave non-significant results.
4. These minus signs show that the correlations were negative.
5. No significance level was given for this extremely weak correlation. Nevertheless, Tymms 
(1992a) considered it (and two other weaker correlations) strong enough to generalise; the 
sample size was about 3000:
"These correlations confirmed that there was a slight tendency for the
academically less successful to spend more time on homework ..."
(Tymms, 1992a: 5)
6. In some cases, particular chapters of books have been indicated, in the other cases, the whole 
book or article seems relevant.
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CHAPTER 2
2.0 PHASE 1: PILOT MODEL
The first phase of research consisted of building a pilot model, testing it with two groups 
of language learners, and modifying the model in the light of the results obtained. As mentioned 
in Section 0.2.1 of the Introduction, the pilot model was designed to predict proficiency levels 
after a period of language learning. This model is presented to place the main aims and 
objectives of this thesis in context. The intricacies of the model building / testing process are 
considered outside the scope of this thesis, but are available from the author. After an overview 
of the model, and a brief description of the building / testing process, including one or two key 
results, we shall discuss the issues related to time factors.
2.1 OVERVIEW OF MODEL
2.1.1 Status of the Pilot Model
As with all pilot models, it is essentially part of an exploratory process, where 
instruments and ideas were tested, where hypotheses were generated, and the feasibility of 
continuing in certain directions was assessed. Taking this into account, and the necessity to 
restrict the scale and sample size of any pilot investigation, it is impossible to make any 
substantial claims concerning the preliminary results and first tentative conclusions obtained.
The pilot model is similar to Spolsky's preference model (Spolsky, 1989) in that it relates 
the preferred conditions for language learning to proficiency. It is also somewhat similar to 
Gardner's socio-educational model (Gardner, 1985) in that it relates individual differences and 
social factors to linguistic outcomes. What makes it different, however, to these models of
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language learning is an attempt to quantify relationships between key factors, such as student 
motivation and aptitude, and proficiency levels.
The pilot model of foreign language learning was designed to predict student proficiency 
levels, given sufficient data concerning the student and the different situations where he/she is 
learning a foreign language. One key feature of this model is that it is in the form of a computer 
programme, which can be used on-line to update predictions as new data becomes available, and 
can also be easily modified in the light of new research findings. Foreign language learning 
(FLL), in this context, means any language, other that the first language, learned or acquired, 
essentially in an educational situation.
2.1.2 The Need for Such a Model
Working abroad as a British Council / ODA adviser, the author of this thesis was
frequently asked to predict student proficiency levels after a period of language training, in order 
to assess students' suitability for further studies at an anglophone university. It is very difficult 
to predict student proficiency levels, because they depend on so many factors. Due to the 
complexity of the learning situation, and the number of variables involved, a computer model 
was seen as a possible way of providing a fast and flexible tool to assist with planning and 
course design.
Other researchers have called for more comprehensive and ambitious models:
"... what are required most urgently in second language learning are models 
which allow both instructional factors and individual difference variables 
to operate simultaneously."
(Skehan. 1989:6)
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saying:
"The model that I have been exploring assumes that these various 
studies can be integrated..."
(ibid:231)
This model attempts to integrate the results of many such studies, taking into account 
many key factors, in order to give guidance to the prediction of proficiency levels, for the 
purposes of planning and course design.
2.1.3 Kev Elements and Relationships
To facilitate the description of the pilot model, readers are directed to Figure 2.1 
overleaf, which shows a diagram of a simplified form of the pilot model (i.e. without any 
feedback, no interactions between factors, no location factors, and only linear relationships).
Readers are first reminded that many of the terms used to describe the pilot model are 
defined in Appendix J. The pilot model contained six main groups of independent variables: 
student factors, input / teacher factors, interaction factors, location factors, time factors, and
disturbance factors. The location and disturbance factors are not shown in Figure 2.1 to
simplify the diagram. The key factors, shown on the left, are assumed to influence the linguistic 
outcomes on the right. Only linguistic outcomes are considered, and these were measured in 
terms of student proficiency levels.
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Spolsky (1989) concludes his book "Conditions for Second Language Learning" by
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FIGURE 2.1: THE PILOT MODEL
PILOT MODEL
KEY FACTORS TIME FACTORS
Figure 2.1 shows three situations where learning takes place: the classroom, homework 
and informal learning. In each situation, learning is assumed to be a function of the time spent in 
that situation and of the students’ key factor score. The key factor score for each learning 
situation is a measure of the student's potential for language learning in that situation, and is 
calculated by adding the student scores for all the key factors. Learning in each situation may be 
disturbed by four disturbance factors: personal disturbances (e.g. illness, culture shock), centre 
disturbances (e.g. poor management, noisy workmen), domestic disturbances (e.g. new baby, 
overcrowded accommodation) and local disturbances (e.g. flooding, civil war).
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The student factors were: motivation, aptitude, attitudes to language learning, 
self-confidence and anxiety. The input / teacher factors consisted of teacher motivation, teacher 
aptitude, teacher feedback and correction of homework, and materials for language learning. 
The interaction factors were: classroom interaction, and differences between target language and 
student's languages. The location factors consisted of study conditions for homework, role of 
the target language, and infrastructure of the country where learning took place.
Thus, the pilot model assumed that the more time spent in the learning situations, and the 
more favourable the conditions for language learning, the more learning took place. As a first 
approximation, which was considered sufficient for a pilot model, the influence of each variable 
was cumulative. Thus, a high score for motivation could compensate for a low score for 
aptitude. Likewise, much time spent on homework or informal learning could compensate for 
less time spent on classwork. This principle of addition was used throughout the model, so that 
the highest proficiency levels would be expected from students with both high scores for 
motivation and aptitude, and maximum time spent in all three learning situations. This example 
has been simplified to convey the principle of addition, as many more variables need to be taken 
into account, also the weightings allocated to each variable, periods of time without study or 
use, and the possible influence of disturbance factors. Ellis (1994) refers to this principle of 
addition as the "aggregate view":
"According to the aggregate view, success is the result of the accumulative 
effect of facilitative IDs."
Chapter 2: Pilot Model
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2.2 METHOD AND RESULTS
This section gives a broad idea of how the model was constructed and tested, and some 
preliminary results. Copies of the computer programme, the formulae, the instruments used, and 
the details of calculations are available from the author.
2.2.1 Building the Pilot Model
In August 1992, the decision was taken to build and test a pilot model, adapted to one
Algerian Institute: INELEC (Institut National d'Electricite). Initially, a simple model was 
designed to fit the Algerian situation. Later, it was planned to refine the model and to adapt it to 
other situations. This means that the building and testing of the model were different aspects of 
the same dynamic process.
This process consisted of:
(a) building the model on the basis of:
- previous models (see Section 1.3)
- previous research (see Appendix B)
- the opinion of experts (see Appendix B, Sections 2 and 4)
- data on proficiency levels world-wide from UCLES and British Council databases 
(available from the author)
- the opinion of 41 Algerian lecturers on the influence of a wide range of variables on 
language learning in Algeria (questionnaires: results available from the author)
- assumptions provided by the present author from his own experience as a language 
adviser
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(b) testing the model at INELEC (see Section 2.2.2)
(c) investigating differences between real proficiency levels and predictions
(d) refining the model
(e) retesting the model at Sussex University on a group of Turkish postgraduate students (see 
Section 2.2.3)
(f) making further modifications to improve the predictive capacity of the model
The key factors, and their weightings, were selected after careful consideration of the 
results of questionnaires from 41 Algerian lecturers of English concerning which variables 
seemed to be important in their situation, and their degree of influence. The variables which 
were felt to be most influential were:
- student motivation, aptitude and self-confidence
- teacher motivation, aptitude and proficiency in L2
- methodology and materials
The results from previous research (see Appendix B) were also influential. These 
quantitative results give an idea of the order of magnitude of the influence of certain key 
factors. It is not difficult to justify the inclusion of the 5 ID variables as research on these is well 
documented (see also Figure 1.4). Support can also be found in the literature for the input / 
teacher factors and interaction factors. Skehan (1989) includes teaching materials and feedback 
as variables in his framework. Other support for the importance of these variables comes from a 
variety of experts: teacher attitudes and motivation (Bibeau, 1990), teacher attitudes (Burstall, 
1975), teacher quality (Carroll, 1963), L1/L2 differences (Long, 1990), teacher factors 
(McDonough, 1981), teacher language proficiency (Schulz, 1991), teacher aptitude and
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motivation (Vincent, 1990) and homework that is checked (Walberg, 1982). There is also 
limited support for the disturbance factors in Section 4 of Appendix B on factors influencing 
failure e.g. illness (Rowsell, 1992). The group of variables most difficult to support are related 
to location. Study conditions for homework was a variable introduced because of local 
conditions at INELEC; students in some types of accommodation expressed difficulty in being 
able to complete homework assignments. Regional variation in proficiency scores are evident 
from British Council, UCLES and TOEFL data; the role of the target language in the country of 
learning and the level of infrastructure / development of that country were assumed to be partly 
responsible for some differences. Analysis of data from the British Council DTE database gave 
some indication that the fastest language learners came from the economically more successful 
countries where English has an important role to play e.g. Hong Kong and Japan.
During the academic year 1992/93, the first pilot model was written in the form of a 
computer programme in Turbopascal. The basic programme "Leaml", and most of the 
subsequent modifications leading to "Leam5", were written by Dr D.C. Gilles, Professor of 
Computer Science, The University of Glasgow, using formulae supplied by the present author. 
It was written on an Amstrad 1640, but will run on any IBM compatible under MS-DOS. The 
programme reads in the data for each student in turn, prints out the same data, creates a data 
file containing this data, calculates predicted proficiency levels for each student and creates 
another file for the results. The two final versions of the pilot model "Learn 6 and 7" were 
modified by the present author, prior to the tests at Sussex University.
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The first two stages of testing the pilot model used data on two students: Mr Omar 
Saidani and Mr Hakim Cherchari. Both were on intensive EAP courses at the ESP Centre, The 
University of Algiers. They were preparing to leave for the U.K. to commence postgraduate 
studies.
First, the model was calibrated, using estimates of the key factors influencing Mr 
Saidani's course and his IELTS scores. The second stage was to carry out trials on the newly 
created instruments to measure the key factors, time factors and disturbance factors. Mr Hakim 
Cherchari assisted with this process and helped to iron out some of the teething problems. 
Some of the scales were tested during teacher-training sessions at the ESP Centre.
The third stage was data collection at INELEC, Boumerdes, Algeria. After two 
preliminary visits to collect background information, the data was collected from a group of 14 
first-year students, 4 teachers and the Head of English. This involved administering about 12 
hours of tests, questionnaires and interviews to measure the key factors, time factors, 
disturbance factors and proficiency levels of the students. Two proficiency tests were used near 
the beginning and end of the English course. This data was collected between October 1992 and 
April 1993.
The fourth stage was data analysis; this took place during the summer of 1993, and 
involved marking the tests, combining the various raw scores into key factor scores, feeding the 
information into the computer, and finally comparing the predictions with the final test scores.
2.2.2 Testing the Pilot Model in Algeria
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INELEC was chosen for the pilot model because all the students had to have a 6-month 
intensive English course prior to starting their studies in electronic engineering. The students 
were well motivated to learn English, as they had to pass the initial course to be able to continue 
their main studies in this English-medium Institute. The group of students with the highest 
proficiency level was selected (Group 1), to avoid having to translate the various questionnaires 
into French, Arabic and Berber.
Unfortunately, the period chosen to collect this data was a time of considerable unrest in 
Algeria. The country was politically unstable and there were severe economic and social 
problems. These problems are reflected in the high disturbance factors registered. In addition, 
the students had little opportunity for learning English outside the classroom. Due to the 
overcrowded student accommodation, it was also difficult for some students to do any 
homework.
On the positive side, the calibre of staff and students was relatively high, and there was a 
reasonable selection of books and equipment available for language teaching. The Institute was 
set up by a consortium of seven American Universities and was reasonably well managed. The 
British Council / ODA ESP Project gave some assistance to the English Department, mainly in 
the form of staff training and periodicals on language teaching.
The instrument used to measure time spent on language learning was HOURS 1, which is 
an early version of the instrument included as part of the main questionnaire (see Appendix A). 
The proficiency levels were measured by taking the average score on three tests: reading, 
listening and interview (similar to the ELTS tests). They were cross-checked using the STO 
proficiency test. Unfortunately, two students were absent for the final tests, which means that
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predictions could only be made and compared for the remaining 12 students. It should also be 
noted that some students were noticeably reluctant to take the final test.
The initial results are shown at the end of Section 2.2.4. Most of the predictions covered 
a 5-month period. In terms of percentage error, 13 out of 14 predictions1 were in the range 
+12% to -11%, and 9 out of 14 were in the range +7% to -6%.
2.2.3 Testing the Pilot Model at Sussex University
The pilot model was retested on a group of 11 Turkish postgraduate students preparing 
for PhD studies in various science subjects. They took a six-month intensive EAP/ESP course 
at the Language Centre, Sussex University from October 1993 to March 1994. The group was 
mainly male, and of mixed proficiency levels. They seemed to take a long time to settle down 
and adjust to the independent study methods used at Sussex University. Some had 
accommodation problems, and others health and financial worries, which meant that they 
generally made slow progress.
The same instruments and tests were used as for the Algerian students, with one or two 
minor modifications. Thus, very similar data was collected2 and analysed in the same way. The 
results of the Algerian and Turkish data are grouped together and compared in the next section.
2.2.4 Results
First, the predicted proficiency levels are compared with the actual levels, and then 
selected results of a correlational analysis using SPSS 6.0 for Windows are presented.
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One way of comparing the predictions with the actual proficiency scores is to calculate 
the percentage error in prediction. The mean percentage error in prediction for the groups at 
Sussex University and INELEC are shown in Table 2.1 below:
TABLE 2.1: PERCENTAGE ERROR IN PREDICTIONS FOR MODELS ’’LEARN5, 6 
& 7”
MODEL % ERROR AT SUSSEX % ERROR AT INELEC
Leam5 15 8
Leam6 9 6
Leam7 8 6
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Another way of comparing the predictions with the real scores is to calculate the 
correlation coefficients. The data from Sussex gave the following Spearman correlations: 
Leam5 (r = 0.733, p = 0.010, N = 11), Leam6 (r = 0.801, p = 0.003, N = 11) and Leam7 (r =
0.912, p < 0.001, N = 11). Both sets of calculations show that the predictions improved as the 
model was refined.
Looking next at the Spearman correlations between individual variables and proficiency 
scores for the combined data sets, the following significant correlations were found. The best 
predictors of proficiency were student aptitude (r = 0.783, p < 0.01, N = 23), motivation (r =
0.622, p = 0.002, N = 23), and self-confidence (r = 0.598, p = 0.003, N = 23); these results are 
consistent with previous research. Student attitudes to language learning only seemed important 
for the Turkish data (r = 0.751, p = 0.008, N = 11), but this may be due to the small sample size.
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There were only two other noteworthy correlations: a moderate Spearman correlation between 
hours of homework and proficiency (r = -0.458, p = 0.028, N = 23) and a strong Pearson 
correlation between hours chatting to native speakers and change in proficiency levels during the 
course (r = 0.753, p = 0.007, N = 11). None of the other predictors produced significant 
correlations, possibly because of the small sample size and limited range of variation in the 
variables concerned. One other Pearson correlation almost reached significance, the correlation 
between the disturbance factors and proficiency for the Algerian sample (r = -0.532, p = 0.075, 
N = 12). This last correlation might reflect the serious political and socio-economic situation in 
Algeria while the data was collected.
These results will be discussed in the next two sections: specific issues related to time 
factors, and then a more general discussion about the pilot model and associated results.
2.3 ISSUES RELATED TO TIME FACTORS
Time factors are of central importance to the pilot model. Inspection of the diagram 
(Figure 2.1) shows the prominent position of four time factors: class time, homework time, 
informal learning time, and time without study or use.
The main time-related assumptions built into the first pilot model were:
1. Learning is directly proportional to the time spent in each of the situations for language 
learning (see Spolsky's exposure condition 51; Spolsky (1989: 166))
2. The total influence of all the key variables is the simple addition of those same variables.
3. Any substantial period of time spent without studying or using English will reduce a student's 
overall proficiency (see Weltens & Cohen, 1989).
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Additional assumptions built into later versions of the pilot model were:
4. The Law of Diminishing Returns applies to this situation (see Section 1.1.3).
5. Formal study time was twice as influential as informal language learning time (see Figure 1.4 
for the relative importance of study and residence).
The results of the correlational analysis indicated the possible importance of time spent 
chatting to native speakers and homework time. The correlation for time spent chatting to 
natives was relatively strong, but the sample size was very small. It is clear that we cannot 
generalise on the basis of such a small sample. The correlation for homework time was of 
moderate strength, but negative, possibly indicating that faster and more capable learners3 spent 
less time on homework. This negative correlation seems to contradict assumption number 1 
above, but it is probably better to interpret it as "effect" rather than "cause". The problem of 
causality will be discussed further in Section 4.3.
2.4 DISCUSSION
When assessing the error levels of the predictions, we should bear in mind that the 
accuracy of prediction of the pilot model depends on many factors including: the length of 
prediction, the number of variables, the amount of time spent collecting data, the complexity of 
the model, the accuracy of the instruments, the amount of reliable data readily available on the 
learning situation, the quantity of relevant research available on the key factors and their 
interactions, the time dependency of the key factors and the stability of the learning situation.
The level of error in the predictions seems satisfactory for a pilot model; a simple 
additive model, with newly designed instruments and a relatively insensitive proficiency test,
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could not be expected to make much more accurate predictions. The correlations also seem 
consistent with previous research, and their strength is relatively high. They are, however, based 
on a very small sample.
There are numerous problems with the pilot model, as it stands, some of which concern 
data collection. To obtain an accurate picture of a highly complex and fast changing situation, 
one needs to collect a huge amount of data, without disturbing that situation. Data needs to be 
collected more often to take into account the variation of some factors with time. The 
instruments need refining, and more triangulation used to give greater objectivity. Every effort 
was made to ensure that the instruments were as reliable4 and valid as possible, but none of the 
instruments were standardised. The overall reliability and validity of the model can only be 
judged on the preliminary results.
Other problems concern the model itself. The pilot model incorporates too many 
assumptions which lack support from quantitative research. It is a model which was built for the 
Algerian situation with fixed weightings, which may not transfer to other situations. It does not 
take into account: non-linear relationships between the key factors and proficiency, interactions 
between factors, feedback loops and the possible time dependency of key factors.
Despite all these drawbacks, it was felt that the results of the pilot model were 
sufficiently encouraging that certain assumptions built into the model, and certain correlations, 
merited further investigation. These investigations took the form of a series of case studies in 
Chapter 3 and some essentially correlational research, using a larger sample size, in Chapter 4.
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1. The initial group of predictions included 12 students from INELEC plus two from the 
University of Algiers.
2. One minor difference was the extra data collected on student language learning activities 
using the instrument "HOURS2". This instrument was an early version of HOURS8 used in the 
main questionnaire (see Appendix A). It was felt necessary to collect this data due to the 
greater importance of informal language learning at Sussex University.
3. The intercorrelation matrix showed that hours of homework was significantly and negatively 
correlated to student aptitude (r -  -0.577*, N = 23).
4. The only reliability coefficients available are for the lELTS-format proficiency test used at 
Sussex University. Inter-rater reliability coefficients for rating the writing test on three separate 
occasions were acceptable:
1. r = 0.768, p < 0.01, N = 18
2. r -  0.749, p < 0.01, N = 20
3. r = 0.820, p = 0.002, N =  11
Only one inter-rater reliability coefficient was calculated for the speaking test and this was very 
high (although the sample was very small):
4. r = 0.934, p < 0.01, N = 11
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CHAPTER 3
3.0 PHASE 2: CASE STUDIES (STUDY HABITS OF SIX VOLUNTEERS)
Chapter 3: Case Studies
3.0 INTRODUCTION
The main function of this chapter is to examine the study habits of six students of French 
and EFL, and to triangulate this data with the data on the language learning activities of students 
of French and EFL, collected using the main questionnaire, during phase 3 of this research 
project (see Figure 4.1 for details of the overall process of triangulation). This part of the thesis 
allows us to look in depth at six students over a relatively long period. It also enables us to 
obtain a much clearer picture of six students from the sample used in the main investigation. 
This small amount of qualitative data should help to transform the numbers and statistics into 
real students, and partially bridge the gap between theory and practice.
The methodology used and results obtained are explained below, followed by a short 
discussion of the results. The results for students of French precede those for students of EFL.
3.1 METHOD
3.1.1 Sample
Two students of French (Kathy1 and Elizabeth) and four of EFL (Keiko, Jin-Mee, 
Li-Yun and Roberta), from Susssex University Language Centre, agreed to participate in these 
case studies. The two students of French were first year undergraduates in the School of 
European Studies, enrolled in the course entitled "French Intensives" (an intensive course for 
students with a relatively low level of French). The four students of EFL were studying on the
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FCE course, which is also considered an intensive course. A general description of each of the 
six students is given below.
3.1.1.1 Students of French 
Kathy
Kathy, aged 19, was an American student studying for a BA in Contemporary History 
with French. She obtained an "A" level in French at school, but only managed a grade D, so she 
needed a more intensive French course to catch up with many of her fellow students.
It is surprising that her "A" level result was not better, as she had spent 10 weeks as an 
au pair in France in 1993, had several French friends, and a brother who was almost bilingual in 
English and French. Kathy spoke no other languages.
Perhaps one reason for Kathy's lack of success in learning French was her lack of 
self-confidence and low self-esteem. She also hated tests, found her language studies stressful, 
and disliked speaking French in front of the class. Kathy was instrumentally motivated to learn 
French, as she needed to obtain good grades for her degree, she had to read some literature in 
French for some of her courses, and was due to spend one year in France as part of her studies. 
She was described as an alert, active, intelligent and co-operative student by one of her teachers.
Elizabeth
Elizabeth was also 19 years old, but of British nationality. She was studying on a BA 
course in Philosophy with French. Her "A" level result was much better, grade B, but she did 
not do well in the University entrance test as her speaking skills were very weak. Elizabeth had
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not spent any time in France prior to her course at Sussex University, had no French friends, and 
spoke no other languages.
Elizabeth was a shy, quietly spoken young lady, who also lacked self-confidence, 
particularly when speaking French. She described herself as highly motivated to learn French, 
with similar needs to Kathy (i.e. for future studies in French, visits to France, and examination 
results). Elizabeth was seen as an attentive, competent, hardworking student, shy, intelligent 
and motivated. She seemed to be more motivated and academically gifted than Kathy, but at the 
same time much more inhibited.
3.1.1.2 Students of EFL 
Keiko
Keiko was a young, Japanese woman, aged 25. She was in England for one year to 
improve her English and to take some courses in the School of Cultural and Community Studies. 
She learned her basic English at school and then took a degree in English Literature at a 
Japanese university. After that, she worked in a gallery in Mito for about 2 years.
The background information collected using instrument STUDINF1 (see Appendix C) 
indicated that she had an elementary knowledge of French; this probably made learning English 
somewhat easier. She had visited England twice before her course at Sussex University, which 
may have helped to reduce culture shock, and meant that she settled down more quickly. As she 
already had some anglophone friends, this also enabled her to overcome the initial obstacles 
more easily. There was a four year gap between her previous language course and the one at 
Sussex University, but she spent five years at university in Japan, so it did not take her too long
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to get back into an academic routine. Perhaps, the most important piece of background 
information is that she did not have to reach any particular level in English, nor pass any 
examinations. The absence of any entrance requirement may have contributed to a rather 
relaxed approach to language learning.
Keiko was generally well motivated, and had positive attitudes to language learning. She 
was a confident language learner, but was sometimes anxious, particularly when taking tests and 
answering questions in class. Perhaps her main problem, however, was that her aptitude for 
language learning was low, compared to other university students. She was seen by her teachers 
as a co-operative, motivated, hardworking and interested student. Like many Japanese students 
she was well disciplined.
The conditions at Sussex University, at Keiko's home, and in Brighton generally, were 
excellent for language learning. She was living with an anglophone family, so was able to 
communicate with the adults and children, watch television and participate in family life. There 
was a suitable place for her to study in peace at home. Apart from a period of about two weeks 
when she was distracted by the problems of changing accommodation, there were no serious 
disturbances to her language learning.
Jin-Mee
Jin-Mee was a female Taiwanese student, aged 26. She had decided to spend two years 
in England; the first year improving her English, at the University of Sussex, and the second 
year studying art. Jin-Mee had already spent 6 years learning English at school in Taiwan, and 2 
months at a language school in Brighton.
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Jin-Mee was already an accomplished linguist in that she spoke Japanese, Chinese and 
Taiwanese fluently, in addition to her basic knowledge of English. She had five anglophone 
friends or relatives, and was occasionally asked to translate documents for her mother. Apart 
from the obvious survival skills, Jin-Mee did not appear to have any pressing reason to learn 
English quickly. The main reasons she gave for learning English (to improve her general 
knowledge, to obtain a better job, and to study in English) were all future needs.
Jin-Mee had very positive attitudes to learning English and claimed to be highly 
motivated, but said she felt anxious when speaking English in front of the class. She also 
reported suffering from a mild case of culture shock, and found it difficult to study for long 
periods of time when her niece visited her. She was described as a calm, co-operative student, 
with a relaxed but active approach in class.
One of the main influences on her studies was probably her dominant cousin, Li-Yun, 
whose English was slightly better and who tended to do most of the talking.
Li-Yun
Li-Yun was 28 and also a female student from Taiwan. Li-Yun's history of language 
learning was very similar to that of her cousin, Jin-Mee, with six years English at school 
followed by a long gap, and then two months at a language school in Brighton. She was aiming 
to register for an MA in International Relations, after one year of language improvement.
Li-Yun's needs for learning English were mainly long-term (e.g. to improve her career 
prospects and for travel abroad), but she seemed to be even more motivated than her cousin.
Chapter 3: Case Studies
136
She gave the impression of being very hard working, alert, interested, organised and 
co-operative.
Roberta
Roberta, a 24 year old Italian woman, was very different from the other FCE students. 
In many ways, she was the opposite of the Taiwanese students: disorganised, confused, 
emotional and verbose. She rarely arrived on time for the data collection interviews, and often 
forgot to complete the questionnaires she was given.
Roberta learned English at school for only three years before her course at Sussex 
University, but spent a couple of months on holiday in England acquiring the language. She had 
an elementary knowledge of French, which probably helped to some extent. She also reported 
having four anglophone friends. Roberta intended to undertake some research in sociology at 
Sussex University.
Her needs for learning English were diverse, but mostly long-term, such as a possible 
visit to the USA, improvement of career prospects and to:
"learn the language spoken all over the world". (Roberta, 1994)
Roberta was the only volunteer absent during the data collection period, this was for a 
slight illness and a brief visit to Italy. She complained of being unable to concentrate due to her 
landlady's noisy children, and it is this author's opinion that she generally lacked the continuity 
and focus required for fast learning.
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3.1.2 Instruments
Two main instruments were used to collect data on student study habits: HOURS4 
(language learning activities), and STDIARY1/2 (a detailed diary of each minute of language 
learning). STUDINF1 was used to collect general background information. Copies of these 
three instruments are to be found in Appendix C. STUDINF1 and HOURS4 are early versions 
of the instruments found in the main questionnaire (see Appendix A). These instruments are 
examined in detail in Chapter 4.
A wide variety of other instruments were used on the case study volunteers to measure 
their proficiency levels, levels of motivation, aptitude, attitudes to language learning, 
self-confidence, anxiety, disturbance levels etc. As this work is not directly relevant to this 
thesis, these instruments have not been included, but are available from the author.
3.1.3 Data Collection
Several different techniques were used to collect data: interviews, questionnaires, tests, 
diaries, direct observation of classes, meetings (both formal and informal) and audio recordings. 
Different sources were also used to obtain a more objective view of each student: student 
self-report, teacher evaluation and evaluation by the present author. Another feature of the data 
collection was that most instruments were reused several times to take into account changes in 
study habits, and other variables, with time.
Most of the data was collected during the Autumn Term 1994, but a substantial amount 
was also collected in the Spring Term 1995. The data collection period was from October 1994 
to March 1995.
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Each student met the present author for about one hour each week. In addition, the 
students completed about one hundred questionnaires and diary sheets each. As the total data 
collection time was about 30 hours per student, and as this data was collected over a six month 
period, the case studies can be considered as an in-depth longitudinal study.
Another feature of the data collection was the probing-checking technique used by the 
author. Students were constantly asked to justify and explain their replies to questions. In terms 
of HOURS4, if a student wrote down that she spent two hours reading a book, the student was 
asked to recall (during the interviews) what she had understood, the name of the book, and 
where she obtained it. As the author built up a clearer and clearer picture of each student's 
language learning, any inconsistencies were examined in great detail.
3.1.4 Data Analysis
The data analysis for the study habits of the six case studies was very simple. As much 
of the data was qualitative, it involved building a clear picture by summarising the data from 
several different sources; these results are shown next, in Section 3.2.1. The histograms 
produced in Section 3.2.2 show the average number of hours per week, for each language 
learning activity, for each group.
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3.2.1 Results for Individual Students
3.2.1.1 Students of French 
Kathy
Kathy had the lowest total time for her language learning activities of all the volunteers, 
with only 21 hours per week spent on language learning.
"The thought that I have been doing French for some while and am still 
not nearly fluent bothers me but I realize that it's my own will or laziness 
as regards study which prevents this."
(Kathy, 1994)
On another occasion, she admitted not having done much work for her French course, as 
she had been up to London to visit her mother, and spent too much time celebrating a birthday.
Kathy spent most of her time, outside class, on homework and listening to tapes in the 
language laboratory. Although she only spent one hour per week on reading textbooks, she felt 
that she learned French fastest by studying these textbooks, as these were laid out systematically 
and clearly.
During one French class, Kathy spent most of the time chatting in English to her friends, 
and seemed to be concerned very little with the content of the lesson. When asked about this, 
she replied:
"I don't usually participate a great deal orally. I'm not the sort of person 
who sticks my hand up"
3.2 RESULTS
(Kathy, 1994)
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Elizabeth
Elizabeth's total workload in French was 27 hours per week, which was about average 
for the group of "Intensives".
Elizabeth concentrated on homework and listening to the French radio, as out-of-class 
activities. Most of her time was spent on the receptive skills, listening and reading, working 
alone in her room on campus. She reported making most progress in listening, and felt that she 
could understand much more of radio programmes on "France Inter" towards the end of the data 
collection period. Elizabeth probably spent most time on the receptive skills because she was 
frightened of making production errors. Towards the end of the data collection period her 
confidence improved and she started speaking slightly more.
"I feel more confident about speaking in class and joining in discussions.
...I am a lot happier to make mistakes in front of people..."
(Elizabeth, 1995)
3.2.1.2 Students of EFL 
Keiko
Keiko worked hard and consistently most of the time, with the exception of two weeks 
while she was looking for accommodation, and two weeks when she was thinking about her 
Christmas holidays. She still managed to average about 70 hours language learning per week, 
which is slightly lower than the average for all FCE students.
Keiko had a good variety of activities. This range of activities is probably an indication 
of her considerable study skills, motivation and level of English.
Chapter 3: Case Studies
141
Most of her time was spent speaking and listening, with much less time spent reading and 
writing. She did, however, spend about 9 hours per week learning vocabulary. In terms of 
location, she spent most time in the classroom, the library and at home, and less time in the 
language laboratory and refectory. From this profile we would expect Keiko to make most 
progress in speaking, listening and vocabulary acquisition. In fact, she made little progress in 
speaking (there were no tests administered of listening and vocabulary acquisition). Most of her 
speaking was with adult non-native speakers and children who were native speakers. It is 
interesting to note that she spent little time on reading practice, when this is often considered the 
key to success on EAP courses.
The number of hours for each activity only gives an indication of the amount of learning 
which takes place. For each activity the amount of learning will probably vary from day to day, 
and week to week, according to the topic, text and task concerned, how the student was feeling, 
how much the student understood, how motivating the task was etc. From the student diary 
(showing percentage comprehension and degree of effort for each activity) and the test results, 
we can hypothesise that much of the time spent on many television and radio programmes, and 
newspaper texts designed for native speakers, did not result in a significant improvement in 
student language proficiency (i.e. much of this input was not comprehensible). Particularly at 
the start of the language course, the student went through a process of trial and error, finding 
out which activities were of the correct level of difficulty and which texts were most interesting. 
One possible rationale behind the allocation of time (for receptive activities) could be: those 
activities which gave the most comprehensible input were used most frequently.
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The percentage comprehension is probably just one factor which needs to be taken into 
account; at the end of a tiring day it may be easier to listen to the radio or watch television than 
study grammar. It may be better to have more English classes, but more difficult financially.
Keiko said that she liked library work best, and also thought this was when she learned 
fastest (despite spending most time on speaking and listening). The library is a quiet place and 
she concentrated well there.
"When I see other people studying in the library, it motivates me."
(Keiko, 1995)
Jin-Mee and Li-Yun
Jin-Mee and Li-Yun spent most of their time together, so their profiles of language 
learning activities are almost identical. They spent an average of 60, and 61 hours per week on 
language learning, which is low compared to the average for all FCE students. This may reflect 
the long period of language improvement that the Taiwanese cousins had planned, without any 
concrete short-term objectives.
"Sometimes, I don't study so hard, as I must write to my family, 
and I like to relax and cook at the weekend."
(Jin-Mee, 1994)
They used a very wide range of (16) different activities; the main out-of-class activities 
were homework, watching TV, studying textbooks, learning vocabulary and studying grammar. 
The main emphasis was on formal self-study, rather than communicative activities.
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Jin-Mee reported putting most effort into learning vocabulary, as she thought it was 
very important; she also thought that learning from textbooks was the fastest way to learn a 
language, as the contents were well organised.
During one English lesson observed by the author, Jin-Mee was more passive and spent 
most of the time listening, while Li-Yun spent most of her time playing a more active role, 
speaking and writing most of the time.
Li-Yun agreed that studying textbooks was the fastest way to learn English, and spent 
more than five hours per week on this activity. She seemed to be better organised than 
Jin-Mee, as she made a work plan for each day, trying to obtain the best balance of activities. In 
practice, both cousins used the same plan.
Roberta
Roberta's average number of hours per week spent on language learning, 41, was very 
low compared to the other FCE students. Coupled with her absences from the university, some 
illness and noisy accommodation, and a relatively low level of aptitude for language learning, we 
would expect to see rather slow progress. In fact, Roberta was absent for nearly half the tests, 
so it is difficult to comment on this. When asked to recall which books she had read, or which 
film she had seen, she often replied (with a great big smile):
"My memory is not so good!"
(Roberta, 1994)
Roberta spent most of her time, out-of-class, studying textbooks and grammars. She 
thought that learning vocabulary would lead to fast progress, but spent very little time on it.
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3.2.2 Triangulation of Data from Phases 2 & 3
3.2.2.1 Students of French
The histogram in Figure 3.1 below shows data from the case studies from phase 2 
(shaded grey) and the main questionnaire from phase 3 (white). This histogram allows us to
FIGURE 3.1: COMPARISON OF TIME SPENT ON LANGUAGE LEARNING 
ACTIVrnES FOR DATA FROM CASE STUDIES AND MAIN QUESTIONNAIRE 
(STUDENTS OF FRENCH)
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compare directly the time spent on language learning activities by the two groups. For example, 
both groups spent an average of 8 hours per week on French classes. The two groups in 
question were the two students of French, Kathy and Elizabeth, and the 25 students on the same 
course: "French Intensives". There are some small differences, but the profiles for the two 
groups are very similar. The three main out-of-class activities for both groups are: homework 
and projectwork, listening to French radio, and studying textbooks and grammars. The total 
hours per week of French for each group, 24 for the case study students and 26 for all the 
"Intensives", is also very similar.
3.2.2.2 Students of EFL
The histogram (see Figure 3.2 overleaf) compares the data from the case studies (shaded 
grey) and the main questionnaire (white), for students of EFL. In this diagram, the case study 
students, Keiko, Jin-Mee, Li-Yun and Roberta, were compared with 10 FCE students from the 
main sample. Once again, the profiles are similar, but there are several noteworthy differences. 
The case study students spent more time on studying textbooks and grammars, whereas the 10 
FCE students spent more time on listening in the language laboratory, listening to the English 
radio, watching English TV, attending lectures and seminars, chatting to non-native speakers, 
and writing notes and essays. Possible reasons for these differences will be discussed in Section 
3.3.
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FIGURE 3.2: COMPARISON OF TIME SPENT ON LANGUAGE LEARNING 
ACTIVITIES FOR DATA FROM CASE STUDIES AND MAIN QUESTIONNAIRE 
(STUDENTS OF EFL)
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3.3 DISCUSSION
The results in Section 3.2 show the diversity of study habits of the six case study 
volunteers. Despite these differences, the profiles shown in the two histograms 3.1 and 3.2 are 
remarkably similar, and indicate the degree of validity of the data on language learning activities 
from the main investigation (see Chapter 4.1.2.2 for further details).
We would not expect the profiles from the case studies and the main investigation to be 
exactly the same for several reasons:
1. The case study data for the histograms was collected during the Autumn term 1994, whereas 
the data for the main investigation was collected during the Spring term 1995. The student 
study habits may have changed slightly with time.
2. The case study students were volunteers and, therefore, not completely representative of their 
language groups.
3. The number of students in each group was very small, and it is difficult to generalise from 
such small numbers.
4. The categories used in the instruments2 to measure time spent on language learning activities 
in phases 2 and 3 (i.e. HOURS4 and HOURS8) were not exactly the same.
The descriptions of the case study students should enable readers to obtain a much better 
image of the sample used in the main investigation, particularly those students with lower 
proficiency levels. These were six volunteers, and by their very nature, volunteers cannot be 
typical of the mass of students. However, despite this drawback and the small number of 
students involved, the case study data should be much more reliable than the data collected from 
one questionnaire, and it covers a relatively long period. The data on the study habits of these
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six students was checked, and double checked many times, using several different sources, over 
a six month period. The similarity of the profiles in the histograms 3.1 and 3.2 should lend 
support to the data on language learning activities, reported in detail in the following chapter, 
where the main hypotheses and research questions will be addressed.
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Chapter Notes
1. All six student names have been changed.
2. The instruments used in this research were refined and developed during phase two.
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4.0 PHASE 3: MAIN INVESTIGATION (TIME FACTORS AS PREDIC­
TORS OF SUCCESS IN LANGUAGE LEARNING)
4.1 METHODOLOGY
4.1.1 Sample
The sample for phase three consisted of 118 language students from the Universities of 
Sussex and Brighton. Table 4.1 shows a breakdown of the student sample in terms of course, 
university and target language. Most of the students were studying at the University of Sussex, 
but one group of students from the University of Brighton was included to increase the number 
of students taking UCLES exams, so that validation of the proficiency instrument would be 
based on a larger sample. In terms of target language, about half were students of French and 
half students of EFL. The groups were chosen so that there would be a wide range of profi­
ciency levels for each language, roughly from elementary to advanced, but also so that the vast 
majority would easily comprehend the questionnaires used.
TABLE 4.1: STUDENT SAMPLE ACCORDING TO LANGUAGE AND COURSE
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COURSE UNIVERSITY EFL FRENCH TOTAL
Intensives Sussex 0 25 25
BSc EURO 1 Sussex 0 17 17
BSc EURO 2 Sussex 0 15 15
FCE Sussex 10 0 10
CAE Sussex 14 0 14
CAE Brighton 17 0 17
CPE Sussex 20 0 20
61 57 118
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Nearly all the students of French were British, whereas the majority of EFL students 
were from the rest of Europe, with a minority from the Far East, and very few from America, 
Africa and the Middle East. The mean age of the sample was 23, with a minimum age of 18 
and a maximum of 72. There were nearly twice as many women (64%) as men (36%). Full de­
tails of the descriptive statistics for the whole sample are shown in Appendix D, and a compari­
son of the language groups is shown in the results section of this chapter (Section 4.2).
4.1.2 Instruments
One questionnaire, containing 3 instruments, was used on all 118 students. The three 
parts of the 5-page questionnaire collected data on:
(a) background variables (STUDINF, pages 1 & 3)
(b) time spent on language learning activities while at university (HOURS, page 2) and
(c) self-assessed proficiency levels (SSKILLS4, pages 4 & 5).
A copy of the complete questionnaire may be found in Appendix A. Three different versions of 
this questionnaire were used: version 1 for EFL students at Sussex University, version 2 for stu­
dents of French at Sussex University, and version 3 for EFL students at the University of Brigh­
ton, but differences between versions were of no importance. All three instruments were 
developed over a period of time and tested on various groups (i.e. Turks, case study students 
and presessional students at Sussex University).
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This instrument (STUDINF) was used to collect data on general demographics, exami­
nation results, study, residence, exposure and use of the target language. Page 3 of the instru­
ment collected data on the students' complete history of language learning.
Reliability and validity coefficients for STUDINF are shown in Tables 4.2, 4.3 & 4.4.
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4.1.2.1 Instrument for Measuring Background Variables (STUDINF)
TABLE 4.2: INTERNAL CONSISTENCY RELIABILITY OF INSTRUMENT FOR 
MEASURING BACKGROUND VARIABLES (STUDINF2&3)
VARIABLE 1 VARIABLE 2 PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVEL
SAMPLE
SIZE
Years of formal 
study of TL in 
home country
Years of formal 
study of TL
r = 0.785 p<  0.001 N =  117
One would expect most British students to have studied French almost exclusively in
Great Britain, but EFL students to have studied more abroad. In fact, the descriptive statistics 
in Appendix D confirm this. This correlation shows that two different parts of this instrument 
were internally consistent.
TABLE 4.3: VALIDITY COEFFICIENTS FOR INSTRUMENT MEASURING BACK­
GROUND VARIABLES (STUDINF2&3)
QUESTIONNAIRE
DATA
INTERVIEW
DATA
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
SAMPLE
SIZE
Nationality Nationality r = 1.000 p<  0.001 N = 23
Language group Lang' group r = 0.996 p<  0.001 N = 23
Months of residence Months of 
residence
r = 0.908 p<  0.001 N = 23
Years of formal 
study in home 
country
Years of formal 
study in home 
country
r = 0.693 p<  0.001 N = 23
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Table 4.3 shows correlations between selected questionnaire data and data elicited orally 
during interview. The triangulation of questionnaire and interview data in Table 4.3, and trian­
gulation of questionnaire and administrative data in Table 4.4 is part of the validation process 
shown in Figure 4.1, and explained in more detail in Section 4.1.2.4.
TABLE 4.4: VALIDITY COEFFICIENTS FOR INSTRUMENT MEASURING BACK­
GROUND VARIABLES (STUDINF2&3): FOR CPE STUDENTS ONLY
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QUESTIONNAIRE
DATA
ADMIN*
DATA
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
SAMPLE
SIZE
Age Age r = 0.982 p<  0.001 N -  18
Sex Sex r=  1.000 p<  0.001 N = 20
It seems that data of a more factual nature is measured with high reliability and validity, 
but data that requires more reflection and searching into the student's past is less reliable and 
valid. However, these correlations indicate that students have treated this questionnaire cor­
rectly and given data of sufficiently high accuracy.
This instrument was designed to encourage students to think systematically about their 
complete history of language learning, slowly building up a picture, starting from the present, 
and then working back year by year, stage by stage. By asking students to estimate the number 
of hours per week at each stage of their development, we can distinguish between years of ac­
tive language learning and passive language learning. One of the reasons for such large varia­
tions in correlations between study time and proficiency (see my summary of research on 
background factors: Section 1.1.1.1) may be that one year of study time could mean 30 contact 
hours in one situation and 600 hours in another situation.
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This instrument asks students to estimate the number of hours spent each week on a 
wide range of language learning activities while at university. The categories used for each ac­
tivity come from the detailed diaries of six case study students of EFL and French described in 
Chapter 3. The instrument was subdivided into four sections as an aid to comprehension: formal 
language learning, self-study, study or work in the target language, and informal language learn­
ing and use. Students had to give the average time spent on 19 activities for two consecutive 
terms1, and also add any other activities they regularly engaged in. The instrument was designed 
in this way to iron out variations from week to week, but to allow developmental changes to be 
monitored over a period of about 6 months. Like the instrument measuring background vari­
ables (STUDINF), data was collected on many types of language learning in order to obtain a 
complete picture of the situation at university.
Tables 4.5 and 4.6 give reliability and validity coefficients for HOURS6&7.
TABLE 4.5: INTERNAL CONSISTENCY RELIABILITY OF INSTRUMENTS USED 
TO MEASURE TIME SPENT ON LANGUAGE LEARNING ACTIVITIES (HOURS6 &
7)
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4.1.2.2 Instrument for Measuring Time Spent on LL Activities (HOURS)
VARIABLE 1 VARIABLE 2 PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVEL
SAMPLE
SIZE
Total hours / 
week for term 1
Total hours / 
week for term 2
r = 0.958 p<  0.001 N = 116
Table 4.5 indicates a very high level of internal consistency and small changes in behav­
iour from one term to the next.
154
Chapter 4: Main Investigation
TABLE 4.6: VALIDITY COEFFICIENTS FOR INSTRUMENTS MEASURING TIME 
SPENT ON LANGUAGE LEARNING ACTIVITIES (HOURS6 & 7)
QUESTIONNAIRE
DATA
INTERVIEW
DATA
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
SAMPLE
SIZE
Hours of homework 
term 1
Hours of home 
work term 1
r = 0.765 p <  0.001 N = 21
Hours of homework 
term 2
Hours of home 
work term 2
r = 0.722 p <  0.001 N = 20
Hours of listening 
term 1
Hours of 
listening term 1
r = 0.899 p <  0.001 N = 21
Hours of listening 
term 2
Hours of 
listening term 2
r = 0.394 p  = 0.085 N = 21
Hours of chatting to 
NSs term 1
Hours of 
chatting to NSs 
term 1
r = 0.688 p <  0 .0 0 1 N = 21
Hours of chatting to 
NSs term 2
Hours of 
chatting to NSs 
term 2
r = 0.568 p  = 0.009 2 ii to o
The validity of questionnaire data shown in Table 4.6 for term 1 seems high, whereas 
the term 2 data shows considerable variation. This may be due to questionnaire fatigue, the dis­
inclination to give similar data again, or because it is easier to remember events in the recent 
past. Further support for the validity of this data is given in the results section, where the de- 
scriptives for these students are shown to be very similar to the case study students and those 
covered by the Nuffield Survey (Meara, 1993). The complete process of triangulation is shown 
in Figure 4.1 (see Section 4.1.2.4).
One major advantage of this instrument is that both hours and language learning activi­
ties are concepts easily recognised and estimated by students, compared to other concepts used 
in ID research (e.g. level of motivation or frequency of use of metacognitive strategies).
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Students were asked to assess their own level of proficiency in the target language using 
a communicative instrument adapted from Spolsky's (1989) can-do scales2. SSKILLS4 contains 
30 items including a wide range of authentic tasks; students had to rate their own performance in 
all four skills. Both reading and listening were rated according to percentage of comprehension 
of a variety of texts, sufficiently graded to cater for elementaiy, intermediate and advanced level 
students at university level. Speaking and writing were rated on a five-point IELTS-type per­
formance scale defined in terms of fluency, accuracy and comprehensibility.
Reliability and validity coefficients for SSKILLS4 are given in the following tables:
TABLE 4.7: CRONBACH ALPHA INTERNAL CONSISTENCY RELIABILITY CO­
EFFICIENTS FOR PROFICIENCY SELF-ASSESSMENT INSTRUMENT (SSKILLS4)
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4.1.2.3 Instrument for Measuring Student Proficiency Levels (SSKILLS4)
GROUP INTERVIEWEES INTERVIEWEES ALL STUDENTS
SAMPLE SIZE N = 23 N = 23 N = 118
SOURCE QUESTIONNAIRE INTERVIEW QUESTIONNAIRE
SSKILLS4 LISTENING ALPHA = 0.776 ALPHA = 0.899 ALPHA = 0.833
SSKILLS4 READING ALPHA = 0.837 ALPHA = 0.923 ALPHA = 0.834
SSLILLS4 SPEAKING ALPHA = 0.898 ALPHA = 0.929 ALPHA = 0.904
SSKILLS4 WRITING ALPHA = 0.894 ALPHA = 0.943 ALPHA = 0.907
SSKELLS4 TOTAL ALPHA = 0.933 ALPHA = 0.967 ALPHA = 0.942
All 118 students completed SSKILLS4 as part of the main questionnaire, and 23 inter­
viewees retook the same instrument again at the end of the interview.
All four scales seem very reliable, both for the main questionnaire and for the interview. 
These reliability coefficients are comparable with the can-do scales used by other researchers:
(a) Gardner, Moorcroft & Metford (1989): Alpha = 0.80 to 0.93
(b) Weltens & Cohen (1989): Alpha = 0.86 to 0.88
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(c) Spolsky (1989): Alpha for whole scale = 0.982
(d) Gardner & MacIntyre (1993b): Alpha = 0.77 to 0.90
(e) Clement, Domyei & Noels (1994) Alpha = 0.79
TABLE 4.8: TEST AND RETEST RELIABILITY COEFFICIENTS FOR STUDENT 
PROFICIENCY SELF-ASSESSMENT INSTRUMENT (N = 23)
QUESTIONNAIRE
DATA
INTERVIEW
DATA
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
SSKILLS4 total SSKILLS4 total r = 0.898 p <  0.001
SSKILLS4 listening SSKILLS listening r = 0.854 p <  0.001
SSKILLS4 reading S SKILL S4 reading r = 0.826 p<  0.001
SSKILLS4 speaking SKILLS4 speaking r = 0.831 p<  0.001
SSKILLS4 writing SSKILLS4 writing r = 0.831 p <  0.001
The SSKILLS4 total for the four skills seems very reliable. This result is comparable 
with Spolsky's (1989) test retest reliability coefficient of 0.92. The SSKILLS4 total is used as 
the dependent variable for most of the analysis of the time factors data. The SSKILLS4 subto­
tals for reading, listening, speaking and writing also seem sufficiently reliable.
TABLE 4.9: CONCURRENT VALIDITY COEFFICIENTS USING STUDENT PROFI­
CIENCY SELF-ASSESSMENT INSTRUMENT (N=23)
QUESTIONNAIRE
DATA
INTERVIEW
DATA
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
Total of selected 
items from 
SSKILLS4 (FIX) 
Assessed by student
Total of selected 
items from 
SSKILLS4 (HY) 
Assessed by student
oT—
1
OOo'IIu p <  0.001
Total of selected 
items from 
SSKILLS4 (HX) 
Assessed by student
Total of selected 
items from 
SSKJLLS4 (HZ) 
Assessed by MF
r = 0.875 p<  0.001
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Table 4.9 shows how the total for selected items of this instrument compare with the 
same items assessed during interview. Student performance was assessed on a range of real 
tasks during the interview. The original scores obtained by the questionnaire compare very fa­
vourably with those assessed by the present author (an experienced language assessor).
TABLE 4.10: VALIDITY COEFFICIENTS FOR STUDENT PROFICIENCY SELF- 
ASSESSMENT INSTRUMENT (SSKILLS4)
SSKILLS4 FRENCH TEST 
MARKS
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
SAMPLE
SIZE
Total score GCSE French r = 0.418 p = 0.002 N = 53
Total score GCSE + "A" 
level French
r = 0.522 p < 0.001
m1!£
It was not possible to obtain standardised examination results for students of French im­
mediately after use of SSKILLS4, but examination results were collected for these students prior 
to this study. As most of these examinations were taken during the period 1990-94 one would 
not expect to find very high correlations with a communicative instrument of this kind. The 
GCSE and "A" level results were converted to numerical scores using the conversion scale 
shown in Appendix E.
TABLE 4.11: PREDICTIVE VALIDITY COEFFICIENTS FOR STUDENT PROFI­
CIENCY SELF-ASSESSMENT INSTRUMENT (SSKELLS4)
SSKELLS4 UCLES TEST 
MARKS (EFL)
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
SAMPLE SIZE
Total score Total score r = 0.627 p<  0.001 N = 44 (All EFL)
Total score Total score r = 0.736 p<  0.001 N = 23 (CAE)
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The EFL groups were chosen for this study so that their University o f  Cambridge Local 
Examinations Syndicate results could be used to validate SSKILLS4. These examinations were
taken in June 1995, approximately three months after the main data collection. The FCE, CAE
and CPE results were converted to  numerical scores using the conversion scale (CAM EX1) 
shown in Appendix E  .
Considering Tables 4.10 and 4.11 together, and considering the differences in time scale 
and type o f  instrument, SSKILLS4 seems to  be sufficiently valid for students o f  French and 
EFL. Spolsky (1989), for example, does not give any similar validity coefficients for his can-do 
scales. In fact, his scales are probably less valid as he does not include a writing scale, and his 
items are not clearly defined. This lack o f  definition includes his tasks, his texts, and his per­
formance criteria. These criticisms are even more surprising when one considers that Spolsky 
regards clarity o f  definition as important for any general theory o f  second language learning:
"...the second feature of my approach, the emphasis on the fundamental 
need to be precise and clear on the nature of the goals and outcomes of 
learning."
(ibid: 11)
4.1.2.4 Self-Assessment and Self-Report Instruments
Self-assessment and self-report instruments are sometimes viewed as defective because 
o f  lack o f  objectivity, possible social desirability response bias (Ehrman & Oxford, 1995), and 
possible dependence on age, cultural and personality factors (Blanche & Merino, 1990).
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STUDINF and HOURS are both self-report, and SSKILLS4 is a self-assessment instrument, so 
it was essential to  check the reliability and validity o f  the data very carefully. Each part o f  the 
questionnaire was triangulated with two or more different types o f  data (see figure 4.1). In ad­
dition, part o f  the research design was to  replicate some previous research in order to further
validate this study (i.e. correlations o f residence and study time with proficiency).
FIGURE 4.1: DIAGRAM SHOWING TRIANGULATION OF QUESTIONNAIRE 
DATA WITH INTERVIEW DATA AND OTHER SOURCES
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To reduce the possibility o f  social desirability response bias students were told that the 
information was for research purposes only, that the research project was based at another uni­
versity (University o f  Surrey), and that no information on individual students would be published 
o r fed back to  their own university.
Despite the possible disadvantages o f  self-report and self-assessment, many researchers 
have found that in practice, w ith sufficient precautions, these techniques can provide reliable 
and valid data more rapidly and easily than traditional methods:
"It is possible, therefore to interpret the self-assessment scores as being 
reasonably representative of the pupil's actual functional ability in Hebrew, 
and to base much of the analysis on the self-assessment scores."
(Spolsky7, 1989: 234)
"Several studies included quantitative comparisons between self-appraisals 
and more objective measures of proficiency7, usually in the form of 
Pearson product-moment correlation coefficients. Values ranging from
0.5 to 0.6 are common, and higher ones not uncommon. What this means 
is that a set of self-assessments (such as answers to a questionnaire) tend 
to carry7 about the same weight as any of the various parts (subtests) of 
a standardised testing instrument..."
(Blanche &  Merino, 1990)
M ost o f the analysis, results and discussion for this study are based on the self-assessed 
proficiency scores, although the UCLES exam results are also used for the EFL students. I f  the 
nature o f  the proficiency instrument is not specified, then it should be assumed that SSKILLS4 
has been used.
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4.1.3 Data Collection
4.1.3.1 Pilot Questionnaire
A pilot version o f  the questionnaire was first tested on a group o f  25 students o f French 
and EFL during the week 27 February to  3 M arch 1995. Several preliminary checks revealed:
(a) The correlation between SSKILLS4 and previous course grades for the French groups was 
o f  the order o f  0.7.
(b) A  simple item analysis showed that all the items o f  SSKILLS4 seemed to  be operating 
correctly.
(c) Using SPSS, Cronbach alpha for the 4 SSKJLLS scales were:
speaking alpha = 0.84, writing alpha = 0.87, reading alpha = 0.96 and listening alpha = 0.90.
(d) An internal check o f  consistency between HOURS6/7 and STUDINF2/3 was fine (i.e. stu­
dents were putting down the same total number o f  hours per week at university for both 
instruments)
(e) The general information given in STUDINF2/3 corresponded closely with records available 
at Sussex University, and also with my case study data (shown in Chapter 3).
As a result o f  this analysis, only very minor modifications were made to the question­
naire, so that this data could be included in the final analysis. N o changes were made to 
SSKILLS4. An overview o f  the main data collected during the period M arch to May 1995 is 
shown in Figure 4.1.
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A total o f  145 questionnaires were given to 14 different language groups at Sussex Uni­
versity and Brighton University. 123 questionnaires were completed, which represents a re­
sponse rate o f  84%. The response rate was the same for all groups, so non-response bias does 
not seem to be a problem. Only 118 questionnaires were used for analysis, as 5 were incomplete.
All the data collection was administered personally by this author. Each group was given 
a  detailed explanation o f  what the questionnaire consisted of, what type o f  data was required 
and why it was being collected. The questionnaires took between 15 and 45 minutes to  com­
plete, the EFL students taking generally longer. The present author was allowed to  help 12 out 
o f  14 groups complete their questionnaires, but in the 2 others the class teachers only allowed 
enough time to  give an introduction, the questionnaire being returned a few days later. These 
two groups were mainly British students o f  French who had little trouble in understanding the 
questionnaire. Helping the 12 groups involved:
(a) answering EFL students' comprehension questions about the meaning o f  some terms,
(b) asking some students to  expand on their replies in order to  check the accuracy o f  the data 
e.g. asking which books or films they were referring to, which programmes they listened to  etc.,
(c) assisting some students with the process o f reflection by asking questions about their recent 
language learning activities,
(d) encouraging some students to  complete the questionnaire when they started to  tire, and
(e) checking that students had completed all parts o f  the questionnaire, and in some cases, ask­
ing for extra information.
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4.1.3.2 Main Questionnaire
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The main purpose o f  these interviews was to  check the data collected with the main 
questionnaire. About 20% o f  the sample were interviewed by the present author. Students were 
chosen arbitrarily from each o f  the course groups. A few students refused to  be interviewed, 
due to  a variety o f  reasons such as excessive w ork load, so others were selected in their place. 
This method o f  selection was considered to  be an acceptable compromise between what was 
theoretically desirable and practically possible. The degree to  which the interviewees may be 
considered as representative o f  the total sample is indicated by differences in behaviour o f  the 
tw o groups. The behaviour o f  the interviewees may be compared with that o f the total sample 
using the histograms shown in the results section o f  this chapter. Each interview took about one 
hour and consisted o f  five parts:
1. Name, nationality and language group checked by MF
2. Responses elicitied to  selected items from STUDINF and probed for accuracy
3. Responses elicited to selected items from HOURS and probed for accuracy
4. Selected reading, writing, listening and speaking tasks from SSKILLS4 assessed by MF
5. Skills in the target language reassessed by students using SSKILLS4
Some students were better at quantification and self-evaluation than others. It was more 
difficult for older students to  remember their language learning history, and also more difficult 
for higher level EFL students to  assess the huge amount o f  time they spend learning informally. 
The British students obviously had less problems understanding the questionnaire than foreign 
students. Nevertheless, the results o f  triangulation in Tables 4.3, 4.6, 4.8, & 4.9 show a close 
correspondence between questionnaire and interview data. Delayed retrospection was felt to  be
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a suitable data collection technique as the time factors data was o f  a declarative nature (see 
O'Malley & Chamot, 1990: 68), as opposed to  more automatic and internalised processes in 
other "strategy" research.
4.1.3.4 UCLES Data
This data was obtained from the university authorities in September 1995 with express 
permission o f  the EFL students concerned. The FCE, CAE and CPE examinations were all 
taken in June 1995.
4.1.4 Data Analysis
The analysis o f  the time factors data was carried out from April 1995 to  January 1996. 
M ost o f  the calculations were made using SPSS 6.0 for Windows, and the SPSS 6.1 Guide to 
D ata Analysis (Norusis, 1995), with the guidance o f  one o f the resident statisticians at Sussex 
University, David Hitchin (Senior Consultant in Statistical Computing).
4.1.4.1 Procedure
The data was analysed using the following procedure:
1. A trial database o f  the interviewees (TIM FAC1.XLS) was designed and tested using M icro­
soft Excel 3.0. Excel was used purely for reasons o f  convenience.
2. Codes, and conversion scales where necessary, were devised for all the non-numerical data. 
Codes for the background variables and language learning activities are shown in Appendix F.
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3. A  matrix o f  120 x 230 cells was designed to  store all the data for the main database 
(TIMFAC2. XLS).
4. Clear plastic templates were made to  aid the reading o f  the questionnaire data.
5. Totals, sub-totals, averages, and other calculations were put into the main database 
(TIM EFAC2.XLS) as functions. Details o f  the subtotals and aggregate scores are shown in Ap­
pendix F.
6. The data from 95 students was used for the first set o f  calculations.
7. The main database was sorted according to  course type, and several smaller databases were 
then prepared to facilitate the calculations. Databases TIM EFAC4 to  8 were transferred from 
Excel to  SPSS 6.0 for W indows, in order to  carry out some initial calculations. Details o f  these 
databases are shown in Appendix F.
8. When all the data was available, this was put into the main database (TF10.XLS, N  = 118), 
which was used for the second and final set o f  calculations. As before, smaller databases were 
prepared after sorting the data according to  course code. Databases T F 10 to 21 were trans­
ferred from Excel to  SPSS 6.0 for W indows to  carry out the second set o f  calculations. The re­
sults o f  this second set o f  calculations are shown in Section 4.2 o f  this chapter. Two similar sets 
o f  calculations were carried out to  check for errors; any large differences between the tw o sets 
o f  results were scrutinised carefully. One would only expect to  find small differences by increas­
ing the sample size from 95 to  118.
9. Lastly, the databases were checked for typing errors, and internal consistency. In particular, 
the FCE students' data was checked against known parameters from the case study students 
(e.g. number o f  hours o f  classwork per week).
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10. The final set o f  calculations was composed of: descriptive statistics, correlational analysis, 
factor analysis, and multiple regression predictions, (see Section 4.2)
4.1.4.2. Descriptive Statistics
This involved calculating the means, standard deviations and ranges for the student profi­
ciency measures, background variables, and language learning activities for each o f  the groups 
used in the analysis. These results were then displayed pictorially using histograms and pie 
charts, so that the behaviour o f  the course groups could be compared with each other, and also 
with the case study students and the Nuffield Survey (reported by Meara, 1993). A t-test for in­
dependent samples was used on selected comparisons to  check that differences between means 
for students o f  EFL and French were significant at the 5% level (W oods et al, 1986: 177).
To enable the results o f  this study to  be more easily compared to  the Good Language 
Learner Research (Naiman et al, 1978), the main database was sorted according to  proficiency 
level, and the descriptives for the top 25 students were then calculated.
A third use o f  the descriptive statistics was to  check the data for evidence o f  linguistic 
thresholds (Johnstone, 1995). The data was examined by plotting fraction o f  time spent on lan­
guage learning activities against student proficiency.
4.1.4.3. Correlational Analysis
For most o f  the results reported here, Pearson Product M oment Correlations are used, 
with a minimum significance level o f  p < 0.05 (shown as *). The majority o f the correlations, 
however, are at the 0.01 level or better (shown as **). The Pearson correlation coefficient was
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selected as it is a measure that does not depend upon the units o f  the variables, and because it is 
the coefficient most commonly used in ID research, and therefore most easily comparable. In 
terms o f  sample size, most o f  the calculations use the main database (N = 118), some calcula­
tions use the databases o f  students o f  French (N  = 57) or students o f  EFL (N = 61), and very 
few calculations use the CPE (N = 20) and "Intensives" (N =  25) databases.
Three sets o f  correlations were calculated:
1. background variables with proficiency measures,
2. language learning activities with proficiency measures,
3. intercorrelations o f  all variables
Key correlations were checked for linearity using scatterplots, and key variables were 
checked for normality using frequency histograms. As three o f  the hypotheses involved com­
parisons between correlations, it was necessary to  calculate the significance o f  these differences 
using a t-test (see Glass & Hopkins, 1984: 311).
4.1.4.4. Factor Analysis
The factor matrices were calculated for the following combinations o f  variables, each 
w ith varimax rotation o f  axes:
(a) background variables
(b) language learning activities term  1
(c) language learning activities term  2
(d) background variables & language learning activities term 1
(e) background variables & language learning activities term 2
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Only loadings greater than 0.4 were shown in the matrices. This analysis, although not 
essential for prediction purposes, was carried out to  identify the degree o f  overlap between the 
variables used in this study.
4.I.4.5. Multiple Regression
The same combinations o f  variables were used for stepwise linear multiple regression 
predictions o f  the dependent variable (i.e. student proficiency). Scatterplots were used to  check 
for linearity the predictors included in the regression equations. The residuals were also checked 
for linearity, and for outliers, using scatterplots, and by looking at the residual statistics, such as 
Cook's Distance and Leverage. The logarithm o f  some variables was used to  ensure linearity 
with the dependent variable. These precautions were taken to  check for violations o f  the multi­
ple linear regression assumptions. By carefully building the regression model, it is possible to 
obtain a useful summary o f  the relationships between between the dependent variable (profi­
ciency) and the independent variables (time factors). The multiple regression calculations are re­
lated to  research question number 3:
To what extent can time factors predict success in language learning?
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The results shown in this section have been selected in order to  make this thesis more 
coherent and easier to  read. Other results are shown in Appendices D, G, H  & I, with the 
remaining results available from the author. The results are given in the following order: 
descriptives, correlations, factors analysis, and finally, multiple regression.
4.2.1 Descriptive Statistics
This section o f  the results shows the descriptive statistics for the proficiency scores, 
background variables, and language learning activities. Unless otherwise stated, the results use 
the complete database (TF10.XLS, N  = 118). These results are used to  answer the research 
questions numbers 2, 4, 5, 6, 7 & 8, and also partly to address hypotheses numbers 1, 2 & 3.
4.2.1.1 Descriptives for Proficiency Scores
Table 4.12 shows the descriptives for the proficiency scores o f  the whole sample; these 
scores were obtained by using the instrument SSKILLS4. In general terms, it can be seen that 
the means for the four skills are approximately equal. The average proficiency level is about 
145, with a standard deviation o f  24; this means that about 95% o f  the sample have a proficiency 
level between 100 and 200. W e can conclude from this that most o f  the students assess 
themselves at what would generally be called intermediate to  advanced level.
4.2 RESULTS
TABLE 4.12 DESCRIPTIVES FOR PROFICIENCY SCORES 
SSKILLS4 TOTALS
Variable Mean Std Dev Minimum Maximum N
EV speaking 35.69 6.25 21 50 118
ET listening 36.12 7.78 12 50 118
EW writing 36.35 6.17 17 50 118
EU reading 37.08 7. 64 12 50 118
EX 4 skills 145.25 24.56 62 200 118
170
The frequency distribution o f  student proficiency levels in Figure 4.2 shows an 
approximately normal distribution, with a mode o f  160 on the SSKILLS4 scale.
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FIGURE 4.2: FREQUENCY DISTRIBUTION OF STUDENT PROFICIENCY LEVELS 
USING SSKILLS4 TOTAL
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The descriptive statistics in Appendix D were used to compare the mean proficiency 
levels o f  each o f the groups used in this analysis. A histogram comparing the groups is shown in 
Figure 4.3. The language groups have been arranged in order o f  increasing proficiency level, 
from the lowest level group (FCE) to  the highest (CPE). All the other histograms in Section
4.2, comparing the language groups, have also been plotted using the same order. In this way, 
the histograms also give an indication o f  how the time factors vary with increasing proficiency 
lev e l3
FIGURE 4.3: PROFICIENCY LEVEL FOR EACH GROUP
172
W e may note from Figure 4.3 that there is a gradual increase in proficiency across the six 
course groups. The order for the three EFL groups is as expected, and corresponds 
approximately with the ESU levels o f  5:6:7 for the FCE, CAE, and CPE groups; this gives 
further support that the SSKILLS4 instrument is operating correctly. W e would not expect a 
close correspondence with such small group sizes. The mean proficiency level o f  the 
interviewees is approximately the same as that o f  the complete sample.
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4.2.1.2 Descriptives for Background / Demographic Variables 
TABLE 4.13: DESCRIPTIVES FOR BACKGROUND FACTORS
Variable Mean Std Dev Minimumi Maximum N
D sex . 64 .48 0 1 118
DL yrs of home use 1.44 4 . 07 0 20 109
DJ yrs of NS Ts 2.74 3.87 0 25 114
HO yrs expos' NSs 5.96 7.55 0 40 118
DM yrs formal study 7.63 2.82 0 14 116
DB yrs of TL 8. 69 2.88 1 16 118
HK LOR (months) 11.20 18.37 0 120 118
C age (years) 23.01 6.62 18 72 118
HW % presence 87.50 11.66 50 100 103
HL hrs act’ LOR 1287.71 2278.52 0 15000 118
DC hrs of TL 3586.48 2040.72 770 13730 118
HN hrs stud'+act' 4874.19 3369.91 770 20715 118
residence
Key: LO R = Length o f  Residence act' = active
expos' =  exposure
sex: male = 0, female = 1
stud' = study 
res' = residence
The figures in Table 4.13 were used to  describe the student sample in Section 4.1,1. W e 
can also say that this group o f  university language students has considerable experience o f 
language learning, with a mean o f  approximately 5000 hours o f  study and use; the range,
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however, goes from 770 to  a huge total o f  over 20, 000 hours. According to  the class registers 
students were present on average 87.5%  o f  the time.
A detailed breakdown o f  student nationalities is shown in Table 4.14.
TABLE 4.14 NATIONALITIES
Cum
Value Label Value Frequency Percent Percent
USA 1 1 .8 .8
GREECE 30 3 2.5 3.4
NETHERLANDS 31 2 1.7 5.1
BELGIUM 32 1 .8 5.9
PRANCE 33 9 7.6 13.6
SPAIN 34 6 5.1 18.6
ITALY 39 9 7.6 26.3
SWITZERLAND 41 1 .8 27.1
AUSTRIA 43 2 1.7 28.8
GREAT BRITAIN 44 49 41.5 70.3
SWEDEN 46 1 .8 71.2
POLAND 48 2 1.7 72.9
GERMANY 49 12 10.2 83.1
MEXICO 52 1 .8 83.9
THAILAND 66 1 .8 84.7
JAPAN 81 5 4.2 89.0
CHINA 86 2 1.7 90.7
TURKEY 90 3 2.5 93.2
IVORY COAST 225 1 .8 94.1
MADAGASCAR 261 1 .8 94.9
KOREA 850 3 2.5 97.5
TAIWAN 886
Total
3
118
2.5
100.0
100. 0
GREAT BRITIAN 49
REST OF EUROPE 48
AMERICA (NORTH & SOUTH) 2
FAR EAST 14
AFRICA 2
MIDDLE EAST 3
Students from Great Britain and Europe account for 97 out o f  118. The next largest 
group is from the Far East.
The descriptive statistics for the main database shown above, together with those shown 
in Appendix D, were used to  plot a series o f  histograms and pie charts to compare the 
characteristics o f  the groups used in this data analysis. The graphs for background variables and 
language learning activities are displayed on the following pages:
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FIGURE 4.4: YEARS OF FORMAL LANGUAGE LEARNING
Considering only the EFL students, we can detect a weak relationship4 between years o f 
formal language learning and proficiency level; there appears to  be no clear relationship for 
students o f French. The two groups, Intensives and BSc2, fall somewhat below the general 
trend. Once again, the behaviour o f  the interviewees is very close to  that o f  the whole group.
We may also notice that the EFL students spent more time in formal language learning, a 
difference o f  about two years. This difference may reflect the difference in mean age o f the two 
groups: 21.9 years for students o f French, and 24.0 years for EFL students. The difference is
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significant at better than the 5% level using a 2-tailed t-test (t = 3.448 with 116 df, p = 0.0008) 
[see W oods et al, 1986: 177],
According to the data shown in Figure 4.5, there seems to be a stronger relationship 
between length o f  residence and proficiency for students o f French than students o f  EFL. We 
also notice that the same two groups that were below the general trend for years o f  formal 
language learning, Intensives and BSc2, are above the general trend for residence. But, if we 
look ahead for a moment at Figure 4.6, we can see that, for these two groups in question, any 
lack o f  formal study has been compensated by extra time abroad. It should also be noted that 
this average for students o f  French was relatively high, as the mean was increased by a small 
group o f  students who were almost bilingual. We should also observe that the interviewees 
spent less time abroad than the mean for the complete sample.
FIGURE 4.5: MONTHS OF VISITS & RESIDENCE
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FIGURE 4.6: TOTAL HOURS OF STUDY & ACTIVE RESIDENCE5
Once again, the students o f French seem to exhibit a stronger relationship between total 
hours o f  study and active residence, and proficiency. The interviewees have spent less time in 
study and active residence than the complete sample, but have reached a similar level o f 
proficiency; this may be explained by such factors as better learning strategies or higher levels 
o f  student aptitude. Before drawing any conclusions about how representative the interviewees 
are, we should first examine their behaviour for a range o f language learning activities, given in 
the next section.
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4.2.1.3 Descriptives for Language Learning Activities
4.2.1.3.1 Statistics for Term 1
TABLE 4.15: DESCRIPTIVES FOR LANGUAGE LEARNING ACTIVITIES (TERM 1)
Variable Mean
HRS/WK
Std Dev Minimum Maximum N
AH other .00 .00 0 0 115
AG other . 32 1.79 0 15 115
W translation .38 1.03 0 8 115
P individual tuit'n .47 1.59 0 10 115
Y paid employment .59 4.10 0 40 115
Z lab' work .75 4.35 0 40 115
Q self-study list1 .78 1.71 0 12 115
U repeating TL .87 2.48 0 24 115
AF writing notes etc .96 1.60 0 10 116
T revision classwk 1.29 2.11 0 15 115
S learning vocab' 1.43 2.02 0 14 115
V writing essays 1. 92 3.43 0 25 116
R reading textbks 2.32 4.77 0 35 116
AC reading papers 2.79 5.43 0 50 116
X attending lect’s 2.95 4.92 0 19 115
AD chatting to NS’s 3.78 5.27 0 30 116
AB watching TV/film 3.97 4.88 0 25 116
0 homework 4.73 4.53 0 20 116
AA listening radio 5.09 8.31 0 40 116
AE chatting NNS's 5.33 9.75 0 50 116
N classwork 6.55 5.63 1 24 116
Al total hours/wk 46.41 34 .20 0 127 118
These descriptives, together with those in Appendix D, were used to  draw the following 
pie charts and histograms, which allow a more meaningful comparison o f  the groups involved. 
W e may note, however, how little time is spent on translation (less than 1% o f  the mean total 
number o f  hours per week). One might explain this by the comparatively high level o f  student 
proficiency, or the recent trend tow ards communicative methodology. This point will be 
discussed further in the next section (see Figure 4.9).
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FIGURE 4.7: PERCENTAGE OF TIME SPENT ON LANGUAGE LEARNING 
ACTIVITIES (STUDENTS OF FRENCH)
4.2.1.3.2 Comparison of Groups usine Term 1 Statistics
PERCENTAGE TIME SPENT ON LL ACTIVITIES
(STUDENTS OF FRENCH)
WATCHING TV
CHATTING TO NSs
LISTENING TO RADIO 
READING TEXTBOOKS
OTHER CLASSWORK
\ J
Research Question Number 4: What do students spend most time on?
Students o f French spent much o f  their time on formal language learning: classwork, 
homework, and reading textbooks and grammars. Their two main informal activities were 
listening to the radio, cassettes and CD's, and chatting to native speakers in the target language 
Nevertheless, three out o f  four o f  the top activities represent a more traditional approach to 
language learning. The interviews, and to some extent the case studies, also reflected a 
preoccupation with grammar exercises and a frequent focus on form.
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FIGURE 4.8: PERCENTAGE OF TIME SPENT ON LANGUAGE LEARNING 
ACTIVITIES (STUDENTS OF EFL)
PERCENTAGE TIME SPENT ON LL ACTIVITIES (EFL 
STUDENTS)
The picture is very different for students o f  EFL. Figure 4.8 shows a predominance o f 
informal language learning, with four out o f  the top five activities being informal and 
communicative. One o f the main advantages o f  multilingual groups is evident from this pie 
chart: EFL students are able to obtain much valuable practice time by communicating amongst 
themselves.
The lack o f  time spent on reading activities, both formal and informal, is surprising, 
especially given the great variety o f  books, magazines and newspapers available in England, and 
the importance students from the Nuffield Survey (Meara, 1993) gave to  reading activities.
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FIGURE 4.9: HOURS OF TRANSLATION
We have already remarked how little time was spent on translation (less than 1% o f the 
mean total number o f  hours per week). M eara (1993) reported that about 75% o f the students 
covered by the Nuffield Survey spent between 2 and 5 hours per week on translation, although 
some o f  this time may include classwork. As the data from the Nuffield Survey was collected in 
1986, the reason for this reduction may be the move towards communicative methodology over 
the last ten years.
O'Malley et al (1985) found that translation was a strategy more frequently used by 
beginners; the present data does not appear to support this hypothesis. The two groups who
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spent most time on translation, CAE and CPE, would be more appropriately labelled as 
advanced level. However, these differences may be due to the type o f  translation used.
There is no clear trend relating to  the progression o f  proficiency levels. We must also 
note that the interviewees spent considerably less time on translation than the complete sample. 
However, we could add that the number are so small that we are not looking at very large 
differences in behaviour. In fact, translation came at the bottom o f  the list o f  language learning 
activities for both groups.
Chapter 4: Main Investigation
FIGURE 4.10: HOURS OF SELF-STUDY LISTENING
HOURS OF SELF-STUDY LISTENING
 /
In contrast, Figure 4.10 shows that self-study listening appears to  be an activity more 
often used by students with lower proficiency levels. One should remember that the
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questionnaire specified listening to language learning tapes. Although Sussex University has a 
good selection o f  tapes for French and EFL, the majority o f  such tapes are probably aimed at 
students o f  elementary and intermediate levels.
The students in this study seem to spend less time on self-study listening than those 
included in the Nuffield Survey (Meara, 1993), although the categories do not correspond 
exactly. About 47%  o f  the Nuffield students spent 1 to  5 hours in the language laboratory, with 
another 47%  spending no time at all, although some o f  this laboratory time may have been used 
for watching videos or using CALL facilities.
In this case, the interviewees and the complete sample have almost the same amount o f  
listening time.
Figure 4.11 (overleaf) shows the number o f  hours spent on informal writing, such as 
notes, messages, letters and poems. The average time for the whole group is only one hour per 
week, or approximately 2% o f  the total time, with students o f  French averaging hardly half an 
hour. About 70% o f  the Nuffield students w rote in the target language for 1 to  5 hours per 
week, but this may include some formal writing. The EFL students spent much more time on 
this activity, in absolute terms, than students o f  French, but it was low in the list o f  descriptives 
for both groups. This difference is significant at better than the 5% level using a 2-tailed t-test 
(t = 3.883 with 114df, p =  0.0002) [see W oods et al, 1986: 177].
There does not seem to  be any obvious trend relating to the progression o f  proficiency 
levels o f  the six groups. Lastly, we should note that the interviewees and the complete group 
have almost exactly the same mean scores for informal writing.
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FIGURE 4.11: INFORMAL WRITING IN L2
INFORMAL WRITING IN L2
j
The histogram on the following page, Figure 4.12, shows once again the marked 
difference in behaviour between the students o f  EFL and French. This difference is significant at 
better than the 5% level using a 2-tailed t-test (t = 5.934 with 114 df, p < 0.001) [see W oods et 
al, 1986: 177],
EFL students have far more opportunity to chat with natives, and this is evident from the 
graph. The mean for students o f  French is roughly in line with the Nuffield Survey, where about 
70% o f  the sample spent 1 to 2 hours per week chatting to native speakers.
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No clear trends are evident from the histogram 4.12, considering the progression o f 
proficiency levels. The columns for the interviewees and the total sample, however, are very 
similar.
FIGURE 4.12: CHATTING TO NATIVE SPEAKERS IN TL
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CHATTING TO NATIVES IN TL
______________________________________________________________________________ J
The EFL / French differences are even larger when one considers the time spent 
watching television, videos, shows and films (see Figure 4.13 overleaf). This difference is 
significant at better than the 5% level using a 2-tailed t-test (t = 7.480 with 114 df, p < 0.001) 
[see W oods et al, 1986: 177], One can understand EFL students spending 5 or 6 hours per 
week watching television and videos, when nearly every household in the country has such
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facilities, and considering the variety o f  videos specially designed for learners o f  English. 
Students o f  French, however, who average only 1 hour per week, do not seem to be taking 
advantage o f  the satellite channels now available, and the prerecordings made by s ta ff .
The interviewees seem highly representative o f the total sample ffrom Figure 4.13. No 
other trends are noteworthy.
FIGURE 4.13: WATCHING TV, VIDEO & FILMS IN TL
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WATCHING TV. VIDEO & FILMS IN TL
8 T
< J
Hours o f  classwork for each course are fixed by the university, and seem roughly in inverse 
proportion to the proficiency level o f  the group concerned (with the exception o f B Scl). This 
trend may be seen in Figure 4.14 (overleaf). It should also be noted that all students spent a 
large proportion (88%) o f their time on out-of-class activities (see Appendix D for details).
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The Nuffield Survey indicated that about 60% o f  students spent 1 to 5 hours per week in 
language classes, with an additional 30% spending 6 to 10 hours per week. Another survey 
carried out by N ott (1990) showed modem  language students having 3 to  4 hours per week 
language work, and 5 to 6 hours per week for ab initio students, plus an average o f 4 hours per 
week non-language work. The histogram (Figure 4.14) shows contact hours o f  language work, 
and is therefore consistent with both surveys carried out in the 1980's. It is common practice for 
students with only GCSE level or less to have extra language tuition, in order to  catch up with 
the "A" level entry.
Histogram 4.14 shows similar, although not identical, behaviour for the interviewees
and the complete sample.
FIGURE 4.14: HOURS OF CLASSWORK
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FIGURE 4.15: HOURS PER WEEK OF STUDY & USE OF TL
Figure 4.15 is the last in this series o f histograms comparing the behaviours o f the course 
and language groups. The EFL students spent about three times as much per week studying and 
using the target language. This difference is significant at better than the 5% level using a 
2-tailed t-test (t = 12.425 with 116 df, p < 0.001) [see W oods et al, 1986: 177], This reflects 
much greater opportunity for practice, and greater communicative need. Students o f  French 
spent slightly less time per week than their Nuffield counterparts, with the Sussex students 
averaging around 20 hours per week, and the Nuffield sample nearer to  25. There are no clear 
trends concerning student proficiency levels, compared to a very clear trend for total hours o f
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study and active residence shown in Figure 4.6. The interviewees seem representative o f the 
total sample in Figure 4.15.
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4.2.1.3.3 Comparison of Activities for Terms 1 and 2
Part o f  the main questionnaire relating to  university life (HOURS), asked students to 
estimate the number o f  hours per week they spent on a wide range o f  language learning 
activities, for two consecutive terms: Term 1 (Spring 1995) and Term 2 (Autumn 1994). The 
descriptive statistics for the complete sample for Term 2 are shown below, and the remaining 
results are available form the author. These results allow us to  look for longitudinal changes, 
and to  cover a period o f  about six months.
TABLE 4.16: DESCRIPTIVES FOR LL ACTIVITIES TERM 2
Variable Mean Std Dev Minimum Maximum N
BD other .00 .00 0 0 95
AS translation .35 .68 0 3 95
BC other .38 1.95 0 15 95
AU employment .46 4.11 0 40 95
BB writ* notes .61 1. 09 0 5 95
AL indiv’ tuit'.62 2.25 0 15 95
AM list’ tapes .65 1.31 0 8 95
AV labf work .69 4.34 0 40 95
AQ repeating TL.81 2.56 0 24 95
AP revision 1.11 1.97 0 15 95
AO learn'voc' 1.25 1.92 0 12 95
AR writ’essaysl.78 3.64 0 25 95
AN read’ text’2.05 5.01 0 35 95
AT lectures 2.48 4.23 0 16 95
AY read’ pap’s2.77 6. 65 0 50 95
AZ chatt’ NSs 3.07 4.21 0 25 95
AX watch’ TV 3.36 5.07 0 25 95
AW list'radio 4.22 8.33 0 40 95
AK homework 4.27 4.65 0 20 94
BA chatt’NNSs 4.76 10.16 0 60 95
AJ classwork 5.94 5.54 0 25 95
BE total 41.59 33.31 4 133 95
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Less students completed this part o f  the questionnaire: 95 compared to  118 for Term 1. 
M ost o f  those who did not complete this part for Term 2 (Autumn 1994) were EFL students; 
presumably they were not at the university or suffered more from questionnaire fatigue.
Looking first at the data for the whole sample, there are few major differences in the 
order o f  activities for Terms 1 and 2. There are, however, three small changes o f  magnitude 
which are noteworthy. The total hours per week is about 12% higher for the Spring Term, and 
there are also m oderate increases in the time spent listening to  the radio, and chatting to  native 
speakers. This may be tentatively interpreted as a move towards certain communicative 
activities as the student levels o f  proficiency increased. The extra w ork could be a result o f  
increased motivation as students became more involved in their courses.
Looking next at the data for the individual course groups, we notice a similar move 
tow ards more time spent on informal / communicative activities and less on self-study /  focus on
form:
FCE, CPE and B S c l: more listening to  the radio
FCE: more watching TV
CAE & CPE: more chatting to NNSs
CAE & B S c l: more chatting to NSs
CPE: more attending lectures
FCE: less learning vocabulary
Intensives: less listening to  language learning tapes
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For the purposes o f  this study, good language learners are defined as the 25 students 
with the highest levels o f  self-assessed proficiency. Some comparisons will be made with the 
CPE group, as it has the highest mean proficiency level o f  those considered. The average 
proficiency level for the CPE group is approximately 159 (using SSKILLS4), and is substantially 
less than the GLL group (see Table 4.17).
TABLE 4.17: MEAN PROFICIENCY SCORES FOR GOOD LANGUAGE LEARNERS
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4.2.1.3.4 Good Language Learner Results
MEAN PROFICIENCY SCORE
SSKILLS4 LISTEN IN G SUBTOTAL 46.16
SSKILLS4 READING SUBTOTAL 46.16
SSKILLS4 SPEAKING SUBTOTAL 42.6
SSKILLS4 W RITING SUBTOTAL 42.84
SSKILLS4 TOTAL FOR ALL SKILLS 176.76
The descriptives for the GLL group are shown overleaf (see Table 4.18). This table 
shows the mean time spent on language learning activities while at university for two terms. The 
behaviour for the two terms is very similar, but we can identify some developmental changes as 
we move from Autumn 1994 to  Spring 1995:
- more time attending lectures, listening to  the radio, writing notes and doing laboratory 
work, and
- less time listening to  language learning tapes, reading textbooks and grammars, doing 
hom ework and having private tuition.
Once again we see a move towards more informal / communicative activities.
191
TABLE 4. 18: MEAN HOURS PER WEEK FOR GOOD LANGUAGE LEARNERS
SPRING AUTUMN 
TERM *95 TERM ’94
FORMAL LANGUAGE LEARNING
(A) LANGUAGE CLASSES ( including tutorials, tests & laboratory w ork) 4.52 4.25
(B) HOMEWORK & PROJECT WORK (and  any other directed study) 3.28 2.62
(C) INDIVIDUAL PRIVATE TUITION 0.64 1.04
SELF-STUDY
(D) LISTENING TO LANGUAGE LEARNING TAPES 0.20 0.33
(E) READING TEXTBOOKS & GRAMMARS 3.68 3.95
(F) LEARNING VOCABULARY & USING DICTIONARIES 1.08 1.04
(G) REVISION OF CLASSWORK 0.72 0.50
(H) REPEATING LANGUAGE TO ONESELF 1.32 1.38
(I) WRITING ESSAYS & TAKING NOTES 3.68 3.62
(J) TRANSLATION 0.52 0.54
STUDY OR WORK U S I NG  LANGUAGE (not specifically for language learning)
(K) ATTENDING LECTURES / SEMINARS 4.88 4.12
(L) PAID EMPLOYMENT WHERE LANGUAGE IS USED 0.08 0.08
(M ) LABORATORY WORK ( e.g. scientific or engineering w ork) 1.68 1.00
INFORMAL LANGUAGE LEARNING & USE
(N) LISTENING TO THE RADIO, CASSETTES & C.D.s 5.40 5.08
(O) WATCHING TELEVISION, VIDEOS, SHOWS & FILMS 4.72 4.83
(P) READING NEWSPAPERS, NOVELS & MAGAZINES 5.28 6.33
(Q) CHATTING TO NATIVE SPEAKERS 4.32 4.41
(R) CHATTING TO NON-NATIVE SPEAKERS 9.16 9.75
(S) WRITING NOTES, MESSAGES, LETTERS, POEMS etc. 1.56 1.17
OTHER:
(T) ....................................................................... 0 0
(U) ....................................................................... 0 0
(V) TOTAL NUMBER OF HOURS PER WEEK
USING OR STUDYING THE LANGUAGE 56.72 56.08
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Firstly, we can compare these results with those o f  Naiman et al (1978):
GLL RESULTS
M ost Frequently Used "Techniques" Activities with Highest M ean Hours Per W eek
(Naiman et al, 1978) (Freeman, 1996)
1. having contact with native speakers 1. chatting to  non-native speakers o f  TL
2. listening to  radio, TV, records & movies 2. reading newpapers, novels & magazines
3. reading anything: magazines, newspapers, 3. listening to  the radio, cassettes & CDs 
professional articles, comics etc.
4. repeating aloud after teacher and/or N S 4. watching TV, videos, shows & films
5. making up vocabulary charts 5. chatting to  native speakers
The close correspondence between these tw o sets o f  results is striking, and should lend 
support to  the validity o f  this study.
Before leaving the GLL results it is useful to  compare them with those o f  the CPE 
students. W e should remember that both groups have a high average proficiency level, and 
could be considered as good language learners. Considering each section o f  Table 4.18 in turn:
Formal Language Learning
GLLs spent more time on classwork, but less on homework than the CPE group. Less 
time on homework may be considered as a positive trait, e.g. higher student aptitude.
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Self-Studv
GLLs spent much m ore time reading textbooks & grammars, more time writing essays, 
and more time repeating the TL than the CPE group.
Study Or W ork In The Target Language
GLLs spent much less time attending lectures, less time in paid employment, and less 
time on laboratory work.
Informal Language Learning & Use
The order o f  the main activities for the tw o groups were very similar, but the GLLs spent 
much less time listening to  the radio and watching TV than the CPE group.
Total Number O f Hours Per W eek
GLLs spent considerably less time overall on language learning and use, but had a 
substantially higher proficiency level than the CPE group.
These differences would seem to  portray the GLLs as a m ore serious, efficient and 
studious group, spending less time on "recreational" activities and more on self-study.
4.2.1.3.5 Linguistic Thresholds
The data on language learning activities for the complete sample was used to  produce 
the scatterplots shown on the following pages. For each language learning activity, the fraction 
o f  total time spent was plotted against student proficiency to  decide if  this set o f  data supported 
the notion o f  linguistic thresholds (Johnstone, 1995).
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M ost o f  the scatterplots were like Figure 4.16 for reading authentic texts. There were 
no clear cut off points below which little or no activity was found. For authentic reading, we 
can see a gradual increase in time spent as proficiency level increases.
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FIGURE 4.16: SCATTERPLOT - A LINGUISTIC THRESHOLD FOR READING
AUTHENTIC TEXTS?
The only evidence found in support o f  linguistic thresholds, w as for time spent chatting 
to  native speakers (Figure 4.17), and attending lectures and seminars in the target language 
(Figure 4.18), shown on the following pages.
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FIGURE 4.17: SCATTERPLOT - A LINGUISTIC THRESHOLD FOR CHATTING TO 
NATIVE SPEAKERS?
Figure 4.17 shows a "threshold" around the 100 level (SSKILLS4 scale). Another way 
o f  stating this would be to  say that below intermediate level students spent a very small 
proportion o f  their time chatting to  native speakers. It must be said immediately, however, that 
this evidence is weak, due to  lack o f  data at the lower proficiency levels.
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FIGURE 4.18: SCATTERPLOT - A LINGUISTIC THRESHOLD FOR ATTENDING 
LECTURES AND SEMINARS IN THE TARGET LANGUAGE?
W ith the exception o f  one outlier, there appears to  be a threshold for attending lectures 
and seminars around the 125 level. Again, this may be stated more generally: below upper 
-intermediate level, students spent little or no time attending lectures and seminars. The shape 
o f  this scatterplot allows us to  make a moderately strong claim for a linguistic threshold in this 
case.
The descriptive statistics will be discussed further in section 4.3, but now we move on to 
the results o f  correlational analysis.
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This section shows the results o f  the correlational analysis o f  the time factors data using 
SPSS. It is subdivided into three parts: background variables with proficiency, language 
learning activities with proficiency, and intercorrelations o f  all variables. Within each 
subsection, the results are presented in the following order: all students, students o f  French, 
students o f  EFL, and results related to  specific hypotheses. These results are used to  answer 
research questions numbers 2, 5, 6, & 7, and address hypotheses numbers 1 to  7.
4.2.2.1 Correlations of Background Variables with Proficiency Measures
4.2.2.1.1 Correlations for the Complete Sample
TABLE 4.19: SIGNIFICANT CORRELATIONS OF BACKGROUND VARIABLES 
WITH SELF-ASSESSED PROFICIENCY SCORES (N = 118, ALL GROUPS)
4.2.2 Correlational Analysis
STUDENT
PROFICIENCY
SCORES
BACKGROUND
VARIABLES
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
SSKILLS4 total Hours o f  junior school LL r = 0.212 p = 0.020
SSKILLS4 total Years o f  formal LL r = 0.369 p < 0.001
SSKILLS4 total Years o f  formal study in 
home country
r = 0.382 p < 0.001
SSKILLS4 total M onths o f  visits and 
residence
r = 0.440 p <  0.001
SSKTLLS4 total Hours o f  active residence r = 0.430 p <  0.001
SSKILLS4 total Total hours o f  formal and 
informal study
r = 0.449 p <  0.001
SSKILLS4 total Years o f  exposure to  any NS
oooo'II p = 0.050
SSKILLS4 total Years o f home use o f  L r = 0.277 p =  0.004
SSKILLS4 total Years o f  study, residence, 
exposure and use
r = 0.384 p <  0.001
SSKILLS4 total Total hours o f  study and 
active residence
r = 0.562 p < 0.001
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Table 4.19 shows a range o f  weak to  moderate correlations, most o f  which are highly 
significant. Language learning at junior school, exposure to  native speakers, and home use o f  
the target language do not appear to  relate very closely to  proficiency levels, whereas the other 
periods o f  study and residence shown in the table produce higher and more significant 
correlations. Details o f  the composite variables, and how they were calculated, are shown in 
Appendix F. In order to  clarify the subsequent analysis the alphabetical codes for some o f  the 
key variables are shown inside square brackets.
The best predictor shown in Table 4.19 is total hours o f  study and active residence [HN]. 
This is the simple sum o f  "total hours o f  formal and informal study" [DC], and "hours o f  active 
residence" [HL]6. The mean number o f  hours for this composite variable for the complete 
sample is 4874, which is roughly equivalent to  five years o f  full-time study (at the rate o f  25 
hours per week, ten months per year). "Total hours o f formal and informal study" [DC] was 
calculated by multiplying the numbers o f  years o f  formal study, by the number o f  hours per week 
o f  different types o f  study, at each stage in the students' history o f  language learning. It is this 
author's opinion that this is a more sensitive measure o f study time than years alone. "Hours o f  
active residence" [HL] is more a measure o f  "engaged time" than total time abroad. Time spent 
abroad in a linguistically passive manner (i.e. not using the target language , or using it very 
rarely) would be expected to  contribute little to  proficiency in the target language. Students 
were specifically asked in the questionnaire to  distinguish between time abroad and time spent 
actively learning the target language. The composite variable "total hours o f  study and active 
residence" [HN] may well be the best predictor because it is a comprehensive, sensitive, and 
active measure o f  time spent on language learning.
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Spearman rank-order correlation coefficients for these three key variables, HN, DC & 
HL, are shown below:
Total hours o f  study and active residence [HN]: r  =  0.553**
Total hours o f  formal and informal study [DC]: r = 0.446**
Hours o f  active residence [H L]: r = 0.43 3 * *
All three correlations are approximately equal to  the equivalent Pearson product-moment 
correlations, which gives extra weight to  their authenticity.
The results in Table 4.19 are related to  hypotheses numbers 3, 4, 5, 6 and 7, but as 
hypotheses 4, 5 & 7 involve comparisons between correlations, they will be considered further in 
Section 4.2.2.1.5, where t-tests are used to  decide if  the differences between correlations are 
statistically significant.
Hypothesis 3
Overall proficiency is positively and strongly related to the total number of hours of study, 
exposure and use.
This hypothesis is supported by a weak correlation o f  a highly significant nature (r = 
0.384**) for "years o f  study, residence, exposure & use". A stronger correlation (r =  0.562**) 
is shown for "total hours o f  study and active residence" [HN], which is also a measure o f  total 
time spent on language learning, but a more sensitive measure. The importance o f  these results 
will be discussed more in Section 4.3, but next we can see how these correlations vary from 
group to  group.
•S./
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4.2.2.1.2 Correlations for Students of French
TABLE 4.20: SIGNIFICANT CORRELATIONS OF BACKGROUND VARIABLES 
WITH SELF-ASSESSMENT SCORES (N = 57, STUDENTS LEARNING FRENCH 
ONLY)
STUDENT
PROFICIENCY
SCORES
BACKGROUND
VARIABLES
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
SSKILLS4 total Years o f  formal LL r = 0.290 p = 0.029
SSKILLS4 total Years o f  formal study in home 
country
r = 0.366 p = 0.006
SSKELLS4 total M onths o f  visits and residence r = 0.577 p <  0.001
SSKILLS4 total Hours o f  active residence r = 0.567 p <  0.001
SSKILLS4 total Total hours o f  formal and 
informal study
r = 0.445 p <  0.001
SSKILLS4 total Years o f  exposure to  NS 
teachers
r =  0.321 p = 0.016
SSKILLS4 total Years o f  exposure to any NS r =  0.329 p = 0.012
SSKILLS4 total Years o f  study, residence, 
exposure and use
r = 0.463 p <  0.001
SSKILLS4 total Total hours o f study and 
active residence
r = 0.619 p <  0.001
The first point to note is that most o f  the correlations for students o f French are slightly 
higher than for the complete sample, but no attempt will be made to  try to  explain such small 
differences unless they are crucial to one o f  the research questions or hypotheses. In any case, 
it is unlikely that such small differences are significant, given the relatively small sample size (see 
Section 4.2.2.1.5: Hypothesis 4).
The main difference between Tables 4.19 and 4.20 is that both residence and active 
residence show considerably higher correlations for students o f  French than for the complete 
sample. Similarly, years o f  exposure to  any native speaker seems to  have a stronger relationship
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with proficiency. These effects may be due to  overlap with other variables, such as 
socio-economic group and motivation. It is possible that the British students who spent more 
time abroad, and who had greater contact with native speakers, were more wealthy or motivated 
than the norm, whereas all the EFL students were abroad at the time o f  the questionnaire, and 
had ample opportunity to  mix with natives.
4.2.2.1.3 Correlations for EFL Students
The correlations for EFL students in Table 4.21 (overleaf) are generally weaker and less 
significant than for the students o f French, however, the correlations for years o f  formal 
language learning are slightly stronger. The main difference is that the correlations for residence 
are much weaker and less significant. In other words, the EFL students showed a weaker 
relationship between time in the UK (and other anglophone countries) and proficiency, than the 
British students' relationship between time in France (and other francophone countries) and 
proficiency.
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T A B L E  4.21: S IG N IFIC A N T  C O R R E L A T IO N S O F  B A C K G R O U N D  V A R IA B LES 
W IT H  SEL F-A SSESSM EN T SC O R E S (N =  61, E F L  STU DEN TS O N LY )
STU D EN T
P R O FIC IE N C Y
SC O R E S
B A C K G R O U N D
V A R IA B LES
PEA R SO N  P-M  
C O R R E L A T IO N S
SIG N IFIC A N C E
L EV ELS
SSKILLS4 total Years o f  formal LL r = 0.394 p = 0.002
SSKILLS4 total Years o f  formal study in 
home country
r — 0.382 p <  0.001
SSKILLS4 total M onths o f  visits and 
residence
r = 0.271 p -  0.035
SSO L L S4 total Hours o f active residence r = 0.297 p = 0.020
SSKDLLS4 total Total hours o f  formal and 
informal study
r =  0.367 p = 0.004
SSKILLS4 total Years o f  study, residence, 
exposure and use
r =  0.377 p -  0.003
SSKILLS4 total Total hours o f  study and 
active residence
r = 0.428 p <  0.001
Table 4.22 gives the significant correlations for the same set o f  background variables and 
the EFL students' UCLES exam results; the correlations are slightly weaker and less significant. 
It is understandable that the UCLES results correlate significantly with study time, as it is an 
academic and formal measure o f  proficiency.
T A B LE 4.22: S IG N IFIC A N T  C O R R E L A T IO N S  O F  B A C K G R O U N D  V A RIA B LES 
W IT H  U C LES EX A M  M A R K S (N = 44, E F L  STUDENTS O N LY)
STU D EN T
P R O F IC IE N C Y
SC O R E S
B A C K G R O U N D
V A RIA B LES
PEA R SO N  P-M  
C O R R E L A T IO N S
S IG N IFIC A N C E
LEV ELS
UCLES Score Total hours o f  formal and 
informal study
r = 0.310 p = 0.040
UCLES Score Total hours o f study and 
active residence
r  = 0.372 p = 0.013
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Once again, we can note tw o interesting correlations for one o f  the EFL groups (CAE 
students only). The correlations in Table 4.23 also involve UCLES scores and study time.
TABLE 4.23: SIGNIFICANT CORRELATIONS OF BACKGROUND VARIABLES 
WITH SELF-ASSESSMENT SCORES (N = 31) CAE STUDENTS ONLY
STUDENT
PROFICIENCY
SCORES
BACKGROUND
VARIABLES
PEARSON P-M 
CORRELATIONS
SIGNIFICANCE
LEVELS
UCLES Score Years o f formal LL r = 0.518 p =  0.003
UCLES Score Years o f  formal study in 
home country
r = 0.515 p = 0.004
4.2.2.1.4 Correlations of Logarithms of Background Variables
The results in this section relate to  research question number 1, and hypotheses numbers 
6 & 7. The correlations for the logarithms o f  background variables shown in Table 4.24 
(overleaf) are generally better or much better than the simple variables in the preceding tables. 
This is the case for study, residence, and the combined variables, and also for both target 
languages. We shall discuss hypothesis number 7 more in the next section as it involves the 
comparison o f correlations, and some extra t-tests.
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TABLE 4.24: SIGNIFICANT CORRELATIONS OF LOGARITHMS OF
BACKGROUND VARIABLES WITH SELF-ASSESSED PROFICIENCY SCORES 
[proficiency measured by SSKELLS4 total]
LOGARITHM OF
BACKGROUND
VARIABLES
ALL STUDENTS STUDENTS OF 
FRENCH
EFL STUDENTS
N =  118 N = 57 N  = 61
Years o f  formal LL r = 0.296** r = 0.336** r =  0.415**
M onths o f  visits and 
residence
r = 0.449** r = 0.622** r =  0.278*
Total hours o f  formal 
and informal study
r = 0.494** r = 0.530** r = 0.365**
Total hours o f  study 
and active residence
r = 0.616** r = 0.680** r =  0.434**
Hypothesis 6
Student proficiency levels are a diminishing returns function of time.
The nature o f  the relationship between "hours o f  study and active residence" [HN] and 
student proficiency may also be examined by looking at a scatterplot o f  the tw o variables (see 
Figure 4.19 overleaf). This scatterplot shows a reasonably linear relationship between the 
logarithm o f  time and student proficiency.
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FIGURE 4.19: SCATTERPLOT OF LOGARITHM OF HOURS OF STUDY AND
ACTIVE RESIDENCE AGAINST STUDENT PROFICIENCY (N = 118, ALL GROUPS)
SCATTERPLOT OF LOGARITHM OF HOURS OF STUDY & ACTIVE 
RESIDENCE AGAINST STUDENT PROFICIENCY
STUDENT PROFICIENCY (SSKILLS4 TOTAL]
This scatterplot alone lends considerable support to the assumption used in the pilot 
model that there is a diminishing returns relationship between proficiency and total time spent on 
language learning. As most o f  the students are at intermediate to advanced level, we can not be 
sure that this relationship extends to students at the lower proficiency levels.
Further support for the diminishing returns function may be seen in the scatterplots for 
logarithm o f  "total hours o f  formal and informal study" [DC] and logarithm o f  "hours o f  active 
residence" [HL] shown in Figures 4.20 and 4.21 (overleaf).
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FIGURE 4.20: SCATTERPLOT OF LOGARITHM OF HOURS OF FORMAL AND
INFORMAL STUDY AGAINST STUDENT PROFICIENCY (N = 118, ALL GROUPS)
This scatterplot (Figure 4.20) is also reasonably linear, indicating a diminishing returns 
relationship between total study time and proficiency.
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FIGURE 4.21: SCATTERPLOT OF LOGARITHM OF HOURS OF ACTIVE
RESIDENCE AGAINST STUDENT PROFICIENCY (N = 118, ALL GROUPS)
The scatterplot for active residence is less linear than the previous two. Nevertheless, it 
seems that the diminishing returns function not only applies to  total time spent language 
learning, but also to  total study time, and to a lesser extent, active residence time.
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Hypotheses 4, 5 and 7 require the comparison o f  correlations o f  background variables 
with proficiency scores. The following calculations use a t-test (Glass & Hopkins, 1984: 311) to 
evaluate the significance o f  these differences. One-tailed tests are used for these directional 
hypotheses. For testing the null hypothesis that the tw o correlations, r31 and r32, are equal the 
t-test (Hotelling, 1940) was used:
t = (r31 - r32) x Square R oot o f  _______ \ (n - 3 ¥  1 + r ,Uj
[ 2(1 - r3]2 - r322 - r,,2 + 2r31 r32r12)]
W here n is the sample size, and r31 is the correlation between variables 3 and 1. The 
formula for this t-test is given in full, as it is not commonly used in applied linguistics research.
H ypothesis 4:
The relationship between study time and student proficiency is approximately tw>ice as strong as 
the one betw’een residence abroad and proficiency.
Looking again at the relevant correlations from this section (see Table 4.21), the only 
support for this hypothesis is from the data on EFL students where the correlation for years o f  
formal study is 0.394**, and the correlation for months o f visits and residence is 0.271*. 
Stating these relationships in term s o f  variance, makes the support for hypothesis 4 seem more 
persuasive: study time accounts for 15.5% o f  the variance in proficiency scores, whereas 
residence accounts for 7.3%  o f  such variance. However, when we evaluate the significance o f 
this difference using the t-test, t is well below the critical value for a one-tailed test at the 5% 
level (t =  0.768 with 59 df, p = 0.2227). Thus, the null hypothesis remains tenable, and we 
cannot claim support for this hypothesis. It is possible to imagine that with a larger sample size
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4.2.2.1.5 Testing Differences Between Correlations
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this relationship could reach significance, but given the contradictory correlations from the data 
on students o f  French, where residence shows a much stronger relationship with proficiency 
than study time, then any support for this hypothesis must be language specific and extremely 
weak. For students o f  French, the apparent difference between correlations is large (correlations 
between proficiency and residence r -  0.577**, and for proficiency and study time r =  0.290*). 
W e shall return to  hypothesis 4 during the discussion o f  these results in Section 4.3, and 
consider them in the light o f  other research in this area.
Hypothesis 5
Length of residence plus study is a better predictor of student proficiency than either.
Using the data for the complete sample (see Table 4.19), the simple correlations indicate
support for this hypothesis: for study and active residence [HN] r  = 0.562** , study alone [DC]
r =  0.449**, and active residence alone [HL] r = 0.430**, remembering that HN = HL + DC, 
using the questionnaire codes ( i.e. correlations for HN > HL, and H N  > DC).
The t-test gives values o f  2.761 and 2.090 for the differences between the correlations o f 
the combined variable [HN] and active residence [HL], and the combined variable [HN] and 
study [DC] respectively. As these values exceed the critical value for a one-tailed test at the 5% ■ 
level, then the null hypothesis is rejected. This hypothesis is supported.
For t-test HN-HL: t =  2.761 with 116 df, p = 0.0034 
For t-test HN-DC: t -  2.090 with 116 df, p = 0.0194
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Using the logarithms o f these variables, and some data from Table 4.24, we can test if 
the logarithm o f  study plus residence [IN] is a significantly better predictor than the logarithm o f 
study [IM], and also the logarithm o f  residence [IQ]. The computed values o f  t are:
For t-test IN-IM: t = 3.097 with 116 df, p = 0.0013 
For t-test IN-IQ: t =  2.668 with 116 df, p = 0.0044 
Once again, these values o f  t exceed the critical value, and the null hypothesis is rejected. 
Thus, we can extend the hypothesis to include the logarithm o f  these variables, which are better 
predictors o f  proficiency. These tw o sets o f  results both support the principle o f  addition 
incorporated in the pilot model.
Hypothesis 7
The logarithm of total hours of study and residence is a better predictor of student proficiency 
than the simple composite variable.
Once again, the direct comparison o f  correlation coefficients lend support to  this 
hypothesis (i.e. correlation o f log H N  > correlation o f  HN). Taking the results from Tables 4.19 
and 4.24, the correlation for logarithm o f  study and active residence r =  0.616** is higher than 
the correlation for simple variable r =  0.562**.
The t-test gives a value o f  t which is higher than the critical value for a one-tailed test (t 
-  1.703 with 116 df, p =  0.0456). Therefore, the null hypothesis is rejected, and the correlation 
o f  the logarithm is significantly higher than the simple correlation. Taking into account the same
comparisons for students o f  EFL and French, we can claim m oderate support for this
hypothesis.
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4.2.2.2 Correlations of Language Learning Activities with Proficiency Measures
4.2.2.2.1 Correlations for the Complete Sample
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TABLE 4.25: SIGNIFICANT CORRELATIONS BETWEEN HOURS OF LANGUAGE 
LEARNING AND STUDENT PROFICIENCY (ALL GROUPS)
[proficiency measured by SSKILLS4 total] SPRING AUTUMN
TERM  ’95 TERM ’94
FORM AL LANGUAGE LEARNING
(A) LANGUAGE CLASSES ( including tutorials, tests & laboratory w ork) - 0.234* - 0.228*
(B) HOMEWORK & PROJECT WORK ( and any other directed study) - 0.251 ** - 0.261 **
SELF-STUDY
(D) LISTENING TO LANGUAGE LEARNING TAPES -0 .281**
(I) WRITING ESSAYS & TAKING NOTES 0.241** 0.288**
STUDY O R W ORK USING LANGUAGE
(K) ATTENDING LECTURES/SEMINARS 0.278** 0.281**
INFORM AL LANGUAGE LEARNING & USE
(O) WATCHING TELEVISION, VIDEOS, SHOWS & FILMS 0.229*
(P) READING NEWSPAPERS, NOVELS & MAGAZINES 0.203* 0.247*
(Q) CHATTING TO NATIVE SPEAKERS 0.284**
(R) CHATTING TO NON-NATIVE SPEAKERS OF ENGLISH 0.199* 0.258*
(S) WRITING NOTES, MESSAGES, LETTERS, POEMS etc. 0.230* 0.290**
(v) TOTAL NUMBER OF HOURS PER WEEK
USING OR STUDYING THE LANGUAGE 0.204* 0.321**
About half the language learning activities shown in Table 4.25 are related to proficiency 
with highly significant correlations. Admittedly, the correlations are weak, but we would not 
expect three months activity to substantially influence proficiency levels which are roughly the 
product o f five years full-time language learning. We do not know to what extent students 
change their language learning habits when they move from institution to institution. Some
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students may have similar learning styles throughout their development, and therefore prefer to 
use the same activities in different institutions. Thus, these correlations could represent the use 
o f certain language learning activities over a longer period o f time. It is also possible, however, 
that these correlations are institution specific. As approximately 80% of the sample were from 
the University o f Sussex these correlations may well reflect the situation at this institution. This 
issue will be discussed further in Section 4.3.
Starting at the top o f the table, let us make some brief comments on the individual 
correlations, looking at the negative correlations first. The students with the highest levels of 
proficiency generally spent less time in the classroom; this is arranged by the university, probably 
because it is felt that the higher level students are in less need o f tuition. The negative 
correlation for homework may mean that the students with highest proficiency worked fastest. 
Tymms (1992) also found a negative correlation o f r = - 0.10 between average "O" level / CSE 
score and hours per week of homework. There is also considerable overlap between classwork 
and homework (r = 0.643**) for term 1. It is understandable that each hour o f classtime 
produces a certain amount o f related homework. The negative correlation for self-study 
listening may mean that lower level students are encouraged to use the language laboratory, 
whereas higher level students prefer to engage in more communicative activities.
The remaining correlations are all positive, the highest o f which is the "total number of  
hours per week o f study and use" [BE]. This highly significant correlation may overlap with 
student motivation to some extent. The majority of the positive correlations are for 
communicative activities. There are two speaking correlations, two writing correlations, two 
listening correlations, and one for reading. These may be considered as functional practice
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strategies, which account for about 9% o f the variance in the proficiency scores. This compares 
with the 8% found by Bialytsok (1979) for all functional practice. The results in Table 4.24 
enable us to address hypotheses 1 and 2.
Hypothesis 1
Overall proficiency is positively related to the total number of hours per week of study, 
exposure and use.
This hypothesis is supported by a weak but highly significant correlation o f 0.321** 
between total hours per week in the Autumn term and proficiency. The same correlation for 
both the Spring and Autumn terms is also highly significant ( Pearson r = 0.282**, Spearman r = 
0.274**). The corresponding scatterplot for this composite variable for two terms [HT] is 
shown in Figure 4.22 (overleaf).
The scatterplot (Figure 4.22) is approximately linear, with a very gradual increase in 
proficiency as the total number o f hours per week increases. This composite variable [HT] 
covers a period o f about 6 months; as time at the university increases this relationship may 
approach those for the background variables. This possibility could be examined in future 
research.
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FIGURE 4.22: SCATTERPLOT OF TOTAL HOURS PER WEEK FOR THE SPRING
AND AUTUMN TERMS AGAINST STUDENT PROFICIENCY (ALL GROUPS)
SCATTERPLOT OF TOTAL HOURS OF STUDY AND USE FOR TERMS 1+2 AGAINST
PROFICIENCY
TOTAL HOURS PER WEEK OF STUDY AND USE TERMS 1 +2 
\  >
Hypothesis 2
Students who spend the most time chatting to native speakers are those that achieve the highest 
proficiency scores.
The correlation for chatting to native speakers [AZ] is highly significant (r = 0.284**); it 
may mean that the higher level students can more easily engage in conversation with native 
speakers, but may also indicate higher levels o f self-confidence and motivation to risk attempting 
such a difficult task. As this is a key correlation the scatterplot for this variable is shown in
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Figure 4.23 (below), and the Spearman rank-order coefficient is r = 0.375**. This correlation 
reinforces the finding with a small group o f Turkish students at Sussex University ( r = 0.75, p = 
0.007). We shall discuss this finding further, as it is central to hypothesis number 2, after the 
following results, showing the correlations between language learning activities and proficiency 
for the different language groups. As before, the results for the students o f French precede 
those for the EFL students.
FIGURE 4.23: SCATTERPLOT OF TIME SPENT CHATTING TO NATIVE
SPEAKERS AGAINST STUDENT PROFICIENCY (ALL GROUPS)
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Figure 4.23 shows that there is a certain degree o f linearity concerning the relationship 
between time spent chatting to natives and proficiency, but that the variance decreases rapidly as 
we move from left to right across the scatterplot. This diagram indicates a slight tendency for 
students with lower proficiency to spend less time chatting to natives, but it is dependent on two 
or three influential outliers.
4.2.2.2.2 Correlations for Students of French
TABLE 4.26: SIGNIFICANT CORRELATIONS BETWEEN HOURS OF LANGUAGE 
LEARNING AND STUDENT PROFICIENCY (N= 56, FRENCH GROUPS ONLY)
[proficiency measured by SSKILLS4 total] SPRING AUTUMN
TERM  '95 TERM ’94
FORM AL LANGUAGE LEARNING
(A) LANGUAGE CLASSES ( including tutorials, tests & laboratory w ork) - 0.262* - 0.277*
(B) HOMEWORK & PROJECT WORK ( and any other directed study) -0 .366**  -0 .335**
STUDY OR W ORK USING LANGUAGE
(L) PAID EMPLOYMENT WHERE LANGUAGE IS USED 0.301* 0.261*
INFORM AL LANGUAGE LEARNING & USE
(Q) CHATTING TO NATIVE SPEAKERS 0.330*
(S) WRITING NOTES, MESSAGES, LETTERS, POEMS etc. 0.286* 0.303* ,
Correlations for classwork, homework, informal writing, and chatting to native speakers 
are similar to table 4.25, but slightly higher. Less correlations reach significance, possibly 
because the sample size is smaller. The correlation for paid employment could indicate that 
those students who have a very high level o f proficiency are able to use it for employment 
purposes.
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TABLE 4.27: SIGNIFICANT CORRELATIONS BETWEEN HOURS OF LANGUAGE 
LEARNING AND STUDENT PROFICIENCY (N = 25, FRENCH "INTENSIVES” 
ONLY)
[proficiency7 measured by SSKILLS4 TOTAL] SPRING AUTUM N
TERM  ’95 TERM '94
FORM AL LANGUAGE LEARNING
(B) HOMEWORK & PROJECT WORK ( and any other directed study) - 0.516** - 0 .401 *
SELF-STUDY
(J) TRANSLATION 0.473* 0.493*
INFORM AL LANGUAGE LEARNING & USE
(Q) CHATTING TO NATIVE SPEAKERS 0.517**
Looking briefly at Table 4.27 for the French "Intensives", the correlation for chatting to 
native speakers is again very significant, and further reinforces the previous findings; the 
Spearman rank-order correlation o f r = 0.517** confirms this trend, but the sample size is 
admittedly small (N = 25). The scatterplot (Figure 4.24, overleaf) for the "Intensives" is 
reasonably linear, but its shape depends very much on a few outliers. There is also a "plateau" 
effect or even some indication o f a diminishing returns function.
The correlation for translation is somewhat unexpected, given the communicative 
nature o f the proficiency instrument. However, this does correspond with the findings of  
O'Malley et al (1985) as a strategy often used by beginners. Translation is probably still a 
common class activity for modem language students.
"A survey by Penny Sewell, of Birkbeck College, reported in the 
AFLS Newsletter 24 (13)... about language learning activities in French 
departments indicates that translation and essay still predominate..."
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(Grauberg, 1990: 16)
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We cannot give too much importance to the correlations relating to a small group o f 25 
students, especially the correlations for translation as they are not highly significant.
Chapter 4: Main Investigation
FIGURE 4.24: SCATTERPLOT OF TIME SPENT CHATTING TO NATIVE
SPEAKERS AGAINST STUDENT PROFICIENCY (FRENCH INTENSIVES ONLY)
Moving to the next section, we can then compare these results with those of the EFL 
students.
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4.2.2.2.3 Correlations for EFL Students
TABLE 4.28: SIGNIFICANT CORRELATIONS BETWEEN HOURS OF LANGUAGE 
LEARNING AND STUDENT PROFICIENCY (N = 61, EFL STUDENTS ONLY)
[proficiency measured by SSKILLS4 total]
FORM AL LANGUAGE LEARNING
(A) LANGUAGE CLASSES ( including tutorials, tests & laboratory work )
(B) HOMEWORK & PROJECT WORK ( and any other directed study) 
SELF-STUDY
(D) LISTENING TO LANGUAGE LEARNING TAPES
(G) REVISION OF CLASSWORK
(I) WRITING ESSAYS & TAKING NOTES
SPRING  
TERM  ’95
- 0.368** 
-0 .365*
- 0.482** 
0.282*
STUDY OR W ORK USING LANGUAGE (not specifically for language learning) 
(K) ATTENDING LECTURES / SEMINARS 0.352**
(v) TOTAL NUMBER OF HOURS PER WEEK 
USING OR STUDYING THE LANGUAGE
AUTUM N  
TERM  '94
- 0.405**
-0.421**
-0 .357*
-0 .341*
0.353*
0.331*
0.393**
In Table 4.28, the negative correlations for classwork and homework are slightly 
stronger and more significant, but not very different from the correlations for students o f French 
shown in Table 4.26. The negative correlation for self-study listening may be interpreted as a 
tendency for the low level EFL students to take advantage o f the variety o f tapes available for 
them, and the higher level students to engage in more communicative activities.
The positive correlations for writing essays, taking notes, and attending lectures 
reinforce the trends found previously for the EFL students to exhibit stronger relationships 
between formal language learning & self-study, and proficiency (see Sections 4.2.1.2 and 
4.2.2.1.3).
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Table 4.29 enables us to see how the correlations change using a different proficiency 
instrument. The pattern o f correlations is similar to Table 4.28, but nearly all the correlations 
are negative and stronger. We would expect the UCLES exam scores to be more strongly 
related to formal academic study (see also Section 4.2.2.1.3 for a similar result). These results 
seem to indicate a tendency for the higher level EFL students to spend little time on classwork, 
homework, listening to language learning tapes, reading textbooks and grammars, learning 
vocabulary and revising classwork, while spending more time on attending lectures and 
seminars. The negative correlations for reading textbooks & grammars, and revision o f  
classwork are more difficult to explain, but as the sample size is only 43 and their level of 
significance is not very high, we need not attach too much importance to them. In fact, the 
correlation for reading textbooks & grammars only just reaches significance (p = 0.05), and both 
do not reach this level o f significance for the Autumn term.
TABLE 4.29: SIGNIFICANT CORRELATIONS BETWEEN HOURS OF LANGUAGE 
LEARNING AND STUDENT PROFICIENCY (N= 43, EFL STUDENTS ONLY)
[proficiency measured by UCLES exam scores! SPRING
TERM '95
FORM AL LANGUAGE LEARNING
(A) LANGUAGE CLASSES ( including tutorials, tests & laboratory w ork) - 0.564**
(B) HOMEWORK & PROJECT WORK ( and any other directed study ) - 0.491** 
SELF-STUDY
(D) LISTENING TO LANGUAGE LEARNING TAPES -0.567**
(E) READING TEXTBOOKS & GRAMMARS - 0.301*
(F) LEARNING VOCABULARY & USING DICTIONARIES - 0.413**
(G) REVISION OF CLASSWORK -0 .351*
AUTUMN  
TERM  ’94
- 0.644**
- 0.432*
-  0.528** 
-0 .639**
STUDY OR W O RK  USING LANGUAGE  
(K) ATTENDING LECTURES/SEMINARS 0.423** 0.469**
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Table 4.30 is the last in this series o f correlations between language learning activities at 
university and general language proficiency. It shows a similar pattern to the preceding tables, 
with only one correlation reaching the 1% level o f significance: total hours per week o f study 
and use. This correlation gives additional support to hypothesis number 1.
TABLE 4.30: SIGNIFICANT CORRELATIONS BETWEEN HOURS OF LANGUAGE 
LEARNING AND STUDENT PROFICIENCY (N = 31, CAE STUDENTS ONLY)
[proficiency measured by SSKILLS4 TOTAL]
SELF-STUDY
<G) REVISION OF CLASSWORK
(I) WRITING ESSAYS & TAKING NOTES
STUDY OR W O RK  USING LANGUAGE
(K) ATTENDING LECTURES/SEMINARS
(M ) LABORATORY WORK ( e.g. scientific or engineering w ork)
INFORM AL LANGUAGE LEARNING & USE
(R) CHATTING TO NON-NATIVE SPEAKERS OF ENGLISH
(v) TOTAL NUMBER OF HOURS PER WEEK 
USING OR STUDYING THE LANGUAGE
SPRING  
TERM  ’95
0.387*
0.403*
0.383*
0.385*
AUTUM N  
TERM '94
- 0.477*
0.453*
0.443*
0.466**
Tables 4.28, 4.29 and 4.30 show some interesting differences between the students o f  
French and EFL. Considemg first the positive correlations, certain types of formal study and 
self-study seem more important for the EFL students, whereas informal language learning and 
use are more prominent for students o f French. These trends have certain similarities to the 
stronger relationship between residence and proficiency for students o f French found in Section 
4.2.2.1.
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Table 4.31 gives the correlations between time spent chatting to native speakers and the 
proficiency subtotals for speaking and listening. We would expect students engaged in oral 
interaction to improve more in these skills.
4.2.2.2.4 Correlations Specific to Hypothesis Number 2
TABLE 4.31: SIGNIFICANT CORRELATIONS BETWEEN HOURS CHATTING TO 
NATIVE SPEAKERS (TERM 2) AND PROFICIENCY MEASURES
HOURS/WEEK 
CHATTING TO 
NATIVES
PROFICIENCY
MEASURES
PEARSON P-M 
CORRELATIONS
SIGNIF’
LEVELS
SAMPLE
TERM 2 SSKILLS4 speaking r = 0.202 p = 0.049 ALL, N  = 95
TERM 2 SSKILLS4 listening r = 0.237 p = 0.021 ALL, N = 95
TERM 2 SSKILLS4 speaking r = 0.358 p = 0.008 FRENCH, N = 54
TERM 2 SSKILLS4 listening r = 0.336 p = 0.013 FRENCH, N = 54
Hypothesis 2: Students M>ho spend the most time chatting to native speakers are those that 
achieve the highest proficiency scores.
This hypothesis is supported by the weak to moderate correlations of a highly significant 
nature shown in Tables 4.25, 4.26, 4.27 & 4.31, as well as the scatterplots in Figures 4.23 and 
4.24. The correlations are higher and more significant for students o f French.
4.2.2.3 Intercorrelations of all Variables
A summary o f intercorrelations o f the key variables for the main database is included in 
Appendix G, the remaining correlations are available from the author. These results have not 
been included here as they are not regarded as essential to this thesis. The main questions o f 
interest concern the degree o f overlap between the key variables; these questions are addressed 
more clearly and succinctly using the factor analysis found in the next section o f this chapter.
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Factor analysis was carried out on all variables, both background and language learning 
activities, and for the main databases: all students, students o f French and EFL. The SPSS 
Principal Component Factor Analysis routine was used on the databases (otherwise known as 
principal axis factor analysis). Factors with eigenvalues greater than 1.0 were retained. Only the 
results o f the best analyses (with the clearest separation o f factors) are included in this thesis, 
other results are to be found in Appendix H, and the remaining results are available from the 
author.
The results o f these analyses indicate which o f the time variables are acting in unison, 
which are independent, and the amount o f total variance explained by all the factors together. 
This enables us to define the variables more clearly, and their degree o f overlap. The results can 
also help decide which variables to use for model building and prediction purposes.
The initial results were disappointing, as the numerous factors were difficult to interpret. 
After varimax rotation o f the axes, however, the situation became clearer. This process involves 
the redistribution o f the condensed data between the factors, in a way which is easier to interpret. 
The results will be considered in the same order used for the previous sections: all students, 
students o f French, and finally, students o f EFL.
4.2.3.1 Factor Analysis for the Complete Sample
Taking all the background variables and language learning activities together, 11 variables 
were identified, which accounted for 73.5% of the total variance (see Table 4.32 overleaf, and 
Table 4.33 on the following page). The communalities in Table 4.32 show the variance accounted
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4.2.3 Factor Analysis
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for by all 11 factors (e.g. the eleven factors account for 0.63153 o f the variance in BK). Factor 1 
accounts for most variance (15.1%), factor 2 for slightly less (13.3%) variance, and so on. The 
codes for these variables may be found in Appendix F.
TABLE 4.32: FINAL STATISTICS FOR COMPLETE SAMPLE USING
BACKGROUND VARIABLES AND LL ACTIVITIES TERM 1 (TF10.XLS, N = 118)
Final Statistics:
Variable Communality *
*
Factor Eigenvalue Pet of Var Cum Pet
BK .63153 1 4.99343 15.1 15.1
C .49187 2 4.37537 13.3 28.4
D .58949 * 3 3.16588 9.6 38.0
DB .90176 k 4 2.07304 6.3 44.3
DC .70742 k 5 1.91011 5.8 50.1
DJ .73155 * 6 1.60031 4.8 54.9
DK .72729 * 7 1.42134 4.3 59.2
DL .65010 * 8 1.34314 4.1 63.3
DM .85426 * 9 1.22893 3.7 67.0
HK .90675 * 10 1.10563 3.4 70.4
HL .92159 * 11 1.03250 3.1 73.5
HN .93364 *
HO .94548 *
AA .78747 *
AB .79011 *
AC .55423 *
AD .63877 *
AE .70016 *
AF .59391 *
AG .69147 *
Al .95428 *
N .69710 *
O .81717 *
P .82322 *
Q .79084 *
R .71535 *
S .71200 *
T .77691 *
U .50883 *
V .68200 *
W .56023 *
X .77749 *
Y .68543 *
VARIMAX rotation converged in 14 iterations.
KEY: communality = variance accounted for by all factors together
eigenvalue = proportion of total variance covered by each factor 
pet of var = percentage of variance 
cum pet = cummulative percentage
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Only loadings of 0.4 and higher are shown in the factor matrices in this section, to enable 
the factors to be more easily interpreted. In Table 4.33, the loadings just over 0.4 are shown in 
brackets.
TABLE 4.33: ROTATED FACTOR MATRIX FOR COMPLETE SAMPLE USING 
BACKGROUND VARIABLES AND LL ACTIVITIES TERM 1 (TFI0.XLS, N = 118)
Factor 1 Factor 2 Factor 3 Factor 4 Factor 5
HK .90848
HL .90673
HN .85113
DL .73373
Q .82381
0 .77984
N .76049
T .68838
S .66558
AB .82664
AD .76420
Al .56877 (.41130)
AC .52345
DC (.41152)
HO .92428
DK .79945
DJ .72465
R .81483
V .69517
AE .63322
Factor 6 Factor 7 Factor 8 Factor 9 Factor 10
Al .41645
AA .79518
AG .77528
X .47203
DB .92455
DM .90384
P .88262
T (.43249)
BK .69783
D .54932
DC .43067
AF .65657
U .44537
Factor 11
Y .75651
C .54363
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With the exception of the three loadings in brackets shown in Table 4.33 (which are fairly 
low and inconsequential), the loadings o f the factors are reasonably neat and lead to several easily 
identifiable factors (e.g. factor 4 receives loadings from only three variables: "years of exposure to 
NSTs" [DJ], "years o f exposure to other NSs" [DK], and "years o f exposure to any NS" [HO], 
thus factor 4 may be summarised as "exposure to NSs").
A summary of the loadings for each factor is given below:
Number Name o f Factor Tvpe of Factor
Factor 1 = Residence & home use [+ HN] Background
Factor 2 = Formal LL & self-study LL activities
Factor 3 = Informal listening, speaking and writing [+AI] LL activities
Factor 4 = Exposure to NSs Background
Factor 5 = Self-study reading and writing, and chatting to NNSs LL activities
Factor 6 = Listening to lectures & radio [+AI] LL activities
Factor 7 = Years o f formal study Background
Factor 8 = Individual tuition & revision LL activities
Factor 9 = Formal & informal study, and sex Background
Factor 10 = Informal writing & repeating TL LL activities
Factor 11 = Paid employment & age Mixed
Looking at this summary o f factor loadings, the variables HN and Al are left in brackets as 
these are composite variables, which are included elsewhere as the component variables, and add
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little to the interpretation. This may be seen by the factor analysis shown in Tables 4.34 and 4.35, 
including all the background variables, except HN.
TABLE 4.34: FINAL STATISTICS FOR COMPLETE SAMPLE USING
BACKGROUND VARIABLES ONLY [EXCEPT HN] (TF10.XLS, N = 118)
Final Statistics:
Variable Communality ** Factor Eigenvalue Pet of Var Cum Pet
BK .50979 * 1 3.49574 29.1 29.1
C .89684 * 2 2.03529 17.0 46.1
D .75285 k 3 1.61905 13.5 59.6
DB .89357 k 4 1.11680 9.3 68.9
DC .61707 k 5 1.02504 8.5 77.4
DJ .63146 k
DK .76581 k
DL .56527 k
DM .86383 k
HK .91654 k
HL .89516 k
HO .98372 k
VARIMAX rotation converged in 9 iterations.
TABLE 4.35: ROTATED FACTOR MATRIX FOR COMPLETE SAMPLE USING 
BACKGROUND VARIABLES ONLY [EXCEPT HN] (TF10.XLS, N -  118)
Rotated. Factor Matrix:
Factor 1 Factor 2 Factor 3 Factor 4 Factor 5
HK .91275
HL .89570
DL .73703
HO .96779
DK .85160
DJ .72405
DB .93824
DM .90836
D .78371
DC (.40961) .61507
BK .58912
C .93241
Table 4.35 shows the loadings for the background variables and is to be interpreted in a 
similar fashion (e.g. factor 3 receives loadings from only two variables: "years o f formal LL" [DB]
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and "years o f formal study in home country" [DM], and may be summarised as "years o f formal 
study").
A similar summary may be made for the loadings for each factor shown in Table 4.35:
Chapter 4: Main Investigation
Number Name o f Factor Tvpe o f Factor
Factor 1 = Residence & home use Background
Factor 2 = Exposure to NSs Background
Factor 3 = Years o f formal study Background
Factor 4 = Hours o f formal & informal study, and sex Background
Factor 5 = Age Background
The rotated factor matrix for the background variables (Table 4.35) shows a fairly clear 
separation o f five factors, which are very similar to the previous analysis. These five factors 
account for a total of 77.4% of the total variance (see Table 4.34).
These results, together with the intercorrelations of all key variables shown in Appendix 
G, allow us to make one or two generalisations about the underlying structure of the data. Firstly, 
the background factors and language learning activities are largely independent. Factor 11, in 
Table 4.33, is mixed, but it accounts for only 3.1% of total variance. Secondly, formal study, 
exposure to native speakers and residence are also generally independent (not taking into account 
the composite variable HN). For example, "years o f formal study" [DB] correlates strongly and 
very significantly with "years o f formal study in home country" [DM] (r = 0.785, p < 0.001, N = 
112) but very weakly and insignificantly with the other time variables (r = -0.155 to 0.326). The 
correlation between "years o f formal study" [DB] and "months o f visits and residence" [HK] is 
very low and non-significant (r = -0.088, p = 0.346, N = 116). One might expect exposure to
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native speakers to be closely associated with time abroad, but the factor analysis indicates that this 
is not the case7. This may mean that students are able to seek out native speakers in their home 
countries as teachers, fellow students, and possibly tourists. One o f the case study volunteers 
learning French at Sussex university said that she regularly met a French national for conversation 
in French. Thirdly, residence and home use form one main cluster, which accounts for about 30% 
of total variance in Table 4.34. Periods o f residence abroad and home use are both likely to 
involve much informal language use. EFL students at Sussex University are encouraged to live 
with an English family, particularly on arrival. Many of these students will continue to share 
accommodation with native speakers throughout their courses, especially those in halls of 
residence.
4.2.3.2 Factor Analysis for Students of French
Selected results for students o f French are shown in Appendix H. The rotated factor 
matrix for the background variables is very similar to Table 4.35, with almost the same clusters in 
the same order. The matrix for the language learning activities, however, shows 7 factors which 
are difficult to interpret, due to the mixed combination of variables which load onto each factor. 
There are some similarities with Table 4.33, but the results are not sufficiently clear to be 
interpreted meaningfully. The varimax rotations for the combined background and language 
learning activities failed to converge after 25 iterations.
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Some results for students o f EFL are also shown in Appendix H. These results are even 
more difficult to interpret than those of the students o f French. The rotated factor matrix for all 
variables contains 12 rather "messy" factors, with only vague similarities to Table 4.33. The first 
5 factors, which account for about 50% o f the total variance, may be summarised using the 
following names:
4.2.3.3 Factor Analysis for Students of EFL
Number Name o f Factor Type of Factor
Factor 1 = Formal LL, self-study & age Mixed
Factor 2 = Exposure to NSs, chatting to NNSs
and reading textbooks and grammars Mixed
Factor 3 = Hours o f junior school LL, hours o f active residence,
total hours o f informal and formal study & sex [+ HN] Background
Factor 4 =  Years o f formal study Background
Factor 5 = Informal reading and listening LL activities
The final stage in the analysis o f the time factors data, multiple regression, is shown in the 
next section.
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4.2.4 Multiple Regression
4.2.4.0 Introduction
Multiple regression is a statistical technique for predicting one dependent variable from a 
set o f independent variables. In this case, the dependent variable is self-assessed student 
proficiency, using the SSKILLS4 total for all four skills, and the independent variables are time 
factors. This technique was used to address several o f the research questions (numbers 2, 3, & 5) 
and one hypothesis (number 4).
Research Question 3
To what extent can time factors predict success in language learning?
With stepwise multiple regression the best predictor is entered first into the regression 
equation, and the other variables are added on subsequent steps in order o f importance. The more 
the predictors overlap, the less each additional variable adds to the total variance accounted for.
A total o f 22 models were built using stepwise multiple regression, with different sets o f  
independent variables and the three main databases. A summary o f these models is to be found in 
Appendix I (further details are available from the author). The best o f these models, in terms o f  
total variance, are included in these results. The first, model 18, accounts for the highest 
percentage o f variance in student proficiency, using the complete database. The second, model 
22, accounts for the highest percentage variance o f any of the models, but uses the students o f  
French as a database. The third and last, model 23, examines to what extent study and residence 
alone predict student proficiency, using forced entry o f these two variables.
The main results for each model are given in the following order: the variables and their 
questionnaire codes, the variables entered on each step, the multiple correlation coefficient after
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each variable is entered ("Multiple R"), total variance ("R Square"), an analysis o f variance with 
F-statistics, variables in the equation with beta coefficients, the residual statistics, and finally a key 
for the main variables entered, and a short description o f headings. Comments on each o f the 
models are found after the results. These results are necessarily long and complex, but are given 
in standard format to enable them to be interpreted and compared more easily.
4.2.4.1 Model for Complete Sample Using All Time Factors as Predictors
MODEL NUMBER 18
DATABASE: ALL STUDENTS (TF10.XLS)
INDEPENDENT VARIABLES: ALL BACKGROUND VARIABLES AND LL ACTIVITIES TERM 2
M U L T I P L E  R E G R E S S I O N
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. EX(SSKILLS4 TOTAL)
Block Number 1. Method: Stepwise Criteria PIN .0500 POUT
AJ AK AL AM AN AO AP AQ
AR AS AT AU AV AW AX AY
AZ BA BB BC BE BK C D
DJ DK DL DM HL HO IK IL
IM IN
. 1000
Variable (s) Entered on Step Number 
1. . IN
Multiple R .65193
R Square .42502
Adjusted R Square .41692
Standard Error 16.60916
Analysis of Variance
Regression 
Residual
DF Sum of Squares
1 14477.87864
71 19586.36794
Mean Square 
14477.87864 
275.86434
F = 52.48188 Signif F = .0000
----------------- Variables in the Equation ----------------
Variable B SE B Beta T Sig T
IN 53.838887 7.431755 .651933 7.244 .0000
(Constant) -43.573419 27.136039 -1.606 .1128
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Variable(s) Entered on Step Number
2. . AJ
Multiple R .71298
R Square .50834
Adjusted R Square .49429
Standard Error 15.46799
Analysis of Variance
Regression 
Residual
DF
2
70
Sum of Squares 
17316.13033 
16748.11624
Mean Square 
8658.06517 
239.25880
F = 36.18703 Signif F = 0000
Variable
AJ
IN
(Constant)
  Variables in the Equation —
B SE B Beta
-1.231265 .357487 -.288664
53.626446 6.921414 .649361
•36.525320 25.354310
T Sig T
-3.444
7.748
-1.441
.0010
.0000
.1542
Variable(s) Entered on Step Number 
3. . XL
Multiple R .73229
R Square .53625
Adjusted R Square .51608
Standard Error 15.13104
Analysis of Variance
Regression 
Residual
DF Sum of Squares
3 18266.79989
69 15797.44669
Mean Square 
6088.93330 
228.94850
F = 26.59521 Signif F = 0000
Variable
AJ
IL
IN
(Constant)
Variables in the Equation —  
B SE B Beta
-1.298636
13.345872
36.713793
13.306419
.351259
6.549393
10.711101
34.830527
-.304459
.264652
.444566
T Sig T
-3.697
2.038
3.428
.382
0004
0454
0010
7036
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Variable(s) Entered on Step Number
4. . DM
Multiple R .75029
R Square .56293
Adjusted R Square .53723
Standard Error 14.79681
Analysis of Variance
Regression 
Residual
DF Sum of Squares
4 19175.95090
68 14888.29567
Mean Square 
4793.98773 
218.94552
F = 21.89580 Signif F = .0000
Variables in the Equation
Variable B SE B Beta T Sig T
AJ -1.001704 .373129 -.234845 -2.685 .0091
DM 1.557486 .764318 .188653 2.038 .0455
IL 15.174117 6.467256 .300907 2.346 .0219
IN 29.759645 11.016416 .360358 2.701 .0087
(Constant) 23.087073 34.397657 .671 .5044
Variable(s) Entered on Step Number 
5. . AR
Multiple R .76713
R Square .58849
Adjusted R Square .55778
Standard Error 14.46448
Analysis of Variance
Regression 
Residual
DF Sum of Squares
5 20046.43674
67 14017.80983
Mean Square 
4009.28735 
209.22104
F = 19.16293 Signif F = 0000
Variables in the Equation
Variable B SE B Beta T Sig T
AJ -.949425 .365648 -.222588 -2.597 .0116
AR .953336 .467378 .165182 2.040 .0453
DM 1.701538 .750482 .206102 2.267 .0266
IL 16.891275 6.377807 .334959 2. 648 .0101
IN 24.460944 11.077873 .296197 2.208 .0307
(Constant) 37.574760 34.367058 1.093 .2782
End Block Number 1 PIN = .050 Limits reached.
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Residuals Statistics:
Min Max Mean Std Dev N
*ZRESID -2.0652 2.5668 .0336 .9586 78
*COOK D .0000 .5859 .0226 .0717 78
*LEVER .0070 .5502 .0728 .0761 78
Total Cases = 118
KEY:
Background Variables
DM = Years o f formal study in home country 
HN = Total hours o f study and active residence 
HK = Months o f  visits and residence 
IN = log HN 
IL -  log HK
Language Learning Activities (hours per week at university)
AR = Writing essays and taking notes 
AJ = Classwork
Headings
PIN = criterion for entry o f independent variables i.e. when significance level is 0.05 or smaller 
POUT = criterion for removal o f independent variables i.e. when significance level is 0.1 or more 
DF = degrees o f freedom
F = ratio o f regression mean square to residual mean square 
B = partial regression coefficients (dependent on units of variables)
SE B = standard error o f B
Beta = beta coefficients (partial regression coefficients when all independent variables are 
expressed in standardised form)
T = ratio o f partial regression coefficients to standard error of B
ZRESID = standardised residuals (i.e. with a mean o f 0 and a standard deviation o f 1)
COOK D = Cook's distance, which measures the change in all the regression coefficients when a 
case is eliminated from the analysis
LEVER = leverage, which is a measure o f how much the current case influences the fit o f the 
regression model
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Model number 18 uses stepwise linear multiple regression to predict student proficiency 
levels for the complete sample (N = 118), using all the time factors. In this case, the time factors 
are made up o f all the background variables plus the language learning activities for term 2. Four 
of the independent variables were transformed to achieve linearity, thus the log’ functions IK, EL, 
EM and IN were selected as independent variables.
Five o f these variables, shown in the key above, entered the regression equation before 
the 5% limit was reached: IN, AJ, IL, DM & AR (in order o f entry). The multiple correlation 
coefficient was 0.767, and the total variance explained by the model was 58%. The F-statistic is 
19.1629, with a significance level o f at least 0.001. When all the variables are entered in this way, 
the logarithm of months o f visits and residence [EL] has the highest beta coefficient, and is 
therefore a very important predictor. The residual statistics are satisfactory8, with standardised 
residuals < + or - 3.5, Cook's Distance (max.) < 1.0, and Leverage (max.) < 0.6.
The negative value o f the beta coefficient for classwork reflects the inverse relationship 
between hours o f classwork and proficiency, arranged by the Universities o f Sussex and Brighton. 
This model emphasises the importance o f study, residence, and time spent writing essays and 
taking notes.
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MODEL NUMBER 22
DATABASE: STUDENTS OF FRENCH (TF12.XLS)
INDEPENDENT VARIABLES: ALL BACKGROUND & LL ACTIVITIES TERM 2
* * * * M U L T I P L E  R E G R E S S I O N  * * *
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. EX
The following variables are constants or have missing correlations: 
AV
They will be deleted from the analysis.
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4.2.4.2 Model for Students of French Using AH Time Factors as Predictors
Block Number 1. Method: Stepwise Criteria PIN .0500 POUT
AL AM AN AO AP AQ AR AS
AT AU AV AW AX AY AZ BA
BB BC BE BK C D DJ DK
DL DM HL HO IK IL IM IN
AK AJ
Variable (s) Entered on Step Number
1. . IN
Multiple R .71106
R Square .50561
Adjusted R Square .49411
Standard Error 17.51850
Analysis of Variance
Regression 
Residual
DF Sum of Squares
1 13496.18584
43 13196.61416
Mean Square 
13496.18584 
306.89800
F = 43.97613 Signif F = 0000
----------------- Variables in the Equation ----------------
Variable B SE B Beta T Sig T
IN 56.098657 8.459486 .711064 6.631 .0000
(Constant) -52.343187 29.983209 -1.746 .0880
.1000
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Variable (s) Entered on Step Number
2. . AX
Multiple R .74529
R Square .55546
Adjusted R Square .53429
Standard Error 16.80853
Analysis of Variance
Regression 
Residual
F = 26.23941
DF Sum of Squares
2 14826.67455
42 11866.12545
Signif F = .0000
Variable
AX
IN
(Constant)
Variables in the Equation —  
B SE B Beta
6.768377
54.803785
■53.185876
3.118953
8.138552
28.770702
.223861
.694651
Variable(s) Entered on Step Number 
3. . AJ
Multiple R .78702
R Square .61940
Adjusted R Square .59155
Standard Error 15.74122
Analysis of Variance
Regression 
Residual
F = 22.24173
DF Sum of Squares
3 16533.57149
41 10159.22851
Signif F = .0000
Variable
AX
IN
AJ
(Constant)
Variables in the Equation -- 
B SE B Beta
8.287676 
54.330260 
-2.649098 
-39.307269
2.977712
7.623904
1.009329
27.457798
.274111 
.688649 
-.257804
Mean Square 
7413.33728 
282.52680
T Sig T
2.170 .0357
6.734 .0000
-1.849 .0716
Mean Square 
5511.19050 
247.78606
T Sig T
2.783 .0081
7.126 .0000
-2.625 .0121
-1.432 .1599
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Variable(s) Entered on Step Number
4. . AZ
Multiple R .82107
R Square .67415
Adjusted R Square .64156
Standard Error 14.74608
Analysis of Variance
DF Sum of Squares Mean Square
Regression 4 17994.92788 4498.73197
Residual 40 8697.87212 217.44680
F = 20.68889 Signif F = .0000
Variables in the Equation
Variable B SE B Beta T Sig T
AX 6.483460 2.874974 .214438 2.255 . 0297
AZ 4.807500 1.854461 .281897 2.592 .0132
IN 49.191162 7.411946 .623510 6.637 . 0000
AJ -3.855155 1.053777 -.375175 -3.658 .0007
(Constant) -19.483603 26.834543 -.726 .4720
End Block Number 1 PIN = .050 Limits reached.
Residuals Statistics:
Min Max Mean Std Dev N
*ZRESID -3.8542 2.0515 -.1368 1.2055 54
*COOK D .0000 .6891 .0470 .1160 54
*LEVER .0115 .3604 .0944 .0713 54
Total Cases = 57
KEY:
Background Variables
HN = Total hours o f study and active residence 
IN = log HN
Language Learning Activities ('hours per week at university) 
AJ= Classwork
AZ = Chatting to native speakers 
AX = Watching TV, videos & films
24 0
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Model 22 also used stepwise linear multiple regression to predict student proficiency 
using the same set of time factors, but this time the proficiency levels were for the subgroup of 
students learning French (N = 57).
The logarithm of total hours o f study and active residence [IN] entered the equation first, 
accounting for approximately 50% of the variance. Three other language learning activities 
entered the regression equation in the following order: AX, AJ & AZ. The four variables 
accounted for a total o f 67% of the variance in student proficiency, which is quite high. The 
F-statistic, significance level, and residuals are all satisfactory, showing this model to be a good 
summary o f the relationship between proficiency and time factors, for students o f French.
The variable with the highest beta coefficient is the logarithm o f total hours o f study and 
active residence [IN], and is easily the best predictor. Watching TV, video & films and chatting 
to native speakers also seem important for students o f French.
Research Question 2
What is the relative importance of time factors to student language learning?
The multiple regression models 13 to 22 (see appendix I) show that the background 
variables are generally better predictors than language learning activities, when all the time factors 
are entered together. Study and active residence [HN], or its logarithm [IN], usually enters the 
equations first and explains a considerable proportion of the variance. These variables also 
generally have the highest beta coefficients.
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There is, however, considerable variation from model to model, depending on the set o f  
time factors used, and the constitution o f the sample. This means that it may be necessary to build 
different models o f language learning for each sample. It is evident from these results, and the 
correlations in Section 4.2.2, that it would be desirable to use different weightings for the various 
time factors in order to accurately predict proficiency levels for students o f EFL and French.
Research Question 3
To what extent can time factors predict success in language learning?
Again, there is variation from model to model, when considering how successful each 
model predicts proficiency scores. The best indicator o f prediction is the total variance explained. 
The background variables explain 17 to 46%, the language learning activities 20 to 50%, and all 
the time factors together 47 to 67%.
Research Question 5
How important is the amount of time spent chatting to native speakers?
These models indicate that time spent chatting to native speakers is an important language 
learning activity, specially for students o f French. The only language learning activity which 
enters the regression equation for model 21 is "hours per week o f chatting to native speakers" 
[AZ]. It also enters the regression equation for model 22, with a beta coefficient of 0.282 ahead 
of time spent watching TV, videos and films.
Chapter 4: Main Investigation
242
Chapter 4: Main Investigation
4.2.4.3 Model for Complete Sample Using Study and Residence as Predictors 
MODEL 23
DATABASE: ALL STUDENTS (TF10.XLS)
FORCED ENTRY OF SELECTED VARIABLES: IK (LOG' OF YEARS OF FORMAL LL)
IL (LOG1 OF MONTHS OF RESIDENCE)
* * * * M U L T I P L E  R E G R E S S I O N  * * * *
Listwise Deletion of Missing Data
Equation Number 1 Dependent Variable.. EX
Block Number 1. Method: Enter IK IL
Variable(s) Entered on Step Number
1. . IL
2. . IK
Multiple R .55156
R Square .30422
Adjusted R Square .29002
Standard Error 18.88285
Analysis of Variance 
Regression
DF
2
Sum of Squares 
15278.26623
Mean Square 
7639.13311
Residual 98 34943.06051 
F = 21.42443 Signif F = .0000
356.56184
v a i x a u i c o  ii l a t j u a L i u i i
Variable B SE B Beta T Sig T
IK 52.118786 13.593776 .323773 3.834 .0002
IL 26.284005 4.736854 .468584 5.549 .0000
(Constant) 77.276745 13.780282 5.608 .0000
End Block Number 1 All requested variables entered.
Residuals Statistics:
Min Max Mean Std Dev N
*ZRESID -2.4255 1.9608 .0000 .9899 101
*COOK D .0000 .2267 .0112 .0249 101
*LEVER .0002 .1550 .0198 .0244 101
Model 23 uses forced entry to compare the relative contributions o f study and residence 
to student proficiency for the whole sample. Both variables only account for 30% of the variance, 
but the F-statistic & its significance, and residuals are satisfactory. The logarithm o f months o f  
visits and residence [IL] has the highest beta coefficient, and therefore has most influence for this 
sample o f students.
Hypothesis 4
The relationship between study time and student proficiency is approximately twice as strong as 
the one between residence abroad and proficiency.
This is not the case for Model 23, in fact, the relationship appears to be the other way 
round. Two other models were built to see how this relationship changed with target language. 
Models 24 and 25 also used forced entry o f study and residence, but using the databases for 
students o f French and EFL respectively. As reflected in the correlational analysis, residence is a 
better predictor for students of French, and study time for students o f EFL. The beta coefficients 
for students o f French9 were 0.174 study [IK] and 0.645 residence [IL], and students o f EFL
0.411 study [IK] and 0.261 residence [IL]. Hypothesis 4 receives weak support for students of 
EFL only.
Hypothesis 5
Length of residence plus study is a better predictor of student proficiency than either.
This hypothesis receives additional support from model 23. The significance o f the T 
statistics shows that the addition o f both study [IK] and residence [EL] improve the predictive 
capacity o f the model.
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4.3 DISCUSSION
With seventy-five pages o f results in the main body of this thesis, more in the appendices, 
and many more available from the author, this discussion must also be selective. After a 
discussion o f the reliability, validity and limitations of the results, and a brief consideration o f the 
constraints o f this research project, we shall focus on those results which seem important, in the 
light o f previous research. It will also be argued that the substantial proportion of research 
which replicates, or partially replicates, previous research with similar results, gives greater 
weight and credibility to the results which break new ground.
4.3.1 Reliability. Validity and Accuracy Issues
Accuracy is a term more often used in applied linguistics in opposition to fluency, but 
here, we shall consider the factors which may influence the size and significance o f the
correlational results, and the range o f possible error in those results.
We have already considered the reliability and validity o f the instruments used in this
study in Section 4.1.2. The different reliability and validity coefficients indicate that these
instruments are sufficiently reliable and valid. The whole process o f triangulation, shown in 
Figure 4.1, indicates that the data from which the results were calculated is also o f sufficient 
reliability and validity, compared to other research reviewed in Chapter 1. The use of unreliable 
instruments may lead to low and insignificant correlations, but the details o f replication given bi­
section 4.3.4 supports the reliability o f the data used in the present study.
The results are probably influenced by the types o f instruments used. The proficiency 
instrument used in this study (SSKILLS4) measures communicative competence in all four skills
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and probably correlates best with communicative activities, whereas the TOEFL probably 
correlates best with reading skills (e.g. Gradman & Hanania, 1991). The size of correlations 
may also depend on the type o f instrument used to measure time. One would expect more 
sensitive instruments, using hours instead o f years, to be capable o f measuring stronger 
correlations.
The accuracy o f correlation coefficients is probably overestimated by SPSS; calculating 
coefficients to four decimal places seems somewhat misleading. All correlation coefficients have 
been given to three decimal places in this study, but considering the confidence intervals for this 
sample size one decimal place is probably sufficient. For example, a correlation o f 0.562**, N  = 
118 would have 95% confidence limits o f 0.425 to 0.674. Another factor which influences the 
size o f Pearson product-moment correlations is the degree of linearity and normality between the 
two variables concerned.
The significance o f the correlations has been indicated by the "p" levels. Thus, a 
correlation where p = 0.01 will be a chance occurrence only 1% of the time. However, we must 
admit that some results will be chance events. Most o f the results are at the 1% level or better, 
which is the normal standard for published research. Given the maximum sample size o f this 
study (N = 118) we should also note that, at the 5% level o f significance, we are unable to 
detect correlations o f less than 0.2 or thereabouts. Some of the language learning activities, 
which did not seem to be important in this study, may well reach significance with a larger 
sample size.
Another issue, which has not been fully discussed until now, is the possibility o f  
extraneous variables influencing the validity o f this study. Social desirability response bias was
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mentioned briefly in Section 4.1.2.4. It is possible, for example, that some students increased 
their proficiency ratings for reasons o f self-flattery, but it is unlikely that any extraneous 
variables were o f much importance, as this would have been reflected in the validity coefficients. 
It is very unlikely that the proficiency scores correlate very strongly (r = 0.736, p < 0.001, N  = 
23) with standardised tests (UCLES test marks), unless they are a valid measure o f proficiency 
themselves. As the present study was not a highly controlled experiment, with experimental and 
control groups, it was not necessary to control for extraneous variables in a formal way. This 
study looks at language learning under natural conditions, rather than an artificial experiment, 
and therefore generalises more easily to other situations.
A wide range o f possible extraneous variables was considered (see Brown, 1988: 
Chapter 4), including environmental issues, grouping issues, people issues and measurement 
issues. Most o f these seemed irrelevant to the present study, with the exception of grouping and 
stability issues. All the course groups for the main sample were pre-selected by this author, and 
whole groups were used wherever possible. As described in Section 4.1.3.3, the interviewees 
were chosen in as random a fashion as was practically possible. There is no data on the 
stability o f these results over long periods o f time (e.g. the following academic year), but the test 
and retest reliability coefficients for the proficiency instrument were very high. The stability of 
the results will depend to what extent the sample is representative o f students at the Language 
Centres o f Sussex and Brighton Universities in subsequent years. This matter will be discussed 
further in Section 4.3.4 along with the issue o f generalisability.
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The question o f generalisability o f the results is an issue which will be addressed when 
comparing the results o f the present study with those o f previous research, but one or two 
general points can usefully be made here. First, the instruments used in the present study were 
designed for adult language learning at university. The proficiency instrument measured 
communicative competence in all four skills, but focused on language learning for academic 
purposes. Second, the language learning activities were also specifically for university students. 
There is no reason to suppose that these results generalise outside the context o f language 
learning at British universities. Third, as few students from the sample in the present study were 
beginners or at elementary level, we cannot assume that the results generalise to these levels of 
language learning.
Another main issue is the question o f causality. The direction o f causality is unclear with 
correlational research, thus significant correlations may identify cause or effect, or both. 
Different researchers have taken a range o f positions concerning the causality o f time factors. 
Back in 1982, Walberg stated that there was a strong case for the causal influence o f instruction 
time on learning:
"It seems plausible enough ... that the amount and quality of instruction 
... are direct causes of learning..."
(Walberg, 1982: 33)
Ellis, in his relatively recent book on Instructed Second Language Acquisition, pointed 
out one o f the drawbacks with correlational research:
"The problem here is that it is only possible to demonstrate that 
instruction and learning correlate', it is not possible to show
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4.3.2. Other Limitations of Results
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Both Littlewood and MacIntyre preferred a more dynamic relationship:
"...we are probably wrong to look for a  one-way relationship at all. 
since each factor is likely to reinforce the other."
(Littlewood, 1984:53)
"It is the age old problem with the interpretation o f  correlational data 
- does strategy' use result from or lead to  increased proficiency?
The answer, undoubtedly, is BOTH."
(MacIntyre, 1994:189)
Great care must be taken when interpreting correlational data, especially as this data 
represents a picture at one point in time. It does not indicate how students go from low to high 
proficiency. It shows a cross-sectional snapshot o f 118 students, and their relationships between 
time factors and language learning at that point in time.
The last limitation to be considered is the question o f intervening variables. There is a 
need to take into account overlap and interactions with other key factors (e.g. student 
motivation). Both Krashen et al (1978) and Ellis (1990) consider that student motivation may 
be partially responsible for the correlations between instruction time and proficiency:
"... the positive effect found for instruction may sim ply reflect stronger 
motivation on the part o f  the classroom  learners."
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that instruction causes learning."
(Ellis. 1990: 201)
(Ellis, 1990: 133)
249
If we use the total number o f hours o f language learning per week [Al] as an indicator o f  
motivation, the correlation between this variable and years o f formal language learning [DB] is 
very weak (r = 0.196, p = 0.036, N  = 115). The present study was not designed to look at 
interactions o f this sort, but this weak correlation indicates that the overlap between these 
measures o f instruction time and motivation is minimal. There may, o f course, be a stronger 
relationship between measures o f motivation based on attitudes and desire, and engaged or 
academic learning time.
The correlations from the present study, along with most o f the correlations in Appendix 
B, may include the influence o f intervening variables. It is intended, however, that the results o f  
this study will be fed back into the pilot model, where a much wider range of variables is taken 
into account.
4.3.3 Constraints
It is clearly not possible to attempt a large-scale multivariate study, such as those 
described in Section 1.2, with the limited time and resources available to most PhD students. 
These constraints restricted the types o f instruments used, the range o f variables included, the 
geographical area o f data collection, the total data collection time and the sample size. It was 
not possible to use commercially available standardised instruments due to their high cost.
It would have been better to test the students with standardised instruments immediately 
before or after the main questionnaire was used, in order to measure proficiency levels more 
accurately. This was not possible for several reasons. Firstly, the most appropriate test for EFL 
students on EAP courses at a British university was probably the UCLES, IELTS test; this test
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was far too expensive to use on a large sample. Secondly, no similar test is currently available 
for students o f French. Thirdly, it would have been very difficult for students to find an extra 
half-day for the testing, and for staff to find an extra day for testing and marking, given the 
present economic climate.
Probably due to these constraints, the EFL students taking externally validated 
examinations at Sussex University were much in demand by other researchers. Some o f the 
students from the sample seemed to be suffering from questionnaire overload, from other 
researchers and internal evaluation procedures. This limited the length o f the questionnaire used 
and the total data collection time.
4.3.4 Summary and Interpretation of Results
The key results from the present study are summarised and discussed below. 
Comparisons will be made with previous research whenever this seems appropriate. The results 
will be discussed in the same general order in which they were presented: descriptive statistics, 
correlations, factor analysis and multiple regression. In each case, the new results will be 
indicated.
4.3.4.1 Descriptive Statistics
A very recent description o f the language learning activities, background characteristics 
and proficiency scores o f  the main sample is given in Section 4.2.1. Similar statistics are also 
included on 9 subgroups o f students o f French and EFL at the Universities o f Sussex and 
Brighton in Appendix D. Some o f these results were compared to the data collected during the
Chapter 4: Main Investigation
251
Nuffield Survey and found to be generally consistent. Some interesting differences in behaviour 
were identified between students o f French and EFL. The pie charts shown in Figures 4.7 and 
4.8 displayed the percentage o f time spent on different language learning activities; these charts 
indicated that students o f French spent more o f their time on formal language learning, whereas 
the EFL students spent more time on informal and communicative activities.
The Good Language Learner Results in Section 4.2.1.3.4 were very similar to those o f  
Naiman et al (1978), and should lend support to the rest o f the present study. We would not 
expect an exact correspondence as we are comparing the frequency o f use of Naiman's 
techniques with the mean number o f hours per week o f the language learning activities used in 
the present study. Furthermore, Naiman's GLLs were selected on highly subjective criteria, 
whereas the GLLs from the present study were selected using a self-report proficiency 
instrument. The GLL results provide a useful point of comparison with previous research, but 
they depend on only a small subgroup; the correlational results based on larger numbers should 
generalise more easily.
Section 4.2.1.3.5 provided some new, although rather weak, evidence for linguistic 
thresholds for time spent chatting to native speakers and attending lectures and seminars, and 
some counter-evidence against a threshold for authentic reading (c.f. Jones, 1994). The situation 
reported by Jones (ibid) was very different; we cannot easily compare one untutored learner of 
Hungarian with university based learners o f French and EFL. Another difference between the 
two situations is that Jones's threshold was for authentic reading without a dictionary, and no 
such condition was made in the present study. It is quite likely that students who use 
dictionaries, and are prepared for authentic texts in different ways by their tutors, can attempt to
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read such texts at relatively low proficiency levels. Indeed, many ESP and EAP courses try to 
introduce authentic materials at an early stage. It is more difficult, however, for students with 
low proficiency levels to reduce the difficulty o f listening to lectures and seminars, and to a 
lesser extent chatting to native speakers, by different types o f preparation. Learners have much 
less control over these activities, and less time to deal with the input. For these reasons, the 
thresholds for chatting to natives and listening to lectures and seminars seem more likely to be 
clearly defined.
4.3.4.2 Correlational Analysis
4.3.4.2.1 Comparison of Results on Background Variables with Previous Research 
TABLE 4.36: STUDY / INSTRUCTION TIME - CORRELATIONAL RESULTS
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Researcher Date Location Key Factors % Variance in 
Proficiency 
Accounted for
Briere 1978 Mexico Total instruction time 34 to 41
Chihara & Oiler 1978 Japan Years o f formal study 20 to 23
Krashen 1976 U.S. Years o f formal study o f TL 16 to 18
Krashen et al 1978 U S . Years o f formal ESL study 12 to 25
Monshi-Tousi et al 1980 U.S. Total credit hours o f study 23
Spolsky 1989 Israel Total formal tuition time 34
MEAN 27
Freeman 1996 U.K. Years of formal LL
ALL FR EFL 
14 8 16
Years o f formal study
in home country 15 13 15
Total hours o f formal
& informal study 20 20 13
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Table 4.36 shows a comparison o f correlational results for study and instruction time, 
expressed in terms o f variance to facilitate the discussion. The researchers are shown in 
alphabetical order, with an average result for all previous studies. Taking the mean o f these six 
studies can only give a general idea o f the influence o f the time variables across a wide range of 
diverse situations. The results for the present study are shown for the complete sample (ALL), 
students o f French (FR), and students o f EFL (EFL), for tiiree different measures o f study time. 
The results for studies involving children (i.e. Briere and Spolsky) account for more variance 
than the other studies. This could be partly because o f their lower proficiency level, and partly 
because the classroom was their main source o f comprehensible input. The range o f variances 
for the other four adult studies is 12 to 25%, which is roughly comparable with the present 
study.
The comparisons for residence and exposure time are shown in Table 4.37 overleaf. In 
this case, the mean10 value for the 8 studies (17%) is much closer to the value obtained for the 
complete sample used in the present study (19%). This replication, with very similar results, 
again lends weight to the other findings. What is interesting is the different relative influences of 
study and residence for students o f French and EFL. The relationship between residence and 
proficiency seems much stronger for students o f French, whereas the relationship between years 
o f formal study and proficiency appears stronger for students of EFL. Similar results were also 
found in Section 4.2.2.2.3 on language learning activities, where certain types o f formal study 
and self-study seemed more important for students o f EFL, whereas informal language learning 
and use appeared more important for students o f French. Given the importance o f residence 
and informal language learning to students o f French, it is somewhat surprising that they report
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spending a larger proportion o f their time on formal language learning at university; they may, 
however, be constrained to do so by more formal tests and examinations.
TABLE 4.37: RESIDENCE / EXPOSURE TIME - CORRELATIONAL RESULTS
Researcher Date Location Key Factors % Variance in
Proficiency 
Accounted for
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Briere 1978 Mexico Total exposure time 13
Carroll 1967 U.S. Length of residence abroad 22 to 25
Fazio & Stevens 1994 Canada Length o f residence 17 to 19
Krashen et al 1978 U.S. Length o f residence in U.S. 3 to 6
Monshi-Tousi et al 1980 U.S. Length o f residence in US 30
Oiler, Perkins & M' 1980 U.S. Length of residence in U.S. 21
Spolsky 1989 Israel Residence in Israel 6
Walberg et al 1978 U.S. Months o f residence in U.S. 21
MEAN 17
Freeman 1996 U.K.
ALL FR EFL
Months of visits and residence 19 33 7
Two o f the studies in Table 4.37 have reported similar correlations to the present study 
for students o f French and ESL. Carroll (1967) found that exposure to French abroad produced 
stronger correlations than studying French in the United States. Krashen et al (1978), however, 
reported that years o f formal study o f English correlated more strongly than residence in the
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U.S. One advantage o f the present study, over these two previous studies, is that the same 
instruments were used throughout; as discussed previously, different instruments may produce 
different results.
Carroll, perhaps wisely, did not try to explain why time abroad produced stronger 
correlations than study time. Krasheris argument that instruction works better for students with 
low proficiency levels, and in acquisition poor environments, is not applicable to the present 
study because most students were at intermediate or advanced levels, and the learning o f English 
in England must be considered as an acquisition rich environment. These arguments probably 
try to oversimplify the situation.
The comparison o f correlations in Section 4.2.2.1.5 showed that the differences 
concerning the instruction / exposure debate did not reach significance. The present author 
suspects that many o f the previous results were similar, but that this question o f significance was 
not considered. Given the diversity o f the studies in Tables 4.36 and 4.37 and the sample sizes, 
the most we can say is that study and instruction generally have a stronger relationship with 
proficiency than residence and exposure. The ratio for the above studies is roughly 3:2. 
However, it seems that many variables can influence these relationships, including type of 
instrument, target language, how active and successful the students were in each learning 
situation, when the learning took place etc. For example, the students o f French in the present 
study who had the highest proficiency levels may have been more motivated, or had richer or 
more supportive parents, or had French relatives. We cannot rule out the possibility o f  
intervening variables with this type o f comparison.
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Before leaving the results on study and residence, we should remind readers that the best 
predictor in Table 4.19, "total hours o f study and active residence" [HN] accounted for 32% of  
the variance in proficiency scores, which is higher than the other results in Tables 4.36 and 4.37 
for adult language learning. This is in accordance with other findings from educational research, 
on engaged time and academic learning time, that active measures of time relate more strongly 
with achievement. It also seems generally true that predictors that cover longer periods o f time 
produce stronger correlations. Thus, "total hours o f study and active residence" [HN], which is 
an active, sensitive and comprehensive measure, is a very good predictor o f proficiency. We can 
also add that the background variables are generally better predictors than the language learning 
activities, probably because they cover longer periods o f time.
In terms o f the nature o f the relationship between the background variables and 
proficiency, Table 4.38 shows some correlations for the logarithm of residence time. Walberg's 
correlation is higher than for the one obtained using the complete sample, but his study used a 
sample o f children learning English at school, and had different instruments.
TABLE 4.38: LOGARITHM OF VARIABLES - CORRELATIONAL RESULTS
Researcher Date Location Key Factors % Variance in
Proficiency 
Accounted for
Walberg etal 1978 U.S. LogofresidenceinU.S. 31
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ALL FR EFL
Freeman 1996 U.K. Log o f visits and residence 20 39 8
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More generally, the results from Section 4.2.2.1.4 indicated that the correlations for the 
logarithms o f the main background variables were better, or much better, than those for the 
simple variables. This was true for both target languages and the complete sample. The 
scatterplots also showed diminishing returns relationships between the main background 
variables and proficiency. The present author is not aware of any previous research reporting a 
logarithmic relationship for study time spent on language learning at university level. 
Unfortunately, the nature o f the sample used in the present study does not allow us to 
distinguish between logarithmic and S-shaped relationships, due to the lack of students at the 
lower proficiency levels.
4.3.4.2.2. Comparison of Results on Language Learning Activities with Previous Research
A summary o f correlational results is shown in Table 4.39 overleaf. Nine previous 
studies are shown in alphabetical order, including two very recent ones by Ehrman & Oxford 
and Milton & Meara. The negative signs mean that the key factors were negatively correlated to 
proficiency. The results for the present study are given using four databases: the complete 
sample (ALL), students o f French (FR), the "Intensives" (INT's), and the EFL students (EFL). 
Unfortunately, most o f the categories used in previous research do not correspond with the 
language learning activities used in the present study. Nevertheless, we can make one or two 
direct comparisons.
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TABLE 4.39: LANGUAGE LEARNING ACTIVITIES - CORRELATIONAL RESULTS
Researcher Date Location Key Factors % Variance in
Proficiency 
Accounted for
Bialystok 1979 Canada Functional practice strategies 8
-Formal practice strategies 3
Domyei 1990 Hungary Reading for non-prof purposes 5
Passive socio-cultural lang' use 4
Ehrman & Oxford 1995 U.S. Cognitive strategies 4
Gardner, Moorcroft
& Metford 1989 Canada Student language use 10
Gradman & Hanania 1991 U.S. Extracurricular reading11 28
Milton & Meara 1995 U.K. -Formal study hours 9
-Informal study hours (homework) 11
Oxford et al 1993 U.S. Frequency o f strategy use 4
Politzer 1983 U.S. Extracurricular reading 4
Talking to oneself in TL 7
Politzer & McGroarty 1985 U.S. Social interaction behaviours 14
Freeman 1996 U.K.
ALL FR INT's EFL
-Classwork (hrs/week) 5 8 n.s. 16
-Homework (hrs/week) 7 13 27 18
-Self-study listening (hrs/wk) 8 n.s. n.s. 23
Translation (hrs/week) n.s. n.s. 24 n.s.
Attending lectures (hrs/wk) 8 n.s. n.s. 12
Informal reading (hrs/week) 6 n.s. n.s. n.s.
Chatting to NSs (hrs/wk) 8 11 27 n.s.
Writing notes etc. (hrs/wk) 8 9 n.s. n.s.
Functional practice12 (hrs/wk) 9 n.s. n.s. 11
Total LL activities (hrs/wk) 10 n.s. n.s. 15
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The results in Table 4.39 for functional practice are remarkably similar, accounting for 
8% of variance in Bialystok's study and 9% for the complete sample o f the present study. The 
only other work which could be considered as replication concerns the results for classwork, 
homework, and informal reading. The results for Bialystok's formal practice strategies (3%) and 
Milton & Meara's formal study hours (9%) average out at 6%, which is very similar to the 
amount o f variance accounted for by classwork in the present study (5%), all three results 
arising from negative correlations. Although "informal study hours" was not clearly defined by 
Milton & Meara (1995), it seems approximately equivalent to the hours per week o f homework 
and project work used in the present study; the results are comparable, both originating from 
weak negative correlations.
All the other results in Table 4.39 (from the present study) break new ground, in terms 
of correlations, and therefore cannot be directly compared to previous results. These include 
one negative relationship for hours per week at university o f self-study listening to language 
learning tapes, and weak to moderate positive relationships for translation, attending lectures, 
chatting to native speakers, writing notes, messages, letters, poems etc. and total hours per week 
of language learning. It is clear that the correlations in Section 4.2.2.2 vary from group to 
group, and from one term to the next. It also seems probable that the correlations will vary with 
a wide range o f other factors, such as those outlined in Table 1.3. These individual correlations 
are best discussed together with the results o f multiple regression, where the overlap between 
variables is taken into account, along with the overall predictive capacity o f the model.
Before moving on to the results o f factor analysis and multiple regression, we should 
note that the time spent chatting to native speakers seems to be important for the complete
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sample and two subgroups. Thus, the correlation found for Turkish students, using the pilot 
model data, seems to generalise to other groups with larger sample sizes, albeit with weaker 
relationships between time spent chatting to native speakers and proficiency. We shall return to 
this variable later in the discussion.
4.3.4.3 Factor Analysis
The results o f factor analysis are not directly comparable with previous studies, as the 
range o f variables and categories used do not correspond with previous research. The results 
are also sensitive to changes in type o f analysis, sample size, sample character, and variables 
included.
Three generalisations were made in section 4.2.3 about the results o f the present study, 
but given the sensitivity o f factor analysis it is unlikely that we can generalise to other studies.
First, the background variables and language learning activities were largely independent. 
This result seems to justify the separation o f these two groups o f variables in this study. 
However, it was hypothesised that as the period o f time covered by the language learning 
activities increases to greater proportions o f the total time spent on language learning, this 
distinction would become less and less justified. The scatterplot in Figure 4.22 showed some 
evidence for this trend. In the present study, the periods o f time covered by language learning 
activities were 3 to 6 months, whereas the background variables often covered periods o f 15 
years.
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Second, variables for residence, formal study and exposure to native speakers were 
generally independent (see Table 4.35). Therefore, the eight variables which load onto the first 
three factors in Table 4.35 could be replaced by just three factors.
Third, residence and home use formed one main cluster. Factor analysis is a useful tool 
for analysing the structure o f data, but as we are mainly concerned with prediction, let us move 
immediately on to the results o f multiple regression.
4.3.4.4 Multiple Regression
Multiple regression is another technique where the results are sensitive to changes in the 
size and composition o f the sample, the type o f selection procedure, and the set o f independent 
variables used. Therefore, it is again difficult to make direct comparisons with previous 
research. In a sense, all multiple regression models are likely to produce new results, as each 
situation will be different. What we can compare directly, however, is the predictive power of 
each model, or the total variance explained by all the independent variables.
The two best models, models 18 and 22, accounted for 58% and 67% of the variance in 
proficiency scores respectively. These are relatively powerful models when we consider that the 
large-scale multivariate studies reviewed in Section 1.2 accounted for 18 to 35% of the 
proficiency scores for their complete samples. These results indicate the importance o f time 
factors as predictors o f  success in language learning. The results o f other multiple regression 
models are shown in Appendix B.
Model 18, for the complete sample, emphasized the importance o f study, residence, and 
time spent writing essays and taking notes. Model 22, for students o f French, indicated that
Chapter 4: Main Investigation
262
study, active residence, watching TV, video & films, and chatting to native speakers were the 
key variables when predicting proficiency levels.
Considering the relative importance o f the these time factors, the variables, "study and 
active residence" [HN] or its logarithm [IN], were the best overall predictors, with the 
background variables generally outperforming the language learning activities. The individual 
language learning activities which were the best predictors for the multiple regression models 
generally13 were: writing essays and taking notes, chatting to native speakers, watching TV, 
video & films, classwork, homework and individual private tuition.
As with the negative correlations, the variables with negative beta coefficients, such as 
classwork, homework and listening to language learning tapes, are best interpreted as effect 
rather than cause. In other words, the students with high proficiency levels probably spent less 
time on these activities for various reasons. It is counter-intuitive to interpret these relationships 
as cause. For example, students who spent many hours listening to tapes would not be expected 
to become worse as a result o f it. They may not learn very much if the tapes were unsuitable for 
their level, but at the very most this could be considered as an inefficient use o f time.
When interpreting these results it is difficult to avoid the question o f causality. We 
cannot state categorically from the results o f the present study that long periods o f study or 
active residence cause high proficiency levels, but there is accumulating evidence that time 
factors make a valuable contribution to the language learning process. At this point we should 
also consider other studies which can lend support to these arguments. Although they do not 
indicate the strength and significance o f relationships between certain time variables and 
proficiency, they can help to decide which are the key variables in the language learning process.
Chapter 4: Main Investigation
263
These studies have been mentioned in the sections o f the literature review entitled GLL studies 
and strategy research. They refer to whether the activities were considered useful, helpful, 
enjoyable, used frequently or positively related to proficiency.
The variable which receives most support from these studies is time spent chatting to 
native speakers. Meara (1993) reported that the students from the Nuffield survey felt that 
talking in the L2 with native speakers was the most useful and enjoyable activity. Meara (1994) 
also found that speaking the target language abroad led to improvement in all four skills. 
Naiman et al (1978) reported that their GLLs often had contact with native speakers. Reiss's 
GLLs (1981, 1985) often practised the TL with a friend or native speaker, and found speaking 
to friends or natives helpful. Lastly, we should also remember the support for chatting to 
natives from the studies mentioned previously: Huang & Van Naerssen (1987), Monshi-Tousi et 
al (1980), and the opinion o f experts (see Section 1.1.4.1). It is interesting to note that the 
results from Meara's studies, and some o f the results from the present study, were not 
specifically related to GLLs or advanced language learners. In fact, the original correlation from 
the pilot study was for a group o f mixed ability Turkish students, ranging from elementary to 
intermediate level. It would seem from the evidence on linguistic thresholds that very few 
students o f low proficiency level spend much time chatting to natives, but those that manage to 
find the opportunity and sufficient confidence consider the experience enjoyable and profitable. 
It also appears from the data in Table 4.31 that chatting to natives is more strongly related to 
success in speaking and listening skills, but improvement in all four skills has been reported as a 
result o f time spent chatting to natives (Meara, 1994).
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Several other activities singled out by the multiple regression analysis receive support 
from previous research. "Listening to the radio, TV etc." was found to be a strategy often used 
by GLLs (Naiman, 1978). "Writing notes and so on in English" was strongly related to 
proficiency (Green and Oxford, 1995), and "making lists and study sheets" was found helpful by 
GLLs (Reiss, 1981). The negative relationship for listening to tapes is reinforced by results from 
Bacon & Finneman (1990) and Meara (1993), who found that their students considered this one 
of their least helpful strategies.
None o f these results prove conclusively that the language learning activities which have 
been identified cause success in language learning, but the evidence is gradually accumulating. 
The time has now come to stand back from these particular results and draw some general 
conclusions about the thesis as a whole. We shall conclude this study with a final chapter 
indicating what has been achieved so far, and what could be done next.
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Chapter Notes:
1. The terms in the main questionnaire were labelled "This Term" and "Last Term". It was felt 
that it would be easier for students to complete the questionnaire starting with their present 
activities. The same reverse chronological order is maintained throughout this thesis.
2. These can-do scales were originally developed by Clark (1981).
3. These histograms give a rough indication o f variation with proficiency level. The groups are 
arranged in order o f increasing proficiency level, but there is considerable variation of 
proficiency within each group.
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4. This weak relationship is indicated by a gradual increase in years as we read across the graph 
from left to right. The mean proficiency level o f the groups increases from left to right.
5. Total hours o f study and active residence is used throughout this study as it is shown to be 
the best predictor o f all the time variables. Active residence is calculated on the basis o f 150 
hours per month, and 1500 hours per year o f language learning. This is an assumption based on 
approximately 5 hours o f language learning per day for 30 days per month, and 10 months o f  
active language learning per year, during periods o f residence abroad.
6. The totals for study and residence were checked to ensure that the same learning was not 
counted twice, especially for students o f EFL.
7. The correlation between "exposure to native speakers" [HO] and "months of visits and 
residence" [HK] is not negligible, however (r = 0.413, p < 0.01, N  = 116).
8. These rules-of-thumb were given by D. Hitchin.
9. Full details o f models 24 and 25 are available from the author. The significance o f the beta 
coefficients are given below:
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Model 24 (Students o f French) Model 25 (EFL students)
Variable IK 
Variable IL
Beta T SigT Beta T SigT
.174 1.53 .1317 .411 3.52 .0008
.644 5.67 .0001 .260 2.24 .0291
10. In fact, the mean for the four adult studies in Table 4.37 is 19%, which is exactly the same 
result as the variance for the complete sample used in the present study.
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11. This result is not strictly comparable with the other studies, and probably explains why it is 
considerably higher. This variable ("extracurricular reading") may cover a relatively long period 
of time, and could be considered a background variable. The time-span covered is not clear 
from the article.
12. Details o f this variable are to be found in Appendix E; its alphabetical code is [IE].
13. These predictors are from models which account for more than 50% of the variance in 
proficiency.
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CONCLUSION
5. 0 CONCLUSION
This conclusion is in four parts. The first part is a brief summary o f the main findings 
from phase three o f this research (the main investigation described in Chapter 4). The second 
part looks at the implications o f these findings for model building, and in particular, the pilot 
model. The third part considers the implications o f the findings for language teaching. The 
fourth and last part looks forward to possible future research, and new avenues o f enquiry.
5.1 SUMMARY OF MAIN FINDINGS
It is convenient to divide this section into three: findings from descriptives, correlations 
and multiple regression. To obtain maximum impact these findings are listed in note form. Each 
finding is related to the appropriate research question or hypothesis in Section 0.3.
5.1.1 Descriptives
>  At Sussex University, students o f French spent most time on classwork and homework, 
whereas EFL students spent most time listening to the radio and chatting to NNSs.
(see Figures 4.7, 4.8 and Research Question 4)
>  The most successful students spent most time on functional practice activities. Success in 
this context is measured in terms o f proficiency level using the self-report instrument. The 
group with the highest proficiency level is the GLL group. The descriptive statistics show that
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they spent most time on functional practice activities such as listening to the radio [AA], 
chatting to NNSs [AE], and reading newspapers, novels and magazines [AC].
(see Table 4.18 and Research Question 7)
>  The percentage o f time spent on out-of-class language learning was very high: 85% for the 
complete sample, 88% for EFL students, and 71% for students o f French.
(see Table 4.15, Appendix D and Research Question 4)
>  Some weak evidence was found for linguistic thresholds for time spent chatting to natives, 
and time spent attending lectures and seminars.
(see Figures 4.17 and 4.18, and Research Question 8)
5.1.2 Correlations
>  Overall proficiency was positively and significantly related to the total number of hours of 
study and active residence [for HN, r = 0.562**, for the complete sample: N = 118]. This was 
found to be the best single predictor o f all the time variables.
(see Table 4.19 and Hypothesis 3)
>  A diminishing returns function was found between proficiency and several background 
variables: total hours of study and active residence [HN], total hours o f  formal and informal 
study [DL], and to a lesser extent, hours o f active residence [HL].
(see Figures 4.19 to 4.21 and Hypothesis 6)
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>  Length o f residence plus study was found to be a significantly better predictor o f student 
proficiency than either study or residence. This finding supported the principle o f addition 
incorporated in the pilot model.
(see Table 4.19 and Hypothesis 5)
>  The logarithm of total hours o f study and active residence was found to be a significantly 
better predictor of student proficiency than the simple composite variable.
(see Tables 4.19 and 4.24, and Hypothesis 7)
>  Overall proficiency was positively and significantly related to the total number o f hours per 
week o f study and use during the Autumn Term [for BE, r = 0.321**, for the complete sample: 
N = 95]. This was found to be the best single predictor of all the language learning activities for 
the complete sample.
(see Table 4.25 and Hypothesis 1)
>  Time spent chatting to native speakers was positively and significantly related to proficiency 
[for AZ, r = 0.284**, for the complete sample: N = 95; r = 0.517**, for the "Intensives": N = 
25].
(see Tables 4.25 to 4.27 and 4.31, and Hypothesis 2)
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>  Time factors were found to be important predictors o f success in language learning. They 
accounted for 58% of the variance in proficiency levels for the complete sample, and 67% of the 
variance for students of French.
(see Models 18 and 22, Research Question 3 and Superordinate Hypothesis)
>  The best predictors for students o f French were time spent chatting to native speakers and 
watching TV, video and films, whereas the best predictors for EFL students were time spent 
writing essays and taking notes and time spent on individual tuition (considering language 
learning activities with positive beta coefficients only).
(see Models 20 and 22, and Research Question 6)
5.2 IMPLICATIONS FOR MODEL BUILDING
The third main objective o f this research, listed in Section 0.3.1, was to consider 
modifications likely to improve the predictive capacity of the pilot model for students of French 
and EFL at Sussex University.
The findings which seem most relevant to model building come from the results o f 
correlational analysis and multiple regression. The first and most obvious implication o f these 
results is that the model needs to be group specific. Up until now the model has only been used 
on students o f EFL, but it is clear from these results that different predictors, with different
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weightings, would be needed for students o f French. This should not present a serious problem, 
as it is relatively easy to change predictors and weightings using a computer model.
The second implication is that the best predictors for each group should be selected from 
the multiple regression models, and the beta coefficients used as a guide to weightings. A 
consequence o f this action is that the diminishing returns function would probably be retained in 
the form of logarithmic functions for some variables. A second consequence would be that time 
spent chatting to native speakers and time spent watching TV, video and films would be added 
to the predictors for students o f French, and time spent writing essays and time spent on 
individual tuition would be added for students of EFL. The pilot model was built for the 
Algerian situation, where there was little opportunity for informal language learning. It is clear 
that, with the high percentage o f time spent on out-of-class activities at Sussex University, these 
other types o f language learning need to be taken into account.
A third implication is that the general principle o f addition could be retained for the 
cumulative influence o f variables, until further research provides details o f individual 
interactions.
In the real world, decisions tend to be a function o f real situations. These implications 
are somewhat hypothetical, as the next time the pilot model is tested it may well be at a different 
university, with different types o f student. Possible changes in the pilot model depend on many 
factors, including the reasons for making predictions, the type o f proficiency instrument used, 
the length o f predictions, relationships between proficiency levels and hours o f classwork, 
financial constraints etc. The implications given above can only be given in a general way, as the 
objective is not completely clear and authentic.
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5.3 IMPLICATIONS FOR LANGUAGE TEACHING
Chapter 5; Conclusion
It would be very easy to jump to conclusions, leaping from the findings o f the present 
research to yet more "shaky" scientific advice for language teachers.
"Language teachers - probably more than other professionals - find 
that they are constantly bombarded from all sides with a  surfeit 
o f  information, prescriptions, directions, advice, suggestions, 
innovations, research results, and what purports to be scientific evidence."
(Stem, 1983: 515)
For example, Krashen et al (1978: 260) concluded that formal instruction was a more 
efficient way o f learning English for adults, following the far from exemplary correlational study 
reviewed in Section 1.1.1.1. As explained earlier, the limitations o f this study do not allow us 
to make such strong claims.
This research does not focus on classroom learning; in fact, most o f the language 
learning activities are out-of-class activities. Thus, the implications o f such research are 
necessarily constrained to the relationship between in-class and out-of-class activities. One 
general benefit of this research for language teachers is that it contains a detailed description of 
student behaviour, in terms o f background information and time spent at university. The more 
information that teachers have on their students, the more likely they are to be able to guide and 
teach them effectively.
In terms o f the findings on background variables, the one result which seems most 
relevant to language teaching is the importance o f active residence. For example, it would seem 
beneficial for teachers and lecturers o f French to encourage students to spend as much time as
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possible using the target language abroad, and to advise them how to be as active as possible 
during this time. Many students of French at Sussex University spend a year abroad as part of 
their course, and the staff of the Language Centre already devote much time and energy 
preparing their students for this learning experience. The objective of this section is not to 
preach to the converted, but to provide some justification for the inclusion of suitable 
preparation as part of these students’ courses prior to departure. It may also be desirable to 
study ways of improving the efficiency of time spent abroad, possibly following Meara's advice 
(Meara, 1994:38) by developing interactive schemes of work for students to complete while 
abroad.
There are several implications of the findings on language learning activities. The first 
implication relates to the high percentage of time spent on out-of-class activities. With students 
spending around 85% of their time on out-of-class activities, it would seem sensible for teachers 
to spend a considerable proportion of their time trying to ensure that their students use this time 
as wisely as possible. Various possibilities spring to mind: advice on linguistic facilities available 
and how best to use them, learner training, study skills courses, specific strategy training, 
feedback tutorials on individual progress during out-of-class activities, and general advice on 
student empowerment. It is not suggested that none of this type of work goes on, but that 
maximisation of teaching time on these activities seems desirable.
The second implication also relates to the high percentage of time spent on out-of-class 
activities. One consequence of this finding is that results of progress tests carried out at the 
universities concerned are probably influenced by the far higher percentage of time spent on
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The third implication concerns the results of the GLL analysis and of multiple regression. 
Those activities identified as most associated with success in language learning were the group 
of functional practice activities, referred to as "informal language learning and use" on the main 
questionnaire. At the very least, students should be informed that GLLs spend most time on 
communicative activities using authentic input. As part of a course on learner training, it seems 
desirable to encourage and empower students to tackle different forms of authentic input as 
early as possible. This might include different confidence building and anxiety reduction 
activities, activities to learn strategies for seeking, maintaining, and evaluating contact with 
native speakers, activities where students are seen to be successful, tackling short authentic texts 
etc.
The fourth and last implication is probably the most contentious. The findings from the 
GLL analysis, correlational analysis and multiple regression, together with results from previous 
research, point to the importance of time spent chatting to native speakers. If students of all 
levels find this activity useful, helpful and enjoyable, and it is associated with success in language 
learning, it seems to be worth encouraging. When giving advice of this sort, one must take into 
account student aims and objectives, learning styles, strengths and weaknesses, examination 
requirements, and other student needs and wants. This suggestion may be out of place for 
students on an ESP course learning specific reading skills. However, for students similar to the 
sample used in the main investigation, who wish to improve their communicative competence in
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the target language, it would seem beneficial to encourage them to increase their contact with 
native speakers, and to improve their skills and knowledge to enable them to chat more easily. 
Concrete arrangements to implement this suggestion might include:
♦ conversation classes with natives
♦ greater use of native language teaching assistants
♦ a buddy system for new arrivals at university (for EFL students)
♦ courses designed to assist EFL students with integration into clubs and societies
♦ greater use of surveys and other assignments to promote interaction with natives
♦ joint theatrical productions of students of EFL and British students, and students of French 
and French nationals
♦ a film club with follow up discussions in the target language
These suggestions are not new, and are not considered as a panacea for all ills, but they 
do seem to follow logically from the findings of the present study. As Prabhu (1990) says, there 
is no best "method". These implications are certainly no prescription for a new method. The 
implications from the findings of the present study must be made tentatively, because of the 
difficulty in establishing causality. The suggestions must also be made with due regard for the 
realities and constraints of any particular teaching situation. For example, some of the above 
suggestions may be ruled out for financial reasons. The results of this type of research can only 
provide limited guidance and vague indications of what might work best in a given situation. It 
is now up to the teachers and lecturers to carry out their own action-research in order to find 
out for themselves what to do in their own particular situation.
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We now move to the last part of this conclusion, which looks forward to possible 
projects for future research.
5.4 FUTURE RESEARCH
The last section of this thesis could easily be the longest, as many more questions have 
been found than answers. This thesis would not be complete without a short section on gaps 
which have been identified in the literature, and research questions which may lead to fruitful 
avenues of enquiry.
Each phase of the present research has generated different types of questions and 
identified different areas of possible research. A summary of those which appear to be the most 
promising are given below, for each phase of research.
The first phase concerned the building of the pilot model. The fifth objective for this 
thesis stated the intention to develop the pilot model (see Section 0.3.1). The design of this 
model involved a wide literature survey of the factors which seem to influence proficiency levels 
during language learning.
Despite the huge amount of research into foreign language learning, most of this seems 
to be concentrated into certain areas. There is a lot of research on the influence of affective and 
cognitive student factors, but much less on other factors. Generally speaking, much more 
research is needed into the influence of location factors, disturbance factors, teacher and input 
factors, and interaction factors on student proficiency levels, before we are in a position to 
account for very high percentages of variance. Even less research has been carried out on the
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interactions between these factors. One consequence of this lack of research is the absence of 
standardised instruments for research purposes.
In terms of models and theories, most seem to concentrate on one particular area of 
foreign language learning, such as the process of learning (e.g. cognitive or processing models) 
or the characteristics of the linguistic output (e.g. linguistic models). Very few are general 
models, which try to integrate the work of many previous studies. Most are qualitative, rather 
than quantitative.
The second phase of the present research was a series of case studies, where the study 
habits of the six volunteers were described. It seemed likely from the data collected that many 
changes in study habits could be accounted for in terms of changes in levels of motivation and 
the comprehensibility of the input. This is an area of research which seems ripe for 
development. Clarification of hypotheses using case study students could be followed by 
full-scale testing with larger groups.
The third phase of the present research focused exclusively on time factors. Due to lack 
of time and space in this thesis, it was not possible to examine to what extent the time variables 
influenced proficiency in the four skills separately. For example, one might expect residence and 
home use to be more strongly related to speaking and listening skills, or time spent attending 
lectures to be more associated with high proficiency in listening. Another possible topic for 
future research might be the interactions between time factors and other key variables. It seems 
likely that the multiple correlation of time and such variables as intensity of interaction, 
efficiency of interaction, quality of input and degree of participation would account for higher 
levels of variance than those obtained in the present study.
Chapter 5: Conclusion
278
The thoughts of the present author now turn to modifying the computer model described 
in Chapter 2 and moving on to phase 4 of this research. A list of possible modifications to 
improve this model is available from the author. A bibliography and appendices are included 
after this section to complete this thesis.
Finally, the research cycle turns 360 degrees, and we prepare to set off again on another 
investigation into the complexities of language learning.
Chapter 5: Conclusion
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APPENDIX A; MAIN QUESTIONNAIRE
A copy of the main questionnaire used for phase 3 is shown on the following pages.
(a) STUDINF4 Pages 321 and 323
(b) HOURS8 Page 322
(c) SSKILLS4 Pages 324 and 325
Appendix A: Main Questionnaire
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Appendix A: Main Questionnaire
studinf4
STUDENT LANGUAGE LEARNING
CONFIDENTIAL
Please complete this questionnaire, including the tables, and return to Mr Freeman, c/o Mr 
Martin Wilson, The Language Centre, University of Brighton, Falmer or to your tutor by 
31 May 1995. All the questions refer to the learning of English, unless otherwise stated. If 
you are not sure of exact dates and times, give your best estimate.
GENERAL INFORMATION
Family Name:................................................ ....................................................................................
First Name:.........................................................................................................................................
Nationality:.........................................................................................  Age:..............Sex: M / F
Institution: UNIVERSITY OF BRIGHTON Language Group: C.A.E.
Level and subject of main course ( if any):....................................................................................
(e.g. PhD in economics /1 s t year BSc chemistry )
ENGLISH LANGUAGE EXAMINATIONS TAKEN
EXAM DATE GRADE
IELTS 19..........
TOEFL 19..........
19..........
19..........
I agree that my forthcoming exam results in English are to be made available for this research 
project: YES / NO
I also agree to be interviewed ( 30-60 minutes): YES / NO
All information is for research purposes only. 321 ©M ike Freeman, 1995
H O U R S  O F  E N G L I S H  W H I L E  A T  B R I G H T O N  U N I V E R S I T Y  (include activities only once) 
HOW MANY HOURS PER WEEK D O/ DID YOU SPEND ON:
THIS TERM LAST TERM
FORM AL LANGUAGE LEARNING
(A) ENGLISH CLASSES ( including tutorials, tests & laboratory work ) _____  _____
(B) HOMEWORK & PROJECT WORK ( and any other directed study)______ _____  _____
(C) INDIVIDUAL PRIVATE TUITION _____  _____
SELF-STUDY (do not include homework)
(D) LISTENING TO LANGUAGE LEARNING TAPES _____  _____
(E) READING TEXTBOOKS & GRAMMARS _____  _____
(F) LEARNING VOCABULARY & USING DICTIONARIES _____  _____
(G) REVISION OF CLASSWORK _____  _____
(H) REPEATING ENGLISH TO YOURSELF _____  _____
(I) WRITING ESSAYS & TAKING NOTES _____  _____
(J) TRANSLATION _____  _____
STUDY OR W O RK  IN  ENGLISH (not specifically for language learning)
(K) ATTENDING LECTURES /  SEMINARS IN ENGLISH ( e.g. science) _____  _____
(L) PAID EMPLOYMENT WHERE ENGLISH IS USED _____  _____
(M ) LABORATORY WORK ( e.g. scientific or engineering w ork) _____  _____
INFORM AL LANGUAGE LEARNING & USE
(N) LISTENING TO THE ENGLISH RADIO, CASSETTES & C D 'S  _____  _____
(O) WATCHING ENGLISH TELEVISION, VIDEOS, SHOWS & FILMS _____
(P) READING ENGLISH NEWSPAPERS, NOVELS & MAGAZINES _____  _____
(Q) CHATTING TO ENGLISH PEOPLE _____  _____
(R) CHATTING TO NON-NATIVE SPEAKERS OF ENGLISH _____  _____
(S) WRITING NOTES, MESSAGES, LETTERS, POEMS etc. _____  _____
OTHER:
Appendix A: Main Questionnaire
TOTAL NUMBER OF HOURS PER WEEK
USING OR STUDYING ENGLISH:------------------------------------------------------------>
All information is for research purposes only. 322 © Mike Freeman, 1995 (hourss>
Appendix A: Main Questionnaire
HISTORY OF ALL ENGLISH LANGUAGE LEARNING
(up to the present day, including Brighton University)
PLACE OF YEARS OF HOURS/ HOURS/ HOURS/ HOURS/
STUDY ENGLISH WEEK OF WEEK OF WEEK OF WEEK OF
ENGLISH ENGLISH INFORMAL ANY OTHER
LESSONS HOMEWORK LEARNING ENGLISH
JUNIOR
SCHOOL
SECONDARY
SCHOOL
SECONDARY
SCHOOL
UNIVERSITY
BRIGHTON
UNIVERSITY
LANGUAGE
SCHOOL
SELF-STUDY
ONLY
OTHER
OTHER INFORMATION
1. Total time spent on visits and residence in English-speaking countries:  years months
2. How much of this time was spent actively1 using or studying English? years months
3. How much of this time was spent not using or studying English? years months
4. Years of exposure to native-speaker teachers of English:................years
5. Years of exposure to other native speakers of English:..............  years
6. Years of home2 use of English:............. years
7. Years of formal study of English in home country: .................years
8. Country(ies) where language learning took place : (a) school:.......................................................
(b) university:......................................................(c) other:.................................................................
1. Active use o f  English means more than 5 hours per day.
2.Home use o f  English means regular communication at home with family, friends etc.
All information is for research purposes only. 323 ©  Mike Freeman, 1995
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STUDENT SKILLS ASSESSMENT
Please assess your language proficiency by placing one tick against each item. Try to estimate 
how you would do alone, without any help, without dictionaries etc.
LISTENING % COMPREHENSION
0-20% 21-40% 41-60% 61-80% 81%+
1. A few simple questions 
asked slowly by teacher
2. Short train announcement 
about reasons for delay 
(quite slowly and clearly)
3. National TV news lasting 
about 25 minutes
4. Local radio news summary 
lasting about 5 minutes
5. Telephone conversation 
with unknown native speaker 
- fast and colloquial
( i.e. using everyday language
at normal speed for native speakers) /50
READING SLOWLY % COMPREHENSION
(say, 5 minutes per page)
0-20% 21-40% 41-60% 61-80% 81%+
1. Personal letter using 
short, simple sentences,
~1  page long
2. Story for children
aged about 10-13, -3  pages ....
3. Complicated article in 
quality newspaper, -4  pages ....
4. Popular novel, e.g. 
detective story, -  200 pages 
long
5. Complex research article 
in international journal,
- 1 0  pages long
All information is for research purposes only. 324  . © Mike Freeman, February 1995
Appendix A: Main Questionnaire
For speaking and writing, indicate your level by circling a number from 1-5 after each 
function. Please use the following scale:
1 = No, 1 cannot do it; my message would not be understood at all.
2 = Yes, I can do it, but with extreme difficulty, very slowly and with many errors.
3 = Yes, I can do it, but with some difficulty; my message is generally understood.
4 = Yes, I can do it, with little or no difficulty, occasional inaccuracies and rather slowly.
5 = Yes, I can do it easily, fluently and accurately.
SPEAKING NO YES, EASILY
1. Introduce self
2. Describe self
3. Give directions
4. Talk about hobby
5. Describe a picture
6. Talk about future plans
7. Discuss news
8. Make short presentation
9. Give paper at conference
10. Give lecture for 1 hour
/50
WRITING NO YES, EASILY
1. Shopping list 1
2. Postcard to friend 1
3. Application form 1
4. Description of own family 1
5. Personal letter 1
6. Report on last weekend 1
7. Short business letter 1
8. Complex business letter 1
9. Short essay (3  pages ) 1
10. Long complex essay 1 
/ dissertation ( 8+ pages)
5
5
5
5
5
5
5
5
5
5
/50
Thank you veiy much for your cooperation with this research project. Mike Freeman
DO NOT COMPLETE:
LISTENING........... /50
SPEAKING........... /50
READING ............ /50
WRITING ............/50.
OVERALL  ............ /200
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APPENDIX B
LITERATURE SURVEY: RESULTS FROM PREVIOUS RESEARCH
Appendix B: Previous Research
FACTORS INFLUENCING SUCCESS & FAILURE
(n.b. direction of causality is generally assumed rather than proven)
Overview of Results (experts listed in alphabetical order)
Type of Result
1. Quantitative Results:
2. Key Factors:
3. Qualitative Results & Interactions:
4. Key Factors:
5. Quantitative Results:
6. Formulae:
7. Key Factors:
8. Qualitative Results:
Success / Failure
Success
Success
Success
Failure
Success
Achievement
Success
Success & Failure
Discipline 
Language Learning 
Language Learning 
Language Learning 
Language Learning 
Academic 
General
Expert Performance of Skills 
Academic
1. Quantitative Results: Factors Influencing Success in Language Learning
Expert(s) Date Situation
Alptekin & Atakan 1990 Turkey
Bacon & Finnemann 1990 U.S.
Bialystok 1979 Canada
Briere 1978 Mexico
Carrell et al 1989 U.S.
Key Factors % Variance in
Proficiency 
Accounted for
Field independence 11
Student unwillingness 
+ solitary learner factor 
+ noninstrumental motivation 
+ instrumental motivation 
+ exposure to authentic input 42
Functional practice strategies 8
-Formal practice strategies 3 -
Total instruction time 41
Total exposure time 13
Father speaks TL 38
Need for parents to speak TL 27
(using mainly grammar / vocab' test)
Metacognitive strategy training ~5
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Carroll
Expert(s)
Chapelle & Green 
Chihara & Oiler
Clement et al 
Dornyei
Ehrman & Oxford
Fazio & Stevens
Date Situation
1967b Univ'U.S 
1967b Univ' 
1967b Univ’ 
1967b Univ' 
1967b Univ' 
1967b Univ' 
1967b Univ'
1992 U.S. 
1978 Japan
1994 Hungary
1990 Hungary
1995 U.S.
1994 Canada
Length of residence abroad 22 to 25
- Age at start 3 to 5
Home use of language 1 to 2
Student aptitude 1 to 5
Large institutions (-19% better)
Private institutions (~ 6% better)
Multiple correlation of:
MLAT, LOR, age at start
& home use of TL 35
n.b. correlations vary with language & test
Field independence 7
Years of formal study 20 to 23
Student aptitude 30
Student self-confidence 28
Student learning environment 
(SATTIT's, TAPT & TMOT) 10 
Class cohesion (T rating) 7
Interest in FL's & culture 12
Reading for non-prof purposes 5 
Passive socio-cultural lang' use 4
MLAT total 25
Beliefs about self (SCONF) 20
Student anxiety re speaking 18 (facilitating?)
Number of previous languages 12
General motivation / arousal 10
Intrinsic motivation 8
Cognitive strategies 4
- Negative motivation 16
- Negative anxiety 13 (debilitating?)
- Age 11
Kev Factors % Variance in
Proficiency
Accounted for
Length of residence 17 to 19
327
Appendix B: Previous Research
Expert(s) Date Situation Key Factors % Variance in
Proficiency
Accounted for
Fouly 1988 U.S.
Ganschow etal 1994 U.S.
Ganschow 
& Sparks
1991 U.S.
Length of formal study 
+ home use of English 
+ use of English outside 
home & school
- Student anxiety
20 (List' & speaking)
13 (Spanish grades)
Student proficiency in LI 
+ "ease of school"
+ "ease of tests"
+ "ease of classroom learning "
29 (FLSI-C scores)
Gardner
Gardner 
(*summary of 
29 studies)
1979 Canada
1980 Canada
Gardner & MacIntyre 1993b Canada
Gardner, Moorcroft
&Metford 1989 Canada
Student motivation 
+ student aptitude
Student attitude + motivation 
+ integrativeness - anxiety 
= AMI index 
MLAT
27
14 (French grades) 
17 (French grades)
32- Student anxiety factor
- Student anxiety factor
- Class anxiety (Likert)
- Class anxiety (Guilford) 
Integrativeness factor 
Integrativeness factor 
Student attitude + motivation
+ integrativeness - anxiety 15 
= AMI index 13
27
24
8
6
(can-do scales) 
(objective tests) 
(can-do scales) 
(can-do scales) 
(can-do scales) 
(objective tests)
(objective tests) 
(can-do scales)
Student integrativeness 
Student language use 
Student motivation
11 (speaking tasks) 
10
12
Geva & Ryan 1993 Canada Student intelligence 
+ student memory in L2 
+ student ling' skills in L, 
+ oral proficiency in L2 50
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Gradman & Hanania 
Holmquist
Expert(s)
Horwitz
Johnson
Johnson & Newport 
Kraemer
Krashen 
Krashen et al
Landolfi 
Lett & O'Mara
1991 U.S. Extracurricular reading 28
Months of intensive English 7
Exposure to native T's 15
22 Background factors 57
1993 U.S. Student attitudes (integrative
& instrumental) + self-evaluation
of proficiency 8 (final grade)
Student attitudes + frequency of
informal use of TL + number of
foreign countries visited 23 (course level)
1986 U.S. - Student anxiety 24 (Spanish grades)
29 (French grades)
1992 U.S. - Age of arrival in U.S. 29 (written grammar)
- Age of arrival in U.S. 77 (auditor}7 grammar)
1991 U.S. - Age of arrival in U. S. 40 (auditor}7 grammar)
1993 Israel Student motivation 25 (T's final grade)
Mid-year grade in English 18
Student attitude to L situation 10 
General knowledge orientation 9 
Instrumental orientation 6
Parental attitudes 3
Integrative orientation (ACC) 1 
Reading comprehension test 3
1976 U.S. Years of formal study of TL 16 to 18
1978 U.S. Length of residence in U.S. 6
Years of formal ESL study 12-25
1991 U.S. Teaching method ~5
1990 U.S. 11 predictor blocks: a very 30
wide range of student factors 
(including student aptitude, 
attitudes & motivation)
Date Situation Key Factors % Variance in
Proficiency
Accounted for
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Expert(s) Date Situation Key Factors % Variance in
Proficiency
Accounted for
Lukmani 1972 India Instrumental orientation 17
Integratve orientation 7
MacIntyre & Gardner 1989 Canada 
1994 Canada
Milton & Meara 1995 U.K.
Monshi-Tousi et al 1980 U.S.
Naiman et al 1978 Canada
Olshtain, Shohamy,
Kemp & Chatow 1990 Israel
Oiler, Perkins &
Murakami 1980 U.S.
- Student anxiety
- Student output anxiety
- Student initial vocab' level
- Formal study hours/wk
- Informal study hours/wk 
Student confidence
Number of American friends 
Number of credit hours 
Length of residence in US
13
25
38 (growth in vocab') 
9 
11 
30
36 (cloze & dictat'n)
23
30
No. of US friends + cred' hrs 52
Student field independence 9 
Student motivation 12
Student integrative orientat' 7 
Student instrumental orientat' 6 
Student's general attitude 18 
Student hand-raising 24
Student complete responses 17 
Student correct responses 14 
Student responding > 10 times 15
Student motivation 
+ student attitude 
+ class grade in Lj 
+ proficiency in Lj 48
Length of residence in U.S. 21 (dictation test)
- Think/ dream in Eng' 9
- Desire to understand Americans 13 
Desire to stay in U. S. 6 (grammar test)
- Desire to legalise marijuana 16 (dictation test)
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Oxford etal 1993 U.S. Student motivation 9
Frequency of strategy use 4
Visual learning style 4
Politzer 1983 U.S. Extracurricular reading 4
Talking to oneself in TL 7
Volunteering answers in class 5 
Asking T about meanings 4
Politzer & McGroarty 1985 U.S. Social interaction behaviours 14 (comm' comp')
Samimy & Tabuse 1992 U.S. Student motivation 21
SMOT + home use of Jap' 30
Student risk-taking 9
Student risk-taking + sex 17
Expert(s) Date Situation Kev Factors % Variance in
Proficiency
Accounted for
Sasaki 1993a Japan Student general cognitive factor = 
Student aptitude 
+ student intelligence 
+ verbal reasoning 42
Spolsky 1989 Israel
Spolsky 1989 Israel
Good learning strat's 
+ years in Israel 
- student anxiety 
+ student attitude 
+ form grade 53
Residence in Israel 6
Visits to Israel 5
Formal tutition time 34
Spolsky 1989 Israel Student years in Israel 
+ attitude to Hebrew 
- student anxiety 
+ degree of religion 
+ number of visits to Israel 70
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Expert(s) Date Situation Key Factors % Variance in
Proficiency
Accounted for
Tymms 1992b England
Walberg et al 1978 U.S.
Average GCSE grade 44
School membership 8
Student attitude 15
Hours of homework ( 5 extra hours = 1 / 3  grade )
Months of residence in U. S. 21 
Logarithm of months of res' 31
2. Identification of Key Factors Influencing Success in Language Learning: According to 
Experts
Expert
Altman
Date Kev Factors
1980 Student age, sex, previous experience with LL, SPROF in LI, 
personality, aptitude, attitudes, motivation, IQ, cognitive styles 
& learner strategies
Bacon & Finnemann 1990 Student instrumental & noninstrumental motivation,
public / oral mode strategies (risk taking), solitary learner 
strategies, perfectionist and private / non-oral strategies
Bibeau
British Council
Burstall
1990 Student age, sex, IQ, aptitude & motivation
Teacher attitude & motivation 
Intensity of course, level of participation & 
quantity of evaluation
1990 Country of location (approx.' 10% variation in average number of
hours to reach FCE, using DTO database, data from 27 countries)
1975 Student social class, gender and age
Student study time and length of residence 
Teacher attitudes and expectations 
School size
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Carroll 1963 Student aptitude, ability to understand instruction
and perseverance
Teacher quality
Time allowed for learning
Expert Date Key Factors
Chamot & Kupper 1989 Student language learning strategies
Cook 1991 Student sex
Day
Ehrman & Oxford
Ellis
Ely
Gardner
Gardner, Maclntrye 
& Lysynchuk
1985 Use of the target language
1995 Student aptitude, age, sex, motivation, anxiety, self-esteem,
tolerance of ambiguity, risk-taking, language learning strategies, 
and language learning styles
1986 Student motivation, attitudes & aptitude
1986a Student discomfort, risktaking, sociability,
motivation, attitudes, aptitude, participation 
and concern for grade
1985 Student integrative motive
1990 Student cultural beliefs, IQ, aptitude, learning 
strategies, motivation, attitudes & anxiety 
Formal and informal contextual factors
Gardner & Maclntrye 1992 Student cognitive variables: intelligence, language aptitude,
previous language training and experience,
& language learning strategies
Student affective variables: attitudes, motivation, language 
anxiety, self-confidence, personality & learning style 
Miscellaneous variables: age & socio-cultural experiences
Gradman & Hanania 1991 Student age at start of English, instrumental
motivation
Extent of exposure to effective teachers and 
native speakers of English 
Extra curricular reading & speaking 
English as the language of instruction 
Total contact hours and months of previous 
intensive or special English
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Green & Oxford 
Hale & Budar
HMI
Holmquist
Huang
& Van Naerssen 
Krashen
Larsen-Freeman 
Lett & O'Mara
Expert
Long
Date Key Factors
1995 Strategies for active, naturalistic use of English
1970 Schools with no TESOL classes, few NNSs, & in middle & upper 
class areas
Time: total immersion in English language & culture 
Parents with positive attitudes to LL
1989 Students fully involved in classes, planning & assignments 
Teachers with high expectations & clear planning 
Methodology: a range of selected approaches is used
1993 Student attitudes (instrumental & integrative orientations), previous 
FL experience, foreign travel experience, knowledge of TL 
speakers & frequency of communication in TL
1987 Student functional practice strategies
Time: speaking with other Ss, Ts & NSs, 
participation in group oral communication activities, 
thinking in English, and reading practice
1982 Student self-confidence, anxiety, motivation & 
affective filter
Input: comprehensible, interesting, relevant, not 
grammatically sequenced, focus on meaning & 
sufficient quantity
1991 Student age, aptitude, attitude, motivation, self-esteem, anxiety, 
risk-taking, empathy, inhibition, field independence, impulsivity 
and learning strategies
1990 Student variables: general intellectual ability, sex, 
age, level of education, aptitude, handedness, 
prior FL experience and proficiency, attitude, 
motivation, self-confidence, learning strategies, 
personality, cognitive style, critical thinking, 
memory and expression
1990 Student starting age, aptitude, attitude, motivation 
Time: learning time & contact with L2 
Input: comprehensible & focus on form 
Interaction: Lj / L2 differences
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MacIntyre
McDonough
Milton & Meara
Naiman et al
Neu
Oxford
Oxford et al
Piper
Reiss
Rubin
Schulz
Expert Date Kev Factors
1995b Student language anxiety, attitudes, motivation, strategies, learner 
beliefs, general intelligence, personality, group dynamics & 
intercultural issues
1981 Student factors: age, previous learning experience, cognitive style, 
aptitude, motivation & intelligence.
Teacher factors, social factors & organisational factors.
1995 Student LI, confidence, starting age & anxiety
Time: years learning English, amount of formal study & exposure
to native speakers
Type of living accommodation
1978 Student motivation, attitudes, sociability and persistence 
Student learning techniques suitable to student needs 
Favourable learning circumstances (e.g. exposure to TL)
1991 Quality and quantity of input 
Quality and quantity of interaction 
Student attitudes and motivation
1992 Student age, sex, motivation, anxiety, self-esteem, tolerance of 
ambiguity, risk-taking, cooperation, competition, LL strategies 
and styles
1993 Student motivation, learning styles, learning strategies, gender, 
course level & previous foreign LL experience
1994 Well-structured learning environment, appropriate pedagogical 
support, adequate time and opportunity
1985 Monitoring, inferencing & practising LL strategies
1975 Student motivation, aptitude and strategies 
Time: opportunity for language learning
1991 Student motivation
Teacher language proficiency 
Input: comprehensible, sufficient quantity, 
recycling of grammatical structures, high 
interest
Interaction: communicative approach
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Schumann
Seliger
Skehan
Expert Date Key Factors
1986 Contact with L2 
Time on task
1977 Verbal interaction practice
1991 Student aptitude, motivation, IQ, personality, age, learner 
strategies, and learner styles
Sparks & Ganschow 1995 Student aptitude & native language coding deficits
Spolsky
Swain & Lapkin 
Tymms
1989 74 preference conditions, but especially:
Student years in Israel, attitudes to Hebrew,
- anxiety, degree of religious observance and 
number of visits to Israel
1982 Student study time (hours of French immersion)
1992b In order of decreasing importance: student factors (GCSE grades, 
sex), language department, particular school, type of school, home 
background 
Student homework
3. Qualitative Results: Factors Influencing Success in Language Learning / Interactions 
between Factors
KEY: A —>+ B means that as A increases as B increases
C —>- D means that as C increases D decreases
Expert Date Findings
Aida 1994 Student anxiety —>- SPROF (student proficiency: course grades)
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Burstall 1975
Expert Date
Carroll & Spearrit 1967
Chamot & Kupper 1989 
Chlebek & Coltrinari 1977
Clement 1979
Clement, Gardner 1977
8c Smythe
Dyson 1988
Edwards 1976
Ellis 1986
Ely 1986
Fathman 1975
Ganschow et al 1994
Findings
Early achievement in learning French—>+ SATTIT to LL
Student length of residence —>+ SPROF and SATTIT
Student study time —>+ SPROF
Student social class —>+ SPROF and SATTIT
Student Gender(girls) —>+ SPROF
School size —>- SPROF
TATTIT — >+ SATTIT and SPROF
T expectations —>+ SATTIT and SPROF
Student age —>+ SLL
Quality of instruction —>+ SLL and SMOT 
Student IQ —>+ SLL
Opportunity to learn —>+ efficiency of learning 
Student aptitude —>+ SLL
(S APT approx' twice as influential as Quality of instruction on 
SLL)
Frequency, appropriacy and variety
of language learning strategies —> + Ssuccess in LL
After intensive programme in France —>+ S confidence
--->+ SATTIT to LL
After 2 week residential programme —>+ SATTIT to the French
After informal excursion programme —>+ SATTIT to the French
Year abroad —>+ SPROF (esp' in list' & sp')
Early French immersion —>+ S attitudes to LL
Years of exposure to TL —>+ Success in LL 
Starting age —>- Success in LL
Language class risktaking —>+ participation 
Classroom participation —>+ oral correctness
Student age —> + SPROF (for children)
Length of residence in U.S. —> + SPROF (for children)
Student anxiety —>- Student aptitude (r = -0.43)
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Gardner 1980
Gardner, Ginsberg 1976
& Smythe
Gardner, Smythe 1977
& Brunet
Gayle 1984
Hoeh&Spuck 1975
Hofman & Zak 1969
Krashen etal 1979
1983
Lambert & Tucker 1972
Lett & O'Mara 1990
Lightbown & Spada 1991
MacIntyre & Gardner 1991 
1994
Mason 1971
Meara 1994
Morrison & Pawley 1986
Expert Date
M uchn ick &  W o lfe  1982
Findings
MLAT -/—> AMI (median correlation = 0.13)
Traditional instruction —>- S attitudes to LL 
--->- SMOT for LL
After 5 week intensive programme —>+ SMOT for LL
—>- classroom anxiety
S attitudes & T teaching style —>+ S proficiency
After 3 week intensive programme in France — >+ SCONF
—>+ SATTIT to French
Interaction with TL community —>+ SATTIT to LL & TL
community
Student age —> + SLL (for children and young adults)
Age at start —> - SPROF 
Student aptitude —>+ LL 
Student attitudes —>+ L acquisition
Early French immersion —>+ S attitudes to French speakers
Student aptitude —>+ S language proficiency 
General intellectual ability —>+ S language proficiency
After intensive course —>+ SPROF 
Contact with English —>+ fluency in English
Student anxiety —>- SPROF (course grades)
Induced state anxiety —>- SPROF (performance on LL tasks)
Use of English/ informal LL and formal EFL study —> SPROF
equally
Speaking the TL abroad —>+ SLL (all 4 skills, but esp' sp')
Early French immersion —>+ SPROF (speaking test)
Student attitudes —> + S course grades in Spanish 
Student anxiety —> - S course grades in Spanish
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Naimanetal 1978
Neu 1991
Obler et al 1992
Oxford & Nyikos 1989
Oxford, Nyikos 1988
& Ehrman
Patkowski 1990
Politzer 1983
Politzer & McGroarty 1985 
Riestra & Johnson 1964
Samimy & Tabuse 1992
Selinker 1972
Shapson & Kaufman 1978
Stennett & Earl 1982
Sunderland 1992
Expert Date
Swain &  Lapkin  1982
Findings
Student tolerance of ambiguity —>+ SPROF (listening comp') 
Student field independence —>+ Success in LL
Quality & quantity of —>+ SMOT —>+ SLL 
input and interaction & SATTIT —>+ SLL
Student age —>+ number of comprehension errors 
(marked decline at 60+)
—>+ length of reaction time 
—>_ hearing ability
SPROF —> LL strategies
Gender (females) —> more frequent and greater variety of strategy
use
Adults (rather than children)—>+SLL
Strategy use —>+ Language achievement, dependent on course 
level and methodology
Asking T questions —>+ SPROF
Previous study of Spanish —>+ S attitudes to LL
SATTIT to lang' class — >+ SMOT (r = 0.53)
Language class sociability —>+ SMOT (r = 0.51)
Appropriate input —>+ SLL
Length of study of French in school system —>- SATTIT to LL
Study time in French —>+ SPROF
(from 20 to 40 —>+ SATTIT to French Canadians
minutes per day) —>- SANX
Gender (males) —> greater intensity of interaction 
—> more teacher feedback 
—> more interaction time in class
Study time & use —> + SPROF (almost linear relationship from 
1000 to 5000 hours of French immersion)
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1992b Female students —>worse A-level grades in French
1968 Intensive teaching of grammar —>+ SLL (grammar tests) 
Quantity of grammar taught —> + SPROF (grammar tests)
1990 Teacher motivation & aptitude —> + Student motivation
1990 Student anxiety —>- SPROF (standardised proficiency test)
T attitude (relaxed, positive error correction) —>- SANX 
Methodology(on-the-sot correction, speaking in front of class) 
—> + SANX
Date Findings
4. Identification of Kev Factors Influencing Failure in Language Learning: According to 
Experts —
Expert Date
Aplin 1991
Bacon & Finnemann 1990
Hale & Budar 1970
Halsall 1994
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Kev Factors
- Student attitude to teacher (dislike)
- Student self-esteem (due to poor test results)
Student appeal for other activities
- Teaching style (unpleasant activities / when purpose is unclear) 
Poor quality of careers guidance (low SMOT for LL)
- Exposure to country of target language
Student unwillingness + lack of exposure 
+ private non-oral and public / oral strategies 
+ non-native speaker instructors
accounted for 18% variance in negative affect / frustration
Students with no /few English-speaking friends 
Students who spoke no English at home
Lack of variety of courses, heavy workload, a feeling that study in 
TL led to poorer grades, perception of inferior quality teaching & 
lack of special education support
Tymms
Upshur
Vincent
Young
Expert
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Hotho-Jackson 1995
Expert Date Findings
Kraemer 1993
Loughrin-Sacco 1992
Overcrowded classes, wide range of learner needs & expectations, 
varied learning background of Ss, -quality of teaching environment, 
-quality of tutor’s input, lack of group cohesiveness, group 
rejection, lack of group support & communication, & student 
frustration with lack of challenge (for high achievers).
Negative affect toward the study & difficulty of language study
Excessive academic demands, technological orientation, negative 
attitudes to FL study, scientific mindset, low motivation, anxiety 
& inappropriate study strategies
Powell & Littlewood 1982 Difficulty of language study
Rowsell 1992
Schumann 1978
Sparks & Ganschow 1995
Vann & Abraham 1990
External factors: illness, relocation, employment 
Classroom factors: boredom, pace of lesson too fast, irrelevant 
materials, unfamiliar teaching methods & mismatch between 
method / content and student expectations
High psychological and social distance, and low integrative 
motivation
Low native language skills, low FL aptitude, low FL grades, high 
levels of FL anxiety, poor attitudes, low motivation, poor 
self-perception of FL skills, early difficulties with oral and written 
language
Students who fail to apply strategies appropriately to tasks 
Students who lack metacognitive strategies
5. Quantitative Results: Factors Influencing Academic Success
Expert(s) Date Situation Key Factors
Biggs 1978 Australian 
schoolboys 
Canadian 
science S's
Study skills 
Study skills
Predictions of Success 
( Variance accounted 
for / accuracy)
10% variance 
of scores 
5% variance 
of scores
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Bloom 
Gettinger 
Haislett & Hafer
Walberg 
(synthesis of 
many studies)
Expert (s)
Walberg 
(synthesis of 
many studies)
Expertfs)
Entwistle & Wilson
Expert(s) Date Situation Key Factors Predictions of Success 
( Variance accounted 
for / accuracy)
1974 Summary of 
many studies
Engaged time -20% variance
1984 School Time spent / time needed 18 - 35% variance
experiment - Time needed - time spent 29 - 64% variance
1990 U.S. Predicted grade point ratio 72% accurate
engineering Predicted grade point ratio ,
students & career factor 78% accurate
1982 School Years of schooling 7 - 50% variance
learning Hours of schooling 2 - 22% variance
Time (median) 16% variance
Date Situation Kev Factors % Positive Studies
1982 School Time 95.4
learning Smaller classes 60
Mastery learning 96.7
Open v's traditional education 54.8
Environment 85.7
Student motivation 97.8
Student social class 97.6
Home environment 100
Date Situation Kev Factors Median correlations
or effect sizes*
1977 (Rowntree First-year marks 0.39 (degree results:
project Number of "0" levels 0.16 languages only)
N=2569 "A" level grades 0.16
British univ's) Verbal aptitude 0.26
Motivation 0.16
Study methods 0.17
Hours studied 0.13
Sociability -0.25
Extraversion -0.19
Multiple correlation of above 0.42 
(inc. neuroticism, but not "O" levels)
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Expert(s) Date Situation Kev Factors Median correlations
or effect sizes*
Fraser etal 1987 School School characteristics 0.12
(synthesis of learning Social background of pupils 0.19
7827 studies) Teacher characteristics 0.21
[reported in Pupil characteristics 0.24
Scheerens, 1992] Instruction method 0.14
Learning strategies 0.28
Quality of teaching 0.47
Amount of instmction 0.38
Cognitive pupil characteristics 0.49 
Feedback 0.30
Himmelweit 1950 London
S. Econ1 Ss
Lalonde & Gardner 1993 U.S.
statistics
students
Lavin
Parkerson et al
Petch
1965 U.S.
universities
1984 School
learning of 
science
1961 British
universities
Intellectual aptitude
Student aptitude 
Student anxiety 
Student attitudes 
Student motivation
Entry qualifications
Student ability (pretest) 
Student motivation
GCE "A" levels
0.55 (degree results)
0.34 (final grade)
-0.44
0.3
0.32
0.5 (degree results)
0.75 (same test)
0.30
0.4 (degree results)
UCCA
Walberg 
(synthesis of 
many studies)
1967 British
universities
1982 School 
learning
GCE "A" levels 0.17 (degree results)
Quantity of instmction (time) 0.4
Quality of instmction 0.81 (mean effect size)
Home environment 0.37
Hours of TV / viewing -0.06
Peer group 0.24
Piaget developmental level 0.35
Ability 0.7 (test scores)
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Expert(s) Date Situation Kev Factors Median correlations
or effect sizes*
Walberg 1982 Ability 0.57 (grades)
Student motivation 0.34
Homework that is checked 0.79
Homework assignments 0.28
Involvement of family with hwk 0.50
Reward and punishment 1.17(mean effect size)
Stuctured learning of reading 0.97(mean effect size)
Cues and feedback 0.97(mean effect size)
*effect sizes measured in tenths of one standard deviation
6. Formulae for Achievement from Literature on Education® Psychology & LL
Expert
Aldridge
Date
1983
Atkinson 1964
Formula 
f = 1 - e* 
f  = achievement 
k = ability 
t = engaged time
T = M x P x I
T = tendency to achieve success 
M = motive to success 
P = perceived probability of success 
I = incentive value of success
Carroll 1962 c + error in c = f(a) + error in a 
c = success 
a = aptitude
Eysenck 1957 P = D x H 
P = performance 
D = drive 
H = habit
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Ford
Expert Date
1992
Gettinger 1984
Parkerson et al 1984
Sjogren 1967
Spolsky 1989
Walberg 1980
Formula 
A = Mx S xE
A = achievement / competence 
M = motivation 
S = skill
E = environment
A = f(TTL - TSL)
A = achievement
TTL = time needed for learning
TSL = time spent in learning
L = f(A, T, E)
L = learning 
A = aptitude
T = instructional treatment 
E = environments
A = f(TSL / TTL)
A = achievement
TTL = time needed for learning
TSL = time spent in learning
F = P + A + M + 0  
F = future knowledge & skills 
P = present knowledge & skills 
A = ability
M = motivation & affective factors 
O = opportunity for LL ( = time x kind of LL)
( if any component is absent there can be no LL ?)
A = inability x motivation x quality inst' x quant' instruction) 
f  = diminishing returns function
7. Factors Influencing Success in Expert Performance of a Variety of Skills
Expert Date Kev Factors
Ericsson et al 1993 A minimum of 10 years intense preparation using
deliberate practice (not just repetition, but highly 
structured, intense activity with feedback & monitoring)
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8. Qualitative Results: Factors Influencing Academic Success & Failure
Expert(s)
Anderson
Bartley
Bennet
Biggs
Bloom
Borger et al
Carroll
Clement et al 
Cooley & Leinhardt
Date
1984
1969
1978
1978
1976
1963
Situation Findings
Schools Type of activity segment & attentional processes
—>+ more productive learning 
classrooms Tasks of appropriate difficulty, the flow of activity in
class, communication of expectations to Ss & 
monitoring of Ss —>+ time-on-task
Low aptitude & poor attitudes —> + drop outLanguage 
students in US
School 
learning
1984
Australian
schoolboys
School
learning
School
learning
School
learning
Key factors:
Student aptitude & prior achievement
Clarity of instruction, task difficulty, pacing & time
Academic neuroticism —>- academic success
Key factors:
Cognitive entry behaviour & affective characteristics 
Quality of instruction (use of cues, reinforcements, 
feedback & correctives )
Key factors:
Leadership, school climate, T-S relationship, 
curriculum, teaching, evaluation, financial resources 
& pupil socio-economic background
Key factors:
Student aptitude, perseverance and IQ 
Opportunity to learn & quality of instruction
1978 Students of Low motivation, poor attitudes, low aptitude
French & low proficiency —> + drop out
1975 School Key factors:
learning Student general ability, prior achievements
and attitudes to school, peers & teachers 
Opportunity, motivators, structure & 
instructional events
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Appendix B: Previous Research
Expert(s) Date Situation Findings
Denham & Lieberman 1980 School learning Academic learning time or engaged time 
(BTE Study) in California —>+ student achievement
Allocated time and kinds of learning events 
--->+ student achievement
Entwistle & Wilson 1977 Aberdeen
study
Fisher et al 1979 Schools in 
U.S.
Harnischfeger & Wiley 1976 School
learning
(primary)
Key factors in predicting degree success & failure: 
Bursary place, first year exam marks, "A" levels & 
Headteacher's estimate 
Key reasons for difficulty at university:
1. lack of motivation 2. study difficulties 3. other
4. lack of guidance / wrong subjects
Allocated time—>+student achievement (weak link) 
Engaged time—>+ student achievement (stronger) 
Academic learning time—>+achievement (stronger)
Key factors:
Teacher background, pupil background, curriculum
& institutional factors
Teachers activities & pupil pursuits
Kember et al
Parkerson et al
1995 Engineering Inefficient surface approach to learning
students + long study hours —> + poor grades
Hong Kong Deep approach + sufficient time —> +good grades
1984 Synthesis of Key factors: student ability, motivation, quantity
"thousands of and quality of instruction, classroom, home, peer
studies" group & mass media
Scheerens 1992 School 
learning
Wang 1979 School 
learning
Key factors:
Context: achievement stimulants, school size, 
student body composition (especially pupil family 
circumstances) & school category 
Inputs: teacher experience, expenditure per pupil, 
parent support & T sense of efficacy 
School level: achievement-oriented policy, quality 
of school curricula, leadership, consensus of Ts 
& orderly atmosphere
Classroom level: time-on-task, structured teaching, 
opportunity to learn, high expectations, degree of 
evaluation & monitoring, and reinforcement
SAPT + quality of instruction —>+ task 
completion rates
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APPENDIX C: CASE STUDY INSTRUMENTS
Appendix C: Case Study Instruments
Copies of selected instruments used for phase 2 are shown on the following pages:
(a) STUDINF1 Page 349
(b) STDIARY1 Page 350
(c) STDIARY2 Page 351
(d) HOURS4 Page 352
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Appendix C: Case Study Instruments
Language Centre studinfl
University of Sussex
STUDENT INFORMATION
Family Name....................................................................................................
First Name...........................................................  Date Today .... /.... / 1994
Nationality............................................  Age...............  Sex..M/F
Level and subject of course............................................................................
(e.g. PhD in economics)
Knowledge of languages:
Language Level ( Elementary. Intermediate. Advanced . Native)
English...............................................................................................................
Number of years spent studying or using English................................
IELTS level ............................ date ..../.... /19....
TOEFL level.............................date 19....
Number of years spent in anglophone country....................................
Number of anglophone friends or relatives.........................................
Age when first started learning English..............................................
Length of time since last language course................................. years
Number of years of formal education.................................................
Any particular learning problems........................................................
(e.g. dyslexia)
Any relevant health problems............................................................
(e.g. tunnel vision, poor hearing)
IELTS requirement for entrance to university ( if any)......................
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KEY: 
SKILLS: 
R 
= 
READING, W 
= 
WRITING, 
S 
= 
SPEAKING, 
L 
= 
LISTENING, 
T 
= 
THINKING,
RP 
= 
REPEATING 
SILENTLY, 
O 
= 
ORAL 
INTERACTION 
e.g. 
a 
conversation, 
A 
= 
ANY 
OTHER 
USE
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HOURS4
NAME OF STUDENT:.......................................................................................
INSTITUTION:.....SUSSEX................. GROUP:.................  DATE:....../......../19...
UNIVERSITY
Appendix C: Case Study Instruments
H O U R S  O F  E N G L IS H
1. HOW MANY HOURS PER WEEK DO YOU SPEND ON:
(A) ENGLISH CLASSES __
(B) HOMEWORK __
(C) LANGUAGE LABORATORY__________________ __
(D) LIBRARY WORK __
(E) PROJECT WORK __
(F) LISTENING TO THE ENGLISH RADIO __
(G) WATCHING ENGLISH TELEVISION __
(H) READING ENGLISH NEWSPAPERS __
(I) CHATTING TO ENGLISH PEOPLE __
(J) ATTENDING LECTURES / SEMINARS __
(K) STUDYING TEXTBOOKS __
(L) USING THE COMPUTER __
(M) REPEATING ENGLISH TO YOURSELF________ __
(N) READING ENGLISH BOOKS __
(O) LEARNING VOCABULARY __
(P) PLAYING WITH CHILDREN __
OTHER:
(Q) CHATTING TO NNSs...............................  .....
TOTAL NUMBER OF HOURS PER WEEK
USING OR STUDYING ENGLISH:------------------------------- >
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APPENDIX D 
DESCRIPTIVES STATISTICS FOR PHASE 3
Appendix D: Descriptives for Phase 3
The descriptives for the main database are found in the results section 4.2.1. The 
remaining descriptives for the other databases are shown in numerical order, and then grouped 
into language learning activities, background variables, and proficiency scores.
D A T A B A S E : IN T E R V IE W E E S  O N LY  ( T F 1 1 . X L S )
D E S C R I P T I V E S  F O R  LA N G U A G E L E A R N IN G  A C T I V I T I E S
V a r i a b l e M e a n
H R S/W K
S t d  D e v M in im u m M a x im u m N
AH . 0 0 . 0 0 . 0 0 . 0 0 2 1
Z . 0 0 . 0 0 . 0 0 . 0 0 2 1
W . 1 4 . 4 8 .  0 0 2 . 0 0 2 1
Y . 4 8 2 . 1 8 . 0 0 1 0 . 0 0 2 1
U . 6 2 . 8 6 . 0 0 2 . 0 0 2 1
Q . 7 1 1 . 4 2 . 0 0 6 . 0 0 2 1
P . 7 6 2 . 3 0 . 0 0 1 0 . 0 0 2 1
A F . 9 0 1 . 6 4 . 0 0 5 . 0 0 2 1
AG 1 . 0 5 2 . 5 6 . 0 0 1 0 . 0 0 2 1
R 1 . 8 6 2 . 5 4 . 0 0 8 . 0 0 2 1
A C 2 . 0 0 1 . 9 5 . 0 0 5 . 0 0 2 1
S 2 . 0 0 3 . 7 9 . 0 0 1 4 . 0 0 2 1
T 2 . 3 3 4 . 0 2 . 0 0 1 5 . 0 0 2 1
AD 3 . 1 9 6 . 2 1 . 0 0 2 8 . 0 0 2 1
A E 3 . 2 9 5 . 4 1 . 0 0 2 0 . 0 0 2 1
V 3 . 2 9 5 . 5 9 . 0 0 2 5 . 0 0 2 1
X 3 . 6 2 5 . 0 9 . 0 0 1 8 . 0 0 2 1
A B 3 . 8 6 5 . 6 9 . 0 0 2 0 . 0 0 2 1
A A 4 . 6 2 7 . 8 5 . 0 0 3 0 . 0 0 2 1
N 5 . 2 4 3 . 8 6 2 . 0 0 1 4 . 0 0 2 1
0 5 . 2 9 4 . 9 3 1 . 0 0 1 5 . 0 0 2 1
A l  T O T A L 4 1 . 3 0 3 4 . 3 3
oo
1 0 3 . 0 0 2 3
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Appendix D: Descriptives for Phase 3
D ATABASE: IN TER VIEW EES ONLY (T F 1 1 .X L S )
D E S C R I P T I V E S  F O R  BACKG RO U N D  F A C T O R S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
D . 7 8 . 4 2 . 0 0 1 . 0 0
DL 1 . 1 9 3 . 4 7 . 0 0 1 5 . 0 0
D J 2 . 0 9 3 . 2 8 . 0 0 1 4 . 0 0
HO 3 . 7 4 6 . 1 1 . 0 0 2 8 . 0 0
HK 6 . 7 8 5 . 1 3 . 0 0 1 9 . 0 0
DM 6 . 8 7 2 . 5 3 . 0 0 1 1 . 0 0
DB 8 . 6 5 3 . 0 8 4 . 0 0 1 6 . 0 0
C 2 6 . 0 0 1 1 . 8 5 1 8 . 0 0 7 2 . 0 0
I C 8 4 . 8 5 2 6 . 6 6 1 6 . 0 0 1 0 0 . 0 0
HW 8 8 . 9 1 1 1 . 2 0 6 2 . 0 0 1 0 0 . 0 0
HL 7 8 9 . 1 3 5 9 3 . 5 2 . 0 0 1 8 0 0 . 0 0
DC 3 0 1 4 . 7 8 1 4 8 2 . 2 3 1 1 8 0 . 0 0 6 8 7 0 . 0 0
HN 3 8 0 3 . 9 1 1 7 9 1 . 5 9 1 3 5 0 . 0 0 7 7 7 0 . 0 0
D E S C R I P T I V E S  F O R  P R O F I C I E N C Y  M E A S U R E S
S S K I L L S 4  T O T A L S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
E V 3 3 . 8 3 6 . 1 8 2 3 . 0 0 4 6 . 0 0
E T 3 3 . 9 1 6 . 5 6 2 4 . 0 0 5 0 . 0 0
EW 3 4 . 5 2 5 . 5 5 2 3 . 0 0 4 2 . 0 0
E U 3 4 . 7 8 7 . 5 7 1 4 . 0 0 5 0 . 0 0
E X 1 3 7 . 0 4 2 2 . 2 7 1 0 1 . 0 0 1 8 8 . 0 0
N
2 3
21
22
2 3
2 3
2 3
2 3
2 3
20
22
2 3
2 3
2 3
N
2 3
2 3
2 3
2 3
2 3
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Appendix D: Descriptives for Phase 3
DATABASE: A L L  STUDENTS OF FRENCH (T F 1 2 .X L S )
D E S C R IP T IV E S  FOR LANGUAGE LE AR N IN G  A C T IV IT IE S
V a r i a b l e M e a n
H R S/W K
S t d  D e v M in im u m M a x im u m
AH . 0 0 . 0 0 . 0 0 . 0 0
Z . 0 0 . 0 0 . 0 0 . 0 0
Y . 0 4 . 2 7 . 0 0 2 . 0 0
AG . 0 4 . 2 7 . 0 0 2 . 0 0
P . 2 7 . 9 4 . 0 0 5 . 0 0
W . 2 7 . 5 2 . 0 0 2 . 0 0
X . 3 4 1 . 1 3 . 0 0 8 . 0 0
A F . 3 9 . 7 8 . 0 0 4 . 0 0
Q . 4 5 . 6 3 . 0 0 2 . 0 0
A E . 6 6 1 . 0 8 . 0 0 4 . 0 0
V . 7 7 1 . 2 6 . 0 0 5 . 0 0
T . 7 9 . 9 5 . 0 0 5 . 0 0
A C . 8 0 . 8 4 . 0 0 4 . 0 0
S . 8 6 1 . 0 3 . 0 0 6 . 0 0
U 1 . 0 4 3 . 2 9 . 0 0 2 4 . 0 0
A B 1 . 0 9 1 . 1 5 . 0 0 6 . 0 0
AD 1 . 1 8 1 . 9 1 . 0 0 9 . 0 0
R 1 . 2 0 1 . 3 1 . 0 0 8 . 0 0
A A 1 . 2 3 1 . 3 6 . 0 0 5 . 0 0
0 3 . 3 6 2 . 7 1 . 0 0 1 1 . 0 0
N 5 . 3 9 2 . 4 8 2 . 0 0 9 . 0 0
A l 1 9 . 7 9 1 1 . 1 1 . 0 0 6 1 . 0 0
N
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 6
5 7
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Appendix D: Descriptives for Phase 3
D ATABASE: A L L  STUDENTS OF FRENCH (T F 1 2 .X L S )
D E S C R I P T I V E S  F O R  BACKG RO UN D F A C T O R S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
D . 6 8 . 4 7 . 0 0 1 . 0 0
D L 1 . 4 4 4 . 6 8 . 0 0 2 0 . 0 0
D J 3 .  6 4 4 . 0 3 . 0 0 2 0 . 0 0
DM 7 . 1 9 2 . 4 7 . 0 0 1 2 . 0 0
DB 7 . 7 9 2 . 0 5 1 . 0 0 1 2 . 0 0
HO 8 . 4 4 8 . 7 7 . 0 0 4 0 . 0 0
HK 1 3 . 3 9 2 5 . 3 7 . 0 0 1 2 0 . 0 0
C 2 1 . 9 3 8 . 9 9 1 8 . 0 0 7 2 . 0 0
I C 7 3 . 8 2 3 7 . 3 5 .  0 0 1 0 0 . 0 0
HW 8 4 . 0 4 1 1 . 7 0 5 0 . 0 0 1 0 0 . 0 0
HL 1 5 5 5 . 2 6 3 2 1 6 . 3 5 . 0 0 1 5 0 0 0 . 0 0
DC 2 7 7 5 . 8 8 1 9 7 3 . 9 6 7 7 0 . 0 0 1 3 7 3 0 . 0 0
HN 4 3 3 1 . 1 4 4 3 6 5 . 4 7 7 7 0 . 0 0 2 0 7 1 5 . 0 0
D E S C R I P T I V E S  F O R  P R O F I C I E N C Y  M E A S U R E S
S S K I L L S 4 T O T A L S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
E U 3 4 . 4 9 7 . 8 9 1 2 . 0 0 5 0 . 0 0
E T 3 4 . 9 5 8 . 1 3 1 2 . 0 0 5 0 .  0 0
EW 3 5 . 1 6 6 . 4 7 1 7 . 0 0 5 0 . 0 0
E V 3 5 . 4 9 6 . 8 3 2 1 . 0 0 5 0 . 0 0
E X 1 4 0 . 0 9 2 6 . 8 9 6 2 . 0 0 2 0 0 . 0 0
N
5 7
5 5
5 6
5 7
5 7
5 7
5 7
5 7
4 9
5 6
5 7
5 7
5 7
N
5 7
5 7
5 7
5 7
5 7
/
D A T A B A S E : A L L  E F L  S T U D E N T S  ( T F 1 3 . X L S )
Appendix D: Descriptives for Phase 3
D E S C R IP T IV E S  FOR LANGUAGE LEAR N IN G  A C T IV IT IE S
V a r i a b l e M e a n
H R S/W K
S t d  D e v M in im u m M a x im u m
AH . 0 0 . 0 0 . 0 0 . 0 0
W . 4 9 1 . 3 4 . 0 0 8 . 0 0
AG . 5 9 2 . 4 7 . 0 0 1 5 . 0 0
P . 6 6 2 . 0 1 . 0 0 1 0 . 0 0
U . 7 1 1 . 3 4 . 0 0 7 . 0 0
Q 1 . 1 0 2 . 2 7 . 0 0 1 2 . 0 0
Y 1 . 1 2 5 . 7 0 .  0 0 4 0 . 0 0
Z 1 . 4 6 6 . 0 1 . 0 0 4 0 . 0 0
A F 1 . 4 8 1 . 9 6 . 0 0 1 0 . 0 0
T 1 . 7 6 2 . 7 3 . 0 0 1 5 . 0 0
S 1 . 9 8 2 . 5 2 . 0 0 1 4 . 0 0
V 3 . 0 0 4 . 3 6 . 0 0 2 5 . 0 0
R 3 . 3 7 6 . 3 5 . 0 0 3 5 . 0 0
A C 4 . 6 5 7 . 0 4 . 0 0 5 0 . 0 0
X 5 . 4 2 5 . 8 0 . 0 0 1 9 . 0 0
0 6 . 0 2 5 . 4 5 . 0 0 2 0 . 0 0
AD 6 . 2 2 6 . 1 9 . 0 0 3 0 . 0 0
A B 6 .  6 7 5 . 4 7 . 0 0 2 5 . 0 0
N 7 . 6 3 7 . 3 2 1 . 00 2 4 . 0 0
A A 8 . 7 0 1 0 . 2 7 . 0 0 4 0 . 0 0
A E 9 .  6 8 1 2 . 0 1 . 0 0 5 0 . 0 0
A l  T O T A L 7 1 . 2 8 2 9 . 3 8 . 0 0 1 2 7 . 0 0
N
5 9
5 9
5 9
5 9
5 9
5 9
5 9
5 9
6 0
5 9
5 9
6 0
6 0
6 0
5 9
6 0
6 0
6 0
6 0
6 0
6 0
6 1
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D ATABASE: A L L  E F L  STUDENTS (T F 1 3 .X L S )
D E S C R I P T I V E S  F O R  BACKG RO UN D F A C T O R S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m N
D . 6 1 . 4 9 . 0 0 1 . 0 0 6 1
DL 1 . 4 4 3 . 3 7 . 0 0 1 5 . 0 0 5 4
D J 1 . 8 6 3 . 5 3 . 0 0 2 5 . 0 0 5 8
HO 3 .  6 4 5 . 2 9 . 0 0 3 4 . 0 0 6 1
DM 8 . 0 5 3 . 0 8 . 0 0 1 4 . 0 0 5 9
HK 9 . 1 6 6 . 9 9 2 . 0 0 4 8 . 0 0 6 1
DB 9 . 5 4 3 . 2 8 1 . 0 0 1 6 . 0 0 6 1
C 2 4 . 0 2 2 . 8 2 2 0 . 0 0 3 2 . 0 0 6 1
HW 9 1 . 6 4 1 0 . 2 8 5 0 . 0 0 1 0 0 . 0 0 4 7
HL 1 0 3 7 . 7 0 5 8 0 . 4 9 3 0 0 . 0 0 3 9 0 0 . 0 0 6 1
DC 4 3 4 3 . 9 3 1 8 1 0 . 1 3 1 4 0 0 . 0 0 1 0 0 4 0 . 0 0 6 1
HN 5 3 8 1 . 6 4 1 9 5 3 . 4 5 2 0 0 0 . 0 0 1 1 3 7 0 . 0 0 6 1
D E S C R I P T I V E S  F O R  P R O F I C I E N C Y  M E A S U R E S  
S S K I L L S 4  T O T A L S
V a r i a b l e  M e a n  S t d  D e v  M in im u m  M a x im u m  N
E V  3 5 . 8 9  5 . 7 0  2 1 . 0 0  4 6 . 0 0  6 1
E T  3 7 . 2 1  7 . 3 3  1 6 . 0 0  5 0 . 0 0  6 1
EW 3 7 . 4 6  5 . 7 0  1 9 . 0 0  4 7 . 0 0  6 1
E U  3 9 . 5 1  6 . 5 8  2 0 . 0 0  5 0 . 0 0  6 1
E X  1 5 0 . 0 7  2 1 . 2 8  1 0 0 . 0 0  1 9 1 . 0 0  6 1
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D ATABASE: FRENCH IN T E N S IV E S  ONLY (T F 1 4 .X L S )
LA N G U A G E L E A R N IN G  A C T I V I T I E S
V a r i a b l e M e a n
H R S/W K
S t d  D e v M in im u m M a x im u m
AG . 0 0 . 0 0 . 0 0 . 0 0
AH . 0 0 . 0 0 . 0 0 . 0 0
Y . 0 0 . 0 0 . 0 0 . 0 0
Z . 0 0 . 0 0 . 0 0 . 0 0
P . 3 2 . 9 9 . 0 0 4 . 0 0
X . 3 2 1 .  6 0 . 0 0 8 . 0 0
W . 3 6 . 6 4 . 0 0 2 . 0 0
A F . 4 8 1 . 0 0 . 0 0 4 . 0 0
A E . 6 4 1 . 0 8 . 0 0 4 . 0 0
Q . 6 8 . 7 5 . 0 0 2 . 0 0
A C . 8 0 . 9 1 . 0 0 3 . 0 0
U . 8 4 1 . 1 1 . 0 0 4 . 0 0
V . 9 2 1 . 4 7 . 0 0 5 . 0 0
S . 9 6 1 . 2 4 . 0 0 6 . 0 0
T 1 . 2 8 1 . 1 4 . 0 0 5 . 0 0
A B 1 . 3 6 1 . 2 5 . 0 0 6 . 0 0
AD 1 . 4 4 2 . 3 3 . 0 0 9 . 0 0
R 1 . 6 4 1 .  6 8 . 0 0 8 . 0 0
A A 1 .  6 8 1 . 4 9 . 0 0 5 . 0 0
0 5 . 1 2 3 . 1 1 1 . 0 0 1 1 . 0 0
N 8 . 0 0 . 2 9 7 . 0 0 9 . 0 0
A l 2 6 . 8 4 1 0 . 8 9 1 1 . 0 0 6 1 . 0 0
N
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
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D ATABASE: FRENCH IN T E N S IV E S  ONLY (T F 1 4 .X L S )
D E S C R I P T I V E S  F O R  BA CKG RO U N D  V A R I A B L E S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
D . 8 0 . 4 1 . 0 0 1 . 0 0
DL . 9 2 3 . 8 5 . 0 0 1 9 . 0 0
D J 2 . 6 0 2 . 9 3 . 0 0 1 2 . 0 0
DM 5 . 8 0 2 . 5 5 . 0 0 1 1 . 0 0
DB 6 . 8 4 2 . 1 7 1 . 0 0 1 1 . 0 0
HO 7 . 5 6 7 . 2 7 . 0 0 2 3 . 0 0
HK 1 1 . 6 0 2 0 . 1 9 . 0 0 7 2 . 0 0
C 2 2 . 7 6 8 . 4 4 1 8 . 0 0 4 8 . 0 0
I C 8 2 . 9 4 3 2 . 1 8 . 0 0 1 0 0 . 0 0
HW 8 6 . 6 4 9 . 5 0 6 3 . 0 0 1 0 0 . 0 0
H L 1 3 6 8 . 0 0 2 5 3 0 . 1 9 . 0 0 9 0 0 0 . 0 0
DC 2 8 6 5 . 0 0 1 5 4 3 . 8 3 7 7 0 . 0 0 8 7 6 5 . 0 0
HN 4 2 3 3 . 0 0 3 3 0 3 . 7 5 7 7 0 . 0 0 1 3 2 6 5 . 0 0
D E S C R I P T I V E S  F O R  P R O F I C I E N C Y  M E A S U R E S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
S S K I L L S 4 T O T A L S
E U 3 3 . 2 8 8 . 2 8 1 2 . 0 0 4 6 . 0 0
EW 3 3 . 9 2 6 . 7 4 1 7 . 0 0 4 6 . 0 0
E T 3 4 . 1 6 8 . 7 2 1 2 . 0 0 4 8 . 0 0
E V 3 4 . 3 2 6 . 7 6 2 1 . 0 0 4 7 . 0 0
E X 1 3 5 . 6 8 2 8 . 0 2 6 2 . 0 0 1 8 2 . 0 0
N
2 5
2 5
2 5
2 5
2 5
2 5
2 5
2 5
1 8
2 5
2 5
2 5
2 5
N
2 5
2 5
2 5
2 5
2 5
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DATABASE: BSC YEAR 1 FRENCH ONLY (T F 1 5 .X L S )
D E S C R I P T I V E S  F O R  LA N G U A G E L E A R N IN G  A C T I V I T I E S
V a r i a b l e M e a n  
H R S/W K
S t d  D e v M in im u m M a x im u m
AG . 0 0 . 0 0 . 0 0 . 0 0
AH . 0 0 . 0 0 . 0 0 . 0 0
X . 0 0 . 0 0 . 0 0 . 0 0
Y . 0 0 . 0 0 . 0 0 . 0 0
Z . 0 0 . 0 0 . 0 0 . 0 0
V . 2 5 . 5 8 . 0 0 2 . 0 0
W . 2 5 . 4 5 . 0 0 1 . 0 0
A F . 3 1 . 4 8 . 0 0 1 . 0 0
Q . 3 8 . 5 0 . 0 0 1 . 0 0
P . 4 4 1 . 2 6 . 0 0 5 . 0 0
A E . 5 6 1 . 0 9 . 0 0 4 . 0 0
T . 6 3 . 5 0 . 0 0 1 . 0 0
U . 6 3 1 . 2 0 . 0 0 4 . 0 0
A A . 8 1 1 . 1 1 . 0 0 4 . 0 0
A C . 8 8 . 9 6 . 0 0 4 . 0 0
R . 9 4 . 7 7 . 0 0 3 . 0 0
S . 9 4 . 7 7 . 0 0 3 . 0 0
A B 1 . 2 5 1 . 2 4 . 0 0 4 . 0 0
AD 1 . 3 1 1 . 9 6 . 0 0 8 . 0 0
0 1 .  6 3 . 9 6 . 0 0 3 . 0 0
N 3 . 8 1 . 5 4 2 . 0 0 4 . 0 0
A l 1 4 . 1 2 7 . 5 1 . 0 0 3 6 . 0 0
N
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 6
1 7
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DATABASE: BSC YEAR 1 FRENCH ONLY (T F 1 5 .X L S )
D E S C R I P T I V E S  F O R  BA CKG RO U N D  F A C T O R S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
D . 5 3 . 5 1 . 0 0 1 . 0 0
DL 1 . 0 0 2 . 7 0 . 0 0 9 . 0 0
D J 4 . 3 1 3 . 5 0 . 0 0 1 2 . 0 0
HK 6 . 7 1 6 . 8 4 . 0 0 2 4 . 0 0
DM 8 . 0 0 1 . 9 0 5 . 0 0 1 2 . 0 0
DB 8 . 3 5 1 . 9 3 6 . 0 0 1 2 . 0 0
HO 9 . 2 4 8 . 3 9 . 0 0 2 5 . 0 0
C 1 9 . 4 7 2 . 8 1 1 8 . 0 0 3 0 . 0 0
HW 7 7 . 2 9 1 3 . 2 1 5 0 . 0 0 1 0 0 . 0 0
HL 6 6 1 . 7 6 7 9 2 . 0 6 . 0 0 3 0 0 0 . 0 0
DC 2 1 6 2 . 3 5 8 0 0 . 7 2 1 1 2 5 . 0 0 3 8 2 0 . 0 0
HN 2 8 2 4 . 1 2 1 3 4 4 . 9 7 1 1 2 5 . 0 0 6 8 2 0 . 0 0
D E S C R I P T I V E S  F O R  P R O F I C I E N C Y  M E A S U R E S
S S K I L L S 4 T O T A L S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
E U 3 1 . 8 8 6 .  8 4 2 2 . 0 0 4 8 . 0 0
E T 3 2 . 4 7 7 . 0 9 2 2 . 0 0 4 8 . 0 0
E V 3 3 . 2 4 6 . 5 0 2 3 . 0 0 4 8 . 0 0
EW 3 3 . 5 3 5 . 8 2 2 5 . 0 0 4 7 . 0 0
E X 1 3 1 . 1 2 2 3 . 4 0 9 7 . 0 0 1 9 1 . 0 0
N
1 7
1 5
1 6
1 7
1 7
1 7
1 7
1 7
1 7
1 7
1 7
1 7
N
1 7
1 7
1 7
1 7
1 7
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DATABASE: BSC YEAR 2 FRENCH ONLY (T F 1 6 .X L S )
D E S C R IP T IV E S  FOR LANGUAGE LEA R N IN G  A C T IV IT IE S
V a r i a b l e M e a n
H R S/W K
S t d  D e v M in im u m M a x im u m
AH . 0 0 . 0 0 . 0 0 . 0 0
P . 0 0 . 0 0 . 0 0 . 0 0
Z . 0 0 . 0 0 . 0 0 . 0 0
Q . 1 3 . 3 5 . 0 0 1 . 0 0
Y . 1 3 . 5 2 . 0 0 2 . 0 0
AG . 1 3 . 5 2 . 0 0 2 . 0 0
T . 1 3 . 3 5 . 0 0 1 . 0 0
W . 1 3 . 3 5 . 0 0 1 . 0 0
A F . 3 3 . 6 2 . 0 0 2 . 0 0
A B . 4 7 . 5 2 . 0 0 1 . 0 0
AD . 6 0 . 6 3 . 0 0 2 . 0 0
S . 6 0 . 9 1 . 0 0 3 . 0 0
X . 7 3 . 5 9 . 0 0 2 . 0 0
A C . 7 3 . 5 9 . 0 0 2 . 0 0
R . 7 3 . 8 0 . 0 0 3 . 0 0
A E . 8 0 1 . 1 5 . 0 0 4 . 0 0
A A . 9 3 1 . 2 2 . 0 0 4 . 0 0
V 1 . 0 7 1 . 3 3 . 0 0 4 . 0 0
U 1 . 8 0 6 . 1 6 . 0 0 2 4 . 0 0
0 2 . 2 7 1 . 0 3 1 . 0 0 4 . 0 0
N 2 . 7 3 1 . 1 0 2 . 0 0 5 . 0 0
A l 1 4 . 4 7 8 . 2 3 4 . 0 0 3 8 . 0 0
N
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
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DATABASE: BSC YEAR 2 FRENCH ONLY (T F 1 6 .X L S )
D E S C R I P T I V E S  F O R  BA CKG RO U N D  F A C T O R S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
D . 6 7 . 4 9 . 0 0 1 . 0 0
D L 2 . 7 3 7 . 0 1 . 0 0 2 0 . 0 0
D J 4 . 6 7 5 . 7 0 . 0 0 2 0 . 0 0
DM 8 . 6 0 1 . 6 8 4 . 0 0 1 1 . 0 0
DB 8 . 7 3 1 . 2 2 6 . 0 0 1 1 . 0 0
HO 9 .  0 0 1 1 . 5 8 . 0 0 4 0 . 0 0
C 2 3 . 3 3 1 3 . 4 8 1 9 . 0 0 7 2 . 0 0
HK 2 3 . 9 3 4 0 . 5 2 1 . 0 0 1 2 0 . 0 0
I C 6 7 . 4 7 4 2 . 6 8 . 0 0 1 0 0 . 0 0
HW 8 7 . 5 7 1 0 . 5 6 6 8 . 0 0 1 0 0 . 0 0
HL 2 8 8 0 . 0 0 5 1 7 4 . 5 2 . 0 0 1 5 0 0 0 . 0 0
DC 3 3 2 2 . 6 7 3 1 5 8 . 4 6 1 0 9 0 . 0 0 1 3 7 3 0 . 0 0
HN 6 2 0 2 . 6 7 6 9 9 4 . 5 1 1 2 4 0 . 0 0 2 0 7 1 5 . 0 0
D E S C R I P T I V E S  F O R  P R O F I C I E N C Y  M E A S U R E S
S S K I L L S 4 T O T A L S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
EW 3 9 . 0 7 5 . 3 5 3 1 . 0 0 5 0 . 0 0
E T 3 9 . 0 7 7 . 0 9 3 0 . 0 0 5 0 . 0 0
E U 3 9 . 4 7 6 . 3 9 3 0 . 0 0 5 0 . 0 0
E V 4 0 . 0 0 5 . 4 4 3 1 . 0 0 5 0 . 0 0
E X 1 5 7 . 6 0 2 1 . 4 4 1 3 2 . 0 0 2 0 0 . 0 0
N
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 5
1 4
1 5
1 5
1 5
N
1 5
1 5
1 5
1 5
1 5
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D ATABASE: FCE STUDENTS ONLY (T F 1 7 .X L S )
D E S C R I P T I V E S  F O R  LA N G U A G E L E A R N IN G  A C T I V I T I E S
V a r i a b l e M e a n
H R S/W K
S t d  D e v M in im u m M a x im u m
AH . 0 0 . 0 0 . 0 0 . 0 0
W . 0 0 . 0 0 . 0 0 . 0 0
Y . 0 0 . 0 0 . 0 0 . 0 0
P . 1 0 . 3 2 . 0 0 1 .0 0
Z . 2 0 . 6 3 . 0 0 2 . 0 0
AG . 5 0 1 . 5 8 . 0 0 5 . 0 0
U 1 . 4 0 2 . 1 7 . 0 0 7 . 0 0
A F 1 . 5 0 2 . 1 2 . 0 0 5 . 0 0
X 2 . 7 0 4 . 8 1 . 0 0 1 4 . 0 0
A C 2 . 8 0 1 . 8 7 . 0 0 5 . 0 0
V 3 . 7 0 2 . 5 0 . 0 0 8 . 0 0
AD 3 . 8 0 1 . 8 7 1 .0 0 7 . 0 0
T 3 . 9 0 3 . 2 8 . 0 0 1 0 . 0 0
Q 4 . 0 0 3 . 8 9 . 0 0 1 2 . 0 0
S 4 . 5 0 4 . 8 1 . 0 0 1 4 . 0 0
A A 5 . 4 0 4 . 1 2 1 .0 0 1 4 . 0 0
R 6 . 0 0 4 . 2 7 . 0 0 1 4 . 0 0
A B 7 . 3 0 4 . 8 5 . 0 0 1 4 . 0 0
A E 8 . 6 0 6 . 6 0 1 .0 0 2 0 . 0 0
0 1 0 . 0 0 5 . 8 5 1 .0 0 1 6 . 0 0
N 1 1 . 6 0 6 . 0 0 2 . 0 0 2 0 . 0 0
A l 7 8 . 0 0 2 4  . 9 1 4 3 . 0 0 1 1 3 . 0 0
N
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
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D ATABASE: FCE STUDENTS ONLY (T F 1 7 .X L S )
D E S C R I P T I V E S  F O R  BA CKG RO U N D  F A C T O R S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
D L . 3 3 1 . 0 0 . 0 0 3 . 0 0
D J . 5 6 1 . 1 3 . 0 0 3 . 0 0
D . 6 0 . 5 2 . 0 0 1 . 0 0
HO 1 . 9 0 2 . 8 8 . 0 0 7 . 0 0
HK 5 . 8 0 2 . 5 3 2 . 0 0 9 . 0 0
DM 8 . 4 0 3 . 8 6 2 . 0 0 1 4 . 0 0
DB 8 . 5 0 4 . 8 4 1 . 0 0 1 6 . 0 0
C 2 5 . 4 0 2 . 5 5 2 2 . 0 0 3 0 . 0 0
HW 9 6 . 1 1 1 1 . 3 0 6 6 . 0 0 1 0 0 . 0 0
I C 1 0 0 . 0 0 . 0 0 1 0 0 . 0 0 1 0 0 . 0 0
H L 8 7 0 . 0 0 3 7 9 . 4 7 3 0 0 . 0 0 1 3 5 0 . 0 0
DC 2 9 0 9 . 5 0 1 0 4 9 . 3 1 1 4 0 0 . 0 0 4 7 0 0 . 0 0
HN 3 7 7 9 . 5 0 1 2 2 8 . 4 2 2 0 0 0 . 0 0 6 0 5 0 . 0 0
D E S C R I P T I V E S  F O R  P R O F I C I E N C Y  M E A S U R E S
S S K I L L S 4 T O T A L S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
E V 3 2 . 1 0 4 . 3 3 2 6 . 0 0 3 9 . 0 0
EW 3 2 . 4 0 6 . 0 0 1 9 . 0 0 4 0 . 0 0
E U 3 2 . 8 0 5 . 5 9 2 0 . 0 0 4 0 . 0 0
E T 3 3 . 0 0 4 . 4 5 2 2 . 0 0 3 8 . 0 0
E X 1 3 0 . 3 0 1 6 . 6 7 1 0 0 . 0 0 1 5 7 . 0 0
N
9
9
10
10
10
10
10
10
9
10
10
10
10
N
10
10
10
10
10
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D A T A B A S E : C P E  S T U D E N T S  O N LY  ( T F 2 0 . X L S )
D E S C R I P T I V E S  F O R  LAN G U A G E L E A R N IN G  A C T I V I T I E S
V a r i a b l e M e a n  S t d  D e v  
H O U R S/W K
M in im u m M a x im u m
AH . 0 0 . 0 0 . 0 0 . 0 0
Q . 2 0 . 4 1 . 0 0 1 . 0 0
U . 4 0 . 8 2 . 0 0 3 . 0 0
W . 4 0 . 8 8 . 0 0 3 . 0 0
AG . 7 5 2 . 4 5 . 0 0 1 0 . 0 0
R . 9 0 1 . 3 3 . 0 0 5 . 0 0
S 1 . 2 0 . 8 9 . 0 0 3 . 0 0
A F 1 . 3 0 2 . 3 9 . 0 0 1 0 . 0 0
T 1 . 4 0 3 . 3 3 . 0 0 1 5 . 0 0
P 1 . 4 5 3 . 2 4 . 0 0 1 0 . 0 0
Y 2 . 0 0 8 . 9 4 . 0 0 4 0 . 0 0
V 2 . 3 0 5 . 5 2 . 0 0 2 5 . 0 0
N 2 . 6 0 1 . 3 5 2 . 0 0 6 . 0 0
Z 3 . 7 0 9 . 9 3 . 0 0 4 0 . 0 0
0 4 . 2 5 4 . 7 9 1 . 0 0 2 0 . 0 0
AD 5 . 8 5 6 . 3 4 1 . 0 0 2 8 . 0 0
A C 6 . 9 5 1 1 . 0 1 1 . 0 0 5 0 . 0 0
X 7 . 3 0 5 . 5 6 . 0 0 1 9 . 0 0
A B 7 . 5 0 5 . 9 7 . 0 0 2 0 . 0 0
A E 8 . 8 5 1 2 .  6 0 . 0 0 5 0 . 0 0
A A 1 1 . 4 0 1 1 . 8 4 . 0 0 4 0 . 0 0
A l  T O T A L 7 0 . 7 0 3 1 . 4 9 2 3 . 0 0 1 1 8 . 0 0
N
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
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DATABASE: CPE STUDENTS ONLY (T F 2 0 .X L S )
D E S C R I P T I V E S  F O R  BA CKG RO U N D  F A C T O R S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
D . 6 5 . 4 9 . 0 0 1 . 0 0
D L 1 . 2 0 3 . 4 6 . 0 0 1 5 . 0 0
D J 1 . 4 0 1 . 7 0 . 0 0 7 . 0 0
HO 3 . 1 0 3 . 7 0 . 0 0 1 2 . 0 0
DM 8 . 0 0 2 . 9 9 . 0 0 1 3 . 0 0
DB 9 . 9 5 3 . 1 9 1 . 0 0 1 5 . 0 0
HK 1 0 . 0 5 6 . 0 0 4 . 0 0 3 0 . 0 0
C 2 3 . 0 0 2 . 6 4 2 0 . 0 0 3 1 . 0 0
HW 9 1 . 8 0 7 . 6 0 7 0 . 0 0 1 0 0 . 0 0
HL 1 2 3 7 . 5 0 7 4 1 . 0 7 3 0 0 . 0 0 3 9 0 0 . 0 0
DC 4 9 5 8 . 2 5 2 2 4 0 . 7 0 2 0 6 5 . 0 0 1 0 0 4 0 . 0 0
HN 6 1 9 5 . 7 5 2 4 9 9 . 7 2 2 5 9 0 . 0 0 1 1 3 7 0 . 0 0
D E S C R I P T I V E S  F O R  P R O F I C I E N C Y  M E A S U R E S
S S K I L L S 4 T O T A L S
V a r i a b l e M e a n S t d  D e v M in im u m M a x im u m
E V 3 7 . 0 0 5 . 2 8 2 4 . 0 0 4 6 . 0 0
EW 3 8 . 7 0 3 . 7 3 3 1 . 0 0 4 5 . 0 0
E T 4 0 . 3 0 6 . 1 0 2 8 . 0 0 5 0 . 0 0
E U 4 3 . 1 0 4 . 3 8 3 4 . 0 0 5 0 . 0 0
E X 1 5 9 . 1 0 1 7 . 3 3 1 1 7 . 0 0 1 8 8 . 0 0
N
20
20
20
20
20
20
20
20
20
20
20
20
N
20
20
20
20
20
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DATABASE: CAE STUDENTS ONLY (TF21.XLS)
DESCRIPTIVES FOR LANGUAGE LEARNING ACTIVITIES
Variable Mean
HRS/WK
Std Dev Minimum Maximum
AH . 0 0 . 0 0 . 0 0 . 0 0
P . 3 1 . 7 6 . 0 0 3 . 0 0
Z . 3 4 1 . 5 2 . 0 0 8 . 0 0
AG . 5 2 2 . 7 9 . 0 0 1 5 . 0 0
U . 6 9 1 . 2 3 . 0 0 6 . 0 0
Q . 7 2 1 . 4 1 . 0 0 6 . 0 0
W . 7 2 1 . 7 5 . 0 0 8 . 0 0
Y . 9 0 3 . 4 5 . 0 0 1 6 . 0 0
T 1 . 2 8 1 . 5 8 . 0 0 7 . 0 0
AF 1 . 6 0 1 . 6 3 . 0 0 5 . 0 0
S 1 . 6 6 1 . 5 4 . 0 0 6 . 0 0
V 3 . 2 3 4 . 0 2 . 0 0 1 5 . 0 0
AC 3 . 7 3 3 . 8 1 . 0 0 2 0 . 0 0
R 4 . 1 3 8 . 2 5 . 0 0 3 5 . 0 0
X 5 . 0 7 5 . 9 9 . 0 0 1 8 . 0 0
0 5 . 8 7 5 . 2 2 . 0 0 1 6 . 0 0
AB 5 . 9 0 5 . 3 9 . 0 0 2 5 .  00
AD 7 . 2 7 6 . 8 8 . 0 0 3 0 . 0 0
AA 8 . 0 0 1 0 . 4 0 . 0 0 4 0 . 0 0
N 9 . 6 7 8 . 3 4 1 . 0 0 2 4 . 0 0
AE 1 0 . 6 0 1 3 . 1 9 . 0 0 5 0 . 0 0
A l 6 9 . 4 8 2 9 . 8 9
oo
1 2 7 . 0 0
N
29
29
29
29
29
29
29
29
29
30
2 9
30
30
30
29
30
30
30
30
30
30
31
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DATABASE: CAE STUDENTS ONLY (TF21.XLS)
DESCRIPTIVES FOR BACKGROUND FACTORS
Variable Mean Std Dev Minimum Maximum
D . 5 8 . 5 0 . 0 0 1 . 0 0
DL 2 . 0 4 3 . 8 0 . 0 0 1 3 . 0 0
DJ 2 . 5 9 4 . 6 7 . 0 0 2 5 . 0 0
HO 4 . 5 5 6 . 5 3 . 0 0 3 4 . 0 0
DM 7 . 9 7 2 . 9 6 . 0 0 1 3 . 0 0
DB 9 . 6 1 2 . 7 5 3 . 0 0 1 6 . 0 0
HK 9 . 6 8 8 . 2 8 2 . 0 0 4 8 . 0 0
C 2 4 . 2 3 2 . 8 6 2 0 . 0 0 3 2 . 0 0
I C 8 2 . 0 0 2 7 . 1 1 6 . 0 0 1 0 0 . 0 0
HW 8 9 . 2 2 1 2 . 0 2 5 0 . 0 0 1 0 0 . 0 0
HL 9 6 2 . 9 0 4 9 1 . 0 8 3 0 0 . 0 0 2 4 0 0 . 0 0
DC 4 4 1 0 . 3 2 1 4 4 9 . 4 9 1 9 6 0 . 0 0 7 0 7 0 . 0 0
HN 5 3 7 3 . 2 3 1 3 8 7 . 1 7 2 8 6 0 . 0 0 7 9 7 0 , 0 0
DESCRIPTIVES FOR PROFICIENCY MEASURES
SSKILLS4 TOTALS
Variable Mean Std Dev Minimum Maximum
EV 3 6 . 3 9 5 . 9 9 2 1 . 0 0 4 6 . 0 0
ET 3 6 . 5 8 8 . 0 9 1 6 . 0 0 5 0 . 0 0
EW 3 8 . 2 9 5 . 9 2 2 8 . 0 0 4 7 . 0 0
EU 3 9 . 3 5 6 . 4 4 2 8 . 0 0 5 0 . 0 0
EX 1 5 0 . 6 1 2 1 . 1 4 1 1 5 . 0 0 1 9 1 . 0 0
N
31
25
29
31
29
31
31
31
31
18
31
31
31
N
31
31
31
31
31
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APPENDIX E
TEST CONVERSION SCALES
1. CONVERSION OF GCSE AND "A” LEVEL FRENCH EXAMINATION RESULTS
Appendix E: Test Conversion Scales
EXAM' GRADE NUMERICAL VALUE
"A" LEVEL FRENCH A 14
"A" LEVEL FRENCH B 13
"A" LEVEL FRENCH C 12
"A" LEVEL FRENCH D 11
"A" LEVEL FRENCH E 10
"A" LEVEL FRENCH N 9
"A" LEVEL FRENCH F 8
GCSE FRENCH A 7
GCSE FRENCH B 6
GCSE FRENCH C 5
GCSE FRENCH D 4
GCSE FRENCH E 3
GCSE FRENCH F 2
GCSE FRENCH G 1
N.B. This scale is adapted from the scales used by Tymms (1992b: 183)
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2. SCALE FOR CONVERSION OF CAMBRIDGE EXAM RESULTS (CAMEXU
EXAM' GRADE NUMERICAL VALUE
CPE A 74
CPE B 72
CPE C 70
CPE D 68
CPE E 66
CAE A 64
CAE B 62
CAE C 60
CAE D 58
CAE E 56
FCE A 54
FCE B 52
FCE C 50
FCE D 48
FCE E 46
N.B. This scale is based on the English Speaking Union (ESU) levels and the equivalences:
CPE grade C = ESU level 7 
CAE grade C = ESU level 6 
FCE grade C =  ESU levels
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APPENDIX F 
DETAILS OF DATABASES
1. GENERAL DESCRIPTION
NAME GROUP SAMPLE SIZE
TIMEFAC4.XLS Interviewees 17
TEVDEFAC5.XLS Students of French 53
TIMEFAC6.XLS Intensives + BSc Eurol 38
TIMEFAC7.XLS Intensives 25
TIMEFAC8.XLS All students 95
TF10.XLS All students 118
TF11.XLS Interviewees 23 1
TF12.XLS Students of French 57
TF13.XLS EFL students 61
TF14.XLS Intensives 25
TF15.XLS BSc Eurol 17
TF16.XLS BSc Euro2 15
TF17.XLS FCE 10
TF20.XLS CPE 20
TF21.XLS CAE 31
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2. QUESTIONNAIRE / DATABASE CODES 
A. BACKGROUND/DEMOGRAPHIC VARIABLES
CODE BACKGROUND / DEMOGRAPHIC VARIABLES
BK Hours of junior school LL
BL Years of secondary school LL
BQ Hours of secondary school LL
C Age
Cl Hours of university LL
D Sex
DB Years of formal LL4
DC Total hours of formal and informal study2
DF Years of active residence
DG Months of active residence
DJ Years o f exposure to NS teachers
DK Years of exposure to other NSs
DL Years of home use of TL3
DM Years of formal study in home country
HH Cambridge exam scores (using scale in Appendix E.2)
HJ Total GCSE and "A" level score (using scale in Appendix E)
HK Months of visits and residence1
HL Hours of active residence (=DF*1500 + DG*150)
HN Total hours of study and active residence (=DC+HL)
HO Years of exposure to any NS (= DJ +DK)
I GCSE French grade
L "A" level French grade
B. SSKILLS4 CODES
CODE VARIABLE
ET Listening subtotal
EU Reading subtotal
EV Speaking subtotal
EW Writing subtotal
EX Total for all four skills
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C. LANGUAGE LEARNING ACTIVITIES AND QUESTIONNAIRE CODES
Appendix F: Databases
SPRING AUTUMN 
TERM ’95 TERM ’94
FORMAL LANGUAGE LEARNING
(A) LANGUAGE CLASSES ( including tutorials, tests & laboratory7 work) N AJ
(B) HOMEWORK & PROJECT WORK ( and any other directed study) O AK
(C) INDIVIDUAL PRIVATE TUITION P AL
SELF-STUDY
(D) LISTENING TO LANGUAGE LEARNING TAPES Q AM
(E) READING TEXTBOOKS & GRAMMARS R AN
(F) LEARNING VOCABULARY & USING DICTIONARIES S AO
(G) REVISION OF CLASSWORK T AP
(H) REPEATING LANGUAGE TO ONESELF U AQ
(I) WRITING ESSAYS & TAKING NOTES V AR
(J) TRANSLATION W AS
STUDY OR WORK U S IN G  LANGUAGE (not specifically for language learning)
(K) ATTENDING LECTURES/SEMINARS * X AT
(L) PAID EMPLOYMENT WHERE LANGUAGE IS USED Y AU
(M ) LABORATORY WORK ( e.g. scientific or engineering work) Z AV
INFORMAL LANGUAGE LEARNING & USE
(N) LISTENING TO THE RADIO, CASSETTES & C.D.’S AA AW
(O) WATCHING TELEVISION, VIDEOS, SHOWS & FILMS AB AX
(P) READING NEWSPAPERS, NOVELS & MAGAZINES AC AY
(Q) CHATTING TO NATIVE SPEAKERS AD AZ
(R) CHATTING TO NON-NATIVE SPEAKERS OF ENGLISH AE BA
(S) WRITING NOTES, MESSAGES, LETTERS, POEMS etc. AF BB
OTHER:
(T) ...........................................................  AG BC
(U)................................................................  AH BD
(v) TOTAL NUMBER OF HOURS PER WEEK
USING OR STUDYING THE LANGUAGE Al BE
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D. OTHER SUBTOTALS USED IN CALCULATIONS AND THEIR QUESTIONNAIRE 
CODES
Appendix F: Databases
CODE VARIABLE
HR Total hours / week chatting to NSs and NNSs for term 1 (=AD+AE)
HW % Presence in class over one term
ID Total hours / week self-study and informal reading for term 1 (=R+AC)
IE Total hours / week of informal LL and use for term 1 (=sum of AA-AF)
IF Total hours of self-study work for term 1 (=sum of Q-W +0)
IG Total hours / week self-study and informal writing for term 1 (=V+AF)
IH Total hours / week self-study and informal listening for term 1 
(-Q+AA)
II Total hours / week self-study and informal speaking for terml 
(=U+AD+AE)
IJ Total hours / week of language use for term 1 (=3E+X+Y+Z)
IK log of years of formal LL (DB)
IL log of months of visits and residence abroad (HK)
IM log of total hours of formal and informal study (DC)
IN log of total hours of study and active residence (HN)
10 log of total hours / week of study and use for term 1 (Al)
IP log of years of formal study in home country (DM)
IQ log of hours of active residence (HL)
IR Years of formal LL, LOR, exposure & use5 (= HK/12 +DB+HO+DL)
IS log of total hours of study and use term 2 (BE)
IT log of hours of homework & project work term 1 (O)
IU log of hours of homework & project work term 2 (AK)
IV Total hours of study term 1 (sum of N - X, + Z)
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1. This measure of residence means any time abroad in countries where the target language is 
used, including holidays, short visits and residence for any reason.
2. This includes all types of study, including classwork, homework, projectwork and any form of 
self-study.
3. This includes any form of communication using the target language at home with the family and 
friends, but excludes homework and other types of study.
4. This is the total number of years of formal study, including junior school, secondary school, 
university and language school.
5. The simple addition of these four variables gives a rough index of "total language learning", but 
due to the overlap between these variables, some LL will be counted more than once. For this 
reason, this variable [IR] was not included in the factor analysis and multiple regression 
calculations.
Notes for Appendix F
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APPENDIX G
INTERCORRELATIONS OF ALL KEY VARIABLES: BOTH BACKGROUND AND LL
Appendix G: Intercorrelations for Phase 3
ACTIVITIES (TERM 1, ALL STUDENTS N = 118)
BK c D DB DC DJ
BK 1.0000 
( 118) 
P= .
-.0497 
( 118) 
P= .593
.1223 
( 118) 
P= .187
.1383 
( 117) 
P= .137
.3030 
( 118) 
P= .001 (P=
0061
114)
.949
C -.0497 
( 118) 
P= .593
1.0000 
( 118) 
P= .
-.0473 
( 118) 
P= .611
.0250 
( 117) 
P= .789
-.0381 
( 118) 
P= .682 (P=
0634
114)
.503
D .1223 
( 118) 
P= .187
-.0473 
( 118) 
P= .611
1.0000 
( 118) 
P= .
-.0578 
( 117) 
P= .536
.1703 
( 118) 
P= .065 (P=
0417
114)
.660
DB .1383 
( 117) 
P= .137
.0250 
( 117) 
P= .789
-.0578 
( 117) 
P= .536
1.0000 
( 117) 
P= .
.32 63 
( 117) 
P= .000 (P=
,1063
113)
.263
DC .3030 
( 118) 
P= .001
-.0381 
( 118) 
P= .682
.1703 
( 118) 
P= .065
.3263 
( 117) 
P= .000
1.0000 
( 118) 
P= . (P=
0418
114)
. 659
DJ -.0061 
( 114) 
P= .949
.0634 
( 114) 
P= .503
-.0417 
( 114) 
P= .660
.1063 
( 113) 
P= .263
.0418 
( H4) 
P= .659
1.
(P=
,0000
114)
DK -.0224 
( 109) 
P= .817
-.0343 
( 109) 
P= .723
. 0642 
( 109) 
P= .507
-.0223 
( 108) 
P= .819
.0953 
( 109) 
P= .324 (P=
3530
108)
.000
DL .0922 
( 109) 
P= .340
-.0814 
( 109) 
P= .400
.0546 
( 109) 
P= .573
.1186 
( 108) 
P= .222
.2557 
( 109) 
P= .007 (P=
2006
109)
.037
DM .0997 
( U3) 
P= .294
-.1647 
( 113) 
P= .081
-.0279 
( 113) 
P= .769
.7851 
( 112) 
P= .000
.3201 
( 113) 
P= .001 (P=
0939
109)
.331
HK .2212 
( 117) 
P= .017
-.1287 
( 117) 
P= .167
.0337 
( 117) 
P= .718
-.0883 
( 116) 
P= .346
.2154 
( 117) 
P= .020 (P=
3034
114)
.001
HL .2144 
( 117) 
P= .020
-.1214 
( 117) 
P= .192
.0419 
( 117) 
P= .654
-.0740 
( 116) 
P= .430
.2111 
( 117) 
P= .022 (P=
3207
114)
.001
BK C D DB DC DJ
HN .3293 
( 118) 
P= .000
-.1035 
( 118) 
P= .265
.1289 
( 118) 
P= .164
.1505 
( 117) 
P= .105
.7510 
( 118) 
P= .000 (P=
2431
114)
.009
HO -.0161 
( 116) 
P= .864
.0132 
( 116) 
P= .888
.0106 
( 116) 
P= .910
.0401 
( 115) 
P= .670
.0803 
( H6) 
P= .392 (P=
7579
114)
.000
N -.0238 
( 116) 
P= .800
.1054 
( 116) 
P= .260
-.0109 
( 116) 
P= .908
-.1545 
( 115) 
P= .099
.0393 
( 116) 
P= .675 (P=
1491
113)
.115
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BK C D DB DC DJ
0 -.0583 .2087 .1919 -.0346 .1385 -.1792
( 116) ( 116) ( 116) ( 115) ( 116) ( 113)P= .534 P= .025 P= .039 P= .714 P= .138 P= .057
p -.0483 .0077 .0373 -.0375 .0965 -.0319
( 115) ( 115) ( 115) ( 114) ( 115) ( 112)P= .608 P= .935 P= .693 P= .692 P= .305 P= .738
Q -.0286 .1191 -.0417 -.0938 -.0418 -.1709
( 115) ( 115) ( 115) ( 114) ( 115) ( 112)P= .762 P= .205 P= .658 P= .321 P= .657 P= .072
R -.0185 .0104 .0839 .0155 .1173 .2469( 116) ( 116) ( 116) ( 115) ( 116) ( 113)P= .844 P= .912 P= .371 P= .869 P= .210 P= .008
S -.0064 .1024 .1611 -.0121 .0833 -.0441
( 115) ( 115) ( 115) ( 114) ( 115) ( 112)P= .946 P= .276 P= .085 P= .898 P= .376 P= .644
T -.0335 .1110 .1273 .0140 -.0020 -.0721( 115) ( 115) ( 115) ( 114) ( 115) ( 112)P= .722 P= .238 P= .175 P= .883 P= .983 P= .450
U .0128 .0575 .1077 .0464 .0560 .1543
( 115) ( 115) ( 115) ( 114) ( 115) ( 112)P= .892 P= .542 P= .252 P= .624 P= .552 P= .104
V .0576 .0217 . 1100 .2369 .1974 .0170
( 116) ( 116) ( 116) ( H5) ( 116) ( 113)P= .539 P= .817 P= .240 P= .011 P= .034 P= .858
- - Correlation Coefficients - -
BK C D DB DC DJ
W -.1117 .0012 -.0055 .0201 .1331 -.0514
( 115) ( 115) ( 115) ( H4) ( 115) ( 112)P= .235 P= .990 P= .953 P= .832 P= .156 P= .591
X -.0197 .0224 -.1894 .2664 .1390 -.1264( 115) ( 115) ( 115) ( 114) ( 115) ( 112)P= .835 P= .812 P= .043 P=» .004 P= .138 P= .184
Y -.0477 .0548 -.1233 -.0175 -.0120 -.0470( 115) ( 115) ( 115) ( 114) ( 115) ( 112)P= .613 P= .561 P= .189 P= .853 P= .899 P= .623
Z .2659 .0410 -.1398 .0852 . 0983 .0704( 115) ( H5) ( 115) ( 114) ( 115) ( 112)P= .004 P= .663 P= .136 P= .368 P= .296 P= .461
AA -.0332 .0534 .0259 . 1054 .2164 _ . 1361( 116) ( 116) ( 116) ( 115) ( H6) ( 113)P= .723 P= .569 P= .782 P= .262 P= .020 P= .151
AB .0507 .0828 -.0447 .2479 .3389 _.2298( 116) ( 116) { 116) ( 115) ( 116) ( 113)P= .589 P= .377 P= .633 P= .008 P= .000 P= .014
AC .0684 .0201 .0384 .1398 .2849 _.0968( H6) ( H6) ( 116) ( 115) ( H6) ( 113)P= .466 P= .830 P= .682 P= .136 P= .002 P= .308
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AD
BK
-.0318 
( 116) 
P= .735
C
.0472 
( 116) 
P= .615
D
.0177 
( 116) 
P= .850
DB
.0575 
( H5) 
P= .542
DC
.2566 
( 116) 
P= .005
DJ
-.0979 
( 113) 
P= .302
AE -.0159 
( H6) 
P= .866
.0165 
( 116) 
P= .860
.1420 
( 116) 
P= .128
. 1814 
( 115) 
P= .052
.3267 
( 116) 
P= .000 (P=
,1502
113)
.112
AF -.0152 
( 116) 
P= .872
.0171 
( 116) 
P= .856
.0479 
( 116) 
P= .610
. 1749 
( 115) 
P= .062
.2957 
( H6) 
P= .001 (P=
,0539
113)
.571
AG -.0593 
( H5) 
P= .529
.1023 
( 115) 
P= .277
.0121 
( 115) 
P= .898
.0401 
( 114) 
P= .672
.0538 
( H5) 
P= .568 (P=
,0027
112)
.978
Al .0058 
( 116) 
P= .951
.1333 
( 116) 
P= .154
.0622 
( 116) 
P= .507
.1960 
( 115) 
P= .036
.4044 
( 116) 
P= .000 (P=
.1077
113)
.256
DK DL DM HK HL HN
BK -.0224 
( 109) 
P= .817
.0922 
( 109) 
P= .340
.0997 
( 113) 
P= .294
.2212 
( 117) 
P= .017
.2144 
( 117) 
P= .020 (P=
.3293
118)
.000
C -.0343 
( 109) 
P= .723
-.0814 
( 109) 
P= .400
-.1647 
( 113) 
P= .081
-.1287 
( 117) 
P= .167
-.1214 
( 117) 
P= .192 (P=
.1035
118)
.265
D .0642 
( 109) 
P= .507
.0546 
( 109) 
P= .573
-.0279 
( 113) 
P= .769
.0337 
( 117) 
P= .718
. 0419 
( 117) 
P= .654
(P=
.1289
118)
.164
DB -.0223 
( 108) 
P= .819
.1186 
( 108) 
P= .222
.7851 
( 112) 
P= .000
-.0883 
( 116) 
P= .346
-.0740 
( 116) 
P= .430 (P=
.1505
117)
.105
DC .0953 
( 109) 
P= .324
.2557 
( 109) 
P= .007
.3201 
( 113) 
P= .001
.2154 
( 117) 
P= .020
.2111 
( 117) 
P= .022 (P=
.7510
118)
.000
DJ .3530 
( 108) 
P= .000
.2006 
( 109) 
P= .037
.0939 
( 109) 
P= .331
.3034 
( 114) 
P= .001
.3207 
( 114) 
P= .001 (P=
,2431
114)
.009
DK 1.0000 
( 109) 
P= .
.2011 
( 107) 
P= .038
.0481 
( 105) 
P= .626
.3613 
( 109) 
P= .000
.3652 
( 109) 
P= .000
(p=
,3062
109)
.001
DL .2011 
( 107) 
P= .038
1.0000 
( 109) 
P= .
.0542 
( 106) 
P= .581
.5769 
( 109) 
P= .000
.5453 
( 109) 
P= .000 (P=
,5239
109)
.000
DM .0481 
( 105) 
P= .626
. 0542 
( 106) 
P= .581
1.0000 
{ 113) 
P= .
.0769 
( 112) 
P= .420
.0805 
( 112) 
P= .399
(
P=
,2487
113)
.008
HK .3613 
( 109) 
P= .000
.5769 
( 109) 
P= .000
.0769 
( 112) 
P= .420
1.0000 
( 117) 
P= .
.9641 
( 117) 
P= .000 (P=
7845
117)
.000
HL .3652 
( 109) 
P= .000
.5453 
( 109) 
P= .000
. 0805 
( 112) 
P= .399
.9641 
( 117) 
P= .000
1.0000 
( 117) 
P= . <P=
8062
117)
.000
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- - Correlation Coefficients -
DK DL DM HK HL HN
HN .3062 
( 109) 
P= .001
.5239 
( 109) 
P= .000
.2487 
( 113) 
P= .008
.7845 
{ 117) 
P= .000
.8062 
( 117) 
P= .000
1.0000 
( 118) 
P= .
HO .8773 
( 109) 
P= .000
.2416 
( 109) 
P= .011
.0824 
( 111) 
P= .390
.4126 
( 116) 
P= .000
.4229 
( 116) 
P= .000
.3355 
( 116) 
P= .000
N .0214 
( 108) 
P= .826
-.1138 
( 108) 
P= .241
-.0777 
( 111) 
P= .417
-.1040 
( 115) 
P= .269
-.0883 
( 115) 
P= .348
-.0345 
( 116) 
P= .713
0 -.0198 
( 108) 
P= .839
-.0910 
( 108) 
P= .349
-.0243 
( 111) 
P= .800
-.1282 
( 115) 
P= .172
-.1066 
( 115) 
P= .257
.0135 
( 116) 
P= .885
P .0639 
( 107) 
P= .513
-.0563 
( 107) 
P= .564
-.0580 
( 110) 
P= .547
-.0182 
( 114) 
P= .848
-.0582 
{ H4) 
P= .539
.0198 
( 115) 
P= .834
Q . 0413 
( 107) 
P= .673
-.1081 
( 107) 
P= .268
-.0823 
( HO) 
P= .393
-.0704 
( H4) 
P= .457
-.0422 
( 114) 
P= .656
-.0522 
( 115) 
P= .579
R .0485 
( 108) 
P= .618
.0988 
( 108) 
P= .309
.0621 
( HI) 
P= .518
.0752 
( 115) 
P= .424
-.0536 
{ H5) 
P= .569
.0354 
( 116) 
P= .706
S .0039 
( 107) 
P= .969
-.0935 
( 107) 
P= .338
-.0465 
( 110) 
P= .630
-.0293 
( 114) 
P= .757
-.0219 
( 114) 
P= .817
.0361 
( H5) 
P= .702
T -.0290 
( 107) 
P= .767
-.0744 
( 107) 
P= .447
-.0095 
( 110) 
P= .922
-.0218 
( 114) 
P= .818
-.0266 
( 114) 
P= .779
-.0188 
( H5) 
P= .842
U . 1352 
( 107) 
P= .165
-.0857 
( 107) 
P= .380
.0599 
( HO) 
P= .534
.0114 
{ 114) 
P= .904
.0217 
( 114) 
P= .819
.0496 
( 115) 
P= .599
V -.1359 
( 108) 
P= .161
.2612 
( 108) 
P= .006
.0395 
( HI)
P= .681
.0059 
( 115) 
P= .950
-.0178 
( 115) 
P= .850
.1088 
( 116) 
P= .245
- - Correlation Coefficients -
DK DL DM HK HL HN
W .0444 
( 107) 
P= .650
.0245 
( 107) 
P= .802
.0125 
( 110) 
P= .897
.0177 
( 114) 
P= .851
.0340 
( 114) 
P= .719
.1044 
( 115) 
P= .267
X -.2549 
( 107) 
P= .008
.0512 
( 107) 
P= .600
.1286 
( 110) 
P= .180
-.0541 
( 114) 
P= .568
-.0742 
( 114) 
P= .433
.0356 
( 115) 
P= .706
Y -.0725 
( 107) 
P= .458
-.0233 
( 107) 
P= .811
-.0949 
( 110) 
P= .324
-.0008 
( 114) 
P= .993
.0183 
( 114) 
P= .846
. 0057 
( 115) 
P= .952
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DK DL DM HK HL HN
z -.0747 
( 107) 
P= .445
-.0380 
( 107) 
P= .697
.0384 
( 110) 
P= .690
.0130 
( 114) 
P= .891
.0344 
( 114) 
P= .716
(
P=
, 0831 
115) 
.377
AA -.1264 
( 108) 
P= .192
-.0713 
( 108) 
P= .463
-.0761 
( 111) 
P= .428
-.0240 
( 115) 
P= .799
-.0204 
( 115) 
P= .828 (P=
,1187
116)
.204
AB -.0501 
( 108) 
P= .607
.0504 
( 108) 
P= .605
.0422 
( 111) 
P= .660
-.0842 
( 115) 
P= .371
-.0747 
( 115) 
P= .427
(
P=
.1558
116)
.095
AC -.0345 
( 108) 
P= .723
.0141 
( 108) 
P= .885
.0643 
( 111) 
P= .503
.0170 
( H5) 
P= .857
.0193 
( 115) 
P= .837
(P=
,1866
116)
.045
AD .0250 
( 108) 
P= .797
.0675 
( 108) 
P= .487
.0331 
( H U  P= .730
-.0637 
( H5) 
P= .499
-.0436 
{ 115) 
P= .644
(P=
,1277
116)
.172
AE .0057 
( 108) 
P= .953
.0143 
( 108) 
P= .883
.1319 
( 111) 
P= .168
-.0112 
( 115) 
P= .905
-.0575 
( U5) 
P= .541 (P=
,1599
116)
.086
AF -.0213 
( 108) 
P= .827
.0853 
( 108) 
P= .380
.0944 
( 111) 
P= .324
.0318 
( 115) 
P= .736
.0020 
( 115) 
P= .983 (P=
.1816
116)
.051
AG -.0316 
( 107) 
P= .747
-.0482 
( 107) 
P= .622
-.0118 
( 110) 
P= .903
-.0091 
( 114) 
P= .924
-.0067 
( 114) 
P= .944 (P=
,0285
115)
.762
Al -.0938 
( 108) 
P» .334
-.0048 
( 108) 
P= .960
.0484 
( 111) 
P= .614
-.0627 
( H5) 
P= .505
-.0840 
( US) 
P= .372 (P=
,1910
116)
.040
- - Correlation Coefficients -
HO N 0 P Q R
BK -.0161 
( 116) 
P= .864
-.0238 
( 116) 
P= .800
-.0583 
( 116) 
P= .534
-.0483 
( 115) 
P= .608
-.0286 
( 115) 
P= .762 (P=
,0185
116)
.844
C .0132 
( 116) 
P= .888
.1054 
( H6) 
P= .260
.2087 
< 116) 
P= .025
.0077 
( 115) 
P= .935
.1191 
( H5) 
P= .205 (P=
.0104
116)
.912
D .0106 
( 116) 
P= .910
-.0109 
( 116) 
P= .908
.1919 
( 116) 
P= .039
.0373 
( 115) 
P= .693
-.0417 
( 115) 
P= .658 (P=
,0839
116)
.371
DB .0401 
( 115) 
P= .670
-.1545 
( 115) 
P= .099
-.0346 
( H5) 
P= .714
-.0375 
( 114) 
P= .692
-.0938 
( 114) 
P= .321 (P=
,0155
115)
.869
DC .0803 
( 116) 
P= .392
.0393 
( 116) 
P= .675
.1385 
( H6) 
P= .138
.0965 
( 115) 
P= .305
-.0418 
( 115) 
P= .657 (P=
,1173
116)
.210
DJ .7579 
( 114) 
P= .000
-.1491 
( 113) 
P= .115
-.1792 
{ 113) 
P= .057
-.0319 
( 112) 
P= .738
-.1709 
( 112) 
P= .072 (P=
,2469
113)
.008
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HO N O P Q R
DK .8773 .0214 -.0198 .0639 .0413 .0485
( 109) ( 108) ( 108) ( 107) ( 107) ( 108)P= .000 P= .826 P= .839 P= .513 P= .673 P= .618
DL .2416 -.1138 -.0910 -.0563 -.1081 .0988
( 109) ( 108) ( 108) ( 107) ( 107) ( 108)P= .011 P= .241 P= .349 P= .564 P= .268 P= .309
DM .0824 -.0777 -.0243 -.0580 -.0823 .0621
( 111) ( 111) ( 111) ( 110) ( 110) ( 111)P= .390 P= .417 P= .800 P= .547 P= .393 P= .518
HK .4126 -.1040 -.1282 -.0182 -.0704 .0752
{ 116) ( 115) ( 115) ( 114) ( H4) ( 115)P= .000 P= .269 P= .172 P= .848 P= .457 P= .424
HL .4229 -.0883 -.1066 -.0582 -.0422 -.0536
( H6) ( 115) ( 115) ( 114) ( 114) ( 115)P= .000 P= .348 P= .257 P= .539 P= .656 P= .569
- - Correlation Coefficients --
HO N O P Q R
HN .3355 -.0345 .0135 .0198 -.0522 .0354
( 116) ( 116) ( 116) ( 115) ( 115) ( 116)P= .000 P= .713 P= .885 P= .834 P= .579 P= .706
HO 1.0000 -.0979 -.1388 .0364 -.0903 .1419
( 116) ( 115) ( 115) ( 114) { 114) ( 115)P= . P= .298 P= .139 P= .701 P= .339 P= .130
N -.0979 1.0000 .6428 .0095 .3927 .1284
( 115) ( 116) ( 116) ( 115) ( H5) ( 116)P= .298 P= . P= .000 P= .920 P= .000 P= .169
0 -.1388 . 6428 1.0000 .3549 .5143 .1665
( H5) ( 116) ( 116) ( 115) ( H5) ( 116)P= .139 P= .000 P= . P= .000 P= .000 P= .074
P .0364 .0095 .3549 1.0000 -.0621 .0098
{ 114) ( 115) ( 115) ( H5) { H5) ( 115)P= .701 P= .920 P= .000 P= . P= .510 P= .917
Q -.0903 .3927 .5143 -.0621 1.0000 .2404
( 114) ( 115) ( 115) ( 115) ( 115) ( 115)P= .339 P= .000 P= .000 P= .510 P= . P= .010
R .1419 .1284 .1665 .0098 .2404 1.0000
( H5) ( 116) ( 116) ( H5) ( 115) ( 116)P= .130 P= .169 P= .074 P= .917 P= .010 P= •
S -.0058 . 1701 .3825 -.0232 .3783 .2716
( 114) ( 115) ( 115) ( 115) ( 115) ( 115)P= .951 P= .069 P= .000 P= .806 P= .000 P= .003
T -.0463 .3161 .5379 .3559 .3255 .1530
{ 114) ( 115) ( 115) ( 115) ( 115) ( 115)P= .625 P= .001 P= .000 P= .000 P= .000 P= .103
U .1752 .0546 .1106 -.0088 .1421 .0670
( 114) ( 115) ( 115) ( 115) ( 115) ( 115)P= .062 P= .562 P= .239 P= .926 P= .130 P= .477
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V -.0822 
( 115) 
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- - Correlation Coefficients -
HO N 0 P Q R
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.0274 
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.0594 
( 115) 
P= .528 (P=
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116)
.000
AF -.0373 
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P= .692
-.0658 
( 116) 
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.1481 
( 116) 
P= .113
.0372 
( 115) 
P= .693
.0949 
( 115) 
P= .313
(P=
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116)
.023
AG -.0151 
( H4) 
P= .873
-.0966 
( 115) 
P= .305
-.0658 
( 115) 
P= .485
-.0534 
( 115) 
P= .571
-.0113 
( H5) 
P= .905 (P=
0441
115)
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Al -.1476 
( 115) 
P= .115
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{ 116} 
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Correlation
.5011 
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P= .000
Coefficients
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( 115) 
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( 115) 
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S T U V W X
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( 115) 
P= .892
.0576 
( 116) 
P= .539
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P= .235 (P=
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115)
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S T U V W X
D ,1611 .1273 .1077 .1100 -.0055 1894
( 115) ( 115) ( 115) ( 116) ( 115) ( 115)p« .085 P= .175 P= .252 P= .240 P= .953 p= .043
DB .0121 .0140 .0464 .2369 .0201 2664
( 114) ( 114) ( 114) ( 115) ( 114) ( 114)P= .898 P= .883 P= .624 P= .011 P= .832 P= .004
DC .0833 -.0020 .0560 .1974 .1331 1390
( 115) ( 115) ( 115) ( 116) ( 115} ( 115)P= .376 P= .983 P= .552 P= .034 P= .156 P= . 138
DJ ,0441 0721 .1543 .0170 -.0514 _ _1264
( 112) ( 112) ( 112) ( 113) ( 112) ( 112)P«* . 64 4 P= .450 P= .104 P= .858 P= .591 P= .184
DK .0039 0290 .1352 -.1359 .0444 _ t2549
( 107) ( 107) ( 107) ( 108) ( 107) ( 107)P= .969 P= .767 P= .165 P= .161 P= .650 P= .008
DL .0935 - . 0744 -.0857 .2612 .0245 0512
( 107) ( 107) ( 107) ( 108) ( 107) ( 107)P= .338 P= .447 P= .380 P= .006 P= .802 P= .600
DM .0465 0095 .0599 .0395 .0125 1286
( 110) ( 110) ( 110) ( HU ( 110) ( 110)P= .630 P= .922 P= .534 P= .681 P= .897 P= . 180
HK .0293 - .0218 .0114 .0059 .0177 _  _0541
( 114) ( 114) ( 114) { H5) ( 114) ( 114)P= .757 P= .818 P= .904 P= .950 P= .851 P= .568
HL ,0219 ,0266 0217 .0178 ,0340 0742
( 114) ( 114) ( 114) ( 115) ( 114) ( 114)P= . 817 P= .779 P= .819 P= .850 P= .719 P= , 433
S T U V W X
HN ,0361 ,0188 0496 .1088 , 1044 0356
( 115) ( 115) ( 115) ( 116) ( 115) ( 115)P= .702 P= .842 P= .599 P= .245 P= .267 P= .706
HO .0058 , 0463 .1752 _ (.0822 , 0094 - 2215
( 114) ( 114) ( 114) ( 115) ( 114) ( 114)P= .951 P= . 625 P= .062 P= .382 P= .921 P= .018
N .1701 .3161 0546 _ _.0865 ,1411 _ ^3911
( 115) ( 115) ( 115) ( 116) ( 115) ( 115)P= .069 P= .001 P= .562 P= .356 P= . 133 P= .000
0 .3825 ,5379 1106 ,0579 ,1605 _ 2499
( 115) ( 115) ( 115) ( 116) ( 115) ( 115)P= .000 P= .000 P= .239 P= .537 P= .087 P= .007
P .0232 .3559 -.0088 ,0059 ,1301 _ 0573
{ 115) ( 115) ( 115) ( 115) ( 115) ( 115)P= .806 P= .000 P= .926 P= .950 P= .166 P« .543
Q .3783 .3255 1421 , 0891 ,1620 _ 1847
( 115) ( 115) ( 115) ( 115) ( 115) { 115)P= . 000 P= .000 P= .130 P= .344 P= .084 P= .048
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S T U V W X
R .2716 
( 115) 
P= .003
.1530 
( H5) 
P= .103
.0670 
( 115) 
P= .477
.3670 
( 116) 
P= .000
-.0138 
{ 115) 
P= .884 (P=
0972
115)
.301
S 1.0000 
( 115) 
P= .
.4968 
( 115) 
P= .000
.1113 
( 115) 
P= .236
.3363 
( 115) 
P= .000
.0880 
( 115) 
P= .350 (P=
0376
115)
. 690
T .4968 
( H5) 
P= .000
1.0000 
( 115) 
P= .
.1277 
( 115) 
P= .174
.1372 
( 115) 
P= .144
.1303 
( 115) 
P= .165
(P=
0474
115)
.615
U .1113 
( 115) 
P= .236
.1277 
( 115) 
P= .174
1.0000 
( 115) 
P= .
-.0219 
( H5) 
P= .816
.1226 
( 115) 
P= .192 (P=
1177
115)
.210
V .3363 
( 115) 
P= .000
.1372 
( 115) 
P= .144
-.0219 
( 115) 
P= .816
1.0000 
( 116) 
P= .
.1726 
( 115) 
P= .065 (P=
2440
115)
.009
- - Correlation Coefficients -
S T U V W X
W .0880 
( 115) 
P= .350
.1303 
( 115) 
P= .165
.1226 
( 115) 
P= .192
. 1726 
( 115) 
P= .065
1.0000 
( 115) 
P= . (P=
0375
115)
.691
X .0376 
( 115) 
P= .690
-.0474 
( 115) 
P= .615
-.1177 
( 115) 
P= .210
.2440 
( 115) 
P= .009
-.0375 
( 115) 
P= .691
1.
(P=
0000
115)
Y -.0334 
( 115) 
P= .723
-.0885 
{ 115) 
P= .347
-.0372 
( 115) 
P= .693
-.0646 
( U5) 
P= .493
-.0208 
( 115) 
P= .826 (P=
1778
115)
.057
Z -.0114 
( U5) 
P= .904
-.0751 
( 115) 
P= .425
-.0608 
( 115) 
P= .518
-.0437 
( 115) 
P= .643
.0061 
( 115) 
P= .949 (P=
1829
115)
.050
AA .0650 
( 115) 
P= .490
.1466 
( H5) 
P= .118
-.0612 
( 115) 
P= .516
.0009 
( 116) 
P= .993
-.0520 
{ 115) 
P= .581 (P=
2929
115)
.001
AB .1525 
( 115) 
P= .104
.0848 
( 115) 
P= .367
.0180 
( 115) 
P= .848
.2684 
( 116) 
P= .004
.1860 
( 115) 
P= .047 (P=
1355
115)
.149
AC .0673 
( 115) 
P= .475
.0555 
( 115) 
P= .556
-.0280 
( 115) 
P= .767
.0827 
( 116) 
P= .377
.0424 
( 115) 
P= .653 {P=
1391
115)
.138
AD .0196 
( 115) 
P= .835
-.0085 
( H5) 
P= .928
-.0209 
( 115) 
P= .825
.1352 
( 116) 
P= .148
.1519 
( 115) 
P= .105 (P=
1119
115)
.234
AE .1818 
( 115) 
P= .052
.0612 
( 115) 
P= .516
-.0443 
( 115) 
P= .638
.2401 
( 116) 
P= .009
.0374 
( 115) 
P= .692
(P=
1449
115)
.122
AF .3808 
( 115) 
P= .000
.1699 
{ 115) 
P= .069
.0578 
( 115) 
P= .540
.1356 
( 116) 
P= .147
.1606 
( 115) 
P= .086 (P=
3182
115)
.001
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AG
S
.0458 
( 115)
P= .627
T
.0171 
( H5)
P= .856
U
-.0437 
( H5)
P= .643
V
-.0011 
( 115)
P= .991
W
-.0671 
( H5)
P= .476
X
.3434 
( 115)
P= .000
Al .3945 
( H5)
P= .000
.3518 
( 115)
P= .000
.0669 
( 115)
P= .477
.3522 
{ 116) 
P= .000
.1795 
( 115)
P= .055
.3156 
( 115)
P= .001
Correlation Coefficients
AA AB AC AD
BK -.0477 .2659 -.0332 .0507 .0684 -.0318
( 115) ( 115) ( 116) ( 116) ( 116) ( 116)
P= .613 P= .004 P= .723 P= .589 P= .466 P= .735
.0548 
( 115)
P= .561
0410 
115) 
. 663
.0534 
( 116) 
P= .569
.0828 
( 116) 
P= .377
.0201 
( 116) 
P= .830
.0472 
{ 116) 
P= .615
-.1233 
( 115)
P= .189
,1398
115)
.136
.0259 
( 116) 
P= .782
-.0447 
( 116) 
P= .633
.0384 
( 116) 
P= .682
.0177 
( 116) 
P= .850
DB -.0175 
( 114)
P= .853
0852
114)
.368
.1054 
( 115)
P= .262
.2479 
{ 115)
P= .008
.1398 
( 115)
P= .136
.0575 
( 115)
P= .542
DC -.0120 
( 115)
P= .899 P=
0983
115)
.296
.2164 
( 116) 
P= .020
.3389 
( 116) 
P= .000
.2849 
( 116) 
P= .002
.2566 
( 116) 
P= .005
DJ
DK
DL
DM
HK
HL
-.0470 
( 112) 
P= .623
-.0725 
( 107)
P= .458
-.0233 
( 107)
P= .811
-.0949 
( 110) 
P= .324
-.0008 
( 114)
P= .993
.0183 
( 114)
P= .846
P=
P=
0704 -.1361 -.2298
112) ( 113) ( 113)
.461 P= .151 P= .014
0747 -.1264 -.0501
107) ( 108) ( 108)
.445 P= .192 P= .607
0380 -.0713 .0504
107) ( 108) ( 108)
.697 P= .463 P= .605
0384 -.0761 .0422
110) { 111) ( 111)
.690 P= .428 P= .660
0130
114)
.891
.0344
114)
.716
-.0240 
( H5)
P= .799
-.0204 
( 115)
P= .828
-.0842 
( 115)
P= .371
-.0747 
( 115)
P= .427
-.0968 
( 113)
P= .308
-.0345 
( 108) 
P= .723
.0141 
( 108) 
P= .885
.0643 
( 1 1 1) 
P= .503
.0170 
{ 115)
P= .857
.0193 
( H5)
P= .837
-.0979 
( 113)
P= .302
.0250 
( 108) 
P= .797
.0675 
( 108) 
P= .487
.0331 
( 111) 
P= .730
-.0637 
( 115)
P= .499
-.0436 
( 115)
P= .644
Correlation Coefficients - -
Z AA AB AC AD
HN .0057 
( 115)
P= .952
.0831 
( H5)
P= .377
.1187 
{ 116) 
P= .204
.1558 
( 116) 
P= .095
.1866 
( 116) 
P= .045
.1277 
( 116) 
P= .172
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Y Z AA AB AC AD
HO -.0699 
( H4) 
P= .460
-.0807 
( 114) 
P= .393
-.1792 
( 115) 
P= .055
-.1734 
( H5) 
P= .064
-.0695 
( 115) 
P= .460
-.0635 
( H5) 
P= .500
N -.1042 
( 115) 
P= .268
-.1086 
( US) 
P= .248
-.0136 
( 116) 
P= .885
.2257 
( 116) 
P= .015
-.0392 
{ H6) 
P= .676
.2151
( 116) 
P= .020
0 -.0346 
( H5) 
P= .714
-.0199 
( 115) 
P= .833
.0519 
( 116) 
P= .580
.3292 
( 116) 
P= .000
.0836 
( 116) 
P= .372
.2707 
( 116) 
P= .003
P -.0214 
( 115) 
P= .820
.0097 
( 115) 
P= .918
.1056 
( 115) 
P= .261
.1157 
( 115) 
P= .218
.1580 
( H5) 
P= .092
.1111 
( 115) 
P= .237
Q .0235 
( 115) 
P= .803
-.0251 
( 115) 
P= .790
.1571 
( H5) 
P= .094
.3391 
( 115) 
P= .000
.0045 
( 115) 
P= .962
.0170 
( 115) 
P= .857
R -.0389 
( 115) 
P= .680
-.0540 
( 115) 
P= .567
.0286 
{ 116) 
P= .760
.0564 
( 116) 
P= .548
-.0152 
( 116) 
P= .871
.0425 
( 116) 
P= .650
S -.0334 
( 115) 
P= .723
-.0114 
{ 115) 
P= .904
.0650 
( 115) 
P= .490
.1525 
( 115) 
P= .104
.0673 
( 115) 
P= .475
.0196 
{ 115) 
P= .835
T -.0885 
( 115) 
P= .347
-.0751 
( 115) 
P= .425
.1466 
( H5) 
P= .118
.0848 
( 115) 
P= .367
.0555 
( H5) 
P= .556
-.0085 
( 115) 
P= .928
U -.0372 
( 115) 
P= .693
-.0608 
( 115) 
P= .518
-.0612 
( H5) 
P= .516
.0180 
( 115) 
P= .848
-.0280 
( 115) 
P= .767
-.0209 
( 115) 
P= .825
V -.0646 
( 115) 
P= .493
-.0437 
( 115) 
P= .643
.0009 
( 116) 
P= .993
.2684 
{ 116) 
P= .004
.0827 
( 116) 
P= .377
.1352 
( 116) 
P= .148
- - Correlation Coefficients -
Y Z AA AB AC AD
W -.0208 
( 115) 
P= .826
.0061 
( 115) 
P= .949
-.0520 
( H5) 
P= .581
.1860 
( 115) 
P= .047
.0424 
( 115) 
P= .653
.1519 
( 115) 
P= .105
X .1778 
( H5) 
P= .057
.1829 
( 115) 
P= .050
.2929 
( 115) 
P= .001
.1355 
( 115) 
P= .149
.1391 
( 115) 
P= .138
.1119
( H5) 
P= .234
Y 1.0000 
( 115) 
P= .
.7615 
( 115) 
P= .000
-.0163 
( 115) 
P= .863
-.0416 
( 115) 
P= .659
-.0117 
( 115) 
P= .901
.0100 
( 115) 
P= .916
Z .7615 
( 115) 
P= .000
1.0000 
( 115) 
P= .
-.0305 
( 115) 
P= .746
.0367 
( 115) 
P= .697
.0429 
{ 115) 
P= .649
.0010 
( 115) 
P= .991
AA -.0163 
( 115) 
P= .863
-.0305 
{ 115) 
P= .746
1.0000 
( 116) 
P= .
.3267 
( 116) 
P= .000
.4891 
( 116) 
P= .000
.1700 
( H6) 
P= .068
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Y Z AA AB AC AD
AB -.0416 
( 115) 
P= .659
.0367 
( 115) 
P= .697
.3267 
( 116) 
P= .000
1.0000 
( 116) 
P= .
.4378 
( 116) 
P= .000
.4723 
( 116) 
P= .000
AC -.0117 
( 115) 
P« .901
.0429 
( 115) 
P= .649
.4891 
( 116) 
P= .000
.4378 
( 116) 
P= .000
1.0000 
( 116) 
P= .
.2676 
( 116) 
P= .004
AD .0100 
( 115) 
P= .916
.0010 
{ H5) 
P= .991
.1700 
( 116) 
P= .068
.4723 
( 116) 
P= .000
.2676 
( 116) 
P= .004
1.0000 
( 116) 
P= .
AE -.0699 
( 115) 
P= .458
-.0242 
( 115) 
P= .797
.3526 
( 116) 
P= .000
.3062 
( 116) 
P= .001
.2060 
( 116) 
P= .027
.2910 
( 116) 
P= .002
AF .0180 
{ 115) 
P= .848
-.0120 
( 115) 
P= .899
.1382 
( 116) 
P= .139
.2057 
( 116) 
P= .027
.2021 
( 116) 
P= .030
.2224 
( 116) 
P= .016
AG -.0261 
( 115) 
P= .782
-.0311 
( H5) 
P= .741
.3882 
( 115) 
P= .000
.1705 
( 115) 
P= .068
.0464 
( 115) 
P= .623
.1754 
( H5) 
P= .061
Al .1697 
( 115) 
P= .070
.2004 
( 115) 
P= .032
.5866 
( 116) 
P= .000
.6497 
( U6) 
P= .000
.5047 
( 116) 
P= .000
.5297 
( 116) 
P= .000
AE AF AG Al
BK -.0159 
( 116) 
P= .866
-.0152 
( 116) 
P= .872
-.0593 
( 115) 
P= .529
.0058 
( 116) 
P= .951
C .0165 
( H6) 
P= .860
.0171 
( 116) 
P= .856
.1023 
( 115} 
P= .277
.1333 
( 116) 
P= .154
D .1420 
( 116) 
P= .128
.0479 
( 116) 
P= .610
.0121 
( 115) 
P= .898
.0622 
( 116) 
P= .507
DB .1814 
( 115) 
P= .052
.1749 
( 115) 
P= .062
.0401 
( H4) 
P= .672
.1960 
( 115) 
P= .036
DC .3267 
( 116) 
P= .000
.2957 
( 116) 
P= .001
.0538 
( 115) 
P= .568
.4044 
( 116) 
P= .000
DJ .1502 
( 113) 
P= .112
-.0539 
{ 113) 
P« .571
-.0027 
{ 112) 
P= .978
-.1077
( 113} 
P= .256
DK .0057 
( 108) 
P= .953
-.0213 
( 108) 
P= .827
-.0316 
( 107) 
P= .747
-.0938 
( 108) 
P= .334
DL .0143 
( 108) 
P= .883
.0853 
( 108) 
P= .380
-.0482 
( 107) 
P= .622
-.0048 
( 108) 
P= .960
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DM .1319 
( 111) 
P= .168
.0944 
( 111) 
P= .324
-.0118 
( 110) 
P= .903
.0484 
( 111) 
P= .614
HK -.0112 
( 115) 
P= .905
.0318 
( 115) 
P= .736
-.0091 
( 114) 
P= .924
-.0627 
( 115) 
P= .505
HL -.0575 
( 115) 
P= .541
.0020 
( 115) 
P= .983
-.0067 
( H4) 
P= .944
-.0840 
( 115) 
P= .372
AE AF AG Al
HN .1599 
( 116) 
P= .086
.1816 
( 116) 
P= .051
.0285 
( 115) 
P= .762
.1910 
( 116) 
P= .040
HO .0480 
( 115) 
P= .611
-.0373 
( 115) 
P= .692
-.0151 
( H4) 
P= .873
-.1476 
( 115) 
P= .115
N .0274 
( 116) 
P= .770
-.0658 
( 116) 
P= .483
-.0966 
( 115) 
P= .305
.2878 
( 116) 
P= .002
0 .1753 
( H6) 
P= .060
.1481 
( 116) 
P= .113
-.0658 
( 115) 
P= .485
.5011 
( H6) 
P= .000
P .0902 
( H5) 
P= .338
.0372 
( 115) 
P= .693
-.0534 
{ 115) 
P= .571
.2192 
( 115) 
P= .019
Q .0594 
( 115) 
P= .528
. 0949 
( 115) 
P= .313
-.0113 
( 115) 
P= .905
.3651 
( 115) 
P= .000
R .4345 
( 116) 
P= .000
.2115 
( 116) 
P= .023
-.0441 
( 115) 
P= .640
. 4106 
( H6) 
P= .000
S .1818 
( 115) 
P= .052
.3808 
( 115) 
P= .000
.0458 
( 115) 
P= .627
.3945 
( 115) 
P= .000
T .0612 
( H5) 
P= .516
.1699 
( 115) 
P= .069
.0171 
( 115) 
P= .856
.3518 
( 115) 
P= .000
U -.0443 
( 115) 
P= .638
.0578 
( 115) 
P= .540
-.0437 
( 115) 
P= .643
.0669 
( 115) 
P= .477
V .2401 
( H6) 
P= .009
.1356 
( 116) 
P= .147
-.0011 
( 115) 
P= .991
.3522 
( 116) 
P= .000
AE AF AG Al
W .0374 
( 115) 
P= .692
.1606 
( 115) 
P= .086
-.0671 
( 115) 
P= .476
.1795 
( 115) 
P= .055
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AE AF AG Al
X .1449 
{ 115) 
P= .122
.3182 
( 115) 
P= .001
.3434 
( H5) 
P= .000
.3156 
( 115) 
P= .001
Y -.0699 
( 115) 
P= .458
.0180 
( H5) 
P= .848
-.0261 
( 115) 
P= .782
.1697 
( 115) 
P= .070
Z -.0242 
( 115) 
P= .797
-.0120 
( 115) 
P= .899
-.0311 
( 115) 
P= .741
.2004 
( 115) 
P= .032
AA .3526 
( 116) 
P= .000
.1382 
( 116) 
P= .139
.3882 
( 115) 
P= .000
.5866 
( 116) 
P= .000
AB .3062 
( 116) 
P= .001
.2057 
( 116) 
P= .027
.1705 
( H5) 
P= .068
. 6497 
( 116) 
P= .000
AC .2060 
( 116) 
P= .027
.2021 
( 116) 
P= .030
.0464 
( 115) 
P= .623
.5047 
( 116) 
P= .000
AD .2910 
( 116) 
P= .002
.2224 
( H6) 
P= .016
.1754 
( 115) 
P= .061
.5297 
( 116) 
P= .000
AE 1.0000 
( 116) 
P= .
.2533 
( H6) 
P= .006
.1489 
( H5) 
P= .112
. 6570 
( 116) 
P= .000
AF .2533 
( 116) 
P= .006
1.0000 
( 116) 
P= .
-.0154 
( 115) 
P= .870
.3951 
( 116) 
P= .000
AG . 1489 
( H5) 
P= .112
-.0154 
( 115) 
P= .870
1.0000 
( 115) 
P= .
.2577 
( 115) 
P= .005
- - Correlation Coefficients
AE AF AG Al
Al . 6570 
{ 116) 
P= .000
.3951 
( 116) 
P= .000
.2577 
{ 115) 
P= .005
1.0000 
( 116) 
P= .
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APPENDIX H
ANALYSIS OF TIME FACTORS DATA USING SPSS
Appendix H: Factor Analysis for Phase 3
DATABASE: STUDENTS OF FRENCH (TF12.XLS)
- - - - - - - - - - -  F A C T O R A N A L Y S I S  - - - -
BACKGROUND VARIABLES ONLY
Final Statistics:
Variable Communality ** Factor Eigenvalue Pet of Var Cum Pet
BK .14393 * 1 4.73974 36.5 36.5
C .47213 2 1.72197 13.2 49.7
D .72469 * 3 1.61373 12.4 62.1
DB .78862 * 4 1.11964 8.6 70.7
DC .63634 *
DJ .65759 k
DK .67298 k
DL .57706 k
DM .76153 k
HK .94595 *
HL .94200 *
HN .94941 k
HO .92286 k
VARIMAX rotation 1 for extraction 1 in analysis 1 
VARIMAX converged in 6 iterations.
Rotated Factor Matrix:
Factor 1 Factor 2 Factor 3 Factor 4
HL .92593
HK .92580
HN .88872
DL .68529
BK
HO .92506
DK .77138
DJ .73890
DM .85738
DB .76858
C -.52056
D .84895
DC .45235 .61650
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LL ACTIVITIES TERM 1 
 -----     F A C T O R  A N A L Y S I S
Final Statistics:
Variable Communality ** Factor Eigenvalue Pet of Var Cum Pet
AA .73888 ■* 1 5.31792 26.6 26.6
AB .71151 k 2 2.48247 12.4 39.0
AC .72793 * 3 2.00739 10.0 49.0
AD .69691 * 4 1.35117 6.8 55.8
AE .71422 * 5 1.27817 6.4 62.2AF .73279 * 6 1.13814 5.7 67.9
AG .75039 * 7 1.07648 5.4 73.3Al .97939 *
N .70451 *
0 .81617 *
P .79602 *
Q .54154 k
R .76977 k
S .81150 :k
T .68842 k
U .83863 k
V .68655 k
W .69897 k
X .54441 k
Y .70323 k
VARIMAX rotation 1 for extraction 1 in analysis 1 
VARIMAX converged in 10 iterations.
Rotated Factor Matrix:
Factor 1 Factor 2 Factor 3 Factor 4 Factor 5
AC .82136
AD .81821
AE .75091
S .71550 .48735
Al .67583 .63353
AA .62235
O .86346
N .76464
T .72483
Q .71678
AB -.73813
V .72083
R .46924 .48452 .51235
P -.73870
AF .61880
W -.41081 .53779
U .90280
Factor 6 Factor 7
AA .42875
Y .82304
AG -.83541
X .50057
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ANALYSIS OF TIME FACTORS DATA USING SPSS
DATABASE: ALL EFL STUDENTS (TF13.XLS)
 ----  - - F A C T O R  A N A L Y S I S
BACKGROUND VARIABLES AND LL ACTIVITIES TEEM 1
Final Statistics:
Variable Communality * Factor*
BK .75118 * 1
C .54151 * 2
D .67866 * 3
DB .88597 k 4
DC .83684 k 5
DJ .84890 k 6
DK .77417 k 7
DL .68007 k 8
DM .85415 k 9
HK .80930 k 10
HL .74261 k 11
HN .91472 k 12
HO .95956 k
AA .85708 k
AB .74456 k
AC .69380 k
AD .76544 k
AE .70948 k
AF .84394 k
AG .87148 k
Al .95670 k
N .73501 k
0 .88800 k
P .91691 k
Q .85134 k
R .88486 k
S .82024 k
T .78583 k
U .69230 k
V .78261 k
W .57747 k
X .82392 k
Y .80550 k
Eigenvalue Pet of Var Cum Pet
4.70919 14.3 14.3
4.47460 13. 6 27.8
2.79232 8.5 36.3
2.47882 7.5 43.8
2.14376 6.5 50.3
1.99075 6.0 56.3
1.63651 5.0 61.3
1.48517 4.5 65.8
1.30614 4.0 69.7
1.16944 3.5 73.3
1.07727 3.3 76.6
1.02011 3.1 79. 6
VARIMAX rotation 1 for extraction 1 in analysis 1 
VARIMAX converged in 12 iterations.
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Rotated Factor Matrix:
Factor 1 Factor 2 Factor 3 Factor 4 Factor 5
Q .89235
U .75517
N .70270
0 .69085
S .68062
X -.55946
T .54269
C .50323
HO .95994
DJ .88793
DK .68993
AE .66179
R .53547
HN .83291
BK .79139
HL .70903
DC .68638
D .46881 (-.41787)
DM .89262
DB .87365
AC .75421
AA .74620
Al .64473
Factor 6 Factor 7 Factor 8 Factor 9 Factor 10
R .46851 .51303
V .85821
DL .70680
AD .83389
AB .71869
P .93928
O .58451
T .53440
AF .91088
S .48321
HK .74591
W -.54671
Factor 11 Factor 12
AA .42970
AG .90730
Y .88377
395
APPENDIX I 
ANALYSIS OF TIME FACTORS DATA USING SPSS
Appendix I: Multiple Regression for Phase 3
TABLE: MRBI
SUMMARY OF STEPWISE LINEAR MULTIPLE REGRESSION MODELS
DEPENDENT VARIABLE: SSKILLS4 TOTAL [EX] i.e. self-assessed student 
proficiency
INDEPENDENT VARIABLES: ALL BACKGROUND VARIABLES
MODEL DATABASE VARIABLES 
ENTERED ON 
STEP NUMBER
%
VARIANCE
F SIGNIFICANCE
LEVEL
1 ALL STUDENTS 1. HN 31 47 p<0.001
2. HN+DB 36 28.9 p<0.001
2 ALL STUDENTS L IN 31 41.1 p<0.001
2. IN+DM 35 24,3 p<0,001
3 EFL STUDENTS 1. HN 18 11.5 p=0.0014
4 EFL STUDENTS l . I N 17 9.9 p=0.0027
5 STUDENTS OF 
FRENCH
1. HN 37 31.9 p<0.001
2. HN+DB 46 22.3 p<0.001
6 STUDENTS OF 
FRENCH
l . I N 41 30.3 p<0.001
KEY:
DB =  Years o f  formal LL 
DM  = Years o f  formal study in home country 
H N  = Total hours o f  study and active residence 
IN = log HN
N.B. There are generally two models for each set o f  background variables: with & without log 
functions (e.g. model 1 contains no log functions, whereas model 2 does).
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SUMMARY OF STEPWISE LINEAR MULTIPLE REGRESSION MODELS
Appendix I: Multiple Regression for Phase 3
DEPENDENT VARIABLE: SSKDLLS4 TOTAL [EX] i.e. self-assessed student 
proficiency
INDEPENDENT VARIABLES: ALL LANGUAGE LEARNING ACTIVITIES TERM 1
MODEL DATABASE VARIABLES 
ENTERED ON 
STEP NUMBER
%
VARIANCE
F SIGNIFICANCE
LEVEL
7 ALL STUDENTS I Q 8 9.7 p=0.0023
2. Q+AI 17 11.6 p<0.001
3. Q+AI+O 25 12.3 p<0.001
4. Q+AI+O+W 28 10.7 p<0.001
8 EFL STUDENTS l .Q 23 17.2 p<0.001
2. Q+V 31 12.9 p<0.001
3. Q+V+AI 37 10.8 p<0.001
4. Q+V+AI+O 42 9.9 p<0.001
9 STUDENTS OF 
FRENCH
1 .0 13 8.3 p=0.0056
2. 0 + Y 20 6.7 p=0.0026
3. O+Y+AI 26 6.3 pCO.OOl
K E Y : (measured in hours / week)
Q =  Listening to  language learning tapes
V  = W riting essays and taking notes
A l =  Total number o f  hours per week studying or using TL 
O = Hom ework or project work
Y =  Paid employment where TL used 
W =  Translation
P  = Individual private tutition
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ANALYSIS OF TIME FACTORS DATA USING SPSS
SUMMARY OF STEPWISE LINEAR MULTIPLE REGRESSION MODELS
DEPENDENT VARIABLE: SSKILLS4 TOTAL [EX] i.e. self-assessed student 
proficiency
INDEPENDENT VARIABLES: ALL LANGUAGE LEARNING ACTIVITIES TERM 2
MODEL DATABASE VARIABLES 
ENTERED ON 
STEP NUMBER
%
VARIANCE
F SIGNIFICANCE
LEVEL
10 ALL STUDENTS I. BB 8 8.1 p=0.0054
2. BB+AK 16 9.1 p=0.0002
3. BB+AK+BE 24 9.8 p<0.001
11 EFL STUDENTS 1. AK 17 8.4 p=0.0062
2. AK+AL 35 10.2 p=0.0003
3. AK+AL+AR 45 10.1 p<0.001
4.AK+AL+AR
+BA
50 9.3 p<0.001
12 STUDENTS OF 
FRENCH
1. AK 11 6.4 p=0.0142
2. AK+BE 20 6.5 p=0.0031
KEY: (measured in hours /  week)
AR =  Writing essays and taking notes
BE = Total number o f  hours per week studying or using TL
AK = Hom ework or project work
AL = Individual private tutition
BB = W riting notes, messages, letters, poems etc.
BA = Chatting to  non-native speakers o f  TL
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SUMMARY OF STEPWISE LINEAR MULTIPLE REGRESSION MODELS
Appendix I: Multiple Regression for Phase 3
DEPENDENT VARIABLE: SSKILLS4 TOTAL [EX] i.e. self-assessed proficiency
INDEPENDENT VARIABLES: ALL BACKGROUND VARIABLES + LL ACTIVITIES
TERM 1
MODEL DATABASE VARIABLES
ENTERED
%
VARIANCE
F SIGNIFICANCE
LEVEL
13 ALL STUDENTS 1. HN 38 51 p<0.001
2. HN+DB 45 34,3 p<0.001
3. HN+DB+O 48 25.1 p<0.001
14 ALL STUDENTS l . I N 30 38.6 p<0.001
2. IN+O 40 29.1 p<0.001
3. IN+O+P 45 23.6 p<0.001
4. IN+O+P+DM 48 20.2 p<0.001
15 EFL STUDENTS 1. IN 17 9.6 p=0.0032
2. IN+O 30 10.2 p=0.0002
3. IN+O+P 43 11.4 p<0.001
4. IN+O+P+AI 49 10.7 p<0.001
16 STUDENTS OF 
FRENCH
l . I N 41 29.8 p<0.001
2. IN+O 47 18.6 p<0.001
KEY:
DB =  Years o f  formal LL 
DM  =  Years o f  formal study in home country 
H N  =  Total hours o f  study and active residence 
IN =  log HN
Q =  Listening to  language learning tapes
V  =  W riting essays and taking notes
A l = Total number o f  hours per week studying or using TL 
O =  Hom ework or project w ork
Y =  Paid employment where TL used 
W =  Translation
P = Individual private tutition
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ANALYSIS OF TIME FACTORS DATA USING SPSS TABLE: MRB&L2
SUMMARY OF STEPWISE LINEAR MULTIPLE REGRESSION MODELS
DEPENDENT VARIABLE: SSKILLS4 TOTAL [EX] i.e. self-assessed student 
proficiency
INDEPENDENT VARIABLES: ALL BACKGROUND VARIABLES + LL ACTIVITIES
TERM 2
MODEL DATABASE VARIABLES 
ENTERED ON 
STEP NUMBER
%
VARIANCE
F SIGNIFICANCE
LEVEL
17 ALL STUDENTS 1. HN 38 50 p<0.001
2. HN+DB 45 32.9 p<0.001
3. HN+DB+AK 47 24.1 p<0.001
4. HN+DB+AK 
+BE
52 21.4 p<0.001
18 ALL STUDENTS l . I N 42 52.5 p<0.001
2. IN+AJ 50 36.2 p<0.001
3. IN+AJ+IL 53 26.6 p<0.001
4. IN+AJ+IL+DM 56 21.9 p<0.001
5. IN+AJ+IL+DM  
+AR
58 19.1 p<0.001
19 ALL STUDENTS L I N 35 26.4 p<0.001
2. IN+DM 42 17.5 p<0.001
3. IN+DM +AR 47 14.1 p<0.001
4. IN+DM +AR
+EL
52 12.4 p<0.001
5. DM +AR+IL 51 16.3 p<0.001
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MODEL DATABASE VARIABLES 
ENTERED ON 
STEP NUMBER
%
VARIANCE
F SIGNIFICANCE
LEVEL
20 EFL STUDENTS 1. H N 23 9.9 p=0.0034
2. HN+AK 40 11.1 p-0 .0002
3. HN+AK+AL 54 12.6 p<0.001
4. HN+AK+AL 
+AR
62 12.3 p<0.001
21 STUDENTS OF 
FRENCH
1. HN 39 32.1 p<0.001
2. HN+DB 48 23.3 p<0.001
3. HN+DB+AZ 55 19.6 p<0.001
22 STUDENTS OF 
FRENCH
1. IN 50 43.9 p<0.001
2. IN+AX 55 26.2 p<0.001
3. IN+AX+AJ 61 22.2 p<0.001
4. IN+AX+AJ 
+AZ
67 20.7 pO.OOl
KEY:
DB = Years o f formal LL
D M  = Years o f  formal study in home country
H N  = Total hours o f  study and active residence
HK = M onths o f  visits and residence
IN =  log HN
IL = log HK
Language Learning Activities (hours per week at university)
AR = W riting essays and taking notes
BE =  Total number o f  hours per week studying or using TL
AK =  Hom ework or project work
AL =  Individual private tutition
AJ = Classwork
AZ =  Chatting to  native speakers 
AX =  W atching TV, videos & films
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APPENDIX J
DEFINITIONS OF KEY TERMS
1. Foreign language learning (FLL) means any language learned or acquired, other than the 
student's first language. The present author uses foreign language learning and second language 
learning as synonymous terms, as do Gardner & M acIntyre (1992).
2. Key factors are those variables which seem to  have most influence on LL. The key factors are 
composed o f  4 groups o f  variables: student factors, input and /o r teacher factors, interaction 
factors, and location factors. The term  "Student factors" is used in the same way as Carroll 
(1967b: 101). For learning to  take place there must be one or m ore students, some form o f 
input and / or teacher, some type o f  interaction between the student(s) and the input /  teacher, 
and a location. Thus, all the 4 groups o f  key factor variables are necessary for LL.
3. Disturbance factors are those personal, centre, domestic and local factors which may disturb 
or disrupt the LL process. They are not necessary for LL to take place.
4. Learning situations are areas o f  LL  related to  a particular location or purpose. For the pilot 
model, 3 learning situations were included: classroom learning, homework and informal LL. 
These may be characterised using the tutored / untutored and formal /  informal distinctions:
TUTORED UNTUTORED
FORM AL e.g. classwork e.g. homework
INFORM AL e.g. English club e.g. watching TV
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5. Classroom learning is any LL which takes place in a classroom, including language 
laboratories, television rooms, libraries etc., which is formal and tutored (e.g. class time is equal 
to  contact hours with a teacher, and is sometimes refered to  as "allocated time").
6. Hom ework is any LL task which is set by a teacher for completion outside the classroom. It 
is considered as formal LL as it follows established rules for completion, marking and feedback.
7. Informal LL is LL which is completely managed and controlled by student(s), and is normally 
untutored. It is takes place in a relaxed atmosphere, normally outside the classroom setting.
"The major characteristic of the informal context is that is voluntary."
(Gardner & MacIntyre, 1992: 213)
8. Informal language use has all the attributes o f  informal LL, but its main purpose is to  
communicate in the target language.
9. Self-study is untutored LL o f  an academic nature, in a formal or semi-formal setting.
10. Time factors are the periods o f  time which students spend in the various learning situations 
they find themselves, before or during a course o f  LL. Time factors are subdivided into 
background variables, which generally relate to  past experiences, and language learning 
activities, which relate to  on-course activities. Time factors are all conscious and intentional 
forms o f  language learning, with largely observable behaviour (possibly with the exception o f 
translation and repeating TL to  oneself).
11. Background variables generally refer to  long periods o f  time, measured in months, years, or 
thousands o f  hours (e.g. years o f  formal LL in home country). The main focus in this study is 
on time, but two other background variables have been included: age and sex. Gradman & 
Hanania (1991) also include student attitudes and motivation as background variables.
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12. Language learning activities refer to  much shorter periods o f  time spent on LL at university, 
and are measured in hours per week. (e.g. hours per week o f  homework during the Autumn 
term 1994) These overt activities should be clearly distinguished from the fast mental processes 
mentioned in the cognitive literature on learning strategies.
13. Exposure to native speakers means regular contact with NSs, and the possibility o f  
communicating in the TL.
14. "English lessons" mean normal, tutored, classroom learning, and include tutorials, seminars 
and individual private lessons.
14. Language learning techniques refer to  observable learning behaviour, more or less 
consciously employed by the learner. This term is used in the same way as Stem (1983), e.g. 
looking up a word in the dictionary.
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