We consider, for Bessel processes X ∈ Bes α with arbitrary order (dimension) α ∈ R, the problem of the optimal stopping (1.4) for which the gain is determined by the value of the maximum of the process X and the cost which is proportional to the duration of the observation time. We give a description of the optimal stopping rule structure (Theorem 1) and the price (Theorem 2). These results are used for the proof of maximal inequalities of the type E max X rr≤r ≤ γ(α) is a constant depending on the dimension (order) α. It is shown that γ(α) ∼ √α at α → ∞.
1. A continuous non-negative Markov stochastic process X (Xt(x))t>_o, x >_ O, given on some filtered probability space (t,9 , (t)t>0, P) is called a Bessel process of dimension (order) a E R (X E nes"(x)) if Xo(x) x, its infinitesimal operator is 1(-1 (For a detailed study of Bessel processes X e BesS(x) see in [20] , [13] , [14] , [17] , [29] and later in 2.)
In case _< 0 and x 0, the process Xt(O) =-0 at t _> 0.
In case 1, the process X (Xt(x))t>o may be realized as the process [B+x[ ([Bt+xl) In case a is an integer, a d 2, 3,..., the process X Besd(x) may be realized as a radial part of d-dimensional Brownian motion B(a)= (B(a),... ,Bd(ad)), i.e., (1.2) Xt ( where c is some positive constant (the cost for the unit of observation) and the sup is taken over the class of all stopping times T (i.e., the finite Markov time with respect to (grt)t>_0).
The purpose of this paper is to study the problem of existence of optimal stopping times T, (for which E[Sr, (x,s) -CT] V,a(x,s) for all s >_ x > 0), their structure and the structure of the value V,a(x, s) as a function of x, s, a (as well as that of "the cost" c > 0). One of the main results of the work is the following. THEOREM 1. Assume X Bes(x),where the dimensionality a R and c > O. The optimal stopping time r, (in problem (1.4)) exists and has the following form: Let us discuss a number of corollaries of Theorem 1 (see Figs. 1, 2 but the domain of continued observation C, {(x, s)" s _> x >_ 0} \ D, has (see Fig. 2) the following form here: { 1}
C,= (x,s)'x<s<x+c ( We shall come back to a more detailed consideration of the case when a 1 in 3.) Case <_ O. The point x 0 is a trap for the Bessel process X E Bes s (0). Thus, if X0(0) 0, then Xt(O) 0 for all t _> 0 and the value T, 0 is optimal for all s _> 0.
The corresponding equation, which determines the boundary between the domains D, and C,, has in case c 0 the form (1.12) 2cg' Fig. 3.) Case a > 1. If 1 < a < 2, then the point x-0 again (as in the case when 0 < c _< 1) is reflecting and is the entrance boundary for c >_ 2. As is shown in (1.7), in these cases, g',(0)-oc. (See Fig. 3 .)
The numerical calculation of s, (3) (at c-1) gives the following value" s,(3) 1.156 It is shown in 6 that s,(a) a/4 as a -+ oc (Theorem 7); s,(c) 0 for a <_ 0. 3. In case a > 0, we represent the domain of continued observation C, as the sum of the two domains C, and C,2, where C, {(x,s): g,(s) < x <_ s and s, < s}, C, {(x,,): 0 < x <, < ,,}.
(In case a _< 0, the value s, 0, and the point (0,0) E D, and Before checking the validity of properties (A1) and (A2) let us make a number of preliminary considerations, which explain the appearance of equations (1.7) responding formulations concerning the possibilities of applying the general theory to the Markov process (Z, S) under consideration (eventually when establishing the and (A2) properties we shall act otherwise, using the results of the general "Markov" theory of optimal stopping as guidelines in combination with "martingale" methods), let us remember, that the value V(x, s) satisfies, for each point (x, s), the equation
where v v(x, s) is "the sufficient by small" neighborhood of the point (x, s), -(v) is the time of the first exit of the process (Xt(x), St(x, s))t>o from this neighborhood, , .f {t: v(x,, s,) Vo(X,, s,)},
i.e., T, is the time of the first hit in the "stopping domain"
In the domain of "continued observation" c, { (x, ) . V(x, ) > yo(x, s) }, If some point (x0, so) belongs to D,, then all the points (x, s) with x _< x0 and s >_ so must (according to the meaning of problem (1.4) considered) also belong to D,. (Recall that in case c <_ 0 the point x0 0 is a trap for X E BesS(0) and, consequently, all the points (0, s0), so >_ 0, belong to the domain D,.) Further, if one supposes that the point of the diagonal (xo, so) with x0 so > 0 belongs to the domain D,, then, consequently, the observation must be stopped immediately and the corresponding value V(so, so) so. Let us consider, however, the stopping rule according to which an observation takes place during some small interval of time A and at the time A the observation is stopped. Then up to a stochastic quantity of order o(A) the quantity SA So V maxu_<A X coincides with so V (so + AX), where AX XA-Xo. IfAX 5. The case when c < 1 1. This case should be divided into two: 0 < a < 1 and a < 0. This is connected with the fact that in the first case the domain C. consists of two subdomains, C. C. U C2., and the point s., 0 < s. < 1/(2c), and in the second case, c _< 0, the point s. 0 and the domain C. As we have already mentioned in 2 in case 0 < a < 1 the process X E Besa (x) is not a semimartingale since it is a Dirichlet process. This is connected with the fact that in order to apply the traditional "It5 formula" for the nonsemimartingale (X, S) one must give a special proof which is derived in [3] and [11] .
We point out, however, that the functions V(x,s)= V.(x,s), defined-in (1.13), actually depend on x through y x 2 and, therefore, one can apply to the process Y(Yt, St), where U(y, s) V(x, s), y x2, the traditional semimartingale It5 formula (since Y is a semimartingale and U(y, s) is a sufficient by smooth function):
Remark. In case a 1 one could also operate with the process Y and not with the process X. However, in our case we preferred to deal directly with the original process X which corresponds better to the sense of the problem under consideration.
The expression in square brackets in equation (5.1) We sum up our results in the form of the following (known to many specialists) state- It is clear from the above-mentioned considerations that "y(0) 0, "y(1) V.
The numerical calculation shows us that "y(3) v/4.624... (see Fig. 5 ).
The following consideration the idea for which belongs to M. Yor shows that for large c, -(a) behaves like v/-. We shall show that (6.40) (a) _< D(a) . From the problem of optimal stopping considered above it follows (see (6.8)) that (at c=1, x=0, s=0) supE[maxXr 
