In this paper, the signed regressor normalized subband adaptive filter (SR-NSAF) algorithm is proposed. This algorithm is optimized by L 1 -norm minimization criteria. The SR-NSAF has a fast convergence speed and a low steady-state error similar to the conventional NSAF. In addition, the proposed algorithm has lower computational complexity than NSAF due to the signed regressor of the input signal at each subband. The theoretical mean-square performance analysis of the proposed algorithm in the stationary and nonstationary environments is studied based on the energy conservation relation and the steady-state, the transient, and the stability bounds of the SR-NSAF are predicated by the closed form expressions. The good performance of SR-NSAF is demonstrated through several simulation results in system identification, acoustic echo cancelation (AEC) and line EC (LEC) applications. The theoretical relations are also verified by presenting various experimental results.
Introduction
Fast convergence rate and low computational complexity features are important issues for high data rate applications such as speech processing, echo cancelation, network echo cancelation, and channel equalization. The least-meansquares (LMS) and the normalized LMS (NLMS) algorithms are useful for a wide range of adaptive filter applications because of their low computational complexity. However, the performance of the LMS-type algorithms is corrupted when the input signals are colored [1, 2] .
To solve this problem, various approaches such as affine projection algorithm (APA) [3, 4] and subband adaptive filter (SAF) algorithm have been proposed [5] [6] [7] . In [8] , a new version of the SAF was developed based on a constrained optimization problem referred to as normalized SAF (NSAF). The filter update equation in [8] is similar to the update equation in [9, 10] , where the full band filters are updated instead of subfilters as in the conventional SAF structure [5] .
To reduce the computational complexity of NSAF and APA, different methods were proposed. In [11] , the selective partial update NSAF (SPU-NSAF) algorithm was presented where the filter coefficients are partially updated rather than the entire filter at every adaptation. In [12] , the dynamic selection of NSAF (DS-NSAF) algorithm was introduced. In this algorithm, the number of subbands was optimally selected during each iteration. The fix selection NSAF (FS-NSAF) was also introduced in [13] . In this algorithm, a subset of subbands was selected during the adaptation.
There are some classes of adaptive filter algorithms that make use of the signum of either the error signal or the input signal, or both. These approaches have been applied to the LMS algorithm for the simplicity of implementation, enabling a significant reduction in computational complexity [14] [15] [16] [17] [18] . The sign algorithm (SA) takes the signum of the error signal. This algorithm is particularly useful against impulsive interferences [19, 20] . But, in other cases, the convergence speed of the SA is slower than conventional one [21] . This approach was also successfully extended to the NSAF algorithm to establish the sign SAF (SSAF) algorithm [22, 23] .
In the signed regressor LMS (SR-LMS), the signum of the input regressors is utilized. In this algorithm, the polarity of the input signal is used to adjust the filter coefficients, which requires no multiplications. The SR-LMS has a convergence speed and a steady-state error level that are only slightly inferior to those of the LMS algorithm for the same parameter setting [24] . To increase the convergence speed of SR-LMS, the signed regressor NLMS (SR-NLMS) was firstly proposed in [14] . Also, the modified version of this algorithm (MSR-NLMS) was presented in [25] . The same as SR-LMS, the SR-NLMS enjoys advantages similar to those of the NLMS algorithm. Due to the normalization factor, the steady-state error level does not depend on the input signal power [18] . Note that no multiplications are needed to calculate the normalization factor. But for highly colored input signal, the convergence speed of SR-NLMS is still low. On the other hand, there is no definition for cost function or solving the optimization problem to establishment of the signed regressor algorithms in the literature.
Due to the effective features of signed regressor adaptive algorithms (low computational complexity and close convergence speed to the conventional algorithm) and to increase the performance of the SR-NLMS algorithm, this paper proposes the signed regressor NSAF (SR-NSAF) algorithm. The SR-NSAF is established with L 1 -norm optimization. A constraint is imposed on the decimated filter output to force a posteriori error to become zero. This constraint guarantees the convergence of the algorithm. This algorithm utilizes the signum of the input regressors at each subband during the adaptation. Again, no multiplications are required for normalization factor at each subband. To improve the performance of the SR-NSAF, the modified SR-NSAF (MSR-NSAF) is also established. The proposed SR-NSAF and MSR-NSAF algorithms have lower computational complexity than the NSAF, SPU-NSAF, DS-NSAF, and FS-NSAF, while they have a fast convergence rate similar to the NSAF. In addition, the steady-state error level is also nearly close to the NSAF. For performance evaluation of any proposed adaptive algorithm, a theoretical analysis is essential [26] . Therefore, in the following, the energy conservation approach [27] is applied to the SR-NSAF and the mean-square performance analysis of the proposed algorithms are studied in the stationary and nonstationary environments. This approach does not need a white or Gaussian assumption for the input regressors. Based on this, the transient, the steady-state, and the stability bounds of the SR-NSAF and MSR-NSAF are analyzed and closed form relations are derived.
What we propose in this paper can be summarized as follows:
The establishment of the SR-NSAF according to the proposed cost function. This algorithm utilizes the signum of the input regressors at each subband.
Furthermore, no multiplications are required for normalization factor at each subband. Mean-square performance analysis of the SR-NSAF algorithm in the stationary and nonstationary environments. The theoretical expressions for transient and steady-state performances of the SR-NSAF are extracted. Analysis of the mean and mean-square stability bounds of the SR-NSAF and MSR-NSAF algorithms. The performance of NSAF, SPU-NSAF, DS-NSAF, FS-NSAF, SR-NSAF, and MSR-NSAF are compared in convergence speed, steady-state error, and computational complexity features for system identification, acoustic echo cancelation, and line echo cancelation applications. The theoretical expressions for transient, steady-state, and stability bounds are justified with various experiments.
The current paper is organized as follows. In Section II, the conventional NSAF is briefly reviewed. The proposed SR-NSAF and MSR-NSAF are presented in Section III. Section IV presents the mean square performance analysis of SR-NSAF. The theoretical stability bounds relations are given in Section V. In the following, the computational complexity of the proposed algorithm will be discussed. Finally, before concluding the paper, the usefulness of the introduced algorithms are demonstrated by presenting several experimental results.
Throughout the paper, the following notations are used: 
Background on NSAF
Consider a linear data model for d(n) as
where w o is an unknown M-dimensional vector that we expect to estimate, v(n) is the measurement noise with variance σ
T denotes an M-dimensional input (regressor) vector. It is assumed that v(n) is zero mean, white, Gaussian, and independent of x(n). Figure 1 shows the structure of the NSAF [8] . In this figure, f 0 , f 1 , …, f N − 1 and g 0 , g 1 , …, g N − 1 , are analysis and synthesis filter unit impulse responses of an N channel orthogonal perfect reconstruction critically sampled filter bank system. x i (n) and d i (n) are nondecimated subband signals. It is important to note that n refers to the index of the original sequences, and k denotes the index of the decimated sequences (k = floor(n/N)). The decimated output signal is defined as y i;D ðkÞ ¼ x T i ðkÞwðkÞ where 
where μ is the step size and 0 < μ<2 [8] .
3 Sign regressor normalized subband adaptive filter(SR-NSAF)
Based on the principle of minimum disturbance, the SR-NSAF is formulated by the following optimization problem
subject to the N constraints (i = 0, 1, …, N − 1) which are defined as
By applying the method of Lagrange multipliers, the following Lagrangian function is obtained
where λ i is the ith Lagrange multiplier. Using,
∂ Jðwðkþ1ÞÞ ∂wðkþ1Þ
¼ 0; we get the following relation as
In NSAF algorithm, if the magnitude responses of the analysis filters do not significantly overlap, the crosscorrelation between two arbitrary subband signals is negligible compared to the auto-correlation [8] . Therefore, by multiplying x T i ðkÞ on both sides of the above equation from the left and neglecting the crossterms, we obtain
By defining sgn(
, and multiplying sgn(x i (k)) on both sides of (7) from the left, we get 
Where
If the number of subbands is large enough, x i (k) may be approximately assumed white [26, 28] . Therefore, by displacing the matrices in (8) and using (4), we obtain
. Now, by multiplying sgnðx T i ðkÞÞ on both sides of (11) from the left, the Lagrange multipliers are given by
Substituting (12) into (6) leads to
By multiplying Υ −1 (k) on both sides of (13) from the left and rearranging the diagonal matrices, the filter coefficients of the update equation for SR-NSAF is established as
where μ is again the step size and should be selected in the stability bound. 1 To avoid being divided by zero, it is common that the denominator of the update equation is replaced by ϵ + ‖x i (k)‖ 1 , where ϵ is the regularization parameter. Table 1 summarizes the SR-NSAF algorithm.
It is interesting to note that for N = 1, and f 0 = 1, the SR-NSAF in (14) reduces to
which is the SR-NLMS algorithm [14] . In this case, the output error is given by e(n) = d(n) − x T (n)w(n). In [25] , the new version of SR-NLMS was proposed based on clipping of the input signal. When the absolute value of the sample is larger than the average of the absolute values of the input samples, the clipped sample is used to update coefficients. The performance of SR-NSAF can be improved by applying the proposed idea in [25] in each subband. Therefore, the new version of SR-NSAF which is called modified SR-NSAF (MSR-NSAF) is established based on the procedure in Table 2 .
Mean square performance analysis of SR-NSAF in stationary environment
The filter coefficients update equation in SR-NSAF can be represented as
where F is the K × N matrix whose columns are the unit pulse responses of the channel filters of a critically sampled analysis filter bank,
, and
is the error signal vector. In the theoretical convergence analysis, we need to obtain the time evolution of the EfkwðkÞk 2 Φ g, wherewðkÞ ¼ w o −wðkÞ is the weighterror vector, and Φ is any Hermitian and positivedefinite matrix. When Φ = I (I is the identity matrix), the mean square deviation (MSD) and when Φ = R (R is the autocorrelation matrix of the input signal), the excess mean square error (EMSE) expressions are derived.
The weight error vector update equation for SR-NSAF can be written as
From (1) and (19) , the error vector, e(k), can be described as
Substituting (21) into (20) yields
By taking the Φ-weighted norm from both sides of (22), we obtaiñ
where
and
Also in (25) ,
. By applying the expectation into both sides of (23), we obtain
To simplify the recent relation, we need the independence assumptions. The matrix X(k) is assumed an independent and identically distributed sequence matrix [2, 27] . This assumption guarantees thatwðkÞ is independent of both Ψ and X(k). Therefore, Table 3 The computational complexity of NSAF and SR-NSAF Computation Multiplications 
The second term of the right hand side of (26) can be presented as
Applying the vec(.) operation on both sides of (25) and using vec(PΦQ) = (Q T ⊗ P)vec(Φ) lead to
where ψ = vec(Ψ), and ϕ = vec(Φ). Therefore, by defining the matrix P as
we obtain
we get
Finally, (26) can be stated as
This equation is related towð0Þ as 
By substituting R for Φ, and defining r = vec(R), the transient behavior of SR-NSAF can be predicted by (35) . From this recursion, we can obtain EMSE, when k goes to infinity. Therefore, the EMSE in the steady-state can be stated as
The MSE and the EMSE are related as
Also, the steady state mean square coefficient deviation (MSD) is given by 
It is important to note that selecting F = I and N = K = 1 lead to the performance analysis of SR-NLMS and MSR-NLMS algorithms, which was not presented in [14, 25] . This analysis can be successfully extended to nonstationary environment. In Appendix 1, the mean-square performance analysis of the SR-NSAF is presented in the nonstationary environment.
Mean and mean-square stability of the SR-NSAF
Taking the expectation from both sides of (22) leads to
From (40), the convergence to the mean of the SR-NSAF is guaranteed for any μ that satisfies 
Equation (35) is stable if the matrix P is stable [27] . From (31), we know that P = I − μM + μ 2 N, where M = E{Z T (k)} ⊗ I + I ⊗ E{Z T (k)}, and N = E{Z T (k) ⊗ Z T (k)}. The condition on μ to guarantee the convergence in the mean-square sense of the SR-NSAF algorithms is
where H ¼ NSAF. Table 4 summarizes the number of multiplications at each iteration for different NSAF algorithms. In this table, M, N, K, B, S, L, N s , and N(k) are the filter length, the number of subbands, the length of channel filters, the number of blocks, the number of blocks to update, the length of blocks, the number of selected subbands (fix), and the number of selected subbands (dynamic), respectively. For NSAF, the exact computational complexity of this algorithm is 3M + 3NK + 1 multiplications [11] . From [11] , we obtain that the computational complexity of SPU-NSAF is 2M + SL + 3NK + 1 multiplications. In comparison with NSAF, the reduction in number of multiplications is M − SL, which is considerable for large values of M. Also, the DS-NSAF needs ð1 þ2 NðkÞ N ÞM þ 3NK þ N multiplications [12] . Due to the selection of subbands during the adaptation, the number of multiplications will be reduced in DS-NSAF. The exact number of multiplications in FS-NSAF is 2M þ ð 
Computational complexity

Simulation results
We demonstrated the performance of the proposed algorithm by several computer simulations in a system identification (SI), acoustic echo cancelation (AEC) and line echo cancelation (LEC) setups. The impulse response of the car echo path with 256 taps (M = 256) has been used as an unknown system in the experiment [29] (Fig. 3) . The filter bank used in the NSAF algorithms was the extended lapped transform (ELT) (N = 2, 4, and 8) [11, 30] . In all simulations, we show the normalized mean square deviation (NMSD), E½
which is evaluated by ensemble averaging over 20 independent trials.
System identification: AR(2) input signal
In this experiment, the input signal is an AR(2) signal generated by passing a zero-mean white Gaussian noise through a second-order system TðzÞ ¼ 1 1−0:1z −1 −0:8z −2 . An additive white Gaussian noise was added to the system output, setting the signal-to-noise ratio (SNR) to 30 dB. Figure 4 compares the convergence of the NSAF, SR-NSAF, and MSR-NSAF algorithms with N = 4 for different step sizes (1, 0.2, and 0.05). As we can see, for large values of the step size, the fast convergence rate and high steady-state error are occurred and small step size leads to the slow convergence rate and a low steadystate error. Figure 5 shows the performance of the SR-NSAF, MSR-NSAF, and conventional NSAF for the number of subbands N = 4 and 8. The step-size was set to μ = 0.05. By increasing the number of subbands in all algorithms, the convergence rate is improved and the computational complexity is also increased. The results
show that the SR-NSAF, and MSR-NSAF algorithms have close performance to the conventional NSAF. Furthermore, the computational complexity of SR-NSAF and MSR-NSAF is lower than NSAF. The performance of the proposed SR-NSAF and MSR-NSAF algorithms have been compared with other NSAF algorithms in Fig. 6 . These algorithms are NSAF [8] , DS-NSAF [12] , FS-NSAF [13] , and SPU-NSAF algorithm in Page 11 of 23 [11] . Eight subbands have been used (N = 8) and the step-size was set to μ = 0.5. In FS-NSAF, the number of selected subbands (N s ) out of the number of subbands (N) was set to 4. For SPU-NSAF algorithm, the number of blocks (B) was set to 4 and the number of blocks to update (S) was set 3 and 2. As we can see, the proposed SR-NSAF and MSR-NSAF have a comparable performance to the family of NSAF in terms of the convergence speed and the steady-state error. In addition, the computational complexity of the introduced algorithms are lower than other algorithms. In Fig. 7 , the step-size was set to 0.5 in NSAF algorithm and to make the comparison fair, the step-sizes for other NSAF algorithms were chosen to get approximately the same steady-state NMSD as NSAF. For DS-NSAF and FS-NSAF, the step-size was set to 0.5. In SPU-NSAF, the step-sizes for S = 2 and S = 3 were set to 0.32 and 0.42, respectively. Finally, this value for SR-NSAF was set to 0.32 and for MSR-NSAF, the step-size was set to 0.4. The NMSD learning curves show that the SR-NSAF and MSR-NSAF have a comparable performance with those of the family of NSAF algorithms. In Fig. 8 , we compared the NMSD learning curves of NLMS and SR-NLMS algorithms with the family of NSAF algorithms. For this simulation, the number of multiplications until convergence was also presented in Table 5 . This table indicates that the number of multiplications in SR-NSAF is 1025000 which is significantly lower than other algorithms. For tracking performance analysis, we consider a system to identify the two unknown filters with M = 200, whose z-domain transfer functions are given by 
where the transfer function of optimum filter coefficients will be W 1 (z) for n ≤ 5 × 10 3 and the transfer function of optimum filter coefficients will be W 2 (z) for 5 × 10 3 ≤ n ≤ 10 × 10 3 . Figure 9 compares the tracking performance of SR-NSAF and MSR-NSAF with other NSAF algorithms. The number of subbands and the step-size were set to 8 and 0.5. As we can see, the SR-NSAF and MSR-NSAF have a close performance to the conventional NSAF algorithm.
Acoustic echo cancelation (AEC): speech input signal
For AEC setup, we consider both the exact and undermodeling scenarios. For the under-modeling scenario, the NMSD is calculated by padding the tap-weight vector of the adaptive filter with M − J zeros (J=length of adaptive filter which is shorter than that of the unknown system in this case) [31] . In the exact-modeling scenario, the echo path is truncated to the first 128 tap weights [before the dotted line in Fig. 3 ]; in the under-modeling scenario, the length of the echo path is set to 256. For both scenarios, the length of all the adaptive filters is set to 128. Speech input signal is used as input signal for AEC setup [26] .
Figures 10 and 11 compare the performance of proposed SR-NSAF and MSR-NSAF algorithms with other NSAF algorithms in exact and under modeling scenarios. The number of subbands (N) was set to 4. In FS-NSAF, the number of selected subbands (N s ) out of the number of subbands (N) was set to 2. As we can see, the proposed SR-NSAF and MSR-NSAF have a comparable performance to the family of NSAF in terms of the convergence speed and the steady-state misalignment with lower computational complexity. Table 5 shows the number of multiplications until convergence for different NSAF algorithms. This table indicates that the proposed SR-NSAF has significantly lower computational complexity than other algorithms. The tracking capability is examined by shifting the acoustic impulse response to the right by 10 samples at a certain time step. Figure 12 compares the tracking performance of SR-NSAF and MSR-NSAF with other NSAF algorithms in exact modeling scenario. The number of subbands was set to 4. As we can see, the SR-NSAF and MSR-NSAF have close performance to the conventional NSAF algorithm.
Line echo cancelation
In communications over phone lines, a signal traveling from a far-end point to a near-end point is usually reflected in the form of an echo at the near-end due to mismatches in circuity. The purpose of a line echo canceller (LEC) is to eliminate the echo from a received signal. Figure 13 shows the impulse response sequence of a typical echo path which was taken from G168 standard [32] . Figure 14 shows the far-end signal from real speech and echo signal (page 347 in [33] ). In this simulation, the length of the adaptive filter is 128. Figure 15 shows the error signals based on NSAF, SR-NSAF, and MSR-NSAF algorithms. The number of subbands, and the step-size were set to 4 and 0.5, respectively. As we can see, SR-NSAF and MSR-NSAF have close error performance to NSAF algorithm. Furthermore, the computational complexity of SR-NSAF and MSR-NSAF is considerably lower than that of NSAF. Also, to measure the effectiveness of the proposed algorithms, we have computed the echo return loss enhancement (ERLE). The ERLE is obtained by evaluating the difference between the powers of the echo and the error signal. The segmental ERLE estimates were obtained by averaging over 140 samples. The segmental ERLE curves for the measured speech and echo signals were shown in Fig. 16 . This figure illustrates that the proposed algorithms and conventional NSAF have comparable ERLE performance. Figure 17 presents the NMSD learning curves of NSAF and SR-NSAF in nonstationary environment. The unknown system changes according to the random walk model. We assume an independent and identically distributed sequence for q(n) with autocorrelation matrix Q ¼ σ learning curves were obtained for μ equal to 0.5, the SR-NSAF has slightly better performance than NSAF in nonstationary environment. Good agreement between simulated and theoretical learning curves is observed. Table 6 shows the theoretical values of the mean and mean square stability bounds of SR-NSAF and MSR-NSAF algorithms. These values were obtained from (41) and (42). To justify these values, the simulated steadystate values of MSE were obtained. The steady-state MSE is obtained by averaging over 500 steady-state samples from 500 independent realizations for each value of μ for a given algorithm. The step-size (μ) changes from 0.05 to μ max . Figures 24 and 25 show the results for different values of N. As we can see, the theoretical values for μ max from Table 6 show good estimation of the stability bounds of SR-NSAF and MSR-NSAF algorithms.
Performance in nonstationary environment
Simulation results for stability bounds
In [25] , it was shown that the stability bound of MSR-NLMS is larger than that of SR-NLMS. It is interesting to note that this observation can be seen for the proposed algorithms. We observe that the stability bound of MSR-NSAF is larger than that of SR-NSAF algorithm. 
Theoretical results in nonstationary environment
The theoretical and simulated NMSD learning curves in nonstationary environment were presented in Fig.  28 . The theoretical learning curves were obtained from (47). The number of subbands and the step-size were set to 8 and 0. Good agreement between the simulated and theoretical learning curves is observed in nonstationary environment. In Fig. 29 , the simulated and theoretical steady-state NMSD as a function of the step-size have been shown. The theoretical values were obtained from (49). This figure shows that there is an optimum step-size which minimizes the steadystate NMSD in nonstationary environment.
Conclusion
In this paper, the NSAF algorithm with signed regressor of input signal was established. The optimization problem was formulated by L 1 -norm minimization. The result of this optimization leads to the sign operation on the input regressors at each subband. The computational complexity of the proposed SR-NSAF was lower than previous NSAF family while it had close convergence performance to the NSAF. Therefore, the SR-NSAF is a suitable candidate for many applications. To increase the performance of SR-NSAF, the MSR-NSAF was introduced. The performance 
