Abstract. The ATLAS Simulation infrastructure has been used to produce upwards of 5 50 billion proton-proton collision events for analyses ranging from detailed Standard Model 6 measurements to searches for exotic new phenomena.
Introduction

18
The ATLAS experiment [1] has very demanding requirements as far as simulation is concerned.
19
The large number of analyses being performed calls for the detailed simulation of a wide spec-20 trum of physics processes, very often in extreme regions of phase space. This translates into 21 significant challenges to the underlying physics modeling (i.e. to event generators), but also to 22 detector simulation, which is required to reliably reproduce not only the main physics objects 23 (jets, leptons), but also derived quantities such as the missing transverse energy. Moreover, 24 complex effects such as lepton charge mis-identification or b-tagging performance need to be 25 simulated as closely as possible to data, in order to reduce the impact of systematics on many 26 high-sensitivity analyses.
27
On the other hand, with the increasing integrated luminosity, the simulation software must be 28 able to deliver very high-statistics samples, which calls for optimized code and robust operation 29 on distributed resources.
30
In parallel to the analysis of data from the current and past runs, the ATLAS Collaboration 31 is also working on the detector design for the LHC upgrade. In this phase detector simulation 
54
In the last months, significant effort has been put into completely moving away from FADS, thus 55 directly using Gaudi components whenever possible. This choice is mainly motivated by the 
Geometry description
60
The description of the volume hierarchy is a crucial aspect of detector simulation. In 61 the past, the ATLAS geometry was being built at runtime starting from data stored in a 62 dedicated database. The resulting information is then shared between all ATLAS software 63 (simulation/digitization/reconstruction). For full simulation, this original geometry tree is 64 translated at runtime into a Geant4 volume hierarchy. This approach was designed to serve 65 the needs of large-scale production with a frozen detector layout. On the other hand, the 66 ongoing work for the ATLAS/LHC upgrade requires a more flexible solution, in order to provide 67 the rapid turn-around and the possibility to quickly implement modifications to the geometry 68 that are needed in a design phase.
69
The decision was therefore taken to re-design the way the geometry is being handled in full 70 simulation. The new software is based on modular, recursive components that define the nodes 71 of the volume tree. Modifying a single subdetector without changing the rest is thus made easier.
72
In addition, more options were implemented to provide the detector description itself, including generators, e.g. each time a new particle is produced in a decay or in an interaction with the 77 detector. In the case of a general-purpose, large-scale, high-energy-physics detector such as 78 ATLAS, the amount of information being generated is, however, very large, and some level of GaudiHive is a multi-threaded, concurrent-execution extension to Gaudi. Its concurrency model 94 is based on Thread Building Blocks [10] , and the scheduling is driven by data availability: 95 algorithms must explicitly declare their data dependencies, and as soon as all needed inputs are 96 ready, a given algorithm is scheduled for execution. Multiple algorithms (possibly processing 97 different events) can be executed at the same time using multiple threads.
98
In this context full simulation is, however, a special case, since its main functionality is handled 99 by an external tool (i.e. Geant4), over which the ATLAS experiment has no control, and only 100 a limited influence. In recent years Geant4 itself has undergone a migration to make it better 101 suited for parallel processing. The resulting code, called Geant4-MT, exploits a master-slave 102 concurrency model using pthreads, and thread-safety is achieved using thread-local-storage. the Geant4 core functionality, by using Gaudi components that own thread-local Geant4-MT 113 objects, as illustrated in figure 3 for the design of the sensitive detectors.
114
Figure 3. General structure of the GaudiHive framework
Once the basic structure has been designed, the next challenge is to make sure that the 
