A new gait recognition algorithm, the layered time series model (LTSM), is proposed. LTSM is a two-level model which combines the dynamic texture model (DTM) and the hidden Markov model (HMM). A gait cycle is divided into several temporally adjacent clusters and gait features of each cluster are modelled by the DTM. The HMM is built to describe the relationship among the DTMs, which are regarded as hidden states. Experiment results show that the proposed model outperforms other approaches in terms of recognition accuracy.
Introduction: In comparison with other biometrics, gait pattern has the advantages of being unobtrusive, difficult to conceal and effective at a distance. However, gait recognition has to deal with image sequences instead of single images. Both the spatial information of a single gait image and the temporal transformation of the gait cycle are important for efficient gait recognition. Methods to characterise the spatial and temporal information for recognition fall into two categories: information fusion and probabilistic models of time series. The information fusion method [1, 2] is a good choice to combine the spatial and temporal information, but it is a challenging task to extract representative dynamic features, especially when the gait silhouettes are of low quality. Probabilistic models of time series do not need to extract dynamic features and the temporal transformation is embodied by model parameters. The most common probabilistic models for gait recognition are descendants of hidden Markov models (HMM) [3] , but they have difficulties in choosing the hidden states exactly. The dynamic texture model (DTM) [4] is another popular time series model. Its descendants have been applied to recognise gait styles [5, 6] . Although the authors used the term 'gait recognition', their goal was to identify the classes of walking motions.
In this Letter, we introduce the DTM to the problem of identifying a person by gait patterns. However, the DTM is not suitable for describing nonlinear processes. To tackle the obstacles hindering the application of the HMM and the DTM to gait recognition, we propose a layered time series model (LTSM), which is a two-level model combining HMM and DTM. LTSM conquers the nonlinear process representation problem using piecewise linear DTMs and then applies HMM to describe the transition of the DTMs. The experimental results on CASIA gait database (dataset B) [7] demonstrate the convincing performance of the proposed approach.
LTSM:
We use a multiple linear system to model complex nonlinear dynamics in the proposed LTSM, inspired by [8] . However, the second level of LTSM does not just describe the distribution of linear systems but also the relationship between the linear systems and the observations. The proposed LTSM is shown in Fig. 1 . There are three steps to construct this model.
Step 1: Given a gait cycle Y = {y 1 , y 2 · · · y M }, it is segmented into temporally adjacent clusters of approximately equal number of frames.
The cluster number N is chosen according to the average distortion.
Frieze feature and wavelet feature are extracted [9] , based on which DTMs are trained to describe the clusters. Let y i t represent the t th observation of the i th cluster and x i t be the corresponding state vector, the ith DTM is expressed as
where A i is the state matrix, C i is the out matrix, v i t iid N (0, Q i ) and w i t iid N (0, r i I) are state and observation noise processes. I is an identity matrix. The parameters are learned by the closed-form solution given by [4] .
Step 2: The DTMs are regarded as the states S = {S 1 , S 2 · · · S N } of an HMM. With parameters S i = {A i , C i , Q i , r i } of the ith DTM, we can synthesise a set of gait observations. Given the initial state x 0 and random noise vector M, the t th state estimationx i t of cluster L i is calculated asx
Let P be a random vector, the synthesised observationR i t is:
Step 3: An HMM l = {A, B, p} is built based on the DTMs and the synthesised observations. First, the parameters are initialised. The observation matrix B = {b i (y m ), i = 1, 2 . . . , N , m = 1, 2 . . . , M } is calculated as a function of the distance between the observation and the corresponding synthesised observation of the DTM. Suppose y m is the t th frame of cluster L i , b i (y m ) is computed by
Here,R i t is the t th synthesised vector of S i , a is a constant less than 1 and d i is defined as
where T i is the number of frames in cluster L i and D(y m ,R i t ) represents the distance between y m andR i t . The initial transition probability matrix only allows current state equally transforming to itself and its next state. The initial probability p i is set to be 1/N. Secondly, the Viterbi algorithm and the Baum-Welch algorithm are used to infer the parameters l. Details refer to [9] .
Finally, the proposed model can be represented as {S 1 , S 2 , . . . , S N , l}.
In the recognition process, the probe cycle is firstly divided into temporally adjacent N clusters as the training cycle. The observation probability of the probe sequence is calculated as a function of the observation and the vector synthesised by the DTM of the training sequence. Other parameters retain the same with the training sequence. The similarity between the probe sequence and the training sequence is calculated through the Viterbi algorithm.
Experimental results: The proposed approach is evaluated using CASIA gait database (dataset B) [7] , which contains 124 subjects captured from 11 views. Many silhouettes in this database are incomplete because of background subtraction. The FDEI representation [9] is first employed to suppress the effect of incompleteness. Experiments are carried out for each view. The first four sequences are used for training and the last two sequences for testing. We compare the proposed LTSM with the methods of DTM [4] , HMM [7] and population HMM (pHMM) [3] . The recognition results are shown in Table 1 , which clearly demonstrate the superiority of the proposed method, especially with the wavelet feature.
To evaluate the algorithms statistically, McNemar's test [11] is introduced. From the experimental results of algorithms A and B, we obtain the number of experiments in which both A and B succeed N ss , A succeeds but B fails N sf , A fails but B succeeds N fs , both A and B fail N ff . Z value is calculated as
Confidence limits can be obtained from the Z value through table lookup. Four sequences are extracted from the total six sequences for training and the other two sequences for probe. A total of 20460 experiments were carried out. Table 2 shows the results of the McNemar's test. 'w' and 'f' in the algorithm names represent using wavelet and frieze feature, respectively. Wavelet feature is more effective than frieze feature. When extracting the same feature, LTSM outperforms other methods with 100% confidence. Even the performance of LTSM with frieze feature is not inferior to those of other methods. 
