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Introduction
Motivations
L’e´volution des technologies de re´seaux locaux sans fil dans l’entreprise et dans le
domaine du grand public a e´te´ fulgurante cette dernie`re de´cennie. Les technologies de
re´seaux locaux sans fil sont de plus en plus utilise´es dans l’habitat, les instituts e´ducatifs,
les bureaux des grandes entreprises, les salles de confe´rences, les zones publiques (gare,
ae´roport, ...). Ce phe´nome`ne est lie´ au fait que ces technologies sans fil facilitent la connec-
tivite´ des e´quipements tels que les ordinateurs portables, les imprimantes, les claviers, ...,
avec la suppression du support physique filaire. L’e´volution des technologies sans fil a
aussi atteint des secteurs d’activite´ comme la sante´, par exemple avec les capteurs sans
fil pour la bio-surveillance a` distance. L’industrie automatise´e voit e´galement l’arrive´e des
technologies de re´seaux locaux sans fil dans son environnement. Les besoins de re´duc-
tion des couˆts d’installation, de re´duction du caˆblage, de mobilite´, d’accessibilite´ pour les
e´quipements isole´s ou difficiles d’acce`s, de reconfiguration rapide du re´seau, ont motive´s
l’utilisation des technologies sans fil dans l’industrie automatise´e.
L’inteˆret porte´ au sans fil ne se limite pas seulement a` l’industrie automatise´e, le do-
maine ae´rospatial s’inte´resse e´galement aux technologies sans fil. Nous notons la cre´ation
du consortium ”Fly-by-Wireless Sector Consortium” par l’organisation internationale CA-
NEUS [13]. Ce consortium regroupe des partenaires des secteurs prive´s et publics tels
que : Industry Canada, Bell Helicopter, NASA JSC, Ecole Polytechnique de Montreal,
University of Maine (USA), Boeing Phantom Works, ... . Les efforts du consortium contri-
buent a` re´duire les caˆbles et les connecteurs dans l’industrie ae´rospatiale en fournissant des
services fiables, a` moindre couˆt, et des alternatives de performance plus e´leve´es pour les
ve´hicules. En effet, l’utilisation des technologies sans fil comme support de communication
dans l’avionique embarque´e peut contribuer a` re´duire le caˆblage ; impliquant un gain en
poids et en volume pour les constructeurs et les compagnies ae´riennes. Les technologies
sans fil peuvent aussi faciliter l’accessibilite´ des e´quipements embarque´s et offrir des fonc-
tionnalite´s de mobilite´ pour des applications telles que la maintenance. L’avionique peut
par ailleurs be´ne´ficier de la flexibilite´ et du faible couˆt des syste`mes de communication
sans fil graˆce a` leur standardisation et a` leurs produits commercialise´s.
Cependant l’utilisation des technologies sans fil dans l’avionique, comme dans l’indus-
trie automatise´e, reste tre`s particulie`re et tre`s proble´matique en raison des contraintes
temporelles, de se´curite´ des donne´es et de fiabilite´ des applications avioniques a` garantir
sur un me´dium radio. Les raisons principales sont lie´es aux erreurs de transmission dues
aux caracte´ristiques des liens physiques radios et aux de´lais supple´mentaires cause´s par le
2partage du me´dium entre les communications en Half-Duplex par l’ensemble des stations.
Malgre´ ces limites, les technologies de re´seaux locaux sans fil restent attractives pour
les syste`mes de communication avionique. Par contre elles sont loin d’eˆtre conside´re´es
comme suffisamment fiables pour les applications avioniques compare´es aux syste`mes de
communication filaire existant comme le re´seau avionique AFDX (Avionics Full DupleX
switched ethernet). Le re´seau AFDX est un re´seau de type Ethernet, fiabilise´ et physi-
quement redondant. Il a e´te´ de´veloppe´ et standardise´ par les industriels de l’ae´ronautique
pour e´quiper l’A380. Il est soumis a` des besoins de fiabilite´ des donne´es, de de´terminisme,
de re´duction des couˆts et aussi a` des contraintes de certification. Par conse´quent, a` court
et a` moyen terme, il est tre`s improbable que les re´seaux locaux de communication sans fil
soient en mesure de remplacer totalement le cœur filaire du re´seau AFDX. En revanche, les
re´seaux sans fil pourront cohabiter avec les syste`mes de communication filaire avionique,
avec l’AFDX comme le re´seau fe´de´rateur, pour des applications moins critiques et moins
sensibles temporellement que celles des commandes de vols.
Plusieurs applications ae´ronautiques pourront ainsi be´ne´ficier de l’utilisation des tech-
nologies de re´seaux sans fil [13]. Parmi lesquelles nous pouvont citer : (1) la surveillance
de l’e´tat de la structure et du fuselage de l’avion afin de re´duire les heures de tests au
sol, (2) la surveillance de l’e´tat du moteur en remplac¸ant les capteurs existants avec des
capteurs sans fil et par conse´quent re´duire le caˆblage e´lectrique, gagner en poids et en
volume, et diminuer le couˆt de maintenance, (3) les tests de maintenance des e´quipements
avioniques a` bord afin de faciliter l’acce`s aux e´quipements, de permettre la mobilite´ des
agents de maintenance et de re´duire la dure´e et le couˆt de la maintenance.
Nos travaux portent essentiellement sur l’utilisation d’un support de communication
sans fil pour des applications de maintenance au sol des e´quipements avioniques. Cette
technologie sans fil doit coexister avec un re´seau fe´de´rateur AFDX existant et permettre
de satisfaire les exigences des applications avioniques sur le me´dium sans fil. Au vu de la
capacite´ du re´seau AFDX et de la quantite´ de donne´es transmises, nous avons compare´ les
technologies de re´seaux locaux sans fil, notamment en terme de de´bit et de porte´e, et notre
choix s’est naturellement porte´ sur la famille IEEE 802.11 qui offre des de´bits the´oriques
allant jusqu’a` 54Mbps avec les normes IEEE 802.11g/a et une porte´e de 50 a` 100 me`tres.
La famille IEEE 802.11 est plus adapte´e pour la transmission de grande quantite´ de
donne´es. De plus elle offre un support de qualite´ de service graˆce a` l’amendement IEEE
802.11e qui ame´liore conside´rablement la couche MAC IEEE 802.11 traditionnellement
utilise´e en mode best effort. Notre objectif consiste donc a` concevoir un re´seau hybride
IEEE 802.11e/AFDX, afin de ve´hiculer des trafics avioniques sur le support sans fil IEEE
802.11e en garantissant les exigences en termes de fiabilite´ et de contraintes temporelles
des applications avioniques, et ceci pour la maintenance au sol des avions.
Proble´matiques
Les syste`mes de communication avioniques sont soumis a` des contraintes de temps, de
de´terminisme, de se´curite´ et d’inte´grite´ des donne´es. Face a` ces contraintes, l’utilisation
de la technologie IEEE 802.11e pour l’avionique embarque´ pre´sente plusieurs limitations
qui sont lie´es : aux erreurs de transmission dues aux perturbations sur le support de com-
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3munication et aux me´thodes d’acce`s de la norme IEEE 802.11e inadapte´es aux exigences
du re´seau AFDX. Les aspects de la se´curite´ et d’inte´grite´ des donne´es ne sont donc pas
aborde´s dans ce manuscrit, bien que les communications sans fil puissent pre´senter des
faiblesses de se´curite´. Nous avons privile´gie´ l’e´tude et nos contributions sur la garantie de
la qualite´ de service du re´seau IEEE 802.11 pour le transport des flux AFDX.
La norme IEEE 802.11e propose la me´thode HCF (Hybrid Coordination Function)
pour controˆler l’acce`s au support de communication. Cette me´thode est constitue´e de
deux protocoles d’acce`s au me´dium : l’un distribue´ nomme´ ECDA (Enhanced Distributed
Channel Access) et l’autre centralise´ nomme´ HCCA (HCF Controlled Channel Access).
En raison des besoins de de´terminisme des applications avioniques, notre choix s’est porte´
sur la me´thode HCCA qui est une me´thode d’acce`s garantissant une QoS parame´trable
et offrant un de´terminisme d’acce`s moins ale´atoire que celui de la me´thode EDCA. Cette
dernie`re offre un acce`s probabiliste au me´dium avec des possibilite´s de collisions de trames.
Malgre´ les fonctionnalite´s de QoS parame´trables offertes par la me´thode HCCA, elle reste
inapproprie´e face aux trafics AFDX. La norme IEEE 802.11e HCCA a e´te´ de´finie pour des
trafics a` de´bit constant (CBR, Constant Bit Rate), elle n’est pas adapte´e aux transferts
de donne´es a` de´bit variable (VBR, Variable Bit Rate). Les propositions publie´es pour
ame´liorer la me´thode HCCA sont ge´ne´ralement oriente´es vers des applications multime´dias
ou` les contraintes de temps et de criticite´ sont plus souples.
La norme IEEE 802.11e ne propose aucune diffe´renciation de service entre les flux
HCCA. En effet une seule file d’attente est pre´vue pour transmettre les diffe´rents trafics
HCCA. Les trames des flux HCCA sont transmises selon leur ordre d’arrive´e. Une trame
en urgence peut donc eˆtre retarde´e par une trame moins urgente car l’ordonnancement
de re´fe´rence ne pre´voit pas la pre´emption et le re´ordonnancement. La me´thode HCCA
propose un controˆle d’erreur de type ARQ (Automatic Repeat ReQuest) qui n’est pas
adapte´e aux trafics AFDX car la retransmission automatique et successive d’une trame
peut entrainer l’e´che´ance des autres trames en attente de transmission. Ce principe de
controˆle d’erreur est contraire a` la politique d’isolement des erreurs du re´seau AFDX
ou` tout disfonctionnement d’un flux de trafic ne doit pas provoquer une fonctionement
anormal des autres flux.
La me´thode HCCA de re´fe´rence propose un ordonnancement centralise´ adapte´ aux
trafics a` de´bit constant, avec un polling statique des stations et une allocation de bande
passante fixe. Dans le re´seau AFDX, il existe plusieurs flux avioniques par station et
chaque flux dispose de son propre de´bit et de ces propres contraintes temporelles. Il est
donc ne´cessaire de de´finir une politique d’allocation de bande passante et un sche´ma de
polling adapte´ pour chaque flux avionique de chaque station. Plusieurs ame´liorations ont
e´te´ propose´es dans la litte´rature pour surmonter les limitations de l’HCCA de re´fe´rence,
cependant ces contributions sont spe´cifiques pour des applications multime´dias moins
critiques et moins exigeantes temporellement que celles avioniques.
Parmi ces contributions, nous avons e´tudie´ les solutions base´es sur une allocation de
bande passante fixe comme de´fini dans la me´thode HCCA. Ces me´thodes sont ge´ne´rale-
ment base´es sur les caracte´ristiques des trafics en entre´e du re´seau, ce qui leur permet
de pre´voir la bande passante maximale ne´cessaire pour chaque flux de trafic. Mais elles
ne prennent pas en conside´ration le trafic supple´mentaire ge´ne´re´ par la retransmission
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4des trames errone´es. L’utilisation de ces me´thodes ne´cessite une adaptation de la bande
passante alloue´e aux stations pour prendre en compte la retransmission.
Notre attention s’est e´galement porte´ sur les me´thodes d’estimation de charge des files
d’attente et sur les me´thodes de feedback d’informations. Ces me´thodes proposent une
allocation de bande passante variable a` chaque station par unite´ de temps en fonction de
chaque flux et en fonction de l’e´tat de la communication. Cette variabilite´ de la bande
passante entraine une augmentation de la gigue sur la transmission des flux avioniques
mais aussi dans certains cas une augmentation de la latence. Pour utiliser ces me´thodes, il
est donc ne´cessaire de de´finir une politique de gestion de la gigue et de la latence adapte´e
aux flux AFDX sur un support IEEE 802.11.
Contributions
Pour re´pondre aux exigences des trafics AFDX en terme de gigue, de latence et d’iso-
lement des erreurs, nous proposons une me´thode d’acce`s base´e sur l’HCCA appele´e AFS-
HCCA (AFDX Flows Scheduling with HCCA). AFS-HCCA propose deux ordonnanceurs,
(1) un ordonnanceur local nomme´ AWS (AFDX Wireless Scheduler) imple´mente´ sur les
stations et (2) un ordonnanceur centralise´ imple´mente´ par le controˆleur hybride, c’est a`
dire localise´ dans le point d’acce`s.
L’ordonnanceur AWS ame´liore l’ordonnancement de re´fe´rence HCCA base´ sur un prin-
cipe FIFO en inte´grant une me´thode base´e sur la priorisation des flux AFDX pour controˆler
leurs gigues et leurs latences maximales. AWS de´finit e´galement une politique de ges-
tion de la retransmission des trames errone´es. AWS utilise une politique d’allocation de
bande passante de´finie a` partir de la taille de trame maximale, en se basant sur la norme
IEEE 802.11 HCCA. Cette politique induit une sur-allocation de bande passante. Pour
y reme´dier les solutions propose´es sont : l’Optimized Solution avec OAWS et le Released
Bandwidth Solution avec AWS-RB. Afin de comparer exhaustivement nos contributions,
nous appliquons e´galement nos deux solutions a` l’ordonnanceur de re´fe´rence HCCA (RS,
Re´fe´rence Scheduler), ce qui donne respectivement ORS et RS-RB. L’Optimized solution
ame´liore les ordonnanceurs locaux de base (AWS et RS) en proposant une politique de
re´utilisation de la bande passante libre pour la retransmission des trames perdues ou pour
la transmission des trames proches de leur e´che´ance. La Release Bandwidth Solution ame´-
liore AWS et RS, en libe´rant la bande passante non utilise´e. Les re´sultats de simulations
montrent que AWS ame´liore conside´rablement la me´thode HCCA, mais l’ordonnancement
local des trames au niveau des stations n’est pas suffisant pas pour satisfaire toutes les
exigences des flux avioniques. La quantite´ de bande passante alloue´e a` chaque station,
et son instant de polling sont des parame`tres fondamentaux pour s’approcher des meˆmes
performances que celles des transmissions AFDX filaires. Il est donc ne´cessaire de de´finir
un ordonnancement centralise´ au niveau du point d’acce`s, qui a pour roˆle d’allouer les
bandes passantes approprie´es aux stations et de de´finir un sche´ma de polling adapte´.
Nous proposons un ordonnanceur centralise´ spe´cifique qui re´sout les limitations de
l’ordonnancement de re´fe´rence. Notre ordonnanceur centralise´ : (1) alloue a` chaque station
un temps de transmission adapte´ a` ses besoins, (2) construit une liste de polling base´e
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surplus de bande passante a` chaque station pour les trafics en retransmission. Pour ces
trois crite`res, nous proposons deux me´thodes d’ordonnancement. La premie`re utilise des
temps de transmission fixes, calcule´s pour satisfaire les exigences temporelles de tous
les flux. Cette me´thode est nomme´e AFBA (Advanced Fixe BandWidth Allocation). La
deuxie`me me´thode est base´e sur des temps de transmission variables calcule´s en fonction
des arrive´es de trames dans les files d’attente de chaque station, elle est nomme´e VBA
(Variable Bandwidth Allocation).
Nous avons e´value´ les diffe´rentes me´thodes que nous proposons en terme de paquets
perdus, de de´bits utiles et de de´lai d’acce`s maximum. Nous les avons compare´ a` la me´thode
de re´fe´rence de la norme IEEE 802.11e HCCA. Les re´sultats que nous avons obtenus
s’ave`rent globalement tre`s satisfaisants meˆme si bien entendu ils restent en de c¸a des
performances d’une solution filaire.
Organisation de la the`se
Ce manuscrit est structure´ de la manie`re suivante :
Le chapitre 1 pre´sente un e´tat de l’art des diffe´rents domaines technologiques aborde´s
dans cette the`se : les re´seaux industriels et les technologies de re´seaux sans fil, les syste`mes
de communications avioniques et la technologie du re´seau local sans fil IEEE 802.11e.
Dans le second chapitre, nous pre´sentons l’architecture de notre re´seau hybride IEEE
802.11e/AFDX. Nous de´finissons dans ce chapitre la topologie ge´ne´rale de ce re´seau hy-
bride et abordons principalement la proble´matique de l’utilisation de la technologie sans
fil IEEE 802.11e dans l’environnement avionique.
Le chapitre 3 pre´sente nos contributions concernant la proposition AWS (AFDX Wi-
reless Scheduler) permettant un ordonnancement local des flux AFDX.
Dans le chapitre 4, nous pre´sentons l’e´tude analytique des politiques d’ordonnance-
ments centralise´es que nous proposons. Les deux me´thodes AFBA et VBA ame´liorant la
me´thode d’acce`s HCCA sont e´tudie´es et pre´sente´es en de´tail.
Enfin le chapitre 5 est une e´valuation de performances par simulation de l’architecture
hybride propose´e : comparant la me´thode d’acce`s HCCA de re´fe´rence avec les versions
ame´liore´es de l’HCCA que nous avons propose´es.
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1.1 Re´seaux industriels et technologies de re´seaux lo-
caux sans fil
1.1.1 Re´seaux locaux industriels : description
Les re´seaux industriels sont de´sormais incontournables dans l’automatisation des pro-
cessus industriels. Ils trouvent ge´ne´ralement leurs applications dans : les industries ma-
nufacturie`res, la gestion de baˆtiment et la domotique (la surveillance des baˆtiments, le
controˆle d’acce`s, la climatisation, la gestion des appareils e´lectrome´nagers, la gestion de
fluides), les syste`mes embarque´s (aide au pilotage ou a` la conduite de ve´hicule : auto-
mobile, train, avion, . . . ), le transport d’e´nergie ou de fluides (le pilotage des re´seaux de
distribution d’e´lectricite´, de gaz, d’eau, de vapeur, . . . ), etc.
Les re´seaux industriels peuvent eˆtre de´finis comme des re´seaux locaux utilise´s pour
connecter diffe´rentes machines afin d’assurer des fonctions de controˆle de commande, de
surveillance, de supervision, de conduite, de maintenance, dans des contextes de processus
industriels. Les machines connecte´es sont ge´ne´ralement des ordinateurs, des automates
programmables, des appareils de mesures, des e´quipements spe´cifiques (fours, commandes
nume´riques, ascenseurs, robots, ve´hicules commande´s, etc.). Les machines sont relie´es
entre elles graˆce a` : (1) des lignes de communication filaire telles que des caˆbles e´lectriques
et des fibres optiques, (2) des liaisons radios et (3) des e´le´ments d’interface. Les liens de
communication filaires sont les plus utilise´s dans l’automatisation des syste`mes industriels
car ils offrent l’avantage d’eˆtre suˆrs et maˆıtrise´s par rapport aux liens de communication
sans fil et permettent de limiter les perturbations lie´es a` l’environnement. Cependant,
ils peuvent eˆtre un frein pour certaines applications qui requie`rent des fonctionnalite´s de
mobilite´ ou de nomadisme, ou` l’utilisation d’une liaison sans fil peut eˆtre plus avantageuse.
L’aspect de la connexion des machines n’est pas le seul a` conside´rer [119]. Il faut aussi
prendre en conside´ration leur environnement de fonctionnement. En effet le qualificatif
d’industriel pour un re´seau peut e´galement sous-entendre un environnement perturbe´. Cet
environnement peut eˆtre pollue´ par des ondes e´lectromagne´tiques provenant des appareils
(moteur, courant forts, champs magne´tiques, etc), par des vibrations, de l’humidite´, des
produits chimiques, etc [134], [99].
Le dernier aspect des re´seaux industriels a` prendre en conside´ration est les applica-
tions industrielles automatise´es re´parties sur les machines mises en relation par le re´seau.
Les applications industrielles automatise´es recouvrent des domaines multiples et varie´s,
avec des contraintes et des exigences qui leurs sont propres. Les exigences et les besoins
des applications dictent ge´ne´ralement le choix d’un re´seau plutoˆt que d’un autre. Il faut
noter que les besoins des applications diffe`rent selon des crite`res tels que : la taille des
donne´es a` transmettre, les contraintes temporelles, les couˆts acceptables de connexion, les
technologies qu’il est possible de mettre en œuvre, etc. La diversite´ des applications et
des machines utilise´es dans les syste`mes industriels a engendre´e une multitude d’offres de
solutions en re´seaux de communications industriels par exemple les re´seaux : CAN [84]
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[130], CANOpen [21], MAP [101], FIP [120], PROFIBUS [8], MODBUS [74], SERCOS
[1], AFDX [51].
Les solutions propose´es peuvent eˆtre classifie´es en quatre grandes familles en conside´-
rant les fonctions re´alise´es : les re´seaux de terrain, les re´seaux de cellule, les re´seaux de
salle de commande ou d’atelier et les re´seaux d’entreprise ou d’usine [8].
– Les re´seaux de terrain connectent les capteurs, les actionneurs a` des dispositifs tels
que les automates et les re´gulateurs. Les messages transmis sont de petites tailles.
Le trafic ve´hicule´ est ge´ne´ralement pe´riodique avec des contraintes de temps re´el.
– Les re´seaux de machine ou de cellule, parfois appele´s re´seaux interme´diaires, connectent
ge´ne´ralement des e´quipements de commande de robots, de machines-outils, de controˆle
de la qualite´ (lasers, machines de mesure).
– Les re´seaux de salle de commande ou atelier rame`nent aux ope´rateurs les infor-
mations qui leur sont ne´cessaires pour conduire le processus de production, de´-
finir les commandes, ou divers parame`tres pour les re´gulateurs et les automates.
Ils connectent des automates, des syste`mes nume´riques de controˆle-commande, des
syste`mes de supervision, etc. Les e´quipements connecte´s partagent des re´ssources
communes et sont pilote´s par un syste`mes de commande global, centralise´ ou non.
– Les re´seaux d’usine ou d’entreprise irriguent l’ensemble de l’usine, interconnectant
les ateliers, les cellules avec les bureaux d’e´tudes, avec les services administratifs,
commerciaux et financiers de l’entreprise.
Figure 1.1 – Classification des bus de terrain selon la pyramide CIM
Certains re´seaux industriels sont spe´cifiquement de´die´s a` des domaines d’application
particuliers tels que : le tertaires ou l’immotique (EIB, Batibus), l’ae´ronautique (ARINC),
les processus continus (HART, Profibus, PA, Fiedbus) ou les applications embarque´es dans
le monde des transports (CAN et FlexRay pour l’automobile, TCN pour les trains).
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Les caracte´ristiques et les besoins des re´seaux industriels de´pendent donc ge´ne´rale-
ment des domaines d’application, cependant il existe des caracte´ristiques et des besoins
spe´cifiques aux syste`mes industriels. Dans la sous-section suivante, nous pre´sentons les
principaux besoins et les caracte´ristiques des syste`mes industriels.
1.1.2 Principaux besoins des syste`mes industriels automatise´s
Les besoins des syste`mes industriels automatise´s sont lie´s a` leurs domaines d’applica-
tion.
Par exemple [119], dans une industrie a` processus continu (agroalimentaire, side´rur-
gique : fonderie, acie´rie, laminage), on retrouvera des besoins caracte´ristiques des re´seaux
de terrain assurant en priorite´ le trafic temps re´el entre les capteurs, les controˆleurs et les
actionneurs. Les exigences du syste`me de´pendent de la criticite´ de l’application conside´-
re´e, qu’elle soit exprime´e en terme de qualite´ des produits, de se´curite´ des personnes, des
machines et de l’environnement. Des supports et des caˆblages particuliers peuvent eˆtre
ne´cessaires selon l’environnement (parasites e´lectromagne´tiques, pre´sence de liquides ou
de produits chimiques, tempe´ratures extreˆmes). Des redondances du support de commu-
nication et de certains e´quipements sont parfois ne´cessaires pour garantir une qualite´ de
service et une disponibilite´ permanente du syste`me.
Par contre dans les applications de gestion de baˆtiment (surveillance des baˆtiments,
controˆle d’acce`s, etc), cela rele`ve plus du suivi, de l’observation que de la commande. Des
came´ras ou des microphones sont utilise´s pour la te´le´surveillance. Ces syste`mes utilisent
des capteurs pour l’ouverture et la fermeture des portes, pour l’allumage et l’extinction de
lampes, pour le controˆle de la tempe´rature, etc. Les conditions environnementales ne sont
pas difficiles : pas de vibrations, pas de produits chimiques, ni de tempe´ratures extreˆmes.
Quelque soit le domaine d’application, les besoins et les caracte´ristiques des syste`mes
industriels exigent la fiabilite´ du syste`me de communication pour respecter les contraintes
temporelles des applications et la se´curite´ des donne´es. Les principaux besoins des syste`mes
industriels sont :
– La disponibilite´ et la fiabilite´ des communications : afin de garantir la continuite´
de la communication en cas de perturbation du syste`me (ex : pannes, fort champs
magne´tique, vibrations, attaques chimiques, humidite´, poussie`re, forte tempe´rature,
etc.)
– La garantie de performance (QoS) : Les exigences temporelles entre l’utilisation des
commandes et leurs exe´cutions doivent eˆtre satisfaites (latence et gigue borne´es).
– La pre´dictibilite´ des performances du re´seau (de´terminisme) : cela consiste a` ve´rifier
soit par simulation, soit par une me´thode formelle si le syste`me peut fournir les
performances attendues et s’il autorise un ajustement facile de l’infrastructure pour
satisfaire les performances.
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– La se´curite´ et la suˆrete´ des donne´es : les applications industrielles ont des besoins
de disponibilite´ et d’inte´grite´ des donne´es.
Les applications industrielles ainsi que leurs besoins ont beaucoup e´volue´ en particu-
lier graˆce a` l’essor de l’informatique, de l’e´lectronique et des syste`mes de communication
industriels. En raison du succe`s des technologies sans fil dans le monde de l’entreprise et
du grand public [128], de nouveaux besoins sont ne´s dans l’industrie automatise´. Les tech-
nologies sans fil sont devenues tre`s attractives dans le milieu industriel avec les besoins
de mobilite´, de flexibilite´ du re´seau, de re´duction du caˆblage, du temps d’installation
et de configuration [134] [124] [135]. Nous pre´sentons dans la sous-section suivante les
technologies sans fil dans l’environnement industriel.
1.1.3 Technologies de re´seaux sans fil dans le milieu industriel
Les avantages des communications sans fil ont motive´ le de´ploiement d’un certain
nombre de technologies sans fil dans l’environnement industriel, en particulier les normes
IEEE 802.11, ISA100, WirelesHART, ... . En effet, la possibilite´ de pouvoir connecter
des pe´riphe´ries sans utiliser de support filaire, constitue un gain en terme de couˆt de
caˆblage, de temps d’installation et surtout de facilite´ d’utilisation graˆce a` la mobilite´. Les
technologies sans fil peuvent aussi faciliter l’installation et la reconfiguration du syste`me
de communication. Elles changent l’acce`s aux e´quipements et autorisent une plus grande
flexibilite´ du syste`me de communication. Par exemple, dans les syste`mes de production
industrielle, en cas de panne d’une machine, le sche´ma de production peut eˆtre re´organise´
sur le court terme, tout en respectant les contraintes temps re´el du syste`me. Dans les
environnements hostiles ou` le caˆblage peut eˆtre de´te´riore´ ou geˆnant, l’utilisation d’une
transmission sans fil peut s’ave´rer un bon compromis.
Cependant en raison des proprie´te´s des canaux de transmissions radio, il est difficile
de satisfaire les exigences strictes des applications industrielles en terme de fiabilite´ (se´-
curite´, surete´...) et de contraintes temporelles [27]. Malgre´ les proprie´te´s des canaux de
transmissions radios, les technologies de re´seaux locaux sans fil restent tre`s attractives
pour les syste`mes industriels. En effet, la cre´ation du consortium ”Fly-By-Wireless Sector
Consurtium” par l’organisation CANEUS [13] en est un exemple. Ce consortium a pour
mission de promouvoir l’utilisation des technologies de re´seaux sans fil dans l’industrie
ae´rospatiale afin de limiter le caˆblage et les connecteurs. L’organisation CANEUS vise a`
fournir des services fiables, a` faible couˆt, et des alternatives plus performantes pour les
ve´hicules ae´ronautiques. En dehors du domaine ae´ronautique, d’autres projets industriels
utilisent la technologie sans fil, comme exemple le Projet FlexWARE [28] (Flexible Wi-
reless Automation in Real-Time Environments). Ce projet vise a` mettre en œuvre une
nouvelle plate-forme de communication temps re´el base´e sur diffe´rentes technologies de
re´seaux sans fil pour la mobilite´ ou le nomadisme, la localisation, la flexibilite´ et l’e´voluti-
vite´ du syste`me, le faible couˆt avec une re´duction du caˆblage, la facilite´ de configuration
et de maintenance.
Malgre´ l’inte´reˆt porte´ aux technologies de re´seaux sans fil, il est peu probable qu’a`
court et a` moyen terme qu’elles puissent remplacer totalement les re´seaux industriels
filaires a` fort de´terministe en raison des proprie´te´s du me´dium radio. Ces technologies sans
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fil cohabitent avec les syste`mes de communication filaires permettant ainsi l’existence de
sous-syste`mes sans fil tels que des syste`mes de localisation ou de maintenance [30].
Nous pre´sentons dans la sous-section suivante quelques exemples d’utilisation future ou
re´elle des technologies locales sans fil dans le milieu industriel. Nous pre´sentons, ensuite les
contraintes lie´es a` la transmission radio dans le milieu industriel. Nous effectuons ensuite
une description des principales technologies de re´seau sans fil utilise´es dans le milieu
industriel. Nous terminons enfin cette sous-section par une comparaison de ces diffe´rentes
technologies.
1.1.3.1 Exemple d’utilisation des technologies sans fil dans les syste`mes in-
dustriels
La facilite´ d’acce`s, la mobilite´, la flexibilite´, les faibles couˆts, la simplicite´ d’installation
et de configuration des syste`mes de transmission sans fil, ont fortement motive´ leur utili-
sation dans les syste`mes industriels. Parmi les cas d’application des technologies sans fil
dans l’industrie, nous pouvons citer : la localisation, le guidage de ve´hicules automatise´s
et les syste`mes de gestions des entrepoˆts.
– La localisation : dans les syste`mes de fabrication, les transmissions sans fil peuvent
eˆtre utilise´es a` des fins de surveillance, elles permettent d’identifier et de localiser
les dispositifs mobiles (ve´hicules, robots, etc.) [28].
– Guidage des ve´hicules automatise´s : les ve´hicules te´le´guide´s sont ge´ne´ralement des
robots en mouvement ou de petite voiture [28]. Ils sont utilise´s dans des applications
industrielles pour de´placer du mate´riel autour d’installations de fabrication, des
entrepoˆts, des syste`mes de tri et de distribution.
– Les syste`mes de gestion des entrepoˆts : Ces syste`mes peuvent be´ne´ficier d’une re´-
duction du couˆt de caˆblage et d’une tre`s grande flexibilite´ graˆce a` l’absence de fil
permettant ainsi l’utilisation de ve´hicules te´le´guide´s ou de robots mobiles pour le
stockage et la re´cupe´ration des produits. La localisation des dispositifs permettra
une meilleure gestion de la manutention des marchandises [28].
Il est difficile de re´aliser ces types d’applications si les technologies de communication
filaires sont utilise´es, a` moins de faire des compromis sur certaines des caracte´ristiques du
syste`me. Par exemple, la mobilite´ comple`te des dispositifs d’un syste`me reste peu possible
avec les technologies filaires. Seule une mobilite´ limite´e et pre´de´finie est envisageable, elle
est de´termine´e par la longueur du fil de connexion.
Il existe donc de fortes probabilite´s que les technologies de re´seaux locaux sans fil soient
de plus en plus utilise´es dans les environnements industriels. Cependant leur utilisation
doit eˆtre suivie par une garantie des exigences des applications industrielles.
Les technologies de re´seaux locaux et personnels (WLAN et WPAN) actuels ont e´te´
de´veloppe´es pour des applications Internet ou destine´es a` l’entreprise et au grand public.
Elles supportent ge´ne´ralement le mode Best-Effort, meˆme si certaines technologies de re´-
seau local sans fil comme la norme IEEE 802.11e offre certaines fonctionnalite´s de QoS.
Cependant ces fonctionnalite´s sont oriente´es pour des applications multime´dias moins
contraintes temporellement et moins critiques que les applications industrielles. Les tech-
nologies WLAN et WPAN actuelles n’offrent pas de garantie de temps re´el, ni de de´ter-
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minisme d’acce`s au me´dium [128], [27] et [70]. Ces limitations des technologies de re´seaux
locaux sans fil sont lie´es au support de communication sans fil utilise´, mais aussi aux me´-
thodes d’acce`s utilise´es. Par ailleurs leur utilisation ne´cessite une adaptation au contexte
industriel. Ainsi des technologies sans fil telles que ISA100 et WirelessHart ont e´te´ e´la-
bore´es pour re´pondrent a` des besoins industriels. Nous pre´sentons dans la sous-section
suivante les limitations lie´es a` la transmission radio dans un milieu industriel.
1.1.3.2 Limites des technologies des re´seaux locaux sans fil dans les syste`mes
industriels
L’utilisation des technologies des re´seaux locaux sans fil est tre`s prometteuse pour
le de´ploiement de nouvelles applications dans les syste`mes industriels telles que la lo-
calisation, la mobilite´, le controˆle ou la maintenance de dispositifs difficiles d’acce`s. Les
technologies des re´seaux locaux sans fil sont ge´ne´ralement couple´es a` des re´seaux filaires,
cependant, elles pre´sentent quelques limitations principalement lie´es aux proprie´te´s des
supports de communication sans fil et a` leurs protocoles d’acce`s au me´dium sans fil [126].
Parmi les principales proprie´te´s des supports de communication sans fil, nous identifions :
– Le Path Loss : Il repre´sente l’affaiblissement de propagation. En effet la puissance
du signal radio diminue avec la distance entre l’e´metteur et le re´cepteur. Cette dimi-
nution est connue sous le nom de Path Loss. La magnitude du Path Loss de´pend de
plusieurs parame`tres, y compris de la technologie de l’antenne, des fre´quences utili-
se´es, des caracte´ristiques physiques et des conditions environnementales (re´flexions,
diffractions et absorptions et multi-trajets) [41], [86].
– La communication en mode Half-Duplex : elle se caracte´rise par une liaison dans
laquelle les donne´es sont ve´hicule´es dans un sens ou l’autre, mais pas simultane´ment.
Ce mode de fonctionnement permet d’avoir une liaison bidirectionnelle utilisant la
capacite´ totale de la ligne. Cependant lorsqu’une station veut transmettre, elle doit
s’assurer que le support de communication est disponible, ce qui repre´sente une
latence supple´mentaire par rapport aux syste`mes de communication en Full-Duplex.
– Les overheads de la couche physique : ils sont constitue´s par le pre´ambule de la
couche physique. Le pre´ambule permet la de´tection du de´but de la trame, la syn-
chronisation de la trame et la prise du support de communication pour l’e´mission.
Le pre´ambule est constitue´ de deux parties : les bits de synchronisation et le de´-
limiteur de de´but de trame. Pour permettre au re´cepteur d’acque´rir le pre´ambule
malgre´ la de´gradation du canal de communication, la majeure partie des syste`mes
sans fil ajoutent une se´quence supple´mentaire au pre´ambule. Les overheads de la
couche physique sont beaucoup plus faibles sur les supports de transmission filaire
que ceux en sans fil, par exemple, la trame 802.11 DSSS a un pre´ambule de 144 bits
(128 bits de synchronisation et 16 bits de de´limiteur de de´but de trame) alors que
la trame 802.3 n’a besoin que de 64 bits (56 bits de synchronisation et 8 bits de
de´limiteur de de´but de trame).
– Les erreurs de transmission : elles sont fre´quentes dans les syste`mes de communica-
tion sans fil. Durant les transmissions sans fil, les signaux peuvent eˆtre soumis a` des
re´flexions, des diffusions, des interfe´rences, etc, ce qui peut entrainer une alte´ration
des donne´es transmises.
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– La variabilite´ des performances du support de communication : l’environnement des
re´seaux sans fil n’est pas stable. Lorsque les caracte´ristiques du canal se de´gradent («
shadow fading », forte re´flexion, bruit fort, . . . ), le de´bit de transmission change pour
s’accommoder aux conditions de´grade´es de communication. On parle alors de de´bit
de repli, c’est-a`-dire que l’on transmet moins de bits sur le meˆme temps symboˆle
(ajustement de la modulation).
Malgre´ les contraintes lie´es a` la communication radio, les technologies de re´seaux lo-
caux sans fil restent tre`s attractives dans l’environnement industriel automatise´, en vu
des avantages qu’elles apportent en particulier la mobilite´, la localisation, le faible couˆt
des e´quipements, la facilite´ d’installation et de maintenance et la flexibilite´ du syste`me
de communication. Dans des environnements tels que l’ae´ronautique, les technologies de
re´seaux locaux sans fil peuvent eˆtre tre`s inte´ressantes couple´es avec le re´seau filaire avio-
nique. Elles peuvent eˆtre utilise´es pour des applications telles que : la surveillance de
l’e´tat de la structure et du fuselage de l’avion, la surveillance du moteur et les tests de
maintenance des e´quipements avioniques a` bord.
Dans la sous-section suivante, nous pre´sentons les technologies de re´seaux locaux sans
fil habituellement utilise´es dans le milieu industriel.
1.1.3.3 Principaux re´seaux sans fil industriels
Les technologies de re´seaux sans fil les plus rencontre´es dans le milieu industriel sont na-
turellement celles utilise´es dans l’entreprise et dans le milieu du grand public. Elles sont na-
turellement repre´sente´es par les technologies de re´seaux personnels sans fil (WPAN, Wire-
less Personal Area Network) telles que : l’IEEE 802.15.1/Bluetooth et l’IEEE 802.15.4/Zig-
Bee, et les technologies de re´seaux locaux sans fil tel que la famille IEEE 802.11/WiFi.
Le choix de ces technologies sans fil est guide´ par leur standardisation, la disponibilite´
des produits commerciaux, leur prix bon marche´ et l’utilisation de bandes de fre´quences
libres ne ne´cessitant pas de licence d’exploitation.
Il existe e´galement des technologies sans fil de´veloppe´es par des groupes de travail
spe´cialise´s dans les applications industrielles, parmi lesquelles nous pouvons citer : Wire-
lessHART [129] et ISA100 [52].
1.1.3.3.1 Technologie IEEE 802.15.1/Bluetooth : Bluetooth [5] est une techno-
logie de re´seaux locaux sans fil personnels conc¸ue pour remplacer la connectivite´ filaire
entre les dispositifs tels que : les ordinateurs, les imprimantes, les scanners, les claviers, les
oreillettes, les souris, les te´le´phones portables, les lecteurs de code-barres, etc. Elle utilise
une technique radio a` courte distance (10-15 me`tres) pour les connexions entre les dispo-
sitifs e´lectroniques. Elle offre un de´bit de 1 Mbps avec la version 1.2. Ce de´bit maximale
est ame´liore´ a` 3 Mbits/s par La version 2.1+EDR. Bluetooth utilise la bande de fre´quence
ISM (Industrie, Science et Me´dical) a` 2,4 GHz.
Les topologies du re´seau Bluetooth sont organise´s point a` point ou en piconets. Un
piconet est de´finit comme un mini-re´seau qui est organise´ selon une topologie en e´toile
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constitue´e d’un «maˆıtre» et jusqu’a` sept «esclaves». Le «maˆıtre» controˆle le trafic entrant
et sortant des «esclaves». Il joue le roˆle d’ordonnanceur. La communication est directe
entre le «maˆıtre» et un «esclave». Les «esclaves» ne peuvent pas communiquer directe-
ment entre eux, ils doivent ne´cessairement passer par le maˆıtre. Le «maˆıtre» utilise un
ordonnancement TDMA/TDD (Time Division Multiple Access/Time Division Duplex)
pour ge´rer les transmissions sur le support sans fil. IL controˆle l’horloge et alloue des
intervalles de temps de longueur constante (625µs), aux esclaves actifs [5]. Dans un tel
sche´ma TDMA, la collision des trames est e´vite´e. Un esclave peut eˆtre membre de plu-
sieurs piconet, c’est-a`-dire avoir plusieurs «maˆıtre», mais un seul est actif a` un instant t.
Les diffe´rents piconets peuvent donc eˆtre relie´s entre eux. Le re´seau ainsi forme´ est appele´
un scatternet [5].
Bluetooth est un re´seau dote´ d’un protocole inte´ressant dans les environnements in-
dustriels, ceci duˆ au fait qu’il a e´te´ conc¸u dans un objectif, pour re´duire les couˆts pour
les communications a` faibles de´bits. Cependant, l’utilisation du protocole Bluetooth pour
les applications industrielles est limite´e par le nombre de nœud autorise´ dans un piconet
limite´ a` sept. Les faibles de´bits de donne´es peuvent eˆtre une limitation pour certaines
applications industrielles bien que l’on puisse atteindre un de´bit re´el de 4 Mbps dans les
versions 3 et 4. Finalement, Bluetooth n’imple´mente pas de me´thode prenant en conside´-
ration les e´che´ances dans l’ordonnancement des paquets [25]. Il offre aucun traitement de
priorisation des flux. Bien que le protocole Bluetooth obtienne des latences ge´ne´ralement
faibles, ceci n’est pas une condition suffisante pour fournir une garantie de temps re´el en
terme d’e´che´ance.
1.1.3.3.2 Technologie IEEE 802.15.4/ZigBee : ZigBee est une technologie de re´-
seau sans fil personnel destine´e a` l’e´lectronique embarque´e a` tre`s faible consommation
e´nerge´tique. Elle trouve ses applications, tant sur le marche´ grand public des re´seaux
sans fil domestiques, que dans le secteur industriel (capteurs, commandes a` distance etc.).
ZigBee est utilise´ pour les re´seaux sans fil de courte porte´e et permet de re´aliser des trans-
ferts de donne´es a` des de´bits compris entre 20 et 250Kbits/s selon la bande de fre´quence
utilise´e. La technologie IEEE 802.15.4/ZigBee peut eˆtre utilise´e par exemple dans la te´le´-
rele`ve. L’une des particularite´s de ZigBee et de la norme IEEE 802.15.4 [115] est sa tre`s
faible consommation e´nerge´tique. Ceci graˆce a` un mode de fonctionnement appele´ ”doze”
ou ”somnolence” qui implique une faible utilisation protocolaire du me´dium.
La norme IEEE 802.15.4 et ZigBee pre´voient deux types de dispositifs : le FFD (Full-
Function Device) incorporant la totalite´ de la spe´cification ZigBee (IEEE 802.15.4), et
le RFD (Reduced-Function Device) aux fonctionnalite´s alle´ge´es permettant de re´duire
la consommation e´nerge´tique. Une entite´ FFD peut fonctionner comme un coordinateur
du re´seau ou comme un simple nœud terminal. Il ne´cessite ge´ne´ralement une source non
contrainte e´nerge´tiquement. Par contre une entite´ RFD est toujours conside´re´e comme un
nœud terminal (ex : capteur embarque´) [115]. La norme pre´voit plusieurs topologies, les
principales sont : l’e´toile (star) et le point a` point (peer to peer). D’autres topologies plus
complexes, maille´es ou cluster tree, peuvent aussi eˆtre e´labore´es graˆce aux fonctionnalite´s
de la couche re´seau de ZigBee.
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La pile protocolaire ZigBee suit les recommandations du mode`le OSI (Open Systems
Interconnections) en terme de se´paration des roˆles attribue´s aux diffe´rentes couches. La
pile ZigBee reprend les couches 1 et 2 normalise´es de la norme IEEE 802.15.4 et ajoute ses
propres couches supe´rieures, notamment la couche Re´seau (NWK) et la couche Application
(APL) [115].
Le protocole MAC IEEE 802.15.4 fourni deux modes de fonctionnement :
– Le mode sans ”beacon”1, ou` la couche protocolaire utilise le CSMA/CA non slotte´,
– Le mode avec beacon, ou` les trames de beacon sont envoye´es pe´riodiquement par le
coordinateur du re´seau, il synchronise tous les nœuds associe´s. Pour la gestion de
l’acce`s au me´dium, l’espace temps est de´coupe´ en deux pe´riodes : la pe´riode active
et la pe´riode non active. La pe´riode active est appele´e supertrame, elle est elle-
meˆme de´coupe´e en deux sous-pe´riodes : une pe´riode d’acce`s avec contention ou CAP
(Contention Access Period) et une pe´riode d’acce`s controˆle´e ou CFP, Contention
Free Period. La CFP est constitue´e d’au plus de sept intervalles de temps nomme´s
GTS, Guaranteed Time Slot qui sont exclusivement alloue´s aux nœuds associe´s.
La norme IEEE 802.15.4 dispose de caracte´ristiques technologiques inte´ressantes pour
une utilisation dans le milieu industriel. En effet au niveau de la couche physique la norme
utilise un sche´ma de codage, destine´ aux faibles de´bits de donne´es, tre`s robuste contre les
bruits et les interfe´rences compare´ a` ceux utilise´s par la famille IEEE 802.11. Le mode de
fonctionnement ”beaconed”autorisant l’allocation des GTSs peut eˆtre utilise´ pour garantir
une bande passante donne´e ou de´finir un de´lai d’acce`s maximal pour chaque nœud. Ces
caracte´ristiques font que l’IEEE 802.15.4 est ge´ne´ralement conside´re´e comme l’un des
choix les plus adapte´s aux applications contraintes temporellement pour les re´seaux de
capteurs [128].
Toutefois le faible de´bit de donne´es peut eˆtre un frein pour certaines applications
industrielles. Une faible e´volutivite´ du re´seau existe pour les trafics temps re´els en raison
du nombre limite´ de GTS (sept au plus) dans chaque supertrame. Dans le mode ”beaconed”,
des collisions de beacons peuvent avoir lieu lorsque deux ou plusieurs WPAN 802.15.4
proches fonctionnent sur la meˆme bande fre´quence. En effet le coordination n’effectue
aucune e´coute de la porteuse en transmettant sa trame ”beacon”.
1.1.3.3.3 Technologie IEEE802.11/WiFi : La norme IEEE 802.11 a e´te´ initiale-
ment de´veloppe´e par l’IEEE en 1997 [102] et re´vise´e en 2003 [105] puis en 2007 [109].
Les bandes de fre´quence choisies pour communiquer sont le 2.4GHz et 5GHz. La norme
imple´mente les deux premie`res couches basses du mode`les OSI. Elle utilise deux modes
de fonctionnement : le mode ad-hoc et le mode avec infrastructure. Avec le mode ad-hoc
les stations communiquent entre elles sans aucune infrastructure re´seau ni aucun controˆ-
leur d’acce`s au re´seau. Dans le cas d’un fonctionnement en mode infrastructure, le re´seau
dispose d’un point d’acce`s qui controˆle l’acce`s au support de communication, il sert aussi
d’interface entre le re´seau filaire et le re´seau sans fil.
Plusieurs groupes de travail ont participe´ a` la cre´ation et a` l’ame´lioration de la norme
IEEE 802.11, ce qui a donne´ naissance a` plusieurs versions. Chaque version apporte une
contribution particulie`re a` la norme de base. Les diffe´rentes versions peuvent eˆtre regrou-
1. balise d’identification
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pe´es en deux groupes : un premier pour celles qui apportent une contribution sur les de´bits
de transmission et sur la couche physique, et un second groupe pour celles qui ame´liorent
les fonctionnalite´s MAC de l’IEEE 802.11. Le premier groupe est constitue´ par les versions
IEEE802.11b, IEEE802.11a, IEEE802.11g et IEEE802.11n, lie´es aux caracte´ristiques de
transmission.
– L’IEEE 802.11b est la premie`re version a` eˆtre largement de´ploye´e. Elle ope`re dans
la bande de fre´quence ISM 2.4 GHz et autorise un de´bit maximum the´orique de
11Mbps. La couche physique utilise le HR/DSSS (High Rate/Direct Sequence Spread
Spectrum (DSSS)) [104].
– L’IEEE 802.11a utilise les meˆmes re`gles de fonctionnement que la norme de base.
Sa couche physique ope`re dans la bande de fre´quence des 5GHz et utilise la modu-
lation OFDM (Orthogonal Frequency-Division Multiplexing). Elle propose un de´bit
physique maximum de 54 Mbps [103].
– L’IEEE 802.11g fonctionne dans la bande des 2,4 GHz et utilise aussi bien le DSSS
que l’OFDM. Elle est compatible avec l’IEEE 802.11b et offre un de´bit maximal de
54 Mbps [106].
– L’IEEE 802.11n a pour objectif d’atteindre au moins un de´bit proche de celui du
«Fast Ethernet». Un de´bit de 150 Mbps est pre´vu en utilisant la technique du MIMO
(Multiple-Input Multiple-Output) [113]. Cette norme fonctionne sur les bandes de
fre´quences 2.4GHz et 5GHz. La technique de modulation utilise´e est e´galement
l’OFDM mais en mode multi-canaux.
Les versions du second groupe ont pour but d’ame´liorer les fonctionnalite´s de la couche
MAC. Chaque ame´lioration a un objectif particulier tel que : la se´curite´, le roaming, la
qualite´ de service, etc. Les versions les plus inte´ressantes pour les re´seaux industriels sont :
802.11i, 802.11e, 802.11r, 802.11v, 802.11k.
– L’IEEE 802.11i a e´te´ imple´mente´e afin d’ame´liorer la se´curite´ dans le re´seau et de
remplacer l’algorithme WEP (Wired Equivalent Privacy) devenu obsole`te. Elle a e´te´
publie´ en 2004 en inte´grant des me´canismes d’authentification forte et de chiffrement
base´ sur l’algorithme AES (Advanced Encryption Standard) [107].
– L’IEEE 802.11e, cette version a e´te´ publie´e en 2005 et de´finie la qualite´ de service
pour la couche MAC de l’IEEE 802.11 de base. Elle a e´te´ conc¸ue pour supporter des
applications contraintes temporellement telles que la voix et la vide´o [108].
– L’IEEE 802.11r, a e´te´ publie´ en 2008. Elle ame´liore le roaming de la 802.11 legacy en
de´finissant un roaming permettant le support des communications temps re´el telle
que la VoIP [111].
– L’IEEE 802.11v, a e´te´ cre´e pour ame´liorer les services de gestions des dispositifs sans
fil. Elle permet de simplifier la gestion du re´seaux sans fil et permet la configuration
des dispositifs sans fil [114].
– IEEE 802.11k-2008 est un amendement a` la norme IEEE 802.11-2007 standard pour
la gestion des ressources radio. Il de´finit et donne les informations sur le radio et sur
le re´seau pour faciliter la gestion et la maintenance des dispositifs sans fil dans le
re´seau local sans fil [112].
Contrairement a` Bluetooth et ZigBee, l’IEEE 802.11 a e´te´ conc¸ue pour la transmission
de trames de large taille. Ceci implique une utilisation de cette norme pour transmettre
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des trames de petite taille donne des performances non optimales. En effet, la transmis-
sion de paquets de petite taille comme pour la plus part des bus de terrain, entraine une
forte diminution du de´bit utile. Cette diminution est due aux overheads de transmission
des paquets, aux erreurs de transmission et a` la me´thode d’acce`s base´e sur le protocole
CSMA non de´terministe. L’IEEE 802.11 est base´e sur deux me´thodes d’acce`s : le DCF
(Distributed Coordination Function), qui est une me´thode d’acce`s distribue´e base´e sur le
CSMA/CA, et le PCF (Point Coordination Function), qui est une me´thode d’acce`s controˆ-
le´e [109]. Le DCF a e´te´ conc¸u pour supporter des trafics en mode «Best Effort» ; les trafics
non contraints temporellement et non pe´riodiques. Le PCF vise a` fournir une meilleure
qualite´ de service, avec un acce`s au me´dium controˆle´ et une gestion de l’allocation de la
bande passante. Malgre´ cela le PCF rencontre des difficulte´s a` supporter des services pe´rio-
diques. Pour une meilleure gestion des trafics contraints temporellement, l’IEEE 802.11e
ame´liore le protocole MAC de base. Elle propose l’HCF (Hybrid Coordination Function)
qui englobe deux me´thodes d’acce`s : une premie`re nomme´ EDCA (Enhanced distributed
channel access), de´finie comme une ame´lioration du DCF et une seconde nomme´e HCCA
(HCF Controlled Channel Access) ame´liorant le PCF. De nombreux travaux ont e´te´ mene´s
sur les me´thodes d’acce`s de l’IEEE 802.11e afin d’ame´liorer leurs performances. Cependant
la grande majorite´ des contributions sont destine´es aux applications multime´dias (voix et
vide´o).
1.1.3.3.4 Standards des re´seaux sans fil industriels : Les activite´s de standardi-
sation des technologies sans fil industrielles ont e´te´ observe´es depuis 2005. L’IEC 61784-2
(International Electrotechnical Commission), de´crit notamment comment transmettre les
trames du re´seau PROFINET IO par une liaison sans fil en utilisant Bluetooth ou IEEE
802.11 (g et h) [45]. L’IEC 61784-2 ne propose aucune mesure spe´cifique pour augmenter
la robustesse de ces normes face aux respects des exigences et des conditions de l’environ-
nement industriel. De plus, il n’existe aucun test de spe´cification disponible d’un point de
vue industriel pour l’interope´rabilite´ des e´quipements.
En 2006, l’ISA (Internationnal Society of Automation) e´tablie un groupe de travail
qui traite des communications sans fil dans l’industrie. L’ISA a constitue´ un comite´ de
standardisation, l’ISA100 [52] [53], visant a` de´finir une famille de standards cohe´rents
et interope´rables, facilitant la mise en œuvre des solutions sans fil dans le monde des
automatismes et du controˆle, notamment au niveau du bus de terrain. Elle utilise la radio
base´e sur la norme IEEE 802.15.4-2006 a` 2.4GHz identique a` celle Zigbee. La premie`re
version de ce standard, l’ISA100.11 a e´te´ approuve´e par le Comite´ ISA100 en juillet 2009
et est en cours de ratification officielle au sein de l’ISA avant transmission a` l’ANSI.
En 2008, la spe´cification WirelessHART [129] a e´te´ publie´e dans IEC/PAS 62591Ed.1,
elle utilise les fre´quences radio de la norme IEEE 802.15.4 a` 2.4GHz. Elle inclut plusieurs
caracte´ristiques pour ame´liorer la fiabilite´ des communications dans un environnement
industriel ; en particulier le routage redondant (diversite´ spatiale), la coexistence avec les
autres technologies sans fil locales, les communications synchronise´es temporellement, la
se´curite´, l’e´nergie avec des dispositifs purement sans fil et sans source de puissance filaire.
WirelessHART est adresse´e aux applications a` faible performance et a` faible consommation
e´nerge´tique.
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1.1.3.3.5 Comparaison entre les principales technologies de re´seaux sans fil
industriels : Dans cette partie nous pre´sentons une analyse comparative entre les prin-
cipales technologies sans fil utilise´es dans le milieu industriel [128] : l’IEEE 802.15.1/Blue-
tooth, l’IEEE 802.15.4 et les IEEE 802.11a/b/g. Ces technologies pre´sentent des avan-
tages comme des inconve´nients selon les sce´narios de´finis et les applications supporte´es.
Par exemple les syste`mes base´s sur l’IEEE 802.11 sont plus adapte´s pour la transmission
de grande quantite´ de donne´es. L’IEEE 802.15.4 quant a` elle est plus adapte´e aux com-
munications a` faible consommation d’e´nergie, a` une utilisation de petits paquets et a` une
faible pe´riodicite´ de la communication. Bluetooth se positionne entre la norme 802.11 et
la norme 802.15.4 en offrant une consommation d’e´nergie re´duite par rapport a` la norme
IEEE 802.11 et avec des de´bits supe´rieurs a` ceux de l’IEEE 802.15.4 (voir la Table 1.1).
- IEEE802.15.1 IEEE802.15.4 IEEE.11a/g
/Bluetooth /Zigbee
Porte´e 10-100m 100m 50-100m
De´bit maximal 1 Mbit/s - 250 Kbit/s 54 Mbit/s
4Mbit/s (versions 3 et 4)
Consommation Faible Tre`s faible Moyen
e´nerge´tique
Donne´es pe´riodiques Oui (de´pend de l’algo- Oui Oui
rithme de scrutation)
Retransmissions Oui Oui Oui
FEC (Forward Disponible Non Non
Error Correction)
Table 1.1 – Tableau comparatif des technologies sans fil utilisables dans l’industrie
Bien que ces technologies puissent eˆtre utilise´es dans le milieu industriel, aucune d’entre
elles ne peut garantir un niveau de performance semblable aux technologies des re´seaux
filaires industriels actuels. Ceci est principalement duˆ aux proprie´te´s intrinse`ques du me´-
dium sans fil pour les communications radio. Cependant, en plus des limitations lie´es aux
caracte´ristiques des supports de communication sans fil, il est ne´cessaire de prendre en
conside´ration celles lie´es aux protocoles d’acce`s au me´dium. Des solutions sans fil ont e´te´
propose´es pour les applications temps re´el, cependant elles concernent la plupart du temps
la voix et la vide´o. La voix peut tole´rer une latence d’environ 150ms avec un taux de perte
de paquet allant jusqu’a` 1 %, tandis que les applications industrielles ont ge´ne´ralement
une latence comprise entre 1ms et 10ms et ne tole`re aucune perte de paquets. Des e´tudes
ont e´te´ propose´es dans la litte´rature afin de permettre une utilisation des technologies de
re´seaux locaux sans fil dans l’automatisation des applications industrielles et nous avons
re´alise´ une synthe`se.
Hou Wei-yan [43] propose un protocole MAC base´ sur l’utilisation d’un jeton temporise´
afin d’ame´liorer l’IEEE 802.11 MAC. Maadani [70] utilisent la technique de communica-
tion nume´rique « Spatial multiplexing » du MIMO (Multiple-Input Multiple-Output)
[113] couple´e avec l’IEEE 802.11e EDCA [108]. Les auteurs ont montre´ que meˆme en sa-
ture´, ils obtiennent de meilleurs re´sultats compare´ a` ceux l’IEEE 802.11e EDCA. Yangbo
[134] propose une technique d’ordonnancement de´terministe pour l’IEEE 802.11 base´e sur
un principe TDMA. Ils utilisent une couche «deterministic scheduling», entre la couche
MAC et la couche LLC. Leur mode`le consiste a` de´couper « l’intervalle beacon » en quatre
pe´riodes : la «Startup stage», phase de maintenance du re´seau, la «Periodic message
stage», pour la transmission des messages pe´riodiques, la «Nonperiodic message stage»,
pour la scrutation des dispositifs ayant du trafic non prioritaire et la «Reservation stage»,
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la phase de re´servation. L’auteur Yonghoon [20] propose une contribution base´e sur le
TDMA pour l’ISA100.11a [53], une technologie de re´seaux de capteurs pour les applica-
tions industrielles. Gamba [31] propose l’utilisation de l’Ethernet POWERLINK [35], [98],
pour ge´rer la communication des dispositifs sans fil. Pour cela, ils ont effectue´ une e´va-
luation the´orique et expe´rimentale des instants de scrutation. L’Ethernet POWERLINK
est un protocole temps re´el et de´terministe pour l’Ethernet standard, il est base´ sur des
phases de scrutation et un de´coupage temporel.
D’autres travaux ont aussi e´te´ mene´s dans le but de coupler les technologies de re´seaux
locaux sans fil aux bus de terrain utilise´s dans les re´seaux industriels. Parmi lesquels,
nous avons l’auteur Wang [123], qui utilise un convertisseur, inclut dans une passerelle,
qui adapte les donne´es provenant de la partie sans fil pour les envoyer a` la partie filaire
(PROFIBUS DP et MODBUS) et vice-versa. L’auteur Cuneyt [7] proposent un disposi-
tif appele´ «Wireless Interworking Unit», qui permet aux e´quipements connecte´s au bus
CAN2.0A de communiquer avec des e´quipements sans fil utilisant l’IEEE 802.11b.
1.1.4 Conclusion partielle
Les re´seaux industriels ont pris une partie incontournable dans l’automatisation des
syste`mes industriels. Le choix d’un re´seau plutoˆt que d’un autre est dicte´ par les besoins
des applications industrielles automatise´es. Vu le nombre et la diversite´ des applications
industrielles automatise´es, ils existent de tre`s nombreuses solutions de re´seaux industriels
dont une partie reste proprie´taire et pour des applications spe´cifiques. L’utilisation des
re´seaux locaux sans fil dans les syste`mes industriels est conside´re´e comme une e´volution
naturelle des syste`mes de communication industrielle. Les technologies de communication
sans fil ont le potentiel de fournir des avantages significatifs pour les syste`mes industriels.
La communication sans fil peut re´duire conside´rablement le couˆt et le temps ne´cessaires
pour l’installation et la maintenance du syste`me de communication. Elle peut eˆtre utilise´e
dans des environnements difficiles d’acce`s ou hostiles en pre´sence de produits chimiques ou
d’environnement vibratoires. Les transmissions sans fil peuvent aussi offrir une flexibilite´
de l’infrastructure de communication.
Cependant, en raison des pertes de donne´es e´leve´es et des erreurs de transmission cause´es
par les de´gradations du canal, les exigences temporelles et la fiabilite´ des applications
industrielles restent difficiles a` garantir. Les re´seaux sans fil vont certes sans aucun doute
jouer un roˆle crucial dans de nombreux syste`mes industriels automatise´s, mais actuelle-
ment ils sont loin d’eˆtre conside´re´s suffisamment fiables pour les applications de controˆle-
commande industriel compare´s aux syste`mes filaires. La plupart des experts s’accordent
sur le fait qu’a` court et a` moyen terme, il est tre`s improbable que les communications sans
fil soient en mesure de remplacer totalement les solutions actuelles filaires adopte´es dans
de nombreux sce´narios industriels. En revanche, les syste`mes sans fil pourront coexister
avec les syste`mes de communication filaires. Les syste`mes sans fil deviennent alors com-
ple´mentaires aux syste`mes filaires permettant l’existence des syste`mes sans fil mobiles et
une flexibilite´ dans les re´seaux industriels. Iles peuvent aussi eˆtre utilise´es en pe´riphe´rie
des re´seaux filaires pour la localisation ou pour connecter des capteurs a` des controˆleurs
ou actionneurs.
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1.2 Syste`mes de communication avioniques
Les syste`mes de communication avioniques appartiennent a` la famille des syste`mes
de communication embarque´s qui sont de´finis comme un sous ensemble des syste`mes de
communication industriels. Le mot embarque´ pour les syste`mes de communication indus-
triels automatise´s peut sous entendre : une criticite´ des messages, un besoin de re´duction
du volume et du poids de caˆblage. Les syste`mes avioniques a` l’instar des syste`mes indus-
triels ont beaucoup be´ne´ficie´ de l’avance´ des syste`mes e´lectroniques et de l’informatique.
Ce qui a induit une augmentation conside´rable du nombre de fonctions embarque´es et
une complexite´ grandissante des syste`mes. Dans cette partie, nous pre´sentons l’architec-
ture des syste`mes avioniques, notamment son e´volution durant ces 50 dernie`res anne´es, la
classification des syste`mes avioniques et les diffe´rentes architectures avioniques. Apre`s la
description de l’architecture des syste`mes avioniques, nous pre´sentons une revue de l’his-
toire re´cente des re´seaux de donne´es avioniques (ADCN, Aircraft Data Communication
Network), de l’ARINC 429, 629 a` 664. Nous aborderons, dans la dernie`re section de cette
partie, le cadre ge´ne´ral de nos travaux en lien avec la partie 7 de la norme ARINC 664 et
plus particulie´rement le standard AFDX (Avioniques Full DupleX switched Ethernet).
1.2.1 Architectures des syste`mes avioniques
Les syste`mes avioniques couvrent l’ensemble des syste`mes e´lectroniques et informa-
tiques embarque´s a` bord de l’avion. Ils incluent les logiciels, les calculateurs, les capteurs,
les actionneurs et l’ensemble des moyens de communication comme les bus de terrain.
Les syste`mes avioniques ont pour roˆle de re´aliser un ensemble de fonctions telles que : les
commandes de vol, le pilotage automatique, la navigation, l’affichage des informations,
etc [117] [118].
1.2.1.1 Evolution des syste`mes avioniques
A l’instar des syste`mes industriels, les syste`mes avioniques ont connu une tre`s grande
e´volution durant ces cinquante dernie`res anne´es, ceci s’explique par le progre`s de l’e´lectro-
nique et de l’informatique. De ce progre`s re´sulte une demande grandissante de nouvelles
fonctionnalite´s a` installer a` bord et par conse´quence une augmentation de la complexite´
des syste`mes avioniques [34]. L’e´volution des syste`mes avioniques peut eˆtre de´crite en
plusieurs e´tapes. Dans les anne´es 1950, l’avionique e´tait tre`s simple, chaque fonction e´tait
exe´cute´e par un seul calculateur. A partir de 1960, l’avionique a fait ces premiers pas
vers l’aviation moderne par le remplacement progressif des e´quipements analogiques par
leurs homologues nume´riques. Depuis ce jour, la complexite´ des syste`mes avioniques est
en constante progression avec l’imple´mentation de nouvelles fonctions qui be´ne´ficient de
l’e´volution des syste`mes e´lectroniques. Le re´sultat est un syste`me tre`s complexe avec des
interconnexions de´die´es. Il est donc devenu tre`s difficile des re´aliser toutes ces fonctions
avec des liaisons point a` point car ne´cessitant trop de caˆblage. L’apparition des bus de
communication, dans l’anne´e 1970, a grandement contribue´ a` la re´duction du caˆblage et
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l’augmentation de la quantite´ d’information transmise. De 1983 (A310) a` 1993 (A340),
cette pe´riode a e´te´ marque´e par une tre`s grande e´volution des syste`mes avioniques. Le
nombre d’e´quipement embarque´s a augmente´ de 50% (77 a` 115), le nombre de bus a double´
(136 a` 368), la puissance de calcul totale embarque´e a e´te´ multiplie´e par 4 passant de 60
Mips 2 a` 250 Mips. Cette complexite´ grandissante des syste`mes avioniques s’accompagne
avec plus de besoins en transmission de donne´es et en communication entre les diffe´rents
e´quipements. De nos jours, les syste`mes avioniques continuent encore a` progresser, ils re-
pre´sentent 30% du couˆt total d’un appareil civil et jusqu’a` 50% d’un appareil militaire
[34].
1.2.1.2 Classification des syste`mes avioniques
Les syste`mes avioniques sont assez proches des syste`mes industriels, ils sont soumis a`
des contraintes de temps et de surete´ de fonctionnement. Ils fonctionnement ge´ne´ralement
dans des conditions difficiles : vibrations, variation de tempe´rature, environnement e´lec-
tromagne´tique, etc. En plus de ces contraintes communes, les syste`mes avioniques ont des
contraintes lie´es au volume et surtout au poids, ceci pour des raisons e´videntes de couˆt.
Les syste`mes avioniques peuvent eˆtre classifie´s en trois cate´gories en fonction des taˆches
qu’ils re´alisent [89], [4]. Nous avons : les syste`mes critiques, les syste`mes essentiels et les
syste`mes non essentiels.
– Les syste`mes critiques sont ge´ne´ralement caracte´rise´s par des contraintes de se´curite´
tre`s e´leve´es (aucune de´faillance n’est tole´re´e) et un besoin de temps re´el strict. Pour
ces raisons, ces syste`mes sont souvent redondants et avec une se´gre´gation relative
a` la bande passante. Les logiciels utilise´s sont de taille et de complexite´ limite´e, et
portent souvent sur le controˆle de processus. Pour des besoins de certification, ces
syste`mes doivent avoir un comportement pre´visible et de´terministe. En pratique les
fonctions de ces syste`mes ont des traitements pe´riodiques de l’ordre de 10ms (faible
pe´riode). Ils sont ge´ne´ralement constitue´s de capteurs et d’actionneurs. Le syste`me
de commande de vol, PFCS (Primary Flight Control System), en est un exemple.
– Les syste`mes essentiels sont aussi caracte´rise´s par des besoins de temps re´el strict,
de de´terministe et de fiabilite´. Cependant une de´faillance d’un syste`me essentiel
peut certes compromettre le bon de´roulement de sa mission, mais ne comporte pas
de danger de vie humaine. Les logiciels utilise´s sont de taille importante et avec
une complexite´ moyenne, ils comportent un grand nombre d’application de tailles
diverses. Le temps de re´ponse des ces syste`mes est d’environ 100ms. Sur un bimoteur,
un des moteurs peut eˆtre conside´re´ comme un syste`me essentiel puisque l’avion peut
eˆtre pilote´ en cas de panne.
– Les syste`mes non essentiels sont ge´ne´ralement des syste`mes transactionnels, avec
des temps de re´ponse de l’ordre de quelques secondes. Ils utilisent des logiciels de
forte complexite´ et de taille importante. Ils sont voue´s a` une e´volution future im-
portante. Ils sont ge´ne´ralement utilise´s pour : l’aide a` l’e´quipage durant le vol, la
maintenance (aide au de´pannage), la suivi technique de l’avion et le service aux
passagers (informations, etc.).
2. Million d’instructions par seconde
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1.2.1.3 De l’avionique classique civil a` l’avionique modulaire inte´gre´e
L’e´volution de la complexite´ des syste`mes avioniques s’est accompagne´e de l’e´volution
des architectures employe´es pour les syste`mes avioniques [34].
– Les premie`res architectures utilise´es dans l’avionique furent les architectures cen-
tralise´es. Les rares fonctions embarque´es e´taient ge´re´es par un calculateur unique,
central. Ce type d’architecture n’est pas adapte´ aux besoins et exigences de l’avia-
tion civile actuelle, vu la taille des avions, le nombre important de fonction et leur
complexite´ et pour des raisons de se´curite´.
– Il existe ensuite les architectures fe´de´rales principalement utilise´es dans les appareils
militaires. Dans ce mode`le d’architecture, les e´quipements informatiques sont re´par-
tis dans la totalite´ de l’appareil, a` proximite´ des sous syste`mes qu’ils commandent
(capteurs et actionneurs). L’ensemble des e´quipements sont relie´s entre eux et leur
controˆle est centralise´ dans des calculateurs de moyenne puissance. La re´partition
des syste`mes permet de diminuer la vulne´rabilite´. La proximite´ des e´quipements et
des sous syste`mes qu’ils commandent permet de diminuer les temps de communi-
cation. Cependant, cette architecture suppose une grande inte´gration de l’ensemble
du syste`me pour qu’il puisse eˆtre entie`rement controˆle´ par quelques calculateurs.
Ceci n’est pas le cas pour des appareils civils, ou` il est important pour les fabricants
de faire jouer la concurrence entre diffe´rents e´quipementiers. Ce type d’architec-
ture n’est donc pas commercialement adapte´ aux ae´ronefs civils. Les architectures
fe´de´rales peuvent eˆtre substitue´es par les architectures re´parties.
– Dans ces types d’architecture les e´quipements sont re´partis dans l’ensemble de l’ap-
pareil, de la meˆme manie`re que les architectures fe´de´rales. Les e´quipements com-
muniquent entre eux a` l’aide de bus mono-e´metteurs (ARINC 429) [50], [97], ou
multiplexe´s (ARINC 629) [49]. Le controˆle des e´quipements est de´centralise´ ; les sys-
te`mes accomplissent les missions en coope´rant. Du point de vue mate´riel, ce type
d’architecture utilise des modules standards, appele´s LRU (Line Replaceable Units).
Ces modules regroupent des ressources de me´moire et de capacite´ de calcul, et offrent
une interface standard aux applications qui vont exe´cuter les fonctions. Cette ar-
chitecture re´partie implique une mauvaise utilisation des ressources : les ressources
d’un module ne peuvent pas eˆtre partage´es par plusieurs fonctions.
– Le dernier type d’architecture concerne l’avionique modulaire inte´gre´e. L’IMA (In-
tegrated Modular Avionics) [2], [65], [77], reprend le meˆme principe de re´partition
des e´quipements que les architectures re´parties. Cependant, elle reme´die aux in-
conve´nients de celles-ci en permettant le partage des ressources (calcul, me´moire,
communication) par plusieurs applications. Les ressources sont regroupe´es dans des
modules ge´ne´riques appele´s LRM (Line Replaceable Module), qui sont a` leur tour re-
groupe´s dans des e´tage`res [47]. Le but principal de l’IMA est de re´duire les ressources
mate´rielles, de limiter les types de cartes e´lectroniques des syste`mes avioniques et de
les rassembler dans diffe´rents endroits re´partis dans l’avion afin de re´duire e´galement
le poids du caˆblage.
L’architecture IMA a e´te´ choisie dans l’A380 [12] au vu des avantages qu’elle offre.
Comme elle n’impose pas de moyen de communication spe´cifique entre ses diffe´rents com-
posants, Airbus a choisi pour l’A380 d’utiliser la technologie de l’Ethernet Commute´
Full-Duplex. L’e´volution des protocoles de re´seaux locaux et leur maturite´ en termes
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de performance, de fiabilite´, leur faible couˆt graˆce a` la standardisation, ont motive´ le
choix d’Airbus. Cependant utiliser une technologie de re´seaux locaux Ethernet ne´cessite
une adaptation aux exigences temporelles avioniques. Ce qui a guide´ le choix d’Airbus a
contribue´ a` la certification de la technologie AFDX (Avionics Ethernet Full Duplex) sur
la norme ARINC 664, partie 7 [51].
La section suivante pre´sente les principaux re´seaux de donne´es avioniques tels que
l’ARINC 429, 629 et 664 avant de pre´senter en de´tail le re´seau AFDX.
1.2.2 Re´seaux de donne´es avioniques
La section suivante est une synthe`se des re´seaux de donne´es avioniques (ADCN, Air-
craft Data Communication Network), en particulier de l’ARINC 429, 629 a` 664.
1.2.2.1 ARINC 429
L’ARINC 429 [50], [97] est une des plus anciennes technologies de re´seaux de donne´es
avioniques, actuellement, elle reste la plus utilise´e dans l’avionique civile, malgre´ l’arrive´e
de nouvelles technologies de re´seaux de donne´es avioniques. Elle a e´te´ de´veloppe´e il y a
plus d’une trentaine d’anne´es. Elle offre une tre`s grande fiabilite´ et une simplicite´ de mise
en oeuvre. Elle est utilise´e dans plusieurs gamme d’avions : le McDonald Douglas MD-11,
les Boeing 737, 747, 757, et 767, et les Airbus 330 et 340. L’ARINC 429 est base´e sur
un bus unidirectionnel avec un seul e´metteur et jusqu’a` 20 re´cepteurs. Les donne´es sont
transmises sur une paire torsade´e utilisant le Bipolar Return-to-Zero Modulation (BPRZ).
La norme spe´cifie un mot de donne´es fixes de 32 bits qui peut eˆtre communique´ via le
bus soit a` grande vitesse (100 kbps) ou faible la vitesse (12,5 kbps). Cependant, meˆme si
l’ARINC 429 [50] est conside´re´e comme un bus, de son architecture «Mono-Emetteur»
de´coule une solution de point-a`-point, ne´cessitant une grande quantite´ de caˆblage pour
relier ensemble des syste`mes avioniques. Malgre´ sa robustesse et son acceptation dans
l’avionique, les faibles de´bits de donne´es et la quantite´ volumineuse de caˆblage ne´cessaire
pour connecter les syste`mes ont motive´ le de´veloppement de solutions plus performantes
et e´conomiques.
1.2.2.2 ARINC 629
Avec l’e´volution des syste`mes avioniques civiles, le concept «Mono-Emetteur» et les
faibles de´bits de l’ARINC 429 ne permettent pas de prendre en charge l’augmentation de
la quantite´ de donne´es transmises entre les syste`mes. Pour palier a` ce proble`me, Boeing
a de´veloppe´ l’ARINC 629 [49], adopte´e en 1989, pour son projet B777. L’ARINC est
un bus de donne´es bidirectionnel pouvant supporter jusqu’a` 120 terminaux et des de´bits
de donne´es allant jusqu’a` 2Mbps. Elle supporte les multi-e´metteurs et n’utilise pas de
controˆleur de bus, chaque terminal ge`re son acce`s au bus de manie`re autonome. L’ARINC
629 a re´duit la quantite´ et le poids du caˆblage ne´cessaire dans un avion et a augmente´ le
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de´bit de donne´es de plus de 20 fois compare´ a` l’ARINC 429. Malgre´ cela, l’ARINC n’a
pas rencontre´ le succe`s escompte´ aupre`s des de´cideurs duˆ fait de l’augmentation des couˆts.
En effet, l’ARINC 629 ne´cessite du mate´riel spe´cifique, ce qui augmente le couˆt global de
l’avion.
1.2.2.3 ARINC 664
A la fin des anne´es 1990, ont commence´ les travaux sur les nouvelles ge´ne´rations
d’ADCN base´s sur l’Ethernet IEEE 802.3 [110], [97]. Le but e´tait de be´ne´ficier des produits
de´ja` commercialise´s afin de re´duire les couˆts et les temps de de´veloppement, tout en
garantissant les besoins de l’aviation en terme de robustesse des transmissions et de de´bit
de donne´es. Ge´ne´ralement, l’ARINC 664 de´finit un re´seau profile´ IEEE 802.3 qui utilise
l’adressage IP et les protocoles de transport (TCP et UDP). L’ARINC 664 de´finit un
ensemble de recommandations et d’exigences, elle est sub-divise´e en 8 parties :
– Partie 1 : System Concepts and Overview
– Partie 2 : Ethernet Physical and Data Link Layer Specifications
– Partie 3 : Internet-Based Protocols and Services
– Partie 4 : Internet-Based Address Structures and Assigned Numbers
– Partie 5 : Network Interconnection Services and Interconnection
– Partie 6 : Reserved
– Partie 7 : Avionics Full Duplex Switched Ethernet (AFDX) Network
– Partie 8 : Upper-Layer and User Services
La partie 7 de la spe´cification ARINC 664 [51] de´finit une application spe´ciale pour l’Ether-
net Full-Duplex dans les re´seaux avioniques de´terministes. L’utilisation de la technologie
classique Ethernet a permis d’acque´rir une certaine avance graˆce a` sa maturite´, ce re´seau
ayant de´ja` fait ses preuves en termes de haut de´bit (100Mbps), de couˆt et de fiabilite´.
Dans la section suivante, nous effectuons une description comple`te de la partie 7 de la
norme ARINC 664 avec le standard AFDX (Avioniques Full DupleX switched Ethernet).
1.2.3 Re´seau de donne´es AFDX
1.2.3.1 Description
L’AFDX est un re´seau de type Ethernet physiquement redondant, fiabilise´, de´veloppe´
et standardise´ pour e´quiper l’AIRBUS A380. Le concept AFDX a e´te´ normalise´ a` partir
de l’ARINC 664 avec la contribution de plusieurs industriels : Airbus, Boeing, Rockwell
Collins, Honeywell. Le protocole AFDX a e´te´ conc¸u pour utiliser les me´dias Ethernet, mais
avec les caracte´ristiques de l’ARINC 429, ce qui implique des communications en point a`
point, une connaissance de la bande passante, la redondance des donne´es et une priorite´
a` la qualite´ de service. Ces caracte´ristiques sont de´finies pour offrir un de´terminisme du
syste`me de communication, ce qui est extreˆmement important dans les syste`mes temps
re´el et critiques.
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L’utilisation de l’Ethernet Full-Duplex (EFD), a permit a` l’AFDX de supprimer les
collisions pouvant subvenir dans le support de communication. Dans ce mode de fonc-
tionnement, l’e´mission d’un message n’est pas retarde´e par l’occupation du support de
communication par les donne´es provenant d’un autre terminal. Il n’est donc pas ne´ces-
saire d’e´couter ou de re´agir avec le me´dium physique, puisqu’il n’y a pas de collision
possible sur ce medium et l’utilisation de l’algorithme CSMA/CD n’est plus ne´cessaire.
Cependant, l’EFD n’offre pas la robustesse ne´cessaire aux syste`mes avioniques bien
qu’elle propose un de´bit e´leve´ (100Mbps) et un faible couˆt en raison de son utilisation
commerciale a` grande e´chelle. Le principal inconve´nient de l’EFD est l’insuffisance ou
l’absence de garantie de bande passante et de qualite´ de service (QoS). Il faut savoir que
l’EFD a e´te´ de´veloppe´ pour des contextes moins contraignants que le contexte avionique,
son utilisation ne´cessite une adaptation aux exigences « ae´ronautiques ».
L’AFDX adapte ainsi le standard EFD existant au contexte avionique et de´crit le
syste`me de communication global de l’avion. L’AFDX peut donc eˆtre de´fini comme e´tant
la version avionique de l’EFD. Il a l’avantage de ne plus posse´der d’inde´terminisme d’acce`s
au support physique, et de ne pas entraˆıner de pertes de trames par collision. Cependant il
est possible d’avoir des pertes de trames par congestion au niveau des ports entre´e/sortie
des commutateurs. Ces congestions peuvent re´sulter a` des de´lais de bout a` bout variables
pour les flux de donne´es. Le protocole AFDX tente de re´soudre les proble`mes lie´s a` L’EFD,
tout en permettant l’utilisation d’autant de produit commerciaux IEEE802.3 que possible.
Il fournit des moyens de partage des ressources et de se´gre´gation des flux. De plus l’AFDX
prend en compte les contraintes de temps re´el et de certification ae´ronautique. Pour des
besoins de certification, il est ne´cessaire d’effectuer une analyse temporelle des de´lais de
bout a` bout dans une logique de pire cas, pour les flux de trafic du re´seaux [90], [69], [132],
[17]. Cela permet de de´finir une borne supe´rieure du de´lai de bout a` bout pour chaque flux
de trafic. Pour ce faire plusieurs approches notamment base´es sur le Network Calculus ont
e´te´ propose´es [60] [72] dans la litte´rature. D’autre approches ont aussi e´te´ propose´es afin
d’ame´liorer l’approche du Network Calculus, ou de diminuer la borne maximale pessimiste
du de´lai de bout a` bout de´finie a` partir du Network Calculus. Dans [64], Xiaoting ame´liore
l’approche du Network Calculus en introduisant les offsets associe´s aux diffe´rents flux
pe´riodiques dans le calcul du de´lai de bout a` bout. Il faut noter que l’approche du Network
Calculus conside`re que les flux transmis sur le re´seau sont asynchrones et ne prennent pas
en compte l’ordonnancement des flux avant leur entre´e dans le re´seau. Bauer propose dans
[6] une approche qui permet d’ame´liorer l’analyse du de´lai pire cas de bout a` bout. Son
approche est base´e sur la me´thode des trajectoires optimise´es. La me´thode des trajectoires
[72] [73] a e´te´ propose´e pour le calcul des temps de re´ponse dans les syste`mes distribue´s.
Dans [96], Scharbarg propose une me´thode de calcul probabiliste des bornes supe´rieures
des de´lais de bout a` bout pour les flux avioniques.
L’AFDX est de´crit selon plusieurs re`gles et restrictions pour adapter l’EFD aux exi-
gences des syste`mes avioniques :
– Configuration statique : la configuration du re´seau doit eˆtre statique et entie`rement
connue avant le de´marrage du syste`me.
– Isolation des erreurs : le re´seau doit assurer un confinement des erreurs, c’est-a`-dire
qu’une erreur locale ne doit pas se propager et de´te´riorer le comportement d’autres
e´le´ments du re´seaux.
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– Des contraintes de temps : des exigences de latence et de gigue faibles et borne´es
sont de´finies pour la transmission et la re´ception des donne´es.
– Une absence de perte de paquets : une limitation des congestions au niveau des
commutateurs
– Une bande passante fixe et limite´e : cela implique aussi une taille de paquet maximale
pour chaque flux de donne´es permettant ainsi d’offrir une garantie de bande passante.
– Des paquets correctement se´rialise´s : Les paquets sont rec¸us dans le meˆme ordre
qu’ils sont transmis.
– Une redondance des liens : doubles liaisons physiques avec deux ports qui trans-
mettent les meˆmes donne´es simultane´ment.
– La notion de Virtual Link : un concept pour imple´menter des e´metteurs-re´cepteurs
de type ARINC 429 en utilisant le me´canisme «point-a`-point» de l’EFD.
Les restrictions et les re`gles impose´es a` l’EFD, permet a` l’AFDX d’offrir un de´terminisme
du syste`me de communication, ce qui reste primordiale pour les applications avioniques
de´finies comme critiques ou essentielles. Nous de´crivons ci-dessous la structure du re´seau
AFDX et notamment sa topologie et ces diffe´rents composants.
1.2.3.2 Structure du re´seau AFDX
Le re´seau AFDX pre´voit une topologie en e´toile de 24 terminaux (End-System) au
plus relie´s a` un commutateur AFDX qui peut eˆtre connecte´ (en cascade) a` d’autres com-
mutateurs du re´seau [56], [18], [26]. C’est un caˆble point a` point bidirectionnel qui est
utilise´ pour connecter les commutateurs et les End-Systems. Il offre un de´bit maximal de
100Mbps pour chaque direction. La topologie du re´seau AFDX peut eˆtre de´finie a` partir
de trois composant a` savoir : l’End System (ES), le Virtual Link (VL) et le commutateur
AFDX (AFDX Switch)(Figure 1.2), [63], [116].
Figure 1.2 – Exemple de re´seau AFDX
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1.2.3.3 End-System (ES)
Il fournit un interface entre les sous-syste`mes avioniques (ordinateur de controˆle de
vol, syste`me de positionnement global, syste`me de surveillance de pression des pneus, ...)
et le support de communication AFDX. Il repre´sente une entre´e et une sortie sur le re´seau
(voir Figure 1.3).
Figure 1.3 – End-System
Les partitions fournissent un isolement entre les sous-syste`mes avioniques appartenant
un meˆme syste`me informatique avionique. Cet isolement est obtenu en limitant la plage
d’adressage de chaque partition et en instaurant des limites sur la quantite´ de temps CPU
alloue´e a` chaque partition. L’objectif est de s’assurer qu’un sous-syste`me avionique en
dysfonctionnent sur une partition n’affecte pas les autres sous-syste`mes fonctionnant sur
d’autres partitions.
Les applications avioniques communiquent entre elles en utilisant des ports de com-
munication. Les ports de communication AFDX, de´finie dans ARINC 664, partie 7, sont
respectivement les ports ”sampling”, ”queuing” et SAP (Service Access Point). Les ports
”sampling”, ”queuing” correspondent aux ports de´finis par l’ARINC 653. L’AFDX intro-
duit un troisie`me port nomme´ SAP qui est utilise´ pour les communications entre les
composants du syste`me AFDX et les syste`me non AFDX.
Le principal roˆle de l’End-Syste`me est de fournir des services d’e´change de donne´es
suˆrs et fiables pour les applications logicielles. Il faut noter que les donne´es sont produites
et consomme´es par les applications avioniques. Les prestations de l’End-System doivent
satisfaire aux exigences suivantes :
– une garantie de bande passante et une latence borne´e,
– une gigue donne´e, elle n’est pas fixe puisque qu’elle de´pend de l’ensemble du trafic
du re´seau, ne´anmoins, une borne maximale doit eˆtre de´finie.
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La latence de transmission au niveau de chaque End-System est mesure´e entre deux
points :
– le de´but : l’instant ou` le dernier bit de donne´e de l’application est disponible au
niveau du service de communication de l’End-System.
– la fin : l’instant ou` le dernier bit de la trame correspondant est transmis sur le
support physique.
Chaque demande de transmission sur le re´seau doit eˆtre satisfaite sans tenir compte
du type de donne´es et un de´lai de transit maximal sur le re´seau doit eˆtre garanti. En effet
un service garanti avec une borne supe´rieure du de´lai de bout-a`-bout doit eˆtre fourni.
Les End-Systems utilisent la notion de Virtual Link afin de controˆler l’ensemble des
flux qui pe´ne`tre dans le re´seau [131], [95] , ceci dans l’optique de garantir une gigue et une
latence de bout a` bout borne´es et une bande passante donne´e [51].
1.2.3.4 Virtual Link (VL)
1.2.3.4.1 Qu’est-ce qu’un VL : La ne´cessite´ de controˆler l’ensemble des flux qui
pe´ne`trent dans le re´seau et de garantir une certaine qualite´ de service, a donne´ naissance
au concept de Virtual Link. Un VL peut eˆtre facilement comparable a un bus virtuel
ARINC 429 de´die´ a` une seule transmission d’un End-System, on parle de canaux de com-
munication virtuels. De ce fait, on peut supposer qu’une liaison AFDX est compose´e de
plusieurs bus virtuel ARINC 429, nomme´ : Virtual Link. Ce concept permet de conserver
l’existant sur de nombreux e´quipements.
Le concept de VL fournit un moyen de se´gre´gation robuste des flux, ceci graˆce a` une
re´servation de la bande passante au niveau du canal de communication. Il offre ainsi une
possibilite´ de de´finir statiquement tous les flux en l’entre´e du re´seau et d’associer des
proprie´te´s de performance a` chaque flux. Le concept de VL permet de s’assurer que la
somme des bandes passantes alloue´es a` l’ensemble des VLs sur un meˆme lien physique ne
de´passe pas les capacite´s du support physique lui-meˆme. Pour instaurer un de´terminisme
des communications et un controˆle des temps de transmission, l’AFDX associe des spe´ci-
fications de bande passante (ou « contrats »). Le respect du contrat de bande passante
est surveille´ par les commutateurs du re´seau AFDX.
Les VLs offrent une isolation des flux. Cette se´paration des flux permet de « virtualiser
» un bus avionique classique pour chaque flux. Chaque trame transmise sur le re´seau est
associe´e a` un VL identifie´ par un nume´ro d’identification. Cet identifiant est utilise´ par le
commutateur AFDX pour de´finir un routage statique et un temps de transit de´terministe
pour chaque VL. Les commutateurs permettent la se´gre´gation des flux par un me´canisme
de listes de controˆle d’acce`s (ACL, Access Control List) filtrant le trafic en fonction des
adresses (Ethernet ou MAC).
1.2.3.4.2 Proprie´te´s des VLs : les applications avioniques utilisent les VLs pour
transmettre leurs trames. Le VL e´tant un canal virtuel permettant de re´server une bande
passante pour une ou plusieurs des applications, Les VLs servent de re´gulateur des flux
de trafic des applications [54]. Les flux de trafic peuvent eˆtre : pe´riodique, ape´riodique et
sporadique. Cependant a` la sortie du re´gulateur (VL), nous obtenons un flux pe´riodique
et sporadique (voir Figure 1.4).
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Figure 1.4 – Re´gulation des flux par les VLs et gigue de l’ordonnancement des VLs
A la sortie de chaque ES, chaque trame est associe´e a` un VL particulier qui est ca-
racte´rise´ par : ses tailles de trame maximale et minimale, sa gigue maximale autorise´e,
son BAG (Bandwidth Allocation Gap) et son offset. Le BAG est le plus petit intervalle
de temps entre deux trames n’ayant pas subi de gigue. il faut noter qu’au plus une seule
trame est transmise par BAG. Il peut donc arriver que le VL ne dispose pas de trame
durant un ou plusieurs BAG. Nous nommons Taux d’Occupation des BAG (TOB), la
probabilite´ que le VL dispose d’une trame pour chaque BAG (voir Figure 1.5).
Figure 1.5 – Aspect sporadique des VLs
L’offset repre´sente l’intervalle de temps entre l’instant ze´ro de la table de transmis-
sion et le de´but du BAG du VL. La table de transmission peut eˆtre de´finie comme un
ordonnancement des trames de l’ensemble des VLs de l’End-System. Les parame`tres des
VLs permettent de re´guler les flux de trafic des donne´es produites par les applications du
End-System. Lorsqu’un End System dispose de plusieurs VLs en transmission, il utilise
un ordonnancement de´fini par sa table de transmission pour multiplexer tous ces VLs et
ainsi former un unique flux multiplexe´ en sortie (voir Figure 1.4). Ce multiplexage des
VLs en transmission peut induire une gigue en sortie de l’End-System.
Les End-System utilisent les VLs pour e´changer leurs trames Ethernet a` travers du
re´seau. Un VL est caracte´rise´ par un sens de transfert unidirectionnel avec une source
unique et un ou plusieurs destinataires. Les VL utilisent des chemins statiques pour rallier
les diffe´rentes destinataires. Chaque VL a un identifiant unique, (i.e, un nume´ro et un
nom). La valeur du BAG est prise parmi les valeurs suivantes : 1, 2, 4, 8, 16, 32, 64, 128
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ms.
BAG ∈ {2k} (1.1)
0 ≤ k ≤ 7
La taille des trames AFDX est comprise entre 64 et 1518 octets, les pre´ambules sont
constitue´s de 7 octets [] . Il existe aussi un de´limiteur de de´but de trame d’un octet et un
IFG (Inter Frame Gap) de 12 octets (voir Figure 1.6).
Figure 1.6 – Trame AFDX
La bande passante BWV L du VL est donne´e par l’expression suivante :
BWV L =
Lmax
BAG
(1.2)
Lmax est la taille maximale des trames du VL. Chaque VL doit maintenir l’ordre des
trames telles qu’elles ont e´te´ transmises par les applications, que ce soit en e´mission ou
en re´ception. En quelque sorte l’inte´grite´ de l’ordre des trames doit donc eˆtre garantie.
1.2.3.5 Redondance physique de l’AFDX
Le re´seau AFDX est aussi un re´seau physiquement redondant. Pour assurer une dispo-
nibilite´ du re´seau et une transmission fiable, l’AFDX offre deux ensembles inde´pendants
de commutateurs qui forment deux re´seaux superpose´s, voir Figure 1.8 [51].
Figure 1.7 – Redondance du syste`me du communication
Cette redondance du re´seau permet de prote´ger les communications entre les End-
System contre les pertes de donne´es ou d’une partie du re´seau de communication. Chaque
trame est transmise par l’End-System dans les re´seaux A et B simultane´ment. Si aucune
perte de trame n’est constate´e, l’End-System recevra deux copies de chaque trame. L’End-
System utilise le champs sequence number pour identifier les trames arrivant des re´seaux A
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et B. A la reception, l’End-System ve´rifie si les nume´ros de se´quence des trames successives
sont dans l’ordre. La ve´rification d’inte´grite´ (IC, Integrity Checking) permet de de´tecter et
d’e´liminer les trames invalides. Apre`s la ve´rification d’inte´grite´, le syste`me de management
de redondance (RM, Redondance Management) de´termine s’il doit envoyer la trame a` la
couche supe´rieure ou pas. La trame est supprime´e si sa re´plique a de´ja` e´te´ envoye´e a` la
couche supe´rieure (voir la Figure 1.8).
Figure 1.8 – Management de la redondance a` la re´ception
Dans la Figure 1.8, la trame B1 du re´seau B est perdu, la trame A1 est envoye´e a` la
couche haute. La trame A2 est arrive´e avant la trame B2 qui est e´limine´e par le RM. La
trame B9 est anormal donc supprime´ par le avec l’IC (indentity Checking).
1.2.3.6 Commutateur AFDX
Le commutateur AFDX est l’e´quipement le plus important dans le re´seau. En plus de
ses fonctions de commutateur Ethernet (commutation de trames, mise a` jour des informa-
tions , monitoring, ...), le commutateur AFDX est soumis a` quelques restrictions sur sa
mode´lisation ainsi qu’a` des caracte´ristiques spe´cifiques lie´es a` son utilisation [51]. En effet
le commutateur AFDX doit fonctionner en mode Full Duplex et les trames entrantes sont
traite´es selon le mode « Store and Forward », ce qui laisse supposer un fonctionnement en
deux temps : un premier consacre´ a` la re´ception de la trame et a` son traitement, suivi d’un
autre consacre´ a` l’e´mission. Ce mode de fonctionnement peut entrainer l’apparition des
congestions au sein des ports de sortie du commutateur et par conse´quent une augmen-
tation de la gigue voir des pertes de trames. Des solutions ont e´te´ propose´es notamment
des me´thodes pour borner la latence de bout-a`-bout. Les ports de sorties doivent eˆtre
autonomes : si un port ne peut pas e´mettre la trame, cela ne doit pas empeˆcher l’e´mission
sur les autres ports. Le commutateur doit e´mettre les trames au plus toˆt, il ne doit pas
rester inactif et doit e´mettre de`s qu’une trame est en attente. Les seuls de´lais fixes seront
donc dus a` la re´ception et au traitement des trames. Les commutateurs AFDX effectuent
aussi des fonction de filtrage et controˆle du trafic des VLs.
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1.2.4 Conclusion partielle
Les re´seaux de communication avioniques comme les re´seaux de communication in-
dustriels, ont be´ne´ficie´ du grand succe`s des technologies de communication pour le grand
public (Ethernet, IP, ATM, etc.). Ce qui a donne´ naissance a` une demande grandissante
de nouvelles fonctionnalite´s a` installer a` bord et par conse´quence une augmentation de
la complexite´ des syste`mes avioniques. L’architecture des syste`mes avioniques a aussi
beaucoup e´volue´ en partant de l’architecture classique a` l’architecture modulaire inte´gre´e
qui a e´te´ adopte´ par AIRBUS pour l’A380. Nous avons pre´sente´ dans cette section une
synthe`se des re´seaux de donne´es avioniques (ADCN, Aircraft Data Communication Net-
work), en particulier : (1) l’ARINC 429, une des plus anciennes technologies de re´seaux
de donne´es avioniques (bus mono-e´metteurs), (2) l’ARINC 629, bus bidirectionnels multi-
plexe´s et (3) l’ARINC 664 qui a` mener a` l’utilisation de technologies Ethernet notamment
avec L’AFDX. L’AFDX peut eˆtre de´crit comme la version avionique de l’Ethernet Full
Duplex. C’est un re´seau de´terministe, fiabilise´ qui a la particularite´ de connaitre les ca-
racte´ristiques des trafics en entre´e du re´seau. Comme pour les syste`mes industriels, les
re´seaux avioniques peuvent aussi be´ne´ficier des progre`s et des avantages des technologies
de re´seaux locaux sans fil. Les technologies de re´seaux locaux sans fil peuvent offrir une
fle´xibilite´ aux re´seaux avioniques, des fonctionnalite´s de nomadisme, une re´duction du
couˆt de caˆblage, une aide a` la maintenance des e´quipements de bord.
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1.3 Norme IEEE 802.11e
Au de´but du 21e`me sie`cle, les re´seaux locaux ont connu une e´volution tre`s impor-
tante, graˆce a` l’ave`nement de l’Internet et a` l’arrive´e en masse des ordinateurs et d’autres
mate´riels mobiles. Ces derniers ont favorise´ une utilisation plus courante du re´seau local
chez les particuliers et au sein de l’entreprise. Les technologies de re´seaux sans fil ont e´te´
introduites plus tard dans les foyers et dans l’entreprise pour des besoins de mobilite´ et
de simplification du caˆblage. Actuellement, parmi les re´seaux locaux sans fil, la norme
IEEE 802.11 [109] a un vif succe`s et une de´mocratisation de son utilisation. Ces applica-
tions sont de plus en plus nombreuses et ge´ne´ralement oriente´es vers les besoins du grand
public. Elle pre´sente une simplicite´ dans l’installation des dispositifs. Elle a l’avantage de
proposer une topologie dynamique, ce qui offre plus de souplesse dans la configuration
du re´seau. Une interconnexion sans fil e´voque e´galement la mobilite´, mais nous parlerons
dans le cadre de notre d’e´tude de nomadisme plutoˆt qu’une re´elle mobilite´. Graˆce, a` la
standardisation de l’IEEE 802.11 et a` la cre´ation de Wi-Fi Alliance [125] (Wi-Fi, Wireless
Fidelity), le couˆt des re´seaux base´s sur la technologie IEEE802.11 est abordable et en
baisse. Wi-Fi Alliance, anciennement WECA (Wireless Ethernet Compatibily Alliance),
est un organisme charge´ de maintenir l’interope´rabilite´ entre les dispositifs re´pondant a`
la norme IEEE 802.11. La norme IEEE802.11 de´crit aussi quelques contraintes par rap-
port aux technologies de re´seaux locaux filaires. Ces contraintes sont notamment lie´es au
support de communication radio [127] et aux me´thodes d’acce`s utilise´es.
Dans la section suivante, nous de´crivons l’architecture cellulaire de l’IEEE 802.11 et
ses diffe´rentes variantes : infrastructure et ad-hoc. Ensuite nous pre´sentons la pile proto-
colaire de l’IEEE 802.11 : la couche physique et la couche liaison de donne´es, de´finissant
les deux couches basses du mode`les OSI. Apre`s, nous pre´sentons les me´thodes d’acce`s de´fi-
nies par l’IEEE 802.11 offrant la QoS [108], sous deux ensembles ; d’une part les me´thodes
d’acce`s distribue´es et d’autre part les me´thodes d’acce`s centralise´es. Dans cette partie,
nous de´crivons e´galement les ame´liorations apporte´es par l’amendement IEEE 802.11e
[108] en termes de qualite´ de service par rapport a` l’IEEE 802.11 de base. Apre`s ces des-
criptions ge´ne´rales de l’IEEE 802.11, nous aborderons l’utilisation de l’IEEE 802.11 dans
les syste`mes industriels et temps-re´els. Nous terminons cette section par une conclusion.
1.3.1 Architecture de l’IEEE 802.11
L’architecture de l’IEEE 802.11 est une architecture cellulaire. Les stations a` porte´e
radio s’associent pour e´tablir des communications entre elles. Elles forment alors un BSS
(Basic Service Set). La zone occupe´e par les dispositifs d’un BSS est appelle´e une BSA
(Basic Set Area) ou une cellule [36]. Comme l’illustre les Figures 1.9 et 1.10, avec deux
modes de fonctionnement : le mode Infrastructure et le mode Ad-Hoc.
Dans le mode infrastructure, nous avons deux types d’e´quipement : le Point d’Acce`s (AP,
Access Point) et les stations sans fil. Le mode infrastructure implique la pre´sence d’au
moins d’un AP [36]. Les APs ont pour fonction principale de ge´rer les e´changes de trames
entre les stations sans fil. Lorsque le re´seau est compose´ de plusieurs BSS, chacun d’eux
est relie´ a` un syste`me de distribution ou DS (Distribution System) par l’interme´diaire de
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leur point d’acce`s (AP) respectif. Un groupe de BSS connecte´s par le DS forme alors un
ESS (Extended Service Set).
Un re´seau en mode Ad-Hoc est un groupe de dispositif formant un IBSS (Independent
Basic Service Set) [36]. Il n’y a pas d’AP et les liaisons radio sont directes entre les stations
a` porte´e. Ce mode permet de cre´er rapidement et simplement un re´seau sans fil la` ou` il
n’existe pas d’infrastructure filaire ou, la` ou` une telle infrastructure n’est pas ne´cessaire
pour les services attendus, chambre d’hoˆtel, centre de confe´rence ou ae´roport par exemple,
ou enfin lorsque l’acce`s au re´seau filaire est interdit. Si cette utilisation a le me´rite d’eˆtre
facile et de gagner en mobilite´, chaque point du re´seau (appele´ aussi nœud) ne peut
e´changer des donne´es en liaison direct qu’avec un autre nœud a` porte´e de re´ception. On
peut prendre comme exemple de re´seau Ad-Hoc, deux ou plusieurs ordinateurs e´changeant
des fichiers en WiFi radio.
Figure 1.9 – Mode infrastructure Figure 1.10 – Mode Ad-Hoc
1.3.2 Pile protocolaire IEEE 802.11
La norme IEEE802.11 est le standard international de´crivant les caracte´ristiques d’un
re´seau local sans fil, elle de´finit les couches basses du mode`le OSI [137] : la couche physique
et la couche liaison de donne´es compose´e de deux sous couches : le controˆle de la liaison
logique (Logical Link Control, LLC) et le controˆle d’acce`s au support (Media Access
Control, MAC). L’une des caracte´ristiques essentielles de l’IEEE802.11 est qu’elle de´finit
une couche MAC commune a` toutes les couches Physique et aussi commune a` toutes les
couches re´seaux, bien que IP soit la principale utilise´e.
1.3.2.1 Couche physique
Elle repre´sente la premie`re couche du mode`le OSI, son roˆle est de transporter cor-
rectement la suite de signaux 0 ou 1 que l’e´metteur souhaite envoyer au re´cepteur. Elle
de´finit la modulation des ondes radioe´lectriques et les caracte´ristiques de la signalisation
pour la transmission de donne´es. Deux sous couches physiques sont spe´cifie´es : le PMD
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(Physical Media Dependant) qui s’occupe de l’encodage des donne´es et le PLCP (Physical
Layer Convergence Procedure) qui prend en charge l’e´coute du support. La norme IEEE
802.11 et ces amendements de´finissent plusieurs couches physiques : l’IR (Infrarouge), le
FHSS (Frequency Hopping Spread Spectrum), le DSSS (Direct-Sequence Spread Spec-
trum), l’HR-DSSS (High Rate-Direct Sequence Spread Spectrum), l’OFDM (Orthogonal
Frequency Division Multiplexing) et le MIMO (Multiple-Input Multiple-Output) (voir
figure 1.11).
Figure 1.11 – Couches physiques de la famille IEEE 802.11
1.3.2.2 Couche MAC IEEE 802.11
La sous-couche MAC est celle du controˆle d’acce`s au support. Les protocoles appar-
tenant a` cette sous-couche ont pour fonction de re´guler les transmissions sur un medium
donne´, en particulier lorsque plusieurs stations inde´pendantes sont susceptibles d’e´mettre
a` tout moment sur le meˆme support tel qu’un bus Ethernet. Cette sous-couche effectue
aussi la description des formats de trame et des me´thodes d’adressage des stations e´met-
trices et re´ceptrices.
La norme IEEE 802.11 et sa version IEEE 802.11e de´finissent deux formes de controˆle
d’acce`s au support : distribue´e et centralise´e (voir Figure 1.12). Chacune d’elle peut eˆtre
compare´e a` une communication entre plusieurs personnes. Par exemple dans une conver-
sation ”distribue´e”, nous attendons que plus personne ne parle pour prendre la parole.
Si deux personnes se mettent a` parler en meˆme temps, ils s’arreˆteront imme´diatement,
marqueront un temps d’arreˆt et commenceront un jeu long et e´labore´ pour dire ”je vous en
prie, a` vous d’abord”. Alors que dans une conversation ”centralise´e”, l’un des participants
est charge´ de re´partir les temps de parole entre les diffe´rents interlocuteurs.
La norme IEEE 802.11 [109] de base de´finit deux me´thodes d’acce`s. Une distribue´e sup-
portant le Best-Effort et base´e sur les contentions, elle est nomme´e DCF (Distributed
Coordination fonction). L’autre appele´e PCF (Point Coordination Function) est un me´-
canisme d’acce`s sans contention avec une gestion centralise´e. La version IEEE 802.11e
[108] apporte la qualite´ de service avec la proposition d’une nouvelle politique d’acce`s au
me´dium nomme´e HCF (Hybrid Coordination Function). Cette politique d’acce`s regroupe
deux me´thodes d’acce`s : une distribue´e nomme´e ECDA (Enhanced Distributed Channel
Access) ame´liorant le DCF et une centralise´e nomme´e HCCA (HCF Controlled Channel
Access) ame´liorant le PCF.
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Figure 1.12 – Architecture MAC IEEE 802.11
Dans la section suivante, nous pre´sentons d’une part les me´thodes d’acce`s distribue´es
(le DCF et l’EDCA) et d’autre part les me´thodes d’acce`s centralise´es (Le PCF et l’HCCA).
Nous faisons en effet une description des me´thodes d’acce`s utilise´es par l’IEEE 802.11 de
base, ce qui nous permet de montrer les diffe´rentes ame´liorations apporte´es par l’HCF
dans la version IEEE 802.11e.
1.3.3 Me´thodes d’acce`s distribue´es de la famille IEEE 802.11
L’aspect distribue´ d’une me´thode d’acce`s signifie que chaque station de la cellule ou
du BSS ge`re son propre acce`s au support de communication. Toutefois chaque station
doit suivre certaines re`gles telles que les techniques d’e´vitement de collision, d’accuse´e de
re´ception, et de retransmission. Ces re`gles permettent le partage des ressources du canal
et la garantie d’un certain niveau de qualite´ de service. Les me´thodes d’acce`s distribue´es
propose´es par la famille IEEE 802.11 sont le DCF et l’EDCA. L’EDCA ame´liore le DCF
sur plusieurs points qui sont de´finis au 1.3.3.2.
1.3.3.1 Me´thode DCF (Distributed Controlled Function)
Le DCF est une me´thode d’acce`s avec contention, elle est conside´re´e comme la me´-
thode par de´faut de l’IEEE 802.11. Elle s’appuie sur le protocole Carrier Sens Multiple
Access/Collision Avoidance (CSMA/CA) [110], combine´ a` l’algorithme de back-off.
Le CSMA/CA est une technique d’acce`s ale´atoire avec e´coute de la porteuse, qui permet
d’e´couter le support de transmission avant d’e´mettre. Le CSMA/CA e´vite qu’une trans-
mission soit faite lorsque le support n’est pas libre. Cela re´duit le risque de collision, mais
ne permet pas de l’e´viter comple`tement. Le CSMA/CA fait appel a` diffe´rentes techniques,
telles que :
– les me´canismes d’e´coute du support :
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– au niveau de la couche MAC, Virtual Carrier Sense (VCS)
– au niveau de la couche physique, Physical Carrier Sense (PCS)
– l’algorithme de back-off pour la gestion d’acce`s au support,
– un me´canisme de re´servation du support de communication, avec l’utilisation du
NAV,
– une me´thode d’acquittement positif (ACK).
Le protocole MAC utilise des Inter-Frames Spacing (IFS) qui permettent de de´finir
un me´canisme d’espacement entre deux trames afin de ge´rer l’e´vitement de collision. Ils
occupent une part tre`s importante dans cet algorithme car ils de´finissent les pe´riodes
d’inactivite´ sur le support de transmission et permettent ainsi de ge´rer l’acce`s au support
pour les stations et d’instaurer un syste`me de priorite´s lors d’une transmission.
Il existe quatre types d’IFS :
– Le Short Inter-Frame Spacing (SIFS) est le plus court des IFS. Il est utilise´ pour se´-
parer les diffe´rentes trames transmises au sein d’une meˆme se´quence de transmission,
par exemple, entre des donne´es et leurs acquittements ou entre diffe´rents fragments
d’une meˆme trame.
– Le DCF Inter-Frame Spacing (DIFS) est le temps que doivent attendre les stations
avant de tenter d’e´mettre un paquet en mode DCF. La valeur du DIFS est donne´e
par :
DIFS = SIFS + 2 ∗ SlotT ime (1.3)
– Le PCF Inter-Frame Spacing (PIFS) est le temps que doit attendre le point d’acce`s
avant d’e´mettre un paquet en mode PCF. Sa valeur est infe´rieure au DIFS, ce qui
permet au point d’acce`s d’avoir un acce`s prioritaire sur les stations fonctionnant en
mode DCF.
PIFS = SIFS + SlotT ime (1.4)
– L’Extended Inter-Frame Spacing (EIFS) est le plus long des IFS. Il est utilise´ par
les stations qui rec¸oivent une trame qui contient des erreurs. En utilisant cet IFS, la
station re´ceptrice permet a` la station e´mettrice d’avoir suffisamment de temps pour
se rendre compte que la trame n’a pas e´te´ correctement rec¸ue, avant de commencer
a` retransmettre.
EIFS = SIFS +DIFS + AckTxT ime (1.5)
Pour e´mettre dans le mode DCF (voir Figure 1.13), chaque station doit d’abord e´couter
le support pour ve´rifier si aucune autre station n’est pas entrain d’e´mettre. Si le me´dium est
libre durant un temps e´gal au DIFS, la station va de´cre´menter une valeur ale´atoire (back-
off time) choisie dans sa feneˆtre de contention. Si cette valeur du back-off atteint la valeur
de ze´ro, alors la station pourra transmettre. Cependant, elle doit aussi s’assurer que le
me´dium soit disponible durant tout le temps de transmission avant de tenter d’e´mettre. Si
la valeur du Backoff n’atteint pas la valeur ze´ro et que le me´dium est occupe´ alors la station
va diffe´rer sa transmission. La valeur du Backoff restant sera maintenue pour la prochaine
tentative de transmission. Apre`s chaque transmission re´ussie la station choisit une nouvelle
valeur du Backoff dans la feneˆtre de contention re´initialise´e a` CWmin Contention Window
(valeur minimal de la feneˆtre de contention).
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Figure 1.13 – Distributed Controlled Function (DCF)
Il peut arriver que deux stations e´mettent en meˆme temps, lorsqu’elles ont e´puise´ la
valeur de leur Backoff au meˆme moment. Dans ce cas il y aura collision, les stations vont
alors choisir une nouvelle valeur du Backoff dans une feneˆtre de contention qui prendra
une nouvelle valeur selon la formule 1.6 avec CWnew la nouvelle feneˆtre contention
CWnew = [(CW + 1)× 2]− 1 (1.6)
Afin d’e´viter les proble`mes de station cache´e, les stations peuvent utiliser un e´change de
trame de controˆle appele´ RTS/CTS [Request To Send (RTS)/ Clear To Send (CTS)] (voir
la Figure 1.14).
Lorsqu’une station veut transmettre une trame en utilisant les se´quences de controˆle
(RTS/CTS). Elle transmet d’abord une trame RTS pour re´server le support pour la dure´e
de ces transmissions. Pour ce faire, elle inse`re la dure´e totale de sa se´quence de transmis-
sion (trames et acquittements) dans le champ Duration/Id de sa trame RTS. Toutes les
stations pre´sentes dans sa zone de couverture recevant la trame re´initialiseront leur NAV
(Network Allocation Vector) avec la valeur du champ Duration/Id. Le support de trans-
mission reste re´serve´ par la station e´mettrice durant la dure´e du NAV. Le NAV est donc
un parame`tre qui permet de re´server le support de communication sans fil durant tout le
temps de transmission. La station destinataire de la trame RTS, donc des donne´es de la
station e´mettrice, re´pond par une trame CTS. Toutes les stations a` sa porte´e mettront
a` jour la valeur de leur NAV. La communication entre la station e´mettrice et la station
re´ceptrice est donc prote´ge´e pour toute sa dure´e contre les collisions lie´es aux stations
cache´es. La Figure 1.14 est une illustration d’e´changes utilisant les trames RTS/CTS.
Syste`mes communicants sans fil pour les re´seaux avioniques embarque´s
1.3. NORME IEEE 802.11E 39
Figure 1.14 – Exemple d’utilisation des trames de controˆle RTS/CTS
Pour re´sumer, il faut noter que le DCF est une me´thode d’acce`s distribue´e base´e sur le
CSMA/CA, elle ne supporte que du Best Effort. Elle n’offre aucune diffe´rentiation, ni de
priorisation des flux. Une seule file d’attente, supportant toutes les trames des diffe´rentes
applications, est utilise´e. De ce fait, nous n’avons aucune garantie de bande passante et
de de´lai, ce qui est de´favorable pour les applications en temps re´el ou industrielles.
1.3.3.2 Me´thode EDCA (Enhanced Distributed Channel Access
L’EDCA [108] est une me´thode d’acce`s distribue´e propose´e dans la version IEEE802.11e
avec l’HCF. L’EDCA apporte plusieurs ame´liorations sur le DCF :
– la diffe´rentiation des trafics, avec des files de transmission diffe´rentes selon la cate´-
gorie de trafic,
– une priorite´ d’acce`s par cate´gorie de trafic avec l’utilisation d’un nouveau IFS appele´
AIFS (Arbitration Inter Frame Space) utilise´ par cate´gorie de trafic,
– une gestion inde´pendante de chaque file de transmission. Chaque file de transmission
a sa propre feneˆtre de contention minimale (CWmin) et maximale (CWmax) et son
propre AIFS, et effectue sa propre tentative de transmission inde´pendamment des
autres files de transmission,
– la notion de TXOP (Transmission Opportunity) qui offre la possibilite´ pour une
QSTA (Qos-STAtion) d’e´mettre plusieurs trames de donne´es dans la meˆme se´quence
de transmission. Le TXOP repre´sente l’unite´ de base d’allocation de droit de trans-
mission sur le me´dium sans fil. Le TXOP est de´fini par un de´but (temporel) et une
longueur maximale (TXOPLimit).
La diffe´rentiation des trafics s’effectue graˆce a` l’utilisation de plusieurs UP (User Prio-
rity). EDCA de´finit 4 cate´gories d’acce`s avec plusieurs niveaux de priorite´. Chaque type
Syste`mes communicants sans fil pour les re´seaux avioniques embarque´s
1.3. NORME IEEE 802.11E 40
de trafic est associe´ a` une cate´gorie d’acce`s. Les cate´gories d’acce`s (AC, Access Category)
sont repre´sente´es dans la table 1.2.
Priorite´ UP 802.1D AC De´signation
(User Priority) De´signation (informatives)
Faible 1 BK AC[0] Background
2 - AC[0] Background
0 BE AC[1] Best Effort
3 EE AC[1] Best Effort
4 CL AC[2] Video
5 VI AC[2] Video
6 VO AC[3] Voice
Haute 7 NC AC[3] Voice
Table 1.2 – Cate´gories d’acce`s en mode EDCA
Chaque cate´gorie d’acce`s dispose d’un AIFS, qui correspond au temps d’attente mini-
mal pour tenter d’acce´der au me´dium. La valeur de l’AIFS varie selon le niveau de priorite´
de la cate´gorie d’acce`s. Les cate´gories d’acce`s de plus haute priorite´ auront les plus faibles
AIFS. Sa valeur est calcule´e selon la formule suivante :
AIFS[AC] = AIFSN [AC]aSlotT ime+ aSIFSTime (1.7)
La valeur du aSlotTime et celle de l’aSIFSTime de´pendent de la couche physique utilise´e.
Dans la table 1.3 nous avons les diffe´rentes valeurs du aSlotTime et du aSIFSTime en
fonction de la couche physique.
Couche physique aSlotTime(µs) aSIFSTime(µs)
FS 50 28
DS 20 10
IR 8 10
OFDM 9 16
Table 1.3 – aSlotTime et aSIFSTime
L’AIFSN[AC] est utilise´ pour mettre en place une priorite´ entre les AC. Le AC avec
la faible AIFSN a plus de chance d’acce´der au support de communication. Ses valeurs par
de´faut sont pre´sente´es dans la table 1.4.
AC AIFSN
AC BK 7
AC BE 3
AC VI 2
AC VO 2
Table 1.4 – AIFSN
Les QSTAs ge`rent leurs propres files d’attente qui sont classifie´es selon le niveau de
priorite´ des cate´gories d’acce`s. Chaque cate´gorie d’acce`s est attribue´e a` une file d’attente et
est caracte´rise´e par les parame`tres suivants : un AIFS, une valeur minimale et maximale
de la feneˆtre de contention (CWmin et CWmax). Dans la figure 1.15, nous avons une
illustration de la re´partition des cate´gories d’acce`s dans les files d’attente selon le niveau
de priorite´.
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Figure 1.15 – Re´partition des cate´gories d’acce`s dans quatre files d’attente
L’EDCA pre´sente ne´anmoins plusieurs limitations. En effet, il n’y a aucune garantie de
de´lai de transmission ni de bande passante car elle repose sur un me´canisme ale´atoire et
certains messages prioritaires peuvent eˆtre retarde´s trop longtemps. En cas de saturation
du re´seau, le nombre de collisions augmente, ce qui entraˆıne une diminution du de´bit.
Cette me´thode pre´sente aussi des risques de famine pouvant alte´rer l’efficacite´ du re´seau
(un message peu prioritaire peut eˆtre e´mis avec beaucoup de retard s’il y a un trafic
re´gulier avec une priorite´ plus grande). Dans cette me´thode d’acce`s on peut aussi assister
a` des collisions virtuelles lorsque deux cate´gories de trafics d’une meˆme QSTA tirent la
meˆme valeur de back-off.
1.3.4 Me´thodes d’acce`s centralise´es de la famille IEEE 802.11
Une me´thode d’acce`s est dite centralise´e lorsque l’acce`s au support de communication
est controˆle´ par un terminal maˆıtre qui distribue les droits d’acce`s au support. Cette me´-
thode d’acce`s permet de fournir une qualite´ de service a` certain type de trafic. Dans cette
section, nous pre´sentons la me´thode d’acce`s PCF de´finie dans la norme IEEE 802.11 de
base puis nous de´taillerons le fonctionnement du HCCA offert par la version IEEE802.11e.
L’HCCA re´sout certains limitations du PCF tout en y apportant plusieurs ame´liorations.
1.3.4.1 Me´thode PCF (Point Coordination Function)
L’IEEE 802.11 MAC propose une me´thode d’acce`s optionnelle appele´e PCF [109], qui
est seulement utilisable sur des configurations de re´seaux en mode infrastructure. Cette
me´thode permet un acce`s au me´dium sans compe´tition avec une gestion centralise´e de
l’acce`s. Elle utilise un coordinateur central (PC, Point Coordinator), qui ope`re au niveau
du point d’acce`s du BSS (Basic Service Set), pour de´terminer quelle station a le droit
d’e´mettre a` chaque instant. L’ope´ration se fait essentiellement sur interrogation, par le
coordinateur central qui joue le roˆle d’ordonnanceur. Ce protocole de communication sans
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contention est base´ sur un sche´ma de polling controˆle´ par le coordinateur central. Le PCF
utilise un espace d’intertrame, le PIFS (PCF InterFrame Space) qui est plus petit que le
DIFS utilise´ dans le mode DCF. L’utilisation d’un plus petit IFS implique que le trafic
du PC aura un acce`s prioritaire au me´dium sur les stations fonctionnant en mode DCF.
Cette priorite´ d’acce`s permet au coordinateur central de prendre le controˆle du canal et
d’interroger les stations pre´sentes dans sa liste de polling.
1.3.4.1.1 Super-trame du PCF et de´coupage temporel : Dans la norme l’espace
temporel est de´coupe´ en plusieurs super-trames successives. La structure de cette super-
trame permet de de´finir le partage en temps de l’acce`s au support de communication. La
super-trame de´bute apre`s l’envoi d’une trame balise (beacon) constitue´e de deux parties :
– Une partie nomme´e CFP (Contention Free Period) pendant laquelle l’acce`s au canal
est re´gi suivant la technique de l’acce`s sans contention (PCF). Durant cette pe´riode
l’acce`s au canal est controˆle´ par le point d’acce`s qui alloue le droit d’acce`s au me´-
dium radio aux diffe´rentes stations inscrites dans sa liste de polling. Les stations
enregistre´es dans la liste de polling sont les stations associe´es au point d’acce`s qui
supportent la fonction PCF. Au de´but de chaque pe´riode CFP, toutes les stations
dans la zone de couverture du point d’acce`s mettent a` jour leur vecteur d’allocation
NAV. L’utilisation du vecteur NAV permet au point d’acce`s de garder le controˆle
du canal pendant toute la pe´riode d’acce`s sans contention (CFP).
– Apre`s la pe´riode controˆle´e, nous avons la pe´riode durant laquelle l’acce`s au canal est
re´gi suivant la technique classique du DCF. Cette pe´riode est nomme´e CP (Conten-
tion Period). Durant cette pe´riode, l’acce`s au canal est libre. La technique d’acce`s
avec contention est utilise´e et toutes les stations peuvent acce´der au canal (y com-
pris celles qui ne supportent pas le mode d’acce`s PCF, ou celles qui ne sont pas
configure´es). Cette pe´riode est aussi utilise´e par les stations qui veulent s’associer
ou se de´-associer du point d’acce`s.
Figure 1.16 – De´coupage de l’espace temporelle du PCF
Le de´but de chaque pe´riode d’acce`s sans contention est marque´ par l’envoi d’une trame
balise de type DTIM (Delivery Traffic Information Map). Les trames DTIM sont envoye´es
de manie`re pe´riodique. Entre chaque balise DTIM, des balises TIM (Traffic Information
Map) sont e´galement envoye´es. Les balises DTIM et TIM sont utilise´es pour informer les
stations du temps restant avant la fin de la pe´riode sans contention et permettent aussi
d’informer les stations en mode e´conomie d’e´nergie de la pre´sence dans le point d’acce`s
de donne´es leur e´tant destine´es.
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La me´thode d’acce`s PCF de´finit aussi plusieurs parame`tres lui permettant de controˆler
le de´roulement temporel de chaque pe´riode d’acce`s. Le PCF utilise le parame`tre CFPRate
(Contention-Free Period Rate) correspondant au nombre d’intervalles de temps entre deux
envois de balise DTIM, se´parant deux pe´riodes CFP. Ce parame`tre lui permet de connaitre
le de´but de la prochaine CFP. Le PCF utilise aussi le parame`tre CFPMaxDuration cor-
respondant a` la dure´e maximale de la pe´riode CFP. Ce parame`tre est de´fini au niveau
du point d’acce`s en fonction du trafic et de la taille de la liste de polling. Sa valeur est
envoye´e dans la trame balise qui initie la CFP. Dans les balises DTIM et TIM, le pa-
rame`tre CFPDurRemaining est utilise´ pour informer les stations pre´sentes dans la zone
de couverture du point d’acce`s de la dure´e restante avant la fin de la pe´riode CFP. Le
parame`tre CFPDurRemaining est mis a` 0 pendant la pe´riode d’acce`s avec contention CP.
Figure 1.17 – Super-trame du PCF
Graˆce aux informations contenues dans les trames balises, les stations pre´sentes dans la
zone de couverture du point d’acce`s peuvent donc mettre a` jour leur vecteur d’allocation
(NAV). La mise a` jour du vecteur d’allocation permet aux stations d’eˆtre renseigne´es sur
la dure´e de la pe´riode du CFP et ainsi de ne pas tenter d’acce´der au me´dium selon les
re`gles du DCF. Le NAV est re´initialise´ par l’ensemble des stations a` la fin du CFP ou a`
la re´ception d’une trame CF-End.
1.3.4.1.2 Me´canisme d’acce`s du PCF Au de´but d’une super-trame, le PC (Point
Coordinator) e´coute le canal. Si le canal est libre, il interroge les stations pre´sentes dans
sa liste de polling une a` une. Lorsqu’une station est interroge´e, elle re´pond apre`s un temps
e´gal au SIFS (Short Interframe Space), en transmettant une trame. Si elle n’a pas de trame
a` transmettre ou si le temps restant de la pe´riode CFP ne suffit pas pour transmettre une
trame et recevoir son acquittement, alors la station transmettra une trame Null et diffe´rera
la transmission de sa trame. Cependant, si au bout d’un temps e´gal au PIFS, la station
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ne re´pond pas, le PC reprend le controˆle du me´dium et interroge une autre station, s’il
reste des stations interroge´es dans sa liste de polling, sinon il envoie une trame CF-End
pour mettre fin a` la pe´riode sans contention.
Dans la figure 1.18, nous illustrons des e´changes entre le PC et les stations interroge´es.
Figure 1.18 – Exemple d’e´changes entre le PC et les stations interroge´es
Le PC envoie une trame balise (beacon) pour de´buter la pe´riode CFP. Les stations
ayant rec¸ues la trame balise mettent a` jour leur NAV pour toute la dure´e de la pe´riode
CFP. Le PC interroge la station 1 et lui envoie les donne´es qui lui sont destine´es. La
station re´pond en envoyant ses trames et acquitte les donne´es rec¸ues. Un SIFS apre`s la
fin de la transmission de la station 1, le PC interroge la station 2, lui transmet ses trames
et acquitte en meˆme temps les donne´es rec¸ues de la station 1. La station 2 re´pond en
envoyant ses donne´es et un acquittement. A la fin de la transmission de station 2, le PC
envoie des donne´es a` la station 3, l’interroge et envoie un acquittement a` la station 2. La
station 3 ne re´pond pas au bout d’un PIFS, le PC suppose que la station 3 n’a pas de
donne´es a` transmettre. Le PC reprend le controˆle du canal et envoie a` la station 4 ses
donne´es et l’interroge. La station 4 re´pond en envoyant ses donne´es et un acquittement.
Pour clore la pe´riode CFP, le PC envoie une trame CF-End.
1.3.4.1.3 Liste de polling Pour s’inscrire dans la liste de polling, chaque station doit
effectuer une demande aupre`s du point d’acce`s. L’inscription dans la liste se fait ge´ne´rale-
ment durant les phases d’association ou de re´association dans la pe´riode avec contention
CF. A l’aide du champ Capability Information pre´sent dans les trames Association Re-
quest et Reassociation Request, les stations signalent au point d’acce`s si elles veulent eˆtre
interroge´es ou non. Si la station de´sire changer son choix, elle devra effectuer une re´asso-
ciation. Ce choix s’effectue graˆce aux sous champs Qos, CF-Pollable, CF-Poll Request du
champ Capability Information dont la classification est donne´e par la table 1.5.
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Capability information
0 0 0 Station non interrogeable
0 0 1 Station interrogeable, mais ne demande pas a`
eˆtre place´e dans la liste de Polling.
0 1 0 Station interrogeable, et demande a`
eˆtre place´e dans la liste de Polling.
0 1 1 Station interrogeable, mais ne demande pas a`
eˆtre interrogeable.
1 0 0 La station demande une association dans le BSS
1 0 0 Re´serve´
1 0 0 Re´serve´
1 0 0 Re´serve´
Table 1.5 – Usage des sous champs Qos, CF-Pollable, CF-Poll Request du champ Capa-
bility Information envoye´s par les stations
Ce me´canisme d’acce`s au me´dium pre´sente e´galement quelques limitations. Il peut eˆtre
confronte´ a` des proble`mes de perte de bande passante, par exemple, si plusieurs stations,
pre´sentes dans la liste d’interrogation, n’ont pas de trame a` transmettre. Cette me´thode
d’acce`s, comme le DCF, n’offre aucune diffe´rentiation des flux de trafic et pre´sente une
imple´mentation plus complexe par rapport au DCF. Le temps de transmission d’une
station interroge´e n’est pas pre´dictible ; ceci est duˆ a` la variation des caracte´ristiques
du support physique. Des de´lais supple´mentaires provoque´s par les transmissions en mode
DCF peuvent eˆtre observe´s provoquant ainsi un retard de la trame Beacon pour la pe´riode
CFP suivante (voir la Figure 1.19).
Figure 1.19 – Variabilite´ de la super-trame du PCF
Pour que la dure´e de la super-trame reste constante, le point d’acce`s re´duit la dure´e
de l’acce`s sans contention de la dure´e d’occupation du canal. La Figure 1.19, pre´sente
ce cas de figure et rappelle les diffe´rents parame`tres e´voque´s pre´ce´demment. Enfin, cette
me´thode peut aussi eˆtre sujette aux proble`mes lie´s a` la gestion centralise´e de l’acce`s au
canal.
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1.3.4.2 Me´thode HCCA (HCF Controlled channel access)
La me´thode d’acce`s HCCA [108] permet un acce`s au me´dium sans compe´tition avec
une gestion centralise´e de l’acce`s. Elle utilise un coordinateur hybride (HC, Hybrid Coordi-
nator), qui ope`re au niveau du point d’acce`s, pour de´terminer quelle QSTA (Qos STAtion)
a le droit d’e´mettre. L’HCCA peut donc eˆtre de´crite comme une ame´lioration du PCF.
Elle imple´mente les fonctionnalite´s du PCF et comprend les ame´liorations suivantes :
– L’HCCA donne la possibilite´ a` une QSTA d’e´mettre plusieurs trames de donne´es
dans une seule se´quence de transmission. Une station qui acce`de au support de trans-
mission a` le droit a` une dure´e spe´cifique de transmission, nomme´e TXOP (Transmis-
sion Oppotunity), de´finie par l’HC. Le TXOP peut avoir une variabilite´ temporelle
permettant ainsi une optimisation de la bande passante.
– Le trafic de´livre´ par le HC et l’allocation des droits de transmission (TXOP), peuvent
eˆtre programme´s pendant la pe´riode de contention CF ainsi que dans toutes les
pe´riodes sans contention CFP. Les phases d’acce`s controˆle´es dans la pe´riode CP
sont nomme´es CAP (Controlled Access Phase).
L’HC offre aussi la possibilite´ de choisir l’ordre dans lequel il interroge les stations en
prenant en compte plusieurs parame`tres tels que :
– les priorite´s des cate´gories de trafic,
– les parame`tres de QoS, requis pour chaque cate´gorie de trafic,
– la longueur des files d’attente,
– le temps de parole cumule´ pour chaque station
Comme pour le PCF, L’HCCA re´alise une ope´ration de polling des QSTA, par le
coordinateur hybride qui joue le roˆle de controˆleur. L’HCCA est utilisable que sur des
configurations de re´seau en mode infrastructure. L’HC utilise le PIFS, comme espace
d’inter-trame, plus petit que les AIFSs utilise´s dans le mode EDCA. L’utilisation d’un
plus petit IFS implique que le trafic du HC aura un acce`s prioritaire au me´dium sur les
stations fonctionnant en mode EDCA.
Cette priorite´ d’acce`s permet au HC de prendre le controˆle du canal et d’interroger les
stations pre´sentes dans sa liste de polling.
Comme l’illustre la figure 1.20, nous avons deux phases d’acce`s par intervalle de service :
une phase d’acce`s controˆle´e et une phase d’acce`s fonctionnant en mode EDCA. Dans la
phase controˆle´e l’HC prend le controˆle du canal apre`s un PIFS et interroge les stations
une a` une.
Dans la Figure 1.21, nous illustrons une se´quence d’e´change entre le QAP et deux
QSTAs. L’HC(QAP) interroge la QSTA1 et lui envoie ces donne´es en meˆme temps a`
l’aide d’une trame ”QoS Data+CF-Poll”, la station elle re´pond apre`s un temps SIFS, en
transmettant une trame ”QoS Data+CF-Ack”. Cette trame lui permet de transmettre sa
trame de donne´es et d’acquitter la trame de donne´es rec¸ue du QAP. La QAP acquitte a`
son tour la trame de donne´es rec¸ue de la QSTA1. A la fin du TXOP de la QSTA1, le QAP
reprend le controˆle du canal apre`s un PIFS et inte´rroge la QSTA2. Cette dernie`re re´pond
au bout d’un SIFS avec une trame de donne´es. Le QAP rec¸oit la trame et l’acquitte apre`s
un SIFS. La QSTA2 envoie une nouvelle trame de donne´es apre`s un SIFS. Au bout d’un
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Figure 1.20 – De´coupage de l’espace temporelle du HCCA
ACKTimeout, la QSTA2 ne rec¸oit pas d’acquittemment, elle conside`re que sa trame est
perdue, cependant elle ne dispose pas suffisamment de temps pour la retransmettre et
recevoir l’acquittement. Elle diffe`re alors la retransmission jusqu’a` son prochain TXOP.
Il faut noter que le nombre de retransmissions d’une trame est limite´ : 7 pour les trames
courtes et 4 pour les trames longues. Le QAP envoie une trame CF-End pour mettre fin
a` la phase d’acce`s controˆle´e.
Il faut aussi noter que si la QSTA interroge´e n’a pas de trame a` transmettre ou si le
temps restant de la pe´riode CAP ne suffit pas pour transmettre une trame et recevoir son
acquittement, alors la station transmettra une trame Null (si elle a le temps) et diffe´rera
la transmission de sa trame. Si au bout d’un temps e´gal au PIFS, la QSTA interroge´e ne
re´pond pas, le HC reprendra le controˆle du me´dium et interrogera la QSTA suivante dans
sa liste de polling, s’il reste des stations non interroge´es dans sa liste, sinon il envoie une
trame CF-End pour mettre fin a` la phase controˆle´e.
Figure 1.21 – Exemple d’e´change de trame entre le QAP(HC) et les QSTAs
L’HCCA propose un ordonnancement de re´fe´rence qui permet de calculer un intervalle
de service et la dure´e du TXOP de chaque QSTA. Elle offre aussi une unite´ de controˆle
d’admission des flux afin de garantir les besoins de performances et de qualite´ de service
des stations.
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1.3.4.2.1 Ordonnancement et controˆle d’admission (HCCA) : Dans cette par-
tie nous fournissons les directives de conception de l’ordonnanceur de re´fe´rence et de
l’unite´ de controˆle d’admission ge´re´ par le HC, pour satisfaire les services et les exigences
de performance minimum de´finies dans la norme IEEE 802.11e.
Pour ajouter un nouveau flux dans l’ordonnancement, la station envoie une trame
ADDTS request (Add Traffic Stream), contenant l’e´le´ment TSPEC. Le TSPEC contient
l’ensemble des e´le´ments de spe´cification du flux tels que : les tailles de trames nominale
et maximale, l’intervalle de service minimal, l’intervalle de service maximal, les de´bits de
donne´es minimal et maximal, et le de´lai maximal autorise´, voir la Figure1.22. Les e´le´ments
du TSPEC sont utilise´s pour de´finir le controˆle d’admission et l’ordonnancement des flux.
Figure 1.22 – Ele´ment TSPEC
Ordonnancement de re´fe´rence d’un flux admis : L’algorithme d’ordonnance-
ment a e´te´ de´fini afin de de´terminer la valeur du TXOPLimit et de l’intervalle de service
(SI) de l’ordonnancement global. Il faut noter que la valeur du TXOPLimit reste statique
tant qu’un flux n’a pas e´te´ admis ou supprime´ ou modifie ces parame`tres.
L’ordonnancement pour un flux admis est calcule´ en deux e´tapes. La premie`re repre´-
sente le calcul de l’intervalle de service de l’ordonnancement. Dans la seconde e´tape, la
dure´e du TXOP est calcule´e pour ce flux. Le calcul de l’intervalle de service s’effectue de
la manie`re suivante :
1. l’ordonnanceur calcule le minimum de tous les maximums d’intervalles de service
pour tous les flux admis. Soit m ce minimum.
2. l’ordonnanceur choisi un nombre infe´rieur a` m qui est un sous multiple de l’intervalle
Beacon. Cette valeur est l’intervalle de service ordonnance´ pour toutes les stations
QSTA avec des flux admis.
Pour calculer la dure´e du TXOP pour un flux admis, l’ordonnanceur calcule d’abord
le nombre de paquets Ni arrive´s durant la pe´riode de l’intervalle de service avec un de´bit
de donne´e moyen (Mean Data Rate(ρ)).
Ni =
⌈
(SI × σi)
Li
⌉
(1.8)
Avec Li la taille nominale d’un MSDU, SI, l’intervalle de service de l’ordonnanceur et
σi, le de´bit moyen des donne´es du flux. Ensuite l’ordonnanceur calcule la dure´e du TXOP
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comme e´tant le maximum entre le temps pour transmettre Ni trames a` un de´bit Ri, et le
temps pour transmettre un MSDU de taille maximum a` un de´bit Ri.
TXOPi = max
(
(Ni ∗ Li)
Ri
+O,
M
Ri
+O
)
(1.9)
M est le Maximum Allowable Size du MSDU, i.e., 2304 octets, et O repre´sente les
Overheads en time-units. Dans la figure 1.23 nous pre´sentons un exemple d’ordonnance-
ment de deux flux 1 et 2. L’ordonnancement est statique : meˆme ordre de polling, meˆme
intervalle de service. De plus la valeur du TXOP est constant. Il faut aussi noter que
chaque flux a son propre TXOP qui de´fe´rent de celui des autres flux de trafic.
Figure 1.23 – Exemple d’ordonnancement pour les flux des stations 1 et 2
1.3.4.2.2 Unite´ de controˆle d’admission : Elle a pour roˆle d’administrer l’admis-
sion des flux de trafic, et elle doit garantir que l’ordonnanceur n’alloue pas de TXOPs qui
exce`dent la dure´e maximale de la phase d’acce`s controˆle´e (dot11CAPlimit). Elle s’assure
aussi que tous les flux admis aient une garantie d’acce`s au canal. Le processus de controˆle
d’admission (spe´cification) d’un nouveau flux k+1 consiste a` calculer son TXOPk+1, puis
ve´rifier si l’ine´galite´ suivante est satisfaite ou non.
TXOPk+1
SIk+1
+
k∑
i=1
TXOPi
SIi
≤ T − Tcp
T
(1.10)
Ou` k est le nombre de flux existant, k+1 est l’indice du nouveau flux, T indique l’intervalle
beacon, Tcp est le temps utilise´ par le trafic EDCA. Il faut noter que les trames Schedule
sont utilise´es par le HC pour annoncer a` une station l’ordonnancement de la transmission
des donne´es et le polling.
1.3.5 Norme 802.11 dans les applications industrielles automa-
tise´es
La norme IEEE802.11 est l’une des technologies de re´seaux locaux sans fil les plus
populaires dans le monde des syste`mes de communication sans fil. Elle a connue un im-
mense succe`s dans l’entreprise et dans les foyers. Elle pre´sente diffe´rentes avantages tels
qu’un faible couˆt, une facilite´ d’installation, une flexibilite´, une mobilite´ et un bon de´bit
physique de transmission par rapport aux autres technologies de re´seaux sans fil (11Mbps
(802.11b), 54Mbps (802.11g/a) et 600Mbps (802.11n)). Son succe`s et ses avantages ont
Syste`mes communicants sans fil pour les re´seaux avioniques embarque´s
1.3. NORME IEEE 802.11E 50
motive´ son adoption dans l’industrie automatise´e. Cependant l’utilisation de la technologie
IEEE802.11 n’est pas sans contraintes. Les caracte´ristiques des canaux de transmissions
radio rendent difficile la satisfaction des exigences strictes des applications industrielles en
termes de fiabilite´ (se´curite´, surete´, inte´grite´, ...) et de contraintes temporelles [40], [127],
[16] et [15]. En plus des contraintes lie´es aux proprie´te´s intre´se`ques des canaux radio [127],
apparaissent e´galement les insuffisances des me´thodes d’acce`s de re´fe´rence propose´es par
les normes IEEE 802.11 et 802.11e pour des environnements industriels.
– La technique DCF utilise´e par de´faut par l’IEEE 802.11 ne fournit pas de garantie
de qualite´ de service, du fait qu’elle ne propose aucune solution de garantie de bande
passante. L’acce`s au support de transmission est ale´atoire et toutes les cate´gories de
trafic ont la meˆme priorite´ d‘acce`s au support, donc la meˆme probabilite´ d’acce`s. Il
n‘y a aucune diffe´rentiation qui assure un de´bit et un de´lai maximum pour les trafics
de haute priorite´. En re´sume´ cette me´thode d’acce`s ne prend pas en conside´ration
l’urgence des trafics ainsi que les contraintes temporelles associe´es. Cette me´thode
d’acce`s supporte le Best Effort et reste tre`s limite´e pour les applications industrielles
[40]. Ceci est du non seulement par le fait que l’acce`s est probabiliste, mais aussi a`
cause de l’absence de garantie de bande passante et de la non prise en conside´ration
de l’aspect temporel des donne´es.
– Pour ame´liorer le DCF, la norme IEEE802.11e propose l’EDCA [88] qui fournit des
services de diffe´renciation des trafics avec quatre cate´gories d’acce`s et quatre files de
transmission. Les files de transmissions sont ge´re´es par les stations. L’EDCA de´finit
un niveau de priorite´ pour chaque file de transmission, ceci graˆce au choix de la
feneˆtre de contention et l’AIFS. L’ECDA de´finit aussi la notion de TXOPLimit qui
correspond au temps de transmission maximal autorise´ a` la station, a` chaque acce`s au
support de transmission [75]. Le TXOPLimit est calcule´ par le Controˆleur Hybride
dans le but de satisfaire les demandes de QoS de la station. Cependant l’utilisation
de l’EDCA pour des applications industrielles reste proble´matique du fait que l’acce`s
au support de transmission reste probabiliste et comme pour les DCF les collisions
restent possibles. Avec l’EDCA nous avons une nouvelle forme de collision nomme´e
collision virtuelle. Elle se produit lorsque deux files de transmission appartenant a`
la meˆme station ont un back-off identique a` ze´ro. Dans ce cas la file de transmission
avec la plus haute priorite´ envoie sa trame et la file de transmission avec la plus
faible priorite´ lance la proce´dure de back-off comme si elle avait subi une collision
re´elle sur le canal de transmission. Avec ces contraintes, il est difficile pour l’EDCA
de fournir un de´terministe d’acce`s et une garantie de service aux diffe´rents trafics
malgre´ le fait qu’elle ait e´te´ e´labore´e pour re´pondre aux attentes des applications
multime´dia [76].
– Aupre`s de la me´thode d’acce`s DCF, la norme IEEE802.11 propose la me´thode d’ac-
ce`s PCF pour les flux pe´riodiques et les flux ayant un besoin de garantie de bande
passante. La me´thode PCF est base´e sur sche´ma de polling statique avec un point
de coordination qui ge`re l’acce`s au support. Elle utilise en alternance deux pe´riodes
d’acce`s : une controˆle´e par le point de coordination, et une autre base´e sur la tech-
nique d’acce`s du DCF. Les performances du PCF sont remises en question dans le
cadre des applications industrielles. Le point de coordination n’est pas en mesure
d’estimer la dure´e de transmission de chaque station. La dure´e de transmission est
lie´e a` la variation des caracte´ristiques du support physique, a` la fragmentation des
donne´es, ... . L’in-estimation et la variabilite´ de la dure´e de transmission des sta-
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tions ont un effet ne´faste sur le de´terminisme d’acce`s et sur les performances des
trafics pe´riodiques et contraints temporellement. Le de´but de la pe´riode CFP peut
eˆtre parfois retarde´e par les transmissions en mode DCF. Ce retard provoque des
de´lais supple´mentaires sur les transmissions en mode PCF, et de´te´riore la qualite´ de
service de ces dernie`res [108].
– Pour re´soudre les limites du PCF, la norme IEEE802.11e propose l’HCCA, une me´-
thode d’acce`s centralise´e. L’HCCA utilise la notion de TXOP, lui permettant de
pre´dire le temps de transmission de chaque station tout en lui donnant la possi-
bilite´ de transmettre plusieurs trames. Pour une meilleure gestion des contraintes
temporelles des trafics, l’HCCA autorise des phases d’acce`s controˆle´es (CAP) dans
la pe´riode de contention fonctionnant sous l’EDCA. La norme IEEE802.11e HCCA
ne spe´cifie pas un algorithme d’allocation de bande passante effectif. A la place il
propose un simple ordonnanceur qui utilise des valeurs statiques de´clare´es par les
sources de donne´es pour fournir des services a` de´bit constant CBR (Constant Bit
Rate) [55]. Le proble`me principal vient du fait que cet ordonnanceur de re´fe´rence
n’est pas adapte´ aux trafics a` de´bit variable (VBR). Le TXOP de re´fe´rence est de´fini
commme une valeur moyenne des temps de transmission des trames arrive´es dans les
files de transmission durant l’intervalle de service. Le TXOP de re´fe´rence ne supporte
pas les rafales de trames et ne permet pas de garantir l’e´che´ance de toutes les trames.
De plus le calcul du TXOP de re´fe´rence ne prend pas en conside´ration les trames en
retransmission repre´sentant un surplus de bande passante. Dans le cas ou` il existe
plusieurs trafics temps re´el dans la meˆme QSTA, il n’existe aucune diffe´renciation
entre ces flux dans la file de transmission. Des trafics en urgence de transmission
peuvent eˆtre retarde´s par la transmission de donne´es moins urgentes dans la file
de transmission. Il faut noter que l’unite´ de controˆle d’admission propose´e par la
norme IEEE802.11e HCCA impose un nombre limite´ de stations admises [121]. Ce
nombre est en fonction des demandes de bandes passantes des flux. Dans chaque
phase d’acce`s controˆle´e, l’HCCA de re´fe´rence de´finit un ordre de polling statique,
cependant l’HCCA nous offre la possibilite´ de de´finir un ordre de polling spe´cifique
(variable ou non). L’ordre de polling peut eˆtre de´fini suivant diverses parame`tres
tels que : la priorite´ des trafics, la longueur des files d’attente, les temps de parole
cumule´s, ... .
1.3.6 Conclusion partielle
Dans cette section, nous avons effectue´ une pre´sentation ge´ne´rale de la norme IEEE
802.11. Cette norme est base´e sur une architecture cellulaire avec deux modes de fonction-
nement : le mode ad-hoc et le mode infrastructure. Elle de´crit les deux premie`res couches
du mode`le OSI : la couche physique et la couche liaison de donne´es compose´e de deux sous
couches : la couche LLC et la couche MAC. La famille IEEE 802.11 de´crit deux familles de
me´thodes d’acce`s : les me´thodes d’acce`s distribue´es et les me´thodes d’acce`s centralise´es.
L’IEEE 802.11 introduit la me´thode DCF qui repose sur le CSMA/CA avec la proce´dure
du back-off, et le PCF qui est base´e sur le polling. La me´thode DCF est conc¸ue pour
des applications en Best Effort et ne prend pas en conside´ration les applications pe´rio-
diques et contraintes temporellement. Le PCF fournit plus de de´terminisme par rapport
au DCF mais e´prouve des difficulte´s pour fournir une garantie de service aux applications
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pe´riodiques, ceci duˆ a` la variabilite´ de la super-trame. La version IEEE 802.11e a e´te´
propose´e afin de fournir la qualite´ de service. L’EDCA est une me´thode d’acce`s distribue´e
qui ame´liore le DCF tandis que l’HCCA est une me´thode d’acce`s centralise´e qui ame´liore
le PCF. L’EDCA fournit une diffe´renciation entre les flux et elle de´finit plusieurs niveaux
de priorite´ pour les flux de trafic. Cependant l’acce`s au support de communication reste
probabiliste et des collisions peuvent exister. Le HCCA offre une qualite´ de service para-
me´trable et un de´terminisme d’acce`s au me´dium. L’ordonnancement de re´fe´rence propose´
supporte les trafics a` de´bit constant, cependant pre´sente des limites face aux trafics a`
de´bit variable. Il ne prend pas e´galement en conside´ration le surplus de bande passante
duˆ a` la retransmission.
En outre, l’IEEE 802.11e de re´fe´rence offre des capacite´s de QoS inte´ressantes, mais
malheureusement insuffisantes pour l’imple´menter telle quelle pour des applications indus-
trielles embarque´es. Nous avons pu constater tout au long de cette e´tude technologique et
bibliographique, que nous devrions apporter notre contribution sur la me´thode HCCA, la
plus de´terministe, pour une utilisation industrielle ae´ronautique.
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La flexibilite´, la mobilite´, les faibles couˆts et la facilite´ de de´ploiement ont motive´
l’utilisation des syste`mes de communication sans fil dans les environnements industriels
automatise´s. Les re´seaux embarque´s avioniques, une sous famille des re´seaux industriels,
peuvent aussi be´ne´ficier des progre`s des technologies de re´seaux locaux sans fil notam-
ment pour faciliter l’accessibilite´ des certains e´quipements, la maintenance, la re´duction
des couˆts de cablaˆges et le gain en espace. Cependant l’utilisation des technologies sans
fil dans l’avionique reste proble´matique du fait des contraintes temporelles a` respecter
et de fiabilite´ des applications avioniques a` garantir sur un me´dium radio. La principale
raison est lie´e aux de´gradations du canal pouvant entrainer des pertes de donne´es e´leve´es
et des erreurs de transmission. La raison est aussi lie´e aux de´lais supple´mentaires cause´s
par le partage du me´dium des communications en half-duplex de l’ensemble des stations
appartenant au meˆme BSS. On note e´galement plus d’overhead physique dans les com-
munications sans fil que les communications filaires avioniques. Malgre`s ces limitations
les technologies de re´seaux locaux sans fil restent attractives pour les re´seaux avioniques
graˆce a` leur mobilite´, leur flexibilite´, leur facilite´ de configuration, a` l’absence de caˆble,
etc. Les technologies de re´seaux locaux sans fil peuvent jouer un roˆle tre`s important dans
l’avionique notamment pour la maintenance au sol des avions. L’utilisation des techno-
logies de re´seaux locaux sans fil peut faciliter la maintenance des e´quipements difficiles
d’acce`s ou ne´cessitant un de´montage. Elle permet de diminuer les dure´es de maintenance
et de ce fait re´duire le temps d’immobilisation des avions.
Notre objectif est de proposer une technologie de re´seaux locaux sans fil, permet-
tant d’effectuer la maintenance au sol des e´quipements avioniques. Cette technologie doit
coexister avec le re´seau AFDX existant et permettre de satisfaire les exigences des ap-
plications avioniques. Nous avons choisi la famille IEEE 802.11 comme technologie de
re´seau sans fil a` la place des autres technologies existantes (ZigBee, Bluetooth, Wireles-
sHART, ISA100, etc, c.f paragraphe 1.1.3.3.5) pour ses de´bits the´oriques offerts allant
jusqu’a` 54Mbps avec l’IEEE 802.11g/a. La famille IEEE 802.11 est plus adapte´e pour
la transmission de grande quantite´ de donne´es. On note e´galement que la famille IEEE
802.11 offre des fonctionnalite´ de QoS avec l’amendement IEEE 802.11e. Notre mission
consiste alors a` concevoir un re´seau hybride IEEE802.11e/AFDX, afin de ve´hiculer des
trafics avioniques sur le support sans fil IEEE802.11e en garantissant les exigences en
terme de fiabilite´ et de contraintes temporelles des applications avioniques, et ceci pour
la maintenance au sol des avions. Nous allons d’abord pre´senter la topologie ge´ne´rale du
re´seau hybride IEEE 802.11e/AFDX. Dans cette partie nous de´crivons les diffe´rents e´le´-
ments du re´seau hybride et faisons le rapprochement des deux technologies : IEEE 802.11e
et AFDX.
Le mode de communication utilise´ par la norme IEEE 802.11e est le Half-Duplex. Le
support de communication est partage´ entre les communications entrantes et sortantes de
l’ensemble des QSTAs associe´es au QAP. De ce fait, pour acce´der au support de commu-
nication chaque QSTA doit suivre les re`gles d’un protocole d’acce`s permettant la gestion
de l’acce`s au me´dium. La norme IEEE802.11e propose l’HCF constitue´ de deux proto-
coles d’acce`s au me´dium : un distribue´ nomme´ ECDA (Enhanced Distributed Channel
Access) et un centralise´ nomme´ HCCA (HCF Controlled Channel Access). Notre choix
porte sur la me´thode HCCA qui est une me´thode d’acce`s a` QoS tre`s parame´trable et qui
offre plus de de´terminisme d’acce`s que l’EDCA. Notons que l’utilisation de l’EDCA pour
des applications industrielles reste proble´matique du fait que l’acce`s au support de trans-
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mission reste probabiliste et, comme pour le DCF, les collisions restent possibles. Avec
ces contraintes, il est difficile pour l’EDCA de fournir un garantie de service aux trafics
AFDX malgre´ le fait qu’elle ait e´te´ e´labore´e pour re´pondre aux attentes des applications
temps re´el multime´dia. Ces raisons ont motive´ notre choix de l’HCCA comme protocole
d’acce`s au me´dium sans fil de notre re´seau hybride IEEE802.11e/AFDX, malgre´ le fait
qu’elle pre´sente plus de complexite´ de mise en œuvre que l’EDCA.
Cependant quelque soit la politique d’acce`s, l’utilisation d’une technologie de re´seau
sans fil n’est pas sans contraintes. Nous de´crivons dans la troisie`me sous-section 2.1.2, les
limitations lie´es a` l’utilisation de l’IEEE 802.11e dans un contexte avionique. Ces limita-
tions sont rattache´es a` la nature du me´dium sans fil et a` l’ordonnancement de re´fe´rence
propose´ par l’HCCA qui est inapproprie´ aux trafics AFDX. Pour clore ce chapitre, nous
pre´sentons notre proposition d’ame´lioration de l’HCCA pour supporter des traffics AFDX
et satisfaire leurs exigences.
2.1 Topologie hybride
Pour faciliter la maintenance au sol des e´quipements, nous proposons de fournir un
support de communication sans fil base´ sur la norme IEEE 802.11e. Pour une zone de
maintenance sans fil, il s’agit de substituer les liens filaires des End-Systems (ESs) vers le
commutateur AFDX par un lien sans fil partage´ entre un QAP/HC et les QSTAs (QoS
Station).
2.1.1 Description de la topologie
La topologie hybride est compose´e de deux technologies de re´seaux diffe´rentes : le re´-
seau AFDX et le re´seau local IEEE 802.11e. Les deux re´seaux sont relie´s par un point
d’acce`s (QAP, QoS Access Point) connecte´ a` un port d’un commutateur AFDX. Le QAP
joue le roˆle d’un pont entre les deux re´seaux. La partie AFDX est constitue´e de commu-
tateurs AFDX et d’End-Systems. Au niveau de chaque End-System, nous avons des VLs
entrants et des VLs sortants. Dans la partie sans fil IEEE 802.11e, nous avons un QAP et
plusieurs QSTAs. Les QSTAs imple´mentent les fonctionnalite´s des End-Systems et jouent
leur roˆle dans la branche sans fil du re´seau hybride. Au niveau de chaque QSTA, nous
avons ainsi des VLs sortants et entrants (voir la Figure 2.1).
Pour ve´hiculer les VLs sur le support de communication sans fil, les QSTAs envoient des
demandes d’ajout de flux au controˆleur hybride (HC) localise´ au niveau du QAP, a` l’aide
des trames ”ADDTS Request”. Ceci dans le but d’inclure leurs VLs dans l’ordonnancement
des flux. Pour ce faire, chaque station doit construire un ”TSPEC” pour chaque VL ou
pour les VLs agre´ge´s. La construction du ”TSPEC” s’effectue graˆce au rapprochement des
caracte´ristiques du VL et des parame`tres du ”TSPEC”des flux IEEE 802.11e. Nous notons
que dans le re´seau AFDX, les flux sont caracte´rise´s par la notion de VL. Un VL est de´fini
par son BAG, sa taille de trame maximale Smax, sa taille de trame minimale Smin, sa
gigue maximale, sa bande passante maximale et son offset. Dans la norme IEEE 802.11e
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Figure 2.1 – Re´seau hybride IEEE802.11e/AFDX
chaque flux est caracte´rise´ par un e´le´ment ”TSPEC” contenant toutes les spe´cifications
du flux tels que : la taille de trame nominale, la taille de trame maximale, l’intervalle de
service minimal, l’intervalle de service maximal, les de´bits de donne´es minimal et maximal,
le de´lai maximal autorise´, l’instant de de´marrage des services du flux : le ”Start-Time”,
etc. Les e´le´ments du TSPEC sont utilise´s par l’ordonnanceur HC pour de´finir le controˆle
d’admission et l’ordonnancement des flux.
En faisant un rapprochement entre les caracte´ristiques des VLs de l’AFDX et le ”TS-
PEC” des flux IEEE802.11e, nous remarquons plusieurs correspondances, en particulier :
l’offset du VLs et le ”Start-Time” du flux IEEE802.11e, l’intervalle de service minimal et
la valeur du BAG. Ces correspondances se font aussi entre l’intervalle de service maximal
et la valeur du BAG plus la gigue maximale autorise´e, le de´lai maximal autorise´ et la gigue
maximale. Si la trame est libe´re´e au de´but du BAG, elle a une latence maximale autorise´e
e´gale a` la gigue maximale. A la sortie d’un End-System la gigue maximale autorise´e d’un
VL est e´gale a` sa latence maximale. Ce rapprochement des caracte´ristiques des flux IEEE
802.11e et celles des VLs (voir la table 2.1), nous permet de construire les ”TSPEC” qui
seront utilise´s dans l’ordonnancement des VLs.
Caracte´ristiques des VLs Ele´ments du TSPEC
Offset Service ”Start Time”
BAG Intervalle de service
minimal
BAG + latence maximale ou Intervalle de service
BAG + gigue maximale maximal
Latence Maximale ou De´lai limite
Gigue maximale
Table 2.1 – Correspondances entre les caracte´ristiques des VLs et les e´le´ments du TSPEC
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2.1.2 Contraintes lie´es a` l’IEEE 802.11e
L’utilisation de la technologie de re´seau sans fil IEEE802.11 comme support de com-
munication pour relier les e´quipements avioniques ge´ne`re des contraintes additionnelles.
Ces contraintes sont lie´es aux caracte´ristiques du me´dium radio, a` l’ordonnancement ou
au controˆle d’admission de re´fe´rence propose´ par la me´thode d’acce`s HCCA.
2.1.2.1 Communications radio IEEE802.11 face a` l’AFDX
Les caracte´ristiques radios des supports de communications sans fil pre´sentent des
limitations assez importantes face a` l’AFDX (voir la table 2.2). L’IEEE 802.11e utilise
le mode de communication Half-Duplex, cela signifie que le me´dium est partage´ entre les
flux montants vers le QAP et les flux descendants du QAP. Ce mode de fonctionnement
ajoute un de´lai d’acce`s supple´mentaire aux diffe´rents flux. Alors que le re´seau AFDX utilise
un support de communication filaire en Full-Duplex avec un de´bit physique maximal de
100Mbps. L’IEEE 802.11e offre que 54Mbps. La communication en Full-Duplex, permet
d’e´viter les collisions de paquets. En terme de bande passante l’AFDX est largement plus
avantageux que l’IEEE 802.11e. Il faut noter que : dans le re´seau AFDX, chaque End-
System est relie´ a` un commutateur AFDX par une liaison point a` point Full-Duplex. L’ES
utilise la totalite´ de la bande passante pour ces VLs (c’est-a`-dire les 100Mbps), alors que
dans l’IEEE 802.11e la bande passante (54Mbps) est partage´e entre tous les flux montants
ou descendants de l’ensemble des QSTAs associe´es au QAP. Nous notons aussi des pertes
de paquets dues aux erreurs de transmission avec l’IEEE 802.11e, alors que ces pertes
sont tre`s ne´gligeables dans l’AFDX. En plus des limitations lie´es aux caracte´ristiques du
me´dium radio, nous sommes aussi confronte´s a` des contraintes lie´es a` l’ordonnanceur ou
au controˆle d’admission de re´fe´rence propose´ par HCCA.
- IEEE 802.11 AFDX
Support de communication Sans fil Filaire
Mode de communication Half-Duplex Full-Duplex
Les erreurs de transmission Oui [BER (10−7 - 10−4)] BER ≈ 0
De´bit physique maximal 54 Mbps (802.11a/g) 100 Mbps
Bande passante Partage´e entre toutes Liaisons point a` point
les QSTAs du BSS
Collisions Non avec l’HCCA Non
Contraintes de distance Oui (porte´e limite´e) Non
De´bit physique variable Oui Non
Table 2.2 – 802.11e vs AFDX
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2.1.2.2 Ordonnancement HCCA de re´fe´rence
Le choix de la me´thode d’acce`s HCCA n’est pas sans contraintes. En plus de la com-
plexite´ de mise en œuvre, nous avons des contraintes lie´es a` l’ordonnancement de re´fe´rence
propose´. De nombreuses propositions ont e´te´ apporte´es sur la me´thode HCCA, les plus
significatives a` notre sens sont pre´sente´es ci-dessous.
2.1.2.2.1 Contributions sur la me´thode HCCA et les limites Les propositions
d’ame´lioration de l’IEEE 802.11e HCCA portent de manie`re ge´ne´rale sur la de´finition du
TXOP, le choix de l’intervalle de service, le choix de l’ordre d’interrogation des QSTA et
le controˆle d’admission.
De´finition de la valeur du TXOP : L’IEEE 802.11e HCCA propose une me´thode
de calcul des TXOPs base´e sur les informations rec¸ues des TSPECs. Dans chaque intervalle
de service, chaque QSTA a droit a` un TXOP statique qui ne change pas quelque soit les
besoins de la QSTA. Le TXOP est calcule´ comme e´tant un temps de transmission moyen
des trames arrive´es durant un intervalle de service. Cette me´thode de calcul du TXOP
peut eˆtre convenable aux trafics a` de´bit constant (CBR). Cependant face a` des trafics a`
de´bit variable (VBR) il n’y pas d’adaptation du TXOP en fonction de la charge de trafic
en attente de transmission de la QSTA. Plus pre´cise´ment, si le de´bit de donne´es diminue,
la totalite´ du TXOP n’est pas utilise´, ce qui repre´sente une sous-utilisation de la bande
passante. Par contre si le de´bit de donne´es augmente et atteint un pic maximal, le TXOP
devient insuffisant pour transmettre l’ensemble des trames en attente. Par exemple dans la
Figure 2.2, le TXOP2 est sous utilise´, seules les trames 4 et 5 sont transmises. Cependant
le TXOP suivant (TXOP3) reste insuffisant pour transmettre l’ensemble des trames en
attente, les trames 6,7 et 8 sont transmises, la trame 9 devra attendre le TXOP4.
Figure 2.2 – TXOP de re´fe´rence et trafics a` de´bit variable
Pour la gestion des allocations de temps de transmission (TXOP), les contributions
scientifiques publie´es peuvent eˆtre regroupe´es en trois ensembles : (a) les me´thodes par
estimation du trafic, (b) les me´thodes base´es sur les informations rec¸ues des trames de
donne´es, et enfin (c) les me´thodes base´es sur le controˆle du trafic en entre´e du re´seau.
– Les me´thodes par estimation : Ces me´thodes consistent a` estimer la charge
ponctuelle du re´seau en se basant sur la charge re´elle du re´seau dans un e´tat ante´-
rieur afin de de´finir les ressources ne´cessaires a` chaque flux ou QSTA. Dans [3], les
auteurs visent a` fournir des services pour les trafics VBR et CBR en allouant des
Syste`mes communicants sans fil pour les re´seaux avioniques embarque´s
2.1. TOPOLOGIE HYBRIDE 59
TXOPs dynamiques a` l’aide d’une estimation de la taille des files de transmission.
Ils proposent une me´thode appele´e FHCF (Fair HCF). Cette me´thode est compose´e
de deux ordonnanceurs, le QAP Scheduler localise´ au niveau du QAP et le Node
Scheduler localise´ au niveau de chaque QSTA.
Le QAP Scheduler proce`de a` une estimation de la longueur de la file de transmis-
sion de chaque QSTA au de´but de l’intervalle de service. Pour chaque QSTA, cette
estimation prend en compte la longueur de sa file de transmission a` la fin du dernier
TXOP et le nombre de trames arrive´es dans la file apre`s la fin du TXOP. La lon-
gueur de la file de transmission a` la fin du TXOP est connue graˆce aux informations
rec¸ues des trames de donne´es (le Champ QoS Control). Pour calculer le nombre de
trames arrive´es apre`s la fin du TXOP, le QAP utilise le de´bit de donne´es moyen
de´fini dans le TSPEC. Le QAP calcule aussi le TXOP ide´al de chaque QSTA en
supposant que la file de transmission est vide a` la fin du TXOP pre´ce´dent. De la`, le
QAP de´finit le nombre de trames additionnelles de chaque QSTA en se basant sur
la diffe´rence entre le TXOP estime´ et le TXOP ide´al. Pour terminer le QAP ve´ri-
fie pour chaque QSTA s’il dispose de suffisamment de bande passante pour allouer
l’ensemble des temps de transmission additionnels. Dans ce cas le QAP Scheduler
partage le bande passante restante du SI a` toutes les QSTAs en utilisant un facteur
α calcule´ de manie`re a` satisfaire les conditions d’ordonnancement. Par contre si le
QAP Scheduler ne dispose pas de suffisamment de bande passante pour satisfaire
toutes les TXOP estime´s, il diminue leur valeur a` l’aide d’un facteur α de sorte a`
satisfaire les conditions d’ordonnancement.
Le Node Scheduler est imple´mente´ dans chaque QSTA. Lorsque la QSTA rec¸oit
une trame de polling (CF-Poll), le Node Scheduler redistribue le temps additionnel
du TXOP aux diffe´rents flux de trafic. Il reprend les meˆmes calculs que le QAP
Scheduler mais avec une plus grande pre´cision car il connait exactement la taille de
la file de transmission au de´but du polling et pourra ainsi calculer la longueur de la
file de transmission a` la fin du TXOP avec le temps additionnel a` demander.
Dans [9], les auteurs effectuent une estimation de la longueur des files de trans-
mission en se basant sur les informations rec¸ues en feedback et sur un sche´ma de
controˆle a` boucle ferme´e (Closed Loop Control Scheme) base´ sur l’HCCA. Les au-
teurs supposent connaitre la longueur de toutes les files de transmission a` la fin de
chaque phase d’acce`s controˆle´ (CAP, Controlled Access Phase) graˆce aux informa-
tions rec¸ues en feedback. Ils calculent la dure´e des TXOPs graˆce a` leurs estimations
et construisent leur unite´ de controˆle d’admission en se basant sur les valeurs des
TXOPs estime´s.
Dans [83], les auteurs e´voquent un mode`le a` e´ve´nement discret ou` l’e´volution du
syste`me est observe´e a` chaque de´but d’intervalle de service. Leur objectif est de
construire un algorithme de controˆle qui e´chantillonne les donne´es rec¸ues de l’e´tat
du syste`me, au de´but de chaque cycle de polling, pour pre´dire la valeur du TXOP.
Leur mode`le prend en compte deux parame`tres : l’e´tat des files de transmission et
le trafic a` venir obtenu par pre´diction.
Dans [87], les auteurs proposent une me´thode appele´e PRO-HCCA (Prediction Opti-
mization HCCA). Cette me´thode utilise un me´canisme de pre´diction appele´ Wavelet
Transform-Based LMS (WLMS) pour les trafics a` de´bit variable.
Nous rappelons que ces me´thodes de calcul du TXOP sont base´es sur une estimation
donc la valeur obtenue peut eˆtre supe´rieure ou infe´rieure aux besoins de la QSTA.
Nous notons aussi que ces me´thodes offrent des TXOPs dynamiques qui varient en
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fonction des intervalles de service. Ceci peut induire une gigue pour les QSTAs et
dans certaines situations peut entrainer une latence supple´mentaire.
– Les me´thodes base´es sur les informations de controˆle rec¸ues : Ces me´thodes
utilisent ge´ne´ralement le sous-champs Queue Size ou le sous-champs TXOP Dura-
tion Request du champ QoS Control des trames de donne´es, pour transmettre l’e´tat
des files de transmission ou la demande de TXOP. A partir des informations rec¸ues,
une adaptation du TXOP en cours ou du prochain TXOP est effectue´e. C’est le cas
dans [136], ou les auteurs proposent une utilisation conjointe des deux me´thodes
d’acce`s de l’HCF : l’EDCA et l’HCCA. Cependant, nous nous inte´ressons unique-
ment a` la partie HCCA ou` le TXOP est calcule´ en fonction de la quantite´ de trafic
stocke´e dans les files de transmission. Pour l’allocation du TXOPk,c a` l’instant tc,
l’ordonnanceur rec¸oit les informations Rc,i relatives a` la quantite´ de trames stocke´e
dans chaque file de transmission de la QSTA k a` l’aide des trames de donne´es rec¸ues
durant le mode EDCA ou HCCA. Un TXOPk,c est alloue´ a` l’instant tc en prenant
uniquement en compte les informations rec¸ues Rc,i. Les donne´es nouvellement ge´ne´-
re´es par les couches supe´rieures applicatives apre`s la re´ception des informations Rc,i
et les donne´es n’e´tant pas transmises avec succe`s durant le TXOPk,c seront prises en
compte dans le prochain TXOPk+1, c’est-a`-dire dans Rc,i+1. Il n’y a pas d’estimation
du trafic, les auteurs se basent uniquement sur les informations rec¸ues. Dans [58],
les auteurs utilisent le sous-champ TXOP Duration Request pour adapter le TXOP.
La valeur du TXOP est donne´e par le TXOP moyen calcule´ selon l’ordonnancement
de re´fe´rence plus la demande de surplus de bande passante effectue´e par les QSTAs
a` l’aide du sous-champ TXOP Duration Request. Dans [81], les auteurs utilisent la
valeur du sous-champ Queue Size pour effectuer une adaptation du TXOP, mais
uniquement pour les trafics audio et vide´o. Le dure´e additionnelle est donne´e par
l’e´quation 2.1 :
add TXOPi =
queuei ∗ Li
Ri
(2.1)
Avec Li , la taille de trame nominale, Ri le de´bit physique et queuei le surplus de
trames audio ou vide´o en attente de transmission et add TXOP, la dure´e addition-
nelle. Dans [29], les auteurs utilisent aussi le sous-champ Queue Size. Leur objectif
est d’allonger si besoin la dure´e du TXOP en prenant en compte la longueur des files
de transmission, l’espace libre dans l’intervalle de service et le maximum d’intervalle
de service de la QSTA (MSI). S’il y a assez de bande passante dans le SI courant,
l’HC alloue un surplus de bande passante uniquement lorsque cela n’entraine pas
l’e´che´ance d’un flux. Dans le cas contraire l’HC tente de re´-interroger la station a`
la fin de tous les TXOPs. D’autres auteurs utilisent d’autres informations tel que le
de´bit physique constate´ pour calculer la valeur du TXOP sachant que les caracte´-
ristiques du support de communication sans fil peuvent varier au cours du temps,
par exemple dans [32] et [11].
Ces me´thodes restent inte´ressantes car elles permettent d’allouer des bandes pas-
santes en fonction des besoins re´els des QSTAs. Cependant la pre´cision des TXOPs
calcule´s de´pend de la fre´quence de mise a` jour des informations rec¸ues des QS-
TAs. Les informations sont transmises graˆce aux champs TXOP Duration request
et Queue Size pre´sents dans les trames de donne´es. Cela signifie que tant que la
QSTA ne transmet pas de trames de donne´es, les informations sur les QSTA ne
seront pas mises a` jour. De meˆme, comme pour les solutions base´es sur l’estimation,
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les solutions base´es sur les informations en feedback offrent e´galement des TXOPs
variables qui ge´ne`rent des gigues sur l’instant de transmission des QSTAs.
– Les me´thodes base´es sur le controˆle du trafic en entre´e du re´seau : Ces
me´thodes proposent des strate´gies pour controˆler les trafics en entre´e du re´seau, ce
qui leur permet de pre´voir plus ou moins le comportement du re´seau. En fonction
des exigences des trafics, du niveau de qualite´ de service requis et de la capacite´ du
re´seau, ces me´thodes de´finissent les parame`tres d’entre´e du re´seau. Dans [61], les
auteurs proposent un algorithme d’ordonnancement base´ sur l’algorithme de re´gula-
tion a` double seau perce´ (Dual Leaky Bucket Controller). Cette re´gulation du trafic
en entre´e permet de transformer les trafics VBRs en trafics CBRs et ainsi permettre
une plus simple allocation de ressources. Pour de´terminer la valeur du TXOP, les
auteurs utilisent une approche statistique de´finie dans [85] et [33]. Ils de´finissent des
enveloppes statistiques leurs permettant d’avoir les bornes supe´rieure et infe´rieure
de trafic en entre´e et quelque soit l’intervalle de temps t. Connaissant le taux de
service et le de´bit d’entre´e des donne´es dans le re´seau, les auteurs de´terminent une
valeur du TXOP. Dans [42], les auteurs proposent un mode`le base´ sur le Latency
Rate Scheduling modifie´ et sur l’algorithme du Token Bucket pour garantir un de´-
lai borne´ dans l’HCCA. Le mode`le d’ordonnancement propose´ est illustre´ dans la
Figure 2.3.
Figure 2.3 – Me´thode propose´e
Le trafic arrivant de la session i (i=1 ... N) passe a` travers le controˆle d’admission
du Token Bucket a` l’inte´rieur de chaque user terminal. A son arrive´e, un paquet
est transmis si la taille du Token Bucket moins la taille du paquet et les overheads
est supe´rieur a` ze´ro, sinon le paquet est supprime´ car il n’y a pas assez de jeton
pour qu’il soit envoye´ en prenant en compte ces overheads. L’application utilisant la
session i de´clare la taille maximale des paquets Lmax,i et le de´lai maximal autorise´
Dmax,i. Le paquet est stocke´ dans la station jusqu’a` ce qu’il ait acce`s au me´dium et
soit transmis. Ces parame`tres sont utilise´s par l’ordonnanceur pour calculer le taux
de service pour chaque flux ainsi que son TXOP. Ces me´thodes sont inte´ressantes
dans la mesure ou` l’AFDX utilise aussi une re´gulation des flux en entre´e du re´seau.
Cependant avec ces me´thodes, nous avons un seul flux re´gule´ en sortie du QSTA,
alors qu’avec AFDX nous avons plusieurs flux re´gule´s (VL) en sortie du ES/QSTA.
L’utilisation de ces me´thodes ne´cessite une adaptation au context AFDX.
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Choix de l’intervalle de service : La norme 802.11e HCCA de´finit un intervalle
de service unique pour toutes les QSTAs pre´sentes dans sa liste de polling. Au de´but de
chaque intervalle de service, le controˆleur hybride interroge toutes les stations pre´sentes
dans la liste une a` une. Chaque station interroge´e rec¸oit un TXOP.
Chaque flux de trafic a` son propre intervalle de service minimum et son propre intervalle
de service maximum. L’intervalle de service de l’ordonnancement est calcule´ de sorte a` ce
qu’il soit infe´rieur ou e´gal au minimum de l’ensemble des maximums d’intervalle de service
de tous les flux. De ce fait chaque QSTA est interroge´e a` intervalle re´gulier et infe´rieur
ou e´gal aux intervalles de service maximum. Dans certains intervalles de service, il peut
arriver que certaines QSTAs n’aient aucune trame dans leur file de transmission, donc
n’utiliseront pas leur TXOP (statique) et enverront une trame NULL. Cela repre´sente une
perte de bande passante qui pourrait eˆtre utile a` d’autres QSTA ou permettre d’admettre
plus de flux (voir la Figure 2.4).
Figure 2.4 – Perte de bande passante avec l’HCCA de re´fe´rence
Dans un re´seau a` faible charge de trafic, la bande passante perdue avec les TXOPs
non-utilise´s alte`re tre`s faiblement le bon fonctionnement du syste`me. Dans la litte´rature
plusieurs solutions ont e´te´ propose´es pour re´soudre ce proble`me.
– Intervalle de service unique : De nombreux auteurs ont pre´fe´re´ conserver le
choix de l’intervalle de service unique [61], [81] et [58]. Pour contourner les pertes de
bande passante dues a` l’inutilisation de certains TXOPs, certains auteurs proposent
des me´thodes d’allocation du TXOP qui sont fonction du trafic en attente de trans-
mission (voir la Figure 2.5). C’est le cas de [39] qui utilise une me´thode de pre´diction
(Fuzzy Prediction) pour de´finir la valeur du TXOP, ou de [68] qui conservent l’in-
tervalle de service unique, mais de´finissent cependant la valeur du TXOP a` partir
des informations rec¸ues en feedback.
Figure 2.5 – Intervalle de service unique avec TXOP adaptatif
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– Intervalle de service multiple : Pour augmenter le nombre de QSTAs admises
et en meˆme temps contourner le proble`me lie´ a` la perte de bande passante avec
l’intervalle de service unique, des auteurs [66], [133] et [100] ont propose´ des solutions
base´es sur des intervalles de service multiple. L’ide´e commune est de conside´rer que
chaque flux de trafic a son propre intervalle de service. Ainsi chaque QSTA rec¸oit un
unique TXOP durant son intervalle de service (voir la Figure 2.6). Les intervalles de
service peuvent eˆtre synchrones ou non, tout de´pend des applications et des choix
faits par les auteurs .
Figure 2.6 – Intervalles de service multiples
– Intervalle de service dynamique : Le choix d’un intervalle de service dyna-
mique reste tre`s peu utilise´. Dans [58], les auteurs proposent une me´thode d’ordon-
nancement a` intervalle de service dynamique et a` TXOP dynamique. Ils utilisent
les donne´es en feedback rec¸ues de la QSTA dans les trames de donne´es a` la fin du
TXOP pour calculer le surplus de bande passante pour le prochain TXOP. Pour
satisfaire les contraintes temporelles des flux tre`s urgents, le HC diminue la valeur
de l’intervalle de service de la QSTA et l’interroge plus toˆt que pre´vu (voir la Figure
2.7). Par exemple dans le SI3, a` la fin des TXOP1 et TXOP3, graˆce aux informa-
tions rec¸ues en feedback, le controˆleur hybride constate que le QSTA1 a des trames
en urgence de transmission. Le controˆleur hybride diminue alors le SI3 et avance le
de´but du SI4 pour interroger la QSTA1 plus-toˆt.
Figure 2.7 – Intervalle de service dynamique
Sche´ma ou ordre de polling : La norme 802.11e HCCA propose un ordonnance-
ment statique cyclique sans pre´emption, [67] qui utilise un sche´ma de polling statique base´
sur le Round Robin. La de´finition de l’ordre de polling n’est pas spe´cifie´ dans la norme
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IEEE 802.11e HCCA, cependant, elle reste statique. Il est a` noter que dans le PCF l’ordre
de polling est base´ sur l’ordre d’association des flux de trafic. La liste de polling de l’HCCA
peut eˆtre modifie´e, mais uniquement lorsqu’un nouveau flux est admis ou supprime´. La
norme 802.11e HCCA offre la possibilite´ de de´finir son propre ordre de polling en fonction
de ses propres crite`res.
– Sche´ma de polling statique base´ sur le Round Robin : De nombreuses so-
lutions d’ame´lioration de l’HCCA utilisent un sche´ma de polling base´ sur le Round
Robin [61], [29], [81], [62], et dont l’ordre de polling est souvent de´fini selon l’ordre
d’admission des flux. Les solutions propose´es utilisant le sche´ma du Round Robin
de´finissent ge´ne´ralement des strate´gies pour adapter la valeur du TXOP en allouant
plus de bande passante ou non aux stations en fonction de leurs besoins.
– Sche´ma de polling dynamique ou base´ sur une priorisation de flux : Pour ame´liorer
la me´thode d’ordonnancement HCCA, plusieurs auteurs ont opte´ pour une solution
de polling base´e sur une priorisation fixe ou dynamique des flux. La priorisation
des flux sera de´finie en fonction des besoins de QoS des trafics (contraintes tem-
porelles ou contraintes de bande passante). Dans [23], les auteurs proposent un
algorithme d’ordonnancement cyclique base´ sur l’algorithme EDF (Earliest Dead-
line First) non pre´emptif, et sur la me´thode SRP (Stack Resources Policy). Leur
objectif est de concevoir un algorithme d’ordonnancement qui est flexible avec une
meilleur utilisation du me´dium et qui fournit aux flux des quantite´s fixes de capacite´
sur une pe´riode fixe, ce qui convient aux trafics VoIP (paquets de taille fixe a` des
intervalles fixes). Dans [58], les auteurs proposent un sche´ma de polling qui interroge
uniquement les QSTAs actives. Une QSTA est active lorsqu’elle est dans l’intervalle
[mSI, MSI], avec mSI, son minimum d’intervalle de service et MSI, son intervalle
de service maximum. Pour ordonnancer les stations actives, ils utilisent l’algorithme
EDD (Earliest Due Date). Dans [24], les auteurs proposent un algorithme nomme´
WTTP (Wireless Timed Token Protocol) qui utilise une liste de polling dynamique.
Le WTTP utilise un jeton pour ge´rer une liste circulaire de nœuds selon les principes
du Round Robin. Chaque flux de trafic est conside´re´ comme un nœud par WTTP.
Un flux est place´ dans la liste uniquement lorsqu’il a une trame en attente de trans-
mission. Dans [11], les auteurs utilisent un ordonnancement cyclique base´ sur le RM
(Rate Monotonic), les trafics a` fort de´bit de donne´es sont prioritaires devant les
trafics a` faible de´bit. De la`, ils de´finissent les conditions d’ordonnanciabilite´ des flux
et de controˆle d’admission.
Les sche´mas de polling dynamique ou base´ sur une priorisation de flux restent in-
te´ressants dans la mesure ou l’on peut adapter l’ordre de polling en fonction de
plusieurs parame`tres (e´che´ance, de´bit, ...) pouvant varier au cours du temps. Ils
peuvent permettre d’avoir un polling plus adapter aux exigences ponctuelles ou glo-
bales des QSTAs. Cependant le sche´ma de polling dynamique reste le plus complexe
a` mettre en œuvre, de plus les informations venant des QSTAs ne´cessaires a` l’or-
donnancement, doivent eˆtre re´gulie`rement mises a` jour.
Unite´ de controˆle d’admission : Pour garantir les exigences de QoS des flux
admis, l’HCCA propose une unite´ de controˆle d’admission base´e sur un intervalle de
service unique. Pour admettre un nouveau flux, l’unite´ de controˆle d’admission ve´rifie s’il
existe suffisamment d’espace dans l’intervalle de service pour les trafics en EDCA, pour
l’ensemble des TXOPs HCCA et pour le TXOP du nouveau flux. Dans ce cas, elle admet
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le nouveau flux de trafic. Cette me´thode de controˆle d’admission permet de garantir une
bande passante a` tous les flux de trafic. Cependant, selon les caracte´ristiques du trafic
on peut assister a` une sous utilisation de la bande passante. C’est le cas pour les QSTAs
ayant un intervalle de service supe´rieur a` l’intervalle de service de l’ordonnanceur. En effet
ces flux de trafic n’utilisent pas l’ensemble des TXOPs qui leur est alloue´. Il faut aussi
noter que le sche´ma d’allocation de bande passante utilise´ par le controˆle d’admission de
re´fe´rence ne prend pas en compte la variabilite´ des trafics du re´seau.
De nombreuses solutions ont e´te´ propose´es dans la litte´rature scientifique. Nous remar-
quons que dans la majorite´ des solutions, deux e´le´ments prennent une part tre`s importante
dans l’admission ou non d’un nouveau flux. En effet la politique d’allocation de ressource
(TXOP) utilise´e et le choix de l’intervalle de service jouent un roˆle essentiel dans le controˆle
d’admission des flux. L’unite´ de controˆle d’admission de´finit d’abord les TXOPs des QS-
TAs, puis elle ve´rifie si elle est capable de satisfaire toutes les ressources. Nous avons de´ja`
aborde´ des politiques d’allocation de ressources dans 2.1.2.2.1. Les moyens utilise´s pour
ve´rifier si toutes les ressources peuvent eˆtre satisfaites sont ge´ne´ralement lie´s au choix de
l’intervalle de service. Les choix d’intervalle de service les plus fre´quents sont l’intervalle
de service unique et les intervalles de service multiples. Les auteurs divergent beaucoup
sur les me´thodes de calcul du TXOP mais convergent ge´ne´ralement sur ces deux choix
d’intervalle de service.
Pour les me´thodes a` intervalle de service unique, un flux est accepte´ ge´ne´ralement
lorsque l’e´quation 2.2 est satisfaite :
TXOPk+1
SI
+
k∑
i=1
TXOPi
SI
≤ T − Tcp
T
(2.2)
Avec SI l’intervalle de service de l’ordonnancement, T l’intervalle Beacon Tcp le temps
alloue´ au trafic EDCA. La valeur du TXOP est calcule´e selon la me´thode de l’auteur (voir
2.1.2.2.1).
Les me´thodes a` intervalle de service multiple, un flux est ge´ne´ralement accepte´ si
l’e´quation 2.3 est ve´rifie´e :
TXOPk+1
SIk+1
+
k∑
i=1
TXOPi
SIi
≤ T − Tcp
T
(2.3)
Avec SIi l’intervalle de service du flux i, SIk+1, est l’intervalle de service du nouveau
flux. La valeur du TXOP est aussi calcule´e selon la me´thode de l’auteur (voir 2.1.2.2.1).
En ce qui concerne les performances du re´seau en terme de QoS, le choix de l’intervalle
de service reste tre`s discutable et les auteurs divergent. Il faut noter que le choix de
l’intervalle de service est plus guide´ par la me´thode de calcul des TXOPs et par le sche´ma
de polling choisi. La QoS offert de´pend plus de la politique d’allocation de bande passante
et du sche´ma de polling que du choix de l’intervalle de service.
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2.1.2.2.2 Limites de l’IEEE 802.11e HCCA par rapport a` l’AFDX : Notre
objectif est de substituer les liens filaires entre les ESs et le commutateur AFDX par une
liaison sans fil avec l’IEEE 802.11e HCCA. Nous pre´sentons dans cette partie les limites de
l’IEEE 802.11e HCCA face a` l’AFDX. Il faut noter que les flux de trafic du re´seau AFDX
sont caracte´rise´s par la notion de lien virtuel (VL). Cette notion est utilise´e pour controˆler
le trafic en entre´e du re´seau. Nous rappelons qu’un TXOP est de´fini par son BAG, sa gigue
maximale, sa taille de trame maximale, sa taille de trame minimale, son offset et sa bande
passante (voir Figure 2.8). Chaque End-System a plusieurs VLs, en se basant sur la table de
transmission, le nombre de VLs d’un ES peut atteindre 256 VLs. Chaque ES a une bande
passante maximale de 100Mps et acce`de au me´dium de`s qu’il a une trame en instance
de transmission. Les VLs sont asynchrones et contraints temporellement. Chaque trame
en attente de transmission d’un VL donne´ doit eˆtre transmise avant sa latence maximale
autorise´e (gigue maximale du VL par rapport au de´but de son BAG (voir Figure 2.8).
Chaque V Li doit recevoir une bande passante e´gale a` Smax/BAGi avec Smax, la taille de
trame maximale. L’AFDX a une politique d’isolement des erreurs qui consiste a` e´viter
qu’une faute temporelle ou un non respect du contrat de trafic d’un VL influe sur le bon
fonctionnement des autres VLs.
Figure 2.8 – VLs et caracte´ristiques
Pour ve´hiculer des VLs avec l’IEEE 802.11e HCCA, il faut prendre en conside´ration
le partage du support de communication entre toutes les QSTAs appartenant au meˆme
BSS, c’est-a`-dire associe´es au meˆme QAP. Ainsi une trame en attente de transmission
est transmise uniquement lorsque la QSTA acce`de au support de communication, ce qui
ge´ne`re une latence supple´mentaire par rapport a` l’AFDX (voir Figure 2.9).
Pour la gestion de l’acce`s au me´dium et le partage de la bande passante, la me´thode
d’acce`s HCCA propose un simple ordonnanceur de re´fe´rence. L’ordonnanceur de re´fe´-
rence utilise les valeurs statiques des TSPECs de´clare´es pour fournir des services a` de´bit
constant. Dans le cas ou` il existe plusieurs trafics temps re´el dans la meˆme station, il
n’existe aucune diffe´renciation de service entre les flux. Des donne´es en urgences de trans-
mission peuvent eˆtre retarde´es par la transmission des donne´es moins urgentes (voir Figure
2.9). En effet en transmettant les trames des VLs selon leur ordre d’arrive´e dans la file de
transmission, certaines trames pourront atteindre leur e´che´ance (latence maximale) avant
d’acce´der au support de communication. Par exemple, nous conside´rons la station i avec
les VLs : V L1, V L2, V L3 et V L4. Nous prenons l’hypothe`se que toutes les VLs ont la
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meˆme taille de trame. Nous voyons que le V L1 perd sa trame au profit des trames du V L3
et du V L4 qui ne sont pas en urgence de transmission.
Figure 2.9 – Ordonnancement sans prise sans compte de l’urgence des trames
L’HCCA ne pre´sente aucune prise en conside´ration du surplus de bande passante duˆ a`
la retransmission dans le calcul du TXOP, ni de l’impact de la retransmission sur le de´lai
des trames en attente de transmission. L’HCCA utilise la me´thode de controˆle d’erreur
ARQ (Automatic Repeat ReQuest). L’ARQ utilise des acquittements et des timeout pour
garantir une transmission efficace de l’information. Un acquittement est envoye´ par le re´-
cepteur vers l’e´metteur afin de lui indiquer que la trame (ou le paquet) de donne´es e´mise
a e´te´ correctement rec¸ue. Un timeout est l’instant pre´cis situe´ apre`s l’instant d’e´mission
et dont l’e´cart avec ce dernier est e´gal a` une dure´e spe´cifique ; si l’e´metteur ne rec¸oit pas
d’acquittement avant le timeout, il retransmet la trame ou le paquet jusqu’a` recevoir un
acquittement ou de´passer un nombre pre´de´fini de retransmissions. Ce mode de fonctionne-
ment n’est pas adapte´ aux trafics AFDX car la retransmission automatique et successive
d’une trame peut entrainer l’e´che´ance des autres trames en attente de transmission. Ce
phe´nome`ne peut provoquer une violation de la se´gre´gation des VLs de´finie par l’AFDX
(voir la Figure 2.10, le V L1 perd sa trame 3 alors que le V L3 pourrait attendre le prochain
TXOP pour retransmettre sans exce´der sa gigue et latence maximale).
Il faut aussi noter que l’unite´ de controˆle d’admission propose´e par la norme IEEE802.11e
HCCA impose un nombre limite´ de stations admises. Ce nombre est en fonction des de-
mandes de bandes passante des flux. Plusieurs ame´liorations ont e´te´ propose´es dans la
litte´rature pour surmonter les limitations de l’HCCA, cependant ces contributions sont
ge´ne´ralement oriente´es vers les applications multime´dias.
Parmi les contributions, nous avons retenu celles base´es sur des me´thodes d’estimation
de la charge des files de transmission ou sur les informations rec¸ues en feedback. Ces
me´thodes adaptent la dure´e du TXOP en fonction des besoins estime´s de la station ou
e´value´s en fonction des informations rec¸ues. Cependant cette variabilite´ de la dure´e des
TXOPs entraine une gigue sur la transmission des VLs mais aussi dans certaines situations
une latence supple´mentaire (voir la Figure 2.11 avec gji la gigue de la QSTA i dans la SI j ).
Dans la Figure 2.11, nous pre´sentons des TXOPs variables. Dans le SI2, nous remarquons
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Figure 2.10 – Effet de la retransmission sur l’e´che´ance des trames en attente de trans-
mission
une gigue sur le TXOP2 induite par la variation du TXOP1. Le TXOP3 subit une gigue
induite par le TXOP1 et le TXOP2.
Aucune de ces me´thodes, a` notre connaissance, ne prennent pas en compte la gigue,
seule la quantite´ d’information en attente de transmission est prise en compte [3], [9],
[83], [87], [136], [58], [81], [80]. Dans certaines me´thodes la retransmission est aussi prise
en compte [136], [44]. Pour utiliser ces me´canismes base´s sur l’adaptation de la dure´e du
TXOP, il est ne´cessaire de proposer une solution permettant de controˆler la gigue et la
latence maximale.
Figure 2.11 – Effet de la variabilite´ des TXOPs sur la gigue
Nous avons aussi e´tudie´ les solutions base´es sur l’utilisation d’un TXOP fixe comme
de´fini dans la norme. Ge´ne´ralement les TXOPs fixes sont utilise´s par les me´thodes base´es
sur le controˆle du trafic en entre´e du re´seau [19], [78]. Comme, ils connaissent les caracte´-
ristiques des trafics en entre´e, ils peuvent pre´voir la bande passante maximale ne´cessaire
pour chaque flux de trafic. Cependant dans un environnement radio il existe des pertes
de paquets dont la retransmission ge´ne`re un trafic supple´mentaire ale´atoire non-controˆle´.
Cela ne´cessite une adaptation de la valeur du TXOP pour satisfaire les besoins des flux.
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A cote´ des solutions d’allocation de bande passante, nous avons les solutions base´es
sur le polling des stations. Elles de´finissent un ordre de polling dynamique ou fixe en
fonction de l’urgence ou des besoins de la station. Parmi les me´thodes d’ordonnancement
utilise´es, il y a le Rate Monotonic, l’Earliest Deadline First, Earliest Due Date, etc [67].
Ces me´thodes sont tre`s inte´ressantes pour garantir une latence maximale aux VLs et seront
utilise´es dans nos travaux. Les solutions base´es sur ces me´thodes utilisent ge´ne´ralement
des TXOPs fixes. Elles calculent soit un TXOP maximal pour chaque QSTA, soit une
TXOP moyen. Pour le premier choix, nous sommes confronte´s a` une sous-utilisation de la
bande passante, dans le second choix nous faisons face a` un TXOP moyen qui ne permet
pas de garantir la transmission de l’ensemble des trames avant leur e´che´ance surtout en
cas de retransmission.
Nous rappelons que les solutions d’ame´lioration du HCCA utilisent aussi le principe
ARQ (Automatic Repeat Query) pour ge´rer le controˆle d’erreur de transmissions avec ac-
quittements. Dans un contexte avionique, les retransmissions conse´cutives de la trame d’un
VL peuvent facilement entrainer l’e´che´ance des trames suivantes appartenant a` d’autres
VLs. Ceci devient proble´matique dans la mesure ou` le re´seau AFDX exige l’isolement et
l’absence de propagation des erreurs.
Cette inade´quation au contexte avionique est surtout due au fait que l’HCCA et les
propositions d’ame´lioration de ses solutions sont oriente´es vers les applications multime´-
dias [82], [79], [79], ou` les contraintes temporelles et la criticite´ des donne´es sont plus
souples par rapport aux applications avioniques. Par exemple la voix tole`re une latence de
150 ms avec un taux de perte de 1%, alors que dans le re´seau AFDX la latence maximale
des VLs dans les commutateurs est de l’ordre de 10 ms et les pertes dans les buffers de
transmissions ne sont pas tole´re´es.
2.2 Proposition d’une me´thode d’ordonnancement a`
deux niveaux
Pour re´pondre aux exigences des trafics AFDX notamment en termes de gigue, latence
et d’isolement des erreurs, nous proposons une me´thode d’acce`s base´e sur l’HCCA appele´
AFS-HCCA (AFDX Flows Scheduling with HCCA). AFS-HCCA propose deux ordonnan-
ceurs, un ordonnanceur local distribue´ sur toutes les QSTAs et un ordonnanceur central
manage´ par le controˆleur hybride localise´ dans le QAP.
2.2.1 Ordonnancement local
Lorsque qu’une QSTA rec¸oit un TXOP, elle l’utilise pour transmettre les trames pre´-
sentes dans ses files de transmission. Chaque trame a` ses propres contraintes temporelles
lie´es aux caracte´ristiques du VL auquel elle est associe´e. Dans les files de transmission, il
existe des trames de VL plus en urgence de transmission que d’autre et comme le montre
la Figure 2.9, la transmission des trames moins urgentes peut entrainer l’e´che´ance des
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trames plus urgentes. Cela ne´cessite alors une politique de se´rialisation des trames au
niveau de la QSTA afin de garantir l’ensemble des contraintes temporelles.
L’HCCA et ses ame´liorations utilisent l’ARQ comme me´thode de controˆle d’erreurs de
transmission. Ainsi, suite a` une perte de trame, la QSTA proce`de a` des retransmissions
automatiques et successives jusqu’a` ce que la trame soit bien transmise ou ait atteint son
e´che´ance ou un nombre de retransmission pre´de´fini (4 pour les trames longues et 7 pour
les trames courtes). Cette politique de retransmission n’est pas adapte´ a` la politique de
confinement d’erreur de l’AFDX, d’ou` la ne´cessite´ de de´finir une politique de gestion de
la retransmission des trames.
L’ordonnanceur local propose´ est nomme´ AWS (AFDX Wireless Scheduler). Il ame´liore
l’ordonnanceur de re´fe´rence afin de ve´hiculer un trafic AFDX et de satisfaire ses exigences.
AWS a pour objectifs de satisfaire les exigences de gigue et de latence pour chaque VL
et de confiner toutes anomalies de fonctionnement d’un VL. Nous proposons aussi une
politique de garantie de bande passante a` tous les VLs admis. AWS est base´e sur : la
classification des VLs, la de´finition de plusieurs e´tats pour chaque flux, la de´finition d’une
politique de gestion de la retransmission des trames perdues, le controˆle de la latence et
de la gigue et la garantie de bande passante.
AWS alloue une bande passante a` chaque VL calcule´e en fonction de la taille de
trame maximale (Smax/BAG). Cependant, dans certaines situations, le VL n’a pas de
trame a` transmettre dans son BAG, donc n’utilise pas son TXOP. De plus, toutes les
trames des VLs n’ont pas une taille de trame maximale. De ce fait, les VLs n’utilisent
donc pas l’ensemble de la bande passante qui leur est alloue´e. Pour ge´rer la bande passante
libre non-utilise´e, nous proposons deux solutions : l’Optimized solution (OAWS, Optimized
AWS ) et le Release Bandwidth Solution (AWS-RB, AWS Release Bandwidth). OAWS
ame´liore AWS en proposant une politique de re´utilisation de la bande passante libre pour
la retransmission des trames perdues ou pour la transmission des trames proches de leur
e´che´ance. AWS-RB ame´liore AWS en libe´rant la bande passante libre et en autorisant
ainsi au VL suivant dans l’ordonnancement local de transmettre sa trame, cela permet
d’avancer les instants de transmission des VLs.
L’algorithme d’ordonnancement AWS permet d’ame´liorer conside´rablement l’ordon-
nancement des flux au sein d’une meˆme station (voir la section 5.3.1), mais l’ordonnan-
cement ge´ne´ral de l’ensemble des stations du re´seau doit eˆtre applique´ par le controˆleur
hybride. C’est pour cela que nous avons aussi un ordonnancement centralise´ au niveau du
point d’acce`s.
2.2.2 Ordonnanceur centralise´
L’HCCA propose un ordonnancement central de re´fe´rence ge´re´ par le controˆleur hy-
bride. L’ordonnancement de re´fe´rence consiste a` de´couper l’espace temporel en intervalles
de service e´gaux. Au de´but de chaque intervalle de service, le controˆleur hybride interroge
les stations pre´sentes dans sa liste de polling une a` une. Il s’agit d’un ordonnancement
cyclique qui se re´pe`te a` chaque intervalle de service. Chaque station interroge´e rec¸oit un
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temps de transmission moyen calcule´ en fonction du nombre moyen de trames dans les files
de transmission par intervalle de service. Dans 2.1.2.2.1 nous avons montre´ les limites du
TXOP moyen. Les solutions utilisant un TXOP dynamique propose´es par la litte´rature ne
prennent pas en conside´ration la gigue ge´ne´re´e par la variabilite´ du TXOP. Les solutions
base´es sur le controˆle du trafic en entre´e ne conside`re pas non plus le surplus de bande
passante ge´ne´re´ par les retransmissions.
Nous proposons donc un ordonnanceur centralise´ afin de satisfaire l’ensemble des be-
soins en bande passante des stations, ainsi que les contraintes temporelle des VLs. L’instant
de polling d’une station et la valeur de son TXOP sont deux parame`tres tre`s importants
pour satisfaire les e´che´ances des VLs. Nous avons fait le choix d’un intervalle de service
unique pour les QSTAs. Il faut noter que dans chaque station, nous avons plusieurs VLs
asynchrones avec des offset diffe´rents. En de´finissant un intervalle de service unique avec
des TXOPs adapte´s, nous permettons aux QSTAs ayant des SI supe´rieurs a` l’intervalle
de service d’ordonnancement de transmettre plus toˆt.
Nous proposons un ordonnancement des QSTA base´ sur les contraintes temporelles de
chaque station. L’ordonnanceur central a` pour roˆle : (1) d’allouer a` chaque QSTA un temps
de transmission adapte´ a` ses besoins, (2) de construire une liste d’interrogation base´e sur
les e´che´ances et sur la charge de trafic en-cours des stations, et (3) d’allouer un surplus de
bande passante a` chaque station pour les trafics en retransmission. Pour l’allocation des
bandes passantes nous proposons deux me´thodes. La premie`re est base´e sur des TXOPs
variables calcule´s en fonction des arrive´es de trames dans les files de transmission de
chaque QSTA, elle est nomme´e VBA comme Variable Bandwidth Allocation. La deuxie`me
me´thode utilise un TXOP fixe calcule´ de sorte a` satisfaire les exigences temporelle de tous
les VLs. Cette me´thode est nomme´e AFBA (Advanced Fixe BandWidth Allocation).
2.3 Conclusion
Pour des applications de maintenance au sol des e´quipements avioniques, notre objec-
tif est de concevoir un re´seau hybride IEEE 802.11e/AFDX, afin de ve´hiculer des trafics
avioniques sur le support sans fil IEEE 802.11e et de satisfaire les exigences des appli-
cations avioniques en termes de fiabilite´ et de contraintes temporelles. Dans ce chapitre,
nous avons pre´sente´ la topologie ge´ne´rale du re´seau hybride IEEE 802.11e/AFDX, avec
d’un coˆte´ le re´seau AFDX et d’un autre coˆte´ le re´seau IEEE 802.11e. Le re´seau AFDX est
constitue´ d’End-Systems et de commutateurs AFDX relie´s par des liens en Full-Duplex.
La partie sans fil IEEE 802.11e est constitue´e d’une ou de plusieurs QSTAs et d’un QAP.
Les QSTAs imple´mentent les fonctionnalite´s des End-Systems et le QAP joue aussi le
roˆle d’un pont entre les deux re´seaux. L’utilisation d’une technologie de re´seau sans fil
dans un contexte avionique n’est pas sans contraintes. En effet les limitations du support
de communication radio restent proble´matiques : erreurs de transmission (perte de pa-
quets), communication en Half-Duplex, partage du support de transmission entre toutes
les QSTAs appartenant au meˆme BSS. En plus des contraintes lie´es a` la nature du me´-
dium radio, nous avons les contraintes lie´s a` l’ordonnancement de re´fe´rence propose´ par
l’HCCA. Ce dernier est inadapte´ aux trafic AFDX, ainsi que ses ame´liorations propose´es
par la communaute´ scientifique. A notre connaissance, les propositions d’ame´lioration de
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l’ordonnanceur de re´fe´rence ne satisfont pas a` toutes les exigences des trafics AFDX. Ses
ame´liorations sont plutoˆt oriente´es vers le multime´dia (voix et vide´o) ou` les contraintes
temporelles et de fiabilite´ sont plus souples. Nous avons de´crit dans ce chapitre, les princi-
pales limites de l’ordonnancement de re´fe´rence et de ses ame´liorations ve´hiculant un trafic
avionique de type AFDX. D’ou` notre proposition d’une solution d’ame´lioration du HCCA
nomme´e AFS-HCCA. Elle est base´e sur un ordonnancement a` deux niveaux. Au niveau
local, c’est-a`-dire au niveau de chaque QSTAs, AFS-HCCA propose une me´thode ordon-
nancement local des VLs nomme´ AWS, ainsi que deux variantes OAWS et AWS-RB. Au
niveau du QAP, AFS-HCCA propose un ordonnanceur global avec deux variantes VBA et
AFBA. L’ordonnanceur local se´rialise les VLs en fonction de leurs contraintes temporelles
et l’ordonnanceur global, ge`re l’acce`s au me´dium des QSTAs et l’allocation de la bande
passante. Dans le chapitre 3, nous pre´sentons, l’ordonnancement local et dans le chapitre
4 nous pre´sentons l’ordonnancement global.
Syste`mes communicants sans fil pour les re´seaux avioniques embarque´s
Chapitre 3
Ordononnanceur local : AFDX
Wireless Scheduler
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Les syste`mes de communications avioniques sont soumis a` de forts besoins de fiabilite´
et de de´terminisme. Les re´seaux AFDX sont ainsi confronte´s a` des exigences temporelles
(latence et gigue borne´es), a` un besoin de garantie de bande passante a` tous les VLs, a`
une absence de perte de donne´es et a` une absence de propagation des erreurs. Utiliser un
re´seau sans fil IEEE 802.11e dans un contexte avionique repre´sente un ve´ritable chalenge
au regard des contraintes induites par la nature du me´dium radio. La norme IEEE 802.11e
offre un support de QoS avec l’HCF (Hybrid Coordination Function) qui utilise deux me´-
thodes d’acce`s au me´dium ; l’une appele´e EDCA (Enhanced Distributed Channel Access)
et l’autre HCCA (HCF Controlled Channel Access). Pour des raisons e´videntes de garantie
de la bande passante, nous nous inte´ressons uniquement a` la me´thode d’acce`s centralise´e
HCCA. Elle offre un de´terminisme d’acce`s au me´dium avec une QoS parame´trable, alors
que la me´thode EDCA est distribue´e et base´e sur un acce`s probabiliste. La norme 802.11e
pre´voit un ordonnanceur de re´fe´rence HCCA adapte´ aux trafics CBR (Constant Bit Rate)
[14] . Au niveau des QSTAs, l’ordonnanceur de re´fe´rence ne pre´voit aucune diffe´renciation
de service entre les flux quelque soit l’urgence des trames. Sa politique de gestion des
erreurs de transmission base´e sur l’ARQ n’est pas adapte´e a` la politique d’isolement des
erreurs de l’AFDX. Les principales contributions visant a` ame´liorer l’HCCA sont adap-
te´es pour des applications multime´dia (voix et vide´o) [37], [38], [59] , ou` les contraintes de
temps et de fiabilite´ sont plus souples. Nous proposons une me´thode d’ordonnancement
local appele´e AWS (AFDX Wireless Scheduler) imple´mente´e dans les QSTAs [91], [94].
AWS ame´liore l’ordonnanceur de re´fe´rence afin de ve´hiculer un trafic AFDX et de garan-
tir ses exigences. AWS a pour roˆle de se´rialiser les trames en instance de transmission
dans la QSTA en fonction des contraintes temporelles de leurs VLs, cela dans le but de
transmettre le maximum de trame avant leur e´che´ance. Pour ce faire AWS propose une
me´thode de classification des VLs et de controˆle de la gigue et de la latence maximales.
AWS propose e´galement une politique de gestion de la retransmission afin de diminuer
l’impact de la retransmission des trames perdues sur l’e´che´ance des trames en attente de
transmission. Nous veillons aussi a` offrir un bon dimensionnement de la partie sans fil du
re´seau afin de satisfaire les besoins de bande passante de chaque VLs admis.
L’ordonnancement des flux avioniques du re´seau AFDX sur un support IEEE 802.11e
ne´cessite le respect des contraintes temporelles et de qualite´ de service que nous venons
d’e´noncer. Nous de´taillons dans la suite de ce chapitre chacune de nos contributions pour
re´pondre a` ces contraintes en proposant ainsi un nouvel ordonnanceur local AWS (AFDX
Wireless Scheduler) imple´mentable sur les QSTAs.
3.1 Gestion des contraintes temporellles
La norme IEEE prevoit au plus huit types de flux de trafic par QSTA. Pour chaque flux
de trafic, la QSTA peut construire un TSPEC et faire une demande de bande passante.
Elle peut aussi agre´ger l’ensemble de ces flux pour faire une demande unique avec un
seul TSPEC. A partir des informations rec¸ues (TSPECs), le controˆleur hybride calcule le
TXOP a` allouer a` la QSTA. Dans l’EDCA, la norme IEEE 802.11 spe´cifie le nombre de file
de transmission a` quatre, avec huit types de flux de trafic. Dans l’HCCA, il n’y a aucune
pre´cision du nombre de file de transmission. Lorsque la QSTA rec¸oit un TXOP pour un flux
de trafic donne´, elle se re´serve le droit de transmettre les trames de son choix. Cependant
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l’ordonnanceur de re´fe´rence ne de´finit aucune politique de diffe´renciation de service entre
les flux et quelque soit leurs exigences temporelles. Pour satisfaire le maximum d’e´che´ance,
nous proposons une politique de se´rialisation des trames en fonction des caracte´ristiques
du VL auquel elles sont associe´es.
3.1.1 Classification des VLs
Dans un QSTA/End-System, nous pouvons avoir plusieurs dizaines de VLs (voir 256
VLs au maximum). Chaque VL a ses propres caracte´ristiques : BAG, gigue, latence, tailles
de trame minimale et maximale et bande passante maximale. Les Vls ayant le meˆme BAG
ont les meˆmes contraintes temporelles. Ce qui permet de les classifier en huit cate´gories
de trafic en fonction de leur BAG. Le BAG repre´sente l’espace temporel minimal entre
deux trames appartenant au meˆme VL et n’ayant pas subi de gigue. L’AFDX pre´voit 8
types de BAG tel que : BAGi = 2
kms avec 0 ≤ k ≤ 7. Les valeurs possibles du BAG
sont donc : 1ms, 2ms, 4ms, 8ms, 16ms, 32ms, 64ms, 128ms. Nous de´finissons un ordre
de priorite´ entre les files de transmission afin de permettre aux VLs les plus contraints
temporellement de transmettre leur trame en priorite´. Ainsi les files de transmission avec
les plus petits BAGs ont une priorite´ sur les files de transmission avec les grands BAGs.
A l’inte´rieur des files de transmission les trames des VLs sont classe´es par ordre d’arrive´e,
elles suivent la loi du premier arrive´e - premier servi (FIFO, First-In, First-Out). Cette
politique de classification des VLs permet de de´finir des niveaux de priorite´ entre les VLs
en fonction de leurs contraintes temporelles lie´es a` leur BAG. De ce fait, un VL avec un
plus petit BAG est prioritaire sur un VL avec un plus grand BAG et deux VLs de meˆme
BAG ont la meˆme priorite´. Cette priorite´ est ge´re´e a` l’aide des 8 files de transmission
(Figure 3.1).
Figure 3.1 – Classification des VLs
3.1.2 Controˆle de la gigue et de la latence maximale
Selon la norme AFDX, la gigue d’une trame a` la sortie d’un End-System est conside´re´e
comme la diffe´rence temporelle entre l’instant de transmission de la trame et le de´but du
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BAG du VL auquel elle est associe´e (Figure 3.2). A partir de cette de´finition la latence
d’une trame dans le End-System est e´gale a` sa gigue de sortie.
Figure 3.2 – Caracte´ristiques des VLs
Nous de´finissons un e´tat ”Actif” pour les VLs. Un VL est dit ”Actif” lorsqu’il a atteint
son BAG et qu’il dispose d’une trame a` transmettre. De ce fait, l’instant de transmission ti
d’un V Li de´pend des caracte´ristiques des VLs en instance de transmission a` l’instant ρi ou`
V Li devient ”Actif”. Les trames des VLs actifs sont re´parties dans les files de transmission
en fonction de leur BAG. La gigue du VL est donc donne´e par :
gigueV Li = ti − ρi (3.1)
En partant de l’hypothe`se que la QSTA rec¸oit un temps de transmission (TXOPQSTA)
suffisamment grand pour transmettre toutes les trames de ses files de transmission. Soit
β l’instant ou` la QSTA rec¸oit son TXOPQSTA, et ρi est l’instant ou` le V Li devient actif.
– Si le V Li devient actif avant que la QSTA ait rec¸u l’autorisation de transmettre,
c’est-a`-dire β est supe´rieur a` ρi, on conside`re Qi 6= 0 la quantite´ de trafic prioritaire
en instance de transmission a` l’instant β, Qnewi (t) la quantite´ de trafic prioritaire
arrive´e entre β et l’instant ti et Q
rm
i (ti) la quantite´ de trafic prioritaire supprime´e
entre β et l’instant ti pour cause d’e´che´ance atteinte. L’instant de transmission ti
du V Li est donne´ par :
ti = β + TQi + TQnewi (ti) − TQrmi (ti) (3.2)
La gigue du V Li est donne´e par :
gigueV Li = ti − ρi = (β − ρi) + TQi + TQnewi (ti) − TQrmi (ti) (3.3)
avec TQi le temps de transmission de Qi, TQnew(t) le temps de transmission de Qnew(t)
et TQrm(t) le temps de transmission de Qrm(t) et (β − ρi) est le temps d’attente de
la trame du V Li avant le de´but du TXOP. Il faut noter que si la quantite´ de trafic
prioritaire a` l’instant β (Qi) est nulle et que ρi est e´gale a` β, on aura force´ment ti
e´gal a` ρi et le V Li transmettra sa trame de suite et sa gigue sera nulle.
{(Qi = 0) et (ρ = β)} ⇒ {(Qnewi (ti) = 0) et (Qrmi (ti) = 0)}
⇒ ti = ρi ⇒ gigueV Li = 0 (3.4)
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– Si β ≤ ρi < (β + TXOPQSTA−TXOPV Li), avec TXOPV Li le temps de transmission
re´serve´ au V Li alors en conside´rant Qi 6= 0, la quantite´ de trafic prioritaire en
instance de transmission a` l’instant ρi, Q
new
i (t) la quantite´ de trafic prioritaire arrive´e
entre ρi et l’instant t et Q
rm
i (t) la quantite´ de trafic prioritaire supprime´e entre ρi
et l’instant t pour cause de deadline atteint, on a :
ti = ρi + TQi + TQnewi (ti) − TQrmi (ti) (3.5)
avec TQi le temps de transmission de Qi, TQnewi (ti) le temps de transmission de
Qnewi (ti) et TQrmi (ti) le temps de transmission de Q
rm
i (ti). La gigue pour ce VL est
donc donne´e par :
gigueV Li = ti − ρi = TQi + TQnewi (ti) − TQrmi (ti) (3.6)
Il faut noter que si Qi est nulle, on aura force´ment ti e´gal a` ρi et le VL transmettra
sa trame de suite et sa gigue sera nulle.
{(Qi = 0)⇒ {(Qnewi (ti) = 0) et (Qrmi (ti) = 0)}
⇒ ti = ρi ⇒ gigueV Li = 0 (3.7)
Pour controˆler la gigue et e´viter que gigueV Li soit supe´rieure a` la gigue maximale (Gmax)
autorise´e, nous utilisons un compteur appele´ Deadline Counter (DC). Chaque VL a un
DC qui s’initialise lorsque ce dernier entre dans l’e´tat ”Actif”. Sa valeur initiale est e´gale a`
Gmax et elle se de´cre´mente au cours du temps. Le VL entre dans l’e´tat ”Critique” lorsque
son DC atteint un seuil nomme´ ∆. Ce seuil est atteint lorsque :
gigueV Li ≥ Gmax −∆ (3.8)
Nous de´finissons une nouvelle file de transmission nomme´e file ”Critique” (voir la Figure
3.3b). La file ”Critique a la plus haute priorite´. Un VL dans l’e´tat ”Critique” aura sa trame
Figure 3.3 – File critique
dans la file ”Critique”. Cependant, cette priorite´ n’est pas pre´emptive d’ou` le choix d’un
∆ qui doit prendre en compte le temps de la transmission en cours. Ainsi ∆ doit eˆtre
supe´rieur au temps de transmission d’une trame de taille maximale.
∆ ≥ Txframemax (3.9)
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A partir de ces conside´rations, TQi et TQnew(t) sont donne´s par les e´quations (3.10) et
(3.11).
TQi =
cp∑
i=1
TXOPV Li +
c∑
j=1
TXOPV Lj +
rp∑
k=1
TXOPV Lk (3.10)
TQnew(t) =
cp,new(t)∑
i=1
TXOPV Li +
cnew(t)∑
j=1
TXOPV Lj +
rp,new(t)∑
k=1
TXOPV Lk (3.11)
Soit α le minimum entre l’instant ou` la station rec¸oit l’autorisation de transmettre β et
l’instant ou` le V Li devient actif ρi. cp est le nombre de VL ”Actif” prioritaire a` l’instant
α, c est le nombre de VL ”Critique” a` l’instant α, rp repre´sente le nombre de VL en
retransmission a` l’instant α ayant une plus proche e´che´ance (section 3.2), cp,new(ti) est
le nombre de nouveaux VLs ”Actif” prioritaires entre les instants α et ti, cnew(ti) est le
nombre de VL moins prioritaire au de´but et qui devient ”Critique” entre les instants α et
ti, et enfin rp repre´sente le nombre de nouveaux VLs en retransmission entre les instants
α et ti ayant un plus proche e´che´ance.
3.2 Politique de gestion de la retransmission
La norme IEEE 802.11e HCCA et les contributions utilisent le principe de controˆle
d’erreur ARQ (Automatic Repeat Query). Il faut noter que toutes les contributions sur
l’HCCA ne prennent pas en compte les pertes de paquets et la retransmission des trames.
Dans l’HCCA, lorsqu’une QSTA perd une trame suite a` un non acquittement, elle re-
transmet automatiquement la trame jusqu’a` recevoir un acquittement positif ou jusqu’a`
atteindre un nombre de retransmission pre´de´fini. La QSTA arreˆte aussi la retransmission
lorsque la trame atteint son e´che´ance. Dans un contexte avionique, les retransmissions au-
tomatiques et successives de la trame d’un VL peuvent facilement entrainer l’e´che´ance des
trames en attente de transmission appartenant a` d’autres VLs. Ceci devient proble´matique
dans la mesure ou` le re´seau AFDX exige l’isolement et l’absence de propagation des er-
reurs. Pour e´viter que les retransmissions influent sur les e´che´ances des trames en instance
de transmission, la solution la plus plausible consiste a` transmettre d’abord les trames
en attente des VLs dans les e´tats ”Critique” et ”Actif” et ensuite transmettre les trames
des VLs dans l’e´tat ”Retransmission”. Un VL est dans l’e´tat ”Retransmission” lorsque sa
trame est perdue et n’a pas atteint son e´che´ance. Cette me´thode permet d’e´viter que la
retransmission d’une trame entraine l’e´che´ance des autres trames en attente de transmis-
sion. Cette me´thode peut pre´senter quelques limites dans la mesure ou` la retransmission
d’une trame d’un VL ”Critique” apre`s la transmission de l’ensemble des trames des VLs
”Critique” et ”Actif”, peut entrainer son e´che´ance.
En re´sume´ : La retransmission imme´diate conse´cutive d’une trame perdue peut entrai-
ner l’e´che´ance des trames des VLs ”Actif” ou ”Critique” en attente de transmission. De
meˆme la retransmission d’une trame perdue a` la fin de la transmission de l’ensemble des
trames des VLs ”Critique” et ”Actif” peut entrainer son e´che´ance, sachant que parmi les
trames des VLs ”Actif”, il peut y avoir certaines qui ne sont pas en urgence de transmission.
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Pour pallier a` ces deux proble`mes, notre politique de retransmission consiste a` re´ordon-
ner la trame perdue avec l’ensemble des trames pre´sentes dans les files de transmission en
se basant sur les e´che´ances. De ce fait, lorsqu’une trame est perdue, elle sera retransmise
uniquement lorsqu’elle a la plus proche e´che´ance et qu’elle n’a pas atteint son nombre de
retransmissions pre´de´fini. Avec cette me´thode, il peut arriver qu’une trame d’un VL ”Ac-
tif” atteigne son e´che´ance au profit d’une trame en retransmission. Par contre elle permet
de satisfaire plus d’e´che´ance. Pour ge´rer les trames en retransmission, nous utilisons une
file de transmission ”Retransmission” (Figure 3.4) ou` sont inse´re´es les trames en retrans-
mission en fonction de leur e´che´ance. Les trames en retransmission avec les plus proches
e´che´ances sont prioritaires dans la file de retransmission.
Figure 3.4 – File de retransmission
Nous notons qu’AWS utilise 10 files de transmission dont 8 pour la classification des
VLs et la de´finition des priorite´s entre les VLs, une file pour la gestion de la gigue et de
la latence maximale (file critique) et une dernie`re nomme´e la file ”Retransmission” pour
la gestion de la retransmission des trames perdues. Le processus d’ordonnancement AWS
est de´fini dans la section 3.5. Dans la suite de ce chapitre, nous de´finissons les besoins en
bande passante des VLs dans le re´seau hybride.
3.3 Expression des besoins de bande passante
Dans la partie sans fil IEEE 802.11e du re´seau hybride, la bande passante du support
de communication est partage´e entre toutes les QSTA/ESs associe´es au QAP et de ce
fait la bande passante est intrinse`quement partage´e entre tous les VLs appartenant au
meˆme BSS. Pour offrir une garantie de bande passante, nous conside´rons l’ensemble des
VLs pre´sents dans la partie radio IEEE 802.11e du re´seau hybride. Selon la norme AFDX,
la bande passante re´serve´e a` un V Li est donne´e par Smax/BAGi. Cela signifie que dans
chaque BAGi le V Li peut transmettre une taille de trame maximale. En prenant l’hypo-
the`se que chaque VL occupe l’ensemble de la bande passante qui lui est re´serve´e, la valeur
du BAG e´tant constante, le trafic ve´hicule´ par le V Li devient un trafic pe´riodique avec le
BAG comme pe´riode. De`s lors, pour garantir une bande passante a` tous les VLs du re´seau,
il suffit de leur garantir une bande passante dans une pe´riode e´gale au plus petit commun
multiple des BAGs [67]. Cette pe´riode sera appele´e Pe´riode d’Ordonnancement, PO. La
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valeur du BAG est donne´e par 2k avec (0 ≤ k ≤ 7), de ce fait les BAG se divisent et
sont multiples entre eux. Soit BAGmax, le plus grand BAG de la partie sans fil du re´seau
hybride. BAGmax est le plus petit commun multiple de tous les BAGs des VLs pre´sents
dans la partie sans fil du re´seau. La valeur de la PO est donc e´gale au BAGmax.
Soit TXOPV Li le temps de transmission re´serve´ au V Li dans chaque BAGi. Si N est
le nombre de VL du BSS, pour garantir une bande passante a` tous les VLs, nous devons
satisfaire a` l’e´quation (3.12). Cela signifie que la somme de l’ensemble des temps de trans-
mission re´serve´ aux VLs, TXOPV L doit eˆtre infe´rieur a` la PO. Le nombre de TXOPV L,
ni alloue´ au V Li dans chaque pe´riode d’ordonnancement, est donne´ par l’e´quation (3.13).
Notons que la pe´riode d’ordonnancement PO est e´gale au BAGmax. A partir des e´qua-
tions (3.12) et (3.13) pour garantir une bande passante a` chaque nœud/VL, nous devons
satisfaire a` l’e´quation (3.14).
n∑
i=1
ni · TXOPV Li ≤ BAGmax (3.12)
ni =
BAGmax
BAGi
(3.13)
n∑
i=1
TXOPV Li
BAGi
≤ 1 (3.14)
Chaque VL e´tant conside´re´ comme un flux qui rec¸oit un temps de transmission dans
chacun de ces BAG, le temps de transmission TXOPV Li re´serve´ au V Li est conside´re´
comme un TXOP alloue´ au V Li par l’ordonnanceur local. Pour chaque V Li, le TXOPV Li
est calcule´ a` partir de la taille de trame maximale selon la norme IEEE 802.11e. Le
V Li transmet une seule trame par TXOPV Li . Le TXOPV Li pour les VLs est donne´ par
l’e´quation (3.15).
TXOPV Li = SmaxTxT ime +O (3.15)
SmaxTxT ime est le temps de transmission d’une trame de taille maximum Smax e´gale a`
1554 octets. O repre´sente les Overheads (polling, acquittement et temps inter-trames).
Au niveau de la QSTA, chaque VL est conside´re´ comme un flux dans le re´seau avec
un trafic pe´riodique qui rec¸oit un temps de transmission (TXOPV L) qui lui est propre. Le
temps de transmission (TXOPV L) est alloue´ aux VLs par l’ordonnanceur local AWS. En
effet lorsqu’une QSTAi rec¸oit son TXOPQSTAi , AWS se charge de re´partir cette bande
passante aux diffe´rents VLs pre´sents dans la QSTAi. L’e´quation 3.14, nous permet de ga-
rantir une bande passante a` tous les VLs pre´sents dans le BSS. Le controˆle hybride pre´sent
dans le QAP ge`re la re´partition de la bande passante entre les QSTAs et AWS partage
la bande passante de la station entre les VLs. Le controˆle hybride se charge de de´finir la
bande passante ne´cessaire a` chaque QSTA pour satisfaire les exigences temporelles des
VLs. Cette partie sera de´taille´e dans le chapitre 4.
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3.4 Gestion de la bande passante alloue´e aux VLs
Notre politique d’ordonnancement local est base´e sur une re´servation de bande passante
pour chaque VL dans chacun de ses BAG [92], [93]. Dans chaque BAG, Le VL rec¸oit une
bande passante pour transmettre sa trame. Il faut noter que la QSTA rec¸oit un TXOPQSTA
qu’elle partage entre les VLs actifs, en retransmission ou critiques, graˆce a` l’ordonnanceur
local. Chaque VL transmet sa trame dans un TXOPV L qui lui est propre. Le VL transmet
une trame par TX0PV L, ce qui est suffisant car dans chaque BAG le VL a au plus une
trame a` transmettre. Le TXOPV L est calcule´ a` partir de la trame de taille maximale selon
la norme IEEE 802.11e. Cependant, la plupart des VLs ont des tailles de trame variables
et comprises entre leur Smax et leur Smin. Smax est la taille de trame maximale du VL et
Smin est la taille de trame minimale du VL. Les VLs n’utilisent donc pas l’ensemble de la
bande passante qui leur est alloue´e. Il y a aussi l’aspect sporadique des VLs a` prendre en
conside´ration. En effet un VL peut ne pas avoir de trame a` transmettre durant un BAG.
Cela signifie que le VL n’utilisera pas la bande passante (TXOPV L) qui lui est attribue´e.
Le TXOPV L est donne´ par l’e´quation 3.15, il peut aussi eˆtre exprime´ par l’e´quation 3.16,
c’est a` dire la somme entre la bande passante re´ellement (Bwreal) utilise´e par le VL et la
bande passante libre, Bwfree restant du TXOP. Bwreal est e´gale au temps de transmission
de la trame du VL plus les ”Overhead” de transmission.
TXOPV Li = Bwreal +Bwfree = (Txframe +O) +Bwfree (3.16)
Cette politique de re´servation de bande passante est aussi valable pour l’ordonnanceur
local de re´fe´rence (RS, Reference Scheduler) base´ sur le principe du premier arrive´ premier
servi. Nous proposons donc deux strate´gies pour ge´rer la bande passante re´serve´e a` chaque
VL, dans le but de re´soudre le proble`me de sur-e´valuation de bande passante re´serve´e aux
VLs des me´thodes de base (AWS, RS). Ces me´thodes permettent aux trames des VLs
d’eˆtre transmises plus toˆt que pre´vu. Ces strate´gies sont donc : L’Optimized Solution et
le Release Bandwidth Solution.
3.4.1 Me´thode Optimized Solution
La premie`re solution est appele´e Optimized Solution. Cette solution est applique´e a`
AWS et RS. La version avec AWS est nomme´e OAWS (Optimized AWS ) et celle associe´e a`
RS est appele´e ORS (Optimized RS ). Cette me´thode consiste avec OAWS a` transmettre les
trames dans les e´tats ”Critique”et ”Retransmission”dans les bandes passantes non utilise´es
des TXOPV L. Cela, nous permettra re´-utiliser des bandes passantes libres, mais aussi
d’avancer les instants de transmission de certaines trames. L’efficacite´ de cette me´thode
de´pend de la taille des trames en entre´e du re´seau. Plus les tailles de trame sont grandes,
plus les bandes passantes non utilise´es dans les TXOPV L sont faibles, et par conse´quent
plus la probabilite´ de transmission d’une trame critique ou en retransmission dans ces
bandes passantes diminue.
Soulignons que pour transmettre une trame dans la bande passante libre d’un TXOPV L,
il faut que la bande passante ne´cessaire pour transmettre la trame soit infe´rieure a` la bande
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passante libre. Dans le cas e´che´ant, l’ordonnanceur OAWS attend la fin du TXOP et conti-
nue sa politique d’allocation de bande passante. Cette solution limite conside´rablement le
nombre de paquets rejete´s pour cause d’e´che´ance atteinte.
Dans le cas de l’ordonnancement de re´fe´rence RS, nous avons contribue´ au mode`le ORS
(Optimized RS), mais uniquement sur les paquets en retransmission ; puisqu’il n’existe
pas de me´canisme de classification des flux ni de notion d’e´tat critique dans le mode`le RS.
La Figure 3.5 pre´sente les chrono-grammes de l’allocation de TXOPV L classique (AWS
et RS) et de la strate´gie Optimized Solution. La Figure 3.5(a), illustre la me´thode classique
et la Figure 3.5(b) repre´sente la me´thode Optimized Solution. Dans la Figure 3.5(a), la
trame ”data1” est transmise dans le premier TXOP. Elle est perdue a` cause des pertur-
bations du canal et doit eˆtre retransmise, e´tant donne´e qu’une seule trame est transmise
par TXOPV L dans la me´thode classique (AWS et RS). La trame ”data1” est retransmise
dans le TXOPV L suivant. La trame ”data2” est donc retarde´e d’un TXOPV L. la trame
”data2” est perdue a` son tour et doit eˆtre retransmise dans le TXOP suivant, cependant
elle atteint son e´che´ance avant, et elle est donc rejete´e.
Avec la me´thode Optimized solution, la Figure 3.5(b), la trame ”data1” est retransmise
dans son propre TXOP (deux trames dans le meˆme TXOP). Ce qui permet de ne pas
retarder l’instant de transmission de la trame ”data2”appartenant a` un autre VL. La trame
”data2” a pu eˆtre retransmise avant son e´che´ance contrairement a` la me´thode classique
(AWS, RS).
Figure 3.5 – Me´thode Optimized solution
3.4.2 Me´thode Release Bandwidth Solution
La deuxie`me solution est appele´e Release Bandwidth Solution, RB. Cette me´thode
applique´e a` AWS est nomme´e AWS-RB et associe´e a` RS, elle est nomme´e RS-RB. Cette
strate´gie consiste a` libe´rer la bande passante libre de chaque TXOPV L. Comme pour
la me´thode ”Optimized Solution”, l’efficacite´ de cette me´thode est fonction de la taille
des trames en entre´e du re´seau. Plus les tailles de trames sont grandes, plus la bande
passante libe´re´e (libre) diminue. Cependant compare´e a` la me´thode Optimized Solution,
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cette me´thode nous permet de gagner en bande passante et d’avancer les instants de
transmission des trames, quelque soit la taille des trames. Il suffit quelle soit infe´rieure a`
la taille maximale.
Nous utilisons dans cette strate´gie la trame QoSNull (27.74µs), pre´vue par la norme
IEEE 802.11e, pour libe´rer la bande passante non occupe´e de chaque TXOP. Dans la Fi-
gure 3.6(c), nous avons le chrono-gramme de la me´thode Release Bandwidth Solution. Nous
notons l’avance´e des instants de transmission des trames suite a` la libe´ration des bande
passante libre des TXOPV L. De la libe´ration des bandes passantes libre des TXOPV L
re´sulte des TXOPV L variables et propres a` la trame de chaque VL.
La trame ”data1” est retransmise de suite, juste apre`s sa perte de trame lie´e au sup-
port de communication. La trame ”data2” est transmise juste apre`s la retransmission de la
trame ”data1”. La me´thode Release Bandwidth Solution n’attend pas la fin du TXOPV L
re´serve´ a` la trame ”data1” pour transmettre la trame ”data2”, comme l’a effectue´ la me´-
thode Optimized solution, ou a` la fin des TXOPV L re´serve´s a` la trame ”data1” et a` sa
retransmission dans la me´thode classique (AWS, RS).
Figure 3.6 – Me´thode Release Bandwidth Solution
3.5 Processus d’ordonnancement AWS
Dans cette section, nous de´finissons les diffe´rentes e´tapes de l’ordonnancement local
AWS. Mais pre´alablement nous de´finissons d’abord les diffe´rents e´tats des VLs.
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3.5.1 De´finition des diffe´rentes e´tats des VLs
Dans la Figure 3.7, nous de´finissons les diffe´rents e´tats occupe´s par les VLs durant la
phase d’ordonnancement. Les e´tats sont donc : ”Idle”, ”Actif” (BAG[i]queue), ”Network”,
”Retransmission” (Retrans.queue), ”Critique” (Critical.queue) et l’e´tat ”Drop”.
Figure 3.7 – Processus des e´tats des VLs
Un VL est a` l’e´tat ”Idle”, lorsqu’il attend le de´but de son prochain BAG, ou lorsqu’il
n’a pas de trame a` transmettre. De`s que le VL atteint le de´but de son BAG et dispose
d’une trame en attente de transmission, il devient ”Actif” et sa trame est inse´re´e dans
la file de transmission correspondant a` son BAG (BAG[i]queue). Lorsque sa trame est
en cours de transmission ou de retransmission, le VL passe dans l’e´tat ”Network”. Si la
trame est bien transmisse ou retransmise, la QSTA rec¸oit une trame d’acquittement et le
VL redevient ”Idle” jusqu’a` son prochain de´but de TXOP, sinon le VL passe dans l’e´tat
”Retransmission” et sa trame est inse´re´e dans la file de retransmission en fonction de son
e´che´ance. Lorsque le temps d’attente atteint un seuil δ dit ”Deadline Threshold”, le VL
devient ”Critique” et sa trame est inse´re´e dans la file critique (Critical.queue) en fonction
de son e´che´ance. Le seuil est atteint lorsque le temps d’attente de la trame est e´gale a`
Gmax-∆ ou` ∆ est la pe´riode critique du VL, Gmax est la gigue ou la latence maximale de
la trame dans la QSTA. La trame est rejete´e lorsqu’elle atteint son e´che´ance ou lorsqu’elle
atteint son nombre de retransmissions pre´de´fini, le VL passe dans l’e´tat ”Drop”. Cet e´tat
est un e´tat de transition, le VL passe donc automatique a` l’e´tat ”Idle”. La caracte´risation
ces e´tats nous permet de de´finir l’algorithme d’ordonnancement AWS.
3.5.2 Etapes de l’ordonnancement
Le processus d’ordonnancement AWS suit les e´tapes suivantes :
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– Etape 1 : AWS ve´rifie s’il existe au moins un VLs a` l’e´tat ”Critique”. Si oui, AWS
autorise le VL 1 de l’e´tat ”Critique” ayant le plus petit DC, Deadline Counter 2 (voir
3.1.2) a` transmettre sa trame et passe a` l’e´tape 6. Sinon AWS passe a` l’e´tape 2.
L’e´tat du VL transmetteur devient ”Network”
– Etape 2 : AWS ve´rifie s’il existe des VLs dans les e´tats ”Actif” et ”Retransmission”.
Si oui, AWS compare l’e´che´ance du VL en retransmission ayant le plus petit DC
avec celui du VL ayant le plus petit BAG parmi les VLs a` l’e´tat ”Actif”. Puis, AWS
autorise le VL ayant le plus petit DC parmi les deux a` transmettre sa trame et
passe a` l’e´tape 6. Sinon AWS passe a` l’e´tape 3. L’e´tat du VL transmetteur devient
”Network”
– Etape 3 : AWS ve´rifie s’il existe uniquement des VLs a` l’e´tat ”Actif”. Si oui, AWS
autorise le VL a` l’e´tat ”Actif” ayant le plus petit BAG a` transmettre sa trame et
passe a` l’e´tape 6. Sinon AWS passe a` l’e´tape 4. L’e´tat du VL transmetteur devient
”Network”
– Etape 4 : AWS ve´rifie s’il existe uniquement des VLs a` l’e´tat ”Retransmission”. Si
oui, AWS autorise le VL a` l’e´tat ”Retransmission” ayant le plus proche deadline a`
transmettre sa trame et passe a` l’e´tape 6. Sinon AWS passe a` l’e´tape 5. L’e´tat du
VL transmetteur devient ”Network”
– Etape 5 : Aucun VL n’a de trame a` transmettre 3. La trame QoSNull est se´lection-
ne´e. On passe a` l’e´tape 6.
– Etape 6 : Le VL se´lectionne´ transmet sa trame QoSData dans le TXOPQSTA. AWS
met a` jour la liste des VLs dans l’e´tat critique. Cette mise a` jour consiste a` de´placer
les trames des VLs ayant atteint leur seuil ∆, des files actives BAG[i]queue vers la
file Critical.queue. Les VLs correspondants passe de l’e´tat ”Actif” vers l’e´tat ”Cri-
tique”. Nous notons que dans la file critique, les VLs sont ordonne´s selon la plus
petite e´che´ance. Les trames ayant atteint leur e´che´ance sont supprime´es et les VLs
associe´s passent a` l’e´tat ”Drop” puis a` l’e´tat ”Idle”.
Fin 6
1. Si deux VLs ont le meˆme de DC, alors AWS utilise le principe FIFO.
2. Nous notons : le VL avec le plus petit DC a la plus proche e´che´ance.
3. C’est l’aspect sporadique.
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3.6 Conclusion
Ce chapitre pre´sente une partie de notre contribution pour la conception d’un re´seau
hybride IEEE 802.11e/AFDX. L’objectif est d’acheminer un trafic AFDX sur un re´seau
sans fil IEEE 802.11e en garantissant le niveau de qualite´ de service exige´ par l’AFDX.
Dans ce chapitre nous proposons un algorithme d’ordonnancement AWS qui ame´liore
l’ordonnanceur de re´fe´rence HCCA (RS) en se basant sur une politique de gestion des
contraintes temporelles avec la classification des VLs en fonction de leur BAG et la de´fi-
nition d’une politique de gestion de la gigue et de la latence maximale. AWS prone une
politique d’isolement des erreurs avec un traitement individuel des flux et une politique
de gestion de la retransmission des paquets perdus. Nous de´finissons aussi une expression
des besoins en bande passante de l’ensemble des VLs du re´seau. Nous notons qu’avec
l’AFDX, chaque VL a une bande passante qui lui est de´die´e et calcule´e a` partir de la taille
de trame maximale du VL. En de´finissant cette politique d’allocation de bande passante
sur l’IEEE 80211e HCCA avec l’hypothe`se que chaque VL est un flux, un TXOPV L est
alloue´ a` chaque VL dans chacun de ces BAG. Selon l’IEEE 802.11e HCCA le TXOP est
calcule´ en fonction de la taille de trame maximale, si une seule trame est transmise dans
le TXOPV L. Cependant AWS et RS n’optimisent pas la bande passante alloue´e aux VLs,
ce qui re´sulte a` une sur-e´valuation de la bande passante alloue´e aux VLs. Pour re´pondre a`
cette proble´matique, nous avons propose´ dans ce chapitre deux strate´gies de gestion de la
bande passante libre (c’est-a`-dire la bande passante non utilise´e) dans chaque TXOP. Ces
strate´gies ont pour objectif de re´utiliser les bandes passantes libres des TXOPV L et ainsi
avancer les instants de transmission pre´vus des trames des VLs permettant de re´duire
le nombre de paquets rejete´s pour cause d’e´che´ance atteinte. Ces strate´gies sont donc :
l’Optimized Solution et le Release Bandwidth Solution. La solution Optimized Solution,
applique´e a` AWS est nomme´e OAWS comme Optimized AWS et celle applique´e a` RS est
nomme´e ORS comme Optimized RS. Cette me´thode consiste a` utiliser la bande passante
libre de chaque TXOPV L pour transmettre les trames appartenant a` d’autres VLs. La
solution OAWS permet de transmettre les trames des VLs dans les e´tats ”Critique” et
”Retransmission” dans la bande passante libre, alors que la solution ORS permet unique-
ment de transmettre les trames en retransmission ; puisqu’il n’existe pas de me´canisme de
classification des flux et de notion d’e´tat critique. La deuxie`me solution, appele´e Release
Bandwidth Solution, RB. Cette me´thode applique´e a` AWS donne AWS-RB et associe´e
a` RS, elle est nomme´e RS-RB. Cette strate´gie consiste a` libe´rer la bande passante libre
de chaque TXOPV L et ainsi avancer les instants de transmission des trames des VLs en
attente de transmission. Compare´e a` la me´thode Optimized Solution, cette me´thode nous
permet de gagner en bande passante et d’avancer les instants de transmission des trames,
quelque soit la taille des trames ; il suffit simplement quelle soit infe´rieure a` la taille maxi-
male. Les re´sultats de ces contributions sont pre´sente´es au 5.3.1 et montrent l’inteˆret de
la politique de gestion de la latence et de la gigue, et de la gestion de la retransmission.
Ces politiques sont inexistantes dans l’HCCA de re´fe´rence.
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Chapitre 4
Ordonnancement et un controˆle
d’admission centralise´s
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La me´thode d’acce`s IEEE 802.11e HCCA est utilise´e sur une configuration avec in-
frastructure dote´e d’un controˆleur hybride imple´mente´ sur le QAP qui ge`re l’acce`s au
support de communication radio. Le support de communication est partage´ entre toutes
les QSTAs associe´es au QAP ; les communications s’effectuent en Half-Duplex. Chaque
QSTA dispose de plusieurs VLs sortants 1 qui sont soumis a` des besoins de garantie de
bande passante et a` des exigences de latence et de gigue borne´es. Avec la me´thode d’acce`s
de re´fe´rence HCCA, dans chaque intervalle de service, chaque QSTA rec¸oit un temps de
transmission (TXOP) pour transmettre ses trames [122]. Le TXOP d’une QSTA est sta-
tique et calcule´ a` partir du temps de transmission du nombre moyen de trames arrivant
dans les files de transmission par intervalle de service. Dans un contexte AFDX, les VLs
sont asynchrones et n’ont pas les meˆmes les caracte´ristiques : BAG, gigue, taille de trame
maximale et offset. Cela signifie que le nombre de trames entrants dans les files d’attente
de la QSTA par unite´ de temps est variable. Le TXOP moyen pre´vu par la norme ne
nous permet pas de garantir que toutes les trames des VLs seront transmises avant leurs
e´che´ances. Par exemple, si nous avons une forte rafale de trames entrant dans les files
d’attente de la QSTA, le TXOP moyen de l’HCCA devient insuffisant pour transmettre
toutes les trames. De plus, nous avons aucune garantie que les trames non transmises dans
le TXOP courant le seront avant leur e´che´ance. Des solutions d’adaptation de la valeur
du TXOP en fonction de l’e´tat des files d’attente ont e´te´ propose´es dans la litte´rature
scientifique. Ces solutions sont base´es soit sur une estimation de la quantite´ de trafic en
attente de transmission [3], [83], [87], soit sur les informations rec¸ues en feedback dans les
trames de donne´es [10], [57], [32] et [11]. Ces me´thodes permettent d’avoir des TXOPs
variables en fonction de l’e´tat du re´seau. Cependant, la variabilite´ du TXOP d’une QSTA
entraine une gigue et dans certain cas une latence supple´mentaire aux VLs appartenant
aux autres QSTAs.
Nous proposons dans ce chapitre une me´thode d’ordonnancement nomme´e AFS-HCCA
pour les flux AFDX (VLs) sur un support de communication sans fil 802.11e HCCA (voir
la section 2.2 du chapitre 2). L’AFS-HCCA a pour objectif de garantir les exigences des
VLs sur la partie sans fil IEEE802.11e. L’AFS-HCCA de´finit deux ordonnanceurs : un
ordonnanceur local nomme´ AWS pre´sent dans toutes les stations du BSS et un ordon-
nanceur centralise´ imple´mente´ sur le QAP. Nous avons pre´sente´ AWS dans le chapitre 3.
AWS se´rialise les trames au niveau de la QSTA en fonction de leurs contraintes tempo-
relles. Cependant cela ne suffit pas pour les exigences temporelles des trames. En plus
de l’ordonnancement AWS local des trames, il est ne´cessaire de de´finir un ordonnance-
ment centralise´ des QSTAs qui aura pour roˆle de satisfaire les besoins de bande passante
de ces dernie`res et de de´finir leurs instants de polling afin de satisfaire aux contraintes
temporelles.
4.1 Description de l’ordonnancement centralise´
Nous proposons dans cette partie un ordonnancement centralise´ pour ge´rer l’acce`s
au support de communication sans fil des QSTAs. L’ordonnancement centralise´ de´finit
deux phases d’ordonnancement : une phase d’ordonnancement hors-ligne et une phase
1. Les VLs entrants des QSTAs sont conside´re´s comme des VLs sortants du QAP.
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d’ordonnancement en ligne. La phase d’ordonnancement hors-ligne se de´roule avant le
de´marrage du syste`me de communication. Elle se base sur les informations connues des
VLs et a pour roˆle de de´finir une table d’ordonnancement ou` sera de´finie le sche´ma de
polling des QSTAs et la quantite´ de ressources a` allouer a` chaque QSTA au cours du temps.
La phase d’ordonnancement en ligne se de´roule durant le fonctionnement du syste`me et
a pour roˆle de lire la table d’ordonnancement, d’interroger les stations et d’allouer les
TXOPs.
La me´thode d’acce`s AFS-HCCA est construite suivant quatre grandes e´tapes, comme le
montre la Figure 4.1 : (1) le de´coupage de l’espace temporel, (2) le controˆle d’admission,
(3) la construction d’une table d’ordonnancement et (4) la proce´dure d’exe´cution. Le
de´coupage de l’espace temporel, le controˆle d’admission et la table d’ordonnancement
constituant les trois premie`res e´tapes repre´sentent la phase d’ordonnancement hors-ligne.
La phase d’ordonnancement en ligne est constitue´e de la proce´dure d’exe´cution.
Figure 4.1 – De´cription de la me´thode AFS-HCCA
Le de´coupage de l’espace temporel a pour objectif de de´finir la pe´riode d’ordonnance-
ment et la dure´e des intervalles de service (voir la Figure 4.1(1)). Dans l’e´tape de controˆle
d’admission, l’AFS-HCCA de´finit l’ordre de polling des QSTAs, calcule les TXOPs des
QSTAs et effectue un test d’ordonnanciabilite´ pour ve´rifier si toutes QSTA satisfont leurs
e´che´ances temporelles (voir la Figure 4.1(2)). L’AFS-HCCA utilise deux politiques de
controˆle d’admission. La premie`re me´thode est base´e sur une politique d’allocation de
bande passante fixe nomme´e AFBA (Advanced Fixed Bandwidth Allocation). La deuxie`me
me´thode est base´e sur une politique d’allocation de bande passante variable nomme´e VBA
comme Variable Bandwidth Allocation. La troisie`me e´tape consiste a` de´finir la table d’or-
donnancement. Cette table contient les instants de polling de l’ensemble des QSTAs et la
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valeur des TXOPs sur toute la pe´riode d’ordonnancement. Pour chaque intervalle de ser-
vice la table de´finit la liste de polling des QSTAs et la valeurs de leurs TXOPs. La liste de
polling par intervalle de service SI peut varier (voir la Figure 4.1(3)). La proce´dure d’exe´-
cution constitue la dernie`re e´tape de la me´thode AFS-HCCA, elle s’effectue durant le
fonctionnement du syste`me (en ligne). Son roˆle consiste a` lire la table d’ordonnancement,
interroger les QSTA et leur allouer des TXOPs.
4.2 Phase d’ordonnancement hors-ligne
Le re´seau AFDX a la particularite´ d’avoir un trafic en entre´e dont les caracte´ristiques
sont connues, graˆce a` la notion de VL utilise´e pour controˆler le trafic en entre´e du re´seau.
Le trafic ve´hicule´ par un VL peut eˆtre de´fini comme un trafic pe´riodique et sporadique avec
une gigue maximale et une latence maximales. Il faut noter que chaque VL est caracte´rise´
par son BAG, sa taille de trame maximale, sa gigue et son offset, voir la Figure 4.2.
Figure 4.2 – Caracte´ristiques des VLs et polling des QSTAs
Chaque QSTA a plusieurs VLs sortants et chaque VL a ses propres besoins tempo-
rels. Connaissant les caracte´ristiques des VLs, chaque QSTA cre´e sa ”table d’arrive´es des
trames” ou` elle de´finit tous les instants d’arrive´e des trames de ces VLs. Chaque instant
d’arrive´e d’une trame correspond a` une entre´e dans la table d’arrive´es. Pour chaque entre´e
de la table, la QSTA de´finit, l’instant d’arrive´e de la trame, l’identifiant du VL auquel
la trame est associe´e, son BAG, la latence maximale autorise´e a` la trame, la taille de la
trame et la taille de trame maximale du VL auquel la trame est associe´e.
A partir de la table d’arrive´es, nous connaissons le nombre de trames maximales ar-
rivant dans les files d’attente par unite´ de temps dans chaque QSTA. La connaissance
des caracte´ristiques des VLs, nous permet ainsi de de´finir les ressources ne´cessaires aux
QSTAs pour tout intervalle de temps donne´. Cependant, il ne suffit pas uniquement de
garantir des ressources aux QSTAs, pour satisfaire les besoins temporels de VLs, l’ordon-
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nancement hors-ligne doit aussi de´finir un sche´ma de polling des QSTAs (voir la Figure
4.2).
L’objectif final de l’ordonnancement hors-ligne consiste a` construire une table d’ordon-
nancement ou` seront de´fini les instants de polling des QSTAs au cours du temps, ainsi que
la valeur de leurs TXOPs. La table d’ordonnancement hors-ligne est de´finie en fonction
des besoins en bande passante et des contraintes temporelles des QSTAs.
4.2.1 De´finition de l’intervalle de service et de la pe´riode d’or-
donnancement
Pour de´finir la table d’ordonnancement hors-ligne des QSTAs, nous conside´rons que
chaque VL occupe l’ensemble de la bande passante qui lui est re´serve´e. La bande passante
maximale d’un V Li est donne´e par Smax,i/BAGi, avec Smax, sa taille de trame maximale.
Ainsi, le trafic ve´hicule´ par un VL peut eˆtre conside´re´ comme un trafic pe´riodique avec
une gigue maximale donne´e. Le BAG repre´sente dans ce cas la pe´riode du VL. De ce
fait, la dure´e de la table d’ordonnancement, nomme´e Scheduling Period, (SP) ou pe´riode
d’ordonnancement, prend le plus petit commun multiple des BAGs. Comme les BAGs
sont multiples entre eux alors la pe´riode SP est e´gale a` la valeur du plus grand BAG de
l’ensemble des VLs, voir l’e´quation 4.1.
SP = BAGmax (4.1)
Cela signifie que la se´quence des arrive´es de trames dans les files d’attente de la QSTA
sur une pe´riode e´gale a` SP , se re´pe`te dans toutes les pe´riodes SP suivantes. Ceci donne
un ordonnancement cyclique qui se re´pe`te sur toute la dure´e de la communication (voir
la Figure 4.3).
Figure 4.3 – Se´quence d’arrive´e de trame VL
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A l’inte´rieur de la pe´riode d’ordonnancement (SP), l’ordonnancement hors-ligne suit
le meˆme de´coupage temporel que l’ordonnanceur de re´fe´rence HCCA (voir la Figure 4.4.
L’espace temporel est de´coupe´ en intervalle de service (SI). Dans chaque intervalle de
service, les QSTAs sont interroge´es par le controˆleur hybride. Chaque station interroge´e
rec¸oit un TXOP pour transmettre ses trames. Dans notre cas d’e´tude, nous n’avons pas
de trafic en EDCA pour des soucis de garantie de bande passante. Toutes les trames des
VLs sont transmises en mode HCCA.
Figure 4.4 – De´coupage de l’espace temporel
La de´finition de l’intervalle de service suit la norme IEEE 802.11e (voir la section 1.3).
L’intervalle de service de l’ordonnancement est de´fini comme e´tant e´gal a` la plus petite
des latences maximales autorise´es (gigues maximales) des VLs appartenant au BSS. La
gigue maximale d’un V Li dans la QSTA est e´gale a` BAGi/2. n repre´sente le nombre de
VLs dans le BSS et SP est un multiple de SI.
SI = min
(
BAGi
2
)
(4.2)
i ∈ [1, n]
Pour de´finir le controˆle d’admission hors-line des QSTAs, nous proposons deux me´thodes :
l’AFBA comme (Advanced Fixed Bandwidth Allocation) et VBA comme Variable Band-
width Allocation. La premie`re me´thode AFBA utilise une politique d’allocation de bande
passante fixe, et un polling base´ sur le principe du DM (Deadline-Monotonic). La deuxie`me
me´thode VBA est base´e sur une politique d’allocation de bande passante variable et sur un
polling selon l’EDF (Earliest Deadline First). Quelque soit la me´thode utilise´e, la bande
passante alloue´e a` la QSTA doit eˆtre suffisante pour satisfaire les besoins en ressources
de la QSTA. Elle doit aussi permettre de satisfaire les contraintes temporelles des VLs de
la QTSA. De ce fait, il est ne´cessaire de pre´voir un surplus de bande passante pour les
trafics en retransmission.
4.2.2 Surplus de bande passante pour la retransmission
Au vu des caracte´ristiques du support de communication radio, des erreurs de trans-
mission restent fre´quentes lors des transferts de donne´es. La retransmission des trames
perdues est une ne´cessite´ pour garantir un niveau de qualite´ de service suffisant, cepen-
dant elle ne´cessite une bande passante supple´mentaire pour chaque QSTA. Dans cette
partie nous de´finissons une me´thode d’allocation de surplus de bande passante aux QS-
TAs pour transmettre leur trame en retransmission. Nous conside´rons la taille de trame
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maximale (Smax) a` 1554 octets. Elle est constitue´e de la trame maximale AFDX (1518
octets) et de l’enteˆte MAC 802.11e (36 octets). En supposant qu’une trame est de´clare´e in-
correcte si elle a au moins un bit errone´, la probabilite´ d’erreur (PER, Packet Error Rate)
d’une trame de taille maximale est donne´e par l’e´quation 4.3. BER (Bit Error Rate) re-
pre´sente le taux d’erreur binaire. Nous notons que l’e´quation 4.3 est une sur-estimation de
la probabilite´ d’erreur des trames car elle ne prend pas en conside´ration les techniques de
correction d’erreur. Cependant, elle nous permet d’avoir une borne supe´rieure pessimiste
du PER.
PER = 1− (1−BER)Smax , (4.3)
Nous conside´rons Nframe le nombre de trames transmises. En se basant sur l’e´quation
4.3, le nombre de trames rec¸ues incorrectes est donne´ par :
Nfrlost = dNframe · PERe (4.4)
Les trames rec¸ues incorrectes doivent eˆtre retransmisses. Cependant il est possible que
ces trames retransmises soient de nouveau rec¸ues incorrectes car il existe toujours une
probabilite´ d’erreur sur les trames. Le nombre de trames en retransmission serra la somme
de l’ensemble des trames rec¸ues errone´es (voir l’e´quation 4.5). Dans le cas pratique le
nombre de retransmission est limite´ a` 7 pour les trames courtes et a` 4 pour les trames
longues. Nfrretrans repre´sente le nombre maximal de retransmissions pre´vues.
Nfrretrans = Nfrlost +Nfrlost · PER +Nfrlost · PER2 + · · ·+Nfrlost · PER6
Nfrretrans =
6∑
n=0
Nfrlost · PERn (4.5)
La somme 4.5 donne :
Nfrretrans = Nfrlost ·
1− PER7
(1− PER) (4.6)
En remplacant Nfrlost par sa valeur dans l’e´quation 4.3, nous obtenons :
Nfrretrans =
⌈
Nframe · PER · (1− PER
7)
(1− PER)
⌉
(4.7)
(
PER · (1− PER7)
(1− PER)
)
repre´sente le facteur de retransmission Fretrans. Il est e´gal a` 2,13
pour un BER=10−4 (me´dium de´grade´) et a` 0,127 pour un BER=10−5 en conside´rant les
e´quations 4.3 et 4.7.
Dans la suite, nous pre´sentons nos deux politiques de controˆle d’admission : l’Advanced
Fixe Bandwidth Allocation (AFBA) et le Variable Bandwidth Allocation (VBA). Elles
utilisent le facteur de retransmission pour un BER=10−5 qui est plus proche d’un cas re´el
de fonctionnement du me´dium sans fil, permettant de re´server une bande passante a` la
retransmission.
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4.2.3 Me´thode AFBA, Advanced Fixe Bandwidth Allocation
L’ordonnanceur de re´fe´rence HCCA propose un ordre de polling statique des QSTAs
et de´finit un TXOP de re´fe´rence fixe pour chaque QSTA. Le TXOP de re´fe´rence est de´fini
comme e´tant le temps de transmission du nombre moyen de trames arrivant dans les
files d’attente par intervalle de service. Cette me´thode offre un temps de transmission
moyen aux QSTAs et ne permet pas de garantir les contraintes temporelles des VLs suite
a` l’arrive´e d’une rafale de trames.
Notre contribution dans cette partie consiste a` proposer une me´thode de calcul d’un
TXOP fixe permettant de supporter les rafales de trames et de satisfaire leurs e´che´ances.
L’ide´e est de trouver le plus petit TXOP possible pour transmettre toutes les trames des
VLs avant leur e´che´ance. La me´thode AFBA propose une me´thode de calcul du TXOP,
un sche´ma de polling base´ sur Deadline-Monotonic, un surplus de bande passante pour la
retransmission des trames perdues et un test d’ordonnanciabilite´ des QSTAs pour garantir
leurs e´che´ances. Nous notons aussi que la garantie des e´che´ances est valable que pour un
me´dium parfait avec un BER = 0, cependant il est pre´vu un surplus de bande passante
pour les retransmissions dans les cas re´els de BER6=0.
4.2.3.1 Sche´ma de polling
Pour satisfaire les exigences des VLs, AFBA est base´ sur un sche´ma de polling pe´-
riodique des QSTAs. Chaque QSTA doit recevoir un TXOP a` chaque pe´riode e´gale a`
l’intervalle de service de l’ordonnancement. Les TXOPs e´tants fixes, nous de´finissons un
ordre de polling statique des QSTAs. Cependant et contrairement a` l’HCCA de re´fe´rence,
l’ordre de polling des QSTAs est base´ sur la latence maximale autorise´e des QSTAs. Les
QSTAs avec les plus faibles latences maximales autorise´es sont prioritaires, ceci afin de
permettre aux QSTAs les plus contraints temporellement de transmettre leur trames en
priorite´. E´tant donne´ que chaque QSTA a plusieurs VLs et que chaque VL a sa propre
latence maximale, nous choisissons la latence maximale de chaque QSTA comme e´tant la
plus petite latence de ses VLs. Ce choix a pour objectif de satisfaire toutes les latences
des QSTAs.
4.2.3.2 Calcul de la valeur du TXOP
Chaque QSTA, connaissant les caracte´ristiques de ses VLs, calcule la valeur de son
TXOP avant le de´marrage du syste`me. La QSTA de´finit un ordre de priorite´ entre les VLs
en se basant sur la valeur de leur BAG. Un VL avec un plus petit BAG est prioritaire sur
un VL avec un plus grand BAG. La QSTA de´finit une taille de trame nominale (Snom)
pour ces VLs. Snom prendra la valeur de la plus grande taille de trame des VLs de la
QSTA. Ce choix nous permet de de´finir un TXOP suffisamment grand pour transmettre
toutes les trames avant leur e´che´ance.
(BAGi ≤ BAGj)⇒ (PrioV Li ≥ PrioV Lj) (4.8)
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Nous de´finissons par Li, la latence maximale autorise´e du V Li, et par xi son offset. Pour
satisfaire les e´che´ances du V Li, il faut qu’entre l’instant d’arrive´e de la trame du V Li et
son e´che´ance, que la quantite´ de trafic prioritaire plus le temps de transmission de la trame
du V Li soient infe´rieurs au temps de transmission rec¸ue par la QSTA (voir l’e´quation 4.9).
Qx(Li) + TxSnom ≤ Cx(Li) (4.9)
Qx(t) est le temps de transmission de la quantite´ de trafic de l’ensemble des VLs prioritaires
au V Li entre les instants x et x + t et Cx(t) est somme des temps de transmission rec¸ue
par la QSTA entre les instants x et x + t. TxSnom repre´sente le temps de transmission
d’une trame nominale. Qx(t) est donne´e par l’e´quation 4.10.
Qx(t) =
p∑
k=1
Qxk(t) +Ox(t) (4.10)
Qxk(t) est le temps de transmission des trames du V Lk entre les instants x et x+t, le V Lk
e´tant prioritaire au V Li. p est le nombre de VLs prioritaires au V Li et Ox(t) repre´sente les
overheads dus au polling. Dans chaque BAGk le V Lk transmet une trame par conse´quent,
Qxk(t) de´pend de la valeur du BAGk. De ce fait pour avoir le nombre de trame du V Lk
dans l’intervalle [x, x + t], nous divisons (x + t) − x par BAGk. Qxk(t) est donne´e par le
produit entre le nombre de trames du V Lk entre x et x + t, et le temps de transmission
d’une trame nominale (voir l’e´quation 4.11).
Qxk(t) =
⌈
t
BAGk
⌉
× TxSnom (4.11)
A partir des e´quations 4.10 et 4.11, Qx(t) est donne´e par l’e´quation 4.12.
Qx(t) =
p∑
k=1
(⌈
t
BAGk
⌉
× TxSnom
)
+Ox(t) (4.12)
Dans chaque intervalle de service, la QSTA doit recevoir un TXOPQSTA. De ce fait, la
quantite´ de ressource de la QSTA entre les instants x et x + t est donne´e par l’e´quation
4.13. Nx(t) repre´sente le nombre d’intervalle de service entre x et x+ t.
Cx(t) = Nx(t)× TXOPQSTA +Ox(t) (4.13)
Nx(t) est donne´ par l’e´quation 4.14.
Nx(t) =
⌈
t
SI
⌉
(4.14)
Ox(t) repre´sente les overheads dus au polling, sa valeur est donne´e par l’e´quation 4.15.
Ox(t) = Nx(t)× (PIFS + TxCFPoll) (4.15)
En prenant α comme le nombre de trames transmises dans le TXOPQSTA, la valeur du
TXOP est donne´e par l’e´quation 4.16.
TXOPQSTA = α · TxSnom (4.16)
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TxSnom est donne´e par le temps de transmission de la trame nominale TXframenom plus
les overheads de transmission de l’IEEE 802.11e : la trame d’acquittement et les espaces
inter-trames (voir l’e´quation 4.17).
TxSnom = TXframenom + TxAck + 2× SIFS (4.17)
A partir des e´quations 4.13, 4.14 et 4.16, la quantite´ de ressource pour la QSTA entre les
instants x et x+ t est donne´e par l’e´quation 4.18.
Cx(t) =
⌈
t
SI
⌉
× α · TxSnom +Ox(t) (4.18)
Li est la latence maximale des trames du V Li. A partir des e´quations 4.9, 4.12 et 4.18,
pour satisfaire les exigences des trames du V Li, l’e´quation 4.19 doit eˆtre satisfaite.
p∑
k=1
(⌈
Li
BAGk
⌉
× TxSnom
)
+ TxSnom ≤
⌈
Li
SI
⌉
× α · TxSnom (4.19)
En simplifiant TxSnom de l’e´quation 4.19, nous obtenons l’e´quation :
1 +
p∑
k=1
⌈
Li
BAGk
⌉
≤
⌈
Li
SI
⌉
× α (4.20)
L’expression
∑p
k=1
⌈
Li
BAGk
⌉
de l’e´quation 4.20 repre´sente le nombre de trames prioritaires
a` la trame du V Li entre l’instant ou` elle arrive dans les files d’attente et l’instant de son
e´che´ance.
Pour de´terminer la valeur du TXOPQSTA, de sorte que les exigences des VLs soient
satisfaites, il suffit de de´terminer la plus petite valeur de α tel que quelque soit le V Li,
l’e´quation 4.20 est satisfaite. Pour obtenir la valeur de α, les indices des VLs sont de´finis
selon l’ordre de priorite´ des VLs. Par exemple si le BAG du V Li est infe´rieur au BAG du
V Lj alors l’indice i est infe´rieur a` l’indice j.
(PrioV Li ≤ PrioV Lj)⇒ (i ≤ j) (4.21)
Nous initialisons la valeur de α a` ze´ro. Ainsi pour chaque VL en partant du V L0
jusqu’au V Ln, nous ve´rifions si l’e´quation 4.20 est satisfaite avec n− 1 le nombre de VLs
de la QSTA. Si tel est le cas α garde sa valeur, sinon sa valeur est incre´mente´e a` un. Le
TXOPQSTA est obtenu avec la valeur finale de α, nomme´e αf .
Si nous prenons en compte la retransmission avec un facteur de retransmission (Fretrans),
le TXOP est donne´e par l’e´quation 4.22.
TXOPQSTA = αf · TxSnom × (1 + Fretrans) (4.22)
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4.2.3.3 Test d’ordonnancement
Le test d’ordonnancement, nous permet de garantir la transmission de toutes les trames
des VLs avant leur e´che´ance si aucune trame n’est perdue. Lorsque le me´dium de com-
munication est perturbe´, le surplus de bande passante duˆ a` la retransmission augmente
et nous ne pouvons pas garantir la transmission correcte de toutes les trames avant leurs
e´che´ances. La retransmission d’une trame de´pend de son e´che´ance et de son nombre de
retransmissions autorise´es. En effet une trame peut atteindre son e´che´ance apre`s un cer-
tain nombre de retransmissions qui ne sont pas controˆlables. De plus la trame peut aussi
atteindre son nombre de retransmission maximal autorise´ et par conse´quent eˆtre suppri-
me´e.
Le test d’ordonnancement prend comme hypothe`se qu’il n’y a aucune perte de trame,
donc aucune retransmission. La de´finition des TXOPs avec AFBA, nous permet de satis-
faire les e´che´ances de l’ensemble des trames sans perte de trame. Le test d’ordonnancement
consiste donc a` ve´rifier s’il existe suffisamment de bande passante pour allouer tous les
TXOPs des QSTAs. Pour ce faire l’e´quation 4.23 doit eˆtre satisfaite, c’est-a`-dire que la
somme des TXOPs des QSTAs doit eˆtre infe´rieure ou e´gale a` l’intervalle de service de
l’ordonnancement, k repre´sente le nombre de QSTAs associe´es au QAP.
k∑
i=1
TXOPQSTAi
SI
≤ 1 (4.23)
4.2.3.4 Table d’ordonnancement AFBA
La table d’ordonnancement respecte le meˆme de´coupage temporel que l’ordonnance-
ment de re´fe´rence. L’espace temporel est de´coupe´ en intervalle de service. Au de´but de
chaque intervalle de service les QSTAs sont interroge´es et rec¸oivent leurs TXOPs. La
contribution, que nous proposons, re´side dans le choix de la valeur du TXOP et de la
de´finition de l’ordre de polling.
Soit N le nombre d’intervalle de service dans la pe´riode SP . Pour chaque intervalle
de service SIi, la table d’ordonnancement de´finit une table de polling contenant la liste
d’ordonnancement des QSTAs. Chaque entre´e de la table de polling contient les e´le´ments
suivants :
– l’identifiant de la QSTA,
– la valeur de son TXOP,
– la valeur de sa latence maximale.
La liste de polling est ordonne´e en fonction de la latence maximale autorise´e des
QSTAs. La QSTA avec la plus faible latence maximale autorise´e occupe la teˆte de la table
de polling et ainsi de suite, comme l’illustre la Figure 4.5.
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Figure 4.5 – Table d’ordonnancement de la me´thode AFBA
4.2.3.5 Etapes de l’ordonnanceur hors-ligne (AFBA)
Dans cette sous-partie nous de´crivons les diffe´rentes phases et les diffe´rents e´changes
entre le QAP et les QSTAs pour la cre´ation de la table d’ordonnancement hors-ligne.
Etape 1 : QSTA
– Calcul de la plus petite latence autorise´e (BAGmin/2) de l’ensemble de ses VLs,
pour la de´finition de l’intervalle de service de l’ordonnancement.
– Calcul du plus grand BAG (BAGmax), pour la de´finition de la pe´riode d’ordonnan-
cement SP .
Etape 2 : QAP
– Premier polling des QSTAs selon l’ordre d’association des QSTA.
Etape 3 : QSTA
– Re´ception du polling et envoie des informations (BAGmin/2 et BAGmax) au QAP.
Etape 4 : QAP
– Re´ception des informations :BAGmin/2 et BAGmax,
– De´finition de l’intervalle de service SI de l’ordonnancement,
– De´finition de la pe´riode d’ordonnancement,
– Envoie du SI et du SP aux QSTAs.
Etape 5 : QSTA
– Re´ception des informations :SI et SP ,
– Calcul du TXOP,
– Cre´ation de la trame ADDTS 2.
Etape 6 : QAP
– Deuxie`me polling des QSTAs selon leur ordre d’association.
Etape 7 : QSTA
– Envoie de la trame ADDTS
Etape 8 : QAP
– Re´ception de trame ADDTS,
– Test d’ordonnancement : ve´rifier si la somme des TXOPs est infe´rieur a` SI,
2. ADDTS : ADD Traffic Stream cf section 1.3
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– Cre´ation de la table d’ordonnancement hors-ligne, si le test d’ordonnanciabilite´ est
valide´.
Dans cette sous-section, nous avons propose´ une me´thode d’ordonnancement base´e sur
une politique d’allocation de bande passante statique avec des TXOP fixes aux QSTAs
permettant de satisfaire les exigences temporelles et de bande passante de tous les VLs
des QSTAs, si aucune erreur de transmission n’est constate´e. Avec la me´thode AFBA, le
TXOP alloue´ a` une QSTA reste statique, meˆme si dans certain cas la QSTA n’a aucune
ou peu de trames a` transmettre. Ceci repre´sente une partie de bande passante inutilise´e.
Dans certain cas lors de l’arrive´e d’une rafale de trames dans les files de transmission de
la QSTA, le TXOP propose´ par la me´thode AFBA est de´fini de sorte que la QSTA puisse
transmettre toutes ses trames avant leur deadline, si aucune erreur de transmission n’est
constate´e a` condition que l’e´quation 4.23 soit satisfaite. Dans la sous-section suivante, nous
proposons une deuxie`me me´thode d’ordonnancement des QSTAs qui permet d’allouer la
bande passante a` une QSTA par intervalle de service en fonction de la quantite´ de trafic
pre´vue dans les files d’attente de la QSTA. Cette me´thode, nous permet d’e´viter les pertes
de bande passante de la me´thode AFBA.
4.2.4 Me´thode VBA, Variable Bandwidth Allocation
La me´thode VBA est base´e sur une politique d’allocation de bande passante variable
adapte´e aux besoins des QSTAs. Cette politique a pour objectif de diminuer les pertes de
bande passante pre´sentes dans les me´thodes de re´fe´rence HCCA 802.11e et AFBA. Elle
a aussi pour objectif de satisfaire l’ensemble des exigences temporelles des QSTAs. Le
re´seau AFDX est de´fini de sorte que les caracte´ristiques des trafics en entre´e du re´seau
sont connues. Cela nous permet de de´finir la quantite´ de trafic maximal en entre´e dans
les files d’attente d’une QSTA, ainsi que leurs exigences temporelles, pour n’importe quel
intervalle de temps donne´.
Notre contribution avec la me´thode VBA consiste donc a` de´terminer des TXOPs adap-
te´s aux besoins des QSTAs et a` veiller a` ce que toutes les exigences temporelles des QSTAs
soient satisfaites. La quantite´ de trafic en entre´e dans les files de transmission des QSTAs
e´tant variable pour chaque intervalle de temps donne´, la me´thode VBA de´finit un TXOP
variable et propose un ordonnancement des QSTAs base´ sur la plus proche e´che´ance (EDF)
pour satisfaire les exigences temporelles de toutes les QSTAs.
4.2.4.1 Principe de la me´thode
La me´thode VBA est base´e sur la meˆme architecture que celle de la me´thode AFBA.
L’espace temporel est de´coupe´ en intervalle de service SI. Pour chaque intervalle de ser-
vice, une liste de polling est de´finie. Cette liste de polling suit le principe de la me´thode
EDF. Pour e´viter les pollings inutiles, une QSTA est dans la liste de polling uniquement,
lorsqu’elle a au moins une trame a` transmettre au de´but de l’intervalle service. Le nombre
d’entre´e de la liste de polling est e´gal au nombre de QSTAs actives. Une QSTA est dit
active lorsqu’elle a au moins une trame au de´but de l’intervalle de service courant. La
QSTA active dispose de deux types de trames : les trames urgentes et les trames non
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urgentes. Une trame est dit urgente lorsque son e´che´ance est dans l’intervalle de service
courant. Une trame urgente doit eˆtre impe´rativement transmise avant son e´che´ance dans
l’intervalle de service courant. Une trame est dite non urgente lorsque son e´che´ance n’est
pas dans l’intervalle de service courant. La QSTA active est dite urgente dans un inter-
valle de service donne´ lorsqu’elle a au moins une trame urgente au de´but de l’intervalle
de service. La QSTA est dite non urgente dans le cas contraire.
Pour cre´er la liste de polling d’un intervalle de service donne´ et de´finir les TXOPs des
QSTA, la me´thode VBA suit les e´tapes suivantes :
1. La me´thode VBA de´finit l’ordre de polling des QSTA actives dans l’intervalle de
service en se basant sur l’algorithme EDF.
2. Elle calcule un TXOP initial pour chaque QSTA et de´finit son instant polling.
3. Elle effectue un test de bande passante pour ve´rifier si elle peut satisfaire tous les
TXOPs initiaux dans l’intervalle de service. Si tel est le cas alors la me´thode VBA
passe a` l’e´tape 4, sinon il y a e´chec de l’ordonnancement.
4. Elle effectue un test d’e´che´ance pour ve´rifier si toutes les QSTAs satisfont a` leur
e´che´ance. Si tel est le cas, VBA cre´e la liste de polling de l’intervalle de service avec
les TXOPs des QSTA actives. Sinon VBA passe a` l’e´tape 5.
5. VBA effectue un nouveau test d’e´che´ance pour ve´rifier si elle peut transmettre toutes
les trames urgentes des QSTA actives avant leur e´che´ance. Si tel est le cas, VBA
passe a` l’e´tape 6, sinon il y a e´chec de l’ordonnancement.
6. VBA rede´finit les TXOPs des QSTAs prioritaires pour permettre aux QSTAs fau-
tives de satisfaire leur e´che´ance. Pour ce faire VBA cre´e deux cycles de polling des
QSTA actives : un premier cycle de polling avec un premier TXOP pour chaque
QSTA active lui permettant de transmettre ses trames urgentes, et un second cycle
pour lui permettre de transmettre ses trames non urgentes restantes dans les files
d’attente. Puis VBA passe a` l’intervalle de service suivant.
4.2.4.2 De´finition de l’ordre de polling
La politique d’ordonnancement propose´e par la me´thode VBA est base´e sur l’EDF
(Earliest First Deadline). La QSTA ayant la plus proche e´che´ance est prioritaire sur la
transmission des trames, elle rec¸oit un TXOP en priorite´. Ainsi au de´but de chaque inter-
valle de service, nous de´finissons l’e´che´ance de toutes les QSTAs. L’e´che´ance d’une QSTA
correspond a` l’e´che´ance la plus proche de ses trames arrive´es dans ses files d’attente entre
la fin de son TXOP pre´ce´dent et le de´but de l’intervalle de service courant. Ce choix
contraignant de l’e´che´ance de la QSTA est re´alise´ dans le but de transmettre toutes les
trames avant leurs e´che´ances.
Cette politique d’ordonnancement des QSTAs ne suffit pas pour satisfaire les e´che´ances
des QSTAs, a` cause de la variabilite´ des TXOP. Dans certains cas un TXOP trop grand
d’une QSTA prioritaire peut entrainer l’e´che´ance des QSTAs moins prioritaires. A la
Figure 4.6, nous repre´sentons les TXOPs variables des QSTA1 et QSTA2. La QSTA1 a
la plus proche e´che´ance donc est prioritaire sur la QSTA2. Cependant la valeur de son
Syste`mes communicants sans fil pour les re´seaux avioniques embarque´s
4.2. PHASE D’ORDONNANCEMENT HORS-LIGNE 101
TXOP12 e´tant trop grand, elle entraine l’e´che´ance de la trame fr2 de la QSTA2. Nous
notons que les me´thodes propose´es dans la litte´rature, base´es sur des TXOP variables
[87], [10], [57], [32], [11], sont aussi soumises a` cette proble´matique lie´e a` la variabilite´ des
TXOPs.
Figure 4.6 – Variabilite´ des TXOPs et e´che´ances atteintes
Pour re´soudre ce proble`me, il est ne´cessaire de proposer une politique de gestion des
exigences des QSTAs en de´finissant un TXOP maximal par QSTA et par intervalle de
service. Ce TXOP maximal sera de´termine´ de sorte que toutes les QSTAs satisfassent
leurs e´che´ances. De ce fait, pour chaque intervalle de service, nous de´finissons :
– un premier cycle de polling pour les QSTAs urgentes base´ sur EDF durant lequel,
chaque QSTA urgente recevra un TXOP infe´rieur ou e´gal a` leur TXOP maximal
pre´de´fini. Les QSTAs urgentes pourront transmettre dans ce premier TXOP leurs
trames urgentes. A la Figure 4.7, le TXOP de la QSTA1 est re´duit pour permettre
a` la QSTA2 de transmettre sa trame urgente avant son e´che´ance.
– Un second cycle de polling est ne´cessaire pour les QSTAs non urgentes et pour les
QSTAs urgentes ayant un besoin de surplus de bande passante pour transmettre les
trames non urgentes restantes dans leurs files d’attente. Ce second cycle de polling
suit le meˆme principe d’ordonnancement que le premier cycle. C’est-a`-dire que les
QSTAs seront interroge´es selon leurs e´che´ances en utilisant l’algorithme EDF.
Figure 4.7 – Politique de gestion des e´che´ances des QSTAs
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4.2.4.3 De´finition des TXOPs et test d’ordonnancement
La me´thode VBA propose une me´thode de calcul des TXOPs permettant de satisfaire
les exigences temporelles et de bande passante de l’ensemble des QSTAs associe´es au QAP.
Elle permet aussi de de´finir les instants de polling des QSTAs ne´cessaires a` la construction
de la table d’ordonnancement hors-ligne. Nous pre´sentons dans la table 4.1 les abre´viations
utilise´es dans cette partie.
Abre´viations Significations
SIm Intervalle de service a` indice m
TXOP initkm TXOP initial de la QSTAk dans le SIm
TXOP initkm−1 TXOP initial de la QSTAk dans l’intervalle de service SI(m−1) (m est un modulo)
avec le nombre d’intervalle de service
Fretrans Facteur de retransmission calcule´ avec un BER=10−5
NQSTA,m Nombre de QSTA actives dans l’intervalle de service SIm
Dkm E´che´ance de la QSTAk dans le SIm
om Ordre de la QSTAk dans la liste de polling du SIm
TXOP initp,im TXOP initial de la QSTA prioritaire a` la position im de la liste de polling
QSTAku QSTA urgente, i.e. QSTA ayant son e´che´ance dans le SIm courant
TXOPukm TXOP de la QSTAk dans le premier cycle de polling du SIm. TXOP
u
km
est de´fini pour les trames urgentes
TXOP u¯km TXOP de la QSTAk dans le second cycle de polling du SIm. TXOP
u¯
km
est de´fini pour les trames non urgentes.
Bwkm Somme des temps de transmission des trames urgentes et des trames non urgentes dans le SIm
Bwukm Bande passante de la QSTAku pour ses trames urgentes.
Bwu¯km Bande passante de la QSTAku pour ses trames non urgentes.
Bwup,im Bande passante des trames urgentes de la QSTA prioritaire a` la position im de la liste de polling du SIm
Bwrkm Bande passante restante pour les trafics non urgents entre le de´but du SIm et Dkm
Bwu¯
′
km
Bande passante restante (non urgente) redistribue´e a` la la QSTAku dans le SIm
Table 4.1 – Table des abre´viations
TXOP initial : Dans chaque intervalle de service SIm de la pe´riode d’ordonnancement
(SP), la me´thode VBA de´finit d’abord un TXOP initial (TXOP initkm ) pour chaque QSTAk.
m est l’indice de l’intervalle de service SIm, il est de´fini tel que le de´but de l’intervalle de
service SIm dans la pe´riode SP correspond a` tm = m× SI (voir la Figure 4.8).
Figure 4.8 – De´coupage de l’espace temporel
Le TXOP initkm doit eˆtre suffisamment grand pour permettre la transmission de l’en-
semble des trames pre´sentes dans les files d’attente de la QSTA entre la fin de son TXOP
pre´ce´dent TXOP initk(m−1) et le TXOP
init
km
courant. Le TXOP initkm est de´fini par l’e´quation
4.24, ou` nkm est le nombre de trames entrant dans les files d’attente de la QSTAk entre
la fin du TXOP pre´ce´dent TXOP initk(m−1) et le TXOP
init
km
courant. nkm est connu graˆce a`
la table d’arrive´e construite par la QSTAk. TxV Li repre´sente le temps de transmission
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d’une trame maximale du V Li, il prend en compte le temps de transmission de la trame
d’acquittement TxAck et les espaces inter-trames SIFS.
TXOP initkm = (1 + Fretrans) ·
nkm∑
i=1
TxV Li + TxCFpoll + PIFS (4.24)
TxV Li = Txfri + TxAck + 2 · SIFS
Une QSTA est dit active dans l’intervalle de service SIm, si elle a au moins une trame
en attente de transmission dans ses files d’attente au de´but de l’intervalle de service SIm.
Pour garantir une bande passante a` toutes les QSTAs actives dans SIm, la somme des
TXOPs initiaux doit eˆtre infe´rieure a` l’intervalle de service SI (e´quation 4.25).
NQSTA,m∑
k=1
TXOP initkm ≤ SI (4.25)
NQSTA,m repre´sente le nombre de QSTAs actives dans l’intervalle de service SIm. L’e´qua-
tion 4.25 ve´rifie s’il y a suffisamment de bande passante pour toutes les QSTAs actives
dans le SIm, mais elle ne permet pas de garantir que toutes les QSTAs satisfassent leurs
e´che´ances.
Nous de´finissons Dkm l’e´che´ance de la QSTAk et om son ordre dans la liste de polling
du SIm (cf 4.2.4.2). Pour satisfaire l’e´che´ance de la QSTAk dans le SIm, il faut qu’il y ait
suffisamment de bande passante entre le de´but de SIm et l’e´che´ance Dkm pour l’ensemble
des TXOPs des QSTAs actives prioritaires 3 (TXOP initp,im) et pour le TXOPkm de la QSTAk
(e´quation 4.26). im repre´sente la position de la QSTA prioritaire dans la liste de polling
du SIm.
om−1∑
im=1
TXOP initp,im + TXOP
init
km ≤ Dkm −m · SI (4.26)
∀k ∈ [1, NQSTA,m]
Si les e´quations 4.25 et 4.26 sont satisfaites pour tous les intervalles de service et quelque
soit la QTSAk, alors l’ensemble des exigences de bande passante des QSTAs et leurs
e´che´ances sont satisfaites.
Dans certaines situations, il peut arriver qu’il y ait suffisamment de bande passante
pour toutes les QSTAs actives dans l’intervalle de service SIm et que certaines QSTA ne
satisfasse pas leur e´che´ance. Cela signifie que l’e´quation 4.25 est satisfaite et que l’e´quation
4.26 est non satisfaite. Ce phe´nome`ne se produit lorsque plusieurs QSTAs ont leur e´che´ance
dans l’intervalle de service courant SIm (voir Figure 4.6). Dans ce cas de Figure, VBA
rede´finit les TXOPs initiaux de ces QSTAs de sorte a` satisfaire l’ensemble des exigences
temporelles des QSTA urgentes dans le SIm courant. Nous de´finissons par QSTA urgente
(QSTAku), toute QSTA ayant son e´che´ance dans le SIm courant.
TXOP rede´fini : Si dans un intervalle de service SIm donne´, l’e´quation 4.25 est ve´rifie´e
et l’e´quation 4.26 ne l’est pas pour une QSTAk donne´e, cela signifie que le TXOP alloue´
3. Les QSTAs actives prioritaires sont les QSTAs ayant un plus proche e´che´ance que la QSTAk (cf 4.2.4.2).
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aux QSTAs prioritaires a` la QSTAk sont trop grands et entrainent son e´che´ance (voir la
Figure 4.9(a)). Pour e´viter ce phe´nome`ne, VBA de´finit une politique d’ordonnancement
base´e sur deux cycles de polling comme nous l’avons pre´sente´ dans la Figure 4.7. Un
premier cycle est de´fini pour permettre aux QSTAs de transmettre leurs trames urgentes et
un second cycle de polling ne´cessaire pour leur permettre de transmettre leurs trames non
urgentes restantes. La rede´finition des TXOP concerne uniquement les QSTA urgentes,
ayant leur e´che´ance dans le SIm courant. Si une QSTA n’a pas son e´che´ance dans le SIm
courant et qu’il existe suffisamment de bande passante pour son TXOP 4 alors la QSTA
satisfait les exigences temporelles des trames dans le SIm courant. Les QSTA non urgentes
seront interroge´es dans le second cycle de polling. Dans la suite seuls les TXOP des QSTAs
urgentes seront rede´finis voir la Figure 4.7.
Figure 4.9 – E´che´ance relative
Soient TXOP ukm et TXOP
u¯
km
, les TXOPs de la QSTAku dans respectivement le premier
et le second cycle de polling. Nous de´finissons Bwkm la somme des temps de transmission
des trames urgentes et des trames non urgentes dans l’intervalle de service SIm, voir
e´quation 4.27. Bwkm n’inclut pas les overheads de polling. Les overheads seront pris en
conside´ration dans le calcul du TXOP.
Bwkm = (Bw
u
km +Bw
u¯
km) · (1 + Fretrans)
Bwukm =
ku∑
iu=1
TxV Liu
Bwu¯km =
ku¯∑
iu¯=1
TxV Liu¯
TxV Li = Txfri + TxAck + 2 · SIFS
(4.27)
4. Cela signifie que l’e´quation 4.25 est satisfaite.
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Bwukm repre´sente les besoins en bande passante de la QSTAku pour transmettre les trames
urgentes. Le temps ne´cessaire pour transmettre les trames non urgentes est donne´ par
Bwu¯km . Bw
u
km
et Bwu¯km sont illustre´es dans la Figure 4.9(b). TxV Liu donne le temps de
transmission de la trame urgente friu appartenant au V Li et TxV Liu¯ repre´sente le temps
de transmission de la trame non urgente friu¯ du V Li. TxAck est le temps de transmission
d’une trame d’acquittement.
Avant de rede´finir les TXOPs des QSTAs urgentes dans l’intervalle de service SIm
courant, il est ne´cessaire de ve´rifier si toutes les trames urgentes pourront eˆtre transmises
avant leurs e´che´ances. Soit la QSTAku , om sa position dans la liste de polling et SIm
l’intervalle de service courant. La condition d’ordonnanciabilite´ de la QSTAku dans le
SIm est donne´e par l’e´quation 4.28.
m · SI +
om−1∑
im=1
Bwup,im +Bw
u
k +
Npoll,m∑
k′=1
(TxCFpoll + PIFS) ≤ Dkm (4.28)
∀k ∈ [1, Nqsta]
Cela signifie que pour chaque QSTAku , il doit y avoir suffisamment de bande passante
entre le de´but de l’intervalle de service SIm et l’e´che´ance Dkm de la QSTAku pour trans-
mettre l’ensemble des trames urgentes des QSTAs prioritaires et l’ensemble des trames
urgentes de la QSTAku (voir la Figure 4.9(c)).
Si l’e´quation 4.28 est ve´rifie´e, nous pouvons de´terminer la valeur du TXOP ukm de la
QSTAku dans le premier cycle de polling, de meˆme que la valeur du TXOP
u¯
km
, s’il existe
pour le second cycle de polling. Sinon, il y a e´chec de l’ordonnancement.
Nous de´finissons par Bwrkm , la bande passante restante pour les trafics non urgents
entre le de´but de l’intervalle de service et Dkm . Bw
r
km
est donne´e par l’e´quation 4.29 et
elle est illustre´e dans la Figure 4.9(c).
Bwrkm = Dkm −
[
m · SI +
om−1∑
im=1
Bwup,im +Bw
u
k +
Npoll,m∑
k′=1
(TxCFpoll + PIFS)
]
(4.29)
∀k ∈ [1, Nqsta]
La bande passante Bwrkm est redistribue´e aux QSTAs urgentes prioritaires et a` la QSTAku
comme l’illustre la Figure 4.9(d). La bande passante rec¸ue par la QSTAku est nomme´e
Bwu¯
′
km
. La valeur de TXOP ukm est donne´e par l’e´quation 4.30
TXOP ukm = Bw
u
km +Bw
u¯′
km + (TxCFpoll + PIFS) (4.30)
Pour de´finir la valeur de Bwu¯
′
km
, nous de´finissons QSTA(k−1)u la QSTA pre´ce´dant la
QSTAku dans la liste de polling de l’intervalle de service SIm si l’ordre de polling om de
la QSTAku est supe´rieur a` 1. C’est-a`-dire la QSTAku n’est pas la premie`re dans la liste
de polling du SIm. D(k−1)m est l’e´che´ance de la QSTA(k−1)m . Si QSTAku est la premie`re
QSTA dans la liste de polling du SIm, nous notons D(k−1)m = 0.
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Si entre D(k−1)m et Dkm de la QSTAk, il existe suffisamment de bande passante pour
le TXOP initkm , alors TXOP
u
km
prend la valeur de TXOP initkm (voir e´quation 4.31) et Bw
u¯′
km
prend la valeur de Bwukm . Le TXOP
u¯
km
est nul, la QSTAku ne sera pas re´-interroge´e dans
le second cycle de polling.
Si (Dkm −Dk−1m) ≥ TXOP initkm , alors :
TXOP ukm = TXOP
init
km (4.31)
TXOP u¯km = 0 (4.32)
Bwu¯
′
km = Bw
u¯
km (4.33)
Sinon, soit αkm de´fini tel que :
αkm =
TXOP initkm∑om
im=1
TXOP initim
(4.34)
αkm nous permet de partager la bande passante restante de fac¸on e´quitable entre les
QSTAs prioritaires et la QSTAku . La nouvelle bande passante des trafics non urgents de
la QSTAku et de celui des QSTAs prioritaires est donne´e par l’e´quation 4.35.
Bwu¯
′
km =
{
αkm ·Bwrku si αkm ·Bwrku ≥ TxSmax,ku
0 sinon
(4.35)
TxSmax,ku est le temps de transmission d’une trame maximale de la QSTAku .
Pour permettre aux QSTAs de transmettre leurs trames non urgentes restantes, un
deuxie`me cycle de polling est effectue´. Il concerne uniquement les QSTAs ayant un TXOP ukm
infe´rieur a` leur TXOP initkm . Ces QSTAs recevront une bande passante, TXOP
u¯
km
, pour
transmettre leurs trames restantes. TXOP u¯km est donne´ par l’e´quation 4.36 :
TXOP u¯km =

⌈
(Bwu¯km −Bwu¯
′
km
)
TxSmax
⌉
· TxSmax si Bwu¯′km < Bwu¯km
0 sinon
(4.36)
4.2.4.4 Table d’ordonnancement VBA
La table d’ordonnancement est illustre´e dans la Figure 4.10. Elle est constitue´e d’une
liste de polling pour chaque intervalle de service de la pe´riode d’ordonnancement. La liste
de polling est constitue´e d’un ou de deux cycles polling. Les QSTAs sont ordonne´es selon
leurs e´che´ances. Chaque entre´e de la liste de polling est constitue´e :
– de l’ordre de polling,
– de l’identifiant de la QSTA,
– de son TXOP et,
– de son e´che´ance.
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Figure 4.10 – Table d’ordonnancement de la me´thode VBA
4.2.4.5 E´tapes de l’ordonnanceur hors-ligne (VBA)
Dans cette sous-partie nous de´crivons les diffe´rentes phases et les diffe´rents e´changes
entre le QAP et les QSTAs pour la cre´ation de la table d’ordonnancement hors-ligne.
Etape 1 : QSTA
– Cre´ation de la table d’arrive´e des trames des VLs. Chaque QSTA cre´e une table ou`
elle de´finit tous les instants d’arrive´es des trames de ses VLs.
Etape 2 : QAP
– Premier polling des QSTAs selon leur ordre d’association.
Etape 3 : QSTA
– Re´ception du polling et envoie au QAP de la table d’arrive´e des trames des VLs.
Etape 4 : QAP
– Re´ception des tables d’arrive´e des trames des VLs de chaque QSTA.
– Calcul de la plus petite latence autorise´e (BAGmin/2) de tous les VLs, pour la
de´finition de l’intervalle de service de l’ordonnancement.
– Calcul du plus grand BAG (BAGmax), pour la de´finition de la pe´riode d’ordonnan-
cement SP .
– De´finition du nombre d’intervalle de service M =
SP
SI
. SP est un multiple de SI
– Calcul des TXOPs et test d’ordonnanciabilte´ (cf 4.2.4.3)
– Cre´ation de la table d’ordonnancement hors-ligne si le test est re´ussi.
4.3 Ordonnancement en ligne
La phase de l’ordonnancement en ligne se de´roule lorsque le syste`me est en fonctionne-
ment. Durant cette phase les ordonnanceurs locaux et l’ordonnanceur central fonctionnent
ensemble et exe´cutent chacun les taˆches qui leur sont attribue´es. Au niveau de chaque
QSTA, l’ordonnancement local aura pour roˆle principal de se´rialiser les trames des VLs
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en fonction de leurs e´che´ances et aussi de controˆler la retransmission de trames perdues
(chapitre 3). L’ordonnancement central a pour roˆle d’allouer a` chaque QSTA la bande
passante ne´cessaire pour qu’elle satisfasse l’ensemble des exigences de ses VLs. Quelque
soit la politique de cre´ation de la table d’ordonnancement hors-ligne utilise´e, au de´but
de chaque intervalle de service, l’ordonnancement central lit la liste de polling associe´e a`
l’intervalle de service et interroge les QSTAs une a` une. Chaque QSTA interroge´e rec¸oit
un temps de transmission (TXOP) pour transmettre ses trames.
4.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ la deuxie`me partie d’une me´thode d’ordonnance-
ment nomme´e AFS-HCCA. L’AFS-HCCA propose deux ordonnanceurs : un ordonnanceur
local nomme´ AWS pre´sent dans toutes les stations du BSS et un ordonnanceur centra-
lise´ imple´mente´ sur le QAP. Les deux ordonnanceurs ont pour objectif de garantir les
exigences des VLs sur la partie sans fil IEEE802.11e. AWS pre´sente´ dans le chapitre 3
ordonne les trames au niveau de la QSTA en fonction de leurs contraintes temporelles.
C’est un ordonnancement distribue´, mais qui ne prend pas en conside´ration les contraintes
temporelles des autres QSTA. L’utilisation de l’ordonnanceur AWS ne suffit pas pour sa-
tisfaire toutes les exigences temporelles des trames, car l’instant polling de la QSTA et la
quantite´ de bande passante qui lui est alloue´e sont aussi des parameˆtres tre`s importants
dans la gestion des exigences temporelles des trames. En plus d’un ordonnancement local
des trames, il est donc ne´cessaire de de´finir un ordonnancement centralise´ des QSTAs qui
aura pour roˆle de satisfaire les besoins de bande passante des QSTAs et de de´finir leurs
instants de polling. Nous avons propose´ dans cette partie un ordonnancement centralise´
de´finissant deux phases d’ordonnancement : une phase d’ordonnancement hors-ligne et
une phase d’ordonnancement en ligne. La phase d’ordonnancement hors-ligne est possible
graˆce a` notre connaissance du trafic maximal en entre´e du re´seau pour tout intervalle
de temps donne´. Cette phase se de´roule avant le de´marrage du syste`me de communica-
tion. Pour l’allocation des bandes passantes, nous proposons deux me´thodes de calcul des
TXOPs et de de´finition des instants de polling : l’AFBA et le VBA. L’AFBA propose une
politique d’allocation de bande passante fixe aux QSTAs, supporte les rafales de trames
et permet leurs transmissions avant leurs e´che´ances si aucune erreur de transmission n’est
constate´e. Elle offre aussi un surplus de bande passante aux QSTAs, pour les trames en
retransmission. Cependant, dans certains cas, il est possible d’eˆtre dans une configuration
de sous utilisation de la bande passante lorsque la QSTA interroge´e n’a pas de trame en
instance de transmission. Pour pallier a` ce proble`me nous avons propose´ la me´thode VBA,
qui alloue des TXOPs adapte´s aux besoins encours des QSTAs. VBA offre des TXOPs
variable aux QSTAs. Cette me´thode de´finit aussi une politique qui permet de re´duire la
taille des TXOPs trop grands qui influent sur les e´che´ances des QSTAs suivantes dans la
liste de polling. Pour clore cette partie nous avons pre´sente´ le fonctionnement de notre
mode`le d’acce`s AFS-HCCA apre`s le de´marrage du syste`me, et nous pre´sentons dans un
cinquie`me et dernier chapitre, une analyse comparative des re´sultats obtenus par simula-
tions des diffe´rents mode`les d’ordonnancements que nous avons propose´.
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Face aux contraintes lie´es au support de communication sans fil et a` la me´thode d’acce`s
HCCA de re´fe´rence, pour re´pondre aux exigences des trafics AFDX notamment en terme
de gigue, de latence et d’isolement des erreurs, nous avons propose´ une me´thode d’ordon-
nancement a` deux niveaux appele´e AFS-HCCA (AFDX Flows Scheduling with HCCA).
Cette me´thode est constitue´e de deux ordonnanceurs : un ordonnanceur local distribue´
sur toutes les QSTAs et un ordonnanceur central ge´re´ par le controˆleur hybride du QAP.
L’ordonnanceur local a pour roˆle de se´rialiser les trames dans les files de transmission
selon la politique d’acce`s de´finie. L’ordonnancement global ge`re le polling des QSTAs et
la quantite´ de trafic a` allouer a` chaque QSTA ainsi que le controˆle d’admission. Comme
ordonnanceur local, nous avons utilise´ la me´thode (RS) issue de la norme 802.11e comme
re´fe´rence pour comparer nos contributions, comme la solution AWS et les versions ame´-
liore´es de RS et d’AWS pour ame´liorer la gestion de la bande passante : ORS, OAWS,
RS-RB et AWS-RB. Nous avons aussi deux ordonnanceurs centralise´s : l’un base´ sur une
allocation de bande passante fixe aux QSTAs (AFBA : (Advanced Fixe BandWidth Alloca-
tion)) et l’autre sur une allocation de bande passante variable aux QSTAs (VBA Variable
Bandwidth Allocation).
Dans ce chapitre, nous faisons une e´valuation de performance globale de l’architecture
hybride propose´e : d’une part avec la me´thode d’acce`s HCCA de re´fe´rence et d’autre part
avec les versions ame´liore´es de l’HCCA que nous avons propose´es. Pour de´finir les sce´narios
ainsi que les charges en entre´e du re´seau, nous effectuons d’abord une e´valuation de la
charge de trafic AFDX admissible par le re´seau IEEE 802.11e. Ensuite, nous de´finissons les
sce´narios ainsi que les diffe´rents parame`tres d’e´valuation de l’architecture hybride. Dans
un premier temps ; nous e´valuons les ordonnanceurs locaux : RS, ORS, RS-RB, AWS,
OAWS et AWS-RB, puis nous e´valuons l’ordonnancement global (AFS-HCCA) sous ces
deux formes (AFBA et VBA), couple´ avec les ordonnanceurs locaux.
5.1 E´valuation de la charge de trafic AFDX admis-
sible par l’IEEE 802.11e dans un sce´nario de pire
cas
5.1.1 Motivations et hypothe`ses
Pour de´finir les charges en entre´e du re´seau, il est ne´cessaire de de´finir la charge
maximale et minimale admissible par le re´seau. Pour ce faire, nous nous positionnons dans
une situation de pire cas pour connaˆıtre les charges minimales et maximales admissibles
par le re´seau. Dans cette partie (5.1) d’e´valuation the´orique, nous prenons l’hypothe`se
qu’il n’y a pas de perte de trame, donc pas de retransmission. Dans les parties simulations
(5.3 et 5.4), bien au contraires le taux d’erreur binaire est un parame`tre important des
e´valuations.
Supposons que N est le nombre de VLs dans la partie sans fil. Pour chaque V Li, nous
de´signons Txtrmax,i le temps de transmission de sa trame maximale et BAGi son BAG.
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Soit PO, la pe´riode d’ordonnancement e´gale au plus grand BAG (BAGmax) des VLs du
re´seau sans fil (voir 4.2.1).
Notre premie`re hypothe`se pessimiste consiste a` supposer que chaque V Li utilise toute
sa bande passante, c’est-a`-dire chaque V Li transmet une tramemax,i dans chacun de
ses BAGs, ou` tramemax,i est sa trame maximale. De ce fait le V Li transmet ni fois la
tramemax,i par pe´riode d’ordonnancement PO, ni est donne´ par l’e´quation 5.1.
ni =
BAGmax
BAGi
(5.1)
Notons que les BAGs des VLs sont multiples entre eux, d’ou` ni est un entier naturel. Dans
chaque PO, la bande passante occupe´e par le V Li est :
BWV Li = ni × (Txtramemax,i + TxAck + 2 · SIFS) (5.2)
Soit Over la somme des overheads d’acce`s (PIFS) du controˆleur hybride et des overheads
de polling. La bande passante ne´cessaire (BWnec) pour supporter tous les VLs est donne´e
par l’e´quation 5.3 qui repre´sente la somme des overheads de communication et des bandes
passantes occupe´es par les VLs.
BWnec =
N∑
i=1
BWV Li +Over (5.3)
Avec les e´quations 5.1 et 5.2, l’e´quation 5.3 devient :
BWnec =
N∑
i=1
(
BAGmax
BAGi
× (Txtramemax,i + TxAck + 2 · SIFS)) +Over (5.4)
Pour supporter tous les VLs BWnec doit eˆtre infe´rieur a` PO. De ce fait, nous devons
avoir :
N∑
i=1
(
BAGmax
BAGi
× (Txtramemax,i + TxAck + 2 · SIFS)) +Over ≤ BAGmax (5.5)
Nous rappelons que PO est e´gale a` BAGmax.
N∑
i=1
(
1
BAGi
× (Txtramemax,i + TxAck + 2 · SIFS)) +
Over
BAGmax
≤ 1 (5.6)
Pour se situer dans un pire cas nous maximisons la partie gauche de l’e´quation 5.6. Pour
ce faire, nous devons minimiser les BAGs des VLs et maximiser les tailles de trames et
les overheads de communication. De ce fait, nous prenons comme deuxie`me hypothe`se
pessimiste que tous les VLs ont un BAG e´gal au BAGmin, le plus petit BAG des VLs du
re´seau sans fil. Soit tramemax la taille de trame maximale de tous les VLs, nous prenons
comme troisie`me hypothe`se pessimiste que tous les VLs ont une taille de trame maximale
e´gale a` tramemax.
Tous les VLs ayant leur BAG e´gal au BAGmin, cela signifie qu’a` chaque BAGmin tous
les VLs auront une trame de taille maximale a` transmettre. Pour maximiser les overheads
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de communication, nous prenons une quatrie`me hypothe`se qui consiste a` dire que chaque
VL sera conside´re´ comme un flux inde´pendant par le HC, donc sans agre´gation de VL, ce
qui signifie que chaque VL dispose de son propre TXOP, par conse´quent une seule trame
est transmise par TXOP. De ce fait la QSTA recevra un polling pour chacun de ces VLs
en liaison montante.
Un VL est dit en liaison montante lorsque ses trames partent de la QSTA vers le point
d’acce`s. Un VL est dit en liaison descendante lorsque ses trames quittent le point d’acce`s
a` destination de la QSTA destinataire. A partir de ce postulat, notons que les overheads
de communication diffe`rent selon les VLs en liaison montante ou en liaison descendante.
Le pire cas est obtenu lorsque nous avons des alternances de VLs montants et de VLs
descendant dans l’ordonnancement des flux, ce qui constitue notre dernie`re hypothe`se
pessimiste (voir Figure 5.1).
Figure 5.1 – Pire cas : alternance entre un VL montant et un VL descendant
Les overheads de communications pour les VLs montants sont donne´s par l’e´quation
5.7 :
Overup = PIFS + TxCFPoll + TxAck + 2 · SIFS (5.7)
TxCFpoll repre´sente l’overhead duˆ au polling. Les overheads de communication pour les
VLs descendants sont donne´s par l’e´quation 5.8 :
Overdown = PIFS + TxAck + 2 · SIFS (5.8)
En re´sume´, nous avons cinq hypothe`ses de pire cas :
1. Chaque VL a une trame dans chacun de ses BAGs,
2. tous les VLs ont le meˆme BAG e´gal au BAGmin,
3. tous les VLs ont une taille de trame e´gale a` tramemax,
4. aucune agre´gation des VLs : d’ou` un TXOP par VL,
5. alternance des VLs montants et descendants dans l’ordonnancement des flux.
Dans la section suivante nous de´terminons le nombre maximal de VLs admissibles en
fonction de la taille maximale des trames et de l’intervalle de service (SI) dans le contexte
de pire cas de´finit pre´ce´demment.
5.1.2 VLs admissibles
Dans chaque intervalle de service, la somme des temps de transmission des VLs en
liaison montante et des VLs en liaisons descendante doit eˆtre infe´rieur a` l’intervalle de
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service, sachant qu’aucun trafic est ge´ne´re´ en mode EDCA. Ceci est illustre´ par l’e´quation
5.9.
Txup + Txdown ≤ SI (5.9)
Le temps de transmission des VLs en liaison montante, Txup est obtenu en faisant la
somme des temps de transmission de tous les VLs montants, ce qui est formalise´ par
l’e´quation 5.10, avec n le nombre de VLs montants.
Txup = n× (PIFS + TxCFpoll + Txtramemax + TAck + 2 · SIFS) (5.10)
Le temps de transmission des VLs en liaison descendante est donne´ par l’e´quation 5.11,
avec m le nombre de VL en liaison descendante. Notons qu’il y a pas d’overhead duˆ au
polling.
Txdown = m× (PIFS + Txtramemax + TAck + SIFS) (5.11)
A partir des e´quations 5.9, 5.10 et 5.11, nous devons garantir l’ine´galite´ 5.12 :
n× (PIFS + TxCFpoll + Txtramemax + TAck + 2 · SIFS) +
m× (PIFS + Txtramemax + TAck + SIFS) ≤ SI (5.12)
Le nombre de VL admissibles est donne´ par l’e´quation 5.13
N = n+m (5.13)
Le temps de transmission maximal d’une trame est donne´ par l’e´quation 5.14 :
Txtramemax = Tpreambule + Tsignal +
16 + 8× Tailletrame + 6
Debitphysique
+
TSyn
2
(5.14)
Les parame`tres Physique (OFDM) utilise´s sont de´finis dans la table 5.1 Dans la section
Parame`tres Valeurs
Debitphysique 54 Mbits/s
Tailletrame [100..1554]octets
Tpreambule 16 µs
Tsignal 4 µs
Tsym 4 µs
TCFPOLL 27.74 µs
TAck 24.5 µs
PIFS 25 µs
SIFS 16 µs
Table 5.1 – Parame`tres 802.11e MAC et Physique OFDM
suivante, nous pre´sentons les valeurs de N obtenues en fonction des intervalles de services
(SI) et des tailles de trames tramemax. Le de´bit physique utilise´ est conside´re´ comme
constant et fixe 54 Mbps. Nous notons e´galement que l’intervalle de service est de´fini en
fonction du BAGmin.
5.1.3 Re´sultats nume´riques
A partir des e´quations 5.12, 5.13, 5.14 et des parame`tres nume´riques de´finis a` la table
5.1, nous avons calcule´ pour chaque intervalle de service, le nombre de VL en liaison
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montante et descendante. Nous pre´sentons le nombre de VLs admissibles par intervalle de
service et par taille de trame dans un sce´nario de pire cas.
Les re´sultats obtenus sont illustre´s dans les Figures 5.2 et 5.3. A la Figure 5.2, nous
pre´sentons le nombre de VLs admissibles pour les intervalles de service : 1, 2, 4 et 8 ms.A
la Figure 5.3, nous pre´sentons le nombre de VLs admissibles pour les intervalles de service :
16, 32, 64 et 128 ms. Pour chaque intervalle de service nous avons fait varier la taille des
trames de 100 a` 1554 octets.
Figure 5.2 – VLs admissibles par intervalle de service [1, 2, 4, 8] ms
Figure 5.3 – VLs admissibles par intervalle de service [16, 32, 64, 128] ms
Nous remarquons sur ces deux re´sultats que le nombre de VLs admissibles diminue
lorsque l’intervalle de service diminue. Cela s’explique par le fait que l’intervalle de service
est proportionnel au BAGmin. Il faut noter que la bande passante occupe´e par un V Li
dans chaque PO peut s’e´crire de la manie`re suivante :
BWV Li =
Txtramemax,i + TxAck + 2 · SIFS
BAGi
(5.15)
De ce fait, si le BAGmin diminue, alors la bande passante occupe´e par les VLs aug-
mente. Ainsi, nous pouvons dire que plus l’intervalle de service diminue (i.e BAGmin
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diminue), plus la bande passante des VLs augmente, et par conse´quent le nombre de VLs
admissibles diminue.
Nous remarquons e´galement une diminution du nombre de VLs admissibles avec l’aug-
mentation de la taille de trame. Cela s’explique a` partir de l’e´quation 5.15 repre´sentant
la bande passante occupe´e par un V Li donne´. Nous constatons que la bande passante
du V Li augmente lorsque sa taille de trame maximale augmente. Cela se traduit sur les
Figures 5.2 et 5.3 par une diminution du nombre de VLs admissibles.
Nous notons, d’une part, que le cas le plus favorable de notre sce´nario est obtenu
lorsque nous avons la plus petite taille de trame maximale (100 octets) et le plus grand
intervalle de service (128ms) avec 1243 VLs. D’autre part, le cas le moins favorable de
notre sce´nario, nous autorise au plus 3 VLs admissibles avec le plus petit intervalle de
service (1ms) et une taille de trame maximale de 1554 octets.
Ces re´sultats permettent de borner au pire cas les sce´narios de simulation pour e´valuer
nos propositions d’ordonnanceur. Par exemple, si nous avons au moins un VL avec un
BAG 2ms et une taille de trame maximale a` 1554 octets, nous savons que nous pouvons
garantir dans le pire cas une bande passante a` 3 VLs, si le support de communication
est parfait. De meˆme si la taille de trame maximale est de 400 octets, le nombre de VLs
admissibles au pire cas passe a` 6 VLs.
5.2 Sce´narios et parame`tres de simulation
Nous de´finissons dans cette section les diffe´rents sce´narios ainsi que les parame`tres de
simulation et d’e´valuation. Il est a` noter que les ordonnanceurs locaux et les globaux ont
e´te´ mode´lise´s et e´value´s avec Opnet Modeler 16.0.
5.2.1 Caracte´risations des sce´narios
Dans cette section, nous caracte´risons les diffe´rents sce´narios de simulation pour e´va-
luer les performances de l’ordonnanceur de re´fe´rence et des solutions que nous proposons.
Les sce´narios utilise´s ont e´te´ baˆtis a` partir d’un cas re´el d’application disponible dans
l’article [96]. Les auteurs fournissent une distribution des VLs en fonction des BAGs.
C’est-a`-dire, que pour chaque type de BAG, ils donnent le pourcentage de VL associe´s a`
ce type BAG. De meˆme, ils effectuent une distribution des VLs en fonction des tailles de
trame (voir la table 5.2). Les informations de´finies dans cette table, nous permettent de
connaitre le pourcentage de VLs par taille de trame. Nous remarquons que dans la table de
distribution, nous avons un faible pourcentage de VLs avec un BAG a` 2ms (2,03%), alors
que les VLs avec un BAG a` 128ms repre´sentent plus d’un quart des VLs (25,91 %). Nous
notons, de manie`re ge´ne´rale, que plus la valeur du BAG augmente plus le pourcentage
de VLs correspondants augmente. Par ailleurs, la re´partition des VLs en fonction de la
taille des trames suit un sche´ma inverse. En effet, nous notons que plus les tailles de trame
augmente plus le pourcentage de VLs correspondants diminue. Nous remarquons qu’il y
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a tre`s peu de VLs ayant une taille de trame supe´rieure a` 1500 octets. Cependant, plus de
la moitie´ des VLs (57%) ont une taille de trame infe´rieure a` 150 octets et 77,53% des VLs
ont une taille de trame infe´rieure a` 300 octets et par ailleurs 89,12 % des VLs ont une
taille trame infe´rieure a` 600 octets. Cette distribution illustre une tre`s grande majorite´ de
VLs avec une petite taille de trame.
BAG (ms) VL Trames (octets) VL
2 2.03% 1-150 57%
4 4.06% 151-300 20.53%
8 7.93% 301-600 11.59%
16 14.43% 601-900 5.79%
32 23.27% 901-1200 1.22%
64 22.36% 1201-1500 3.56%
128 25.91% ≺ 1500 0.3%
Table 5.2 – Distribution des VLs
A partir cette table de distribution, nous avons identifie´ trois sce´narios. Chaque sce´na-
rio est de´fini par un nombre de VL donne´ : 30, 40 et 50 VLs. La re´partition des VLs suit
la distribution de la table 5.2. Le choix du nombre de VLs est de´finit a` partir de la sec-
tion 3.3 du chapitre 3. En effet, lorsqu’une QSTAi rec¸oit un TXOPQSTAi , l’ordonnanceur
local de la QSTAi se charge de re´partir cette bande passante aux diffe´rents VLs ”Actif”
(3.5.1). Chaque V Li ”Actif” rec¸oit un TXOPV Li pour transmettre sa trame. Ce TXOPV L
est calcule´ dans l’ordonnanceur AWS avec la taille de trame maximale, d’une valeur de
362µs. Soit U , la bande passante occupe´e par les TXOPV L, calcule´e selon AWS. U est
donne´e par l’e´quation 5.16.
U =
n∑
i=1
TXOPV L
BAGi
× 100 (5.16)
Les trois sce´narios que nous avons retenus correspondent a` des charges de re´seau crois-
santes dont les valeurs de U sont 60% (moyennement charge´), 70% (charge´) et 95% (tre`s
charge´). Dans le premier sce´nario, compose´ de 30 VLs, la valeur U=60%. La re´partition
des VLs est donne´e a` la table 5.3. Pour chaque type de BAG nous pre´sentons le nombre
de VLs et les tailles de trame minimale et maximale associe´es [Smin, Smax]. Smin est
la taille de trame minimale et Smax la taille de trame maximale.
BAG (ms) Nombre de VLs Trames (octets)
(octets)
1 0 [0, 0]
2 1 [301, 450]
4 1 [301, 450]
8 2 [301, 600] et [601, 900]
16 4 [151, 300] et 3 × [301, 600]
32 7 2 × [1, 150], 4 × [151, 300] et [1201, 1500]
64 7 7 × [1, 150]
128 8 8 × [1, 150]
Table 5.3 – Distribution des VLs p/r au BAG des tailles de trames dans le sce´nario (30
VLs)
Le second sce´nario dispose de 40 VLs avec U=77%. La table de re´partition des VLs
et des trames est donne´e par la table 5.4
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BAG (ms) Nombre de VLs Trames (octets)
1 0 [0, 0]
2 1 [301, 450]
4 2 2 × [301, 450]
8 2 [301, 600] et [601, 900]
16 6 2 × [151, 300] et 4 × [301, 600]
32 9 2 × [1, 150], 6 × [151, 300] et [1200, 1500]
64 9 9 × [1, 150]
128 11 11 × [1, 150]
Table 5.4 – Distribution des VLs p/r au BAG des tailles de trames dans le sce´nario (40
VLs)
Le dernier sce´nario a 50 VLs avec U=95%. La table de re´partition des VLs et des
trames est donne´e par la table 5.5.
BAG (ms) Nombre de VLs Trames (octets)
1 0 [0, 0]
2 1 [301, 450]
4 2 2 × [301, 450]
8 4 [301, 600], 3 × [601, 900]
16 8 3 × [151, 300], 5 × [301, 600]
32 11 4 × [1, 150], 6 × [151, 300] et [1201, 1500]
64 11 10 × [1, 150] et [1201, 1500]
128 13 12 × [1, 150] et [901, 1200]
Table 5.5 – Distribution des VLs p/r au BAG et des tailles de trames dans le sce´nario
(50 VLs)
5.2.2 Parame`tres de simulation et d’e´valuation
Les parame`tres MAC et Physique utilise´s dans l’e´valuation de performance sont les
meˆmes que ceux utilise´s pour le dimensionnement des VLs admissibles dont les valeurs
sont donne´es a` la table 5.1. Notons que le de´bit physique de transmission est de 54Mbit/s
fixe (pas de de´bit de repli en cas de mauvaise transmission) et la taille de trame maximale
est de 1554 octets.
Pour chaque sce´nario et pour chaque ordonnanceur local et global, nous avons retenus
d’e´valuer :
– le de´lai d’acce`s maximal,
– le pourcentage de paquets rejete´s pour cause d’e´che´ance atteinte,
– le de´bit utile,
en fonction du taux d’erreur binaire (BER, Bit Error Rate) et du taux d’occupation
des BOR (BAG Occupation Rate). Nous notons que le pourcentage de paquets errone´s
augmente lorsque le BER augmente. Nous faisons varier le BER afin de d’e´tudier le com-
portement des ordonnanceurs lorsque le pourcentage de paquets errone´s augmente. Ceci
nous permet e´galement de mettre en avant les politiques d’ordonnanceur et de gestion de
la retransmission d’AWS, mais aussi de mettre en avant les me´thodes de gestion de la
bande passante alloue´e aux VLs : ”Optimized Solution” et ”Release Bandwidth Solution”.
Dans chacun de ces BAG, le VL dispose au plus d’une trame en instance de transmis-
sion. Cela signifie que durant certains BAG, le VL ne dispose pas de trame en attente
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transmission. BOR correspond a` la probabilite´ que le VL ait une trame en instance de
transmission. En augmentant le BOR, la charge en entre´e du re´seau augmente e´galement.
Il convient de souligner que le de´lai d’acce`s d’une trame associe´e au V Li est de´fini
comme le temps d’attente entre l’instant ou` la trame entre dans les files de transmission
de la QSTA et l’instant ou` la trame acce`de au support de communication pour la premie`re
fois. Le de´lai d’acce`s maximal du V Li repre´sente le plus grand de´lai d’acce`s subi par les
trames associe´es au V Li. Si le support de communication est parfait, alors le de´lai d’acce`s
correspond a` la latence de la trame. Cependant en cas de retransmission, la latence prend
en compte le temps de transmission de la trame perdue plus les overheads et le temps
d’attente entre la fin de la sequence de transmission et le de´but de la retransmission. Nous
avons choisi le de´lai d’acce`s maximal comme crite`re d’e´valuation, pour mettre en e´vidence
l’effet de l’ordonnancement local des trames. Afin d’e´valuer les pires cas nous avons retenu
la valeur maximale du de´lai d’acce`s pour chaque simulation.
Le second parame`tre d’e´valuation correspond au pourcentage de paquets rejete´s pour
cause d’e´che´ance atteinte. En effet chaque trame a une e´che´ance temporelle qui de´pend
du VL auquel elle est associe´e. Le VL de´finit une gigue maximale pour chacune de ces
trames. Une trame qui de´passe cette gigue maximale autorise´e est rejete´e. Notons qu’au
niveau des QSTAs, la gigue maximale d’une trame correspond a` sa latence dans la QSTA.
La dernie`re me´trique est le de´bit utile qui est de´fini comme le nombre de bits utiles
correctement rec¸us par unite´ de temps. Si toutes les trames sont correctement rec¸ues alors,
le de´bit utile the´orique calcule´ est donne´ par l’e´quation (5.17) ou` n est le nombre de VLs.
Throughput =
n∑
i=1
PSDUsize,i
BAGi
(5.17)
A partir des tables de re´partition des VLs en fonction des BAG et des tailles de trames
(5.3, 5.4 et 5.5), nous de´terminons le de´bit the´orique minimal et maximal pour les trois
sce´narios : 30 VLs, 40 VLs et 50 VLs. Le de´bit the´orique minimal est calcule´ a` partir
des tailles de trames minimales et le de´bit the´orique maximal est calcule´ a` partir des
tailles de trames maximales. Ainsi, a` partir de l’e´quation 5.17, si le taux d’erreur bi-
naire est e´gal a` ze´ro et nous pouvons en de´duire que le de´bit the´orique est compris entre
[3, 69 . . . 6, 20]Mbits/s pour le sce´nario a` 30 VLs, [4, 82 . . . 8, 47]Mbits/s pour le sce´nario
a` 40 VLs et [6, 95 . . . 11, 35]Mbits/s pour le sce´nario a` 50 VLs.
5.3 Ordonnancement local : QSTA
Dans cette partie, nous e´valuons l’impact de l’ordonnancement local des VLs au niveau
de chaque QSTA/ES. Nous faisons une analyse comparative entre l’ordonnancement re´fe´-
rence HCCA (IEEE 802.11e) et les ordonnancements locaux que nous proposons. Il faut
noter que dans l’HCCA de re´fe´rence, les trames sont transmises dans les TXOPs selon
leur ordre d’arrive´e, elles subissent la loi du premier arrive´ premier servi, ce qui peut eˆtre
de´favorable pour les trames les plus contraintes temporellement (BAG=1 et 2ms). Nous
nommons l’ordonnancement local de l’HCCA de re´fe´rence RS (Reference Scheduler). Nous
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proposons l’ordonnanceur AWS (AFDX Wireless Scheduler) qui se´rialise les trames en se
basant sur plusieurs parame`tres en particulier l’e´che´ance et le BAG du VL auquel chaque
trame est associe´e. AWS alloue a` chaque VL une bande passante calcule´e a` partir de la
taille de trame maximale (1554 octets). Dans certains cas, ceci repre´sente une sous utili-
sation de la bande passante pour les VLs ayant des trames de petite taille. Pour reme´dier
a` ce proble`me nous proposons deux solutions pour utiliser le surplus de bande passante
alloue´e a` ces VLs.
Les solutions propose´es sont nomme´es : Optimized Solution avec OAWS et Relea-
sed Bandwidth Solution avec AWS-RB. Nous appliquons e´galement nos deux solutions
a` l’ordonnanceur de re´fe´rence RS et par conse´quent proposont deux nouvelles solutions
d’ordonnancement a` comparer, voir la table 5.6.
RS Reference Scheduler (HCCA)
AWS AFDX Wireless Scheduler
ORS Optimized RS
OAWS Optimized AWS
RS-RB RS-Release Bandwidth
AWS-RB AWS-Release Bandwidth
Table 5.6 – Ordonnanceurs locaux
Dans les sections suivantes nous analysons les re´sultats de ces 6 ordonnanceurs et les
comparons selon les diffe´rents parame`tres pre´sente´s au chapitre 5.2.2.
5.3.1 RS et AWS
Dans cette section nous faisons une analyse comparative entre l’ordonnanceur local de
re´fe´rence RS et AWS. Les ordonnanceurs sont e´value´s avec les trois sce´narios de´finis dans
la section 5.2.2 : 30 VLs, 40 VLs et 50 VLs. Les parame`tres physiques utilise´s sont ceux
de´finis dans la section 5.2.2. La gigue maximale autorise´e aux VLs que nous avons retenu
est de BAG/4, qui est une contrainte temporelle forte pour les VLs ayant un faible BAG.
Les VLs sont asynchrones et leurs Offset (start time) sont choisis ale´atoirement.
5.3.1.1 De´lai d’acce`s maximum
Dans les Figures 5.4, 5.5 et 5.6, nous pre´sentons le de´lai d’acce`s maximum des VLs
ayant un BAG a` 2ms respectivement pour les sce´narios 30, 40 et 50 VLs. Nous avons choisi
les VLs les plus contraints temporellement car ils repre´sentent plus de 90% des paquets
rejete´s pour cause d’e´che´ance atteinte. Le de´lai d’acce`s maximum est trace´ en fonction du
taux d’occupation des BAGs (BOR) pour les BER a` 10−6, 10−5 et 10−4.
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Figure 5.4 – De´lai d’acce`s maximum p/r
au BOR (BAG2ms, 30 VLs)
Figure 5.5 – De´lai d’acce`s maximum p/r
au BOR (BAG2ms, 40 VLs)
Figure 5.6 – De´lai d’acce`s maximum p/r
au BOR (BAG2ms, 50 VLs)
Figure 5.7 – Maximum de´lai d’acce`s pour
les 3 sce´narios p/r au BER (BOR=100%)
Dans les Figures 5.4, 5.5 et 5.6, nous remarquons que les courbes repre´sentant RS
sont tre`s volatiles, ceci est duˆ a` l’aspect sporadique des VLs et a` la variation du taux
d’occupation des VLs. Le de´lai d’acce`s d’une trame de´pend dans RS du nombre de trames
en instance de transmission. E´tant donne´ que les VLs sont asynchrones et sporadiques,
le nombre de trames en instance de transmission varie. Avec la me´thode AWS, il s’ave`re
que les de´lais d’acce`s maximum sont plus homoge`nes, lisses et largement infe´rieurs a` ceux
de RS. Il est a` noter qu’AWS se´rialise et priorise les VLs ayant les plus petits BAG donc
les plus contraints temporellement. Cela se ve´rifie par les re´sultats avec des de´lais d’acce`s
maximum qui sont deux a` trois fois plus petits que ceux de RS. Nous pouvons dire que
les de´lais d’attente des trames les plus contraintes temporellement sont plus faibles dans
AWS que dans RS, et ceci graˆce a` la priorisation des flux d’AWS que nous avons mis en
place.
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Nous notons e´galement que le de´lai d’acce`s maximum augmente en fonction du BER,
ce qui est un phe´nome`ne normal car le nombre de paquets perdus augmente aussi, d’ou` une
augmentation du nombre de retransmissions. Ceci repre´sente une charge supple´mentaire
sur le re´seau. La retransmission dans RS est automatique (comme le pre´voit la norme), la
trame est retransmisse autant de fois que ne´cessaire, jusqu’a` ce qu’elle soit correctement
transmisse, ou qu’elle atteigne son e´che´ance ou bien son nombre maximum de retransmis-
sions pre´de´finis.
Nous remarquons aussi dans les trois Figures 5.4, 5.5 et 5.6 que l’e´cart est tre`s im-
portant entre les courbes RS(10−5) et RS(10−4), compare´ a` l’e´cart qui existe entre les
courbes RS(10−6) et RS(10−5). Cela est duˆ au fait que nous avons beaucoup plus de perte
de paquets donc de retransmission a` 10−4 compare´ a` 10−5 alors que entre 10−5 et 10−6,
l’e´cart en terme de paquets perdu est beaucoup plus faible. Nous notons que dans RS plus
il y a de perte de paquets, plus il y a de retransmissions automatiques et plus le de´lai
d’attente des trames en instance de transmission augmentent.
Dans AWS l’augmentation du BER a moins d’impact sur le de´lai d’acce`s des VLs
prioritaires (voir les Figures 5.4, 5.5 et 5.6). Ceci, s’explique graˆce a` la politique de gestion
de la retransmission qui permet d’e´viter une retransmission de trame non urgente devant
une trame contrainte temporellement. Cela signifie qu’une retransmission successive d’une
trame non urgente ne retardera pas la transmission d’une trame urgente. Nous avons de ce
fait un faible e´cart entre les courbes AWS(10−6), AWS(10−5) et AWS(10−4) quelque soit
le sce´nario. Notons que les VLs(BAG2ms) sont les plus contraints temporellement dans
nos sce´narios.
Quelque soit le sce´nario, nous constatons que le de´lai d’acce`s maximum de RS est
toujours supe´rieur au seuil de´fini (BAG/4 = 0, 5ms) et meˆme supe´rieur au BAG/2 = 1ms
(voir les Figures 5.4, 5.5 et 5.6). Alors qu’avec AWS, quelque soit le sce´nario, les re´sultats
sont en dessous du seuil BAG/2, et seulement infe´rieur a` BAG/4 pour le sce´nario a` 30VLs
(voir la Figure 5.4).
A la Figure 5.7, nous faisons un zoom sur le de´lai d’acce`s maximum pour un taux
d’occupation des BAG a` 100 (un pire cas) pour les trois sce´narios. Ce qui nous permet de
mettre en avant les e´carts de de´lai qui existe entre RS et AWS.
Le fait que le de´lai d’acce`s maximum soit supe´rieur au seuil de´fini ne signifie pas que
toutes les trames seront rejete´es. Il faut noter que le de´lai d’acce`s maximum repre´sente
le pire des de´lai subi par les trames (BAG2ms). Un VL ayant un de´lai d’acce`s maximal
supe´rieur au seuil de´fini, signifie qu’il existe au moins une de ces trames ne respectant
pas son e´che´ance. Ainsi, le de´lai d’acce`s maximum seul ne nous permet pas d’e´valuer
finement l’efficacite´ des ordonnanceurs locaux. C’est la raison pour laquelle nous analysons
e´galement le taux de perte de paquets pour cause d’e´che´ance atteinte.
5.3.1.2 Taux de paquets rejete´s
Les re´sultats de simulations des taux des paquets rejete´s sont pre´sente´s aux Figures 5.8,
5.9 et 5.10. Ce sont les pourcentages de paquets rejete´s pour cause d’e´che´ance atteinte qui
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sont repre´sente´s, c’est a` dire ayant de´passe´ leur latence maximale autorise´e. Les re´sultats
pre´sente´s concernent l’ensemble des trames transmises dans le re´seau, quelque soit le
type de VL auquel elles sont associe´es. Le pourcentage de paquets rejete´s est trace´ en
fonction du taux d’occupation des BAG. Nous remarquons que quelque soit le sce´nario le
pourcentage de paquets rejete´s augmente en fonction du BER. Globalement, nous avons
aussi une augmentation du pourcentage paquets rejete´s en fonction du taux d’occupation
des BAG.
Nous notons que quelque soit le sce´nario, AWS offre un taux de paquets rejete´s infe´rieur
a` celui de RS et ce pour les taux d’erreur binaire : 10−6, 10−5 et 10−4.
Figure 5.8 – Taux de paquets rejete´ p/r au
BOR (30 VLs)
Figure 5.9 – Taux de paquets rejete´ p/r au
BOR (40 VLs)
Figure 5.10 – Taux de paquets rejete´ p/r
au BOR (50 VLs)
Figure 5.11 – Taux de paquets rejete´s pour
les 3 sce´narios p/r au BER (BOR=100%)
Dans la Figure 5.8, repre´sentant le sce´nario 30VLs (re´seau peu charge´), il est a` noter
que le taux de pertes de paquets rejete´s d’AWS est infe´rieur a` 0,03% pour un BER=10−6
et infe´rieur a` 0,3% pour un BER=10−5. Alors que RS offre un taux de paquets rejete´s qui
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atteint 2,9% pour un BER=10−6 et 3,4% pour un BER=10−5. Ceci est plus de dix fois
supe´rieur au taux de paquets rejete´s d’AWS. Lorsque le me´dium est de´grade´ (BER=10−4),
AWS offre de nouveau les meilleures performances par rapport a` RS. Cependant nous
notons des taux de rejet e´leve´s a` l’ordre de 6,26% pour AWS et de 11,5% pour RS.
Pour le sce´nario a` 40 VLs (Figure 5.9), les taux de paquets rejete´s sont plus e´leve´s par
rapport au sce´nario a` 30VLs. AWS offre toujours les meilleurs performances, par exemple
pour un BER=10−5, AWS a un taux de rejet de paquets infe´rieur a` 0,32% alors que RS
atteint 3,91%. Dans un me´dium de´grade´ (BER=10−4), le taux de rejet d’AWS est infe´rieur
a` 8,37%, ce qui est largement infe´rieur au taux de rejet de RS a` 15,36%.
Lorsque le re´seau est charge´ (sce´nario a` 50VLs), les taux de paquets rejete´s augmentent
aussi par rapport aux autres sce´narios (30 et 40 VLs). A BER=10−6, l’e´cart entre les taux
de paquets rejete´s de RS et de AWS est tre`s grand. RS a un taux de rejet maximal de
l’ordre de 4.61%, alors qu’AWS offre un taux de rejet infe´rieur 0,37%. Ceci repre´sente
un gain de plus de 90%. Pour un BER=10−5 le taux de paquets rejete´s dans RS atteint
5,87%, alors que celui d’AWS est infe´rieur a` 0,54%. Dans un me´dium perturbe´ avec un
BER=10−4, le taux maximal de paquets rejete´s dans RS est de 24%, AWS offre un taux
de rejet maximal de l’ordre de 21% . En comparant ces valeurs aux taux de paquets rejete´s
dans AWS, nous voyons que les re´sultats d’AWS sont tre`s satisfaisants par rapport a` ceux
de RS.
Dans la Figure 5.11, nous pre´sentons les taux de paquets rejete´s avec un taux d’occu-
pation du BAG a` 100% 1 pour les trois sce´narios. Nous remarquons que dans un sce´nario
de pire cas (me´dium de´grade´ BER=10−4) le pourcentage de paquets rejete´s dans RS est
presque e´gal au double du pourcentage de paquets rejete´s dans AWS pour les sce´narios
30 et 40 VLs. Pour 50 VLs, nous avons un gain de 12% des paquets rejete´s. Pour un
BER=10−5, RS a des taux de rejet de paquets six fois supe´rieur a` ceux d’AWS, pour les
sce´narios 30 et 40VLs. Pour le sce´nario 50 VLs l’e´cart entre AWS et RS augmente encore
avec un taux de rejet plus 8 fois supe´rieur pour RS. Pour un BER=10−6, AWS transmet
presque toutes ces trames avec un taux de rejet proche de ze´ro (< 0,3%) quelque soit le
sce´nario, alors que RS atteint un taux de rejet de 4,61% dans le sce´nario a` 50 VLs.
Nous notons que plus le BER augmente, plus les re´sultats de RS et AWS sont proches.
Cela s’explique par le fait que lorsque le BER augmente, la probabilite´ d’avoir un paquet
errone´ augmente. Ce qui entraine une augmentation des pertes de paquets et de la charge
du re´seau avec les retransmissions. Dans un re´seau charge´ avec un fort BER, il est plus
difficile d’ordonnancer les VLs et de satisfaire leurs e´che´ances temporelles.
5.3.1.3 De´bit utile
Dans cette section, nous pre´sentons le de´bit utile pour RS et AWS avec les trois
sce´narios. Aux Figures 5.12, 5.13 et 5.14, nous avons trace´ le de´bit utile de re´ception au
niveau du QAP par rapport au BOR.
1. Chaque VL a une trame a` transmettre dans chacun de ces BAGs.
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Figure 5.12 – De´bit utile p/r au BOR (30
VLs)
Figure 5.13 – De´bit utile p/r au BOR (40
VLs)
Figure 5.14 – De´bit utile p/r au BOR (50
VLs)
Figure 5.15 – De´bit utile pour les 3 sce´na-
rios p/r au BER
Le de´bit utile repre´sente le nombre de bits utiles correctement rec¸us par unite´ de temps
par le QAP. De manie`re globale, nous remarquons dans les Figures 5.12, 5.13 et 5.14, une
augmentation du de´bit en fonction du BOR quelque soit le BER et quelque soit le sce´nario.
Ceci s’explique par le fait que la charge du re´seau augmente lorsque le BOR augmente. Le
nombre de trames transmises double entre BOR=50% a` BOR=100%. Nous notons aussi
que les de´bits utiles d’AWS sont supe´rieurs a` ceux de RS quelque soit le sce´nario. Ces
re´sultats d’AWS sont lie´s aux taux de paquets rejete´s.
Dans la Figure 5.15, nous pre´sentons le de´bit utile de RS et AWS pour les BER 10−6,
10−5 et 10−4, et pour les trois sce´narios avec un taux d’occupation des BAGs a` 100%. Nous
notons que le de´bit utile augmente en fonction du nombre de VLs. Ce qui est normal e´tant
donne´ que la charge du re´seau augmente avec l’augmentation du nombre de VLs. Nous
notons e´galement, une diminution du de´bit utile lorsque le BER augmente et la plus grande
chute de de´bit utile est atteinte pour les BER 10−5 et 10−4. Il faut noter que lorsque le
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BER augmente, le nombre de paquets errone´s augmente, ces paquets errone´s doivent eˆtre
retransmis, ce qui repre´sente plus de charge dans le re´seau d’ou` une augmentation du
nombre de paquets rejete´s et une diminution du de´bit utile. Nous notons que quelque soit
le BER et quelque le sce´nario (30, 40 et 50 VLs) le de´bit utile d’AWS reste supe´rieur a`
celui de RS.
Dans le sce´nario 50 VLs a` 10−6 nous notons un de´bit utile e´gal a` 7,55 Mbits/s pour
AWS et a` 7,18 Mbits/s pour RS. AWS obtient un gain de 4,90%. Ces valeurs sont dans
l’intervalle the´orique [4, 82 . . . 8, 47]Mbits/s du de´bit utile calcule´ (voir 5.2.2).
Dans le sce´nario 40 VLs 10−6 nous notons un de´bit utile e´gal a` 5,85 Mbits/s pour
AWS et a` 5,76 Mbits/s pour RS. AWS offre un gain de 1,54%. Ces re´sultats sont dans
l’intervalle the´orique [4, 82 . . . 8, 47]Mbits/s du de´bit utile calcule´.
De meˆme dans le sce´nario 30 VLs 10−6 nous notons un de´bit utile e´gal a` 4,62 Mbits/s
pour AWS et a` 4,47 Mbits/s pour RS avec un gain de 3,25% pour AWS. Ces re´sultats
sont dans l’intervalle the´orique [4, 82 . . . 8, 47]Mbits/s du de´bit utile calcule´.
5.3.1.4 Conclusion partielle
Pour clore cette section, nous pouvons dire que l’utilisation d’un ordonnanceur local
AWS s’ave`re tre`s be´ne´fique au vue des re´sultats obtenus notamment en terme de de´lai
d’acce`s maximum, de taux de paquets rejete´s et de de´bit utile. Dans des conditions de
pire cas avec un BER a` 10−4 , canal de´grade´ et un re´seau charge´ (50 VLs, U=95%), AWS
fournit des de´lais d’acce`s maximum pour les VLs (BAG2ms) ge´ne´ralement infe´rieur a` la
moitie´ des de´lais d’acce`s maximum offerts par RS (voir Figure 5.7). La me´thode AWS
re´duit le nombre de paquets rejete´s par RS. Nous notons un gain de 12% dans AWS par
rapport a` RS sur le pourcentage de paquets rejete´s pour les 50 VLs et plus de 80% pour les
deux autres sce´narios avec un BER a` 10−4. Ces re´sultats se confirment au niveau du de´bit
utile avec les meilleures performances offertes par AWS. Pour un BER a` 10−4, nous avons
5.60 Mbit/s dans AWS et 5.58 Mbit/s dans RS pour 50 VLs, 5.28 Mbit/s dans AWS et
4.86 Mbit/s dans RS pour 40 VLs et pour finir 4.29 Mbit/s dans AWS et 4.04 Mbit/s dans
RS pour 30 VLs. Les re´sultats pre´sente´s ici montre l’inte´reˆt de la me´thode AWS comme
ordonnanceur au niveau de chaque QSTA. Cependant AWS pre´sente des limites du fait
de la sur-allocation de bande passante aux VLs. Il faut noter que dans AWS le temps
de transmission alloue´ a` un VL est calcule´ a` partir de la taille de trame maximale (1554
octets) or tous les VLs n’ont pas une taille de trame maximale e´gale a` 1554 octets. Ce
qui a mene´ a` la proposition de deux solutions nomme´s ”Optimized Solution” et ”Release
Bandwidth Solution” pour ge´rer la bande passante non utilise´e des VLs, afin d’ame´liorer
AWS et RS.
5.3.2 Versions ame´liore´es d’AWS et de RS
Les versions ame´liore´es d’AWS et de RS re´sultent des solutions propose´es dans le
chapitre 2 pour la gestion de la bande alloue´e et non utilise´e par les VLs. Ces solutions
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sont : ”Optimized Solution” et ”Release Bandwidth Solution”. La me´thode ”Optimized
Solution” applique´e a` AWS est nomme´e OAWS et celle applique´e a` RS est nomme´e ORS.
Dans OAWS, lorsqu’un VL donne´ n’utilise pas l’ensemble du temps de transmission qui
lui est alloue´, OAWS ve´rifie si elle peut transmettre une trame ”critique” ou une trame
en retransmission dans le temps restant. Si la re´ponse est positive. Dans ce cas, elle
transmet, sinon elle attend la fin du temps alloue´ au VL. Cependant dans ORS, seules les
trames en retransmission sont transmises dans les bandes passantes libres des TXOPV L.
Ceci de´coule du fait que RS ne posse`de pas la notion de trame ”critique”. La me´thode
”Release Bandwidth Solution” libe`re la bande passante non utilise´e et avance l’instant de
transmission de la trame suivante. Ceci est valable pour les ordonnanceurs AWS-RB et
RS-RB.
Dans la section suivante, nous faisons une analyse comparative des 6 ordonnanceurs :
RS, ORS, RS-RB, AWS, OAWS et AWS-RB. Ils sont e´value´s sur les meˆme crite`res que
RS et AWS.
5.3.2.1 De´lai d’acce`s maximum des VLs (BAG2ms)
Dans cette section, nous pre´sentons le de´lai d’acce`s maximum pour ORS, OAWS, RS-
RB et AWS-RB pour les sce´narios a` 30, 40 et 50 VLs avec les taux d’erreurs binaires :
10−6, 10−5 et 10−4. Aux Figures 5.16, 5.17 et 5.18, nous trac¸ons le de´lai d’acce`s maximum
de ORS et OAWS par rapport aux taux d’occupation des BAGs avec les BER : 10−6,
10−5 et 10−4, respectivement pour les sce´narios a` 30, 40 et 50 VLs. De meˆme aux Figures
5.19, 5.20 et 5.21, nous trac¸ons les de´lais d’acce`s maximum de RS-RB et AWS-RB avec
les meˆmes parame`tres.
Nous remarquons tout d’abord, de manie`re ge´ne´rale, que les de´lais d’acce`s maximum
offerts par RS et RS-RB sont tre`s volatiles et varient fortement en fonction du taux
d’occupation des VLs. A contrario ceux d’OAWS et AWS-RB sont plus re´guliers avec
une faible variation, ce qui s’explique par les politiques d’ordonnancement utilise´es (voir
5.3.1.1).
Figure 5.16 – De´lai d’acce`s maximum
(ORS et OAWS)(30 VLs)
Figure 5.17 – De´lai d’acce`s maximum
(ORS et OAWS)(40 VLs)
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Figure 5.18 – De´lai d’acce`s maximum (ORS et OAWS)(50 VLs)
Les re´sultats pre´sente´s aux Figures 5.16, 5.17 et 5.18 montrent qu’OAWS offre de
meilleurs de´lais d’acce`s maximum qu’ORS. Nous notons qu’avec un BER=10−6 (faible
perturbation du canal), AWS nous permet d’avoir un de´lai d’acce`s maximum en dessous
du seuil (0,5ms) pour les sce´narios 30 et 40 VLs (voir respectivement les Figures 5.16 et
5.17). Sous 50 VLs et avec un BER=10−6, OAWS a un de´lai d’acce`s maximum infe´rieur
au seuil et ce jusqu’a` un BOR=75%, alors que les de´lais d’acce`s maximum d’ORS sont
toujours au dessus du seuil autorise´ (0,5ms) quelque soit le sce´nario (voir les Figures 5.16,
5.17 et 5.18).
Figure 5.19 – De´lai d’acce`s maximum (RS-
RB et AWS-RB)(30 VLs)
Figure 5.20 – De´lai d’acce`s maximum (RS-
RB et AWS-RB)(40 VLs)
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Figure 5.21 – De´lai d’acce`s maximum (RS-RB et AWS-RB)(50 VLs)
Aux Figures 5.19, 5.20 et 5.21, nous remarquons qu’AWS-RB offre des meilleurs de´lais
d’acce`s compare´ a` RS-RB. Cependant, les e´carts de de´lai maximum entre AWS-RB et
RS-RB sont plus faibles par rapport aux e´carts de de´lai maximum entre OAWS et ORS.
En particulier pour les faibles taux d’erreur binaire. Dans le cas le plus favorable (30
VLs et BER=10−6), avec un re´seau peu charge´ et un faible taux de perte, les courbes de
AWS-RB et RS-RB sont presque confondues et infe´rieures au BAG/8 (0,25ms). A faible
charge et a` faible taux d’erreur RS-RB est quasi e´quivalent a` AWS-RB. Cela signifie que
sous certaines conditions RS-RB peut bien remplacer AWS-RB. Cependant lorsque le taux
d’erreur augmente ou que le nombre de VLs augmente, l’e´cart de de´lai maximum entre
AWS-RB et RS-RB augmente aussi. Ce qui montre aussi l’inte´reˆt de de´finir une politique
d’ordonnancement des trames. AWS-RB offre des re´sultats tre`s satisfaisant, il faut noter
que pour BER=10−6 et 10−5, quelque soit le sce´nario (Figures 5.19, 5.20 et 5.21) AWS-
RB a` un de´lai d’acce`s maximum infe´rieur au BAG/8, la moitie´ du seuil autorise´. Avec
un BER=10−4, il reste infe´rieur au seuil pour les sce´narios 30 et 40 VLs (Figures 5.19 et
5.20). AWS-RB offre de meilleurs de´lais d’acce`s par rapport a` RS-RB graˆce a` sa politique
d’acce`s base´e sur la classification des flux d’AWS.
A la Figure 5.22, nous faisons une synthe`se des de´lais d’acce`s maximum pour les 6
ordonnanceurs locaux avec un BOR a` 100%.
Globalement en comparant les de´lais d’acce`s maximum de RS, ORS et RS-RB, nous
remarquons d’une part que RS a les plus grands de´lais d’acce`s maximums suivi par ORS,
puis par RS-RB. D’autre part, les de´lais d’acce`s d’AWS sont plus grands par rapport a`
ceux d’OAWS et d’AWS-RB. AWS-RB de´tient les plus faibles de´lais d’acce`s. En outre,
nous pouvons dire que la solution ”Release Bandwidth solution” offre les meilleurs de´lais
d’acce`s suivie de la solution ”Optimized Solution” puis par les versions simples d’AWS et
d’RS.
ORS et OAWS offre de meilleurs de´lai d’acce`s par rapport a` leurs homologues RS et
AWS, car elles permettent la transmission de certaines trames plus toˆt que pre´vue du fait
quelles soient dans l’e´tat critique ou` en retransmission, ceci en utilisant une bande passante
libre d’un VL. Cette bande passante libre n’est utilise´e que lorsqu’elle est suffisamment
grande pour permettre la transmission de la trame critique ou en retransmission. De ce fait
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plus la taille de trame du VL en transmission est grande, plus la bande passante diminue,
plus la probabilite´ de l’utiliser diminue. Ce qui n’est pas le cas pour la solution ”Release
Bandwidth solution”, qui re´cupe`re syste´matiquement la bande passante libre et avance
la transmission de la trame suivante. Cette politique justifie les re´sultats des me´thodes
AWS-RB et RS-RB en terme de de´lai d’acce`s maximum.
Figure 5.22 – De´lai d’acce`s maximum (BOR=100%)
Il est a` souligner que RS est toujours au dessus du seuil (BAG/4=0,5ms) de meˆme
ORS. Cependant RS-RB offre des re´sultats acceptables pour les BER=10−6 et 10−5. RS-
RB a un meilleur de´lai d’acce`s maximum que AWS et OAWS pour ces deux BER (10−6 et
10−5). A 10−4, le de´lai d’acce`s maximum de RS-RB augmente rapidement et devient moins
bon compare´ a` celui d’AWS et OAWS. Ce qui met aussi en avant l’inte´reˆt de la de´finition
de la politique de gestion de la retransmission pour e´viter que la retransmission successive
de trames moins prioritaires influe l’e´che´ance des trames critiques. Dans RS-RB a` 10−4
les trames a` BAG2ms sont retarde´es par les retransmissions successives, ce qui n’est le cas
dans les versions AWS.
AWS et OAWS ont des de´lais d’acce`s maximum proches et acceptables, ils sont tou-
jours infe´rieurs au BAG/2 (1ms). AWS-RB, offre les meilleurs re´sultats avec des de´lais
d’acce`s infe´rieurs au seuil (0,5ms) en toute circonstance. Cependant cela ne signifie pas
qu’AWS-RB n’a aucune trame rejete´e pour cause d’e´che´ance atteinte. En effet, une trame
peut acce´der au support de communication avant son e´che´ance, cependant avec les per-
turbations du support de communication, elle peut eˆtre perdue ou errone´e lors de sa
transmission. Elle doit donc eˆtre retransmise, mais, a` condition de n’avoir pas atteint son
e´che´ance. De ce fait une trame qui acce`de une premie`re fois au support de communication
avant son e´che´ance peut eˆtre rejete´e pour cause d’e´che´ance atteinte apre`s une ou plusieurs
retransmission. Ceci sera illustre´ pour le taux de paquets rejete´s pre´sente´ dans la suite.
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5.3.2.2 Taux de paquets rejete´s
Dans cette section, nous pre´sentons le taux de paquets rejete´s suite a` l’e´che´ance at-
teinte. Les re´sultats analyse´s sont significatifs dans le cas d’un me´dium de´grade´ (BER=10−4).
Nous pre´sentons aux Figures 5.23, 5.24 et 5.25, le taux de paquets rejete´s en fonction du
taux d’occupation des BAG pour les sce´narios respectifs 30, 40 et 50 VLs.
Figure 5.23 – Taux de paquets rejete´s avec
BER=10−4 (30 VLs)
Figure 5.24 – Taux de paquets rejete´s avec
BER=10−4 (40 VLs)
Figure 5.25 – Taux de paquets rejete´s avec
BER=10−4 (50 VLs)
Figure 5.26 – Taux de paquets rejete´s avec
10−4 p/r au BOR (30, 40 et 50 VLs)
Nous remarquons premie`rement que les meilleurs re´sultats sont obtenus avec les ver-
sions ”Release Bandwidth solution” compare´es aux versions ”Optimized solution”. AWS-
RB a un taux de rejet infe´rieur a` 0,66% quelque soit le sce´nario et offre les meilleurs
performances parmi les 4 ordonnanceurs compare´s. Cela confirme notre analyse au 5.3.2.1
ou` AWS-RB respecte un de´lai d’acce`s maximum infe´rieur au seuil BAG/4.
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La solution RS-RB, ayant un taux de rejet infe´rieur a` 2.18% quelque soit le sce´nario,
offre de meilleures performances qu’AWS et OAWS. Cela confirme que meˆme si dans
certaines situations des trames peuvent eˆtre retarde´es par des retransmissions successives,
le fait de libe´rer la bande passante non utilise´e peut eˆtre tre`s be´ne´fique surtout dans un
sce´nario ou` pre`s de 89% des VLs ont une trame infe´rieure a` 600 octets (voir la table 5.2).
A la Figure 5.26, nous pre´sentons une synthe`se du taux de paquets rejete´s pour l’en-
semble des sce´narios, a` savoir pour un BER=10−4 (me´dium de´grade´) et un BOR a` 100%.
Quelque soit le sce´nario, RS (norme HCCA 802.11e) rejette le plus de trame entre 12 et
20%. Les performances de AWS restent perfectibles entre 6 et 20% de rejet. La version op-
timise´e OAWS n’exce`de pas 6% de rejet mais demeure encore supe´rieure respectivement a`
RS-RB et AWS-RB. La solution ”Release Bandwidth” montre ici son efficacite´ meˆme avec
un ordonnanceur sans classification de flux.
A partir de la Figure 5.26, nous pre´sentons, a` la table 5.7, le gain en paquets rejete´s
obtenu par ORS, RS-RB, AWS, OAWS et AWS-RB par rapport a` RS.
- RS ORS RS-RB AWS OAWS AWS-RB
30 VLs 0 43,50 93,34 45,56 83,76 96,23
40 VLs 0 50,53 95,06 45,50 88,11 97,95
50 VLs 0 26,18 93,23 11,86 78,91 98,16
Table 5.7 – Gain en paquets rejete´s en (%) p/r a` RS (BER=10−4 BOR=100%)
Nous remarquons que les gains les plus importantes sont obtenus par AWS-RB [96%
98%] suivi de RS-RB [93% 95%]. Cette table illustre l’inte´reˆt, des politiques de gestion des
temps de transmission non utilise´s par les VLs. AWS s’ave`re meˆme moins performantes
que ORS pour les sce´narios avec 40 et 50 VLs. Ces gains en trames rejete´es se confirment
lors de l’analyse du de´bit utile de re´ception au niveau du QAP.
5.3.2.3 De´bit utile
Nous pre´sentons, dans cette dernie`re section d’analyse des ordonnanceurs locaux, le
de´bit de re´ception des trames au niveau du QAP. Les courbes sont trace´es pour un me´dium
de´grade´ (BER=10−4). Aux Figures 5.27, 5.28, et 5.29, nous pre´sentons le de´bit utile en
fonction du taux d’occupation des BAG pour respectivement les sce´narios 30, 40 et 50
VLs. Nous remarquons une augmentation du de´bit utile quasi line´aire en fonction du
BOR. Plus le BOR augmente plus la charge en entre´e du re´seau augmente. AWS-RB a
les meilleurs de´bits utiles suivi par RS-RB, ensuite OAWS, puis ORS et AWS, et pour
terminer avec RS.
La Figure 5.30 est une synthe`se dans le pire cas avec un BOR=100%, ceci nous permet
de mettre e´vidence les performances obtenues par les versions AWS-RB et RS-RB, qui
sont suivi par les versions OAWS et ORS.
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Figure 5.27 – De´bit utile avec BER=10−4
p/r au BOR (30 VLs)
Figure 5.28 – De´bit utile avec BER=10−4
p/r au BOR (40 VLs)
Figure 5.29 – De´bit utile avec BER=10−4
p/r au BOR (50 VLs)
Figure 5.30 – De´bit utile avec BER=10−4
p/r au BOR (30, 40 et 50 VLs)
Les solutions d’ame´liorations d’AWS et de RS offrent de meilleurs re´sultats par rapport
aux me´thodes de base AWS et RS qui rejettent plus de paquets. A la table 5.8, est pre´sente´
le gain en de´bit utile des me´thodes ORS, RS-RB, AWS, OAWS et AWS-RB par rapport a`
RS. Le meilleur gain est obtenue par AWS-RB avec 25,27%, suivi de RS-RB avec 24,68%.
Les re´sultats tre`s proches de ces deux me´thodes confirment les deux analyses pre´ce´dentes.
Les plus petits gains sont obtenus par AWS.
- RS ORS RS-RB AWS OAWS AWS-RB
30 VLs 0 5,81 12,77 5,88 10,44 12,79
40 VLs 0 9,49 16,37 7,78 15,00 16,54
50 VLs 0 8,44 24,68 0,19 20,24 25,27
Table 5.8 – Gain en de´bit utile en (%) p/r a` RS (BER=10−4 BOR=100%)
La Figure 5.31, illustre le de´bit utile pour notre sce´nario le plus charge´ (50 VLs) avec
un BOR maximale a` 100%. Nous faisons varier le BER de 0 a` 5 · 10−4, pour e´valuer le
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comportement des ordonnanceurs locaux face a` la de´te´rioration de la qualite´ du me´dium
radio.
Figure 5.31 – De´bit utile p/r au BER pour
un BOR=100% (50 VLs)
Figure 5.32 – De´bit utile p/r au BER ∈ [0,
10−4] pour un BOR=100% (50 VLs)
Comme premier constat, nous avons une diminution du de´bit utile avec l’augmentation
du BER et ce quelque soit le mode`le. Plus le BER augmente, plus le taux de paquets
correctement rec¸us diminue, les retransmissions augmentent aussi tout comme le nombre
de paquets rejete´s pour cause d’e´che´ance atteinte. Les re´sultats confirment ceux pre´sente´s
aux Figures 5.27, 5.28, 5.29 et 5.30. Avec un BER variant de BER=0 a` BER=3 · 10−5,
AWS a un meilleur de´bit utile que ORS. Il faut noter qu’avec BER=0, ORS et RS sont
identiques, car il n’y a pas de perte de trame, donc pas de retransmission donc ORS
n’utilise pas la bande passante libre. Si le BER augmente, le nombre de retransmissions
augmente et ORS utilise de plus en plus la bande passante libre. Ce qui explique qu’a
partir de BER=3 · 10−5 ORS offre de meilleurs re´sultats qu’AWS, d’ou` l’inte´reˆt de la
solution ”Optimized Solution” (voir Figure 5.32).
5.3.2.4 Conclusion partielle
Pour conclure cette partie, les me´thodes ”Optimized Solution” et ”Release Bandwidth
Solution” ont e´te´ propose´es pour re´soudre le proble`me de sur-allocation de bande pas-
sante de´fini dans AWS. La premie`re me´thode ”Optimized Solution”, consiste a` transmettre
les trames critiques (OAWS) et les trames en retransmission (OAWS et ORS) dans ces
bandes passantes non utilise´es. Cela est possible que lorsqu’il existe assez de temps dans les
TXOPV L pour transmettre la trame critique ou en retransmission. Les re´sultats pre´sen-
te´s dans cette partie montre que la me´thode ”Optimized Solution” apporte des gains par
rapport aux me´thodes de base AWS et RS. Concernant les me´thodes ”Release Bandwidth
Solution”, elles offrent encore de meilleurs re´sultats. Ces me´thodes utilisent syste´mati-
quement, le temps de transmission non utilise´ alloue´ a` une trame d’un VL donne´. Cette
politique leurs permet d’avancer les instants de transmission de toutes les trames par rap-
port aux autres me´thodes. Elle se traduit par un gain en performance par rapport a` la
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me´thode ”Optimized Solution” et a` la me´thode de base (AWS et RS). Nous notons aussi
de manie`re globale des meilleurs performances pour les versions AWS, OAWS et AWS-RB
par rapport a` leurs homologues RS, ORS et RS-RB, d’ou` l’inte´reˆt de d’imple´mentation
AWS au niveau de chaque QSTA. Par contre la version RS-RB a` base de la norme 802.11e
HCCA sans classification de flux s’ave`re meilleure que les me´thodes AWS et OAWS.
Au vu des re´sultats obtenus, nous retiendrons les versions AWS-RB et RS-RB comme
ordonnanceur local pour la suite de l’analyse. Dans la section suivante nous pre´sentons
l’e´valuation globale du re´seau avec les diffe´rentes me´thodes d’allocation de bande passante
de´finies dans le QAP : VBA et AFBA.
5.4 E´valuation globale du re´seau 802.11e/AFDX
Dans cette section, nous faisons l’e´valuation et l’analyse du re´seau hybride avec les
diffe´rentes me´thodes d’acce`s propose´es. Nous utilisons les parame`tres MAC et Physique
de´finis a` la table 5.1, identiques a` ceux utilise´s pour l’e´valuation des ordonnanceurs locaux.
Nous avons de´fini la latence maximale autorise´e aux trames e´gal a` BAG/2. La norme
AFDX de´finit une gigue et la latence maximale des trames en sortie des End-Systems e´gal
a` 0,5ms. La gigue maximale a` la sortie d’un port d’un commutateur AFDX est e´gale a`
BAG/2 et majore´e par 10 ms. Les ports de sortie des commutateurs sont partage´s par
plusieurs VLs appartenant a` plusieurs End-Systems diffe´rents. Dans la partie sans fil du
re´seau hybride, nous avons une situation similaire avec des VLs appartenant a plusieurs
QSTA/ES diffe´rents partageant le meˆme support de communication. C’est pour cette
raison que nous avons choisi une gigue et une latence maximale e´gal au BAG/2 a` la sortie
des QSTAs.
Les sce´narios utilise´s sont ceux a` 30, 40 et 50 VLs, avec une distribution des VLs par
rapport aux BAG et aux tailles de trame identique a` celle utilise´e dans l’e´valuation des
ordonnanceurs locaux (voir la table 5.2). Le re´seau simule´ est constitue´ de deux QSTAs
et d’un QAP. Le nombre de QSTA nous est impose´ par nos sce´narios et par l’HCCA de
re´fe´rence. Il faut noter que dans chacun de nos sce´narios nous avons un VL a` BAG=2ms,
ce qui implique un intervalle de service de 1ms. Le TXOP minimum alloue´ a` chaque QSTA
par le HC de re´fe´rence est e´gal a` 362µs, en utilisant le controˆle d’admission de re´fe´rence
(voir e´quation 2.2), nous pouvons ordonnancer au plus deux QSTAs.
Aux tables 5.9, 5.10 et 5.11, nous pre´sentons la distributions des VLs entre les deux
QSTAs.
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BAG (ms) Nombre de VLs Trames(octets)
QSTA 1 QSTA 2
1 0 0 [0, 0]
2 1 0 [301, 450]
4 0 1 [301, 450]
8 0 2 [301, 600] et [600, 900]
16 2 2 [151, 300] et 3 × [301, 600]
32 3 4 2 × [1, 150], 4 × [151, 300] et [1200, 1500]
64 4 3 6 × [1, 150]
128 5 3 8 × [1, 150]
Table 5.9 – Distribution des VLs p/r aux QSTAs (30 VLs)
BAG (ms) Nombre de VLs Trames(octets)
QSTA 1 QSTA 2
1 0 0 [0, 0]
2 1 0 [301, 450]
4 0 2 2 × [301, 450]
8 1 1 [301, 600] et [601, 900]
16 3 3 2 × [151, 300] et 4 × [301, 600]
32 5 4 2 × [1, 150], 6 × [151, 300] et [1200, 1500]
64 3 6 9 × [1, 150]
128 7 4 11 × [1, 150]
Table 5.10 – Distribution des VLs p/r aux QSTAs (40 VLs)
BAG (ms) Nombre de VLs Trames(octets)
QSTA 1 QSTA 2
1 0 0 [0, 0]
2 1 0 [301, 450]
4 0 2 2 × [301, 450]
8 2 2 [301, 600], 3 × [601, 900]
16 4 4 3 × [151, 300], 5 × [301, 600]
32 6 5 4 × [1, 150], 7 × [151, 300] et [1200, 1500]
64 4 7 10 × [1, 150] et [1200, 1500]
128 8 5 12 × [1, 150] et [900, 1200]
Table 5.11 – Distribution des VLs p/r aux QSTAs (50 VLs)
Dans cette section, nous proposons une pre´sentation de toutes les me´thodes d’ordon-
nancement e´value´es. Ensuite, nous faisons une e´valuation et une analyse comparative de
ces me´thodes en termes : (1) de de´lai d’acce`s maximum des VLs de BAG a` 2ms et a` 4ms,
(2) de taux de rejet des paquets pour cause d’e´che´ance atteinte et (3) de de´bit utile. Nous
proposons ensuite une synthe`se comparative des performances de toutes ces me´thodes, et
enfin nous concluons.
5.4.1 Pre´sentation des me´thodes d’acce`s propose´es
Notre objectif est de proposer une me´thode d’acce`s permettant de satisfaire au mieux
les exigences des trafics AFDX sur le support sans fil IEEE 802.11e. Les me´thodes propo-
se´es sont base´es sur le couplage d’un ordonnanceur local et d’un ordonnanceur centralise´.
L’ordonnanceur local se´rialise les trames en attente de transmission et les transmet durant
son TXOP selon un ordre de´fini par sa politique d’ordonnancement. Les ordonnanceurs
locaux sont imple´mente´s dans toutes les QSTAs (voir Figure 5.33) et sont imple´mentables
dans le QAP si ce dernier a des VLs entrant dans la partie sans fil du re´seau hybride.
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Comme ordonnanceurs locaux, nous avons AWS et RS. RS repre´sente la me´thode utilise´
par l’HCCA de re´fe´rence pour la transmission des trames. RS suit le principe du ”premier
arrive´ premier servi”.
Figure 5.33 – Re´partitions ordonnanceurs locaux et centraux
Au niveau du QAP, nous avons l’ordonnancement central des QSTAs effectue´ par le
controˆleur hybride (HC) (voir la Figure 5.33). Notre e´tude est base´e sur une agre´gation
des VLs au niveau de chaque QSTA, e´tant donne´e le nombre de VLs qui peut exister
par QSTA. En se basant sur la table de transmission de´finie dans la norme AFDX [51],
nous pouvons avoir jusqu’a` 256 VLs par ES/QSTA. L’ordonnancement central de l’HCCA
de re´fe´rence est nomme´ AGG comme ”Aggregation”. Il en re´sulte la de´nomination de RS-
AGG, de la me´thode d’acce`s HCCA de re´fe´rence de´finie dans la norme IEEE 802.11e [108].
En comple´ment de l’ordonnancement central AGG de´fini par l’HCCA, nous proposons les
me´thodes VBA et AFBA. La me´thode VBA est base´e sur une allocation variable de bande
passante par QSTA et par intervalle de service. La me´thode AFBA est base´e sur une
politique d’allocation fixe de bande passante par QSTA. Ces me´thodes visent a ame´liorer
la me´thode de re´fe´rence AGG. Elles sont couple´es avec les ordonnanceurs RS et AWS. Les
me´thodes d’acce`s sont nomme´es AWS-VBA et AWS-AFBA.
La table 5.12 pre´sente les diffe´rents mode`les d’acce`s que nous e´valuons avec la re´par-
tition des ordonnanceurs locaux/globaux utilise´s.
Mode´les Ordonnanceurs Locaux Ordonnanceurs Centraux
- RS AWS AGG AFBA VBA
RS-AGG (HCCA) X X
AWS-AGG X X
RS-FBA X X
AWS-FBA X X
RS-VBA X X
AWS-VBA X X
Table 5.12 – Mode`les e´value´s et ordonnanceurs utilise´s
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5.4.2 Analyse comparative des me´thodes d’acce`s
Dans cette section, nous pre´sentons une analyse comparative des diffe´rents mode`les
d’acce`s de´finis dans ce manuscrit : RS-AGG (ou HCCA), AWS-AGG, RS-FBA, AWS-
FBA, RS-VBA et AWS-VBA. Ces mode`les d’acce`s sont e´value´s en termes de de´lai d’acce`s
maximum, de pourcentage de paquets rejete´s pour cause d’e´che´ance atteinte, et de de´bit
utile.
5.4.2.1 De´lai d’acce`s maximum
Aux Figures 5.34, 5.35 et 5.36, nous pre´sentons les de´lais d’acce`s maximum des trames
a` BAG=2ms pour les trois sce´narios avec respectivement un BER faible (10−6), un BER
moyen (10−5) et un BER fort (10−4).
De manie`re ge´ne´rale, aux Figures 5.34, 5.35 et 5.34, les meilleurs de´lais d’acce`s maxi-
mums sont obtenus par les mode`les AWS. Quelque soit le sce´nario et le taux d’erreur pris
dans les trois Figures, le mode`le RS-AGG (HCCA 802.11e) est toujours au dessus du seuil
maximum autorise´ (BAG2ms/2) et reste la moins performante des me´thodes en terme de
de´lai d’acce`s maximum.
Figure 5.34 – De´lai d’acce`s maximum BAG=2ms (BER=10−6)
A la Figure 5.34, nous trac¸ons le de´lai d’acce`s maximum des trames a` BAG=2ms
avec un BER faible (10−6) pour les trois sce´narios. Les mode`les avec AWS offrent les
meilleurs de´lais d’acce`s maximum, plus particulie`rement avec AWS-VBA et AWS-FBA.
Ces me´thodes ont des de´lais d’acce`s infe´rieurs au seuil (BAG2/2=1ms) quelque soit le
sce´nario. AWS-AGG pre´sente aussi des de´lais d’acce`s maximum infe´rieurs au seuil mais
uniquement pour les sce´narios 30 et 40 VLs. Nous notons que les mode`les re´unissant
l’ordonnanceur de re´fe´rence RS aux ordonnanceurs centralise´s que nous proposons (RS-
VBA et RS-FBA) offrent e´galement de bonnes performances dans les sce´narios 30 et
40 VLs avec des de´lais d’acce`s maximum infe´rieurs au seuil. RS-FBA offre de meilleurs
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performances qu’AWS-AGG pour les trois sce´narios. Ceci met en avant la ne´cessite´ de
de´finir une politique d’allocation de bande passante ade´quate.
Figure 5.35 – De´lai d’acce`s maximum BAG=2ms (BER=10−5)
A la Figure 5.35, pour un BER moyen e´gal a` 10−5, les mode`les AWS-VBA et AWS-
FBA ont toujours les meilleurs re´sultats et leurs de´lais d’acce`s maximums sont toujours
infe´rieurs au seuil pour les trois sce´narios. Ce qui n’est pas le cas pour les autres mode`les
et plus particulie`rement pour le mode`le RS-AGG(HCCA) qui est toujours au dessus du
seuil (BAG2/2). Lorsque que le re´seau est peu charge´ (sce´nario 30 VLs), tous les mo-
de`les que nous proposons ont un de´lai d’acce`s maximum infe´rieur au seuil, seul le mode`le
RS-AGG(HCCA) de´passe ce seuil. Lorsque le re´seau est charge´ (sce´nario a` 50 VLs), les
me´thodes avec RS comme ordonnanceur local de´passent le seuil, il en est de meˆme que
pour AWS-AGG. Par contre les mode`les AWS-VBA et AWS-FBA restent en dessous du
seuil.
Figure 5.36 – De´lai d’acce`s maximum BAG=2ms (BER=10−4)
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A la Figure 5.36 avec un BER fort a` 10−4, nous remarquons une forte augmentation
du de´lai d’acce`s maximum et ce pour toutes les me´thodes. Les me´thodes avec AWS ont
les meilleurs re´sultats et leurs de´lais d’acce`s maximums sont infe´rieurs au seuil pour le
sce´narios a` 30 VLs, ce qui n’est pas le cas pour les autres sce´narios : 40 et 50 VLs. Mais
elles restent satisfaisantes, en comparaison aux aux me´thodes utilisant RS qui de´passent
les 4ms et quelque soit le sce´nario.
Pour aller plus loin dans l’analyse, nous faisons varier le BER de 0 a` 5 · 10−4, dans
les Figures 5.37, 5.38 et 5.38. Nous avons choisi un taux d’occupation des BAG maximal
(BOR=100%). Les re´sultats sont trace´s pour les trois sce´narios : 30, 40 et 50 VLs.
Aux Figures 5.37, 5.38 et 5.39, nous remarquons deux groupes de courbes. Un premier
groupe constitue´ par RS-AGG, RS-FBA et RS-VBA, et un second groupe constitue´ de
AWS-AGG, AWS-FBA et AWS-VBA.
Nous remarquons que les de´lais d’acce`s maximum du premier groupe augmentent ra-
pidement en fonction BER, ils atteignent des valeurs comprises entre 15ms et 18ms avec
un BER=5 · 10−4.
Figure 5.37 – De´lai d’acce`s maximum en
fonction du BER (30 VLs)
Figure 5.38 – De´lai d’acce`s maximum en
fonction du BER (40 VLs)
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Figure 5.39 – De´lai d’acce`s maximum en fonction du BER (50 VLs)
Notons qu’a` 5 ·10−4, la probabilite´ d’avoir un paquet errone´ en re´ception est quasiment
e´gale a` 1. Dans les mode`les avec RS, les trames a` BAG=2ms devront attendre la trans-
mission et les retransmissions successives de toutes les trames arrive´es dans les files de
transmission avant elles. Cela se traduit dans les courbes par les de´lais d’acce`s maximaux
qui augmentent lorsque le BER augmente (voir les Figures 5.37, 5.38 et 5.39).
Dans le deuxie`me groupe de courbes (mode`les avec AWS), les de´lais d’acce`s augmentent
en fonction du BER puis se stabilisent et restent borne´s a` 1,519ms pour AWS-AGG,
2,123ms pour AWS-VBA et 2,018ms pour AWS-FBA et ceci pour les trois sce´narios (voir
les Figures 5.37, 5.38 et 5.39). De la`, nous pouvons dire qu’au pire cas, avec AWS, toutes
les trames a` BAG2ms auront acce`s au support de communication dans un intervalle de
temps borne´ et quelque soit le BER. Ceci s’explique graˆce a` la priorisation des trames les
plus contraintes temporelles et dans nos sce´narios, elles sont repre´sente´es par les trames
a` BAG2ms.
Les re´sultats de ces deux groupes nous permettent de voir l’influence de la me´thode
d’ordonnancement local sur le de´lai d’acce`s des trames les plus contraintes temporellement.
Nous remarquons que les me´thodes avec AWS offrent de meilleurs de´lais d’acce`s maximum.
Il est a` noter aussi que le de´lai d’acce`s maximal des VLs, les plus contraints temporelle-
ment, ne permet pas de conclure sur les performances de ces mode`les d’acce`s. Une analyse
du pourcentage de trames rejete´s pour cause d’e´che´ance atteinte est donc ne´cessaire.
5.4.2.2 Taux de paquets rejete´s
Nous pre´sentons dans cette partie le pourcentage de paquets rejete´s parce qu’ils ont de´-
passe´s leur latence maximale autorise´e. Ce pourcentage est calcule´ en fonction du nombre
de trames entrant dans les files de transmission.
Aux Figures 5.40, 5.41 et 5.42, nous repre´sentons le pourcentage de paquets rejete´s
pour cause d’e´che´ance atteinte par rapport au nombre de paquets entrants dans les files de
transmissions pour respectivement les BER : 10−6, 10−5 et 10−6. Les re´sultats sont trace´s
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pour les trois sce´narios : 30, 40 et 50 VLs. De manie`re ge´ne´rale, nous remarquons dans
ces trois Figures que RS-AGG (HCCA) pre´sente les plus forts taux de rejet de paquets.
Globalement les meilleurs re´sultats sont obtenus selon cet ordre : AWS-VBA, AWS-FBA,
RS-VBA, RS-FBA, AWS-AGG, RS-AGG(HCCA). Nous notons que dans le sce´nario le
plus charge´ (50 VLs), AWS-AGG offre de meilleures performances que RS-FBA.
Nos mode`les d’ordonnancement centralise´s couple´s avec l’ordonnanceur local AWS
offrent les plus faibles taux de rejet, suivi par nos mode`les d’ordonnancement centralise´s
couple´s avec l’ordonnanceur local de re´fe´rence RS. RS-VBA et RS-FBA offrent ge´ne´rale-
ment de meilleures performances que AWS-AGG. D’ou` l’inte´reˆt de de´finir une politique
d’allocation de bande passante ade´quate pour les QSTA. Les performances de nos mode`les
se confirment aux Figures 5.40, 5.41 et 5.42.
Figure 5.40 – Taux de paquets rejete´s (BER=10−6)
A la Figure 5.40, le BER est faible (10−6), le taux de paquets rejete´s pour RS-
AGG(HCCA) est non nul et ce quelque soit le sce´nario. Il atteint le valeur de 1,69%
pour le sce´nario a` 50 VLs. Alors que nos mode`les ont des taux de rejets nuls ou tre`s
proche de ze´ro.
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Figure 5.41 – Taux de paquets rejete´s (BER=10−5)
A la Figure 5.41, nous constatons qu’avec un BER=10−5, la me´thode RS-AGG(HCCA)
rejette toujours plus de paquets (0,24% pour 30 VLs, 0,82% pour 40 VLs et 2,83% pour
50 VLs). Nos mode`les ont un taux de rejet infe´rieur a` 0,2% quelque soit le sce´nario. Nous
notons qu’AWS-VBA a un taux de rejet nul pour les trois sce´narios.
Figure 5.42 – Taux de paquets rejete´s (BER=10−4)
Lorsque le support de communication se de´grade avec un BER=10−4 (Figure 5.42), Les
taux de paquets rejete´s augmentent aussi. Pour RS-AGG(HCCA) nous notons une tre`s
forte augmentation du taux de rejet. RS-AGG(HCCA) de´tient les plus forts taux avec :
7,67% pour 30 VLs, 12,70% pour 40 VLs et 21,19% pour 50 VLs (voir la table 5.13).
- RS-AGG (HCCA) RS-VBA RS-FBA AWS-AGG AWS-VBA AWS-FBA
30 VLs 7,67% 1,56% 1,91% 5,28% 0,94% 1,39 %
40 VLs 12,70% 3,05% 3,55% 6,02% 1,55% 1,96 %
50 VLs 21,19% 7,38% 10,38% 9,09% 1,38% 1,69 %
Table 5.13 – Taux de paquets rejete´s avec un BER=10−4 et un BOR=100%)
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Le mode`le RS-AGG est suivi par AWS-AGG. Apre`s AWS-AGG, nous avons RS-FBA.
Les meilleurs performances sont obtenues par AWS-VBA, suivie par AWS-FBA. En troi-
sie`me position nous avons RS-VBA. Les performances de AWS-VBA et AWS-FBA sont
tre`s satisfaisantes avec des taux de rejet infe´rieurs a` 2% avec un BER de 10−4.
Aux Figures 5.43, 5.44 et 5.45, nous faisons varier le BER de 0 a` 5 · 10−4, pour voir le
comportement des me´thodes d’acce`s dans des conditions ou le canal est tre`s de´grade´.
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Figure 5.43 – Taux de paquets rejete´s en
fonction du BER (30 VLs)
Figure 5.44 – Taux de paquets rejete´s en
fonction du BER (40 VLs)
Figure 5.45 – Taux de paquets rejete´s en fonction du BER (50 VLs)
Nous remarquons sur les trois Figures (5.43, 5.44 et 5.45) que le taux de rejet augmente
en fonction du BER. A BER=5 · 10−4, nous notons des taux de rejet compris : (1) entre
40,57% et 60,79% pour 30 VLs, (2) entre 53,85% et 64,10% pour 40 VLs, (3) et entre
63,35% et 69,93% pour 50 VLs et ce pour tous les mode`les.
Ces trois Figures montrent que le mode`le AWS-VBA de´tient le plus faible taux de rejet
suivi par la me´thode AWS-FBA puis par RS-VBA, ensuite par RS-FBA. Le plus mauvais
taux de rejet est obtenu par RS-AGG suivi par AWS-AGG. Cependant a` la Figure 5.45
(50 VLs) apre`s BER=3 · 10−4 nous remarquons que RS-AGG offre de meilleur taux de
rejet par rapport a` AWS-AGG.
5.4.2.3 De´bit utile
Nous pre´sentons dans cette partie le de´bit utile de re´ception au niveau du QAP. Les
performances obtenues en terme de de´bit utile de re´ception au niveau du QAP sont forte-
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ment lie´es aux taux de rejet des paquets au niveau des QSTAs. En effet, pour une charge
en entre´ donne´e, plus le taux de rejet de paquets augmente au niveau des QSTAs plus le
de´bit utile de re´ception diminue au niveau du QAP.
Aux Figures 5.46, 5.47 et 5.48, nous pre´sentons les de´bits utiles des mode`les avec
un respectivement un BER faible 10−6, un BER a` 10−5 et un BER fort 10−4, pour les
sce´narios : 30 VLs, 40 VLs et 50 VLs.
Nous remarquons, aux Figures 5.46, 5.47 et 5.48, de manie`re ge´ne´rale que le de´bit utile
augmente lorsque la charge en entre´e du re´seau augmente de 30 VLs (peu charge´) a` 50
VLs (charge´). Nous notons aussi une diminution de de´bit utile de re´ception lorsque le BER
augmente. Les performances des mode`les en terme de de´bit utile suivent le meˆme ordre
que celles obtenues avec les taux de rejet des paquets. Les meilleurs de´bits utiles sont offert
par AWS-VBA, suivi de AWS-FBA, puis de RS-VBA, ensuite RS-FBA. RS-AGG(HCCA)
offre les plus faibles performances suivi par AWS-AGG.
Figure 5.46 – De´bit utile (BER=10−6)
A la Figure 5.46, nous avons trace´ le de´bit utile pour un BER faible 10−6, avec les
sce´narios 30, 40 et 50 VLs. Nous remarquons que pour les sce´narios 30 et 40 VLs, les
de´bits utiles sont sensiblement e´gaux pour tous les mode`les. Ceci s’explique par le fait que
l’ensemble des mode`les ont des taux de rejet des paquets tre`s faibles infe´rieurs a` 0,02% (30
VLs) et 0,06% (40 VLs). AWS-VBA offre meˆme des taux de rejet des paquets nul. Pour le
sce´nario a` 50 VLs, ou` le re´seau est charge´, RS-AGG (HCCA) a un plus faible de´bit utile
compare´ a` nos mode`les, ce qui est duˆ a` un taux de rejet de 1,69%.
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Figure 5.47 – De´bit utile (BER=10−5)
A la Figure 5.47, le BER est de 10−5. Pour le sce´nario a` 30 VLs, les performances en
terme de de´bit utile sont sensiblement e´gales pour toutes les me´thodes. RS-AGG dispose
de la plus faible valeur (4,62 Mbit/s) et AWS-VBA a la plus haute valeur (4,63 Mbits/s).
A 40 VLs, les e´carts augmentent entre RS-AGG et les autres mode`les. A 50 VLs, RS-
AGG de´tient aussi le plus faible de´bit utile (5,81 Mbit/s). Nos mode`les ont des de´bits
utiles approximativement e´gaux de l’ordre de 5,86 Mbits.
Figure 5.48 – De´bit utile (BER=10−4)
A la Figure 5.48, nous pre´sentons le de´bit utile avec un fort BER 10−4, un me´dium
de´grade´. Les e´carts entre les mode`les sont plus significatifs. Dans les trois sce´narios (30,
40 et 50 VLs), les plus faibles de´bits utiles sont obtenus par RS-AGG, suivi de AWS-
AGG. Les meilleurs de´bits utiles sont offerts par AWS-VBA, suivi de AWS-FBA, puis de
RS-VBA, ensuite RS-FBA.
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Dans le sce´nario a` 30 VLs RS-AGG(HCCA) offre un de´bit utile de 4,21 Mbits/s suivi
par AWS-AGG avec 4,32 Mbits/s ensuite par RS-FBA avec 4,47 Mbits/s. Les autres
mode`les ont des de´bits utiles sensiblement e´gaux de l’ordre de 4,53 Mbits, cela s’explique
par le fait qu’ils ont un faible taux de rejet de paquets. A 40 VLs, l’e´cart entre les me´thodes
augmente par rapport au sce´nario a` 30 VLs. AWS-VBA, AWS-FBA, RS-FBA et RS-VBA
ont des de´bits utiles tre`s proches et compris entre 5,6 Mbits/s et 5,7 Mbits/s. Le plus
faible de´bit est offert par RS-AGG (5,01 Mbits/s) suivi de AWS-AGG (5,42 Mbits/s). A
50 VLs l’e´cart entre les me´thodes est de plus en plus significatif avec une augmentation
des de´bits utiles duˆ a` l’augmentation de la charge en entre´e du re´seau. Les performances
sont similaires a` celles obtenues avec le taux de rejet des paquets. AWS-VBA avec le
plus faible taux de rejet offre le meilleur de´bit utile (7,59 Mbits/s), suivi par AWS-FBA
(7,58 Mbits/s), puis RS-VBA (7,21 Mbits/s), AWS-AGG (6,92 Mbits/s), RS-FBA (6,88
Mbits/s) et RS-AGG (5,76 Mbits/s).
Aux Figures 5.49, 5.50 et 5.51, nous faisons varier le BER de 0 a` 10−4, afin d’e´valuer
le comportement des me´thodes dans un me´dium tre`s de´grade´.
Nous remarquons, aux Figures 5.49, 5.50 et 5.51, une diminution du de´bit utile lorsque
le BER augmente (le nombre de paquets rec¸us errone´s augmente). Globalement les perfor-
mances des mode`les en terme de de´bit utile restent les meˆmes pour tous les sce´narios. Ils
sont classe´s selon leurs performances par ordre suivant : AWS-VBA, AWS-FBA, RS-VBA,
RS-FBA, AWS-AGG et RS-AGG(HCCA).
Figure 5.49 – De´bit utile en fonction du
BER (30 VLs)
Figure 5.50 – De´bit utile en fonction du
BER (40 VLs)
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Figure 5.51 – De´bit utile en fonction du BER (50 VLs)
En comparant les re´sultats obtenus en terme de´bit utile avec ceux obtenus en terme
de taux de paquets rejete´s, la classification des mode`les en terme de performance reste
identique. Les mode`les RS-VBA et RS-FBA sont meilleurs qu’AWS-AGG, malgre´ le fait
qu’elles utilisent la loi du ”premier arrive´ premier servi”au niveau des QSTAs. Ceci montre
l’importance de la de´finition d’une politique d’allocation de bande passante ade´quate et
adapte´e aux besoins des QSTAs, et d’un ordre de polling de´pendant de l’urgence des
donne´es.
En faisant le rapprochement des re´sultats obtenus en terme de de´bit utile et de taux
de paquets rejete´, avec ceux obtenus avec le de´lai d’acce`s maximum pour les trames
a` BAG2ms, nous remarquons que le de´lai d’acce`s maximum ne suffit pour e´valuer les
performances des mode`les d’acce`s.
En effet les re´sultats pre´sente´s dans 5.4.2.1 montrent que les me´thodes avec RS (RS-
AGG, RS-VBA et RS-FBA) ont des de´lais maximum nettement supe´rieurs par rapport
aux me´thodes avec AWS, surtout lorsque le BER est largement au dessus de 10−4. En
regardant les performances en terme de taux de paquets rejete´s et en terme de de´bit
utile, nous remarquons que les me´thodes RS-VBA et RS-FBA sont plus performantes
que AWS-AGG. Cela montre que le de´lai d’acce`s maximum des trames a` BAG=2ms
est simplement un parame`tre indicatif sur les pires latences subies par les trames les plus
contraintes temporellement. Seul, il ne permet pas d’e´valuer l’efficacite´ du mode`le d’acce`s.
Par la suite, nous re´alisons une synthe`se de l’e´valuation de performance en faisant une
analyse comparative, d’une part des ordonnanceurs locaux (RS, AWS) et d’autre part des
ordonnanceurs centralise´s (AGG, AFBA, VBA). Ces analyses sont base´es sur le taux de
paquets rejete´s pour cause d’e´che´ance atteinte, ce parame`tre restant le plus significatif
pour e´valuer l’efficacite´ de nos mode`les d’acce`s.
5.4.3 Synthe`se comparative
Dans cette partie, nous faisons une analyse comparative des diffe´rents mode`les en terme
de taux de paquets rejete´s pour cause d’e´che´ance atteinte. Nous e´valuons uniquement le
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sce´nario 50 VLs ou` la charge en entre´e du re´seau est plus grande et les e´carts entre
les me´thodes sont plus significatif. Pour commencer, nous allons e´tudier les re´sultats des
ordonnanceurs locaux couple´s avec les ordonnanceurs centraux. Puis, nous poursuivons en
analysant le comportement des ordonnanceurs centralise´s avec chacun des ordonnanceurs
locaux.
5.4.3.1 Ordonnanceurs locaux
Dans cette partie, nous faisons une analyse comparative entre les mode`les avec RS et
les mode`les avec AWS. Nous notons que les ordonnanceurs locaux RS et AWS sont couple´s
aux ordonnanceurs centralise´s : AGG(HCCA de Re´fe´rence), AFBA et VBA.
A la Figure 5.52, nous pre´sentons les ordonnanceurs locaux RS et AWS couple´s avec
l’ordonnanceur centralise´ de re´fe´rence (AGG). En faisant varier le BOR de 50% a` 100%
avec un BER a` 10−4, nous remarquons qu’AWS-AGG offre de meilleurs performances
que RS-AGG (HCCA) en terme de taux de paquets rejete´s. L’e´cart entre AWS-AGG et
RS-AGG est maximal lorsque BOR=100% avec 21,19% pour RS-AGG et 9,08% pour
AWS-AGG.
Figure 5.52 – Taux de paquets rejete´s en fonction du BOR : RS-AGG vs AWS-AGG
(BER=10−4)
En faisant varier le BER de 0 a` 5 · 10−4 (Figure 5.53), nous notons une confirmation
des performances d’AWS par rapport a` RS. Cependant apre`s 3 · 10−4, RS offre un plus
faible taux de rejet de paquets qu’AWS. Il faut noter qu’a` 3 · 10−4 le BER est tre`s tre`s
fort et la probabilite´ d’avoir un paquet errone´ a` la re´ception est tre`s proche de 1, PEP
≈ 1 (PER, Probabilite´ d’erreur paquet). Les trames a` BAG=2ms sont plus contraintes
temporellement, et ont plus de chance d’atteindre leur e´che´ance et d’eˆtre rejete´es. AWS
effectue beaucoup plus de tentatives de transmission de trame a` BAG=2ms que RS, e´tant
donne´ sa politique d’ordonnancement base´e sur la priorisation des trames plus contraintes
temporellement. Il est a` noter aussi qu’une trame a` BAG=2ms peut eˆtre retransmise au
plus deux fois avant son e´che´ance alors qu’une trame a` 16ms peut l’eˆtre jusqu’a` 7 fois.
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Pour re´sumer, la me´thode AWS effectue plus de tentatives de transmission de trames a`
BAG=2ms, que la me´thode RS, qui sont rejete´s au bout de deux retransmissions.
Figure 5.53 – Taux de paquets rejete´s en fonction du BER et BOR=100%
Avec la me´thode AFBA, AWS offre aussi les meilleurs performances compare´es a` RS.
A la Figure 5.54, nous remarquons l’e´cart entre RS-FBA. De plus AWS-FBA augmente
lorsque le BOR varie de 50% a` 100%. L’e´cart atteint sont maximum a` BOR=100% avec
10,38% pour RS-FBA et 1,69% AWS-FBA.
Figure 5.54 – De´bit utile en fct du BOR : RS-FBA vs AWS-FBA (BER=10−4)
En faisant varie le BER de 0 a` 5 · 10−4 (Figure 5.55). AWS-FBA offre toujours les
meilleurs performance par rapport RS-FBA. A 5 · 10−4 les deux courbes se rejoignent.
Avec un BER aussi fort quelque soit la me´thode utilise´e les performances sont me´diocres
avec pre`s de 63% de paquets rejete´s.
Syste`mes communicants sans fil pour les re´seaux avioniques embarque´s
5.4. E´VALUATION GLOBALE DU RE´SEAU 802.11E/AFDX 151
Figure 5.55 – Taux de paquets rejete´s en fct du BER : RS-FBA vs AWS-FBA
Avec la me´thode VBA, Nous notons e´galement qu’AWS-ABA est meilleur que RS-
VBA. En faisant varier le BOR de 50% a` 100% (Figure 5.56), nous remarquons que
l’e´cart entre RS-VBA et AWS-VBA augmente et atteint son maximum a` BOR=100%
avec 7,36% pour RS-VBA et 1,38% pour AWS-VBA.
Figure 5.56 – De´bit utile en fct du BOR : RS-VBA vs AWS-VBA (BER=10−4)
En faisant varie le BER de 0 a` 5 · 10−4 (Figure 5.57). AWS-VBA offre toujours les
meilleurs performances par rapport RS-VBA.
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Figure 5.57 – Taux de paquets rejete´s en fct du BER : RS-VBA vs AWS-VBA
Les re´sultats pre´sente´s montrent les gains en terme de taux de paquets rejete´s obtenus
par AWS compare´ a` RS. Cela s’explique par les diffe´rentes politiques utilise´es par AWS :
gestion de la gigue et de la latence maximale, gestion de la retransmission, partage de
la bande passante entre les VLs. Cette analyse comparative entre RS et AWS, nous a
permis de montrer l’inte´reˆt de de´finir un ordonnanceur local pour ge´rer les contraintes
temporelles des VLs ainsi que l’isolement des erreurs.
5.4.3.2 Ordonnanceurs centralise´s
Dans cette partie nous menons une analyse comparative entre l’ordonnancement de re´-
fe´rence centralise´ HCCA (AGG) et les diffe´rentes politiques d’ordonnancement centralise´s
propose´es dans ce manuscrit : AFBA et VBA.
Aux Figures 5.58 et 5.59, nous repre´sentons le taux de paquets rejete´s pour cause
d’e´che´ance atteinte en fonction du BOR pour un BER=10−4 (me´dium de´grade´). Nous
avons fait varier le BOR de 50% a` 100%. Avec les me´thodes avec RS nous voyons une
augmentation significative du taux de rejet des paquets en fonction du BOR (voir Figure
5.58).
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Figure 5.58 – Taux de paquets rejete´s en fct du BOR
Figure 5.59 – De´bit utile en fct du BOR : RS-VBA vs AWS-VBA (BER=10−4)
Avec les me´thodes avec AWS le taux de rejet est presque constante avec l’augmentation
du BOR, sauf pour AWS-AGG, ou` l’on note une augmentation faible et progressive du
taux de rejet. Les me´thodes AWS-VBA et AWS-FBA offrent des performances similaires
de B0R=50% jusqu’au BOR=90%. Apre`s un BOR=90%, AWS-VBA obtient un taux de
rejet le´ge`rement infe´rieur a` celui de AWS-FBA. AWS-AGG a un taux de rejet largement
au dessus d’AWS-VBA et AWS-FBA.
Aux Figures 5.58 et 5.59, nous constatons que la politique d’ordonnancement VBA offre
les meilleurs re´sultats avec le plus petit taux de rejet, suivi de AFBA puis de AGG(HCCA).
Pour aller plus loin dans l’analyse, nous faisons varier le BER de 0 a` 5 · 10−4 afin
de voir le comportement des me´thodes dans un environnement tre`s fortement perturbe´.
En observant les Figures 5.60 et 5.61, nous constatons que VBA offre encore les meilleurs
performances suivi de AFBA puis de AGG et inde´pendamment de l’ordonnanceur local
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utilise´. Nous remarquons aussi que l’e´cart entre VBA et AFBA et beaucoup plus significatif
avec RS comme ordonnanceur local qu’avec AWS.
Figure 5.60 – Taux de paquets rejete´s en fct du BER : RS-VBA vs AWS-VBA
Figure 5.61 – De´bit utile en fct du BOR : RS-VBA vs AWS-VBA (BER=10−4)
Les re´sultats pre´sente´s dans cette partie montrent que la politique d’allocation de
bande passante variable (VBA) offre les meilleures performances quelque soit l’ordonnan-
ceur local (RS ou AWS). Cette analyse nous a` montrer l’inte´reˆt de de´finir une politique
d’allocation de bande passante qui s’adapte aux besoins des QSTA.
Il faut noter que VBA propose une politique d’allocation de bande passante base´e sur
le trafic pre´vu en entre´e des QSTAs (graˆce a` la connaissance des caracte´ristique des VLs),
sur une rede´finition des TXOPs pour satisfaire les e´che´ances des QSTAs et celles des VLs,
et sur un sche´ma de polling des QSTAs base´e sur EDF. VBA est suivi par AFBA. AFBA
propose une politique d’allocation de bande passante fixe a` chaque QSTA, cependant
contrairement a` AGG(HCCA), elle propose un TXOP suffisamment grand pour satisfaire
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l’e´che´ance de tous les VLs, lorsque le BER est nul. AFBA propose un sche´ma de polling
statique base´ sur le Deadline Monotonic.
5.4.4 Conclusion partielle
Dans cette section, nous avons effectue´ une e´valuation ge´ne´rale et une analyse globale
des me´thodes d’acce`s propose´es : RS-FBA, RS-VBA, AWS-AGG, AWS-FBA et AWS-
VBA, compare´es a` RS-AGG(HCCA). Les sce´narios utilise´s sont ceux a` 30, 40 et 50 VLs. La
distribution des VLs par rapport au BAG a e´te´ de´finie a` partir d’un cas re´el de distribution
publie´ dans [96]. Les me´thodes ont e´te´ e´value´s en terme de de´lai d’acce`s maximum pour
les VLs a` BAG2ms, les plus contraints temporellement dans nos sce´narios. Elles ont aussi
e´te´ e´value´es en terme de taux de paquets rejete´s pour cause d’e´che´ance atteinte. Il faut
noter que chaque trame a` une latence maximale autorise´e dans les files de transmission
qui est lie´e au BAG du VL auquel elle est associe´e. La latence maximale utilise´e dans
l’e´valuation globale des me´thodes d’acce`s est donne´es par le BAGms/2.
Nous remarquons que quelque soit le sce´nario et le taux d’erreur (10−6, 10−5) et 10−4,
RS-AGG est toujours au dessus du seuil maximum autorise´ (BAG2ms/2) et reste la moins
performante des me´thodes en terme de de´lai d’acce`s maximal. Les me´thodes avec AWS
ont les meilleurs re´sultats et leurs de´lais d’acce`s maximums sont infe´rieurs au seuil pour
le sce´narios a` 30 VLs, ce qui n’est pas le cas pour les autres sce´narios : 40 et 50 VLs.
Mais elles restent satisfaisantes, compare´es aux me´thodes utilisant RS qui de´passent les
4ms et ce quelque soit le sce´nario. Il faut noter que le de´lai d’acce`s maximal des VLs, les
plus contraints temporellement, ne permet pas de conclure sur les performances de ces
me´thodes d’acce`s. Une analyse du pourcentage de trames rejete´es pour cause d’e´che´ance
est donc ne´cessaire. Nous avons e´value´ le pourcentage de paquets rejete´s lorsqu’ils ont de´-
passe´s leur latence maximale autorise´e. Ce pourcentage est calcule´ est fonction du nombre
de trames entrant dans les files de transmission.
Les meilleurs re´sultats sont obtenus selon cette ordre : AWS-VBA, AWS-FBA, RS-
VBA, RS-FBA, AWS-AGG, RS-AGG(HCCA). Il faut noter qu’avec le sce´nario le plus
charge´ (50 VLs), AWS-AGG offre de meilleures performances que RS-FBA. Cependant
malgre´ le fait qu’AWS-AGG offre de meilleurs re´sultats a` BER=10−4 avec le sce´nario a`
50 VLs, de manie`re ge´ne´rale RS-FBA offre de meilleures performances. Nous notons que
globalement les me´thodes RS-VBA et RS-FBA offrent de meilleurs re´sultats par rapport a`
AWS-AGG et RS-AGG(HCCA). Cela montre qu’il ne suffit pas uniquement de de´finir une
politique d’ordonnanceur local pour avoir les meilleures performances. La politique d’allo-
cation de bande passante aux QSTAs reste aussi une part tre`s importante pour satisfaire
les exigences temporelles des VLs. Dans notre cas d’e´tude, nous avons plusieurs flux(VLs)
avec des besoins de bande passante et des contraintes temporelles diffe´rentes. De ce fait il
est ne´cessaire de de´finir une politique d’allocation de bande passante approprie´e. Les me´-
thodes AWS-VBA et AWS-FBA, montrent que le couplage d’AWS avec un ordonnanceur
plus adapte´ au contexte AFDX offre des re´sultats tre`s satisfaisant par rapport AWS-AGG
(couple´ avec l’ordonnanceur central de re´fe´rence). En comparant les performances de RS
et d’AWS couple´s aux ordonnanceurs centraux, nous remarquons qu’AWS permet d’obte-
nir les meilleurs performances et montre aussi l’inte´reˆt de son imple´mentation au niveau
Syste`mes communicants sans fil pour les re´seaux avioniques embarque´s
5.4. E´VALUATION GLOBALE DU RE´SEAU 802.11E/AFDX 156
des QSTAs. Les performances en terme de de´bit utiles ont e´te´ trace´. Les re´sultats obtenus
permettent de confirmer ceux obtenus avec le taux de paquets rejete´s. Les meilleurs re´sul-
tats sont obtenus selon cet ordre : AWS-VBA, AWS-FBA, RS-VBA, RS-FBA, AWS-AGG
et RS-AGG(HCCA).
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Conclusion
Cette partie cloˆt cette the`se en re´sumant nos contributions et en proposant e´galement
des perspectives de recherche sur des nouveaux points a` e´tudier que nous avons fait e´merger
lors de cette the`se.
Les technologies de re´seaux locaux sans fil ont eu un grand succe`s dans les communica-
tions grand public. Leur utilisation dans les syste`mes industriels est conside´re´e comme une
e´volution naturelle des syste`mes de communications. Les technologies de re´seaux locaux
sans fil peuvent offrir une flexibilite´ aux re´seaux industriels, comme des fonctionnalite´s de
nomadisme, un faible couˆt de caˆblage, une diminution du temps d’installation et de main-
tenance du syste`me. Elles peuvent aussi eˆtre utilise´es dans des environnements hostiles ou
difficiles d’acce`s. Parmi les syste`mes industriels, les re´seaux avioniques peuvent eux aussi
be´ne´ficier des progre`s et des avantages des technologies de re´seaux locaux sans fil. Cepen-
dant, en raison des pertes de donne´es e´leve´es et des erreurs de transmission cause´es par les
de´gradations du canal, les exigences de temps et de fiabilite´ des applications avioniques
restent difficiles a` garantir. Par conse´quent, une utilisation ge´ne´ralise´e des communica-
tions sans fil a` la place des syste`mes de communications avioniques tel que l’AFDX, est
improbable a` court et a` moyen terme. Par contre, les syste`mes sans fil pourront cohabiter
avec les syste`mes de communication filaire, pour offrir plus de mobilite´, d’accessibilite´ et
de flexibilite´. Elles peuvent eˆtre un bon compris pour certaines applications telle que la
maintenance au sol des e´quipements a` bord.
L’objet de notre e´tude porte sur la mise en œuvre d’un re´seau AFDX couple´ a` un
re´seau sans fil pour diverses applications dont la maintenance au sol des e´quipements
avioniques. Notre choix de technologie sans fil porte sur la technologie IEEE 802.11 pour
les de´bits physiques qu’elle offre et pour la qualite´ de service offerte par sa version IEEE
802.11e. Notre objectif est de ve´hiculer des trafics avioniques sur le support sans fil IEEE
802.11e et de satisfaire les exigences des applications avioniques en termes de fiabilite´
et de contraintes temporelles. Nous avons choisi la me´thode d’acce`s HCCA disponible
dans la norme IEEE 802.11e, car elle offre une qualite´ de service parame´trable et plus
de de´terminisme d’acce`s que l’EDCA. En revanche, l’ordonnancement de re´fe´rence pro-
pose´ par HCCA est plus adapte´ aux trafics a` de´bit constant et pre´sente des limitations
lors de l’utilisation de trafics a` de´bit variable. Elle ne prend pas en conside´ration le sur-
plus de bande passante duˆ a` la retransmission. Les contributions existantes apporte´es a`
cette me´thode HCCA sont ge´ne´ralement oriente´es vers les applications multime´dias ou`
les contraintes de temps et de fiabilite´ des donne´es sont moins exigeantes que celle du
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re´seau AFDX. La me´thode HCCA de re´fe´rence offre des capacite´s de QoS inte´ressantes,
mais malheureusement insuffisantes pour eˆtre imple´mente´e telle quelle pour des appli-
cations avioniques embarque´es. De plus, nous notons les limitations lie´es au support de
communication radio : erreurs de transmission, communication en Half-Duplex, partage
du support de transmission entre toutes les stations appartenant a` un meˆme BSS, ... .
Face a` ces limitations, la me´thode HCCA n’est pas applicable dans un contexte AFDX.
Nous avons donc propose´ une solution plus adapte´e aux flux de donne´es AFDX, que nous
avons nomme´e AFS-HCCA. Cette solution propose un ordonnancement a` deux niveaux :
une me´thode nomme´ AWS, d’ordonnancement local des VLs au niveau des stations et un
ordonnanceur centralise´ avec deux variantes VBA et AFBA, au niveau du point d’acce`s.
Les deux ordonnanceurs (local et centralise´) ont pour objectif de garantir les exigences
des VLs sur la partie sans fil IEEE 802.11e. AWS est un ordonnancement imple´mente´
sur chaque station, qui prend en conside´ration les contraintes temporelles de la station.
L’utilisation de l’ordonnanceur AWS ne suffit pas pour satisfaire toutes les exigences tem-
porelles des trames. AWS a une vision locale du trafic de chaque station. Il n’a pas la
capacite´ d’identifier les instants de polling et les quantite´s de bande passante a` allouer
aux stations. C’est la raison pour laquelle, nous avons de´fini un ordonnancement centralise´
des stations qui a pour roˆle de satisfaire les besoins de bande passante des stations et de
de´finir leurs instants de polling.
L’ordonnanceur local AWS ame´liore l’ordonnanceur de re´fe´rence HCCA (RS) en pro-
posant une politique de gestion des contraintes temporelles et fournit une politique d’iso-
lement des erreurs. AWS controˆle les contraintes temporelles en classifiant les VLs en
fonction de leur BAG et en de´finissant une politique de gestion de la gigue maximale et
de la latence maximale. Pour l’isolement des erreurs, AWS prone un traitement individuel
des flux et une politique de gestion de la retransmission des paquets perdus. Les re´sul-
tats obtenus (cf partie 5.3.1), en terme de de´lai d’acce`s maximum, de taux de paquets
rejete´s et de de´bit utile, montrent que l’utilisation d’un ordonnanceur local AWS s’ave`re
tre`s be´ne´fique, mais n’est pas suffisante. En effet, l’ordonnanceur AWS pre´sente des li-
mites dues au fait qu’il n’optimise pas la bande passante alloue´e aux VLs, il en re´sulte
une sur-e´valuation de la bande passante. Deux strate´gies de gestion de la bande passante
des intervalles temporels TXOPV L ont e´te´ propose´es pour re´pondre a` cette proble´ma-
tique : l’Optimized Solution (OAWS et ORS) et le Release Bandwidth Solution (AWS-RB
et RS-RB). L’Optimized Solution utilise la bande passante libre de chaque TXOPV L pour
transmettre des trames urgentes ou en retransmission. Cependant, cette solution appli-
que´e au mode`le de re´fe´rence (ORS) permet uniquement de transmettre les trames en
retransmission ; puisqu’il n’existe pas de me´canisme de classification des flux et de no-
tion d’e´tat critique dans la norme IEEE 802.11e HCCA. La Release Bandwidth Solution
consiste a` libe´rer la bande passante libre de chaque TXOPV L et ainsi d’avancer les instants
de transmission des trames des VLs en attente de transmission. Les re´sultats pre´sente´s
dans la partie 5.3.2 montrent que la me´thode Optimized Solution apporte des gains par
rapport aux me´thodes de base AWS et RS en diminuant le nombre de paquets rejete´s.
Cependant les meilleurs re´sultats sont obtenus avec la me´thode Release Bandwidth Solu-
tion avec AWS-RB et RS-RB qui utilisent syste´matiquement les temps de transmission
non utilise´s alloue´s aux VLs. Cette politique se traduit par un gain en performance par
rapport a` la me´thode Optimized Solution et a` la me´thode de base (AWS et RS). Graˆce
aux re´sultats de simulations, nous avons identifie´ de meilleures performances pour les
versions AWS, OAWS et AWS-RB par rapport a` leurs homologues RS, ORS et RS-RB,
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d’ou` l’inte´reˆt d’utiliser AWS au niveau de chaque station. Cependant la version de re´fe´-
rence HCCA sans classification de flux mais avec libe´ration de la bande passante (RS-RB)
s’ave`re meilleure que les me´thodes ordonnance´es AWS et OAWS. Ceci permet d’identifier
l’inte´reˆt de la libe´ration de bande passante dans des sce´narios de transport de flux AFDX
dans un re´seau IEEE 802.11e HCCA.
Nous avons e´galement propose´ dans ce manuscrit un ordonnancement centralise´ des
stations, de´finissant deux phases d’ordonnancement : une phase d’ordonnancement hors-
ligne et une phase d’ordonnancement en ligne. Les proprie´te´s intrinse`ques du re´seau AFDX
permettent de connaitre les caracte´ristiques des flux (nombre de VLs, tailles des trames,
taux de rafraichissement, ...) malgre´ le coˆte´ sporadique des trafics AFDX (VLs). Il est
donc possible d’avoir une vision de´terministe du pire cas. Cela nous permet de pre´voir la
charge des files d’attente lorsque aucune perte de trames n’est constate´e et nous permet
e´galement de de´finir un ordonnancement hors-ligne des stations en pre´voyant un surplus
de bande passante pour la retransmission. Ce surplus de bande passante a e´te´ de´fini pour
un BER=10−5, qui est proche du BER moyen et re´el du me´dium sans fil. La phase d’or-
donnancement hors-ligne cre´e une table d’ordonnancement ou` sont de´finis les instants de
polling des stations et leurs TXOPs. Nous avons propose´s deux me´thodes d’ordonnance-
ment hors-ligne : l’AFBA et le VBA.
L’AFBA propose une politique d’allocation de bande passante fixe aux stations, sup-
porte les rafales de trames et permet leurs transmissions avant leurs e´che´ances si aucune
erreur de transmission n’est constate´e. Elle offre e´galement un surplus de bande passante
pour les trames en retransmission. Les re´sultats pre´sente´s dans la partie 5.4 montrent les
gains obtenus en terme de de´bit utile augmente´ et de diminution du nombre de paquets
rejete´s, par rapport a` l’ordonnancement centralise´ de re´fe´rence. Cependant, comme pour
l’HCCA de re´fe´rence, AFBA peut eˆtre, dans certains cas, dans une configuration de sous
utilisation de la bande passante ; comme lorsqu’une station interroge´e n’a pas de trame en
instance de transmission. Pour pallier a` ce proble`me nous avons propose´ la me´thode VBA.
Cette me´thode alloue des TXOPs adapte´s aux besoins des stations et offre des TXOPs
variables. Cette me´thode de´finit aussi une politique de gestion des latences supple´men-
taires induites par la variabilite´ des TXOPs et des e´che´ances des stations. Les re´sultats
pre´sente´s au 5.4 montrent que cette politique d’ordonnancement ame´liore nettement les
performances de la me´thode AFBA et reste meilleure par rapport a` l’ordonnancement de
re´fe´rence HCCA.
Perspectives
Nos travaux d’e´tude effectue´s sur le couplage d’un re´seau AFDX avec la norme IEEE
802.11e et plus pre´cise´ment sur la me´thode d’acce`s HCCA, ont fait e´merger de nouvelles
propositions de recherches inte´ressantes.
La re´alisation d’un prototype re´el de dispositif IEEE802.11e imple´mentant nos dif-
fe´rents ordonnanceurs sera inte´ressante dans un futur proche. Elle permettra de valider
par l’expe´rimentation les limites de stabilite´ et les performances de notre syste`me sans fil
couple´ au re´seau AFDX dans un environnement avionique re´el.
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En effet, nous proposons une solution de re´seaux sans fil redondant, a` l’image du re´seau
filaire AFDX. Cette approche permettra d’augmenter la fiabilite´ du trafic et de re´duire la
probabilite´ de paquets errone´s dus aux perturbations sur le support radio. Nous pouvons
ainsi ame´liorer les performances de notre me´thode d’ordonnancement AFS-HCCA, en
utilisant des canaux radios dans des bandes de fre´quences diffe´rentes (2,4GHz et 5GHz).
La mise œuvre d’une communication sans fil en mode full-duplex avec l’utilisation de
deux canaux de communication, apporterait un gain significatif en bande passante et une
re´duction de la latence. Cette perspective ne´cessiterait la mise en place d’un dispositif
(logiciel ou mate´riel) permettant aux stations de transmettre sur un canal donne´ et de
recevoir sur un autre canal.
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