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NONCOMMUTATIVE MODEL WITH SPONTANEOUS TIME
GENERATION AND PLANCKIAN BOUND
S. MAJID
Abstract. We illustrate the thesis that if time did not exist, we would have
to create it if space is noncommutative, and extend functions by something
like Schroedinger’s equation. We propose that the phenomenon is a somewhat
general mechanism within noncommutative geometry for ‘spontaneous time
generation’. We show in detail how this works for the su2 algebra [xi, xj ] =
2ıλǫijkxk as noncommutative space, by explicitly adjoining the forced time
variable. We find the natural induced noncommutative Schroedinger’s equa-
tion and show that it has the correct classical limit for a particle of some
mass m 6= 0, which is generated as a second free parameter by the the-
ory. We show that plane waves exist provided |~p| < π/2λ, i.e. we find a
Planckian bound on spatial momentum. We also propose dispersion rela-
tions | ∂p
0
∂~p
| = | tan(λ|~p|)|/mλ for the model and explore some elements of
the noncommutative geometry. The model is complementary to our previous
bicrossproduct one.
1. Introduction
The origin of a time direction is a fundamental issue in any theory of quantum
gravity, as likewise is the origin of mass for elementary particles. In this article we
point out that previously known results on noncommutative differential calculi on
quantum algebras can be viewed as evidence for a general phenomenon which we
call ‘spontaneous time generation’ in which both time and non-zero mass can be
created by even a small amount of noncommutativity in space (or more precisely
in its geometry). Put another way, a noncommutative deformation of space by a
parameter λ can induce its own canonical evolution, forced by nothing other than
the most minimal assumptions on existence of a differential structure on the space.
It is important that we use here the absolutely minimal and generally accepted
notion of differential calculus or ‘exterior algebra’ applicable to a noncommutative
algebra A and common to all main approaches, i.e. we will not put in anything
beyond this ‘by hand’. This is to specify a bimodule of ‘1-forms’ Ω1 with left and
right multiplication by a ‘function’ in A, and a d : A → Ω1 operation obeying the
Leibniz rule
d(ab) = adb+ (da)b.
One also requires that elements of the form adb span Ω1 and (a connectedness
condition) that da = 0 if and only if a is a constant. These are minimal properties
that nevertheless suffice to do basic gauge theory on any algebra.
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Next we note that for noncommutative algebras there is typically an element
θ ∈ Ω1 that generates the calculus in the sense
[θ, a] = λda
where λ is a parameter controlling the noncommutativity of the algebra A. Both
sides go to zero when λ → 0 (because classical 1-forms commute with functions),
so this is a purely ‘quantum’ phenomenon. The reason for the quotation marks
here is that in our application λ is not related to ~ but is a new parameter in
physics controlling a possible noncommutativity in space or spacetime, or equiva-
lently ‘cogravity’ as curvature in momentum space[19]. The element θ must exist
for example in the case of a semisimple Hopf algebra and a translation-covariant
calculus, but also more generally whenever the geometry of A is fully noncomuta-
tive. On the other hand there is no reason at all to have such an element in the
classical case as the equation above is empty. Therefore as we deform the classical
algebra and its geometry, the constraints of noncommutative geometry will force
the existence of a generating 1-form θ which will have no reason to have any clas-
sical counterpart. We are going to interpret this element θ as a time direction and
the phenomenon then is that there may or may not be such a direction dt in our
classicial geometry with θ its deformation, but if there is not such a time direction it
will have to be adjoined. This is what we propose here as ‘spontaneous generation’
of time in our quantum groups approach to noncommutative geometry. Moreover,
the partial derivative ∂0 associated to this θ = dt will generally have a classical
limit for ∂0/λ and this will be our induced classical Hamiltonian generated by the
noncommutative geometry. Finally, we are free to change the normalisation of θ in
the above, which appears then as a new parameter induced at the same time.
In this article we will demonstrate this phenomenon in detail for one of the most
basic noncommutative 3-dimensional spaces, namely the angular momentum space
(1) [xi, xj ] = 2ıλǫij
kxk
of which the noncommutative geometry was studied in [6]. This is the usual quan-
tisaiton of R3 as the coadjoint space su∗2 with its Kirillov-Kostant Poisson bracket,
denoted R3λ. The need for an extra direction θ in the calculus, as well as the link
with Schroedinger’s equation was proposed here, and in this sequel we develop it
in detail. Section 2 is a reprise of the noncommutative differential geometry on (1)
that we need from [6] except that we leave the normalisation θ as a free nonzero
parameter µ. Section 3 gives a quick account of quantum group Fourier transform
and a direct derivation of formulae for the partial derivatives on 3D plane waves,
which will also be needed.
In Section 4 we proceed to explicitly adjoin a new variable t, commuting with
xi, such that θ = dt. In this extended space-time algebra the natural equation
(2) ∂tψ(x, t) = 0
(or that dψ is purely spatial) is now our proposed noncommuative Schroedinger’s
equation (NCSE). We show that in the limit λ → 0 this reproduces the usual
Schroedinger equation for ψ for a particle of mass m with Compton wavelength
µ = 1/m. We work throughout in units ~ = c = 1. In fact it turns out that
as m approaches 1/λ we have to the next order a noncommutave version of the
4D Euclidean wave equation for e−ımtψ(x, t), suggesting a Euclidean aspect to
SPONTANEOUS TIME GENERATION AND PLANCKIAN BOUND 3
the theory. Our construction is, however, very much tied to the nonrelativistic
coordinate system consisting of xi space and the induced t although it does not
preclude the possibility of a Lorentz or 4D Euclidean (quantum) group action in
the deformed theory. There is at least a full spatial Euclidean group of motions
preserved in the construction, as the quantum group double D(U(su2)) [6]. In
Section 5 we finally solve the NCSE on plane waves, with solutions eı~p·xeıp
0t of
energy
(3) p0 = − 1
mλ2
ln(cos(λ|~p|))
provided |~p| < π/2λ. We also find the group velocity computed naively by differen-
tiation of (3). It is a deformation of |~p|/m.
Our model comes out of noncommutative geometry and is not tied to specific
values of λ,m. Our own view is that the theory could also be applicable in certain
circumstances as an effective description of position ‘fuzziness’ within quantum
mechanics at the Compton wavelength scale of an ordinary particle, in the spirit
of [21]. However, if the theory appeared as a next-to-classical effective theory in a
theory of quantum gravity, λ would be expected to be of the order of the Planck scale
and hence we would have a Planckian spatial momentum cut-off for our particle. In
fact it is known that the quantum double D(U(su2)) controls the tensor products
of certain states in 2+1 quantum gravity [4, 22], therefore the result [6] that this
quantum group acts covariantly on R3λ suggested that the latter should indeed be
the effective noncommutative space in the next-to-classical approximation of 2+1
Chern-Simons quantum gravity. The algebra R3λ has also been proposed in string
theory and in the reduction of certain matrix models but more usually in this
context projected to a matrix algebra by setting the casmir equal to j(j+1), which
is to say a ‘fuzzy sphere’[1, 5]. However, we do not make such a projection here
and we do not use the ad-hoc derivations-based matrix methods previously used for
such objects. The noncommutative geometry in our case and with time adjoined
is actually very rich and explored in Section 6 where we show the existence of a
closed radial polar coordinate system and some elements of gauge theory.
We note also that a Planckian-cutoff is already a feature of the bicrossproduct
spacetime [16] and we provide a comparison with this older model in the Appendix.
In fact it has been known for some time that the zero-mass shell equation in the
bicrossproduct model is deformed to
|~p| = 1
λ
(1− e−λp0), or p0 = − 1
λ
ln(1 − λ|~p|),
see (20) in the appendix, which (obviously) has the bound |~p| < 1/λ. Recently,
some authors have dubbed models with such a Planckian cut-off as ‘doubly special’
under the claim that the asymptotic feature of special relativity is now ‘doubled’
by this additional asymptotic bound [11]. While debatable, our own view is that
such rebranding of the bicrossproduct model (which remains the main model in the
theory) is unjustified as we also explain in the appendix: what actually happens in
our view is that the usual mass-shell hyperboloid is deformed nonlinearly and what
used to be a 45-degree cone is now bent into a cylinder with vertical walls, rather
than being a new bound. We also outline a different point of view on the cut-off in
line with [13] (where p was viewed as position space rather than momentum) as an
event-horizon-like coordinate singularity. In the present model at least part of the
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reason for a cut-off is rather more transparent: momentum space is compactified
to a sphere S3 = SU2 according to the quantum group Fourier transform.
Returning to the general phenomenon of spontaneous time creation, we note
that for Cq[SU2] it is again known that the smallest bicovariant calculus is 4D not
3D and that the extra direction θ is linked to the Laplace operator, now on the
quantum group as a noncommutative S3. It is also already known that the local
4D cotangent bundle indeed has a natural q-Minkowski space metric, see [17] for a
review and, for example [8] for full calculations at q a root of unity (which is likely
to be the physical case if such a deformation arises from quantum gravity in view
of the well-known role of this quantum group in CFT). The consistent addition of
a time variable, however, and an analysis along the lines of the present paper is
somewhat technical and will be presented elsewhere.
Finally, let us note that our proposal on time has no relation that we are aware of
to the modular group in the theory of von-Neuman algebras; our results are purely
algebraic and not connected with functional analysis. Briefly, Tomita and Takesaki
in the 1970s showed that every von-Neumann algebra carries with it a 1-parameter
automorphism group σt generated by the positive part ∆ in the polar decomposition
of the ∗-operation relative to a state. Translation by a finite imaginary interval in
t is used to characterise KMS states in equilibrium quantum statistical mechanics
on the algebra. Hence some authors, notably[7], have proposed that t here should
be viewed as time canonically associated to the von-Neumann algebra in a suitable
setting. While such a point of view is interesting, the phenomenon we propose
in the ‘quantum groups approach’ to noncommutative geometry is a rather more
concrete one in which we shall show that a parameter t has to be adjoined and wave
functions with respect to it naturally obey Schroedinger’s equation for some mass
m. Our theory at the present level does not determine m, only that it must be
non-zero, although m = 1/λ does present some simplifications in the mathematical
structure as noted above.
According to our analysis this mass and time generation is forced by the axioms
of a differential calculus. We mention one alternative, which is to change these
axioms by giving up associativitiy. At the semiclassical level it corresponds to
curvature of an underlying Poisson-compatible preconnection[3]. (If one simply
drops the θ terms in the calculus one would have such a situation with Poisson-
curvature and nonassociativity appearing at order λ2). This gives an alternative
idea of the nature of the obstruction involved. In physical terms one could say
that the spatial translation group (as expressed in the differentials) is ‘anomalous’
under the process of deformation quantisation, with anomaly controlled by the
above Poisson-curvature and nullified by adding an extra dimension.
2. Reprise of differential calculus and plane waves on R3λ
Since the calculus is crucial to our entire analysis, let us briefly reprise the
construction in [6] . For Lie groups it is well-known that the translation-invariant
differential structure is unique; for quantum groups there is a parallel theory for
the weaker minimal axioms above that translation-invariant Ω1 are freely generated
over their space of invariant 1-forms and this latter space can be classified in terms
of ideals in the augmentation ideal (the kernel of the counit) of the Hopf algebra.
See [20] for a modern review of the theory. In general we refer to [17] for the
notations and more basic theory of Hopf algebras.
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Of course, R3λ is an additive Hopf algebra (in fact a classical enveloping algebra)
with
∆xi = xi⊗ 1 + 1⊗xi, ǫxi = 0, Sxi = −xi,
so we may use Hopf algebra or quantum group methods, and we do. The aug-
mentation ideal in our case is the subalgebra U(su2)
+ generated by the xi but not
including 1. So left-invariant calculi (which will automatically be bicovariant in
the present context) will be classified by ideals in here. These in turn are given
by the kernels of matrix representations, more precisely by pairs (ρ, v) consisting
of a representation and a ray in the representation space. The kernel of the map
consisting of applying ρ to v is the ideal we need, and the left-invariant forms be-
come identified with the orbit of v (which is the whole representation space for a
cyclic vector). In our case, one can compute the differential calculi for the spin 0,
1/2 and 1 representations, of dimension 1,2,3 respectively. Especially, the last of
these might be expected to be the correct calculus but in all these cases one may
compute that d has a large kernel so these calculi are not successful. The next
smallest is 12 ⊗ 12 which is to say the Pauli matrix representation on M2(C) where
the algebra acts from the left and from the right (a 4-dimensional representation)
by Pauli-matrices. The canonical vector v is the identity matrix. This 4D calculus
as shown to fulfill the connectedness property and is as we see the smallest such.
We refer to [6] for details. We are assuming that λ 6= 0 (otherwise we could have
the classical calculus).
The resulting calculus has commutation relations
dxi = λσi, xiθ − θxi = ıλ
2
µ
dxi,
(dxi)xj − xjdxi = ıλǫijkdxk + ıµδijθ,
where θ is a multiple of the 2 × 2 identity matrix and, together with the Pauli
matrices σi, completes the basis of left-invariant 1-forms. In the present paper
relative to [6] we have put in a critical factor of ı and scale factor µ 6= 0 in the
normalisation of θ to express explicitly that we are free to chose this normalisation.
One might expect µ ∼ λ if both are generated by some deeper theory, or one might
consider µ as second and independent length scale in the theory. The factor ı is
justified as follows: to speak about unitarity all our algebras will be ∗-algebras and
thinking of the xi as observables in the quantum algebra and real functions in the
classical limit, we require
x∗i = xi,
which is consistent with λ real for the conventions used for R3λ. Next, it is reasonable
that (dxi)
∗ = dxi if we want these also to be observables and to be identified with
real 1-forms in the classical limit. The entire exterior algebra is generated by 1-
forms, our case with the usual anticommutative wedge product, and we require this
to be a ∗-algebra with
(dα)∗ = (−1)|α|d(α∗)
for a form of degree |α|. These conventions are not always adhered to in the
literature (there are other equivalent ones in other contexts) but at least here where
there is a clear match with the classical limit they are reasonable. For example,
one of the main things one does with differential 1-forms is gauge theory. If u is
unitary then
(u−1du)∗ = (du)∗u = (du−1)u = d(1)− u−1du = −u−1du
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is antihermitian. So connection 1-forms α are antihermitian. Then the curvature
obeys
F (α)∗ = (dα+ α ∧ α)∗ = −dα∗ + α∗ ∧ α∗ = F (α)
which is to say behaves homogeneously under ∗. This justifies our reality conven-
tions for the calculus. Indeed, a U(1) connection in such a (trivial bundle) gauge
theory would be ı times a real 1-form in classical geometry.
For our purposes we likewise require that θ∗ = θ i.e. a real 1-form in the classical
limit, which determines the normalisation used. An alternative is to require that
θ∗ = −θ which would be more suitable for applications in which θ has the inter-
pretation of a reference connection. The latter was the convention and application
for θ in [6] for example.
Once one has fixed the differential calculus, the partial derivatives ∂i as operators
on R3λ are completely determined by
dψ(x) = (∂iψ)dxi + (∂
0ψ)θ
They are not derivations (that would be an older and widely discredited approach to
noncommutative geometry); rather they are braided-derivations with respect to a
certain solution of the Yang-Baxter equations (induced from the quantum double).
Finally plane waves take the form of group elements in the enveloping algebra
R
3
λ,
ψ~p(x) = e
ı~p·x, ~p ∈ R3
The momenta pi are nothing but local coordinates for the corresponding point
eıλ~p·σ ∈ SU2 where λσ is the representation by Pauli matrices. It is really elements
of this curved space SU2 where momenta live, as evident in the addition law for
momenta determined by the plane waves:
ψ~p.ψ~p′ = ψC(~p,~p′)
where C(~p, ~p′) is the Campbell-Baker-Hausdorf series. This is the general proce-
dure for any enveloping algebra of a Lie algebra and the one we use here. Other
coordinate systems are also possible, for example by Euler angles. We will show
next that our plane waves are eigenfunctions of the ∂i. The result is in [6] but the
proof now is entirely different and self-contained.
3. Quantum group Fourier transform and action on plane waves
The algebra R3λ = U(su2) has dual C[SU2] and Hopf algebra Fourier transform
(after suitable completion) takes one between these spaces. Thus, in one direction
F(f) =
∫
SU2
duf(u)u ≈
∫
R3
d3p J(~p)f(~p)eı~p·x
for f a function on SU2. We use the Haar measure on SU2. The local result on the
right has J the Jacobian for the change to the local ~p coordinates and f is written
in terms of these. Differential operators on R3λ are given by the action of elements
of C[SU2] and are diagonal on these plane waves,
f.ψ~p = f(~p)ψ~p,
which corresponds under Fourier transform simply to pointwise multiplicaiton in
C[SU2]. This quantum group Fourier transform approach to noncommutative ge-
ometry whereby it becomes equivalent to a theory of classical but curvedmomentum
space was introduced by the author in [18] more than a decade ago. We refer to
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[19] for a more recent review. Of course Fourier transform by other more conven-
tional methods such as spherical harmonics is also possible but the quantum groups
Fourier transform exactly takes us to noncommutative spaces such as R3λ which is
what we need now.
Next, we show that the partial derivatives indeed act diagonally on plane waves
as
(4) ∂i = ı
pi
λ|~p| sin(λ|~p|) =
ı
2λ
Tr(σi )
(5) ∂0 =
ıµ
λ2
(cos(λ|p|)− 1) = ıµ
2λ2
(Tr− 2).
The second expressions in each case are just the functions in C[SU2] whose evalution
on plane waves gives the first expression in each case. Thus
Tr.ψ~p = Tr(e
ıλ~p·σ)ψ~p = 2 cos(λ|p|)ψ~p
and so forth. It remains to prove the first expressions for the ∂µ.
The full action of the ∂µ are rather complicated but we need them only for
functions of
X = ı~p · x
Then from the relations for the calculus, we find the subcalculus
(dX).X = XdX − ıνθ, θX = Xθ − ıν′dX
where
ν = µp2, ν′ =
λ2
µ
.
We let
dXn = fn(X)dX + gn(X)θ
and using the relations above and the Leibniz rule we have
dXn = (dXn−1)X +Xn−1dX = fn−1dX.X +X
n−1dX + gn−1θX
= fn−1XdX − ıνfn−1θ +Xn−1dX + gn−1Xθ − ıν′gn−1dX
hence the recurrence relations
fn = fn−1X − ıν′gn−1 +Xn−1, gn = gn−1X − ıνfn−1; f1 = 1, g1 = 0
These can be easily solved and yield
fn = − ı
2
√
νν′
(
(X + ı
√
νν′)n − (X − ı
√
νν′)n
)
gn = − ı
ν′
Xn +
ı
2ν′
(
(X + ı
√
νν′)n + (X − ı
√
νν′)n
)
or
dXn =
ı
2λ|~p|
(
(X − ıλ|~p|)n(µ
λ
|~p|θ + dX) + (X + ıλ|~p|)n(µ
λ
|~p|θ − dX)
)
− ıµ
λ2
Xnθ.
In particular, we see that
e−XdeX =
ı
2λ|~p|
(
e−ıλ|~p|(
µ
λ
|~p|θ + dX) + eıλ|~p|(µ
λ
|~p|θ − dX)
)
− ıµ
λ2
θ
=
ıµ
λ2
(cos(λ|~p|)− 1)θ + 1
λ|~p| sin(λ|~p|)dX
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which translates into ∂µ acting as stated on plane waves. Through quantum group
Fourier transform this allows one to compute them in principle on any ψ(x). We
will not need to do this explicitly, however.
4. Laplacian and noncommutative Schroedinger’s equation
From the partial derivatives (4)-(5) on plane waves, we compute the 3D Lapla-
cians on plane waves:
∇2 = ∂i∂i = − 1
λ2
sin2(λ|~p|)
which has the correct classical limit −|~p|2 as λ→ 0. Comparing with the expression
in momentum space for ∂0 we deduce that
(6) ∂0 =
ıµ
λ2
(√
1 + λ2∇2 − 1
)
on plane waves and hence in general for modes with ∇2 ≥ −1/λ2. Expanding this
we find
(7) ∂0ψ = ı
µ
2
∇2ψ +O(λ2)
which is of the form of Schro¨dinger’s equation with respect to an auxiliary ‘time’
variable and a particle with Compton wavelength µ corresponding to mass m,
(8) µ =
1
m
.
Our point of view is that λ might be of the order of the Planck scale, so if µ is also
of this scale then the effective mass of the particle being described is of the order
of the Planck mass. We are not tied to such a value for either parameter, however.
We now proceed to develop this point of view. Thus let t be a time variable
adjoined to the theory, commuting with the position generators and such that
θ = dt
which is consistent with our reality assumptions if t∗ = t. For consistency with the
relations in the differential calculus we need
0 = d([t, xi]) = θxi + tdxi − (dxi)t− xiθ
so we require
[t, dxi] = ı
λ2
µ
dxi
which implies that
(dxi)f(t) = f(t− ıλ
2
µ
)dxi.
In this case for the Jacobi identity
0 = [dxi, [xj , t]] + [xj , [t, dxi]] + [t, [dxi, xj ]]
we need
[t, θ] = ı
λ2
µ
θ
Since θ = dt we see that
f(t− ıλ
2
µ
)dt = (dt)f(t)
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holds as well, which in turn can be used to show that
df(t) = (∂tf(t))dt; ∂tf(t) ≡
f(t)− f(t− ıλ2
µ
)
ıλ
2
µ
is necessarily a finite difference operator. Applying d again gives the usual anticom-
mutation relations between dt and the dxi (as among themselves). In summary, we
can adjoin a t variable but for consistency with the spatial noncommuative calculus
we will need its calculus to be a noncommutative finite difference one.
The differential on functions a(x) just of x is unchanged:
da(x) = ∂ia(x)dxi + ∂
0a(x)dt.
When we look in the extended algebra we will have functions generated by products
of functions a(x) and f(t) and here we find, using the Leibniz rule,
d(a(x)f(t)) = (∂iadxi)f + (∂
0adt)f + a∂tfdt
= (∂ia)f(t− ıλ
2
µ
)dxi +
(
(∂0a)f(t− ıλ
2
µ
) + a∂tf
)
dt
≡ ∂˜i(af)dxi + ∂˜0(af)dt.
This defines the partial derivatives ∂˜µ acting on general functions in the calculus.
Here ∂˜0 reduces to ∂0 as before acting on a(x) and to ∂t acting on f(t) alone. The
braided Liebniz rule is evident here on products as the extra shift by −ıλ2/µ and
is typical of noncommutative vector fields.
The calculus is clearly an unusual one in which the ∇2 is built into ∂˜0. Because
we have adjoined the t the natural formulation of Schroedingers equation is now
(9) ∂˜0ψ(x, t) = 0
i.e. functions which are ‘constant’ with respect to the extended differential calculus
in the sense that dψ is purely spatial. We can write this more explicitly using the
above as
(10)
ıµ
λ2
(
ψ(x, t)− ψ(x, t− ıλ
2
µ
)
)
= ∂0ψ(x, t− ıλ
2
µ
)
exhibiting ∂t as a finite difference operation in the continuous time variable t.
Putting in our previous expression for ∂0 this is
ψ(x, t)− ψ(x, t− ıλ
2
µ
) =
(√
1 + λ2∇2 − 1
)
ψ(x, t− ıλ
2
µ
)
or
(11) ψ(x, t+ ı
λ2
µ
) =
(√
1 + λ2∇2
)
ψ(x, t)
after a change of variable t → t + ıλ2
µ
. Writing the left hand side as the action of
eı
λ2
µ
∂
∂t in terms of usual derivatives, and taking ln of the operators on both sides,
we have formally (or not formally on plane waves),
(12)
∂
∂t
ψ = −ı µ
2λ2
ln
(
1 + λ2∇2) = − ı
2m
(
∇2 − λ
2
2
∇4 + λ
4
3
∇6 · · ·
)
for small λ. Thus our equation explicitly deforms the usual Schroedingers equation
with higher derivative terms.
10 S. MAJID
Note that we can also expand the left hand side of (11) in a Taylor series and
the right hand side in a binomial series so
ı
∂
∂t
ψ − λ
2
2µ
∂2
∂t2
ψ + · · · = µ
2
∇2ψ − λ
2µ
8
∇4ψ + · · · .
Now if we choose µ = λ and keep terms to O(λ2) then this reads in terms of m as
∂
∂t
ψ = − ı
2m
∇2ψ − ı
2m
∂2
∂t2
ψ +O((
1
m
)3)
which is the 4D Euclidean wave equation for φ(x, t) = e−ımtψ(x, t) in terms of ψ.
Here (
∂2
∂t2
+∇2 +m2
)
φ = −2ımeımtψ˙ + eımt ˙˙ψ + eımt∇2ψ.
On the other hand, ∇ itself is a deformation and at least on plane waves brings its
own corrections to the same order so that the above is a formal observation.
When µ = λ we also have a formal Euclidean aspect in the noncommutative
wave operator. In fact we are not proposing an SO1,3 or SO4 symmetry in the
noncommutative model (in our construction we have preseved spatial rotations
only, and induced time from it). However, it is interesting to note that we have the
following modified wave operator in the original (spatial) theory, from (4)–(5):
(13) (3) = (∂0)2 +∇2 = 2
λ2
(cos(λ|p|)− 1) = 1
λ2
(Tr− 2)
which again has the usual limit −|~p|2 as λ→ 0. The fact that this has such a nice
description via the action of Tr ∈ C[SU2] suggests that it is somewhat natural;
if one takes instead −(∂0)2 the result is similar but does not have such a simple
expresson. Here Tr−2 is the Casimir in D(U(su2)) = C[SU2]>⊳U(su2) as explained
in [6].
5. Dispersion relations and cut-off
We can also immediately solve the NCSE on plane waves, using the results of
Section 3. We let ψ(x, t) = eı~p·xf(t). Then from (11) and the value of ∂0 on plane
waves, we require
f(t+ ı
λ2
µ
) = cos(λ|~p|)f(t)
which is solved by
(14) ψ~p(x, t) = e
ı~p·x+ıp0t, e−
λ2
µ
p0 = cos(λ|~p|), |p| < π
2λ
.
Notice that the spatial momentum is bounded above for there to be a primary solu-
tion, which is a typical feature of quantum-gravity as discussed in the introduction.
We also have unphysical solutions 5π2 > |~p| > 3π2λ etc. according to the periodicity
of cos, which we consider an artefact of the local coordinate system. Recall that
the pi are local coordinates in momentum space which is actually here a sphere
S3 not flat, and this is also the reason for the cut-off in the first place. Note that
coordinate system breaks down at |p| = π/λ so there is still a cut-off effect before
that.
Differentiating the p0 equation immediately gives
e−
λ2
µ
p0 ∂p
0
∂pi
=
µ
λ
sin(λ|~p|) p
i
|~p|
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and hence our proposed dispersion relation
|∂p
0
∂~p
| = µ
λ
| tan(λ|~p|)| = 1
mλ
| tan(λ|~p|)|.
i.e. the group velocity is linear for small momentum as expected for a particle of
mass m in our nonrelativistic coordinates, but blows up at the cut-off value. Note,
however, that a detailed analysis of how plane waves in the noncommutative model
might be measured experimentally and their group velocity is still needed in order
to see if such a naive derivation is justified. In the bicrossproduct model calcula-
tion [2] this was somewhat justified by a natural normal-ordering postulate for the
identification of noncommutative expressions with their classical counterparts. In
the present model we can in principle do better; we can look at the plane waves in
actual representations of the noncommutative algebra on the basis that it is such
expectation values that are presumably observed. We propose to use here the co-
herent states |j, φ, ψ〉 in which the coordinates behave with minimal uncertainty[6]
and with expectation values
〈x〉 ≡ 〈j, φ, ψ|~x|j, φ, ψ〉 = 2jλ(sinφ cosψ, sinφ sinψ, cosφ)
for a particle at angle φ, ψ and radius 2jλ (which we see is quantised). Explicitly,
|j, φ, ψ〉 =
2j∑
k=0
2−j
√(
2j
k
)
(1 + cosφ)
2j−k
2 (1− cosφ) k2 eıkψ |j, j − k〉
in terms of usual spin j states and in the present conventions. In such a state our
plane waves have a classical ‘shadow’ as waves in polar coordinates. For example,
〈 1
2
, φ, ψ|eı~p·x| 1
2
, φ, ψ〉 = cosλ|~p|+ ı ~p · 〈x〉
λ|~p| sinλ|~p|
which should be compared with the classical value at this radius of
eıλ(p1 sinφ cosψ+p2 sin φ sinψ+p3 cosφ) = eı~p·〈x〉.
The approximation gets better for large spin. This suggests that the noncommu-
tative plane waves would appear as something with comparable periodicity in the
expectation values, and hence comparable group velocity to the extent that the
expectation values appear wavelike. Note also that
|〈j, φ, ψ|j, φ′, ψ′〉|2 =
(
1
2
(1 + cos(angle(φ, ψ|φ′, ψ′)))
)2j
where the angle is the classical angle between vectors in directions (φ, ψ) and (φ′, ψ′)
in polar coordinates. The point of view here is in the spirit of [21] but rather than
a spin network we use noncommutative geometry. See also [9] concerning coherent
states.
6. Polar coordinates and gauge theory
The model with time adjoined has in fact a rich noncommutative geometry. Here
we note that there is a closed algebra among the t and the Casimir c = ~x ·~x. These
from a commutative subalgebra of rotationally invariant functions varying in time,
but as we show now with noncommutative differentials. First of all, we note that
(15) dc = xidxi + (dxi)xi = 2xidxi + 3ıµθ
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and [c, xi] = 0 implies that
[dc, xi] = −[c, dxi] = −xj [xj , dxi]− [xj , dxi]xj
= ıλǫijkxjdxk + ıµxiθ + ıλǫijk(dxk)xj + ıµθxi
= 2ıλǫijkxjdxk − (ıλ)2ǫijkǫkmjdxm + ıµ(xiθ + θxi)
= 2ıλǫijkxjdxk + 2λ
2dxi + ıµ(2xiθ − ıλ
2
µ
dxi)
= 2ıλǫijkxjdxk + 3λ
2dxi + 2ıµxiθ
using the relations in the calculus. From this and (15) we find that
[dc, c] = [dc, xi]xi + xi[dc, xi]
= −4λ2xidxi + 3λ2(dxi)xi + 2ıµxiθxi + xi3λ2dxi + 2ıµcθ
= 4λ2xidxi + 9λ
2ıµθ + 4ıµcθ = 2λ2dc+ 4ıµ(c+
3
4
λ2)dt(16)
Meanwhile, from [t, c] = 0 and θ = dt as generator of d, we have
(17) [dc, t] = [dt, c] =
λ2
ıµ
dc, [dt, t] =
λ2
ıµ
dt
to give a closed algebra (16)–(17) among the t, c, dt, dc. As in Section 4 we imme-
diately conclude that
dt.f(t) = f(t− ıλ
2
µ
)dt, dc.f(t) = f(t− ıλ
2
µ
)dc
for any function f(t), while the commutation relations with some function a(c) has
to be determined by induction. Likewise df(t) = ∂tfdt given by a finite difference
as in Section 4, while da(c) has to be determined by induction.
To this end, let
dcn ≡ fndc+ gndt = dcn−1.c+ cn−1dc
= fn−1dc.c+ gn−1dt.c+ c
n−1dc
=
(
(c+ 2λ2)fn−1 + c
n−1 − ıλ
2
µ
gn−1
)
dc+
(
cgn−1 + 4ıµ(c+
3
4
λ2)fn−1
)
dt
which gives a recursion relation for fn, gn with f1 = 1 and g1 = 0. This can be
solved to obtain dcn, or on any a(c) to compute partial differentials ∂c and ∂t|c
defined by
da(c) ≡ (∂ca)dc+ (∂t|ca)dt.
Here the |c is to remind us that this is with respect to c and implicit angular
coordinates being held constant, which is not quite the same as ∂0 in Section 4
where the xi were being held constant. We find
∂ca(c) =
a(c+ λ2 + 2λ
√
c+ λ2)− a(c+ λ2 − 2λ√c+ λ2)
4λ
√
c+ λ2
∂t|ca(c) =
µ
ıλ2
(
a(c) + λ2∂ca(c)− a(c+ λ
2 + 2λ
√
c+ λ2) + a(c+ λ2 − 2λ√c+ λ2)
2
)
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These extend to products by a braided derivation rule and by the same computation
as in Section 4 we find
∂c(af) = (∂ca)f(t− ıλ
2
µ
), ∂t|c(af) = (∂
t
|c
a)f(t− ıλ
2
µ
) + a∂tf
for a(c)f(t). This gives the partial derivatives and d on a general function ψ(c, t)
in polar coordinates.
As an application, we can write our NCSE in polar form as follows. The equation
says that d is purely in the dxi direction. Writing da(c) = (∂
ia)dxi +(∂
0a)dt as in
Section 4, we have in view of (15) that
∂ia(c) = (∂ca)2xi, ∂
0a(c) = ∂t|ca+ 3ıµ∂
ca.
The latter comes out as
∂0a(c) =
ıµ
λ2
( 1
2
(1 +
λ√
c+ λ2
)a(c+ λ2 + 2λ
√
c+ λ2)
+ 1
2
(1 − λ√
c+ λ2
)a(c+ λ2 − 2λ
√
c+ λ2)− a(c))(18)
using the above results. This compares with (6) or (5) computed in our previous
plane wave basis. We will not attempt to solve the NCSE here, for one thing one
needs to have suitable proposals for a potential term for, say, a hydrogen atom.
Suffice it to say that any such calculation is best done in polar coordinates and
(18) provides the radial part of the effective Laplacian to be used in (10), now on
wave-functions ψ(c, t). One may compute for example that
∂0(
1√
c+ λ2
) = 0
where ρ =
√
c+ λ2 makes for a reasonably nice answer and suggests that this is
the appropriate analogue of r in usual polar coordinates. This is the right answer
when λ→ 0 (the radial Laplacian vanishes on 1/r). Similarly one may check that
∂0c = 3ıµ, ∂0c2 = ıµ(10c+ 9λ2), ∂0
√
c+ λ2 = ıµ
1√
c+ λ2
as expected for ıµ times 1/2 the radial Laplacian as in (7) if c is understood as r2
in the classical limit or more precisely ρ as r.
Another application of polar coordinates is for computations in the associated
U(1) gauge theory. As mentioned in Section 2 at the basic level a gauge field is
a connection α = αµdxµ with suitable reality properties. The curvature in the
Maxwell theory is just
FM (α) = dα = ∂
µανdxµ ∧ dxν
which may be computed as usual using the partial derivatives. The theory is sense-
tive to cohomology and a gauge transformation is must the addition of an exact
differential. In the noncommutative case we also have the option of a nonlinear
U(1) Yang-Mills-type theory with curvature
FYM (α) = dα+ α ∧ α = ∂µανdxµ ∧ dxν + αµdxµ ∧ ανdxν
and which detects homotopy. This needs also the commutation relations between
functions and differentials. We look briefly at the electrostatic Maxwell case.
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Firstly, we look at gauge fields of the form
α = a(c)dt
where a(c) does not depend on t. This has
FM = ∂
cadc ∧ dt+ ∂t|ca(dt)2 = ∂ca 2xidxi ∧ dt
in view of (15) and (dt)2 = 0 in the calculus. We recall that the dxµ anticommute
as usual. Thus we have an electric field
Ei = ∂
ca(c)2xi
more or less as usual. For example, a(c) = 1/
√
c+ λ2 gives
Ei = − xi
c
√
c+ λ2
which is a inverse square law in the classical limit. Its divergence gives the corre-
sponding charge density.
More surprisingly, we have also a different way of producing an electric field,
namely
α = a(c)2xidxi = a(c)dc− 3ıµa(c)dt
in view of (15). We have chosen α here to have purely spatial components in the
dxµ basis but we have the same conclusion below (with a different coefficient) even
if we do not include the second term. The curvature is
FM = ∂
ca(dc)2 + ∂t|cadt ∧ dc− 3ıµ∂cadc ∧ dt
which we compute using
dc ∧ dc = 4xidxi ∧ xjdxj + 6ıµxidxi ∧ dt+ 6ıµdt ∧ xidxi
= 4xidxi ∧ xjdxj = 2[xi, xj ]dxi ∧ dxj + 4xi[dxi, xj ] ∧ dxj
= 4ıλǫijkxkdxi ∧ dxj + 4ıλxiǫijkdxk ∧ dxj + 4ıµxidt ∧ dxi
= 2ıµdt ∧ dc = −2ıµdc ∧ dt
using (15) and (dt)2 = 0 in the first line and that [dt, xi] ∝ dxi in the second line
which produces nothing as (dxi)
2 = 0 for each i (and that dt, dxi anticommute as
usual). We then use the commutation relations in the calculus and in the algebra.
The same observations imply that dc, dt anticommute. Hence
FM = −(2ıµ∂ca+ ∂0a)dc ∧ dt = −(5ıµ∂ca+ ∂t|ca)2xidxi ∧ dt
which is again a radial electric field. Such a potential in the classical case would be
absent as α would be pure gauge with zero curvature. There are clearly many other
possibilities to be explored here including time dependent (such as standing wave)
solutions. Also in this preliminary analysis we do not discuss source terms for the
potentials since this would require a study of the suitable currents produced by
matter fields. Finally, all of these remarks are more complicated for the Yang-Mills
version.
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Appendix A. Comparison with bicrossproduct models
The model above with noncommuting position and commuting t is complemen-
tary to the bicrossproduct model where the spacetime R1,3λ in [16] is
(19) [t, xi] = ıλxi, [xi, xj ] = 0.
Here the position coordinates commute and t is noncommutative, but we shall note
similar features nevertheless. Some authors write κ = 1/λ as a mass scale instead.
This time the relevant Lie algebra in (19) is the solvable one b+ (say) and com-
putations are rather easier using normal ordering as explained in [16]. Hence we
parametrize the plane waves as
ψ~p,p0 = e
ı~p·xeıp
0t, ψ~p,p0ψ~p′,p0′ = ψ~p+e−λp0~p′,p0+p0′
which identifies the pµ as the coordinates of a nonAbelian groupB+ with Lie algebra
b+. The group law in these coordinates is read off as usual from the above product
of plane waves. The right-invariant Haar measure on B+ in these coordinates is
the usual d4p so the quantum group Fourier transform[18] reduces to the usual one
but normal-ordered,
F(f) =
∫
R4
d4p f(p)eı~p·xeıp
0t.
As before, the action of elements of C[B+] define differential operators on R
1,3
λ and
these act diagonally on plane waves.
There is also known to be a natural differential calculus with
(dxj)xµ = xµdxj , (dt)xµ − xµdt = ıλdxµ
which we see already has a generator with θ = dt; so we do not need to adjoin a
further t in this model. The unitarity or ∗-structure is x∗i = xi, t∗ = t and the same
for their differentials. The calculus recovers the partial derivatives [16]
∂iψ =:
∂
∂xi
ψ(x, t) := ıpi.ψ
∂0ψ =:
ψ(x, t+ ıλ)− ψ(x, t)
ıλ
:=
ı
λ
(1− e−λp0).ψ
for normal ordered polynomial functions ψ or as shown in terms of the action of the
momenta pµ. It was shown in [2] that by using adjusted derivatives L−
1
2 ∂µ where
Lψ =: ψ(x, t+ ıλ) := e−λp
0
.ψ
the 4-D Laplacian  = L−1((∂0)2 −∑i(∂i)2) acts on plane waves as
(20)  = − 2
λ2
(cosh(λp0)− 1) + ~p2eλp0 = eλp0
(
~p2 − 1
λ2
(1− e−λp0)2
)
which is the action of the Casimir of the bicrossproduct quantum group. The
first expression should be compared with (13) in our model above, as a hyperbolic
version of it.
We recall that this bicrossproduct Poincare´ quantum group U(so1,3)⊲◭C[B+] in
terms of translation generators pµ, rotations Mi and boosts Ni, is [16]
[pµ, pν ] = 0, [Mi,Mj] = ıǫij
kMk,
[Ni, Nj ] = −ıǫijkMk, [Mi, Nj ] = ıǫijkNk
[p0,Mi] = 0, [p
i,Mj] = ıǫ
i
jkp
k, [p0, Ni] = −ıpi,
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Figure 1. Deformed mass-shell orbits in the bicrossproduct
curved momentum space for λ = 1
as usual, and the modified relations and coproduct
[pi, Nj] = − ı
2
δij
(
1− e−2λp0
λ
+ λ~p2
)
+ ıλpipj ,
∆Ni = Ni⊗ 1 + e−λp
0 ⊗Ni + λǫijkpj ⊗Mk,
∆pi = pi⊗ 1 + e−λp0 ⊗ pi
and the usual linear ones on p0,Mi. We raise and lower i, j, k indices using the
Euclidean metric. It follows from the general theory of bicrossproducts that this
Hopf algebra acts on U(b+) = R
1,3
λ .
Part of the motivation for this model [16] consisting of noncommutative space-
time and associated bicrossproduct quantum group acting covariantly on it was a
previous ‘κ-Poincare´’ version of the Hopf algebra alone obtained [10] in another
context (by contraction of Uq(so2,3)). The bicrossproduct model should not be
confused with this, however, because its generators and relations are fundamen-
tally different and have very different physical content; for example the Lorentz
generators in [10] do not close among themselves but mix with momentum. More-
over, prior to [16] there was either no action of κ-Poincare´ on any spacetime or it
was taken to act on classical Minkowski space with inconsistent results (there is no
such covariant action).
Also key and fundamentally different in the bicrossproduct model from ‘κ-Poincare´’
is that in the bicrossproduct case the Lorentz group is actually undeformed; rather
the deformation is in a nonlinear but entirely geometrical action of it on the ‘curved’
momentum group B+. This is as part of the solution of a non-linear set of ‘matched
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pair’ equations [13] (the other part of the matched pair is a ‘back reaction’ of B+
on the manifold of the Lorentz group). Because of this fundamental difference it
would be a mistake to view the bicrossproduct quantum group as merely a ‘change
of basis’ from κ-Poincare´. In particular, because of the classical geometry behind
it one can see what is going on in terms of the curved momentum space, as shown
in Figure 1, which is a contour plot of p0 against |~p|. The nonlinear action of the
Lorentz group means that Lorentz group orbits in B+ are now deformed hyper-
boloids. Because neither group here is compact one expects again from the general
theory of bicrossproducts to have limiting accumulation regions and we see that
indeed the p0 > 0 mass shells are now cups with almost vertical walls, compressed
into the vertical tube |~p| < λ−1. In other words, the 3-momentum is bounded above
by the Planck momentum scale (if λ is the Planck time), but this does not appear
as a new ‘second bound’ in addition to Einstein’s postulate on the speed of light as
sometimes claimed in the literature, but rather a deformation of it.
Such accumulation regions were already visible in the simplest ‘Planck-scale Hopf
algebra’ [13] from the 1980s under a different point of view. Under this point of
view pi above are position and not momentum coordinates and the quantum group
is the algebra of obervables for a quantum particle moving on oribits under (in the
present case Lorentz) group action. The flows for this action are geodesics on the
orbits, which fit together to a natural 4D space that could be called a ‘pseudo-
black hole’. Here the physical region of Figure 1 is the orbits that come in from
spatial infinity and remain outside the tapered cylinder of radius 1/λ. One type
of orbit comes in at large position, bends upwards and asymptotically approaches
the cylinder from the outside for large t (which points upwards), much as for an
event horizon. The other type (dashed) crosses the asymptote and approaches it
from the inside. The detailed geometry of this setup will be presented elsewhere.
Such coordinate singularities are a generic feature of the nonlinear ‘matched pair’
equations behind the model and is the reason that they were proposed in [13] as a
toy version of Einstein’s equations.
Finally, we point out what does not appear to be well-known that the above bi-
crossproduct is part of a family of which the 3D Euclidean bicrossproductC[B+]◮⊳U(su2)
was already obtained in the 1980s in [12, 14, 15] actually as a Hopf-von Neuman
algebra and which has the following algebraic structure. Firstly, B+ is now a 3D
version of the same solvable group, with Lie algebra
(21) [x3, xi] = ıλxi, [xi, xj ] = 0
for i = 1, 2. This Lie algebra (with generators denoted {li}) and the required
nonlinear solution of the matched pair equations are in [14]. The original interpre-
tation of C[B+]◮⊳U(su2) was different (namely particles moving in orbits in B+
as position space) but there is of course nothing stopping one considering it as a
deformation of the group of motions on R3. The only difference is to denote the
generators of C[B+] by the symbols p
i, which we also combine with a cosmetic
change to a logarithmic coordinate and explication of the deformation parameter,
i.e.
e−λp3 =
1
X3 + 1
, λpi =
Xi
X3 + 1
in terms of the B+ coordinates {Xi} written in lower case in [18, 17]. We reserve xi
instead for the auxiliary noncommutative space (21) on which the quantum group
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Figure 2. Deformed spherical orbits in the 3D bicrossproduct
model for λ = 1
necessarily acts. Then the bicrossproduct has the form
[pi, pj] = 0, [Mi,Mj] = ıǫij
kMk
[M3, pj ] = ıǫ3j
kpk, [Mi, p3] = ıǫi3
kpk
as usual, for i, j = 1, 2, 3, and the modified relations
[Mi, pj ] =
ı
2
ǫij
3
(
1− e−2λp3
λ
− λ~p2
)
+ ıλǫi
k3pjpk
for i, j = 1, 2 and ~p2 = p21 + p
2
2. The coproducts are
∆Mi = Mi⊗ e−λp3 + λM3⊗ pi + 1⊗Mi
∆pi = pi⊗ e−λp3 + 1⊗ pi
for i = 1, 2 and the usual linear ones for p3,M3.
The deformed spherical orbits under the nonlinear rotation in B+ are constant
values of the Casimir for the above algebra. This is was found in [14] as
2
λ2
(cosh(λp3)− 1) + ~p2eλp3
in our present coordinates, which is the Euclidean precursor to (20) above. These
deformed orbits are shown in Figure 2. The model here is a Euclidean inhomoge-
neous one. The noncommutative differential geometry on (21) is broadly similar to
the 4D case.
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