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Network congestion is a communication bottleneck in large wireless networks which
use packet-switched communications, impeding their performance in critical appli-
cations like network broadcast and in-network data processing. This forms the
motivation for this thesis. We propose low complexity physical layer communica-
tion protocols that use cooperative transmission to ameliorate this problem. We
show that cooperation at the physical layer can significantly improve performance
with relatively small coordination overheads by exploiting the broadcast nature of
the wireless channel.
In the first part of the thesis, we address congestion in broadcast and pro-
pose decode and forward protocols that can accommodate multiple users broad-
casting their content simultaneously. These protocols incorporate state of the
art techniques like power control, successive interference cancellation, use of side-
information for decoding, and interference alignment. By considering the two
user linear network in depth we obtain the necessary conditions for the successful
broadcast of the content of multiple users. It is shown that these physical layer co-
operative protocols achieve lower broadcast latency than packet-switched flooding
protocols and are suitable for broadcast in environments with fading. Additionally,
we examine the performance of single user broadcast in the presence of decoding
errors and show that the errors in its information flow need not be catastrophic.
Supporting numerical results are included.
In the second part of the thesis, we employ a similar approach and propose
an efficient physical layer architecture for average consensus gossiping algorithms
which perform in-network computation. This architecture relies on structured
codes which combine channel and source coding. These codes result in consensus
updates that are data driven, where transmissions are scheduled based on the states
of the nodes rather than their index. Through this simple strategy we show that in
spite of bandwidth and power limitations, nodes in an increasingly dense network
can converge to the average with bounded delay and precision. Simulations show
that this strategy outperforms packet-switched protocols even for moderately sized
networks.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Spurred by innovations in low cost computing, wireless communication, and other
hardware, it is quickly becoming possible to deploy networks on a large scale, e.g.
[46, 36]. The deployment of such large scale networks is only expected to increase
further in the coming years. In order to fully exploit the real-time capabilities
of these large networks, however, it is imperative to study techniques for, first,
quickly moving information around within the network and second, efficiently ac-
cessing and processing the information collected in disparate network locations.
We address both these important issues in this thesis.
One of the fundamental communication primitives in any networking protocol
is broadcast. It is used to disseminate control messages, advertise or discover net-
work services, establish unicast routes, or multicast in hostile environments when
there are no other communication alternatives. Moreover, in wireless networks
with mobile and/or resource constrained nodes, like ad hoc or sensor networks,
and in large scale networks, the cost of routing [28] can be prohibitive. Hav-
ing efficient broadcasting protocols is therefore essential. Additionally, as wireless
devices emerge as media platforms, broadcasting content with delay guarantees
over multiple cells may enable peer to peer distribution services to run on the air
(Fig. 1.1). Unfortunately, traditional packet-switched network flooding protocols
fall short of providing low latency methods for delivering packets because of the
broadcast storm problem [59]. Although this is a compelling problem to solve,
few physical layer or coding solutions have been advocated for scalable network
1
Packet-switched Flooding 
Cooperative Flooding 
Figure 1.1: Packet-switching protocols suffer from the broadcast storm prob-
lem. The physical layer cooperative protocols we propose do not.
flooding. We propose physical layer cooperative decode and forward protocols for
multiplexing the broadcast information of several sources in the network which we
show outperform non-cooperative packet-switched flooding protocols.
As regards accessing and processing network data, network architectures which
utilize a fusion center are naturally constrained - the fusion center is a communi-
cation bottleneck and a single point of failure. Gossiping protocols [66, 41, 11, 63]
on the other hand, offer an alternative by relying on repeated near-neighbor com-
munications across the network. Such protocols are attractive in wireless sensor
network applications for a number of reasons. For example, they alleviate the com-
plexity of the network layer. The low control overhead of local communications is
well suited to the low operating power restriction of sensors. In addition, gossiping
protocols are robust to node failures and possible network topology changes since
they can adapt to such modifications. But gossiping protocols are no panacea.
While they are not constrained by a single point of failure, they are susceptible to
communication bottlenecks. These bottlenecks can be described in different terms
depending on the abstraction chosen to analyze the network. Possible bottleneck
2
measures are: a limit on the number of messages exchanged, packet drop rate, the
number of bits per message used, or delay.
In this dissertation we focus on a particular type of gossiping - average consen-
sus - which is aimed at computing the average of the states of all nodes distribut-
edly [11, 63, 21]. In the case of average consensus, in order to achieve a certain
precision in the consensus estimate in a given time, each node should successfully
receive a certain average number of updates from its neighbors. The rate at which
a node can receive these updates is a communication bottleneck. As the network
size and the number of neighbors increases, the main source of this bottleneck is
congestion since greater traffic in the channel is associated with increased packet
drop and delay, especially in wireless networks with interference. Network con-
gestion can be mitigated by increasing the available spectrum, but unfortunately,
increasing transmission power yields no benefit. Therefore, even if we neglect the
problem of transmitting under a rate constraint, computing the average of states
in an infinitely dense network over a band-limited wireless channel using standard
scheduling is impossible due to congestion. We show that by rethinking conven-
tional assumptions on the communication architecture it is possible to prove this
conclusion invalid. We show that this limitation disappears if we combine the
computation with source and channel coding by using a cooperative data driven
update strategy.
1.2 Cooperative Multicasting
The first part of this thesis considers broadcasting the content of multiple (M)
sources simultaneously in a large network using physical layer decode and forward
3
cooperative protocols. Briefly, in the first time-slot, M users broadcast their mes-
sages and all nodes attempt to decode them using either multi-user or single-user
receiver techniques. In the next slot, all nodes that decoded a particular message
correctly, forward that message. This process repeats. When multiple nodes are
be able to decode and therefore forward the same message, symbol-synchrony nat-
urally leads to the emergence of cooperative transmission because we do not try
to avoid collisions of signals carrying the same message at the physical layer. On
the other hand, as shown in Fig. 1.1, packet-switched networks will incur ever
greater cascading collisions if multiple sources are broadcast simultaneously. It is
natural to wonder if cooperative broadcasting will perform better: Will coopera-
tive flows collide and stop or will the flows intersect and continue to propagate due
to opportunistic capture effects1 that allow the flows to persist?
This thesis shows that the reinterpretation of interference in this manner cou-
pled with opportunistic gains improves broadcast latency by avoiding channel con-
tention. Further gains are realized by the using of multi-user techniques like Succes-
sive Interference Cancellation (SIC), which allow efficient information multiplexing.
The protocols are fully distributed and do not incur any overheads like routing or
relay selection. Moreover, they are scalable to networks with high node densities
or mobility since individual node addressing is not required. The protocols are
fair - each node utilizes the same amount of energy for relaying. The caveat is
that we assume symbol-level network synchronization (see Section 2.1 for further
discussion).
While the strategies we propose are general, in our analysis we focus on the
case where two source nodes are placed at opposite ends of a linear network with
1In dense networks with fading, the protocols benefit from spatial diversity where “lucky”
nodes with good fades are able to decode messages they would ordinarily fail to, leading to
opportunistic gains.
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an asymptotically large number of nodes. We draw insight from these analytical
results and provide necessary conditions for the case of M sources.
We also address the issue of what happens when errors are introduced in the
cooperative relaying process, although for tractability we limit our studies in this
scenario to a single source. Not many authors have ventured into the analysis of
the error propagation phenomenon in large cooperative networks. Several authors
avoided the issue by invoking information theoretic limits [45, 48]. Others only
considered small scale networks [15, 27]. In all cases the expressions are challenging
to interpret. On the other hand, it is quite easy to obtain scaling laws for non-
cooperative multi-hop systems (see Section 3.2.3) and to show that the probability
of error degrades steadily with the number of hops and, thus, with the distance
covered by the message. The obvious question to ask is if this is also the case in
cooperative broadcast and if cooperative broadcast has worse error propagation.
Intuition seems to be of little help because in cooperative broadcast erroneous
signals are mixed with the correct ones at the physical layer.
To answer this question, we consider two cooperative broadcast protocols sim-
ilar to the ones considered in [51, 77] (see Section 3.1) for the case of uncoded
binary transmission. In both protocols contiguous groups of nodes relay a BPSK
modulated message from a source at one edge of the network to all other nodes in
steps. One scheme allocates orthogonal channels for all the nodes that cooperate
while the second scheme forces all nodes in each group to share the same chan-
nel. Using techniques first introduced in [51] for cooperative networks, we analyze
the error propagation by using the limit distribution of the received signal in the
asymptotic regime, i.e., the number of nodes that cooperate approaches infinity,
while their individual relay power goes to zero so that the power emitted per unit
5
area is constant.
Related Work
Many broadcast algorithms [91] have been ported to wireless networks by ab-
stracting broadcast wireless links as point-to-point, interference free, communica-
tion links. While this permitted rapid deployment of wireless networks, ported
algorithms often lack desirable attributes like energy or spectral efficiency, or low
latency. For instance, simple flooding protocols in wireless networks suffer from the
broadcast storm problem [59] resulting from channel contention and transmission
redundancy. Solutions typically design around the inherent broadcast nature of the
wireless link and suppress interference: some obtain collision-free transmissions by
heuristically limiting the number of simultaneous transmissions, as in probabilistic
flooding [72], others do so by scheduling transmissions [31] or by designating a
select group of nodes, like multipoint relaying [69] or dominating connected sets
[79], for broadcast.
Instead of adopting a wireless packet-switching approach as above, [90] pro-
posed exploiting the broadcast property of the wireless medium for energy-efficient
broadcast by forming a minimum-energy tree rooted at the source node. Similarly,
[49] proposed energy-efficient cooperative broadcast protocols but noted that the
optimal energy assignment was NP-complete.
Recent work on cooperative transmission, albeit not strictly in the context of
broadcasting, has shown that it can significantly improve the system rate, com-
munication range, or power and spectral efficiency [74, 64, 27, 45]. Noting these
developments, [33] developed a cross-layer broadcast protocol relying on cooper-
6
ative diversity which increased network coverage, reduced retransmissions, and
decreased latency. However, the protocol requires nodes to know their neighbors
and requires explicit coordination among the nodes to achieve cooperation.
[30] and [51, 77] noted that issues of channel contention and transmission re-
dundancy are addressed naturally by cooperative broadcast where transmissions
carrying the same information combine directly at the physical layer. It was shown
that a single user can thus flood large networks quickly, subject to power and rate
constraints. If the message is transmitted with a power greater than a critical
power density then it is guaranteed to reach all network nodes. The other inter-
esting aspect of the analysis in [51, 77] is that it shows how the message is passed
from one level of cooperating nodes to the next, by covering a finite region of the
network at each passage. The protocols compare favorably to flooding, as shown
in [7]. [35, 3, 26] have also investigated techniques that are related to this method.
The analysis in [51, 77], however, does not address the issue of error prop-
agation because the packets are assumed to be long enough that the error can
asymptotically be set to zero. Additionally, the question of how best to multiplex
several sources, however, is still open. Can we still realize the cooperative gains
observed by [77] without scheduling one source at a time? This thesis attempts to
address this question. In the same spirit as [77] we do not seek capacity optimal
strategies or bounds but we want to rip the benefit of supporting the network
flow with relatively well established physical layer strategies. Unlike [77], which
considered a single source and so characterized the protocol’s success or failure in
the deterministic channel through the solution of a recursion on the step-sizes of
the regions covered by the broadcast in each time-slot, we show that in the case of
multiple sources one must consider a decision process to analyze the cooperative
7
protocols. The reason is that the propagation of multiple sources in slot k + 1
depends on the swathes of relays recruited in slot k as well as the interference from
other sources.
Literature suggests that decode-and-forward strategies are not always optimal
though the argument is not settled for large networks. For example, [5] adopted a
quantize-and-forward scheme for achieving capacity to within a constant gap of the
cut-set bound for multicast in relay networks. However, this scheme is susceptible
to the accumulation of noise, causing the capacity gap to increase with network
size. Noise accumulation is also problematic in amplify-and-forward protocols [10]
in multi-hop networks. In this light, decode-and-forward schemes are attractive
for broadcasting multiple information streams to large networks.
From the point of view of network capacity, coding is also important. The sem-
inal work by Ahlswede et al. [2] proved that network coding provides a capacity
advantage in wired networks; [40, 97, 67] extended this idea to analog network
coding and physical layer network coding for wireless networks. In other related
work, [16] proposed heuristic network coding for MAC layer single-user broadcast
and assumed the availability of local topology information. [78] compared network
coding to cooperative diversity for single-user broadcast in one-hop networks and
showed that network coding yields optimal latency only when broadcasting a long
information stream. We incorporate the idea of network coding in our protocols
though we do not seek capacity optimal strategies or bounds. We point out, more-
over, that our protocols are more general than [40, 97] in that they are applicable
in dense networks and account for cooperative relaying and M users.
Another promising approach in MIMO networks is interference alignment (IA)
[12, 56], which orthogonalizes the interference at each receiver. It is difficult to
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implement in large networks, however, because at each transmitter it requires
channel state information (CSI) for all transmitter-receiver pairs and may involve
long time delays for extracting full degree of freedom gains. For mitigating long
delays, we propose “opportunistic” interference alignment.
The performance of broadcast protocols has traditionally been measured using
two metrics - energy consumption [90, 30, 86, 32], or end-to-end latency [24]. Here
we evaluate the proposed cooperative protocols in terms of latency.
1.3 Structured Codes for Consensus
Average consensus algorithms [83, 9, 63, 70, 93, 14, 96, 55] provide a robust method
for distributed computation in wireless networks lacking central infrastructure.
They apply to a wide variety of problems of a distributed nature like information
fusion in sensor networks [94], decision making and control among dynamic agents
[61], and congestion control in computer and communication networks [83, 19],
among others. Average consensus algorithms specify how each node i in a network
of N nodes can learn the global average xave =
1
N
∑N
i=1 xi(0) by iteratively ex-
changing messages with their neighboring nodes, where xi(0) ∈ R are observations
known only locally at the start of the distributed computation. The computation
speed, or averaging time Tave(ǫ) (c.f. Chapter 4 for definition), of average con-
sensus protocols is typically characterized as the number of iterations required to
attain a certain error compared to the actual mean xave.
There are two types of average consensus algorithms. (1) In synchronous av-
erage consensus, nodes exchange values with their neighbors on a constant or
time-varying graph and there is a common clock that dictates the iterations and
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the advance of the algorithm for all nodes; (2) in asynchronous or randomized
average consensus, progress is driven by random pairwise exchanges between the
nodes. Since any node is only allowed to transmit to one neighbor at a time it
can be paired naturally with a random access policy. Boyd, et al. [11] have stud-
ied the averaging time of both algorithms on general graphs in detail. Several
authors [13, 96, 37, 39, 6, 38], among others, have extended the analysis of these
algorithms to more sophisticated communication link models with quantization,
failures, and/or noise. The impact of fading on these algorithms, however, has not
received as much attention.
In asynchronous randomized gossip, nodes activate based on local clocks mod-
eled by a rate µ Poisson process and average pairwise with a randomly chosen
neighbor [11] by communicating a packet of duration D. The rate of the clocks
is adjusted such that interference from other transmissions that may occur in this
window can be neglected. In practice, this constrains the rate of convergence.
A simple example can show that link outages triggered by interference increase
the averaging time. For the asynchronous Algorithm A(P ) (Lemma 2, [11]) on a
graph defined by stochastic matrix P = P T , we can characterize this exactly in
the special case that each link is in outage with probability 1 − p. The network
state is updated as x(t + 1) = W (t)x(t), where W is the mean averaging matrix
W . When interference is neglected, W = (1 − 1
n
)I + 1
n
P . Denoting the mean
averaging matrix, when link outages are considered, by W ′, it can be shown that
its second largest eigenvalue is λ2(W
′) = (1 − p
n
) + p
n
λ2(P ). Since 0 ≤ p < 1, we
have λ2(W ) ≤ λ2(W ′). Therefore, the averaging time must increase since
Tave(ǫ) ≤ 3 log ǫ
−1
log λ2(W )−1
. (1.1)
We study a more comprehensive example showing that such pairwise averaging
consensus algorithms in fading environments that use randomized schedules con-
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verge slowly due to interference in Chapter 4. There, we focus on a tractable
model of synchronous consensus where time is slotted and a fixed number of nodes
pairs average per slot. This model captures the essential features of asynchronous
consensus with finite time updates: there, the number of pairwise exchanges per
slot would be random. We treat interference in the traditional sense, as a form
of degradation of links. We further propose a TDMA schedule that mitigates in-
terference such that if the number of simultaneously active node pairs per slot is
the same on average in the TDMA schedule or asynchronous consensus, then the
former has more successful pairwise exchanges.
With this motivation, we design structured channel codes, employed at the
physical layer, for decentralized consensus in large wireless networks. Wireless
network gossiping cannot be classified solely as a multiple access or a broadcast
problem, it is both. No theoretical result gives the fundamental capacity limits
of such a form of communication and there is no previous work indicating the
superiority of structured codes in support of this class of network protocols. We
review prior relevant work on wireless gossiping for average consensus in Section
5.1. This literature, e.g. [11, 21], assumes scheduling with contention and separates
source and channel coding. Under a channel contention model, even when optimum
scheduling is used, interference and path loss limit network connectivity and affect
the speed of convergence to a consensus. Moreover, these works do not account
for interference due to fading in wireless networks.
A key notion that this thesis underlines is that in designing networked systems
the idea of using bits as the currency that abstracts the cost of communications
is not the only possibility. A digital communication link is an investment of en-
ergy and bandwidth over a certain medium that returns a certain number of bits
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that can be spent in conveying the data from point to point in a digitized form.
When the sources have common information, the theoretical underpinning for the
bandwidth/energy to bit conversion, the separation theorem [17], does not hold.
A special case is when the sources are not necessarily correlated but the com-
munication is aimed at calculating a function of the data. In this case, specially
structured codes may yield better performance. Notable examples of this are -
(1) the construction of Korner and Marton [44] for encoding the modulo-two sum
of the binary data and more recently (2) codes by Nazer and Gastpar [57] for
computing the sum of analog data.
More examples of structured Medium Access Control (MAC) coding aimed at
computing functions of data are offered by the strategies proposed in [53, 54, 47, 4].
Here orthogonal channels are assigned to data types rather than sensors. The
multiple access channel models considered are AWGN and i.i.d. fading. The set
of orthogonal channels gives the fusion center a scaled histogram of the data types
from which one can compute any order invariant function of the data, including
the estimate of the mean. If a computation depends on the type-set of the data
and not the particular outcome, this strategy scales favorably with the number
of sensors. Other work on data gathering illustrates the advantage of a similar
principle in the presence of feedback. For example, in [29] nodes are polled about
their values and all nodes which have the same answer to the query use the same
orthogonal channel dimension to signal it. In this case the channel is again used
to compute queries that are function of the data and the sequence of queries is
effectively emulating the computation of a codeword compressing the sensor field.
In summary, we propose structured codes for a non-coherent2 AWGN-MAC
2By non-coherent we mean an RF channel where neither the transmitter nor the receiver have
channel state information, although sufficient time synchronization exists so that the effect of
the channel is equivalent to that of a flat fading complex coefficient [68]. The fading is assumed
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channel to support the communications for average consensus protocols. These
codes result in physical layer cooperative data driven communication.
1.4 Contributions
Most papers that discuss cooperative schemes focus on performance gains in terms
of diversity. Our analysis instead reveals that, at a general level, there are ad-
ditional advantages that stem from employing cooperation at the physical layer
rather than using the collision channel model of multi-hop networks or the orthog-
onal relay channels that most other cooperative schemes advocate.
Specifically, in the case of broadcast, our results indicate that in fading chan-
nels physical layer decode and forward cooperative broadcast from multiple users
is possible without additional overhead, making it a good option for supporting
content distribution in wireless networks. Although the analysis focuses predom-
inantly on the two user case, it sheds light on which protocols work and which
protocols fail when broadcasting multiple sources. The last go first (LGF) relaying
rule shows that in contrast to simply forwarding the sum of received signals as
in analog network coding, its better to forward a weighted sum where the signal
received weakly is weighted more. Additionally, in the cooperative broadcast of
a single source, when transmissions are added up at the physical layer, erroneous
transmissions do not necessarily lead to catastrophic error propagation and as the
network size grows, the average error can be controlled precisely by controlling the
size of the cooperative groups and the power density used in relaying the message.
Furthermore, a bandwidth expansion is not necessary to attain this advantage.
to be non-i.i.d.
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The required bandwidth can be kept finite by using asynchronous cooperation
schemes such as [73] and [52].
In the case of average consensus, we are able to show by using structured codes
that - (1) average consensus algorithms in wireless networks are not intrinsically
interference limited, (2) it is possible to fix the delay per iteration irrespective of
the number of nodes, and (3) the features above do not incur extra complexity
because the proposed codes can be generated and decoded with extremely simple
radio interfaces.
1.5 Outline of the Dissertation
In Chapter 2, we study the simultaneous broadcast of M user messages using
physical layer cooperative protocols. We propose and compare four protocols that
consider power control and SIC, the idea of network coding, single-user decoding,
and interference alignment respectively. Assuming a linear dense network, analysis
shows that in deterministic channels, the propagation of messages can be charac-
terized by flows which must cross each other in order for successful broadcast. We
find the necessary conditions for this. In fading channels, the flows are probabilistic
and the probabilities across time-slots resemble wave fronts.
In Chapter 3, we study the error propagation when cooperatively broadcasting
a single source. We derive equations that allow us to evaluate the average BER of
uncoded transmission in a dense wireless network with two different cooperative
protocols. We prove that asymptotically, both cooperative protocols have a bounded
average BER at a sufficiently high SNR, regardless of the distance covered by the
transmission. Interestingly, the bounds are ≈ Q(√SNR) for the orthogonal chan-
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nel scheme and ≈ 1/SNR for the non-orthogonal one. We compare these schemes
with each other and with a non-cooperative multi-hop scheme that covers the
same distance with the same total power resources. We argue that the cooperative
schemes provide better error performance.
In Chapter 4, we argue that standard packet-based average consensus gossiping
does not scale in dense wireless networks due to network congestion. We study the
effects of interference from fading on the averaging time and total power expen-
diture by considering the tradeoff between network connectivity and spatial-reuse
and show that randomized schedules converge slowly due to interference.
In Chapter 5, we propose a solution to this problem by considering structured
codes which utilize cooperative transmission through data driven scheduling. We
analyze its performance over an non-coherent AGWN-MAC channel. We char-
acterize the MSE performance and show that adding infinite values with finite
precision is possible in spite of the bandwidth limitations.
Finally, Chapter 6 summarizes our results and points to future research direc-
tions.
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CHAPTER 2
COOPERATIVE BROADCAST OF INFORMATION FROM
MULTIPLE SOURCES
In this chapter we consider the problem of multiplexing the information of M
independent users who wish to broadcast their messages wirelessly to a dense net-
work. We propose physical layer cooperative decode and forward protocols for this
purpose that are immune to the broadcast storm problem. We construct analytical
models characterizing the behavior of the cooperative protocols, for deterministic
and fading channels, for a network deployed on a line. Special attention is given
to the two user case from which we derive necessary conditions to support the
information flow of more than two users. It is shown that if nodes are equipped
with Successive Interference Cancellation (SIC) receivers and use power control
then successful broadcast is achieved in a scalable manner with M , outperforming
non-cooperative flooding algorithms in latency. Simulations show that compared
to non-cooperative flooding algorithms the cooperative protocols can reduce the
latency in flooding M = 5 simultaneous users by up to 84%. The protocols also
incorporate ideas from analog network coding and interference alignment.
Notation. Matrices are denoted by boldface uppercase letters U, vectors by
boldface lowercase letters h. UH denotes the hermitian of U. Lowercase letters,
typically u, x, denote node coordinates. With some abuse of notation, the node
at coordinate x is often referred to simply as node x. Boldface italic upperface
letters X denote sets. X denotes the complement of set X and \ denotes the set
difference. E denotes expectation.
An outline of this chapter is as follows. Section 2.1 lays out the model we study
and Section 2.2 introduces four cooperative protocols. Section 2.3 considers de-
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terministic channels and determines the conditions necessary for successful broad-
cast. Section 2.4 extends the analysis to fading channels. Section 2.5 compares the
latency of the cooperative protocols to non-cooperative flooding algorithms and
provides numerical results supporting our analysis.
2.1 System Model
We consider a linear network, denoted S, where N single-antenna nodes are de-
ployed on a line of length L. The network comprises M source nodes (or users)
with mutually independent messages that they wish to broadcast to all nodes in
the network. The remaining N − M nodes function as relays. All N nodes in
the network are sinks. We assume that all nodes in the network are reachable
from the M source nodes, not necessarily with a single hop. Let the coordinates
of the M source nodes and relays be denoted by ν1, . . . , νM , and x respectively.
While ν1, . . . , νM are assumed to be fixed, the points x are distributed randomly
uniformly in S.
Each source message Wm = [s
1
m, . . . , s
n
m], m = 1, . . . ,M, comprises n symbols
snm chosen from some common set C = {c1, . . . , cp}. Under the assumption that
the bandwidth of the modulation pulse satisfies the Nyquist criterion and that
the channel is memoryless, there is no inter-symbol interference. Hence, we can
focus on the broadcast of a single symbol sm per source instead of considering the
entire symbol-stream. We refer to the broadcast of a single symbol per source as
a broadcast session. The objective is successful broadcast.
Definition 1 (Successful broadcast) The broadcast session is said to be suc-
cessful if and only if every node x ∈ S has decoded all M user symbols.
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The broadcast session is divided into discrete time-slots. The source nodes ini-
tiate the session by simultaneously broadcasting their symbols in the first time slot
in a non-orthogonal fashion: only a single dimension1 is used for the transmission
of all source symbols. The non-orthogonality of transmissions, in particular, is the
essence of cooperation in our scheme, as we will see in Section 2.2. The discrete-
time baseband signal received by a node at location x from the source nodes in
slot 1, post matched filtering, is
y1(x) =
∑M
m=1
√
Psh(νm, x)sm + w1(x), (2.1)
where Ps is the common source transmit power, h(νm, x) is the wireless channel
coefficient between the source node at νm and the relay at x, and w1(x) is addi-
tive white noise which is i.i.d. zero mean circularly symmetric complex Gaussian
(ZMCSCG) with variance No.
We consider two channel models for exposition. The first model considers the
wireless links to be deterministic coefficients, only accounting for large scale fading
or path loss. In this case, the channel between any two nodes located at u and x
is given h(u, x) =
√
ℓ(u, x), where ℓ(u, x) = (do + |u− x|)−2 is the path loss with
|u − x| the distance between the nodes and do a modeling parameter that takes
into account the carrier frequency, the scattering environment, and antenna gains.
The second model incorporates fading and assumes the wireless channel to
be block faded with frequency-flat slow fading. The channels between any two
different node pairs are assumed to be independent. The channel coefficient is
ZMCSCG, h(u, x) ∼ CN (0, ℓ(u, x)) where the variance accounts for the path loss
and is i.i.d. over each time-slot. We make the following assumption.
1This excludes the opportunistic interference alignment protocol which is covered separately
in Section 2.2.
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A.1. The receiving nodes in the network know the channel gains on their incoming
links through training. This CSI is known without error and is not available at
the transmitters.
To decode the received signal (2.1) all N nodes adopt the same strategy. We
consider three options. Nodes may use: (1) (SU) a single-user receiver, decoding
the message embedded in the “strongest” signal; (2) (SIC) a successive interference
cancellation receiver [82], where the symbols are decoded in the order of decreasing
signal strength; or (3) (SI) a receiver which cancels interference known through
side-information accrued by decoding messages in previous slots [40, 97].
sm is received at x with a certain signal plus residual interference ratio
SINRmk (x). The residual interference includes terms that depend on the SU, SIC
or SI decoding choice. Successful decoding is possible if and only if SINRmk (x) ≥ τ,
where τ is a pre-defined threshold and log2(1+ τ) indicates the rate at which each
source symbol is broadcast in bits/s/Hz. We assume-
A.2. SIC and SI receivers cancel interference perfectly.
From an information theoretic standpoint, under certain conditions, successive
decoding nearly achieves the Shannon capacity in a multiuser AWGNMAC channel
[89, 88]. SIC can also be considered a form of Multi-Packet Reception [80].
Let A = 2{1,...,M} \ ∅ denote the power set of {1, . . . ,M} excluding the empty
set. We introduce the following definition.
Definition 2 (Decoding Event EAk ) The outcome of the decoding operation at
each relay x in slot k is denoted by
EAk = {decoded the set A ∈ A} .
19
We further assume that-
A.3. Nodes are half-duplex.
A.4. Relay x cooperates in the transmission of sm during slot k if and only if it
decoded sm for the first time.
Based on A.4 and the definition of EAk , regardless of the particular cooperative
protocol employed, we make two observations. First, at each time-slot, there is
potentially more than one relay forwarding the same source symbol sm. These
relays transmit their symbols simultaneously under the following assumptions.
A.5. All concurrent transmissions throughout the network are synchronized2 at
the symbol level. Furthermore, the signals of all nodes transmitting in the same
slot are non-orthogonal, i.e., nodes that transmit simultaneously are not allocated
separate communication channels (except in OIA).
Second, in each slot k > 1, relays forwarding symbol sm can be grouped into
sets (whose memberships vary according to the cooperative protocol) which we
also refer to as levels as in [77]. We formalize this notion as follows. Based on the
decoding outcome EAk , we can classify each relay x into one of the following 2M −1
sets:
Definition 3 (Decoding Set SAk )
S
A
k = {x ∈ S : EAk occurred for node x}, A ∈ A,
which permits us to define the set of all relays that forward a particular set A∗ ∈ A
2While the assumption of network-wide clock synchronization is strong, A.5 is an analytical
convenience and not a necessity. In general, quasi-synchronization is a more reasonable assump-
tion. Though one could still use delay diversity methods in that context, the relationship between
the received signal and the communication rate becomes cumbersome. The results obtained under
the assumption of perfect synchronization can provide benchmarks for the general case.
20
of user symbols as follows:
Definition 4 (Level Set T A
∗
k ) The set of relays that forward the user symbols
in set A∗ in slot (k + 1) is
T
A∗
k = S
A∗
k \ (
⋃
A:m∈A∗ T
A
k−1) \ . . . \ (
⋃
A:m∈A∗ T
A
1 ), (2.2)
where the exclusion of the sets ∪A:m∈A∗T Ai , i = 1, . . . , k − 1, corresponds to the
condition that a relay can forward any of the user symbols only once (A.4).
The number of distinct level sets is |A| = 2M − 1. In general, after k steps of
cooperative forwarding, the received signal at a node x is
yk+1(x) =
∑M
m=1 h¯
m
k (x)sm + wk+1(x), (2.3)
where h¯mk (x) is the aggregate channel seen by relay x due to cooperative relaying
of the symbol sm. In the deterministic channel model,
h¯mk (x) =
√∑
A:m∈A
∑
u∈T Ak
P umr ℓ(u, x), (2.4)
where P umr is the power with which relay u transmits sm subject to the constraint∑M
m=1 P
um
r = Pr, and Pr denotes the total relay power available to each relay for
transmission. This model for the channel holds under the assumption:
A.6. In the deterministic channel model only, simultaneously transmitting nodes
employ a distributed orthogonal space-time code [77] designed for a large number
of nodes with the effect that the received power of simultaneously transmitted
symbols is equal to the sum of individual powers.
In the fading channel model, on the other hand,
h¯mk (x) =
∑
A:m∈A
∑
u∈T Ak
√
P umr h(u, x)e
jφum , (2.5)
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where φum ∼ U [0, 2π] is a random phase shift, i.i.d. over both the symbol m being
forwarded and the relay u.
To characterize the information flow across the network, we focus our efforts
on the evolution of the sets T Ak over k. Depending on the channel model, the
memberships of these sets can be either random or deterministic.
Definition 5 (Information flow) The progression, over k, of the level sets
∪A:m∈AT Ak , for a particular user m, is defined as the information flow correspond-
ing to user m.
In both cases, however, from (2.2), its clear that these sets define a discrete-time
dynamical system characterizing the information flow whose solution as k → ∞
indicates whether the broadcast has been successful or not. We examine this in
the subsequent sections.
2.2 Cooperative protocols
We focus on simple decode and forward relaying protocols. The protocols do not
require relay selection - neither in the sense of global TDMA scheduling [31], nor
in the sense of choosing a subset of relays to forward symbols. They also do not
require the creation of hierarchies [64]. These features limit overheads.
The decoding outcome EAk is contingent upon the type of receiver employed
by the relays. Based on the receiver type, we propose two types of forwarding
protocols.
SIC Receiver: In this case, the relays have a variety of forwarding options available
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since they may be able to decode a subset of the M sources that were broadcast.
These options are captured succinctly by the following protocol.
PC. (Power Control Protocol) Power control immediately leads to protocols where
relays may choose to forward symbols from all the users they were able to decode
or just a subset. Power control is useful since it is known that receiving users with
different powers improves the performance of the SIC receiver [88]. Let Mk(x) =
∪ki=1Mi(x) denote3 the history of all the symbols that relay x has decoded till slot
k, where
Mk(x) = {m ∈ A : EAi occurred for node x, ∀ i ≤ k,
and m /∈ Mj(x), ∀ j ≤ k − 1}.
Mk(x) is also the set of new sources that relay x has decoded in slot k. Let Pr
denote the total relay power available to each relay for transmission. Then relay
x transmits the sum
∑
i∈Mk(x)
√
P xir si, subject to
∑
i∈Mk(x) P
xi
r = Pr, (2.6)
where P xir is the power with which relay x transmits si. Note that P
xi
r is a function
of x since relays are allowed to make local decisions regarding the power allocation.
The details of the decision process are provided later. In Section 2.4.1, with fading,
as given in (2.5), each relay multiplies each symbol it forwards by a unit complex
number for decorrelating the channels, thus forming a random beam.
Relays using power control basically perform superposition encoding. This form
of coding is simple in the sense that independent codes can be combined easily at
the transmitter to create new codes by using operations like real addition and
multiplication. In general though, superposition coding is not optimal for the
broadcast channel [82].
3Mk(x) cannot contain repeated elements since elements of a set are unique by definition.
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Motivated by recent work on analog network coding [40] and physical-layer
network coding [97], we also propose a variation of the above protocol.
PCSI. (Power Control with Side Information Protocol) This is similar to protocol
PC with the additional assumption that relay x cancels the interference compo-
nents corresponding to the sources contained in M(x) from all future received sig-
nals. While it improves performance, relays require additional memory resources
to store M(x). Knowledge of the incoming channel gains required for interference
cancellation is assured through assumption A.1.
Single-user Receiver: Alternatively, all relays may employ single-user receivers and
decode only the source mˆ(x) picked according to the following criterion.
SU. (Single User Receiver Protocol) In each slot, relays decode the source mˆ(x)
with the strongest SINR. Relays forward the source mˆ(x) they have decoded with
power Pr if they have not decoded it before (A.4), i.e., mˆ(x) ∈ Mk(x). Thus,
relay x transmits the signal

√
Pr smˆ(x), if mˆ(x) ∈ Mk(x)
0, otherwise.
(2.7)
Motivated by recent work on interference alignment [12], we propose another
single-user receiver protocol for use when the channel has fading. It requires D > 1
dimensions for each transmission.
OIA. (Opportunistic Interference Alignment Protocol) IA requires at least two
dimensions (associated to either time-slots or receive antennas, for example). As-
suming each transmission now consumes D < M dimensions, in contrast to (2.1),
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the length D received vector y at node x in slot 1 is
y1(x) = H1(x)s+w1(x) (2.8)
where s = [s1, . . . , sM ]
T , w1(x) ∼ CN (0, NoI), and H1(x) is a D × M matrix
obtained by stacking the row vectors hd(x) =
√
Ps[h
d(ν1, x), . . . , h
d(νM , x)], 1 ≤
d ≤ D. The channels hd(νm, x) are i.i.d. over d for each fixed m.
OIA opportunistically exploits interference alignment effects that occur during
the relaying process - it is likely that some relays will experience a channel matrix
H1(x) with a high condition number. The key idea is to find the “best” symbol
sm to decode and find beamformers to decode it.
LetH1,\m(x) denoteH1(x) without itsmth column hm1 , [h
1(νm, x), . . . , h
D(νm, x)]
T .
Let λ
\m
D denote the smallest eigenvalue ofH1,\m(x)H
H
1,\m(x) and u
\m
D the associated
eigenvector. Then, x decodes the symbol mˆ where
mˆ = argmax
m
|(u\mD )Hhm1 |2
No + λ
\m
D
. (2.9)
The relay x then transmits the same signal as in (2.7). In subsequent time-slots,
Hk(x) comprises realizations of aggregate channels h¯
m
k (x) instead (c.f. Section
2.4).
OIA requires more sophisticated receivers than protocol SU but it yields better
performance because u
\m
D projects h
m
1 along the direction in which the interference
is the least. Further, compared to SU, λ
\m
D is no bigger than the smallest diagonal
element of H1,\m(x)HH1,\m(x), i.e., λ
\m
D ≤ mind
∑
n 6=m |hd(νn, x)|2. The improve-
ment OIA provides over SU is examined numerically in Section 2.5. Moreover,
since interference alignment effects are opportunistic, we do not require waiting
for long durations to see gains, unlike [56].
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2.3 Deterministic Channel
Studying the protocols in deterministic channels is helpful in understanding their
fundamental behavior. The general problem with M source nodes, however,
has unwieldy combinatorial aspects, especially for protocols PC and PCSI. For
tractability, we restrict our analysis toM = 2 source nodes, located at coordinates
ν1 = 0 and ν2 = L respectively. This simplification allows us to establish a base
case. Increased interference from multiple users implies that the performance of
the broadcast protocols in the general case can be no better. There is a connection
as well to two-way relay strategies [18], that we here generalize in a multi-relay
multi-level setting.
For M = 2, A = {{1}, {2}, {1, 2}}. So, with abuse of notation, we are inter-
ested in characterizing three level sets: T 1k,T
2
k, and T
b
k, where b = {1, 2}. They
denote the sets of relays that forward symbols s1 or s2 exclusively, or both symbols,
s1 and s2, respectively. The two flows start at opposite edges of the network and
move towards each other. Intuitively, for successful broadcast, these flows must
cross each other at some coordinate ζ .
Definition 6 (Flow crossing) Two information flows m and m′, m 6= m′,
cross each other in slot k∗ if max∪A:m∈AT Ak∗ ≤ ζ ≤ min∪A′:m′∈A′T A
′
k∗ and
min∪A:m∈AT Ak∗+1 ≥ ζ ≥ max∪A′:m′∈A′T A
′
k∗+1.
Since the elements of T Ak can be ordered, maxT
A
k and minT
A
k are well-defined.
Crossing of flows is a necessary condition for successful broadcast but insufficient.
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2.3.1 Power Control Protocol (PC)
If a relay x only decodes a single user then it forwards that user’s symbol with
power Pr. On the other hand, if x is able to decode both users, then x allocates
power such that P xmr = ηPr and P
xn
r = (1 − η)Pr, m,n ∈ {1, 2}, m 6= n (Table
2.1). Coefficient η ∈ [0, 1] is chosen locally (see (2.6)) and modulates the power
allocated for relaying each user’s symbol.
EQUAL POWER ALLOCATION
We examine the protocol under the simplifying assumption of equal power alloca-
tion (η = 1
2
) first for understanding. To determine the level sets T ik, i = 1, 2, b,
one needs to know which relays have decoded which symbols: relay x first
checks whether it can decode the symbol sm it receives with the greatest power:
SINRmk (x) ≥ τ . If it is able to decode sm, it cancels the interference sm gener-
ates and checks whether it can decode the other symbol: SNRnk(x) ≥ τ,m, n ∈
{1, 2}, n 6= m. The net effect is that relay x can either decode only symbol sm, or
both symbols sm and sn. Thus, we need to solve the system:
SINRmk (x) =
∑
u∈T mk−1∪T
b
k−1
P ur ℓ(u, x)
No +
∑
u∈T nk−1∪T
b
k−1
P ur ℓ(u, x)
≷ τ, (2.10)
SNRnk(x) = N
−1
o
∑
u∈T nk−1∪T
b
k−1
P ur ℓ(u, x) ≶ τ, (2.11)
Table 2.1: Power Control in Protocol PC
s1 s2 Condition
√
ηPr
√
(1− η)Pr if x decoded s2 first√
(1− η)Pr
√
ηPr if x decoded s1 first
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m,n ∈ {1, 2}, m 6= n, where the signal power relay x receives from user m is
computed using (2.4). Solving (2.10) and (2.11) for x is complicated.
Remark 1 The information flow dynamics for this case and even the general case
withM users for a finite sized network can be obtained by solving the system (2.10)-
(2.11) numerically. We also show the broadcast efficacy of the protocols through
simulation in Section 2.5 for networks with up to M = 5 users.
To characterize the sets T ik analytically we resort to asymptotics. We let the
network become infinitely dense by letting the number of nodes N → ∞. This
technique has also been used in [77, 81] to wash out the randomness associated
with the random node deployment in the network. Concurrently, we let the relay
transmit power vanish, Pr → 0, so that the relay transmit power per unit area
remains constant Prρ → const, where ρ = NL is the node density of the network.
Using Theorem 1, from [77], we know that in the limit N → ∞, Pr → 0, for
m = 1, 2, ∑
u∈T mk−1∪T
b
k−1
P ur ℓ(u, x)→
∫
T
m
k−1∪T
b
k−1
P ur ρℓ(u, x)du. (2.12)
Intuitively, every infinitesimal area du has ρdu nodes that transmit. This trans-
forms our discrete-valued combinatorial problem to a real-valued, though non-
linear, one. In this infinitely dense regime, the level sets T mk−1 are, in general,
unions of continuous intervals. Even with this simplification, (2.10)-(2.11) is a sys-
tem comprising high order equations in x that remains difficult to solve. It turns
out, however, we can show there is a structure to the level sets and their evolution.
If we solve the system (2.10)-(2.11) numerically, as shown in Fig. 2.1 for one
choice of network parameters, level sets for both users initially form at their re-
spective source locations, 0 and L. Then the sets progressively move toward each
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Figure 2.1: The initial level sets T 11 and T
2
1 form at 0 and L = 100 re-
spectively and then begin moving toward each other. The level
membership of each node x is indicated by I{T ik}
(x), i = 1, 2, b,
where I{·}(·) denotes the indicator function. Level memberships
across time slots are color coded. The figure was generated by
solving the system (2.10)-(2.11) numerically.
other before crossing over at ζ = L
2
and continuing to L and 0 respectively. In
general, in each slot k, the level sets belong to one of four network states, denoted
by Lk. Furthermore, given the current state Lk we can predict the next state
Lk+1, prior to the crossing of flows. The proof of these claims constitutes the main
result of this section.
First consider the network state immediately after the original broadcast of
symbols in k = 0. Since an SIC receiver decodes signals in order of decreasing
strength and both source transmit powers are identical, all relays x ≤ L
2
decode s1
first while relays x > L
2
decode s2 first. By definition, T
1
1 is the set of all nodes
that decode only symbol s1, i.e., x ∈ T 11 only if SINR11(x) ≥ τ ∩ SNR21(x) < τ .
So, x ∈ T 11 only if x ≤ L2 . The precise characterization of the level sets in k = 1 is
given by the following Lemma.
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Lemma 1 When x∗0 and x¯0 denote the respective solutions of SINR
1
1(x) = τ and
SNR21(x) = τ , which we find to be
x∗0 ≥
(
τNo
Ps
+ (
1 +
√
τ
L+ 2d0
)2
)− 1
2
− d0, x¯0 = L+ d0 −
√
Ps/τNo,
the network state L1 satisfies the following statements:
(i) If no feasible x∗0 exists in the interval (0,
L
2
] then the flows stop and no further
transmissions occur.
(ii) Otherwise, the network state L1 is L
(1)
1 if x¯0 > x
∗
0, L
(2)
1 if x¯0 < 0, and L
(3)
1
if x¯0 < x
∗
0, where the three network states L
(1)
1 , L
(2)
1 , and L
(3)
1 are defined in Fig.
2.3.
Proof First note that the level sets must be symmetric about L
2
(c.f. Fig. 2.3).
To see why, note that SINR11(x) = SINR
2
1(L−x) because of symmetry in the path
loss function ℓ(u, x) = ℓ(L − u, x) and equal transmit power allocation. Similarly
SNR11(x) = SNR
2
1(L− x). Therefore, it is sufficient to consider x ∈ (0, L2 ].
The proof is simple. We show that SINR11(x) = τ and SNR
2
1(x) = τ have
unique solutions x∗0 and x¯0 since path-loss ℓ(u, x) is monotonic. The solutions of
SINR11(x) ≥ τ and SNR21(x) < τ are therefore contiguous intervals. Comparing
these intervals results in the Lemma.
Let θ(x) = (x+ do)
−2 and ψ(x) = τ(d0 + L − x)−2; these functions are shown
in Fig. 2.2 and satisfy-
(i) θ′′(x) > 0 and ψ′′(x) > 0, ∀x, so they are convex.
(ii) limx→∞ θ(x) = 0 and limx→−∞ ψ(x) = 0.
(iii) θ′(x) < 0 and ψ′(x) > 0, ∀x ∈ (0, L), so θ(x) and ψ(x) are monotonically
decreasing and increasing respectively in this interval.
We find a unique feasible solution x∗0 in the range of interest (0,
L
2
]. Recall,
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Figure 2.2: x′′ is the lower bound to the exact solution, x∗0, of the quartic
equation in (2.13). The figure is not to scale.
SINR11(x) =
Psℓ(0,x)
No+Psℓ(L,x)
. Using the definitions of the path loss and the functions
defined above, we can rewrite SINR11(x) = τ as
θ(x) = τNo/Ps + ψ(x), (2.13)
which is a quartic equation in x. We bound its solution.
From properties (i) - (iii), θ(x)− ψ(x) = 0 can have at most one real positive
root. The solution of θ(x) − ψ(x) = 0, is x′ = [L + do(1 −
√
τ )](1 +
√
τ)−1. Now
consider (2.13). The function τNo/Ps + ψ(x) satisfies properties (i) and (iii) and
limx→−∞ τNo/Ps + ψ(x) = τNo/Ps. Therefore, (2.13) must have a unique real
positive root x∗0 in (0,
L
2
] such that x∗0 ≤ x′. Using property (iii), x∗0 can be lower
bounded as
x∗0 ≥ x′′ = θ−1 (τNo/Ps + ψ(x′)) , (2.14)
which can be simplified to x∗0 ≥ ( τNoPs +(
1+
√
τ
L+2d0
)2)−
1
2−d0, which implies SINR11(x) ≥ τ
if x ≤ x∗0.
By definition, T b1 is the set of all nodes that decode both s1 and s2. Equivalently,
x ∈ T b1 if (SINR11(x) ≥ τ ∩ SNR21(x) ≥ τ)
⋃
(SINR21(x) ≥ τ ∩ SNR11(x) ≥ τ),
where the union of events accounts for the possibility that the SIC receiver at x
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may decode either s1 or s2 first depending on which source it is physically closer
to.
We have already solved for x: SINR11(x) ≥ τ . Noting that SNR11(x) =
Psℓ(L, x)/No, one can verify that for x ≤ L2 , SNR21(x) < τ only if
x ≤ x¯0 = L+ d0 −
√
Ps/τNo. (2.15)
We can determine the network state L1 by comparing x
∗
0 and x¯0. If x¯0 > x
∗
0, then
no nodes are able to decode both sources and T b1 = ∅. In this case, r1 = x∗0,
leading to L
(1)
1 . If r0 < x¯0 < x
∗
0, then some nodes are able to decode both sources
and T b1 = (r1, q1] ∪ [L − q1, L − r1) where r1 = x¯0 and q1 = x∗0, leading to
L
(3)
1 . The union with the interval [L − q1, L − r1) follows by repeating the above
process for relays x > L
2
. Finally, if x¯0 ≤ r0 = 0, then T 11 = T 21 = ∅ and
T
b
1 = (0, r1] ∪ [L− r1, L), leading to L(2)1 .
At this point, we note that given the current the network state Lk, the state
in the next time-slot k+1 is known through Lemmas 2 - 4. We note the following
before stating the Lemmas.
Remark 2 Network states in consecutive slots, e.g., L1 and L2, touch each other,
as shown in Fig. 2.1. This is a consequence of the monotonicity of the path-
loss function ℓ(u, x) which guarantees that the solutions of SINR12(x) = τ and
SNR22(x) = τ are unique. An implication of this is that as the two information
flows move toward the center, they cover all nodes in their paths.
Let rk denote the right boundary of the level set T
1
k with initialization r0 = 0.
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Figure 2.3: Four network states are possible, as specified in Theorem 1. For
clarity, intervals on the real line are represented as rectangles.
Lemma 2 Let ∆k = rk − rk−1. If the current network state is L(1)k , the next state
is determined by the following criteria.
(a) The information flows must be contained within the open interval (rk, L− rk).
(b) The solutions of SINR1k+1(x) = τ and SNR
2
k+1(x) = τ are x
∗
k and x¯k where
x∗k ≥
rk + rk−1
2
+
1
2
√
∆2k + 4
(
τN0
Prρ∆k
+ ψ(x′k)
)−1
− d0,
x¯k = L− rk + rk−1
2
− 1
2
√
∆2k + 4Prρ∆k/τN0 + d0,
where ψ(x) , τ(L − x + d0 − rk)−2, θ(x) , (x + do − rk)−1(x + do − rk−1)−1 and
x′k is the solution of θ(x) = ψ(x). Then,
Lk+1 =


L
(1)
k+1, if x¯k > x
∗
k,
L
(2)
k+1, if x¯k < rk,
L
(3)
k+1, if rk < x¯k < x
∗
k.
(2.16)
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(c) If no feasible x∗k exists in the interval (rk,
L
2
] then the flows stop and no further
transmissions occur.
Proof See Appendix A.1.
Lemma 2 generalizes the result of Lemma 1 to an arbitrary slot k ≤ k∗. Statement
(b) implies that if the current network state is L
(1)
k then the information flows must
always move toward the center of the network or stop completely. They cannot
cross each other from state L
(1)
k .
Remark 3 ∃ critical threshold τ ∗ s.t. if τ > τ ∗ then Lk = L(1)k with ∆k+1 <
∆k, ∀k > 0, i.e., the flows terminate without ever crossing.
Lemma 3 If τ > 1 and the current network state is L
(2)
k then all transmissions
cease in slot k + 1.
Proof Consider any x ∈ S. From the definition of L(2)k in Fig. 2.3, x receives
either symbol with power Prρ/2
∫ rk
rk−1
ℓ(u, x)du + Prρ/2
∫ L−rk−1
L−rk ℓ(u, x)du. From
(2.10), this means SINRmk+1(x) < τ for any m ∈ {1, 2}, provided τ > 1. Since this
is true ∀ x ∈ S, all flows terminate.
We have shown so far that states L
(1)
k and L
(2)
k do not permit the information
flows to cross. Unless the flows cross, which can happen only from states L
(3)
k or
L
(4)
k , as we now show, the broadcast cannot succeed.
Lemma 4 If the current network state is L
(3)
k , the following statements hold:
(a) Using an asymptotic approximation, under the condition
1− τ
2d0
<
τNo
Prρ
+
rkτ
(L− qk + 2d0)(L− qk − rk + 2d0) −
rk
qkQk
,
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the next state Lk+1 is one of types defined in Fig. 2.3 and is contained in the
interval (qk, L− qk).
(b) Let Qk = qk − rk (see Fig. 2.3). The information flows cross if the following
condition is satisfied:
Prρ(∆k +Qk) > τN0(L− 2rk−1 + d0)2. (2.17)
A similar result holds for state L
(4)
k , with modified conditions.
Proof See Appendix A.2.
When both statements of Lemma 4 hold at k∗ then we say that the level sets have
split, i.e., they are no longer contiguous. When this happens, it becomes difficult
to characterize Lk+1 because finding the boundaries becomes non-trivial.
We summarize the results presented so far in Theorem 1 below. It gives the
necessary conditions for the crossing of information flows in slot k∗ and shows how
the flows evolve up till that point.
Theorem 1 Consider protocol PC with equal power allocation and assume τ >
1. The following statements hold ∀ k ≤ k∗, where k∗ is the slot in which the
information flows cross:
(i) Network state Lk must be one of the four types in Fig. 2.3.
(ii) As the two information flows move toward the center they cover all nodes in
their paths.
(iii) Only states L
(3)
k and L
(4)
k permit the flows to cross.
Proof (i) The first network state is L
(1)
1 -L
(3)
1 by Lemma 1. By Lemma 2, L
(1)
k
can only be followed by L
(1)
k+1-L
(3)
k+1. Lemma 3 showed that flows die after L
(2)
k .
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Finally, Lemma 4 showed that L
(3)
k can lead to any of the four possible states. The
same holds for L
(4)
k .
(ii) This is a consequence of the monotonicity of the path-loss function ℓ(u, x)
which guarantees that the solutions of SINRmk (x) = τ and SNR
m
k (x) = τ , m 6= n ∈
{1, 2} are unique.
(iii) Follows from Lemmas 1 - 4.
It is easy to see that because of equal power allocation, the level sets T 1k and
T
2
k must remain symmetric ∀k, even after the information flows cross.
VARIABLE POWER ALLOCATION
We now discuss protocol PC with η ∈ [0, 1]. Note that until the joint level sets T bk
form no power control is invoked and the evolution of level sets remains identical
to Section 2.3.1. It is known that SIC receivers perform better when the power
levels of the received signals are easily distinguishable. Power allocation helps
with this. Although the optimum η is hard to compute analytically4, we show that
unlike Lemma 3, under certain conditions flows can cross from state L
(2)
k for some
η > 0.5.
Lemma 5 Let ∆k = rk−rk−1. If the current network state is L(2)k , the information
flows can cross if η = 1 and
τ(L− 2rk−1 + d0)−2 ≤ (d0 +∆k)−2 − τNo(Prρ∆k)−1. (2.18)
4The computational complexity of the power allocation problem is independent of the network
size N and number of users M since η is chosen locally (Table 2.1).
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Proof See Appendix A.2.
The condition above ensures that the interference from the transmission of symbol
sm is low enough to permit symbol sn, m 6= n, to be decoded. While Lemma 5 does
not guarantee that flows will cross, the possibility of it happening is interesting.
Intuitively, relays should allocate more power for the transmission of the sym-
bol received feebly (i.e., decoded second) because its information flow requires
assistance in crossing. We call this the last go first (LGF) transmission rule. From
Table 2.1, this suggests an optimal value of η > 0.5 and this is borne out in sim-
ulations (c.f. Fig. 2.4(a)). In Section 2.5 we numerically show the optimal value
of η approaches 1. LGF shows that in contrast to simply forwarding the sum of
received signals as in analog network coding, its better to forward a weighted sum
where the signal received weakly is weighted more.
2.3.2 Power Control with Side-Information Protocol
(PCSI)
Relays that have already decoded the symbol of at least one user can exploit this
side-information and cancel out interference components corresponding to these
decoded users from all future received signals. In the case of two users, as soon as
a relay has decoded the symbol of one user, it no longer experiences any interference
in decoding the second user. The subsequent set memberships of such a relay are
analogous to the evolution of level sets when a single user broadcasts its symbol, as
addressed in [77]. Intuitively, this makes it much easier for the information flows
to cross, improving the performance of the broadcast protocol.
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No relays can have the opportunity of using side information for k < 2 so
Lemma 1 holds. For k ≥ 2, the following result shows that in contrast to Theorem
1, it is possible for the flows to cross from each network state.
Lemma 6 The use of side-information by the nodes enables the information flows
to cross from each of the network states defined in Theorem 1.
Proof See Appendix A.3.
Since the use of side-information allows the information flows to cross from each
network state, it can only improve the broadcast latency compared to protocol PC.
2.3.3 Extension to M Users
Due to additional interference, it is not straightforward to extend the analytical
characterization of the level sets to an arbitrary number of users in a linear network.
However, one can formulate a necessary condition for the successful broadcast of
M users based on the conditions derived earlier for the crossing of information
flows of two users.
Lemma 7 The messages of M users in a linear network can be broadcast suc-
cessfully only if the information flows of any two users, considered as a pair while
neglecting the interference from all other users, can cross each other. This provides
a necessary condition. There are
(
M
2
)
= M(M−1)
2
possible pairs of users that one
must check.
This necessary condition is applicable to both protocols PC and PCSI. Note
that the stated condition is not sufficient for successful broadcast.
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2.3.4 Single-User Receiver Protocol (SU)
In this protocol, relays use single-user receivers and simply decode and forward the
source symbol that they receive with the greatest power, provided that they have
not already forwarded that source before. Relays do not exploit side-information.
Surprisingly, under the deterministic channel model, this protocol does not support
successful broadcast of even two users’ messages.
Lemma 8 Under the deterministic channel model, cooperative protocol SU does
not permit the crossing of information flows. Therefore, it cannot support success-
ful broadcast.
Proof The proof is straightforward. If single-user receivers are used, T bk = ∅, ∀k,
i.e., relays cannot decode more than one source symbol in a given slot. Therefore,
the network state must be L
(1)
k , ∀k. However, in Lemma 2 we showed that the
information flows can never cross from state L
(1)
k . Since the flows cannot cross,
the broadcast session must terminate unsuccessfully.
We will see, in Section 2.4.3, where we analytically characterize protocol SU for
the general case of M users, that it does not guarantee successful broadcast even
under a channel model that incorporates fading.
2.4 Fading Channel
We now consider a channel model with fading (c.f. Section 2.1). Before analyzing
the cooperative protocols in depth, we discuss how channel randomization induced
by fading allows some “lucky” relays to decode source messages that they would
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not have been able to decode if the channel was deterministic. Such opportunistic
gains have been noted in prior literature, e.g. [87].
The opportunistic gains are demonstrated most easily by considering both M
and N in the limit while keeping the network size fixed. Assume the source nodes
are located randomly in S. In the deterministic model without fading, it is clear
that in the first time slot limM→∞ SINRm1 (x) = 0, ∀ m, and ∀x ∈ S, because the
interference grows unboundedly. This means none of the messages broadcast by
the source nodes will be decoded.
In contrast, in the fading model, assuming all channels h(νm, x) are i.i.d. stan-
dard complex normal and neglecting path-loss for a moment, each source node is
able to recruit multiple relays for forwarding its message, as shown by the following
lemma.
Lemma 9 Under protocol PC, when all channels are i.i.d., each source node is
able to recruit Θ(logN) relays to help forward its message in the first time slot
k = 1 in the limit of large N provided M scales as O(logN).
Proof See Appendix A.4.
It is worth noting that these opportunistic gains will arise in subsequent time slots
and for finite M as well although the gains may be diminished (reflected in the
number of relays recruited per source) when we include path-loss considerations.
Thus, we expect the cooperative protocols to exhibit lower broadcast latency when
the channel is fading impaired.
In order to characterize the information flow across the network, we study the
evolution of the level sets ∪A:m∈AT Ak over k. In any given instance of the protocol,
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however, the memberships of these sets are random. Accordingly, define-
Definition 7 (Level probability PA
∗
k (x)) The level probability P
A∗
k (x) is de-
fined on a per node basis. It is the probability that relay x belongs to level set
T
A∗
k in slot k: P
A∗
k (x) = P (x ∈ T A
∗
k ).
The system dynamics, which are now stochastic, are captured by these level prob-
abilities. The following simplification will be used in the sequel.
PA
∗
k (x) = P (x ∈ T A
∗
k )
(a)
= P
[
x ∈ SA∗k ∩k−1i=1 [∩A:m∈A∗S¯Ai ]
]
(b)
= P (x ∈ SA∗k )
∏k−1
i=1 P (x ∈ ∩A:m∈A∗S¯Ai ), (2.19)
where (a) follows by substituting the definition of T Ai and applying the distributive
law of set operations recursively to (2.2) and (b) follows because, as we will see in
each of the protocols, the aggregate channel gains |h¯mi (x)|2 are independent over i
(A.4). The latter product of k terms in (2.19) accounts for assumption A.4: if x
has forwarded any symbol sm for m ∈ A∗ in prior slots then x /∈ T A∗k .
Computing PA
∗
k (x) for arbitraryM is not straightforward for protocols PC and
PCSI - they utilize SIC receivers so there will be 2M−1 different level probabilities
to compute. We will restrict attention to M = 2 for protocols PC and PCSI.
Protocol SU, in contrast, only requires M level probabilities and we are able to
analyze it for M users.
2.4.1 Power Control Protocol (PC)
Recall the aggregate channel from (2.5). It is Gaussian:
h¯mk (x) ∼ CN
(
0,
∑
A:m∈A
∑
u∈T Ak
P umr ℓ(u, x)
)
.
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The independent phase rotations serve to de-correlate the channels5 h¯ik(x) and
h¯jk(x), i, j ∈ {1, 2}, i 6= j,. Without the phase rotations the channels would be
correlated since some relays forward multiple symbols. This method can also be
used to induce fluctuations in deterministic channels and improve performance, as
in opportunistic beamforming [87]. Using (2.19) and letting b = {1, 2}, we have
the following result.
Lemma 10 Consider two independent users that wish to broadcast their messages
using protocol PC, with equal power allocation. Under the continuum limits N →
∞ and Pr → 0, the rate of the aggregate channel gain |h¯mk (x)|2, an exponential
RV, is
µmk (x) =
(∫
S ℓ(u, x)
(
PrρP
m
k (u) +
Prρ
2
P bk(u)
)
du
)−1
,
for m = 1, 2. Dropping the node index x, define the functions
θk(µ
1, µ2) = e−τNoµ
1
k(1− e−τNo(µ2k+τµ1k))/(1 + τµ1k/µ2k),
ωk(µ
1, µ2) = e−τNoµ
1
k/(1 + τµ1k/µ
2
k),
γk(µ
1, µ2) = ωk(µ
1, µ2)− θk(µ1, µ2),
Γk(µ
1, µ2) = (ωk(µ
1, µ2) + γk(µ
2, µ1))
∏k−1
i=1 (1− Γi(µ1, µ2)).
Then, for k > 0, the per node level membership probabilities under the condition
that τ > 1 are
P 1k+1(x) = Γk(µ
1, µ2), P 2k+1(x) = Γk(µ
2, µ1),
P bk+1(x) = (γk(µ
1, µ2) + γk(µ
2, µ1))
∏k−1
i=1 (1− ωi(µ2, µ1)− ωi(µ1, µ2)).
Proof See Appendix A.5.
5This is easy to show because the channels h(u, x) are ZMCSCG.
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(µmk (x))
−1 has a nice interpretation as the power received at x from the cooper-
ative transmission of sm in slot k. While the expressions for the level probabilities
do not provide insights directly, using them we can bound the decoding threshold
τ for each user.
Lemma 11 Protocol PC with equal power allocation can support the broadcast of
the messages of two users provided the threshold τ is at most 2Prρ log 3
Nodo
.
Proof From Lemma 10,
P 1k+1(x) = Γk(µ
1, µ2) ≤ ωk(µ1, µ2) + γk(µ1, µ2)
≤ e−τNoµ1k(x) + e−τNoµ2k(x). (2.20)
Through similar manipulations we obtain identical upper bounds for P 2k+1(x) and
P bk+1(x). Using the definition of µ
m
k (x) from Lemma 10, µ
m
k (x) ≥
(Prρ
(
sup
u∈S P
m
k (u) +
1
2
sup
u∈S P
b
k(u)
) ∫
S ℓ(u, x)du)
−1,
where
∫
S ℓ(u, x)du =
2
do
− 1
do+x
− 1
do+L−x ≤ 2do .
Let gik+1 = supx∈S P
i
k+1(x), i = 1, 2, b and let gk = [g
1
k, g
2
k, g
b
k]
T . The evolution
of the level probabilities, in terms of the upper bounds, can now be written as a
non-linear dynamical system
gk+1 ≤ (e
−τNodo
2Prρ(g
1
k
+gb
k
/2) + e
−τNodo
2Prρ(g
2
k
+gb
k
/2) )1, (2.21)
where 1 is the all one vector. The solution to such non-linear systems is in general
non-trivial.
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We proceed by deriving a linear upper bound. Divide both sides of (2.21) by
g1k + g
2
k + g
b
k. Using the Kuhn-Tucker conditions, we can show that the system
below has a maximum at exp(−τNodo/2Prρ):
max
e
−τNodo
2Prρ(g
1
k
+gb
k
/2) + e
−τNodo
2Prρ(g
2
k
+gb
k
/2)
g1k + g
2
k + g
b
k
s.t. 0 ≤ g1k, g2k, gbk ≤ 1.
We can therefore write the dynamical system as
gk+1 ≤ exp(−τNodo/2Prρ)B gk, (2.22)
where B is a 3 × 3 all-one matrix. Equivalently, gk ≤ exp(−kτNodo2Prρ )Bkg1. The
eigenvalues of B are λ(B) = [3, 0, 0]T . Its clear that if exp(−τNodo
2Prρ
)λmax(B) < 1
then limk→∞ gk = 0, i.e., all level probabilities vanish. Solving for τ such that this
inequality is satisfied yields τ > 2Prρ log 3/Nodo as desired.
Naturally, the threshold cannot exceed this bound when M > 2 because inter-
ference will be greater. This leads to the following statement, analogous to Lemma
7, for the general case with M users.
Corollary 1 The broadcast of M users using protocol PC cannot be successful if
the decoding threshold τ is greater than 2Prρ log 3
Nodo
per user.
2.4.2 Power Control with Side Information Protocol
(PCSI)
The use of side-information intuitively provides performance gains over protocol
PC. Below we provide the level probabilities for protocol PCSI with M = 2.
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Lemma 12 Let P ik(x), i = 1, 2, b, denote the level probabilities for protocol PC.
Then, the level probabilities for protocol PCSI, with equal power allocation, for
k > 1 with m,n ∈ {1, 2}, m 6= n, are
P¯mk+1(x) = e
−τNoµmk (x)(
∑k
j=1 P¯
n
j (x))
∏k
i=1(1− Pmi (x))
+Pmk+1(x)(1−
∑k
j=1 P¯
n
j (x)),
P¯ bk+1(x) = P
b
k+1(x), where
µmk (x)=
(∫
S ℓ(u, x)
(
PrρP¯
m
k (u) +
Prρ
M
P¯ bk(u)
)
du
)−1
is the rate of the aggregate channel gain |h¯mk (x)|2 in the continuum limit. The level
probabilities remain unchanged from protocol PC in k = 1.
Proof See Appendix A.6.
The level probabilities P¯ bk+1(x) corresponding to the joint level set T
b
k+1 remain
unchanged from protocol PC since x ∈ T bk+1 can only occur if x has no prior side-
information. Verification of the expressions is provided in Section 2.5.
2.4.3 Single-User Receiver Protocol (SU)
Unlike protocols PC and PCSI which use SIC, level probabilities are simpler to cal-
culate for SU because we haveM unique decoding events ǫAk , A ∈ A = {1, . . . ,M},
and therefore just M unique level sets. Therefore, we are able to analyze the pro-
tocol with M users.
Lemma 13 Consider M independent users that wish to broadcast their messages
using protocol SU. The rate of the aggregate channel gain |h¯mk (x)|2, an exponential
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RV, is
µmk (x) =
(
Prρ
∫
S ℓ(u, x)P
m
k (u)du
)−1
. (2.23)
Then, assuming τ > 1, the level probabilities characterizing the evolution of the
level sets are given by Pmk+1(x) =
M∏
i=1,
i6=m
µik(x)
M∑
j=1,
j 6=m
e−τN0µ
m
k (x)(µmk (x) +
µjk(x)
τ
)−1∏M
s=1,
s 6=j
(µsk(x)− µjk(x))
k∏
ℓ=1
(1− Pmℓ (x)).
Proof The channel h¯mk (x) =
∑
u∈T mk
√
Prh(u, x)e
jφu is ZMCSG with variance
Pr
∑
u∈T mk ℓ(u, x). Following [77], in the limit N → ∞, Pr → 0, the variance
converges a.s. to Prρ
∫
S ℓ(u, x)P
m
k (u)du.
Denote the aggregate channel gain |h¯mk (x)|2 by Zm. It is easy to see that Zm
has an exponential distribution with rate µmk (x) as defined in the statement of the
theorem. Zm are mutually independent but non-identically distributed (i.n.i.d.)
since the level sets T mk must be disjoint but not identical.
The probability that node x belongs to level T mk+1 is the probability of the joint
event that symbol sm was received with the greatest power and SINR
m
k+1(x) ≥ τ .
Then, again using (2.19), we have Pmk+1(x) = P (x ∈ Smk+1)
∏k
ℓ=1 P (x ∈ S¯mℓ ), where
P (x ∈ S¯mℓ ) = 1− Pmℓ (x) and
P (x ∈ Smk+1) = P
(
Zm
No+
P
i6=m Zi
≥ τ ∩ Zm ≥ maxi6=m Zi
)
= EZmP
(∑
i6=m Zi ≤ zm−τNoτ ∩maxi6=m Zi ≤ zm
)
= EZmP
(∑
i6=m Zi ≤ zm−τNoτ
)
(2.24)
where the last equality holds since the event
∑
i6=m Zi ≤ zm−τNoτ implies event
maxi6=m Zi ≤ zm for τ > 1. At this point, we note that the distribution of the sum
W =
∑
i6=m Zi of inid exponential random variables is known to be
fW (w) =
(∏M
i=1,
i6=m
µik(x)
)∑M
j=1,
j 6=m
e
−wµ
j
k
(x)
QM
s=1,
s6=j
(µsk(x)−µjk(x))
.
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We use this distribution to compute the probability in (2.24) and then take
the expectation with respect to Zm, being mindful of the region of integration,
Zm ∈ [τNo,∞], to obtain the final expression for the level probability.
Next, using (2.24), we upper bound the level probability using the Markov
inequality. For any θ > 0, Pmk+1(x)
≤ EZm
{
eθ
zm−τNo
τ
}
E
{
e−θ
P
i6=m Zi
}∏k
ℓ=1(1− Pmℓ (x))
=
µmk (x)e
−τNoµmk (x)
µmk (x)− θ/τ
∏M
i=1,
i6=m
µik(x)
θ+µik(x)
∏k
ℓ=1(1− Pmℓ (x)).
Recall, µik(x) is the reciprocal of the power received at x from the cooperative
transmission of si. When the received power for si, for some i, is very large, µ
i
k(x)
approaches 0, implying Pmk+1(x) → 0, ∀m 6= i. If we assume on the other hand
that µik(x) > 0, ∀i, it is clear that for M large enough, the middle product term
vanishes ∀θ > 0, forcing Pmk+1(x)→ 0, ∀m, so not all messages can be broadcast.
The most likely scenario is that as M becomes large, the received power for
many symbols si will become small since only a few relays will be able to decode
si due to interference. So µ
i
k(x), for such i, will become large and
µik(x)
θ+µik(x)
→ 1. In
this environment with reduced interference, the propagation of a few flows m 6= i
will be able to continue and their broadcast will be successful. We call this the
capture effect.
Thus, for M sufficiently large, Pmk+1(x) → 0, ∀k > 1, for at least some m.
So single-user receivers as outlined in protocol SU do not permit effective multi-
plexing of the information of a large number of users because the system becomes
interference limited.
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Figure 2.4: (a) The optimal value of η is numerically found to be 0.95 for
protocol PC (with fading), M = 2. (b) Outage probabilities for
protocol PC (with fading).
2.5 Performance Analysis
We provide results supporting our analysis of the cooperative protocols under
fading. The simulation setup is as follows. Consider a dense network of length
L = 100 with N = 1600 nodes. Starting at coordinate 0, M users are located at
intervals of length L
M−1 . We assume that all user messages have a rate 2.5 bits/s/Hz
and relay transmission power Pr.
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Consider protocol PC under fading. For M = 2, Fig. 2.4(a) shows that the
optimal value of the power control parameter is η = 0.95, verifying out intuition
from Section 2.3.1. In fact, the worst broadcast success rate is observed when
nodes that have decoded the messages of multiple users allocate equal power for
forwarding each message (η ≈ 0.5).
To understand the reliability of broadcast, define a per node outage probability
Pout(x). A node is in outage if it does not receive all the broadcast messages by
the end of the session. Fig. 2.4(b) shows the outage probabilities for M = 1, 3, 5.
Outages are most likely in the neighborhoods where two or more information flows
cross - we observe M peaks. This is not surprising since nodes encounter the
greatest interference in these regions. Outage probabilities for protocol PCSI (with
fading) look very similar.
Now consider protocol PCSI with fading. We verify Lemma 12 for M = 2
users in Fig. 2.5. The two users are located at coordinates 0, and L and the two
information flows originate from these points in k = 0. The analytical result from
Lemma 12 is shown by smooth black curves. The level probabilities obtained via
Monte Carlo trials are depicted by wiggly colored curves. Each color denotes a
different time slot. We observe that the two sets of curves match, verifying the
analytical expression. The slight discrepancy exists because we approximate an
infinitely dense network with a finite number of nodes. Since probabilities P¯mk+1(x)
are expressed in terms of the level probabilities Pmk+1(x) of protocol PC, this also
verifies Lemma 10.
Finally, we compare the protocols SU and OIA, with fading, for M = 3 users
located at 0, L/2, and L. We implemented OIA such that D = 2 dimensions are
used per transmission. The level probabilities obtained numerically are plotted in
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Figure 2.5: Verification of analytical level probability expressions for protocol
PCSI (M = 2, fading channel). The expression from Lemma 12
(shown in smooth black curve) is superimposed on the Monte
Carlo level probabilities (shown in squiggly colored curves).
Figs. 2.6(a)-2.6(b). OIA displays higher level probabilities as marked by the black
ellipses, implying greater chances of successful broadcast. As M becomes large, D
could be increased in parallel (but a a slower rate to maintain D ≪M) to improve
the likelihood of successful broadcast.
2.5.1 Comparison with Flooding Algorithms
We now compare the cooperative protocols to non-cooperative flooding algorithms.
Probabilistic flooding [72] is one class of algorithms that optimizes flooding. The
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Figure 2.6: Numerical level probabilities for protocol SU (a) and for protocol
OIA (b) are shown for M = 3 users (both with fading). Time-
slots are color coded and indicated with text. The black ellipses
indicate the areas where OIA exhibits higher level probabilities.
idea is to minimize channel contention and message redundancy by requiring each
node to forward the message with a certain forwarding probability p. These al-
gorithms degenerate to pure flooding algorithms when p = 1. Furthermore, both
these algorithms are distributed and very simple in terms of the resources required
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of the nodes, as opposed to say [69, 90, 79, 33]. They are, therefore, similar to the
cooperative protocols in terms of overheads. To benchmark the proposed coopera-
tive broadcast protocols we compare their latency with the probabilistic and pure
flooding algorithms.
Message passing in non-cooperative flooding algorithms is asynchronous while
the cooperative protocols assume a time-slotted network. To have a meaningful
comparison, we simulated a centralized implementation of the flooding algorithms
in a synchronous time-slotted network. The duration of each time slot is the actual
message duration plus the propagation and processing delays such that the nodes
can complete all forwarding or reception and decoding operations in one time slot.
The time slot duration for the cooperative protocols is the same.
Two nodes u and x are said to be connected if |u − x| ≤ R, where R is the
transmission range and is picked in the following manner for a fair comparison.
We assume that all user messages have a rate 2.5 bits/s/Hz and relay transmission
power Pr, in both the flooding algorithms and the cooperative protocols. Messages
transmitted by node u are received and decoded by node x in an error-free manner
provided that log(1+SNR(u, x)) ≥ 2.5 bits/s/Hz and there are no packet collisions.
Using the usual definition SNR(u, x) = Prℓ(u, x)/No, with path loss exponent
β = 2, this condition is equivalent to R ≤
√
Pr
τNo
− do. Similar results are obtained
for β > 2.
Nodes are half-duplex and are assigned indices. If a node x receives user m′s
message in slot k successfully and decides to forward it, then it does so in slot k+1.
CSMA/CD MAC is used, i.e., the network uses both carrier sensing and collision
detection. If neighbors of x also attempt to transmit messages in slot k + 1 then
all but one of the transmitting nodes detect that the medium is busy and back
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off. Since our implementation is centralized, the node with the smallest index is
allowed to complete its transmission. Similar results are observed when a random
node is allowed to win the contention instead.
Define the success rate to be the fraction of nodes that receive the messages
broadcast by all users. We fix success rate > 0.9 for both flooding algorithms and
the cooperative protocols (except protocol SU) in our simulations.
Fig. 2.7(a) highlights that because the cooperative protocols operate purely in
the physical layer and there are no retransmissions, 100% success rates in a fading
channel are not guaranteed. In contrast, probabilistic flooding utilizes CSMA/CD,
so one can achieve perfect success rates provided the p is chosen appropriately.
Fig. 2.7(a) shows the success rates versus M for cooperative protocols PC and
PCSI under the fading channel, using equal power allocation. Notably, protocol
PCSI yields better success rates as M increases. This demonstrates the gains
extracted by using side-information. Fig. 2.7(a) also shows that for the same
parameters as the other two protocols, the success rates for protocol SU with fading
are very low. In other words, as M grows, the broadcast has a low probability of
success if nodes use single-user receivers. The performance forM = 1 is identical in
all protocols, as expected. Therefore, if the application only requires the broadcast
of a single user’s message then the simplest protocol (SU) should be used.
Fig. 2.7(b) shows the success rate achieved by probabilistic flooding with re-
spect to the forwarding probability p for M users. We see a success rate > 0.9, for
p ≥ 0.16, ∀M . There exists an optimal p which minimizes the latency for each M .
We found that p = 0.26, (with success rate > 0.95) is optimal for M ≤ 5. We use
this value in our simulations.
53
0 5 10 15 20 25 30 35
0
0.2
0.4
0.6
0.8
1
number of time slots (k)
su
cc
e
ss
 r
a
te
 
 
M=1 (PC)
M=3 (PC)
M=5 (PC)
M=1 (PCSI)
M=3 (PCSI)
M=5 (PCSI)
M=1 (SU)
M=3 (SU)
M=5 (SU)
(a)
0.05 0.1 0.15 0.2
0
0.2
0.4
0.6
0.8
1
p
su
cc
e
ss
 r
a
te
 
 
M=1
M=2
M=3
M=4
M=5
(b)
Figure 2.7: (a) M users wish to flood the network. The plot shows the suc-
cess rates achieved by cooperative protocols SU, PC, and PCSI
(with equal power allocation where applicable, all with fading)
for different values ofM . The performance forM = 1 is identical
in all protocols. (b) The plot shows the success rate as a func-
tion of the forwarding probability p for each M for probabilistic
flooding.
Using Monte Carlo simulations we determined the average latency (in terms
of the number of slots) required by the probabilistic flooding algorithm to flood
the network. This is shown in Fig. 2.8. The delay performance of pure flooding
is also provided for reference. As the number of independent users broadcasting
their messages increases, the average latency scales as Ω(M), using standard big-oh
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Figure 2.8: The plot shows the average number of time slots required to flood
the network at a success rate > 0.9 for the two flooding algo-
rithms and the cooperative protocols. The cooperative protocols
achieve lower latency.
notation.
Cooperative protocols, with fading, outperform probabilistic flooding forM = 1
and the latency grows negligibly as M increases. This hints at a very favorable
end-to-end latency scaling law for multiplexing information using the cooperative
protocols. In particular, Fig. 2.8 shows the latency for protocols PC and PCSI
for the fading channel model. For M = 5, protocol PCSI (with side-information)
shows an improvement of about 10% over protocol PC in terms of latency (33 vs
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37 slots), but more significantly, for the same parameters its success rate is 46%
higher (see Fig. 2.7(a)). Furthermore, forM = 5, protocol PCSI decreases latency
by 84% compared to probabilistic flooding. Protocol SU fails to satisfy the desired
success rate for the same parameters, so its not shown.
The simulation results show that protocol PCSI displays the best broadcast
latency. The improvement in performance by using side-information comes at the
cost of increased memory requirements for the nodes since they must buffer each
message they have decoded. In our simulations, we allowed each relay to store up
to M − 1 unique signals from other users that it has decoded previously. Given M
users in the network, the required memory per relay is upper bounded by M − 1
units. As the maximum memory allowed per relay is reduced, the average number
of time slots required for successful broadcast by protocol PCSI (Fig. 2.8) will
increase and trend toward the performance obtained by protocol PC.
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CHAPTER 3
COOPERATIVE BROADCAST OF SINGLE SOURCE: ERROR
PROPAGATION
In the previous chapter we considered cooperative protocols for broadcasting
the content of multiple sources simultaneously. We assumed, however, that relays
made no errors during decoding. In this chapter, we consider what happens if we
relax that assumption. For clarity, we now focus on the broadcast of the content
of a single source for obtaining insight into the error propagation. There are a few
other differences in the model employed as specified below.
3.1 System Model
Consider a source node that wants to broadcast its message to a certain predeter-
mined region of the network. Assume that N nodes are deployed with a random
uniform distribution in this region of unit area. For simplicity, we will assume that
the region is a strip of width W and length L (WL = 1) and that the source node
located at one edge of the strip transmits with power Ps. We also assume that the
source and relay data are BPSK modulated. The network region is divided into
consecutive areas Lk, k = 1, . . . , K. For the simple strip model consider:
Lk = {(k − 1)L/K ≤ x < kL/K, |y| ≤W/2}, k = 1, . . . , K
while L0 = (0, 0) is only one point. All nodes that fall within Lk form a level k set
Sk = {i : (xi, yi) ∈ Lk, i = 1, . . . , N}, k = 1, . . . , K.
The source is the only node in level zero i.e., S0 = {i = 0, (x0, y0) = (0, 0)}. For
our analysis we consider two cases: a) the case where the cooperative nodes in each
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level use orthogonal channels, such as Orthogonal Space Time Codes (OSTC), or
simply TDMA/FDMA or CDMA scheduling; b) the case where each level uses
only one signal dimension and hence the transmissions are non-orthogonal.
Clearly, in the first case we need a bandwidth expansion proportional to the
number of nodes in the network, because we need |Sk| channels per level and each
level transmits over a different time slot. Instead, in the second case, we only
require a bandwidth expansion on the order of the number of levels K, which is
comparable to what a non cooperative multi-hop system requires. In our model we
also assume that all nodes in each level Sk transmit synchronously at the symbol
level. Since the events occur in a chain, synchrony at the symbol level can be
enforced if the transmission is narrow-band and by having each level estimate the
time of arrival of the previous level packet and retransmit within a deadline from
its arrival time. Small scale asynchronism is incorporated in our model because
we assume the presence of fading. In either case, we assume that the nodes can
detect whether the previous level transmitted a message and what the link gain of
each channel is from a preamble1.
3.2 Orthogonal Transmissions
3.2.1 Random Finite Network
We assume that the orthogonal channels experience random flat fading and the
link coefficient is βji , αjiejθji
√
Prℓ(dji) where Pr is the power of the relay trans-
missions. The fading is characterized by deterministic large scale fading factors
1Depending on the relay powers, this is actually not always possible; for further details see
[51].
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ℓ(dji) which are functions of the internode distance (dji) only, envelopes αji that
may or may not be independent and random phases θji that are i.i.d. uniform in
[0, 2π]. The latter assumption is justified by the fact that nodes have independent
oscillators and separate RF front-ends. The network is pre-partitioned as described
in the previous section and we assume that the source transmits a BPSK message
with power Ps. Then, for each symbol b transmitted by the source, the discrete
time baseband complex equivalent model for the corresponding received symbol at
the jth node in S1 is
r
(1)
j = bαj0e
jθj0
√
Psℓ(dj0) + wj , (3.1)
where αj0 is the small scale fading factor at node j, θj0 is the carrier phase shift,
wj is a circularly symmetric complex Gaussian noise sample with zero mean and
variance No, dj0 is the distance between the source and the j
th node, and ℓ(dj0)
is the path-loss attenuation function which we assume to be deterministic (e.g.
for the free-space model it is 1/d2j0). Because we assume that the channel gain
has been estimated perfectly by all nodes in the level, the nodes in S1 can use a
coherent detector and the Bit Error Rate (BER) at a node j in S1 is given by
P (1)e = Q
(√
2Ps
No
|αj0|2 ℓ(dj0)
)
. (3.2)
where the Q-function is defined as Q(x) = 1√
2π
∫∞
x
e−
t2
2 dt. As specified by the
cooperative transmission protocol in Section 3.1, the relay nodes in S1 will transmit
their decoded bits over orthogonal channels. Subsequently, the relay nodes in all
other levels will do the same. But not all relay nodes will decode the bit they
received correctly, therefore errors will be introduced into the bit retransmission
flow at the physical layer. Let the orthogonal channel between the relay nodes
i ∈ Sk and j ∈ S(k+1) have a channel gain βji , αjiejθji
√
Prℓ(dji). The received
signal at the jth node in level S(k+1) can be modelled as a vector of symbols received
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over individual orthogonal channels corresponding to the retransmission of bit b
from nodes in level Sk. Thus the received signal can be expressed as:
r
(k+1)
j = b
(
βj ⊙ ǫ(k)
)− 2b (βj ⊙ ǫ(k) ⊙ e(k))+wj (3.3)
where the operator ⊙ represents element-wise multiplication, βj is a N × 1 vector
(with ith element βji) specifying the link gains of all the orthogonal channels in
the network, {wj}i ∼ CN (0, No), and ǫ(k) and e(k) are N × 1 vectors whose ith
element is specified by
ǫ
(k)
i =


1 if the ith node ∈ Sk,
0 otherwise
e
(k)
i =


1 if the ith node in Sk makes an error
0 otherwise.
For a given network deployment ǫ(k) is known a priori if the node clustering is
known. However, ǫ(k) is random since the deployment is random. As mentioned in
Section 3.1, we assume that node j knows the combined vector βj ⊙ ǫ(k) without
error.
Vector e(k), which indicates the nodes that make an error in Sk, is random
and unknown to the next level. Information concerning the statistics of the error
vector e(k) should be incorporated in the construction of the Maximum-Likelihood
detectors at the receivers. However, for ease of analysis we consider a suboptimal
receiver that combines the observations in r
(k+1)
j using a Maximal-Ratio Combining
(MRC) receiver. Hence, our analysis of the error propagation is pessimistic. The
MRC detector rule is [68]:
ℜ
{(
βj ⊙ ǫ(k)
)H · r(k+1)j } ≷ 0. (3.4)
60
Let us define
z
(k+1)
j ,
∥∥βj ⊙ ǫ(k)∥∥2 = N∑
i=1
|βji|2ǫ(k)i , (3.5)
v
(k+1)
j ,
∥∥βj ⊙ ǫ(k) ⊙ e(k)∥∥2 = N∑
i=1
|βji|2ǫ(k)i e(k)i . (3.6)
Then the bit error rate of the jth node in level Lk+1 is
P
(
e
(k+1)
j = 1|A
)
= Q

z(k+1)j − 2v(k+1)j√
z
(k+1)
j
No
2

 (3.7)
where A = βj, ǫ(k), and e(k) for the previous k.
These are the basic equations needed to analyze how the error propagates
through the network; which essentially corresponds to evaluating the statistics
of the vector ǫ(k) ⊙ e(k). For different values of k, the vector (ǫ(k) ⊙ e(k)) is a
Markov-chain whose statistics are cumbersome to analyze. Hence, to understand
the behavior of the network we use a combination of asymptotic results that are
valid when taking the limit for N → ∞ while decreasing the transmit power
Pr → 0.
3.2.2 Continuum Network
In the continuum model we are interested in the behavior of high density networks
with constant sum-power, i.e. the number of nodes, N , goes to infinity while the
total relay power, PrN , is fixed. This means that the number of nodes cooperating
in each level of the cooperative transmission increases to infinity, however, the
power density in each level remains finite.
We make use of the following assumptions in our analysis: (a) The positions of
all nodes (xi, yi) are independent and identically distributed (i.i.d.), (b) The small
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scale fading coefficients αji have unit variance the phases θji are i.i.d. uniform
[0, 2π], (c) dji, αji, and θji are statistically independent ∀j, i, and (d) wj is AWGN
with zero mean and variance No.
In force of all the assumptions listed above, ǫ(k) and e(k) are statistically inde-
pendent. Under the above stated conditions the following lemma holds:
Lemma 14 Assume that the network has unit area. In the asymptote, as N→∞
and Pr→0, by fixing limN→∞ limPr→0 PrN = P¯r for every level k > 1 we get the
following relations:
The probability that the jth node, located at coordinates (x, y) belongs to level
Lk is such that
lim
N→∞
E{ǫ(k)j } = π(k)(x, y) =


1 (x, y) ∈ Lk,
0 otherwise.
(3.8)
With probability 1, z
(k+1)
j converges to a deterministic value:
lim
N→∞
Pr→0
z
(k+1)
j = ξ
(k+1)(x, y)
= P¯r
∫∫
ℓ(x− u, y − v)π(k)(x, y)dudv
= P¯r
∫∫
Lk
ℓ(x− u, y − v)dudv (3.9)
where the integration in the middle step is over the entire network area and ℓ(x−
u, y−v) is the path-loss attenuation function between the nodes at coordinates (x, y)
in level Sk+1 and (u, v) in level Sk. By letting limN→∞
Pr→0
E{e(k)i } = ψ(k)(x, y), the
coefficient v
(k+1)
j tends to the following integral with probability 1:
lim
N→∞
Pr→0
v
(k+1)
j = ν
(k+1)(x, y) (3.10)
= P¯r
∫∫
Lk
ℓ(x− u, y − v)ψ(k)(u, v)dudv,
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and for all k ≥ 2:
ψ(k)(x, y) = Q

ξ(k)(x, y)− 2ν(k)(x, y)√
No
2
ξ(k)(x, y)

 . (3.11)
The set of equations above can be solved starting for k = 1 by using:
ψ(1)(x, y) = Eγ
{
Q
(√
2Ps
N0
γℓ(x, y)
)}
(3.12)
where γ is the square of the fading envelope |αji|ejθji.
Proof For a given N and Pr, denote the mean of z
(k+1)
j by M
(k+1)
N . The following
holds for k ≥ 1:
M
(k+1)
N , Eα
{
z
(k+1)
j
}
=
N∑
i=1
Eα
{
|βji|2 ǫ(k)i
}
=
P¯r
N
N∑
i=1
ℓ(dji)E
{
ǫ
(k)
i
}
(3.13)
Because the nodes are deployed randomly under a uniform distribution (see The-
orem 1 in [77]) we get
lim
N→∞
M
(k+1)
N = P¯r
∫∫
Lk
ℓ(x− u, y − v)dudv (3.14)
By the Law of Large Numbers (LLN), (3.9) follows.
Now let:
ψ(k)(xi, yi) = E
{
e(k)(xi, yi)
}
(3.15)
Arguing similarly for v
(k+1)
j , M¯
(k+1)
N , Eα{v(k+1)j } is
M¯
(k+1)
N =
P¯r
N
N∑
i=1
ℓ(xj − ui, yj − vi)E{ǫ(k)i }E{e(k)i }
lim
N→∞
M¯
(k+1)
N = P¯r
∫∫
Lk
ℓ(x− u, y − v)ψ(k)(u, v)dudv.
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By the LLN this leads to (3.10).
Because Q(x) is a continuous function, the two results above imply that for
k ≥ 2 equation (3.11) is valid.
Hence, what Lemma 14 states is that the expected probability of error for each
value of the coordinates (x, y) is governed by a set of non-linear difference-integral
equations, i.e., (3.9), (3.10), and (3.11). The functions ψ(k)(x, y) that solve the
equations in each region Lk represent the network error dynamics. By definition,
0 ≤ ψ(k)(x, y) ≤ 0.5. To evaluate the exact behavior of the error propagation across
the levels in the asymptotic regime one must numerically evaluate the solutions
for these equations for every value of k = 1, ..., K (see Sec. 3.4).
Next, we obtain analytical insight on the error performance by finding bounds
for ψ(k)(x, y) for every k = 1, . . . , K. Catastrophic error propagation can be
avoided if it is possible to choose Lk and/or P¯r so that maxψ
(k)(x, y) ≤ λ < 0.5.
The following lemma shows when and how this is possible:
Corollary 2 Assuming that all Lk cover an equal area, let:
α = min
(x,y)
√
2P¯r
No
∫∫
Lk
lemma.ortho(x − u, y − v)dudv ∀k = 1, . . . , K. (3.16)
Under the same assumptions that lead to Lemma 1, the worst error probability
reaches one of the fixed points i.e., max
(
ψ(∞)(x, y)
)→ λ, that is a solution of:
λ = Q(α(1− 2λ)) (3.17)
A trivial fixed point that can be achieved ∀ α is λ = 0.5. It is the only fixed
point for 0 ≤ α ≤ √π
2
and it means that for α in the above range, catastrophic
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error propagation will occur with probability one. For α >
√
π
2
another fixed point
exists2:
Q(α) < λ <
1
2
− 1
2
√
− 2
α2
ln
√
π
2α2
.
If ψ(1)(x, y) is smaller than 1
2
− 1
2
√
− 2
α2
ln
√
π
2α2
, the worst error performance will
be bounded by the fix point of (3.17).
Proof Substituting the expressions for ξ(k)(x, y) and ν(k)(x, y) into (3.11)
it is not difficult to see that
max
(
ψ(k)(x, y)
) ≤ Q (α [1− 2max(ψ(k−1)(x, y))]) (3.18)
If we replace maxψ(k−1)(x, y) and maxψ(k)(x, y) with λk−1 and λk respectively in
(3.18), we get:
λk ≤ Q(α(1− 2λk−1)) (3.19)
which implies that λ will tend to be limited to at most one of the exact solutions
of the equation (3.19).
When λ = 0.5 the equality is met no matter what α is. Because 0 ≤ BER ≤ 0.5
we only need to analyze if another solution exists in this range. The function
Q(α(1− 2λ)) is monotonically increasing in this range and is concave because:
dQ(α(1− 2λ))
dλ
=
√
2α2
π
e−
α2(1−2λ)2
2 ≥ 0.
For λ = 0 the function Q(α) > 0 for any finite α. Hence, Q(α(1− 2λ)) and the
straight line have another intersection point for λ < 0.5 if α is such that the point
2Note that for α≫ 1 λ ≈ Q(α) is a fixed point.
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Figure 3.1: λ has a fixed point for some values of Q(α)
where Q(α(1− 2λ)) has tangent 1 is less than λ = 0.5 (see Figure 1). The value
of α⋆ for which the phase transition happens is:
dQ(α⋆(1− 2λ))
dλ
∣∣∣∣
λ=0.5
=
√
2α2
⋆
π
= 1 ⇒ α⋆ =
√
π
2
.
For all α > α⋆ =
√
π
2
, two intersection points exist: one is still at λ = 0.5 and the
other one is for a λ ≥ Q(α).
The second intersection point also has to be below the point λ⋆ where
dQ(α(1−2λ⋆))
dλ
= 1 where for α > α⋆ it holds that Q(α(1 − 2λ⋆)) < λ⋆. Thus
for α >
√
π
2
, Q(α) ≤ λ ≤ λ⋆. The value of λ⋆ is calculated easily, by solving√
2α2/πe−
α2(1−2λ⋆)
2
2 = 1 which gives λ⋆ = 0.5− 0.5
√
− 2
α2
ln
√
π
2α2
.
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3.2.3 Comparison with a Non-Cooperative Network
For α >
√
π
2
, Lemma 14 shows that the BER over each level of the cooper-
ative network is going to be bounded. Suppose that the cooperative physical
layer is replaced by a single node at the edge of each level that can trans-
mit at the total power of an entire level. Denoting the best point at each
level to forward the message by (xk, yk), the average BER from level to level is
Pk,k−1 = Eγk
{
Q
(
2P¯r|Lk|
No
γklemma.ortho(xk − xk−1, yk − yk−1)
)}
where γk is the
square of the fading envelope of the “hop.” Therefore, the BER for the multi-hop
network is
BER = 1−
K∏
k=1
(1− Pk,k−1) ≈ O(K) (3.20)
because BER ≥ 1− (1−mink (Pk,k−1))K = O(K) if mink(Pk,k−1)≪ 1. This indi-
cates that eventually the error will grow to 0.5. The comparison made above is not
entirely fair because the cooperative network we analyzed uses infinite bandwidth
whereas the non-cooperative multi-hop network does not. Below we show that
this asymptotic bandwidth expansion is unnecessary. The low achievable bounds
on the error dynamics we have found above for the cooperative scheme using or-
thogonal channels are shared by a scheme that utilizes an amount of bandwidth
comparable to that of the multi-hop scheme.
67
3.3 Non-orthogonal Transmissions
3.3.1 Random Finite Network
The problem setup is the same as that described for orthogonal transmission in
Section 3.2.1 except that the nodes in the same level are no longer assigned orthog-
onal channels for their transmissions. Hence, for every transmitted binary symbol
there will be only one received coefficient per level. Using similar notation and
the same definitions for βj , ǫ
(k) and e(k) as in the orthogonal transmission case,
the sample received by the jth node in level Lk+1 which corresponds to a certain
binary symbol b is:
r
(k+1)
j = b
(
βTj · ǫ(k)
)− 2bβTj · (ǫ(k) ⊙ e(k))+ w(k+1)j . (3.21)
Note that r
(k+1)
j is a now a scalar quantity and w
(k+1)
j is the sole noise sample that
distorts the reception of binary symbol b over the shared cooperative channel. Let
us define
z
(k+1)
j , β
T
j · ǫ(k) and v(k+1)j , βTj ·
(
ǫ(k) ⊙ e(k)) .
Again, assume that during the training phase the receivers estimate z
(k+1)
j accu-
rately. The coherent detector uses the following decision rule
ℜ
{(
z
(k+1)
j
)∗
· r(k+1)j
}
≷ 0. (3.22)
The bit error rate of the jth node in level Lk+1 for k ≥ 2 is
P
(
e
(k+1)
j = 1|A
)
= Q


∣∣∣z(k+1)j ∣∣∣2 − 2ℜ{z∗(k+1)j · v(k+1)j }√
No
2
∣∣∣z(k+1)j ∣∣∣2

 (3.23)
where A = βj, ǫ(k), and e(k) for the previous k.
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Once again, rather than analyzing the Markov-chain
(
ǫ(k) ⊙ e(k)) for a finite
network we analyze its asymptote in the following section.
3.3.2 Continuum Network
The following lemma holds for a network of unit area.
Lemma 15 In the asymptote, as N→∞ and Pr→0, by fixing limN→∞ limPr→0 PrN =
P¯r we get the following relations - Let limN→∞
Pr→0
E
{
e
(k)
j
}
= ψ(k)(x, y). The probabil-
ity that the jth node belongs to level Lk is:
lim
N→∞
E{ǫ(k)j } = π(k)(x, y) =


1 (x, y) ∈ Lk,
0 otherwise
(3.24)
The coefficients limN→∞ limPr→0(z
(k+1)
j , v
(k+1)
j ) converge in distribution to a zero
mean jointly Gaussian circularly symmetric random variable such that:
V AR
(
lim
N→∞
Pr→0
z
(k+1)
j
)
= ξ(k+1)(x, y) (3.25)
= P¯r
∫∫
Lk
ℓ(x− u, y − v)dudv
V AR
(
lim
N→∞
Pr→0
v
(k+1)
j
)
= ν(k+1)(x, y) (3.26)
= P¯r
∫∫
Lk
ℓ(x− u, y − v)ψ(k)(u, v)dudv
and their correlation coefficient is asymptotically:
ρ
(
lim
N→∞
Pr→0
(z
(k+1)
j , v
(k+1)
j )
)
=
√
ν(k+1)(x, y)
ξ(k+1)(x, y)
(3.27)
Proof See Appendix B.1.
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The following corollary is used to perform the numerical analysis for the case
of non-orthogonal channels.
Corollary 3 The average error rate (3.23) of level k ≥ 2 is bounded as follows:
ψ(k)(x, y) ≤ 1
2
1√
1 + 4
No
ν
(
1− ν
ξ
) · 11 +Gξ (3.28)
where ν = ν(k)(x, y) as in equation (3.26), ξ = ξ(k)(x, y) as in equation (3.25), and
G is
G
(k)
(x,y) =
1
No
(
1− 2ν
(k)
(x,y)
ξ
(k)
(x,y)
)2
1 + 4
No
ν
(k)
(x,y)
(
1− ν
(k)
(x,y)
ξ
(k)
(x,y)
) (3.29)
The average error rate for k = 1 is given by (3.12).
Proof See Appendix B.2.
We now present the main result of this section.
Corollary 4 Let α be defined as in Corollary 2. Then λ , maxψ(k)(x, y) tends
to be the fixed point of the following equation:
λk ≤ 0.5√
1 + 0.5α2
·
√
1− (1− 2λk−1)2 + 1
1 + α
2
2
(3.30)
For α2/2 > 0.618, this equation has only one positive fixed point in the range
0 ≤ λ ≤ 0.5. This fixed point is:
λ =
1 +
√
2 +
(
1 + α
2
2
)−1
2
(
2 + α
2
2
) (3.31)
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Figure 3.2: λ has a fixed point for some values of Q(α)
For α2/2 ≤ 0.618, the upper bound on λ is 0.5 rather than equation (3.31) (see
Figure 2). For α≫ 1, λ ∼ 1+
√
2
α2
Proof See Appendix B.3.
3.4 Numerical results
For both the orthogonal and non-orthogonal transmission cases we numerically
solve the recursive equations that characterize the error propagation in each level.
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Setting the position of the source to be the origin, the plots below show the av-
erage BER ψ(k)(x, 0) of nodes located at coordinates (x, 0). For both types of
transmission, the BER for level 1 is given by equation (3.12).
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Figure 3.3: Error propagation in Orthogonal Transmission. Each tooth of the
saw-tooth-like function represents the BER in a separate level.
For orthogonal transmissions the BER for subsequent levels is determined by
solving equation (3.11). The numerical evaluation shows that the analytical results
presented in Corollary 2 provide accurate values for the fixed point. Figure 3.3
shows that for values of P¯r and level size such that α >
√
π/2, the error propagation
can be controlled and the worst error probability, ψk(x, y), is close to Q(α). On
the other hand, when α <
√
π/2 error propagation is catastrophic. This is shown
in Figure 3.4.
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Figure 3.4: Error propagation in Orthogonal Transmission. When α <√
π/2 there is catastrophic error propagation.
In Figure 3.5 we plot the average BER as given by equation (3.28). Again, if
P¯r and level size are set to values such that α
2/2 > 0.618 then the BER can be
controlled. It is observed that upper bound predicted by Corollary 4 is larger than
the fixed point obtained. This follows from the fact that Corollary 4 is obtained
by upper bounding (3.28).
In Figures 3.6 and 3.7 we plot the BER for the orthogonal and non-orthogonal
cases as given by equations (3.7) and (3.23) for different network node densities.
In each case the BER is averaged over several trials to average out the effects of
random Rayleigh fading and the random locations of the nodes. The figures indi-
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Figure 3.5: Error propagation in Non-Orthogonal Transmission. Each tooth
of the saw-tooth-like function represents the BER in a separate
level.
cate that the results are consistent with the BER bounds predicted by equations
(3.11) and (3.28).
3.5 Summary
The asymptotic results in Corollaries 2 and 4 show that not only is the error
bounded by the fixed point but that the fixed point, λ, is a nice function of the
parameter α2; where α can be interpreted as the cumulative SNR for each level.
It is evident from Figure 1 that for the orthogonal transmission scheme the lower
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Figure 3.6: Error propagation in Orthogonal Transmission for different net-
work densities.
bound on the BER, Q(α), becomes tight for α ≫ 1. This scheme requires infi-
nite bandwidth for gaining infinite diversity over the wireless medium and it nearly
matches the performance of a cooperative transmission scheme over a deterministic
channel i.e., an AWGN channel without fading. In contrast, the non-orthogonal
transmission scheme cannot avoid fading because all cooperating nodes transmit
asynchronously with respect to their carrier-phases. Here, the BER is → 1/α2,
which is directly proportional to 1/SNR as one would intuitively guess. This re-
sult should not discourage us from using the non-orthogonal transmission scheme
because in terms of providing a controllable average BER performance the non-
orthogonal scheme is as effective as the orthogonal scheme. Furthermore, it does
75
2 4 6 8 10
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Ps = 40, Prbar = 80, Level size = 1, α = 8.5059, Trials = 1000
Distance from Source
Pr
ob
ab
ilit
y 
of
 E
rro
r ψ
k (x
,y)
Continuum approx
w/ Random fading (node density = 450)
Figure 3.7: Error propagation in Non-Orthogonal Transmission for different
network densities.
not require a bandwidth expansion because it allows transmissions from all cooper-
ating nodes to effectively collide. The non-orthogonal scheme is also much simpler
to use in a distributed network setting. To use the orthogonal scheme, the orthog-
onal channels have to somehow be assigned between the cooperating nodes. For
the non-orthogonal scheme, on the other hand, we only require the synchronization
of the nodes to the beginning of the packet they received. By using multi-carrier
and/or spread spectrum transmission in each level, moderate asynchronism among
the cooperating nodes can be tolerated. In this case, we expect to observe a similar
scaling law for the error rates even if the transmissions of the nodes in a level are
not perfectly synchronized as required by our simple model.
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CHAPTER 4
CONSENSUS IN WIRELESS NETWORKS WITH INTERFERENCE
We now shift focus and consider the problem of efficiently processing network
information using average consensus algorithms. Average consensus protocols have
seen a recent resurgence [83, 9, 63, 70, 93, 14, 96, 55]. They can be used to compute
any linear function of the network observations [94, 61] and many other applica-
tions can be built on top of them [83, 19, 60]. In wireless networks, average
consensus is typically implemented using point-to-point random access scheduling.
Wireless communications, however, are interference limited. What is the impact
of interference due to fading on average consensus algorithms in wireless networks?
It is unclear a priori how the schedule, either randomized or deterministic, or the
transmission powers should be chosen for best performance in the face of fading.
In this chapter we study the effects of interference on the averaging time and total
power expenditure by considering the tradeoff between network connectivity and
spatial-reuse for a circulant network. For convenience, we focus on synchronous
consensus where time is slotted and a fixed number of nodes perform pairwise
exchanges per slot. This still captures the essential features of asynchronous con-
sensus with finite time updates where the number of pairwise exchanges per slot
is random.
Our result shows that randomized schedules converge slowly due to interfer-
ence. In contrast, well-designed schedules that mitigate interference are robust
and converge faster; they also incur a lower power cost. We show the existence of
an optimum transmission power for deterministic schedules which minimizes the
averaging time. This operating point corresponds to the optimal trade-off between
network connectivity and spatial-reuse. However, it is sufficient to use the small-
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est transmission power that maintains network connectivity when minimizing the
power cost.
In related work, Vanka, et al. [84] examined the effect of interference in net-
works on torii. Network connectivity was specified by the protocol model and
communication within each disc was broadcast but without fading. [84] showed
that for large networks, establishing long-range links increases the convergence
rate for 1-torus networks. In this work we limit ourselves to pair-wise averaging
protocols and do not consider broadcast variations since broadcast consensus al-
gorithms do not converge to the initial average without acknowledgements [22]. In
[85], the authors extended their results to obtain scaling laws on the convergence
rate for interference-limited networks without fading.
4.1 System Model
Consider N nodes, indexed {0, . . . , N − 1}, uniformly spaced on a 1-torus (ring)
of radius r. Each node is connected to K other nodes on either side of it, yielding
a 2K-regular graph. Let x(0) = [x0(0), . . . ,xN−1(0)]T be the initial network state,
where xi(0) ∈ R, i ∈ {0, . . . , N − 1}, is a local observation known only to node
i. In each iteration of the algorithm, each node exchanges its local state pairwise
with each of its neighbors. These pairwise exchanges obey the following schedule.
Schedule: We consider synchronous consensus [11] where time is slotted uni-
versally. In each slot, Q node-pairs average their values in parallel according to
schedule S = {S0,S1, . . .}. Let St denote the set of all (i, j) node-pairs that aver-
age pairwise in slot t ≥ 0. We describe the schedule below (also see Fig. 4.1). We
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Figure 4.1: Schedule S for a complete round in a network with N = 10 nodes
and K = 2. The nodes enclosed by the dashed line form group
G0.
assume the following relation holds
N = Q(2K + 1), (4.1)
i.e., the network can be partitioned into Q sets G0, . . . ,GQ−1, of 2K + 1 = N/Q
nodes each, with G0 = {0, . . . , NQ−1}. Schedule S states that during the first NQ slots
t = {0, . . . , N
Q
−1}, initiating node i = t from each group will average pairwise with
its left Kth neighbor (denoted j). During the next N
Q
slots t = {N
Q
, . . . , 2N
Q
− 1},
initiating node i = mod(t, N/Q) from each group will average pairwise with its
left (K − 1)st neighbor. This process continues. Let Bt denote the set of the Q
initiating nodes in slot t. We will see later, such a structure is preferable to a
randomized schedule because it intrinsically mitigates interference. Formally,
St = {(i, j) : i ∈ ϑt, j = Ni(mod(⌈t/2K⌉ − 1, 2K) + 1), ∀i }, (4.2)
where ϑtq = mod(t, N/Q) + (1 + 2K)q, q = 0, . . . , Q − 1, ⌈·⌉ denotes the ceiling
operator, and Ni(ℓ) is the ℓth neighbor of node i.
In T = NK
Q
slots each node in the network can average pairwise with all its
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neighbors, assuming all exchanges are successful. Q can be tuned viaK by choosing
a suitable transmission power. A large Q decreases T but also increases interfer-
ence. The sequence {S0, . . . ,ST−1} repeats every T slots and SmT = S0, m ∈ Z+.
Finding S for general graphs is difficult but the idea of interference mitigation can
be adapted.
Interference Model: We employ a physical model: communication from node i
to j is successful in slot t if
SIR(i,j)∈St =
|hij(t)|2∑
ℓ∈Bt,ℓ 6=i |hℓj(t)|2
≥ τ, (4.3)
where τ is a fixed threshold. (4.3) is valid in a high SNR regime where additive
noise is neglected. With Rayleigh fading, the channel gain between nodes i and
j in slot t is |hij(t)|2 ∼ exp(1/αij) where αij = (1 + dij)−γ, dij is the distance
between the nodes and γ is the path-loss exponent. We assume that the channel
coherence time is greater than the slot duration, the channels are iid over time
slots, and channels between nodes are independent. Nodes are half-duplex and
cannot simultaneously transmit and receive.
Pairwise averaging requires two-way communication. The circulant topology
ensures that the interference statistics are identical in each direction of communi-
cation. Therefore, the probability of successful pairwise averaging by pair (i, j),
given that they are scheduled to average in slot t, is P (SIR(i,j)∈St ≥ τ)2.
Consensus Updates: The network state at the end of slot t is given by x(t) =
WStWSt−1 . . .WS0x(0), where WSt is a random doubly stochastic matrix specified
by
WSt = I −
∑
(i,j)∈St
1
2
(ei − ej)(ei − ej)T1{SIR(i,j),SIR(j,i)≥τ}, (4.4)
and ei = [0 . . . 0 1 0 . . . 0]
T is an N × 1 unit vector with 1 in the ith component.
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Note, WSt is a random matrix.
4.2 Interference and Averaging Time
We characterize the averaging time for the deterministic schedule, explicitly ac-
counting for the interference resulting from fading. Proofs are relegated to the
appendix.
The ǫ-averaging time Tave(ǫ), for any 0 < ǫ < 1, is [11]
sup
x(0)
inf
t≥0
{
t : P
( ||x(t)− xave1||
||x(0)|| ≥ ǫ
)
≤ ǫ
}
, (4.5)
where ||x|| is the ℓ2 norm of x and xave = 1Tx(0)/N . Theorem 4, [11] bounds
Tave(ǫ) for general graphs:
0.5 log ǫ−1
log λ2(W TW )−1
≤ Tave(ǫ) ≤ 3 log ǫ
−1
log λ2(W TW )−1
, (4.6)
where λ2(W
TW ) is the second largest eigenvalue of the mean averaging matrixW .
In our case, Tave(ǫ) is bounded as follows. Define the random matrixW (mT ) =∏mT−1
i=(m−1)T WSi, for m ∈ Z+. Since the sequence {S0, . . . ,ST−1} repeats every T
slots, the matrices W (mT ) are iid over m. The network state at the end of every
mT = mnK/Q slots is x(mT ) = W (mT ) . . .W (T )x(0). Furthermore, the matrices
W (mT ) are non-negative and doubly-stochastic. So using the result from [11], the
averaging time is bounded as
T˜ave(ǫ) ≤
(
nK
Q
)(
3 log ǫ−1
log λ2(E{W T (T )W (T )})−1
)
, (4.7)
where λ2 is computed in the sequel. Note that T˜ave is measured in multiples of the
period T = nK/Q.
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W (T ) is defined over 0 ≤ t ≤ T − 1, so it is sufficient to consider the first T
slots of consensus. Let W¯St = E{WSt}. By linearity of expectation, from (4.4),
W¯St = I − φt
∑
(i,j)∈St
1
2
(ei − ej)(ei − ej)T , (4.8)
where φt , P (SIR(i,j)∈St ≥ τ)2, the probability of a successful exchange, is bounded
in Theorem 2. The interference statistics experienced by node j when i transmits
to it, for any pair (i, j) ∈ St are identical due to the choice of topology and
schedule, so φt doesn’t depend on specific (i, j) pairs. Moreover, during slots
N(k − 1)/Q ≤ t ≤ Nk/Q − 1, k ∈ {1, . . . , K}, any active node-pair must be k
hops apart (see top row of Fig. 4.1). Thus, if we decompose the first T slots in
this way, then φt is solely a function of k, not t, and remains constant over each
chunk of N/Q slots.
Using this, we show that E{W T (T )W (T )} is approximately circulant.
λ2(E{W T (T )W (T )}) follows since the eigenvalues of circulant matrices are known.
The results are summarized by the theorem below.
Theorem 2 For schedule S, when τ is small, the probability that node pair (i, j) ∈
St, for n(k−1)Q ≤ t ≤ nkQ −1, for 1 ≤ k ≤ K, averages successfully in slot t is bounded
as √
φk ≥ 1−O
(
k−γ−1
)
, (4.9)
where γ is the path-loss exponent. The second largest eigenvalue depends on the
interference parameters as
λ2(E{W T (T )W (T )) . 1− 4 sin2(πK/N)
(
1− O (K−γ−1)) .
Theorem 2 specifies the dependence on the interference parameters γ and K.
As K increases, network connectivity improves and by (4.1) the number of simul-
taneous transmissions Q decreases, reducing interference. Further, when γ is large,
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severe path-loss means less interference. In both cases, λ2(E{W T (T )W (T )}) de-
creases. The probability of successful transmission φk approaches 1 in both cases
as well. The proof is provided in Appendix C.1.
4.3 Simulation Results
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Figure 4.2: Averaging times are plotted with respect to the number of simul-
taneous exchanges per slot (Q) for both randomized and deter-
ministic schedules, with and without interference.
We study the averaging time and power cost for a network with N = 189 nodes.
The averaging cost, in terms of the total power expenditure, for the deterministic
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Figure 4.3: Total averaging cost in terms of power is plotted with respect
to the number of simultaneous exchanges per slot (Q) for both
randomized and deterministic schedules, with and without inter-
ference.
schedule is
CD(do) = PK Q Tave(ǫ), (4.10)
where power PK ≥ τ(1 +Kdo)γ must hold to reach the Kth neighbor. The cost is
parameterized by distance do , di,i+1.
For comparison, we consider a randomized schedule. It is a variation of Boyd’s
decentralized synchronous algorithm (§III.C.2) in [11]) where we use a 2K-regular
ring graph instead of a general network graph defined by a stochastic matrix. The
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Figure 4.4: The plot shows the averaging time for a network with N = 225
on the 2-torus.
averaging cost for this case is
CR(do) = PK Tave(ǫ) E(# transmissions per slot).
We plot the averaging times vs. the number of parallel transmissions Q in Fig.
4.2. Without interference, the randomized schedule exhibits a superior averaging
time and Tave(ǫ) scales as O(
1
K2
) as expected (Theorem 8, [11]). With interference,
the randomized schedule performs poorly because large transmission powers result
in significant interference.
In contrast, schedule S, with or without interference, has an optimum Q corre-
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sponding to an optimal transmission power. The optimal operating point results
from the interaction between network connectivity and spatial-reuse1: increasing
K yields higher network connectivity, thus decreasing λ2(E{W T (T )W (T )}); at the
same time, from (4.1), this decreases the number of parallel transmissions Q and
hurts spatial-reuse (see (4.7)). While fading increases the averaging time, its effect
on the optimal transmission power is not large. Identical behavior is observed for
a network with 225 nodes on a 2-torus (Fig. 4.4). Fig. 4.2 highlights that the
interference mitigation obtained via the deterministic schedule is beneficial.
Fig. 4.3 considers the averaging cost. Schedule S generally displays lower cost.
In all cases, the minimum cost corresponds to choosing K = 1, i.e., the smallest
transmission power is selected such that the network remains connected.
1This phenomenon was not captured by [84] because it assumed that whenever a node trans-
mits, all its neighbors receive its state correctly. Although we do not consider broadcast channels,
we plot the performance of their scheme (with fading) for comparison.
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CHAPTER 5
STRUCTURED CODES FOR AVERAGE CONSENSUS
The previous chapter highlighted the impact of interference due to fading on av-
erage consensus algorithms. By considering circulant networks with a fixed number
of nodes, we showed that randomized schedules converge slowly due to interfer-
ence. In contrast, well-designed schedules that mitigate interference are robust and
converge faster; they also incur a lower power cost. In this chapter we argue that
when the available bandwidth is fixed, the expected delay in achieving a certain
precision in the average value, using packet-switching communication, increases as
the network size scales up. For combating these limitations in large networks we
propose the use of specially structured cooperative codes. We analyze a combined
source and channel coding strategy that uses a non-coherent combination of power
over orthogonal sub-channels resulting in cooperative transmission for the average
consensus protocol. We show that in spite of the bandwidth and power limita-
tions, with our simple strategy the delay and precision can be kept bounded while
increasing the number of participants. We support our analysis with numerical re-
sults which indicate that our strategy outperforms random access scheduling even
for moderately sized networks in terms of the delay and energy required to achieve
consensus.
This chapter is organized as follows. In section 5.1 we present relevant re-
sults for the average consensus algorithm. We present our model and introduce
structured codes for consensus in Section 5.2. In sections 5.3 we examine the con-
vergence and mean squared error (MSE) properties of consensus using structured
codes. We present numerical results comparing the performance of structured
codes for consensus versus standard wireless scheduling in Section 5.4.
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5.1 Standard Average Consensus
In this section we provide a brief review of relevant prior results for the synchronous
average consensus algorithm from the point of view of scalability. Consider a
network of N sensors whose connectivity is defined by an underlying graph with
adjacency matrix A(t). The adjacency matrix is written as a function of t since
the network connectivity can be time varying. The initial network state is x(0) =
[x1(0), . . . ,xN(0)]
T , where the values xi(0) could represent, for example, noisy
observations of some physical phenomenon. At the (t+1)st iteration node i receives
values xj(t) from all the neighboring nodes j ∈ Ni, where Ni denotes the set of
neighbors of node i, and updates its state with a linear combination of the local
and incoming state values
xi(t+ 1) = xi(t) +
N∑
j=1
aij(t)(xj(t)− xi(t)), (5.1)
where aij(t) ≥ 0 is the ijth element of the normalized non-negative network adja-
cency matrix A(t) with aij(t) = 0 if i = j or if the nodes are not neighbors. The
update term
ui(t) =
n∑
j=1
aij(t)(xj(t)− xi(t)) (5.2)
is obtained via near-neighbor communications. In matrix notation, average con-
sensus iterations can be written as
x(t+ 1) =W (t)x(t), (5.3)
where W (t) = (I − diag(A(t)1) + A(t)) and 1 is the all-one vector.
Consensus protocols have a natural trade-off between the number of iterations
required and the accuracy achievable in consensus. This trade-off has been studied
extensively for both the synchronous [62, 93] and asynchronous randomized ver-
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sions of the algorithm [11, 22] and is summarized in the following result. This con-
venient single letter characterization of the network rate of convergence, denoted
by λ2(W ), holds if we assume that the communications between neighboring nodes
are always successful and have infinite precision.
Lemma 16 Let EW (t) = W . Let J = 1
N
11. Given the initial state x(0), the
Mean Squared Error (MSE) at iteration t for consensus without quantization is
MSEAC(t) =
1
N
E{||x(t)− Jx(0)||2} ≤ λ2t2 (W )
‖x(0)‖2
N
(5.4)
where λ2(W ) denotes the second largest eigenvalue of W and ‖·‖ denotes the ℓ2
norm operator.
In addition to the idealized model that leads to Lemma 16, the communication
network that supports average consensus protocols has been abstracted in several
different ways in literature. [63] assumes analog communication channels where the
node states are exchanged in continuous time, [93] assumes channels with additive
noise, while [50] considers wired peer-to-peer networks with communication delays.
The prevalent communication model for wireless networks combines asynchronous
average consensus with random access protocols, e.g. [11, 22]. These works do not
account for packet losses or rate constraints. Finite precision, and more specifically,
the quantization of states was considered explicitly only recently. For example,
[39] considered randomized quantized consensus algorithms under the constraint
that xi ∈ Z and bounded their convergence times; [95, 96] proposed the use of
variable quantization rates and the network side information produced by the
consensus algorithm to improve the delay-accuracy trade-off in rate constrained
wireless transmission; and [38, 6, 13] used probabilistic quantization to achieve
consensus. Finally, note that while it is possible to guarantee convergence to a
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quantized consensus state, either using dithering [6, 38] or a variable encoding
rate [95, 96], convergence to the quantized average cannot be guaranteed in the
mean squared sense when the precision is finite (although the error can be made
arbitrarily small by increasing the precision and communication cost).
5.1.1 Scalability
We now setup a comparison of standard average consensus with the proposed struc-
tured codes. We illustrate heuristically that standard average consensus scales
poorly with the network size N because limN→∞ λ2(W ) → 1. Consider the fol-
lowing extreme strategies for exchanging messages in the network: (1) keep the
communications local or (2) try to reach distant neighbors. We examine what
happens to λ2(W ) for N large for each of these strategies.
To illustrate the (lack of) scalability of the network in the first case, consider
N sensors deployed in a circle of radius r and let a node communicate with k
neighbors on either side of it. We let the set of neighbors Ni, ∀i be fixed while
increasing N . The adjacency matrix A = ǫ · circ(0, 1Tk , 0TN−2k−1, 1Tk ), where 1k
is the all-ones vector in Rk and ǫ some constant, is circulant. In this case the
eigenvalues of W can be computed in closed form [20]. Given that |Ni| = 2k, ∀i
is kept constant while N scales up, the following lemma holds.
Lemma 17 For the given circulant network, and k fixed, the second largest eigen-
value is
lim
N→∞
λ2(W )→ 1− O
(
1
N2
)
. (5.5)
Proof Using Theorem 3.2.2 from [20] and simplifying, we have λ2(W ) = 1−2kǫ+
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2
∑k
ℓ=1 ǫ cos
(
2πℓ
N
)
. Under limN→∞, use cosx ≈ 1− x2/2 with x = 2πℓN to get
λ2(W ) = 1− 2π
2ǫ
N2
k(k + 1)(2k + 1)
3
(5.6)
which scales as 1−O( 1
N2
).
This tendency is opposite to the well known requirement that for fast convergence
the Fiedler eigenvalue (λN−1(L) = 1−λ2(W )) should be close to 1 (and λ2(W )close
to 0) [63]. This argument can be generalized to the case of a circulant network
deployed on a torus in a straightforward manner.
To illustrate the (lack of) scalability of the protocol when nodes try to com-
municate to all peers, possibly far away, one can refer to the analysis of geographic
gossip [21]. Intuitively, this approach seems to improve the algebraic connectivity
and decreases the average mixing time. It was shown in [21] that in this scenario,
λ2(W ) scales as O(1 − c/N) where c is some constant (the position of the nodes
is irrelevant to obtain this result). Thus, also in this case, albeit with a better
trend, λ2(W ) approaches 1 as N →∞ and the convergence speed decreases. This
result holds more generally for nodes deployed randomly in a unit square. The
physical distance plays an even greater role if one considers the congestion related
with multi-hop routing, as done in [25].
5.2 Collaborative MAC for Consensus
Motivated by the poor performance of randomized schedules in Chapter 4 and
the lack of scalability to large networks as highlighted above, in this section we
introduce structured codes for average consensus and discuss the assumptions that
support it.
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5.2.1 Assumptions
We first note that the state values x(t) cannot be exchanged with infinite precision
because of communication constraints.
A.0. (Quantization Model): We consider a simple suboptimal design where all
nodes use the same quantizer L = {q1, . . . , qQ} with Q quantizer centroids qℓ ∈ R,
in the one dimensional uniform lattice. The choice of Q is predicated on the desired
precision. The range of each quantizer is Cσ where σ = maxi
√
V AR[xi(0)] and
C is a positive constant that renders clipping errors statistically negligible. The
state variables are quantized as: xi(t) 7→ x¯i(t) ∈ L.
The resulting quantization error vi(t) = x¯i(t) − xi(t) is assumed to be uncor-
related across nodes, approximately uniform, with statistics:
V AR[vi(t)] =
C2
12
σ2
Q2
, (5.7)
E{v(t)vT (t)} = C
2
12
σ2
Q2
I. (5.8)
The assumption of uncorrelated quantization error, common in considering quan-
tization noise, is unrealistic if the quantizer is too coarse, since the quantization
error in that case will neither be uniform nor uncorrelated. Hence, in all our con-
clusions, we assume that the quantizer has sufficient resolution forA.0. to be valid
in practice. In any case, this fact is unrelated with the network size but rather
depends on the statistics of the states.
Accordingly, the quantized consensus update is
u¯i(t) =
N∑
j=1
aij(t)(x¯j(t)− x¯i(t)). (5.9)
While node i knows the unquantized local state xi(t), for analytical convenience,
we require node i to use the quantized local state x¯i(t) during the state update.
92
As we will see later, this restriction does not drastically impact performance.
We make the following assumptions on the communication physical layer. Let
τ ∈ R indicate a continuous time variable.
A.1. (Signal space): Time is slotted in intervals of duration T = 1. The RF signals
transmitted belong to a signal space of dimension Q ∝ BT complex dimensions
where B is the allocated bandwidth around the carrier frequency1. We denote by
{cℓ(τ)}Qℓ=1, the base-band complex equivalent orthonormal basis chosen to span
the signal space. The signal transmitted by node i in the tth iteration is
Si(τ, t) =
Q∑
ℓ=1
si(t, ℓ)cℓ(τ − tT ), (5.10)
where si(t) = [si(t, 1), . . . , si(t, Q)]
T is the vector of coordinates of the transmit sig-
nal with respect to the basis {cℓ(τ)}Qℓ=1. Details regarding the choice of coefficients
si(t) are provided later.
A.2. (Power constraint): Each node has a per iteration power constraint P =∑Q
ℓ=1 |si(t, ℓ)|2.
A.3. (Incoherent channel: Fading + AWGN ): Each received signal, whose com-
plex envelope is Ri(τ, t) is affected by an independent additive white Gaussian
noise process Wi(τ) with noise spectral density N0. The channel is broadcast. Its
distortion on ci(τ) due to asynchronism and multipath, can be captured by a sin-
gle independent fading coefficient, changing over the slots as block fading, denoted
by hij(t) ∼ CN (0, αij), where αij is the average path-loss (large scale fading).
Reciprocity holds on average, i.e., αij = αji.
A.4. (Half-duplex channel): If node i has si(t, ℓ) 6= 0 for ℓ ∈ {1, . . . , Q}, node i
cannot sense any code transmitted in the sub-space corresponding to cℓ(τ).
1Dimensionality Theorem, p. 294, [92]
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Based on A.1.-A.3., a sufficient statistic for the received signal is ri(t, ℓ) =
N−1/2 < Ri(τ, t), cℓ(τ − ℓT ) >. Given A.1.-A.4., for ℓ ∈ [1, Q] we have
ri(t, ℓ) =


1√
N
[∑N
j=1 hji(t)sj(t, ℓ) + wi(t, ℓ)
]
, si(t, ℓ) = 0
0, else.
(5.11)
The received vector is ri(t) = [ri(t, 1), . . . , ri(t, Q)]
T , ∀i.
5.2.2 Channel Codes
We consider channel coding and decoding strategies that do not have memory
across blocks, i.e., the code is a mapping
x¯i(t) 7→ si(t), i = 1, . . . , N. (5.12)
The receiver’s objective is to retrieve the update estimate u¯i(t) in (5.9) from the
received vector ri(t), i.e., the decoder is a mapping
ri(t) 7→ u¯i(t), i = 1, . . . , N. (5.13)
First consider the encoder. Based on A.0., the quantized update u¯i(t) =∑N
j=1 aij(t)(x¯j(t)− x¯i(t)) can be decomposed as
u¯i(t) =
Q∑
k=1
(qk − x¯i(t))mi(t, k), (5.14)
where qk ∈ L and mi(t, k) denotes the network information that node i needs to
know in order to compute its consensus update:
mi(t, k) =
N∑
j=1
aij(t)δ[qk − x¯j(t)], (5.15)
with δ[x] = I{x=0}. Essentially, mi(t, k) is a measure of the number of neighbors of
node i whose quantized state is qk. Note that of all the terms mi(t, k), 1 ≤ k ≤ Q,
the one that corresponds to qk = x¯i(t) is always weighted by zero in (5.14).
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Remark 4 In quantized consensus, for any adjacency matrix A(t), two nodes
whose states fall in the same quantization bin at iteration t do not need to communi-
cate during that iteration. In practice this is enforced by the half-duplex constraint.
Furthermore, we will now show that the network information mi(t, k) can be
embedded in a code that delivers it at each node directly and collaboratively. The
multiple access scheme and the codes for mi(t, k) are as follows. We choose the
coefficients si(t, ℓ) as
xi(t) 7→ x¯i(t) 7→ si(t, ℓ) = ejφℓδ[qℓ − x¯i(t)], ℓ = 1 . . . , Q, (5.16)
where qℓ ∈ L and φℓ ∼ U [0, 2π).
The codes can be described as follows. Predicated on the desired precision,
each consensus iteration allows the transmission of Q orthogonal waveforms. All
nodes employ the coding scheme given in (5.16) which may result in cooperative
transmissions: if a node’s quantized state satisfies x¯i(t) = qℓ, then it should trans-
mit the ℓth waveform. An illustration of the transmission scheme is shown in Fig.
1.
Lemma 18 With these codes, when the adjacency matrix coefficients are equal to
aij = αij/N , the Maximum Likelihood (ML) estimate of mi(t, ℓ), ℓ = 1, . . . , Q in
(5.15) is:
mˆi(t, ℓ) = |ri(t, ℓ)|2 − N0
N
. (5.17)
Proof Let aij =
αij
N
for i 6= j. The quantity we want to estimate given ri(t, ℓ) is
mi(t, ℓ) =
1
N
N∑
j=1
αijδ[qℓ − x¯j(t)]. (5.18)
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node stays silent
node transmits pulse
. . . q1 q2 q3 q4 q5 . . .
Figure 5.1: Multiple access code: A network with 10 nodes is deployed ran-
domly in an elliptical field. Let Q = 5. The code specifies that
each node i = 1, . . . , 10, will transmit waveform ℓ corresponding
to qℓ = x¯i(t). The figure is shown for an arbitrary realization of
x¯(t).
Given sj(t, ℓ), from (5.11) we have that
ri(t, ℓ) ∼ CN
(
0,
1
N
N∑
j=1
αij|sj(t, ℓ)|2 + N0
N
)
. (5.19)
From the coding scheme (5.16), |sj(t, ℓ)|2 = δ[qℓ−x¯j(t)]. Substituting this in (5.19)
we get that ri(t, ℓ) ∼ CN (0, mi(t, ℓ) + N0n ). Then the ML estimate is given by:
mˆi(t, ℓ) = argmax
exp
{−|ri(t, ℓ)|2/(mi(t, ℓ) + N0n )}
π(mi(t, ℓ) +
N0
n
)
.
The result follows upon simplification.
The encoding strategy is given in (5.16). Now consider the decoder. To decode,
each node i constructs
uˆi(t) =
Q∑
ℓ=1
(qℓ − x¯i(t))mˆi(t, ℓ) (5.20)
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from the received signal vector ri(t). Based on Lemma 18, uˆi(t) is the estimate
of u¯i(t). Now the usual consensus update of the form (5.1) can be applied using
quantized states.
We note that in the aforementioned scheme, the ML estimate of mi(t, ℓ) is
obtained by using only one received signal sample. An extremely simple way
of reducing the error in estimating the network information is to use repetition
coding. Suppose a (Ψ, 1) repetition code is employed by all nodes. Then the code
corresponding to the coefficient si(t, ℓ) is transmitted by each node Ψ times. The
cost of using the repetition code is a bandwidth expansion on the order of Ψ per
iteration. Repetition coding is summarized by the following corollary. The proof
is trivial and is omitted.
Corollary 5 When a (Ψ, 1) repetition code is used, the ML estimate of mi(t, ℓ) is
mˆi(t, ℓ) =
1
Ψ
Ψ∑
s=1
|ris(t, ℓ)|2 − N0
n
(5.21)
where ris(t, ℓ) denotes the s
th sample of ri(t, ℓ).
In the remainder of this chapter we analyze the performance of these data
driven codes and verify that it scales with the network size.
5.3 Performance Analysis
First we show that the data driven consensus architecture is unbiased with respect
to quantized consensus and it achieves low MSE. Next, since the average consensus
algorithm does not converge to the true mean xave in general, we study the MSE
achieved at an iteration t.
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5.3.1 Convergence in Expectation
We show that in terms of the average behavior, our algorithm behaves exactly
like the standard average consensus algorithm using quantized states and therefore
converges in expectation.
Lemma 19 For any given initial state x(0):
E{mˆi(t, ℓ)} = mi(t, ℓ), ∀ℓ.
Therefore, the multiple access coding method proposed on average tends to the same
result as quantized consensus.
Proof ri(t, ℓ) is circularly symmetric complex gaussian (5.19). So |ri(t, ℓ)|2 is
exponential with parameter ( 1
N
∑N
j=1 αijδ[qℓ − x¯j(t)] + N0/N)−1. Noting aij =
αij/N , irrespective of the repetition code order Ψ, it follows that
E{mˆi(t, ℓ)} =
N∑
j=1
aijδ[qℓ − x¯j(t)] = mi(t, ℓ) (5.22)
as desired.
5.3.2 Mean Square Error
From our construction it is clear that one iteration entails a delay equal to the
interval T that is the duration of our orthogonal basis {cℓ(τ)}Qℓ=1. Since the data
driven consensus algorithm accumulates quantization errors and channel errors,
the mean squared error (MSE) after a certain delay is an essential performance
metric.
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For our scheme, the MSE can be decomposed into contributions from three
separate terms: (1) the convergence error x(t)− Jx(0), (2) the quantization error
x(t)−x¯(t), and (3) the channel error e(t) = uˆ(t)−E{uˆ(t)}. Note that quantization
error (by A.0.) and channel error (by definition) are zero mean.
We examine the asymptotic behavior of the MSE for a circulant topology. Con-
sider N nodes deployed in a circle such that aij = αij/N , as specified in Lemma 18,
with αij = K(d∗+dij)−γ. γ is the path loss exponent, dij is the distance between the
nodes, and d∗ andK, related byK = ( 1
d∗
)−γ, are modeling parameters that take into
account the carrier frequency, the scattering environment and antennae gains. Due
to symmetry in path loss, A = 1
N
circ(0, α1,2, . . . , α1,(N+1)/2, α1,(N+1)/2, . . . , α1,2) for
N odd (the case for N even is similar). First we obtain an expression for λ2(W )
for the given network topology.
Lemma 20 For the given topology, limN→∞ λ2(W )→ 1− cπ26 < 1.
Proof From [20], using N →∞, we get-
λ2(W ) = 1− 4π
2
N3
k′∑
r=1
r2α1,r ≤ 1− π
2(N2 − 1)
6N2
min
r
α1,r (5.23)
= 1− cπ
2
6
(5.24)
where k′ = (N − 1)/2 and c = minr α1,r = K(d∗ + d1,n−1
2
)−γ.
Note that because of our selection of entries aij , the behavior of λ2(W ) is different
from that given in Lemma 17 for a similar topology. Then the asymptotic average
MSE characterizing the tradeoff between the allocated communication resources
and precision in consensus is given by the following lemma.
Lemma 21 For the given circulant network, as N → ∞, the average MSE at a
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finite iteration t is
lim
N→∞
MSE(t) ≤ λ2t2 (W ) lim
N→∞
E{||x(0)||2}
N
+O(f(∆¯))
+
2ξ
Ψ
1∑
i=t
λ
2(i−1)
2 (W )MSE(t− i)
=
O(f(∆¯))(1− λ22(W ))
1− λ22(W )− 2ξΨ
+
(
lim
N→∞
E{||x(0)||2}
N
−
2ξ
Ψ
O(f(∆¯))
1− λ22(W )− 2ξΨ
)(
λ22(W ) +
2ξ
Ψ
)t
where λ2(W ) ≤ 1− cπ26 < 1 with c some positive constant, f(∆¯) = ∆2/12 where ∆
is the quantization interval of the quantizer, Ψ is the order of the repetition code,
and constant ξ satisfies the conditions
1. ξ < Ψ
2
(1− λ22(W ))
2. ξ ≤ Ψ
2
(
limN→∞
E{||x(0)||2}
N
(1− λ22(W )
)
/
(
limN→∞
E{||x(0)||2}
N
+O(f(∆¯))
)
.
Proof See Appendix D.1.
We note that by allocating greater precision, f(∆¯) can be made arbitrarily
small, thus making the quantization error term negligible. Furthermore, the re-
cursive error term can also be made arbitrarily small by increasing the order of
the repetition code Ψ. Increasing the precision or the order of the repetition code
essentially amounts to an expansion in the required bandwidth. Hence, as we allo-
cate greater communication resources, i.e., bandwidth, the performance of the data
driven codes for an infinitely large network is captured by the following corollary.
Corollary 6 For the given circulant network, in the case of bandwidth expansion,
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the average MSE at a finite iteration t is
MSE(t) ≤ λ2t2 (W ) lim
N→∞
E{||x(0)||2}
N
. (5.25)
Interestingly, this is equivalent to the average MSE of standard average consensus
(c.f. Lemma 16).
On the other hand, if we operate in the regime of finite bandwidth, we incur a
penalty as indicated by Lemma 21. This analysis allows us to conclude the main
result of this section, i.e., that it is possible to achieve a bounded average MSE
irrespective of the number of nodes. Therefore, performing average consensus in
dense networks with finite precision is possible in spite of limited bandwidth.
Remark 5 Using ideas from the proof of the asymptotic MSE in Lemma 21, we
can show convergence of the data driven algorithm for a finite network (N <∞).
Let us define a measure of the overall average deviation of the quantized states
from the mean at a given iteration by E{||β(t)||2}/N where β(t) , x¯(t) − Jx(t)
(note, this is not the same as the MSE). Then under similar conditions as Lemma
21 we can show that the average deviation converges to a floor.
Corollary 7 For N <∞, the average deviation tends to a floor 1
N
E{||β(t)||2}
≤ b(1− λ
2
2(W ))
1− λ22(W )− 2ξ
′
Ψ
+
(
E{||x(0)||2}
N
−
2ξ′
Ψ
b
1− λ22(W )− 2ξ
′
Ψ
)(
λ22(W ) +
2ξ′
Ψ
)t
(5.26)
where b = O
(
1
N
)
+O
(
N0
ΨN
)
+O
(
N20
ΨN2
)
+ f(∆¯)
(
1 +
∑1
l=t λ
2ℓ
2 (W )
)
and constant ξ′
satisfies the conditions
1. ξ′ < Ψ
2
(1− λ22(W ))
2. ξ′ ≤ Ψ
2
(
E{||x(0)||2}
N
(1− λ22(W )
)
/
(
E{||x(0)||2}
N
+ b
)
.
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Proof See Appendix D.2.
Remark 6 Because of the difficulty of computing the constants ξ and ξ′ exactly,
the upper bounds on the asymptotic MSE and the average deviation of the quantized
states cannot be obtained explicitly. However, in the next section we validate that
the behavior of these quantities numerically.
5.4 Numerical Results
In this section we verify the scalability of data driven scheduling and compare its
performance to that of standard average consensus which is implemented using
packet-switched wireless communications.
The invariance of the performance of data driven scheduling with respect to
network size is by now perhaps intuitive. This is shown in Fig. 5.2(a) for the
circulant network topology described in Section 5.3 using Q = 128. The figure also
shows an interesting phenomenon - as the network size increases, the achievable
average MSE decreases. Fig. 5.2(b) numerically verifies that the average deviation
of the quantized states tends to a floor for a finite network.
We will now show the main result of this section - if we wish to achieve a
certain average MSE in consensus, then the proposed data driven scheduling can
achieve it in less time than standard average consensus. In order to make a fair
comparison, we require knowledge of the optimal scheduling policy for exchanging
packets in the network when standard consensus is used. We refer to optimality
in the sense of the fastest average time to convergence. Accordingly, we employ
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Figure 5.2: (a) The rate of convergence of the algorithm using the data driven
codes is invariant with respect to the network size N . (b) The
average deviation of the quantized states tends to a floor for
N = 100 and Q = 128.
the deterministic scheduling for standard consensus from Chapter 4, using the
parameters that correspond to the optimal operating point determined numerically
in Fig. 4.2.
The channel model is assumed to be identical for both scheduling strategies
and is given by assumptions A.3. and A.4.. Briefly, the channels are half-duplex
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Figure 5.3: Average MSE comparison: MSE vs. iteration is plotted for
N = 189 and 100 consensus iterations showing that consensus
iterations using data driven scheduling are completed in signifi-
cantly less time.
and the channel between nodes i and j is represented by a single coefficient hij ∼
CN (0, αij) where αij = K(d∗ + dij)−γ, as in Section 5.3. Data driven scheduling
is simulated with the following parameters. 189 nodes are located uniformly on
a circle. Transmission powers are unity and the transmit SNR at each node is
1/N0 = 30dB. Path loss exponent γ = 4 and a quantizer with Q = 128 bins
is used to quantize the states. A Ψ = 1 order repetition code is used. Monte
Carlo trials are used to compute the average MSE. Standard average consensus is
simulated using the optimal deterministic schedule. However, states are allowed
to be exchanged with infinite precision because it is well known that quantized
consensus does not converge in the mean square sense [11]. Therefore, the actual
performance of standard scheduling will be worse than shown here. Recall from
Section 5.3 that each iteration of data driven scheduling is completed in time
interval T = 1 where T is the duration of the orthogonal basis {cℓ(τ)}Qℓ=1. It is
implicit that each time slot is of duration T . This comparison is shown in Fig. 5.3:
data driven scheduling converges much faster than the packet-switched schedule.
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CHAPTER 6
CONCLUSIONS
This thesis shows that cooperation at the physical layer can significantly improve
performance with relatively small coordination overheads by exploiting the broad-
cast nature of the wireless channel. In the context of communication architec-
tures for large scale wireless networks which are prone to network congestion and
where routing is prohibitively costly, we examined physical layer protocols for fast
intra-network broadcast communication and structured cooperative codes for fast
in-network data processing through average consensus algorithms.
In the first part of the thesis we considered physical layer decode and forward co-
operative protocols for broadcast. Protocols utilizing several techniques like power
control, SIC, use of side-information, and interference alignment were proposed.
These protocols were shown to be capable of broadcasting the content of multi-
ple users simultaneously in the network in an efficient manner, especially in fading
environments. Through detailed analysis of the two user case we determined neces-
sary conditions for the successful broadcast in the general case. The performance
improvement in terms of latency over non-cooperative packet-switched flooding
was verified numerically. Finally, in the case of single user broadcast with decod-
ing errors, it was shown that by judicious selection of network parameters, error
propagation in the information flow can be controlled.
We argued that standard packet-based average consensus gossiping does not
scale in dense wireless networks due to network congestion. In the second part of
the thesis we proposed a solution to this problem by considering structured codes
which utilize cooperative transmission through data driven scheduling. We ana-
lyzed its performance over a non-coherent AGWN-MAC channel. We showed that
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Table 6.1: Selected publications related to the dissertation.
Chapter Selected Submissions/Publications
2-3
Shrut Kirti, Anna Scaglione, and Bhaskar Krishnamachari, Coop-
erative Broadcast in Dense Wireless Networks, submitted to IEEE
Transactions on Networking (under revision).
Anna Scaglione, Shrut Kirti, and Birsen Sirkeci-Mergen, Error
Propagation in Dense Networks with Cooperation, Proc. Intl. Sym-
posium on Information Processing in Sensor Networks (IPSN ’06),
Nashville, TN, April 2006.
4-5
Shrut Kirti and Anna Scaglione, Consensus in Wireless Networks
with Interference, submitted to IEEE Communication Letters.
Shrut Kirti, Anna Scaglione, and Robert J. Thomas, A Scal-
able Wireless Communication Architecture for Average Consensus,
Proc. 46th IEEE Conference on Decision and Control (CDC’07),
New Orleans, LA, USA, Dec 12-14, 2007.
the algorithm converges in the mean and we characterized the MSE performance.
We showed that adding infinite values with finite precision is possible in spite of
the bandwidth limitations. Through numerical simulations we further showed that
our codes outperform standard average consensus in terms of the time required to
achieve a certain MSE in the consensus value.
Selected publications corresponding to the chapters mentioned above are listed
in Table 6.1.
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6.1 Future Directions
There exists a vast body of literature now that studies the capacity of multi-
hop wireless networks with multiple source-destination pairs [25, 64]. None of
these works, however, consider the latency involved in communication; while
packet delivery is assured, no delay guarantee is provided. Several other works
[8, 58, 23, 76, 1] do consider the delay-throughput tradeoff for such networks with
multiple unicast flows. On the other hand, works like [42, 71, 43, 34], study
the latency in broadcasting only a single source. Therefore, one avenue for fur-
ther research is the delay-throughput analysis of the cooperative protocols for the
simultaneous broadcast of multiple sources proposed in this thesis. Further re-
search directions include the issue of large scale network synchronization, which
we assumed exists, and a thorough analytical characterization of the opportunistic
interference alignment (OIA) protocol. As regards the physical layer architecture
for average consensus, it will be interesting to see it implemented and tested in
actual hardware.
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APPENDIX A
PROOFS FOR CHAPTER 2
A.1 Proof of Lemma 2
The proof follows the same geometric arguments used in the proof of Lemma 1 so
we only highlight the differences. Let the current network state be L
(1)
k .
(a) If x ∈ T ik, i = 1, 2, b, i.e., decoded some symbol in slot k, then x cannot
transmit in slot k + 1 due to the half-duplex constraint (A.3) and x /∈ T ik+1, i =
1, 2, b. Hence, the nodes that decode anything in slot k + 1 must lie in: x < rk−1,
rk < x < L− rk, or x > L− rk−1. We show that no information flow is possible for
x > L− rk−1 in slot k+ 1. By symmetry, the result is also applicable to x < rk−1,
proving part (a).
Consider a relay at any coordinate x > L − rk−1. Any such relay must have
already forwarded s2 in a prior slot (see Remark 2). By assumption A.4, x is
therefore only interested in decoding and forwarding s1. However, since T
2
k =
[L− rk, L− rk−1) is physically closer to x than T 1k, symbol s2 will be received with
greater power than s1. Its SIC receiver will therefore, decode s1 second. We will
show that the received SNR is insufficient to decode s1 for our choice of x. Now,
SNR1k+1(x)
=
Prρ
No
∫ rk
rk−1
ℓ(u, x)du <
Prρ
No
∆k
2
(ℓ(rk, x) + ℓ(rk−1, x))
where ∆k = rk − rk−1 and the upper bound is obtained by replacing the integral
with the Riemann sum. Set x = L − rk−1 + ǫ for any ǫ > 0. Since path loss is
monotonic, this value maximizes SNR1k+1(x). By substituting this value, using the
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definition of the path loss function, and noting that rk−1 ≤ rk ≤ L2 , we can further
upper bound the SNR
SNR1k+1(x) < (Prρ/No)∆k(L− 2rk−1 −∆k + d0 + ǫ)−2.
An upper bound on SNR is sufficient for showing SNR1k+1(x) < τ . Rewrite this as
(L− 2rk−1 −∆k + d0 + ǫ)2/∆k > Prρ/τNo. (A.1)
To prove this, we will upper bound ∆k. Since Lk = L
(1)
k , from part (b) we know
that
rk <
rk−1 + rk−2
2
+
1
2
√
∆2k−1 +
4
τN0
Prρ∆k−1
+ ψ(x′)
− d0
<
rk−1 + rk−2
2
+
1
2
√
∆2k−1 + 4Prρ∆k−1/τN0 − d0
since ψ(x′) > 0. Rearranging terms,
∆k < −∆k−1
2
− d0 + 1
2
√
∆2k−1 +
4Prρ∆k−1
τN0
(A.2)
≈ −∆k−1
2
− d0 + 1
2
(
∆k−1 + 2α− 4α
2
2(∆k−1 + 2α)
)
< α− d0 < α+ d0 (A.3)
where α = Prρ
τNo
. The approximation is obtained by using the identity
√
z2 + c ≈
z + c
2z
and rearranging terms. The upper bound follows since ∆k−1, α > 0.
Substitute the upper bound on ∆k into the LHS of (A.1):
LHS >
(L− 2rk−1 − α + ǫ)2
∆k
>
(L− 2L
2
− α+ ǫ)2
α− d0 > α
where the second inequality follows since rk−1 < L2 and the last inequality follows
as ǫ→ 0. Hence, we have showed that SNR1k+1(x) > α, proving our result.
(b) We showed in part (a) that these level sets must lie in the interval (rk, L−rk).
The SIC receiver decodes signals in the order of decreasing received signal power so
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relays in rk < x ≤ L2 will decode symbol s1 first. In L2 ≤ x < L− rk relays decode
symbol s2 first. Since the levels T
1
k and T
2
k are symmetric, we only consider the
interval rk < x ≤ L2 .
Evaluate the integrals in (2.10) using the values for level sets specified by L
(1)
k
to compute SINR1k+1(x). We can rewrite SINR
1
k+1(x) > τ as
θ(x) ≥ τNo/Prρ(rk−1 − rk) + ψ(x)
where θ(x) = (x+d0−rk)−1(x+d0−rk−1)−1 and ψ(x) = τ(L−x+d0−rk)−2 since
rk > rk−1. In the range of interest (rk, L− rk), properties (i)-(iii) from Lemma 1
remain valid. Proceeding exactly like the proof of Lemma 1, we get that
x∗k ≥ x′′ , θ−1
(
τN0
Prρ∆k
+ ψ(x′)
)
(A.4)
=
rk + rk−1
2
+
1
2
√
∆2k +
4
τN0
Prρ∆k
+ ψ(x′)
− d0.
We can verify that SNR2k+1(x) < τ , which can be written as
(L− x+ d0 − rk−1)−1(L− x− rk + d0)−1 < τNo/Prρ∆k,
is satisfied for all
x < x¯k = L− rk + rk−1
2
− 1
2
√
∆2k +
4Prρ∆k
τN0
+ d0. (A.5)
Finally, one must compare x∗k and x¯k in order to determine Lk+1. The lemma
follows.
(c) The proof is trivial and is omitted.
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A.2 Proof of Lemma 4
(a) Consider the right-half of the interval (qk, L − qk). Relays in this interval
[L
2
, L− qk) will decode symbol s2 first because the topology of state L(3)k dictates
that s2 will be received with greater power. We will solve the system SINR
2
k+1(x) ≥
τ and SNR1k+1(x) < τ . By symmetry, the arguments also hold in the left-half (qk,
L
2
)
of the interval.
First consider SINR2k+1(x) ≥ τ . After taking the limits N →∞ and Pr → 0, it
can be written as θ(x) ≥ τNo
Prρ
+ τψ(x) where Prρθ(x) and Prρψ(x) are the received
powers corresponding to symbols s2 and s1 respectively and
θ(x) =
1
2
∫ qk
rk
ℓ(u, x)du+
1
2
∫ L−rk
L−qk
ℓ(u, x)du+
∫ L−rk−1
L−rk
ℓ(u, x)du,
ψ(x) =
1
2
∫ qk
rk
ℓ(u, x)du+
1
2
∫ L−rk
L−qk
ℓ(u, x)du+
∫ rk
rk−1
ℓ(u, x)du.
Let Λ(x) = τNo
Prρ
+ τψ(x). The following statements hold:
(i) θ(x)|x=L
2
< Λ(x)|x=L
2
,
(ii) θ′(x) > 0, ∀x ∈ (L
2
, L − qk + d0) so θ(x) is monotonically increasing in this
interval,
(iii) Λ′′(x) > 0, ∀x ∈ (L
2
, L− qk + d0) so Λ(x) is strictly convex in this interval. It
follows that ψ(x) is also strictly convex in this interval.
(iv) θ(x), ψ(x), and Λ(x) have an asymptote at L− qk + d0.
These claims can be verified in a straightforward manner by evaluating the inte-
grals; the details are omitted for brevity.
Properties (i) − (iv) imply that the functions θ(x) and Λ(x) can intersect at
most twice in the interval [L
2
, L− qk + d0) (Fig. A.1). Let L− qk + d0 − δ denote
the second root of θ(x) = Λ(x), when it exists. If Case C (Fig. A.1) occurs then
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Case A Case B Case C
δ
do
L
2
L
2
L
2
L− qk L− qk L− qk
θ(x)
Λ(x)
Figure A.1: Based on properties (i)−(iv) defined in Appendix A.2, the func-
tions θ(x) and Λ(x) can intersect at most twice in the interval
[L
2
, L− qk + d0).
statement (i) of Theorem 1 fails since relays within [L− qk + d0 − δ, L− qk + d0)
decode nothing. Case C cannot happen when δ < d0, where
δ ≈ 1− τ
2( τNo
Prρ
+ rk(
τ
(L−qk+2d0)(L−qk−rk+2d0) − 1qkQk ))
. (A.6)
δ is obtained by solving θ(x) = Λ(x), which is linearized by letting x = L−qk+d0−
δ, then neglecting the terms that are small since we are close to the asymptote. We
also note that if Case B occurs, then SINR2k+1(x) < τ , which means that nothing
is decoded.
The decoding region for symbol s1 is obtained by solving SNR
1
k+1(x) > τ ⇔
ψ(x) > τN0
Prρ
, where, from property (iii), ψ(x) is strictly convex. Putting the
decoding regions for s2 and s1 together yields four possible network states: L
(1)
k+1 -
L
(4)
k+1.
(b) We will now derive the condition under which the flows cross from state L
(3)
k .
Consider the interval (L−rk−1, L]. We will determine the conditions required such
that information flow s1 will be present in this interval in slot k+1. By symmetry,
this condition will also indicate the presence of flow s2 in [0, rk−1), thus giving us
the condition required to permit flows to cross in slot k from state L
(3)
k .
Following the approach used to prove Lemma 1, consider a relay at coordinate
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x > L − rk−1. Again, because of physical proximity to the level set T 2k, it will
receive s2 with greater power and decode it first. It is easy to check that there
always exists some x′′ ∈ (L−rk−1, L] such that SINR2k+1(x) ≥ τ , ∀x ∈ (L−rk−1, x′′].
Therefore, we only need to determine the conditions under which SNR1k+1(x) ≥ τ
for some x ∈ (L− rk−1, L].
Let x = L− rk−1 + ǫ, ∀ǫ > 0 and let Qk = qk − rk. Then,
SNR1k+1(x) =
Prρ
No
∆k
(x+ d0 − rk)(x+ d0 − rk−1)
+
Prρ
No
Qk
2(x+ d0 − rk)(x+ d0 − qk)
+
Prρ
No
Qk
2(x+ d0 − L+ rk)(x+ d0 − L+ qk) (A.7)
>
Prρ
No
∆k +Qk
(L− 2rk−1 + d0 + ǫ)2 , (A.8)
where we substituted in our choice of x and used rk−1 < rk < qk. This gives us the
required condition
Prρ(∆k +Qk) > τN0(L− 2rk−1 + d0)2, (A.9)
as ǫ → 0. The corresponding derivations for state L(4)k+1 are very similar and are
therefore omitted.
A.3 Proof of Lemma 5
Using Theorem 1 statement (ii), any relay x > L−rk−1 must have decoded symbol
s2 in a prior slot. We show that under certain conditions, there exists at least one
relay in this interval that decodes symbol s1 in slot k + 1. Due to symmetry, the
same argument shows the existence of a relay x < rk−1 that decodes s2, showing
that flows cross.
113
Recall, T bk = (rk−1, rk] ∪ [L − rk, L − rk−1). Let η = 1. Then all relays
x > L − rk−1 must receive s1 with greater power and decode it first in slot k + 1
(c.f. Table 2.1). It only remains to find the condition under which they can decode
s1: SINR
1
k+1(x) ≥ τ is equivalent to∫ L−rk−1
L−rk
ℓ(u, x)du ≥ τNo
Prρ
+ τ
∫ rk
rk−1
ℓ(u, x)du (A.10)
⇔ rk − rk−1
(x+ d0 − L+ rk−1)(x+ d0 − L+ rk) (A.11)
− τ(rk − rk−1)
(x+ d0 − rk−1)(x+ d0 − rk) ≥
τNo
Prρ
.
Using rk−1 < rk, lower bound the second term on the LHS and plug in x =
L− rk−1 + ǫ, where ǫ > 0, to get
τ∆k
(L− 2rk−1 + d0 + ǫ)2 ≤
∆k
(d0 +∆k + ǫ)2
− τNo
Prρ
. (A.12)
We get the desired result as ǫ→ 0.
Proof of Lemma 6: We will derive the necessary conditions under which the
information flows can cross from each network state (as given in Theorem 1) under
cooperative protocol PCSI (with side information). We consider each network state
in turn.
First consider state L
(1)
k . Consider relays x > L−rk−1. These relays must have
decoded symbol s2 in some previous slot (Theorem 1) and therefore are able to
cancel all interference resulting from the transmission of symbol s2 in future slots.
Accordingly, these relays are only interested in decoding s1, which is transmitted
by the elements of the set T 1k = [rk−1, rk]. As a result of the cancellation of
interference from s2, one only needs to check whether SNR
1
k+1(x) ≥ τ for any
x > L− rk. Since SNR1k+1(x)
=
Prρ
N0
∫ rk
rk−1
ℓ(u, x)du =
Prρ∆k
(x+ d0 − rk)(x+ d0 − rk−1) ,
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SNR1k+1(x) ≥ τ is a quadratic equation in x with solution
x∗ <
rk + rk−1
2
+
1
2
√
∆2k +
4Prρ∆k
τNo
. (A.13)
Therefore, since T 1k+1 and T
2
k+1 remain symmetric, the information flows cross if
x∗ > L− rk−1.
Now consider the state L
(2)
k . Since T
b
k 6= ∅, there exist some nodes which
forward the symbols of both users using power control. For illustration, let η = 1.
Consider relays x > L − rk−1 which have previously decoded s2 and have side
information. Analogous to Lemma 5, since SNR1k+1(x) =
Prρ
No
∫ L−rk−1
L−rk ℓ(u, x)du,
SNR1k+1(x) ≥ τ is a quadratic equation whose solution is
x∗ < L− d0 − rk + rk−1
2
+
1
2
√
∆2k +
4Prρ∆k
τNo
. (A.14)
Therefore, the information flows cross if x∗ > L− rk−1.
Finally, consider the state L
(3)
k . Again, consider x > L − rk−1 and let η = 1.
Then,
SNR1k+1 =
Prρ
N0
∫ L−rk
L−qk
ℓ(u, x)du+
Prρ
N0
∫ rk
rk−1
ℓ(u, x)du
≤ (x+ d0 − L+ rk)−2 + (x+ d0 − rk−1)−2
≤ 2(x+ d0 − rk−1)−2 (A.15)
since rk−1 < rk. SNR1k+1(x) ≥ τ then has the solution
x∗ < rk−1 − d0 +
√
2Prρ∆k/τNo, (A.16)
and the information flows cross if x∗ > L−rk−1. A similar condition can be derived
for state L
(4)
k+1.
A.4 Proof of Lemma 9
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The proof draws inspiration from techniques used in [75]. Let γmn , SINR
m
1 (xn),
∀ m, where xn denotes the nth relay with abuse of notation. Since the channels
h(u, x)
i.i.d.∼ CN (0, 1) are i.i.d., γmn are i.i.d. RVs with density and distribution
fγmn (γ) = e
−Noτ
Ps (1 + γ)−M (No/Ps(1 + γ) +M − 1) and
Fγmn (γ) = 1−
e−
Noτ
Ps
(1 + γ)M−1
, γ ≥ 0, (A.17)
respectively. Let γmn(r) denote the rth largest realization in the sequence of RVs
{γmn }Nn=1, given m. Under the pessimistic scenario of successive decoding without
interference cancellation, γmn(r) ≥ τ implies that N − r relays are able to decode sm
[CLARIFY? ]. This holds for each m. So the question we are asking is: how does
(N − r) scale?
Using the distribution of the rth order statistic of i.i.d. RVs,
P (γmn(r) ≥ τ) = 1−
N∑
i=r
(
N
i
)
Fγmn (τ)
i
(
1− Fγmn (τ)
)N−i
.
Note that each summand resembles a Binomial distribution, i.e., P (Z = i) =(
N
i
)
pi(1− p)N−i if Z ∼ B(N, p) with p = Fγmn (τ). It is known that asymptotically,
the binomial distribution can be approximated as a gaussian Z−Np√
Np(1−p)
d→ N (0, 1).
Using this result we get
P (γmn(r) ≥ τ) ≈ 1−
1√
2πNp(1− p)
∫ N
r
e−
(i−Np)2
2Np(1−p)di (A.18)
= 1− 1
2
[
erf(
Np−N√
2Np(1− p))− erf(
Np− r√
2Np(1− p))
]
(A.19)
where erf(z) = 2√
π
∫ z
0
e−t
2
dt. We will show that P (γmn(r) ≥ τ)→ 1. Substituting our
choice of M =
log(N0.5)− τNo
Ps
log(1+τ)
+ 1 into Fγmn (τ), we have that Fγmn (τ) = p = 1−N−
1
2 .
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Now,
lim
N→∞
erf
[
Np−N√
2Np(1− p)
]
= lim
N→∞
erf

 N −N 12 −N√
2N
1
2 (1−N− 12 )


= lim
N→∞
erf
(
−
√
N
1
2
2(1−N− 12 )
)
= erf(−∞) = −1. (A.20)
To complete the proof we need to show that there exists a choice of r such that
the right term in (A.19) also tends to −1. Let N − r = Θ(logN). Then,
lim
N→∞
erf
[
Np− r√
2Np(1− p)
]
= lim
N→∞
erf

 N −N 12 − r√
2N
1
2 (1−N− 12 )


= lim
N→∞
erf

− N 12 −Θ(logN)√
2N
1
2 (1−N− 12 )

 (A.21)
= lim
N→∞
erf

− O(N 12 )√
2N
1
2 (1−N− 12 )

 = −1. (A.22)
Thus, we have shown that if M = O(logN), then each source is able to recruit at
least Θ(logN) relays w.h.p. to forward its message in the next hop.
A.5 Proof of Lemma 10
We show the derivations for P 1k (x) and P
b
k(x). The result for P
2
k (x) follows from
the expressions obtained for P 1k (x) because of symmetry between level sets T
1
k and
T
2
k. We drop the node indices from the following for notational convenience since
they should be clear from the context. To begin, we note that by plugging in the
expression for T mi and using the distributive law of set operations,
T
m
k = (∪A:m∈ASAk ) ∩k−1i=1 T¯ mi (A.23)
= (∪A:m∈ASAk ) ∩k−1i=1 (∩A:m∈AS¯Ai ). (A.24)
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Then, P 1k (x) = P (x ∈ T 1k)
= P
(
x ∈ (∪A:1∈ASAk ) ∩k−1i=1 (∩A:1∈AS¯Ai )) (A.25)
(a)
= P (x ∈ ∪A:1∈ASAk )
k−1∏
i=1
P (x ∈ ∩A:1∈AS¯Ai ) (A.26)
(b)
=
∑
A={1},{1,2}
P (x ∈ SAk )
k−1∏
i=1
P (x ∈ ∩A={1},{1,2}S¯Ai ) (A.27)
where (a) follows because the aggregate channel gains h¯mi (x) are independent over
i and (b) follows because the events SAk are mutually exclusive.
Consider the first term of the product in (A.27). We will compute each sum-
mand in turn. Let Z1 = |h¯1k(x)|2 and Z2 = |h¯1k(x)|2. From (2.5) it follows that
in the continuum limit N → ∞ and Pr → 0, Z1 , |h¯1k(x)|2 ∼ exp(µ1k(x)) and
Z2 , |h¯2k(x)|2 ∼ exp(µ2k(x)). First, let A = {1}:
P (x ∈ S1k) = P (x ∈ S1k, Z1 ≥ Z2) + P (x ∈ S1k, Z2 ≥ Z1)
= P (x ∈ S1k, Z1 ≥ Z2) + 0 (A.28)
= P (
Z1
No + Z2
≥ τ, Z2
No
< τ, Z1 ≥ Z2) (A.29)
, θk(µ
1, µ2), (A.30)
where we used the law of total probability to get the first equality. Z1 ≥ Z2
corresponds to the case where the receiver attempts to decode s1 first. The other
equalities follow from the application of the operating rules of the SIC receiver.
The event corresponding to θk(µ
1, µ2), when τ > 1, is shown in Fig. A.2.
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Z1
Z2
τNo
Z1 = Z2
−No τNo
Z1 = τNo + τZ2
Figure A.2: Probability region: θk(µ
1, µ2) = P (Z1 ≥ τNo + τZ2, Z2 <
τNo, Z1 ≥ Z2).
Now consider the remaining terms of the product in (A.27):
P (x ∈ S¯1i ∩ S¯bi) = P (x ∈ S¯1i ∩ S¯bi , Z1 ≥ Z2)
+ P (x ∈ S¯1i ∩ S¯bi , Z2 ≥ Z1)
= P (Z1 ≤ τNo + τZ2, Z1 ≥ Z2)
+ [1− P (Z2 ≥ τN0 + τZ1, Z1 ≥ τNo |Z2 ≥ Z1)]P (Z2 ≥ Z1)
(a)
= [1− P (Z2 ≥ Z1)− P (Z1 ≥ τNo + τZ2)]
+ P (Z2 ≥ Z1)− P (τNo ≤ Z1 ≤ Z2 − τNo
τ
, Z2 ≥ Z1)
(b)
= 1− P (Z1 ≥ τNo + τZ2)− P (τNo ≤ Z1 ≤ Z2 − τNo
τ
)
, 1− ωk(µ1, µ2)− γk(µ2, µ1), (A.31)
where the first term in equality (a) follows by rewriting the probability event to
be calculated in terms of its complement set (see Fig. A.2) and the second term
in equality (b) follows since the event Z2 ≥ Z1 is implied by the event τNo ≤ Z1 ≤
Z2−τNo
τ
when τ > 1. Putting all this together gives us the result for P 1k (x).
Consider A = {1, 2}, denoted by b. We are left with the task of computing
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P bk(x):
P bk(x) = P (x ∈ T 1k ∩ T 2k) (A.32)
= P (x ∈ Sbk)
∏k
i=1 P (x ∈ S¯1i ∩ S¯2i ∩ S¯bi). (A.33)
Using similar reasoning as before,
P (x ∈ Sbk) = P (x ∈ Sbk, Z1 ≥ Z2) + P (x ∈ Sbk, Z2 ≥ Z1)
= P (Z1 ≥ τNo + τZ2, Z2 ≥ τN0, Z1 ≥ Z2)
+ P (Z2 ≥ τNo + τZ1, Z1 ≥ τN0, Z2 ≥ Z1)
= P (τNo ≤ Z2 ≤ Z1 − τNo
τ
) + P (τNo ≤ Z1 ≤ Z2 − τNo
τ
)
, γk(µ
1, µ2) + γk(µ
2, µ1)
= ωk(µ
1, µ2)− θk(µ1, µ2) + ωk(µ2, µ1)− θk(µ2, µ1). (A.34)
We can express γk(µ
2, µ1) as the difference between ωk(µ
2, µ1) and θk(µ
2, µ1) by
considering the event regions shown in Fig. A.3.
Z1
Z2
Z1 = Z2
τNo−No
τNo
Z2 = τNo + τZ1
Figure A.3: Probability region: γk(µ
2, µ1) = P (τNo ≤ Z1 ≤ Z2−τNoτ ).
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Now consider the second term in (A.33):
P (x ∈ S¯1i ∩ S¯2i ∩ S¯bi) = P (x ∈ S∅i , Z1 ≥ Z2)
+ P (x ∈ S∅i , Z2 ≥ Z1)
= P (
Z1
No + Z2
≤ τ, Z1 ≥ Z2) + P ( Z2
No + Z1
≤ τ, Z2 ≥ Z1)
(a)
= [1− P (Z2 ≥ Z1)− P (Z1 ≥ τNo + τZ2)]
+ [1− P (Z1 ≥ Z2)− P (Z2 ≥ τNo + τZ1)]
= 1− P (Z1 ≥ τNo + τZ2)− P (Z2 ≥ τNo + τZ1)
= 1− ωk(µ1, µ2)− ωk(µ2, µ1) (A.35)
where equality (a) is obtained by rewriting the probability region to be calculated
in terms of its complement set (see Figs. A.2 and A.3), and using P (Z2 ≥ Z1) +
P (Z1 ≥ Z2) = 1.
Now all we need to do is compute the probabilities θk(µ
1, µ2) and ωk(µ
1, µ2).
Since Z1 ⊥ Z2, the calculations are straightforward and the result as stated in
Lemma 10 can be obtained.
A.6 Proof of Lemma 12
No side-information is available initially, so P¯ i1(x) = P
i
1(x), i = 1, 2, b. Since
x ∈ T bk+1 can only occur if x has no prior side-information, P¯ bk+1(x) is unchanged
from protocol PC. Define ξm(x) = 1{already decoded sm}(x) where 1{·}(x) denotes
the indicator function. Furthermore, if the current slot is k + 1, we know that
P (ξm(x) = 1) =
∑k
j=1 P¯
m
j (x) using the independence of the aggregate channel
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gains over slots. Then, using the law of total probability,
P¯mk+1(x) = P (x ∈ T mk+1|ξm(x) = 1)P (ξm(x) = 1)
+ P (x ∈ T mk+1|ξm(x) = 0)P (ξm(x) = 0)
(a)
= P (|h¯mk (x)|2 ≥ τNo)
k∏
i=1
P (x ∈ ∩A:m∈AS¯Ai )
×P (ξm(x) = 1) + Pmk+1(x)P (ξm(x) = 0).
where (a) holds since x can cancel the interference from user n ∈ {1, 2}, m 6= n.
The final result is obtained by noting that P (|h¯mk (x)|2 ≥ τNo) = e−τNoµmk (x) and
P (x ∈ ∩A:m∈AS¯Ai ) = (1− Pmi (x)).
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APPENDIX B
PROOFS FOR CHAPTER 3
B.1 Proof of Lemma 15
The proof derives the joint characteristic function of the random variables
limN→∞
Pr→0
(z
(k+1)
j , v
(k+1)
j ). In the proof the function ΦX(f) will be always the charac-
teristic function of the random variable X, i.e. ΦX(f) = E{e−j2πfX}:
Φ(f1, f2) = E
{
lim
N→∞
Pr→0
e−j2π(f1z
(k+1)
j +f2v
(k+1)
j )
}
= E
{
lim
N→∞
Pr→0
N∏
i=1
Φejθji
(√
P¯rαjiℓ(dji)
N
ǫ
(k)
i (f1+f2e
(k)
i )
)}
= E
{
lim
N→∞
Pr→0
N∏
i=1
(
1−4π
2P¯rℓ(dji)αjiǫ
2(k)
i (f1+f2e
(k)
i )
2
N
+o(
1
N
)
)}
= E
{
lim
N→∞
e−
1
N
PN
i=1 4π
2P¯rℓ(dji)αjiǫ
2(k)
i (f1+f2e
(k)
i )
2
}
(B.1)
Therefore if we take the expectation of the term inside the exponent, as argued
before we can show that:
MN = E
{
1
N
N∑
i=1
4π2P¯rℓ(dji)αjiǫ
2(k)
i (f1+f2e
(k)
i )
2
}
lim
N→∞
MN = 4π
2P¯r
∫∫
Lk
ℓ(x− u, y − v) (f 21+
+2f1f2ψ
(k)(u, v) + f 22ψ
(k)(u, v)
)
dudv.
Let us call XN the random variable:
XN =
1
N
N∑
i=1
4π2P¯rℓ(dji)αjiǫ
2(k)
i (f1+f2e
(k)
i )
2,
which for the Law of Large Numbers is such that, for an arbitrarily small δ > 0:
lim
N→∞
P (|MN −XN | > δ) = 0
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Clearly: Φ(f1, f2) = e
− limN→∞MN − o(δ). The expression of Φ(f1, f2) is that of the
characteristic function of two jointly Gaussian random variables and by inspection
it can be verified that the parameters of the quadratic form limN→∞MN give the
variances and correlation coefficients in Lemma 15.
B.2 Proof of Corollary 3
In the following proof we drop the sub/super-scripts in expressions where there is
no ambiguity for notational convenience. From equation (3.23),
E
{
P
(
e
(k)
j = 1
)}
= ψ(k)(x, y) (B.2)
≤ 1
2
E

e
− |z
(k)
(x,y)|2
No
0
@1−
2ℜ{z∗(k)(x,y)v(k)(x,y)}
|z(k)(x,y)|2
1
A
2


=
1
2
Ez

Ev|z

e
− |z
(k)
(x,y)|2
No
0
@1−
2ℜ{z∗(k)(x,y)v(k)(x,y)}
|z(k)(x,y)|2
1
A
2




Let s = −
˛˛
˛z(k)(x,y)
˛˛
˛2
No
and t =
(
1− 2ℜ
n
z
∗(k)
(x,y)
v
(k)
(x,y)
o
˛˛
˛z(k)(x,y)
˛˛
˛2
)
. By utilizing the Gaussian proba-
bility density function of limN→∞
Pr→0
(z
(k+1)
j , v
(k+1)
j ) found in lemma 15, it follows that
the conditional distribution of t, given that z
(k)
(x,y) is known, is t ∼ CN (µ, σ2) where
µ =
(
1− 2ν
(k)
(x,y)
ξ
(k)
(x,y)
)
and σ2 = 2˛˛
˛z(k)(x,y)
˛˛
˛2
ν
(k)
(x,y)
[
1− ν
(k)
(x,y)
ξ
(k)
(x,y)
]
. It is easily shown that
E
{
est
2
}
=
1√
1− 2sσ2 e
sµ2
1−2sσ2 .
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By substituting these expressions into equation (B.2) we thus get,
ψ(k)(x, y) ≤ 1
2
E
z
(k)
(x,y)
{
est
2
}
=
1
2
Ez


1√
1 + 4
No
ν
(
1− ν
ξ
)e
−
|z|2
No (1−2
ν
ξ )
2
1+ 4
No
ν(1− νξ )


=
1
2
1√
1 + 4
No
ν
(
1− ν
ξ
)Ez {e−|z|2G}
=
1
2
1√
1 + 4
No
ν
(
1− ν
ξ
) · 11 +Gξ (B.3)
where we have used that
∣∣∣z(k)(x,y)∣∣∣2 ∼ exp
(
1
ξ
(k)
(x,y)
)
and
G
(k)
(x,y) =
1
No
(
1− 2ν
(k)
(x,y)
ξ
(k)
(x,y)
)2
1 + 4
No
ν
(k)
(x,y)
(
1− ν
(k)
(x,y)
ξ
(k)
(x,y)
) (B.4)
B.3 Proof of Corollary 4
After plugging-in the expression for Gk(x, y), equation (3.28) [c.f. Corollary 3] can
be rearranged as follows:
ψk(x, y) ≤ 0.5√
1 + ξ
N0
·
√
1−
(
1− ν
ξ
)2
+
1
1 + ξ
N0
(
1− ν
ξ
)2
(B.5)
We know that for any given level the following inequalities are true:
0 ≤ ν
k(x, y)
ξk(x, y)
≤ λk ≤ 0.5⇒
(
1− 2ν
k(x, y)
ξk(x, y)
)
≤ 1, (a)
1−
(
1− 2ν
k(x, y)
ξk(x, y)
)2
≤ 1− (1− 2λk)2, (b)
1
1 + ξ
k(x,y)
N0
≤ 1
1 + α
2
2
, (c)
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and from (a) and (c),
1
1 + ξ
k(x,y)
N0
(
1− 2ν
k(x, y)
ξk(x, y)
)2
≤ 1
1 + α
2
2
(d)
By applying (a)-(d) to equation (B.5) we get:
ψk(x, y) < λk
≤ 0.5√
1 + α
2
2
√
1− (1− 2λk−1)2 + 1
1 + α
2
2
(B.6)
By squaring both sides of the above we obtain a second order equation:
λ2
(
2 +
α2
2
)
− λ− 1
4
(
1 + α
2
2
) = 0 (B.7)
This equation has a real positive and a real negative root. Since λ cannot be
negative, the only solution is as indicated in Corollary 4. The solution for the
fixed point exceeds 0.5 if α2/2 < 0.618. Hence, in this regime the bound becomes
too loose to be meaningful.
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APPENDIX C
PROOFS FOR CHAPTER 4
C.1 Proof sketch for Theorem 2
First we bound φk. By conditioning on |hij |2, from (4.3) we have
√
φt =
P (SIR(i,j)∈St ≥ τ) = E|hij |2P (|hij|2 ≥ τ
∑
ℓ∈Bt,ℓ 6=i |hℓj|2), where |hℓj|2 are inid
exponential RVs. We lower bound φt, clarifying the dependence on k, as follows:
√
φt ≥ E|hij |2P
(
Q−1∑
ℓ=1
Zℓ ≤ |hij|2/τ
)
, (C.1)
where Zℓ = |hmj |2, ∀ℓ. Index m is chosen such that it causes the most interference
to node j on average, i.e. its closest to node j. So m = argminm∈Bt,m6=i dmj with
dmj = (2k + 1)do − kdo = (k + 1)do where do , di,i+1. So Zℓ iid∼ exp(1/αmj) and∑Q−1
ℓ=1 Zℓ ∼ G(Q− 1, 1/αmj) has a gamma density. Using the gamma distribution
and taking the expectation with respect to |hij |2 we obtain
√
φt ≥ 1−
Q−2∑
ℓ=0
αmj(
αmj
αij
+ 1
τ
)ℓ+1 ≥ 1− (Q− 1)αmj(αmj
αij
+ 1
τ
) , (C.2)
where αmj = (1 + (1 + k)do)
−γ < αij = (1 + kdo)−γ. The second inequality is
obtained by noting that
αmj
αij
+ 1
τ
≥ 1 when τ is small since αmj
αij
is close to 1.
Substituting the values of αmj and αij into (C.2), when
N(k−1)
Q
≤ t ≤ Nk
Q
− 1, k ∈
[1, K], √
φk ≥ 1− (Q− 1)(1 + (1 + k)do)
−γ
1
τ
+ (1+kdo)
γ
(1+(1+k)do)γ
= 1− O
(
1
kγ+1
)
,
since Q = N
2k+1
. This proves the first part of the theorem.
Now we bound λ2(E{W T (T )W (T )}). The key step is showing that
E{W T (T )W (T )}, can be approximated by a diagonalizable circulant matrix.
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Plugging-in (4.4) into W T (T )W (T ) =
(∏0
t=T−1W
T
St
) (∏T−1
t=0 WSt
)
, and expanding
it, we getW T (T )W (T ) = I−1
2
∑
(i,j)∈{S0,...,ST−1}
[
(ei − ej)(ei − ej)T1{SIR(i,j),SIR(j,i)≥τ}
+ (ei − ej)(ei − ej)T1{SIR(i,j),SIR(j,i)≥τ}
]
+ cross− terms, where the last equality
holds because WSt is symmetric. Taking the expectation on both sides, we
see that each cross-term is pre-multiplied by φzt , z > 1, and can be ne-
glected since φt < 1, ∀ t. So, E{W (T )TW (T )} ≈ I −
∑
(i,j)∈{S0,...,ST−1}(ei −
ej)(ei − ej)Tφt. Decomposing the first T slots into chunks of NQ slots we get,
E{W (T )TW (T )} ≈ I −∑Kk=1 φk∑(i,j)∈{SN(k−1)
Q
,...,SNk
Q
−1
}(ei − ej)(ei − ej)T , where
φk
∑
(i,j)∈{SN(k−1)
Q
,...,SNk
Q
−1
}(ei − ej)(ei − ej)T , which we denote as Ak, is circulant:
Ak = circ(2φk, 0k−1,−φk, 0N−2k−1,−φk, 0k−1), where 0k is a 1 × k vector of all
zeros.
An N × N circulant matrix can be diagonalized by the N -point DFT matrix
FN [20]. So FNAkF
H
N is diagonal with entries
λks+1(Ak) = 2φk(1− cos
2πks
N
), s = 0, . . . , N − 1, (C.3)
which are the eigenvalues of Ak. Moreover, the sum of circulant matrices re-
mains circulant. Therefore, E{W (T )TW (T )} can also be diagonalized by FN
and its eigenvalues are λs+1(E{W (T )TW (T )}) ≈ 1−
∑K
k=1 2φk(1− cos 2πksN ), s =
0, . . . , N − 1. s = 0 yields the largest eigenvalue λ1(E{W (T )TW (T )}) = 1. The
second largest eigenvalue is given by s = 1 or N − 1, so
λ2(E{W (T )TW (T )}) ≈ 1− 4
∑K
k=1 φk sin
2 πk
N
(C.4)
≤ 1− 4φK sin2(πK/N) (C.5)
= 1− 4 sin2(πK/N) (1−O (K−γ−1)) . (C.6)
We used 1 − cosx = 2 sin2 x
2
to get (C.4). Since all the summands in (C.4) are
positive, we drop the first K − 1 summands to get (C.5). Finally, we use φK ≥
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(1− O(K−γ−1))2 = 1 + O(K−2(γ+1))− O(K−γ−1) ≥ 1− O(K−γ−1) since γ > 0 to
get the desired result.
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APPENDIX D
PROOFS FOR CHAPTER 5
D.1 Proof of Lemma 21.
Proof Recall the vector form of the data driven update equation. Then,
x(t+ 1) = x¯(t) + uˆ(t)
= x¯(t) + E{uˆ(t)}+ uˆ(t)− E{uˆ(t)} (D.1)
= W x¯(t) + e(t) (D.2)
where e(t) , uˆ(t) − E{uˆ(t)} and the last equality follows from Lemma 19 which
showed that the average behavior of data driven consensus is the same as standard
average consensus using quantized states. Writing the quantized state vector x¯(t)
in terms of the quantization error v(t), whose statistics were defined in equations
(5.7)-(5.8), and expanding the above recursion we get
x(t) = W tx(0) +
t∑
i=1
W iv(t− i) +
t∑
i=1
W i−1e(t− i). (D.3)
Recall that v(t1) and v(t2), t1 6= t2 are uncorrelated. Given x(0), so are e(t1) and
e(t2). Using the above expression for x(t) in the definition of MSE, with some
algebra we get
MSE(t) =
1
N
E{||(W t − J)x(0)||2}+ 1
N
1∑
i=t
E{||W iv(t− i)||2} (D.4)
+
1
N
1∑
i=t
E{||W i−1e(t− i)||2} (D.5)
This reveals that the average MSE comprises three contributions - convergence
error, quantization error, and channel error respectively. We know the first term
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through Lemma 16. Let us consider the quantization error term in (D.4). Taking
the trace of the scalar norm and reordering its argument, we get
1
N
1∑
i=t
E{||W iv(t− i)||2} = 1
N
1∑
i=t
Tr
(
W iE{v(t− i)vT (t− i)}W i)
=
1
N
1∑
i=t
Tr
(
E{v(t− i)vT (t− i)}W 2i) (D.6)
=
1
N
∆2
12
1∑
i=t
N∑
j=1
λ2ij (W ) (D.7)
= f(∆¯)
1
N
1∑
i=t
(
1 +
N∑
j=2
λ2ij (W )
)
(D.8)
= f(∆¯)
(
t
N
+
1
N
N∑
j=2
N
(
1− λ2(t+1)j (W )
1− λ2j (W )
− 1
))
(D.9)
≤ f(∆¯)
(
t
N
+ max
2≤j≤N
λ2j(W )(1− λ2tj )(W )
1− λ2j(W )
)
(D.10)
= f(∆¯)
(
t
N
+
λ22(W )(1− λ2t2 (W ))
1− λ22(W )
)
(D.11)
where E{v(t − i)vT (t − i)} = C2σ2
12Q2
I , ∆
2
12
I gives (D.7). Noting that λ1(W ) = 1
and defining f(∆¯) = ∆
2
12
gives (D.8). Computing the finite geometric sum over
t gives (D.9). For any t ≥ 0, the second largest eigenvalue of W , λ2(W ) with
λ22(W ) ∈ (0, 1), maximizes the term in (D.10). Finally, note that
lim
N→∞
1
N
1∑
i=t
E{||W iv(t− i)||2} = f(∆¯)
(
λ22(W )(1− λ2t2 (W ))
1− λ22(W )
)
= O(f(∆¯)).
(D.12)
Now consider the last error term (D.5). Recall that by definition, E{e(t)} =
0, ∀t, and [E{e(t− i)eT (t− i)}]j,j = V AR(uˆj(t− i)). Proceeding like before,
1
N
1∑
i=t
E{||W i−1e(t− i)||2} = 1
N
1∑
i=t
Tr
(
E{e(t− i)eT (t− i)}}W 2(i−1))
=
1
N
1∑
i=t
n∑
j=1
V AR(uˆj(t− i))λ2(i−1)j (W ). (D.13)
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Now,
V AR(uˆj(t)|x¯(0)) = 1
Ψ
Q∑
ℓ=1
(qℓ − x¯j(t))2V AR(|rj(t, ℓ)|2) (D.14)
=
1
Ψ
Q∑
ℓ=1
(qℓ − x¯j(t))2
[
N∑
s=1
αjs
N
δ[qℓ − x¯s(t)] + N0
N
]2
(D.15)
=
1
Ψ
Q∑
ℓ=1
(qℓ − x¯j(t))2
(
N0
N
)2
(D.16)
+
2
Ψ
(
N0
N
) N∑
s=1
α2js
N2
(x¯s(t)− x¯j(t))2
+
1
Ψ
N∑
s=1
αjs
N
(x¯s(t)− x¯j(t))2
N∑
s′=1
αjs′
N
I[x¯s′(t)=x¯j (t)].
where Ψ is the order of the repetition code. Let us define β(t) , x¯(t)−Jx(t). We
simplify the last term above as
1
Ψ
N∑
s=1
αjs
N
(x¯s(t)− x¯j(t))2
N∑
s′=1
αjs′
N
I[x¯s′(t)=x¯j (t)] ≤
ξj
ΨN
N∑
s=1
(x¯s(t)− x¯j(t))2 (D.17)
=
ξj
ΨN
N∑
s=1
(
βs(t)− βj(t)
)
=
ξj
ΨN
||β(t)− βj(t)1||2
=
ξj
ΨN
(||β(t)||2 +N |βj(t)|2) ,
where ξj is some constant that upper bounds (maxs αjs)
∑N
s′=1
αjs′
N
I[x¯s′(t)=x¯j (t)].
The second equality follows by adding and subtracting Jx(t) and using the def-
inition of β(t). In the last equality the cross-term 2|βj(t)|β(t)T1 can be ne-
glected because β(t)T1 = x¯(t)T1 − x(t)TJ1 = v(t)T1 using J1 = 1, and
limN→∞ v(t)T1 = limN→∞
∑N
j=1 vj(t) = E{vj(t)} = 0 by WLLN. By definition,
αjs′ < 1, ∀j, s′, so ξj < 1. Thus, we can upper bound the variance as,
V AR(uˆj(t)) ≤ O
(
N20
ΨN2
)
+O
(
N0
ΨN
)
+
ξj
ΨN
E{||β(t)||2 +N |βj(t)|2} (D.18)
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where the first two terms vanish either when the SNR is high, N is large, or a high
order repetition code is used. Therefore,
1
N
1∑
i=t
E{||W i−1e(t− i)||2} (D.19)
≤ 1
N
1
Ψ
1∑
i=t
N∑
j=1
ξj
[
1
N
E{||β(t− i)||2}+ E{|βj(t− i)|2}
]
λ
2(i−1)
j (W )
+O
(
N0
ΨN
)
+O
(
N20
ΨN2
)
≤ 2ξ
N
1
Ψ
1∑
i=t
λ
2(i−1)
2 (W )E{||β(t− i)||2}+O
(
1
N
)
+O
(
N0
ΨN
)
+O
(
N20
ΨN2
)
,
where ξ = maxj ξj. Now, using the recursion (D.3), β(k) can be written as
β(k) = x¯(k)− Jx(k) = (I − J)x(k) + v(k) (D.20)
= (W t − J)x(0) +
1∑
ℓ=k
(W − J)ℓv(k − l) + v(k) +
1∑
ℓ=k
(W − J)ℓ−1e(k − ℓ).
Noting that W kJ = J, ∀k, with some algebra it can be seen that
1
N
E{||β(k)||2} ≤ MSE(k) + E{||v(k)||
2}
N
(D.21)
where E{||v(k)||
2}
N
= ∆
2
12
= f(∆¯). Therefore, we finally get
1
N
1∑
i=t
E{||W i−1e(t− i)||2} ≤ 2ξ
Ψ
1∑
i=t
λ
2(i−1)
2 (W )MSE(t− i) +O(f(∆¯))
+O
(
1
N
)
+O
(
N0
ΨN
)
+O
(
N20
ΨN2
)
(D.22)
since 2ξ
Ψ
∑1
i=t λ
2(i−1)
2 (W ) converges to some constant.
Putting everything together and taking the limit N →∞, we get
lim
N→∞
MSE(t) ≤ λ2t2 lim
N→∞
E{||x(0)||2}
N
+O(f(∆¯)) +
2ξ
Ψ
1∑
i=t
λ
2(i−1)
2 (W )MSE(t− i)
= λ2t2 lim
N→∞
E{||x(0)||2}
N
+O(f(∆¯)) +
2ξ
Ψ
λ
2(t−1)
2 (W )u(t− 1) ∗MSE(t)
(D.23)
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where ∗ denotes convolution and u(t) is the discrete-time unit step function.
We can simplify this expression further using frequency-domain techniques. Let
M(z) ,
∑∞
k=0MSE(k)z
−k. Then, taking the unilateral Z-transform of both sides
of (D.23) and rearranging terms, we have that
M(z) ≤ limN→∞
E{||x(0)||2}
N
(1− z−1) +O(f(∆¯))(1− λ22(W )z−1)
(1− (λ22(W ) + 2ξΨ )z−1)(1− z−1)
. (D.24)
The inverse Z-transform of this expression yields the solution
lim
N→∞
MSE(t) ≤ O(f(∆¯))(1− λ
2
2(W ))
1− λ22(W )− 2ξΨ
u(t)
+
(
lim
N→∞
E{||x(0)||2}
N
−
2ξ
Ψ
O(f(∆¯))
1− λ22(W )− 2ξΨ
)(
λ22(W ) +
2ξ
Ψ
)t
.
(D.25)
For the convergence of this solution, the following must hold - (1) λ22(W ) +
2ξ
Ψ
< 1
and (2) limN→∞
E{||x(0)||2}
N
−
2ξ
Ψ
O(f(∆¯))
1−λ22(W )− 2ξΨ
≥ 0. These conditions are equivalent to
those stated in the lemma and they can be satisfied by choosing Ψ appropriately.
This completes the proof.
D.2 Proof of Corollary 7.
Proof β(t) , x¯(t)− Jx(t). Using the recursion (D.3), β(t) can be written as
β(t) = (W t − J)x(0) +
1∑
ℓ=t
(W − J)ℓv(t− ℓ) + v(t) +
1∑
ℓ=t
(W − J)ℓ−1e(t− ℓ).
Observe that upon taking the expectation of 1
N
||β(t)||2 we will get an expression
which resembles equations (D.4)-(D.5) closely. So using similar arguments as be-
fore, one can derive the following recursion
E{||β(t)||2}
N
≤ λ2t2
E{||x(0)||2}
N
u(t) + bu(t) +
2ξ′
Ψ
λ
2(t−1)
2 (W )u(t− 1) ∗
E{||β(t)||2}
N
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where ∗ denotes convolution, u(t) denotes the discrete-time unit step function, and
constant b = O
(
1
N
)
+O
(
N0
ΨN
)
+O
(
N20
ΨN2
)
+f(∆¯)
(
1 +
∑1
ℓ=t λ
2ℓ
2 (W )
)
. We have used
E{||v(t)||2}
N
= ∆
2
12
= f(∆¯). Let B(z) , 1
N
∑∞
k=0 E{||β(k)||2}z−k. The recursion can
be solved using frequency domain techniques to obtain the solution-
E{||β(t)||2}
N
≤ b(1− λ
2
2(W ))
1− λ22(W )− 2ξ
′
Ψ
u(t) (D.26)
+
(
E{||x(0)||2}
N
−
2ξ′
Ψ
b
1− λ22(W )− 2ξ
′
Ψ
)(
λ22(W ) +
2ξ′
Ψ
)t
.
The solution converges under similar conditions as Lemma 21.
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