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We extend the traditional spectral invariants (spectrumand angles)
by a stronger polynomial time computable graph invariant based
on the angles between projections of standard basis vectors into
the eigenspaces (in addition to the usual angles between standard
basisvectorsandeigenspaces). Theexactpowerof thenewinvariant
is still an open problem. We also deﬁne combinatorial invariants
based on standard graph isomorphismheuristics and compare their
strengths with the spectral invariants. In particular, we show that
a simple edge coloring invariant is at least as powerful as all these
spectral invariants.
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1. Introduction
Themain purpose of this paper is to bring together related results and problems from two separate
areas, namely spectral graph theory and complexity theory related to the graph isomorphismproblem.
In spectral graph theory, most often properties of graphs determined by their spectra are studied.
For a little over two decades, in addition to eigenvalues and their multiplicities also angles between
standard unit vectors and eigenspaces have been taken into consideration. Herewe propose to include
further spectral invariants deﬁned by the angles between projections of different standard unit vectors
into the eigenspaces.
One branch of complexity theory for the graph isomorphism problem has looked at the computa-
tional power of various combinatorial methods to identify graphs up to isomorphism. It seems that
most combinatorial methods (except those dealing with planar graphs and graphs of bounded genus)
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are covered by vertex coloring,3 edge coloring, and their generalization, the k-dimW–L algorithm (see
[6]).
Many interesting ideas of Weisfeiler and Lehman that prepared the ground for the W–L algorithm
already appeared in Weisfeiler’s lecture notes [16].
Here, coloring refers to special vertex and edge classiﬁcationswhere vertices or edges obtain differ-
ent colors when they are recognized as having different properties. Even though, these combinatorial
methods are known to be less powerful [6] than group theoreticmethods (which can identify graphs of
bounded degree [13,5,9] in polynomial time), they are interesting, as they are very efﬁcient for typical
graphs [2,4].
The main connection between spectral graph theory and graph isomorphism testing has been
established by the polynomial time isomorphism test for graphs of bounded eigenvalue multiplicity
[3] and the replacement of numerical approximations in this algorithmby combinatorialmethods [10].
In Section 2, we introduce several spectral and combinatorial invariants. They are as powerful as
almost all polynomial time computable invariants that have been studied before. In Section 3, we
discuss the strengths of combinatorial invariants for identifying trees, random graphs and arbitrary
graphs. We also review results on the power of spectral invariants to identify various classes of trees,
and we formulate the main conjecture about the strength of the more powerful spectral invariants.
In Section 4, we compare the two types of invariants, showing the main result that edge coloring is
at least as powerful as the strongest of our spectral invariants. We end with concluding remarks in
Section 5.
2. Invariants
2.1. Basics
A graph invariant is a function i deﬁned on the set of graphs whose value only depends on the
isomorphism type of a graph, i.e., i(G) = i(G′) whenever G is isomorphic to G′. All combinatorial
invariants considered in this paper are computable in polynomial time, while the spectral invariants
can be approximated up to an absolute error of 2−s in time polynomial in s and the size of the graph.
Deﬁnition 2.1. An invariant i identiﬁes a graph G in a class of graphs G if G ∈ G and for every G′ ∈ G,
i(G) = i(G′) only if G′ is isomorphic to G.
An invariant i identiﬁes a class of graphs G if it identiﬁes G in G for every G ∈ G.
An invariant i identiﬁes a graph G or a class of graphs G if it identiﬁes them in the class of all graphs.
Deﬁnition 2.2. An invariant i is stronger (or more powerful) than an invariant i′ (for a class of graphs
G) if i(G) = i(G′) implies i′(G) = i′(G′) for all graphs G, G′ (in G).
2.2. Combinatorial invariants
We consider two types of combinatorial invariants obtained by vertex classiﬁcation [14] and edge
classiﬁcation, usually referred to as vertex coloring and edge coloring.We stress oncemore that having
equal color here just means that the corresponding objects are from the same part in the partition
deﬁned by the classiﬁcation.
For the colors, we use an initial segment of the natural numbers. The standard vertex coloring
algorithm starts at time t = 1 with every vertex colored by its degree. Equivalently, we could have
started at time 0 with all vertices having color 0. At time t + 1 every vertex is labeled with the pair
consisting of its own (previous) color and the multiset of colors of its neighbors. Multisets are sets
with multiplicities for their elements. Multisets of colors are encoded as sequences of colors listed
in increasing order (with repetitions allowed). The labels are then enumerated lexicographically. The
order number is the new color at time t + 1. The algorithm stops when no colors change from some
time t to t + 1, i.e., when the color partition has stabilized at time t¯ = t.
3 Coloring in this context has nothing to do with the usual graph coloring requiring different colors for adjacent vertices.
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As each step produces a ﬁner partition of the vertices, t¯ < n = |V |, and the algorithm stops at time
n or earlier. Vertices with different colors have different properties.
Deﬁnition 2.3. The vertex coloring invariant IV (G) of a graph G is the sequence of color deﬁnitions of
the standard vertex coloring algorithm for times t = 1, 2, . . . , t¯ together with the multiset of colors
used at time t¯.
The standard edge coloring algorithm colors the complete directed graph on the vertex set V of the
given (undirected) graphG = (V , E).We assume, the complete directed graph includes self-loops in all
vertices. At time 0, there are 3 edge colors. Non-edges (i.e., pairs (u, v)with {u, v} /∈ E and u /= v) have
color 0, edges (i.e., pairs (u, v) with {u, v} ∈ E) have color 1, and loops (i.e., pairs (v, v)) have color 2.
At time t + 1, every edge (u, v) is labeled with themultiset of pairs of (previous) colors of the walks of
length 2 from u to v. (The previous color of (u, v) shows up in the walks (u, u), (u, v) and (u, v), (v, v).)
As with vertex coloring, the labels are then enumerated lexicographically. The order number is the
new color at time t + 1. The algorithm stops at time t¯ when the color partition has stabilized.
Edge coloring also colors vertices in a natural way. The color of the loop (v, v) is viewed as the color
of the vertex v. Trivially, the vertex partition produced by standard edge coloring is always at least as
ﬁne as that produced by standard vertex coloring.
Deﬁnition 2.4. W.l.o.g., assumeV = {1, . . . , n}. Let c(u,v) be the (stable) colorof (u, v)at time t¯ and cu =
multiset(c(u,1), . . . , c(u,n)). The edge coloring invariant IE(G) of a graphG is the sequence of color deﬁni-
tionsof thestandardedgecoloringalgorithmfor times t = 1, 2, . . . , t¯ togetherwithmultiset(c1, . . . , cn).
Remark. The secondpart of thedeﬁnitioncouldbedeleted, as it is actuallydeterminedby the sequence
of color deﬁnitions.
2.3. Spectral invariants
Let μ1 > · · · > μm be the eigenvalues of the adjacency matrix of a graph G with multiplicities
mult(μ1), . . . , mult(μm) and eigenspaces E(μ1), . . . ,E(μm). The traditional spectral invariants are
the spectrum
Spec G =
(
μ1 μ2 . . . μm
mult(μ1) mult(μ2) . . . mult(μm)
)
and the cosines of angles between the standard basis vectors and the eigenspaces, usually just called
the angles (see [7]).
In addition, we suggest to use somemore powerful spectral invariants based on the angles between
projections of pairs of standard basis vectors into the eigenspaces.
Let
A =
m∑
k=1
μkP
(k)
be the spectral decomposition of the adjacency matrix A, meaning that the symmetric matrix P(k)
describes the projection into the eigenspace E(μk). Denote
P(k) =
⎛
⎜⎜⎜⎝
p
(k)
11 . . . p
(k)
1n
...
...
p
(k)
n1 . . . p
(k)
nn
⎞
⎟⎟⎟⎠ .
The sequence of square roots of diagonal elements√
p
(k)
11 ,
√
p
(k)
22 , , . . . ,
√
p
(k)
nn
is known as the kth eigenvalue angle sequence.
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We also use the other entries of the projectionmatrices, which determine the angles between pairs
of projections.
The square root of the ith diagonal entry
αki =
√
p
(k)
ii = cos(ei,E(μk))
is the cosine of the angle βki between the ith standard basis vector ei and the eigenspace E(μk), while
p
(k)
ij√
p
(k)
ii p
(k)
jj
= cos
(
P(k)ei, P
(k)ej
)
is the cosine of the angle between the projections of the ith and jth standard basis vectors ei and ej
into the eigenspace E(μk).
Proposition 2.1. EverygraphG isdeterminedby its spectrumtogetherwith itsprojectionmatricesP(k) (k =
1, . . . ,m).
Proof. The spectral decomposition of the adjacency matrix A = ∑mk=1μkP(k) expresses A in terms of
spectral information. 
Theprojectionmatrices are not graph invariants as they dependon the arbitrary enumeration of the
vertices. We obtain an invariant by replacing sequences by multisets, which themselves are encoded
by lexicographically sorted sequences.
The eigenspaces are canonically deﬁned by the decreasing order of their real eigenvalues. Thus we
can start with the matrix whose ij entry is the vector
(
p
(1)
ij , . . . , p
(m)
ij
)
. But then, we form multisets
from the entries of each row, and ﬁnally consider the multiset of rows. In addition, for each row we
want to retain the value of its diagonal element. We also deﬁne a possibly stronger invariant, where
every matrix entry remembers the diagonal element in its column.
Deﬁnition 2.5. Let pij =
(
p
(1)
ij , . . . , p
(m)
ij
)
and Pi = (pii, multiset(pi1, . . . , pin)). The weak spectral in-
variant of G is deﬁned as
IS(G) = (Spec G, multiset(P1, . . . , Pn)).
Let p∗ij = ((p(1)ij , . . . , p(m)ij ), (p(1)jj , . . . , p(m)jj )) and P∗i = (pii, multiset(p∗i1, . . . , p∗in)). The strong spectral
invariant of G is deﬁned as
IS∗(G) = (Spec G, multiset(P∗1 , . . . , P∗n )).
3. The strengths of the combinatorial and spectral invariants
We summarize some known results about the strengths of the combinatorial as well as about the
strengths of the spectral invariants, and we formulate a conjecture.
3.1. The strengths of the combinatorial invariants
Here we investigate the power of combinatorial invariants to identify arbitrary trees, random
graphs, and arbitrary graphs.
Proposition 3.1 [1]. Vertex coloring identiﬁes all rooted trees.
The same result holds for trees without a distinguished root, because every tree has 1 or 2 centers
that can be selected as roots. As a consequence, IV (G) identiﬁes all trees.
We use the Gn random graph model, where V = {1, 2, . . . , n} and every edge {u, v} is present with
probability 1/2 independent of the presence of other edges.
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Fig. 1. A pair of graphs agreeing on eigenvalues and angles [15].
The invariant IV (G) identiﬁes almost all graphs, i.e., the fraction of identiﬁed n-vertex graphs
converges to 1 as n goes to inﬁnity. The following theorem has shown that not even the full power of
vertex classiﬁcation is needed for this result.
Theorem 3.2 [2]. Let G be a random graph with n vertices. For sufﬁciently large n,with probability greater
than 1 − n−1/7 the r = 3 log2 n vertices with the largest degrees in G all have distinct degrees, and all
the other vertices have a unique set of neighbors among these r vertices.
In an extension of this result, it has been shown, that a canonical labeling of the vertices can actually
be computed in expected linear time [4], i.e., timeO(n2) for randomgraphswith n vertices. A canonical
labeling deﬁnes an enumeration of the vertices of all graphswith the following property. If two graphs
G1, G2 are isomorphic, then the unique labeling respecting mapping from G1 to G2 is an isomorphism.
Even for themuchmore difﬁcult case of random regular graphs, a canonical labeling of the vertices
can be computed in expected linear time [11]. Kucera’s analysis implies that IE(G) identiﬁes almost
all regular graphs.
Regular graphs are an obvious example to show that IE(G) is strictly more powerful than IV (G).
A simple example is G1 consisting of two disjoint 3-cycles and G2 being a 6-cycle. If examples with
connected graphs are desired, one could add an additional vertex to each of these graphs that is
connected to all vertices.
Pairs of non-isomorphic strongly regular graphs with identical parameters are obvious examples
showing that IE(G) is not sufﬁciently powerful to identify all graphs.
It is natural to generalize vertex coloring and edge coloring to arbitrary k-tuple coloring. The k-tuple
coloring algorithm is known as the k-dimW–L (Weisfeiler–Lehman) algorithm [16]. It turned out that
even the power of the k-dim W–L algorithm is surprisingly limited. In order to identify all degree 3
graphs with n vertices, k has to be chosen of order n [6].
3.2. The strengths of the spectral invariants
Recent results have investigated the power of spectral properties to identify trees. Starlike trees
(containing only one large vertex of degree more than 2) are identiﬁed by their spectra [12]. Double
and triple starlike trees (with 2 or 3 large vertices) are still identiﬁed by their eigenvalues and angles
(between standard basis vectors and eigenspaces) [15]. On the other hand,most trees have a cospectral
mate with the same angles [8], and even some trees with only four large nodes have cospectral mates
with the same angles. The smallest such pair is shown in Fig. 1 [15]. Nevertheless, it is not hard to see
and probably typical that these trees are easily distinguished by additional spectral information.
Conjecture. The weak spectral invariant IS(G) identiﬁes all trees.
4. Relations between the strengths of the combinatorial and spectral invariants
Weshowthemain result about the strengthof theedgecoloring invariant compared to the strengths
of our spectral invariants. As much is still unknown, we state some open problems. We start with the
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fact that the strengths of the combinatorial invariant IV (G) and the spectrum with angles invariant
are incomparable.
Proposition 4.1. There are pairs of graphs distinguished by their spectra, but not by the vertex color
invariant IV (G).
Proof. We can reuse our simple example with G1 consisting of two triangles and G2 being a 6-cycle.
Their spectra are
Spec G1 =
(
2 −1
2 4
)
and Spec G2 =
(
2 1 −1 −2
1 2 2 1
)
.
Again, if connected graphs are desired, then one can add a new vertex connected to all 6 given
vertices. 
Proposition 4.2. There are pairs of graphs distinguished by the vertex color invariant IV (G), but not by
their spectra and angles (between the standard basis vectors and the eigenspaces).
Proof. By Theorem 3.1 all trees are identiﬁed by vertex coloring, but there are cospectral trees with
the same angle sequence [15]. 
We now consider the combinatorial invariant IE(G). Wewill show that it is at least as strong as any
of our spectral invariants. This is themain result of this paper. Initially such results have been used [10]
to avoid numerical approximations in the polynomial time isomorphism test for graphs of bounded
eigenvalue multiplicities [3].
Theorem 4.3 [10]. If there is an eigenspace E(μk) such that p
(k)
uv /= p(k)u′v′ , i.e., the angle between the
projections of the standard basis vectors eu and ev into E(μk) is different from the angle between the
projections of the standard basis vectors eu′ and ev′ into E(μk), then in any stable edge coloring, the edges
(u, v) and (u′, v′) have different colors.
Proposition 4.4 (p. 80 of [7]).
n∑
i=1
p
(k)
ii =
n∑
i=1
α2ki = dimE(μk).
Theorem 4.5. If G and G′ agree in the combinatorial edge coloring invariant, i.e., IE(G) = IE(G′), then G
and G′ have the same spectrum.
Proof. Assume the edge coloring algorithm has been applied to G = (V , E) and G′ = (V ′, E′), but G
and G′ are not distinguished by the combinatorial invariant IE . Let μ be any eigenvalue and g ∈ E(μ)
a corresponding eigenvector. We view the eigenvectors as functions g : V → R. Let u ∈ V be a ﬁxed
vertex with g(u) /= 0. We deﬁne a vertex coloring Cu of V obtained from the standard edge coloring
by Cu(v) = c(u,v).
We show that Cu is a stable vertex coloring (and therefore a reﬁnement of the standard vertex
coloring). Let v ∈ V be an arbitrary vertex. The color c(u,v) determines the number of neighborsw of v
with c(u,w) being any given color. Therefore, all vertices vwith equal color Cu(v) have the same number
of neighbors w of any given color Cu(w) = c(u,w).
Deﬁne g¯(v) to be the average of g(w) over all vertices w with Cu′(w) = CV (v). It is not hard to see
that with g also g¯ is an eigenvector to μ. Note that g¯(u) = g(u) /= 0 for the distinguished vertex u.
On G′, we choose u′ ∈ V ′ with c(u′ ,u′) = c(u,u) and deﬁne Cu′(v′) = c(u′ ,v′) for all v′ ∈ V ′. The as-
sumption IE(G) = IE(G′) implies that G and G′ have the same number of vertices of each color, i.e.,
there is a color respecting bijective function f : V → V ′. As the edge colorings are stable, every vertex
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v has the same number of neighbors of any given color as the vertex f (v). Now g¯′ deﬁned by g¯′ = g¯f−1
is an eigenvector of G′ to the eigenvalue μ.
By Theorem 4.3, G and G′ have the same angles, and thus by Proposition 4.4, the multiplicity of
every eigenvalue μk in G is equal to the multiplicity of μk in G
′. Hence, the spectrum of G is equal to
the spectrum of G′. 
Theorem 4.6. The combinatorial invariant IE(G) is at least as strong as the weak spectral invariant IS(G).
Proof. Assume, the color deﬁnitions are given. Then in the following list, each item determines its
successor.
(a) IE(G)
(b) multiset(c1, . . . , cn), where cu = multiset(c(u,1), . . . , c(u,n)) for all u
(c) multiset(c′1, . . . , c′n), where c′u = (c(u,u), multiset(c(u,1), . . . , c(u,n))) for all u
(d) multiset(P1, . . . , Pn), where Pu = (puu, multiset(pu1, . . . , pun)) for all u
The implication (a) ⇒ (b) follows directly from Deﬁnition 2.4, while the implication (b) ⇒ (c) is
based on the fact that for any stable edge coloring, the color c(u,u) of the loop at u is determined by
each of the colors c(u,v).
Now we show the ﬁnal implication (c) ⇒ (d). By Theorem 4.3, for every u and v, the edge color
c(u,v) produced by the standard edge coloring algorithm determines the values of p
(k)
uv for all k and thus
puv. Therefore, for all u, cu = multiset(c(u,1), . . . , c(u,n)) determines multiset(pu1, . . . , pun). Hence, c′u
determines Pu, and multiset(c
′
1, . . . , c
′
n) determines multiset(P1, . . . , Pn).
We already know from Theorem 4.5, that IE(G) also determines the spectrum of G. Hence, IE(G)
determines IS(G) proving the theorem. 
Theorem 4.7. Thecombinatorial invariantIE(G) is at least as strongas the strong spectral invariantIS∗(G).
Proof. Notice that for given color deﬁnitions, the color c(u,v) of an edge (u, v) determines the color
c(v,v) of the loop at v. Hence, in item (d) of the previous proof, every p(u,v) can be replaced by p
∗
(u,v) and
every Pu by P
∗
u . 
Open Problem. What is the relationship between the strengths of the weak spectral invariant IS(G),
the strong spectral invariant IS∗(G), and the combinatorial edge coloring invariant IE(G)?
Trivially, the strong spectral invariant IS∗(G) is at least as powerful as the weak spectral invariant
IS(G), andwe knownow that the combinatorial invariant IE(G) is at least as powerful as these spectral
invariants. It is not clear which relations are strict. The author tends to believe that the strong spectral
invariantIS∗(G) is strictlymorepowerful than theweakspectral invariantIS(G), but the strongspectral
invariant IS∗(G) might be as strong as the combinatorial invariant IE(G).
5. Conclusion
Having shown that even for the new spectral invariants, there is a stronger combinatorial invariant,
does not diminish the interest in determining the power of spectral invariants. It would be interesting
to know what kind of graphs they can identify, in particular whether they can identify trees. It would
also be good to knowwhether spectral invariants are strictly weaker than the edge coloring invariant.
More general, there is the intriguing question of what kind of graph properties are implied by
certain patterns of angles between standard basis vectors and eigenspaces and between projections
of different standard basis vectors.
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