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Abstract
Intermetallic compounds (IMC) combine different metals with precise stoichiometry
into an ordered crystal structure. IMCs have recently attracted increasing interest in
heterogeneous catalysis due to their stability and their crystalline surfaces. The main
focus of this work lies on exploring the exceptionally high enantioselectivity of chiral
(111) and (1¯1¯1¯) surfaces of the IMC PdGa, i.e. the ability of the material to selectively
adsorb one particular enantiomer (mirror image) of the 9-ethynylphenanthrene (9-
EP) molecule. To pin down the origin of the enantioselectivity it was necessary to
carefully describe the weak dispersion interactions between adsorbed molecule and
the surface layers of the PdGa(111) substrate. The PdGa(1¯1¯1¯) surface has a differ-
ent structure, which induces a different mechanism of enantioselective recognition:
9-EP forms trimers composed of molecules in the same chiral form. Combining
scanning tunneling microscopy (STM) and noncontact atomic force microscopy (nc-
AFM) experiments with density functional theory (DFT) simulations, it was shown
that trimer formation is likely stabilized by Ga adatoms.
The hexabenzocoronone (HBC) molecule is a convenient model for investigat-
ing the adsorption of nanographenes on metal surfaces. The adsorption of HBC on
Pt(111) was investigated in this work. Combining STM experiments with DFT simu-
lations, two symmetrically equivalent adsorption sites of HBC molecules were iden-
tified. Adsorption experiments at high coverage revealed repulsive intermolecular
interactions whose origins were investigated using DFT. It was shown that the HBC
molecule transfers electron density to the Pt(111) surface. When HBC molecules
approach on the surface, the overlap of this densities leads to the Pauli repulsion.
As part of this work, a new efficient simulation protocol for nc-AFM simulations
was developed, bridging the gap between accurate, but slow DFT-based simula-
tions and existing classical models. It is shown that the new model provides both
qualitative and quantitative improvements over the existing model at comparable
computational cost.
The last part of the thesis focuses on the move from individual, manually set
up calculations to the automation of recurring simulation tasks using the AiiDA
framework. An automated workflow for computing the band structure of graphene
nanoribbons has been developed, including an AiiDA plugin for the popular CP2K
code.
iv
Kurzfassung
Intermetallische Verbindungen (IMV) sind Kristalle, die verschiedene Metalle in
präziser Stöchiometrie enthalten. Die Stabilität der IMV, zusammen mit ihren kris-
tallinen Oberflächen, machen diese Materialien interessant für die heterogene Katal-
yse. Diese Arbeit beschäftigt sich mit der Enantioselektivität der chiralen (111) and
(1¯1¯1¯) Oberflächen des IMV PdGa, d.h. mit der Fähigkeit diese Materials selek-
tiv ein Enantiomer (Spiegelbild) des 9-Ethynylphenanthren (9-EP) Moleküls zu ad-
sorbieren. Eine adäquate Beschreibung der Ursachen der Enantioselektivität er-
forderte eine genaue Beschreibung der van-der-Waals Wechselwirkungen zwischen
dem adsorbierten Molekül und den Atomlagen der PdGa (111) Oberfläche. Die
PdGa(1¯1¯1¯), im Gegensatz, zeigt einen anderen Mechanismus für die enantioselek-
tive Adsorption: Hier finden sich jeweils drei 9-EP derselben chiralen Form zu einem
Trimer zusammen. Die Erkenntnisse aus Rastertunnelmikroskopie (RTM), Raster-
kraftmikroskopie (RKM) und Dichtefunktionaltheorie (DFT) legen nahe, dass die
Bildung der Trimere durch Ga Atome stabilisiert wird.
Das Hexabenzocoronene (HBC) Molekül eignet sich als Modell, um die Adsorp-
tion von Nanographen-Strukturen auf Metalloberflächen zu charakterisieren. In
dieser Arbeit wurde die Adsorption von Hexabenzocoronene (HBC) auf der Platin
(111) Oberfläche untersucht. Durch Vergleich von RTM und DFT Rechnungen wur-
den zwei symmetrisch äquivalente Adsorptionspositionen identifiziert. Weiter wei-
sen Adsorptionsexperimente bei hoher Bedeckung auf abstossende intermolekulare
Wechselwirkungen hin. DFT Rechnungen zeigen, dass HBC Elektronendichte an
das Substrat abgibt. Nähern sich HBC Moleküle auf der Oberfläche, so fürt der
Überlapp dieser induzierten Elektronendichte zur Pauli-Repulsion.
Als Teil dieser Arbeit wurde ein neues Modell für RKM Simulationen entwick-
elt, welches die Lücke zwischen genauen, aber langsamen DFT-basierten Simulatio-
nen und existierenden klassischen Modellen überbrückt. Das Modell liefert sowohl
qualitative als auch quantitative Verbesserungen gegenüber bisherigen Modellen,
bei vergleichbaren Rechenkosten.
Der letzte Teil der Arbeit geht auf den Weg von einzelnen, manuell aufgesetzten
Rechnungen zur Automation wiederkehrender Simulationsschritte mit Hilfe der Ai-
iDA Software. Entwickelt wurden ein automatischer workflow zur Berechnung der
Bandstruktur von Graphen Nanostreifen wurde entwickelt, sowie ein AiiDA Plugin
für die populäre CP2K software.
vPreface
A computational scientist in a mostly experimental facility can help both in the ex-
planation of the observed phenomena and in the prediction and design of novel
experiments. This is also the case of my research in a nano- and surface science lab-
oratory at Empa. Across my whole doctoral appointment, I have been striving to
validate the adopted levels of theory and methods against experimental results, to
develop efficient algorithms for in silico analytical tools (e.g., noncontact atomic force
microscopy, nc-AFM) and to automate certain computational tasks that are recurrent
while interplaying with atomic precision experiments.
The work discussed in the thesis is mostly theoretical, but since it was done in
close collaboration with experimentalists, the experimental results are also provided
where necessary.
The manuscript contains seven chapters. The first chapter provides an intro-
duction to the problems that are aimed to be solved in this work. The following
methods chapter gives an overview of the theoretical tools used throughout this
study. The next three chapters discuss the attempts to provide a theoretical expla-
nation of the experimentally observed phenomena such as the enantioselectivity of
PdGa(111) and PdGa(1¯1¯1¯) surfaces, as well as the formation of molecular domains
on a Pt(111) surface. Chapter six is focused on improving a methodology for sim-
ulating of noncontact atomic force microscopy images. The last chapter discusses
a recently proposed paradigm change of modern-day approaches of computational
science. It demonstrates how the new approach can be beneficial not only for indi-
vidual scientists but also for the wider scientific community.
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1Chapter 1
Introduction
T his chapter gives an introduction to the topics that are the focusof the current work. It starts with a description of the concept of
the model experiment – an experimental setup that allows to directly compare the
measured properties to the results of the simulations. Further the chapter gives a
short overview on the intermetallic compounds from the perspective of the catalytic
application. Then the discussion leads to a concrete example of a PdGa intermetal-
lic compound – a promising material in the field of enantioselective heterogeneous
catalysis. The applicative part of the introduction is finalized with a discussion on
the adsorption of Hexabenzocoronene on a Pt(111) surface.
Further the focus shifts towards methodological aspects of the materials mod-
eling. Following the introduction to the noncontact atomic force microscopy (nc-
AFM) two models for the nc-AFM simulations (density functional theory based and
a purely classical one) are briefly introduced.
The final section of the chapter introduces the modern views on the computa-
tional materials science. It highlights issues that the field is facing nowadays and
introduces the proposed approaches to solve them.
1.1 Model experiments
In “real life” one deals with objects that cannot be directly modeled due to their
large size. Fortunately, modern experimental techniques, such as scanning probe
microscopy, have reached an atomic level of precision, allowing for a direct compar-
ison of experimental findings with the results of atomistic simulations.
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We define model experiment as an experimental setup with (almost) ideal con-
ditions directly comparable to the results of standard ab initio DFT simulations: 0
K temperature, 0 bar pressure (ultra-high vacuum) and well-defined crystal struc-
ture of the material under study. Of course, experimentally those conditions are
unreachable, however it is possible to get very close to them. In the next paragraph
we provide an oversimplified example of the experimental setup needed to perform
scanning tunneling microscopy (STM) studies of a molecule adsorbed on a metallic
surface.
Very low temperatures (which can be achieved by using liquid helium or liquid
nitrogen with boiling temperatures of 4 K and 77 K respectively) are typically needed
to remove the kinetic energy from the molecules and to provide a higher resolution
in the images. To prevent the molecules from stacking in metastable positions, the
cooling process usually follows a suitable equilibration at a higher temperature. Ide-
ally those adsorption positions can be directly compared to the results of the geom-
etry optimization of the molecule on the surface. An ultra high vacuum (UHV) can
be obtained with the help of ion pumps and is needed to avoid contamination of the
surface by the molecules that are present in the air. The Czochralski method can be
used to grow crystals along a particular crystallographic direction. In order to obtain
an extremely clean and well-structured surface, it is typically spattered by ionized
atoms of a nobel gas (like Ar+) followed by laser annealing of the surface.
The STM measurements are based on the registration of the tunneling current
passing from the extremely sharp metallic tip to the metallic substrate with piezo-
electric control of its position. Extreme sharpness of the tip (ideally one atom at the
apex) is typically achieved by electrochemical etching.
1.2 Intermetallic compounds
Metallic catalysts play a very important role in the field of industrial organic synthe-
sis. They are used for such reactions as hydrogenation/dehydrogenation, carbon-
carbon bond formation, oxidation etc. However, the field of intermetallic com-
pounds has not been represented well in the literature until recently. Figure 1.1
shows that the field of intermetallic catalysis started to grow in the year 2010.
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FIGURE 1.1: Annual increase in the number of literature works in
which titles include "catalyst" and "metallic", "alloy", or "intermetal-
lic", as determined by Web of Science searches. The figure is taken
and adapted from the reference [1].
The reason for such growth is the great potential for intermetallic compounds to
be used in the field of heterogeneous catalysis. Dealing with pure metals, one can
not have much control on the catalytic properties apart from the physical transfor-
mations, such as changing the particles’ size. Moving from metals containing only
one element to bimolecular systems allows to influence the electronic and geomet-
rical environment of the material’s surface. This can be achieved by working with
alloys. However, the alloys do not have a well defined structure, which creates a
principle difficulty in controlling the arrangement of the atoms on the surface.
At the same time, intermetallic compounds keep a well-defined crystal struc-
ture, which makes them very promising candidates for heterogeneous catalysis. Fu-
rukawa and Komatsu in their review [1] distinguish four different effects that in-
termetallic compounds have in comparison to single atom metals, namely: an elec-
tronic effect (or ligand effect), geometric effect (or ensemble effect), ordering effect
and steric effect. The first and the second effects are retained by both alloys and
intermetallic compounds, while the third and fourth are the pure properties of the
intermetallic compounds.
The nature of the electronic effect lies in the modification of the electronic states
of the parent metal via its interaction with the states of the guest atom. The geo-
metric effect is based on the separation of the more active atoms of the parent metal
through interaction with the less active guest atom. This modification creates sepa-
rated atomic ensembles which have less area for adsorption comparing to the pure
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metals. Therefore, the species that require a larger adsorption site are less favor-
able to be adsorbed. Since both effects do not require any ordering of the atomic
structure, they can also be attributed to the alloys.
The ordering effect can be attributed only to intermetallic compounds. How-
ever, to distinguish this effect one should compare a metallic alloy and intermetallic
compound with the same composition. The compounds which can have both or-
dered and disordered structures are not relevant for this study (Au-Cu, Pt-Fe, Pt-Co,
and Pt-Cu).
The steric effect is the property of an intermetallic compound which imposes
some preferences on the geometry of the adsorbate due to the ordered arrangement
of atoms. It mainly depends on the space group of the intermetallic compound as
well as on its surface structure. Specific atomic arrangement, for example, can en-
force the adsorption of one particular enantiomer, increasing the rate of its chemical
transformation. Two examples of a selective reaction were reported by Furukawa
et al. for the processes of alkene isomerization [2] and the hydrogenation of ni-
trostyrene [3] on the Rh-based intermetallic compounds. In the first case the selec-
tivity to trans-alkenes was demonstrated by the compounds belonging to the Pnma
space group, while the Pm3¯m space group compounds had shown a preference to
the cis-alkenes. In the second case Furukawa et al. studied the selectivity in hydro-
genation of nitro and vinyl groups of nitrosterene. Authors had demonstrated that
the selectivity of the hydrogenation of nitro group varies from 3% for Rh on SiO2 to
97% for RhIn on SiO2. The high selectivity of the latter material is originating from
its ordered structure favoring the adsorption of the nitro group with respect to the
vinyl group.
1.3 PdGa intermetallic compound
PdGa is an intermetallic compound that emerged recently for its catalytic properties
in the purification of feedstock for polyethylene production [4, 5, 6, 7]. Rameshan
et al. [8] have also shown that PdGa in contact with oxygen, or when supported by
metal-oxide substrates, can be used as a CO2 selective catalyst in the methanol steam
reforming process. Moreover, recently Prinz et al. [9] demonstrated that PdGa can
1.3. PdGa intermetallic compound 5
be potentially used as an enantioselective heterogeneous catalyst due to its chiral
crystal structure.
The cubic unit cell of PdGa has eight atoms and belongs to the P213 space group
(see Figure 1.2a, inset). It exhibits two enantiomeric forms, labeled A and B in the
literature [10, 11]. In a recent work [12] the surface terminations of PdGa(111) and
PdGa(1¯1¯1¯) surfaces obtained by the sputter-annealing cycles of a PdGa crystal grown
by the Czochralski method [13] were determined. The assignments derived in this
work were then confirmed by later experiments and simulations [9, 14, 15]. The two
surfaces do not present reconstruction, have equal surface symmetry but exhibit dif-
ferent atomic configurations of the Pd atoms. Referring to the A form, the most
stable (1¯1¯1¯) termination (Pd3 in the literature [10]) is characterized by one Pd trimer
per surface unit cell in the outer atomic layer (Figure 1.2b) while the (111) termina-
tion (Pd1 in the literature [10]) exhibits one isolated Pd site per unit cell (Figure 1.2c).
FIGURE 1.2: Atomistic models of a PdGa:A slab and top views of
the Pd3 and Pd1 surfaces. The gray (black on the surface) and violet
spheres represent Pd and Ga atoms respectively. (a) [01¯1] view of
a PdGa:A slab. The cell used in our simulations contains 23 atomic
layers terminated by the Pd1 surface on top and the Pd3 surface on
the bottom. The inset shows the PdGa:A bulk unit cell. (b) Top view
of the Pd3 surface with Pd trimers highlighted in black. (c) Top view
of the Pd1 surface with Pd isolated sites highlighted in black.
For both surfaces the second atomic layer consists of Ga trimers, while the third
atomic layer is a single Pd atom per unit cell for the Pd3 surface and a Pd trimer
for the Pd1 surface. Despite the outermost atomic layer of the Pd1 and Pd3 surfaces
being achiral, the structure of the second and third layer induces a surface chirality.
Surface chirality is sketched in Figure 1.3 for the case of the Pd1 surface. Both A and
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B forms are presented in the image emphasizing their mirror symmetry. Helixes
formed by the Pd and Ga atoms while entering the bulk are highlighted with arrows
and different shades (more intense means closer to the reader).
FIGURE 1.3: Top view of PdGa:A(111) and of PdGa:B(1¯1¯1¯) surfaces
(left and right panel respectively). The gray (black at the surface) and
violet spheres represent Pd and Ga atoms respectively. The mirror
chirality of the two A and B forms is highlighted by the green and
red arrows, following the [1¯1¯1¯] direction to enter the bulk, as well as
by the intensity of the atoms’ color (intensity decays when entering
the bulk). The positions of the Pd/Ga atoms describe a clockwise/an-
ticlockwise helix in the case of form A and the opposite in the case of
form B.
The difference in the adsorption energy of a chiral or prochiral molecule on a
chiral substrate is at the origin of chiral molecular selection, a process of crucial rel-
evance in diverse chemical fields ranging from pharmaceutics to materials science.
Today it can be optimistically said that the original claim of Jacoby [16], on the
lack of exploration of the chiral surface chemistry, was not ignored. Indeed, the
theoretical and experimental exploration of chiral inorganic surfaces has been con-
siderably growing in the last decade, particularly with a focus on surface steps (see,
e.g., [17]). Most studies, however, exploited the concept that enantioselectivity re-
quires the functionalization of the substrate (through steps, adatoms or, in general,
nanopatterning) such that three side groups of the adsorbate molecule are confined
within a stereoselective environment [18, 19, 20].
Those concepts should be extended, noting that surface chirality can originate
not only from the functionalization of the surface itself (through steps or defects) but
also from the natural termination of bulk chirality, as in the intermetallic compound
PdGa which is the focus of this work.
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Recently, the possibility to exploit the intrinsic bulk chirality of PdGa has been
demonstrated by Prinz et al. [9] for the Pd1 surface. It was proven that adsorption
of the prochiral molecule 9-ethynylphenanthrene (9-EP shown in Figure 3.1c) on
PdGa:A(111)Pd1 shows enantiomeric excess (defined as (nR − nS)/(nR + nS) where
nR and nS are the number of R and S enantiomers, respectively) of more than 0.9
for the R surface enantiomers (and for the S surface enantiomer on the mirror sym-
metric equivalent surface PdGa:B(1¯1¯1¯)Pd1). In their work, Prinz et al. study the
temperature dependence of the enantioselective process and show that the racemic
form obtained after deposition of 9-EP at temperatures below 120 K is transformed
to an almost enantiopure ensemble at room temperature. The mechanism responsi-
ble for this high enantioselectivity has remained elusive up to now.
In chapter 3 we provide an understanding of the observed enantioselectivity. To
explain the observed phenomena, we carried out three subsequent analysis steps:
(i) we showed that the assignments made by Prinz et al. [9] on the adsorption ge-
ometries of the R and S form of 9-EP on a Pd1 surface are correct; (ii) we demon-
strated how a racemic mixture can be converted into enantiomeric excess; (iii) we
identified the molecule-substrate interactions responsible for the enantioselectivity
assuming that the experimental scanning tunneling microscopy (STM) images were
taken at the thermodynamic equilibrium state. Points (ii) and (iii) required challeng-
ing calculations both in terms of computational effort and in terms of accuracy of the
underlying methodology.
The enantioselectivity of the PdGa(1¯1¯1¯)Pd3 surface is also discussed in the thesis
(chapter 4). Interestingly, the mechanism for the enanitoselective recognition turned
out to be completely different from the one at Pd1. As it was shown experimentally,
at room temperature the Pd3 surface does not possess any enantioselectivty. How-
ever, at elevated temperatures (> 400 K) 9-EP molecules start to form trimers almost
exclusively formed by the molecules in R configuration. The very first question that
arose from that point was: what happens in the center of the 9-EP trimer? STM
and noncontact atomic force microscopy (nc-AFM) experiments could not clearly
validate any of the proposed hypotheses (even though nc-AFM experiments were
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particularly helpful in excluding the assumption of alcohol formation). We com-
bined theoretical and experimental approaches in order to get an idea about the
exact chemical and structural nature of the trimer center. According to the thermo-
dynamical estimation, the driving force for trimer formation can not be a simple
vdW interaction among the molecules. Therefore, we had to guess a chemical trans-
formation that may lead to such a change. We tested several possible structures and
came to the conclusion that the only real possibility may be the stabilization of the
9-EP trimer by Ga adatom.
1.4 Hexabenzocoronene adsorbed on a Pt(111) surface
An understanding of the self-organization of molecules on low-index metallic sur-
faces is crucial for fields of high technological importance such as organic photo-
voltaics, molecular switches, field effect transistors, etc. In this work the adsorption
of Hexa-peri-hexabenzocoronene (HBC) on a Pd(111) surface was explored. In ad-
dition to the possible technological applications the molecule is a convenient model
for investigating the adsorption of nanographenes on metal surfaces.
With the help of STM, two different configurations of the HBC molecule were
detected on a bare Pt(111) surface at low coverage. To clearly identify those config-
urations several different initial guesses of the adsorption geometry were optimized
using DFT. As a result it was found that two symmetry-related (therefore equivalent
energetically) geometries appeared to be the most stable in a good agreement with
the experimental observations.
The second question to answer was to understand the repulsive nature of the
intermolecular interactions. The latter was assumed based on the experimental evi-
dence: no clustering of 9-EP at low coverage, and an absence of close-packed struc-
ture at high (almost 1 monolayer) coverage, was observed. To understand this be-
havior the DFT energies of the HBC dimers at different adsorption positions were
computed. It was indeed found that for the close-packed structures the energy was
considerably higher compared to the less dense ones. The charge-density difference
technique allowed to identify an electron density transfer from the HBC molecule to
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the (111) surface of Pt. The overlap of the transferred charge-density caused an in-
crease of the Pauli repulsion, explaining the instability of the close-packed structures
of HBC.
The detailed description of this work can be found in the chapter 5
1.5 Scanning Probe Microscopies
The era of scanning probe microscopies started with the invention of the first scan-
ning tunneling microscope (STM) at IBM Rüschlikon by Binnig and Rohrer in the
year 1983 [21]. The first patent disclosure for the STM microscope, however, had
been submitted by the authors about 4 years before, in January 1979. This revolu-
tionary technique allowed to achieve unprecedented resolution and provided access
to the atomic structure of materials.
In 1986 Binnig et al. [22] proposed a modification of the combination of the scan-
ning tunneling microscope with the stylus profilometer. This new approach allowed
to measure atomic forces as small piconewtons [23]1. The new technique was named
atomic force microscopy (AFM). Contrary to STM, where a bias voltage is applied to
the substrate/tip system and a tunneling current is measured, in AFM the force act-
ing on the tip is measured in absence of any additional influence. The technique was
further improved by Martin et al. [24], who introduced a vibrating tip and proposed
a simple theoretical model that connects a change in vibrational frequency (∆ω) to
a variation of the derivative of the vertical force acting from the substrate to the tip.
The application of noncontact dynamic force microscopy has been further expanded
to study biological systems such as DNA and the tobacco mosaic virus [25].
Nevertheless, the ultimate goal of AFM was set to achieve atomic resolution,
which was a challenging task due to the complex nature of the forces between the
tip and sample as well as technical difficulties to measure those forces with extreme
precision. One of the first successful atomic resolution images were reported by
Giessibl [26], who could visualize the reactive surface of Si(111) by AFM operated
in noncontact mode (nc-AFM). A further significant achievement was made by Sug-
imoto et al. [27] who in 2007 were able to recognize the chemical identity of surface
1While Binnig et al. [22] originally reported the value of 10−18 N.
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atoms. It was demonstrated that short-range forces between the tip and an atom on
the surface (the force arising at the onset of a chemical bond formation between tip
and surface atom) depend strongly on the chemical nature of the atoms. The authors
outlined a calibration (normalization) procedure that allowed to remove the depen-
dence of the experimental result from the specific setup of the instrument. One year
later Sugimoto et al. [28] showed the possibility of atomic manipulations by verti-
cal interchange of atoms between the surface of a semiconductor and the apex of an
AFM tip.
However, the application of nc-AFM microscopy for imaging of small organic
molecules adsorbed on the surface was impossible due to the high chemical reac-
tivity of the metallic tip. This problem was resolved later by Gross et al. [29] who
functionalized the nc-AFM tip with a CO molecule. The molecule confers to the tip a
well-defined sharp geometry. The inertness of the CO allows to the tip to approach
the surface at close distances, granting access to structural imaging with unprece-
dented atomistic details. Further refinements of the technique allowed to discrimi-
nate for “bond order” in chemical bonds [30], to image the charge distribution within
a molecule [31], and to map the electrostatic field of molecules [32]. A standard setup
for nc-AFM with CO functionalization of the tip is shown in Figure 1.4.
FIGURE 1.4: A schematic representation of an experimental nc-AFM
setup. The cantilever with a CO molecule at the apex of the metallic
tip acts as a probe to scan the surface of the planar molecule adsorbed
on the material. Credit: Lawrence Berkeley National Laboratory.
The cantilever is set to oscillate with a proper frequency ω0, and the force expe-
rienced by the tip due to the CO/substrate interaction induces a frequency shift that
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is recorded while scanning the sample.
FIGURE 1.5: First high-resolution nc-AFM image of Pentacene
molecule obtained by Gross et al. [29]. Figure was taken and adapted
from the reference [29].
In this manuscript, our attempts to improve a classical model for nc-AFM simu-
lations are discussed. The work started with a comparison of the classical so-called
ProbeParticle (PP) model [33], which has been successfully used in different stud-
ies [34, 32]. The model was pushed towards its limits by a fitting of its parameters to
the results of DFT-based AFM simulations. The latter was used as a “gold standard”
in both a qualitative and quantitative respects. It was first demonstrated that the
standard PP model had some limitations in predicting the features of nc-AFM imag-
ing. To overcome them it was proposed to enhance the PP model via introduction of
the second probe particle in the tip, representing the carbon atom. This modification
has resulted in a better agreement with the DFT and ability to better reproduce the
sharp features observed experimentally.
The details of the work are discussed in the chapter 6.
1.6 AiiDA
The development of simulation techniques in computational materials science to-
gether with the increase of computational power available to researchers has led,
in the last decade, to a dramatic increase of data describing materials properties.
Parallel to the continuous improvement of the accuracy in simulations, new chal-
lenges appear in (i) handling the huge amount of data available (ii) sharing it among
researchers (iii) checking the accuracy of data in large databases (iv) reproducing re-
sults that are obtained from a complex chain of calculations, each one depending on
the other. We are disposing almost unlimited data storage capabilities, however we
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are still lacking the ability to manage, share and analyze the stored data. Therefore,
the current approach to computational research needs to be “redesigned”.
Different initiatives have been launched to overcome those problems by (i) cre-
ating repositories for comprehensive storage, management and sharing of scientific
data [35, 36, 37, 38, 39, 40] (ii) developing a general format to store the results com-
puted with commonly used quantum chemistry packages [41] (iii) constructing an
infrastructure for high-throughput [42, 43] and distributed [44] calculations which
become feasible due to the exponential increase of the computational power. In a re-
cent project named AiiDA [45] (Automated Interactive Infrastructure and Database
for Computational Science) the three issues above are tackled together: “AiiDA is
a flexible and scalable informatics’ infrastructure to manage, preserve, and dissem-
inate the simulations, data, and workflows of modern-day computational science
. . . ” [46].
In chapter 7 the advantages of using the AiiDA package are discussed. The chap-
ter starts with a description of the ADES 2 model and a brief introduction on how
automation, data management, a common environment for different codes and shar-
ing of the results are adressed within this project. Then, providing an example of
CP2K integration, it will be shown how a DFT-code can be embedded in the AiiDA
framework. Finally, the description of a workflow that was designed and developed
to fit the needs of the nanotech@surfaces laboratory at Empa will be provided.
2Automation, Data, Environment, Sharing.
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Chapter 2
Methods
T this chapter discusses the theoretical details of the simulation meth-ods, mostly relying on density functional theory [47, 48] (DFT), that
have been used in current research work. After an introduction to the DFT approx-
imations, the focus will be shifted to a description of simulation approaches that
allow to compare simulations and experiments in terms of thermodynamic proper-
ties and microscopy features. In the description of DFT, particular attention will be
dedicated to the discussion of van der Waals interactions (vdW) that contribute sub-
stantially in determining the geometrical (correspondingly electronic) properties of
molecule/substrate interfaces.
2.1 Density functional theory: the basics
When exploring the properties of systems ranging from simple molecules to mul-
ticomponent bulk systems, approximations to density functional theory are consid-
ered as the standard theoretical approach for computational materials science and
chemistry. To understand the hypotheses underlying DFT it is useful to consider a
material (or a molecule) as a system of N electrons that are interacting under the
influence of an external potential, originating from M atomic nuclei. If the nuclei
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are considered as classical point charges whose motion is well described by classi-
cal equations of motion where the forces on the nuclei originate from the electro-
static nuclei-nuclei interactions and the electron-nuclei interactions1, then the Born-
Oppenheimer approximation [51] allows to write the Hamiltonian for the electrons
of the system as
Hˆ = −1
2
N
∑
i=1
∇2i︸ ︷︷ ︸
Tˆ
+
N
∑
i>j
1
|~rij|︸ ︷︷ ︸
Uˆ
−
N,M
∑
i,α
Zα
|~riα|︸ ︷︷ ︸
Vˆ
(2.1)
where Tˆ is the kinetic energy operator, Uˆ is the electron-electron interaction opera-
tor, Vˆ is the electron-ion interaction (external potential) operator, |~rij| is the distance
between electron i and electron j, Za is the atomic number of nucleus α, |~riα| is the dis-
tance between electron i and nucleus α. In 1964 Hohenberg and Kohn (HK) demon-
strated that the ground state properties of a system of interacting electrons affected
by an external potential derive from a unique functional of the electron density n(~r),
where 2
n(~r) = N
∫
d3r2 · · ·
∫
d3rNΨ∗(~r,~r2, . . . ,~rN)Ψ(~r,~r2, . . . ,~rN)3 (2.2)
with Ψ(~r1, ~r2 . . . , ~rN) the wave function of the system of N electrons. Moreover, they
demonstrated that a functional of the electron density of the system exists such that
its minimum value, corresponding to the ground state energy of the system, is ob-
tained at the ground state charge density. The HK theorem is the basis of DFT. The
charge density functional can be written as
E[n] = T[n] +U[n] +V[n]4 (2.3)
where
V =
∫
v(~r)n(~r)d~r (2.4)
with v(~r) taking the form of ∑Mα
−Zα
|~Rα−~r| in the case of nuclei and electrons not influ-
enced by an external field. The total energy of the system is conveniently rewritten
1The nature of the electron-nuclei interaction will be discussed in more detail in section 2.5, where
the Hellman-Feynman [49, 50] theorem is introduced.
2The spin coordinates of the electrons are neglected for simplicity.
3This equation is correct for a normalized ψ.
4Even though the form of the equation is similar to the one of Hamiltonian, there is a significant
difference: now it contains functionals of the charge density but not operators.
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as
E = V[n] + F[n] (2.5)
where F[n] = 〈Ψ|Tˆ + Uˆ|Ψ〉. Writing F[n] in the form
F[n] =
∫ n(~r)n(~r′)
|~r−~r′| d
~r′ + T0[n] + Exc[n] (2.6)
allows to separate the so-called exchange-correlation functional (Exc[n] ), which is
unknown, from the classical Coulomb energy and the kinetic energy (T0[n]) of a
non-interacting electron gas of density n(~r). Before DFT can be effectively consid-
ered as a route to access the ground state properties of materials, a way to minimize
the energy functional and to represent the unknown exchange correlation part has to
be defined. The minimization procedure has to be transferred to efficient computa-
tional schemes. One year after the HK theorem, Kohn and Sham [48] introduced
a single-particle scheme, within the DFT formalism, that allows to represent the
ground state density of a system in terms of an auxiliary system of “non-interacting
electrons” with single particle wave functions ψi(~r) and to solve self-consistently a
set of single-particle-like equations to find the minimum of the HK functional. The
charge density of the auxiliary system is given by
n[~r] =
n
∑
i
|ψi(~r)|2 (2.7)
ψi(~r), called Kohn-Sham (KS) orbitals, are the N (number of electrons in the sys-
tem) solutions of the single particle equations
[
−1
2
∇2 + [φ(~r) + µxc(n)]
]
ψi(~r) = eiψi(~r) (2.8)
where φ(~r) = v(~r) +
∫ n(~r′)
|~r−~r′|d
~r′. Equation 2.8 is only apparently a system of inde-
pendent equations, the mathematical complexity of the problem is condensed in the
µxc(n) term defined as
µxc(n) =
δExc[n]
δn(~r)
(2.9)
µxc depends on n(~r) and, as such, on all the single particle wave functions, thus
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the system of equations has to be solved iteratively. The complexity of the electron-
electron interaction is hidden inside the so-called exchange-correlation potential,
which does not have a well-defined mathematical form. Therefore, various approx-
imations to DFT are present in the literature. Some of them are briefly discussed in
the following section.
2.2 Approximations to exchange-correlation functionals
The exchange correlation functional has been (and still is) the subject of several re-
search works attempting to define approximations more and more accurately and,
possibly, not specific to a restricted class of materials.
The first functional adopted by the DFT community was derived from the so-
called local density approximation (LDA) where the electron gas is considered as
locally homogeneous and the exchange-correlation energy is obtained as [48]
ELDAxc [n(~r)] =
∫
εxc(n)n(~r)d~r (2.10)
where the right side of the equation is the first term in the expansion of the Exc[n]
functional
Exc[n] =
∫
εxc(n)n(~r)d~r +
∫
ε
(2)
xc (n)|∇n(~r)|2d~r + . . . (2.11)
In the Equation 2.10 the non-local contributions to the functional are neglected, mak-
ing it dependent only on the charge-density value at every point in space. Naturally,
the non-locality can be introduced back making the functional dependent on ∇n(~r)
and higher order derivatives of n(~r). This gives rise to more advanced DFT ap-
proaches such as generalized gradient approximation (GGA) and others, which are
discussed further in the section in more detail.
Therefore, instead of describing the exchange and correlation of inhomogeneous
electron density, at each point the exchange-correlation energy of a corresponding
homogeneous system with the real density at that point is considered. For magnetic
systems, where spin polarization has to be taken into account, the local spin den-
sity approximation (LSDA) is introduced and the exchange-correlation energy Exc
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is a functional of the local electron-spin densities n↑(~r) and n↓(~r). To avoid mak-
ing the notation too heavy, the spin degrees of freedom will not be considered in
this paragraph. Exc[n] can be written as the sum of the exchange and correlation
contributions
Exc[n] = Ex[n] + Ec[n] (2.12)
Knowing the density of the homogeneous electron gas as
n(~r) =
1
4
3pir
3
s
(2.13)
where rs is the Wigner-Seitz radius of the sphere occupied by each electron, the ex-
change energy of a homogeneous gas was written as
Ex =
0.4582
rs
(2.14)
Please note that the exchange energy can now be substituted into the integral 2.10
with a dependence on the density n
1
3 .
A very simple formula for the correlation was derived by Chachiyo [52]
Ec = a ln
(
1+
b
rs
+
b
r2s
)
(2.15)
with a = ln(2)−12pi2 and b = 27.420 (in atomic units). This correlation functional
agrees very well with the result of quantum Monte-Carlo simulation by Ceperley
and Alder [53]. The LDA approximation is accurate for systems with a slow vary-
ing charge density. The assumption of homogeneity can however be too hasty in
many cases, for example in molecules. A step towards more accurate functionals is
to include the gradient of the density in Exc[n]
EGGAxc [n] =
∫
εxc(n, ~∇n)n(~r) d~r (2.16)
This approach, known as generalized gradient approximation (GGA) allows to par-
tially account for the non-local nature of the exchange-correlation functional and, in
general, provides better results in comparison to the LDA. Within the family of GGA
functionals, the one proposed by Perdew, Burke, Ernzerhof (PBE) is one of the most
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commonly adopted
EPBEx = 1+ κ −
κ
1+ µs
2
κ
(2.17)
with κ = 0.804 and µ = 0.220. For the exact form of the correlation term of the PBE
functional, the reader is referred to the original article [54].
Both previous approximations provide a local description of the exchange op-
erator and fail to cancel the electron self interaction introduced with the classical
Coulomb integral. To account for these problems, which can be crucial in systems
such as molecules or defected bulks where charge localization is pronounced, start-
ing with the work of Axel Becke [55], a successful strategy was introduced to adopt
an “exact”5 exchange formulation based on the Hartree-Fock formalism
EHFx = −
1
2∑i,j
∫
ψ∗i (~r)ψ
∗
j (~r)
1
r12
ψi(~r′)ψj(~r′)d~rd~r′ (2.18)
where ψ(~r) are the one-electron KS orbitals. The general form of functionals
obtained with this recipe, so-called hybrid functionals, depends on a weighted sum
of a GGA exchange term and the corresponding HF exchange term
Ehybridx = aEHFx + bE
GGA
x (2.19)
The two most common examples of hybrid functionals are B3LYP and PBE0. The
first was proposed by Stephens et al. [56] and the parameters in its expression
EB3LYPxc = E
LDA
x + a0(E
HF
x − ELDAx ) + ax(EGGAx − ELDAx ) + ELDAc + ac(EGGAc − ELDAc )
(2.20)
were fitted to experimental data, conferring to the functional the appellative of “se-
mi-empirical”. The PBE0 functional was introduced by Adamo and Barone [57] and
by Ernzerhof and Scuseria [58] with the following expression:
EPBE0xc = E
PBE
xc +
1
4
(
EHFx − EPBEx
)
(2.21)
5Still the correction is based on the one-electron KS orbitals.
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At this point, the numerical complexity of the algorithms behind different function-
als should be mentioned. For a system containing N electrons, a straightforward im-
plementation of the KS-DFT would result in O(N3) scaling6, while the HF method
would scale asO(N4)7 (and so do the hybrid functionals). Linear-scaling algorithms
for the DFT and HF methods are also available, however they were not employed
in this work since they become an algorithm of choice only for systems more then
tens of thousands of atoms. For the interested reader, more details about linear-
scaling DFT and HF algorithms and their applicability can be found in the following
works: [59, 60, 61].
Crucial to the work discussed in this thesis is the following aspect: the non-
local nature of the electron correlation. LDA, GGA functionals are inherently local
so they do not account for the correlation. Hybrid functionals only introduce non-
local exchange, but do not provide any improvements for the correlation. Thus,
the dispersion part of the vdW interactions, originating from the correlation, is not
reproduced in the DFT formalism [62] discussed so far. As for the description of
molecule-substrate interfaces (studied in this thesis), the dispersion forces play a
fundamental role. The next section is fully devoted to the approaches of computing
them within the DFT framework.
2.3 vdW interactions
In many problems related to solid state physics or molecular chemistry, neglecting
van der Waals interactions does not modify the general scenario. In other cases
such as protein folding, packing of molecular crystals or physisorption phenom-
ena, vdW can have a relevant impact. It is known for more then two decades that
traditionally used DFT functionals fail in characterizing the long-range dispersion
interactions [63]. The ideally expected decay depends on the details of the systems
as evident considering extremal cases such as for 2D-2D systems (as for example
two sheets of graphene) where the interaction should decay as d−4 with the planar
6Since the orthogonalization of Kohn-Sham orbitals would require to compute O(N2) scalar prod-
ucts, while the computation of a scalar product itself has the complexity of O(N).
7Due to computation of four-center two-electron integrals.
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separation d, or for 1D-1D systems (for example carbon nanotubes) where the inter-
action should decay as l−5 with the distance l between the axes of the two tubes or
for 0D-0D systems (like in the case of two fullerenes) where the decay should be r−6
with the intermolecular distance r [64]. In the case of molecules on surfaces of bulk
systems the decay is expected to be d−3. Please note, that for certain systems the
real decay can deviate significantly from the ideal one, as it was reported recently by
Gobre and Tkatchenko [65].
The divergence of standard DFT, in describing the energy of separation for two
systems interacting via dispersion forces, from the correct asymptotic behavior is
severe and dominated by an exponentially decaying character. Two examples of
such deviation are shown in Figure 2.1: the potential energy curve for two atoms
of Kr and potential energy curve for the benzene dimer. In both cases, the nature
of the intermolecular interaction is purely dispersive and the curve should have a
minimum at a certain distance.
FIGURE 2.1: Potential energy curves for two atoms of Kr (left) and the
benzene dimer (right) with two different density functional approx-
imations in comparison with accurate CCSD(T) reference data. The
figure is taken from the reference [66].
The origin of the problem lies in the inability of DFT to describe instantaneous
electron correlations originated from the “virtual” excitations of electrons to the
available energy levels [66]. Those excitations happen due to the zero-point en-
ergy fluctuations and result in the corresponding change of electron density. Such
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correlated fluctuations of the density allow for electromagnetic interactions (or dis-
persion interactions) between atoms and molecules8. The described mechanism of
dispersion interactions makes evident the fact that ab initio theory, able to properly
account for the dispersion interactions, must take virtual states into consideration.
The commonly used KS-DFT is based on a single Slater determinant, therefore by
construction it only considers the occupied states. Thus, to take dispersion inter-
actions into account DFT must be connected with either a parametrized empirical
model or with a reference system where such excitations are taken into account
(see the discussion about many-body perturbation theory further in the text). The
commonly-accepted approaches to introduce dispersion interactions to DFT will be
discussed below in more detail.
DFT-D family of methods
To include dispersion interactions in DFT different empirical and semi-empirical ap-
proaches have been proposed in recent years. A common practice is to consider atom
centered contributions in the form of C6/R6 with a cutoff function ensuring that the
attraction is quenched in the “close distance region”. This approach is computation-
ally efficient and its cost is negligible with respect to the cost of the DFT calculation.
A pioneering attempt in this respect to provide a set of parameters to be employed
for the majority of elements in the periodic table was provided by Grimme with
the so-called DFT-D family of vdW corrections [67, 68, 69] widely adopted in the
literature and also in the present work. The DFT-D correction has the form
EDFT−D = EDFT + EvdW (2.22)
with EvdW defined as
EvdW = −s6
Nat−1
∑
i=1
Nat
∑
j=i+1
fdamp(Rij)
Cij6
R6ij
(2.23)
8Interestingly enough, such correlated fluctuations can exist not only between separated atoms or
molecules, but between parts of the same molecule, providing the origin of the intramolecular disper-
sion effects [66].
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where Cij6 is the dispersion coefficient, Rij is the distance between atoms i and j ,
s6 is a global scaling factor which depends on the DFT functional used and fdamp(Rij)
is the quenching function [70]
fdamp(Rij) =
1
1+ e−d/(Rij/Rr−1)
(2.24)
where Rr is the sum of atomic vdW radii of elements.
For the DFT-D1 [67] method the C6 coefficients of the elements were taken from
the work of Wu and Yang9 [70], who fitted those parameters to molecular C6 param-
eters obtained experimentally [71]. For the DFT-D2 scheme [68] the atomic coeffi-
cients were obtained using the following equation
Ca6 = 0.05NI
a
pα
a (2.25)
which was derived from the London dispersion formula. Iap and αa are the atomic
ionization potential and static dipole polarizability of atom a both computed with
PBE0 functional [57, 58], and N has values 2, 10, 18, 36, and 54 for the first five rows
of the periodic table. The vdW radii of all the elements was obtained as a rescaled
radius of 0.01 a.u. electron density contour computed with ROHF/TZV10. A scaling
factor of 1.22 was chosen for the DFT-D1 method and 1.10 for DFT-D2.
The later improved correction (DFT-D3) proposed by Grimme [69] introduced
several changes: (i) atom pairwise specific11 dispersion coefficients and cutoff radii
computed from first principles; (ii) To account for the geometrical information, the
Cab6 term has now become dependant on the coordination number; (iii) three-body
terms. The correction now comprises of two-body and three-body terms
Edisp = E(2) + E(3) (2.26)
9However, the coefficients were averaged for the different hybridization states of atoms.
10Restricted open-shell Hartree–Fock calculations using the valence triple-zeta basis set.
11Please note here that for the DFT-D1 and DFT-D2 methods, those C6 and R were computed for
each element separately. To obtain pairwise Cab6 and R
ab, several combination rules were applied [67,
68]. In the DFT-D3 method Grimme et al. [69] Cab6 and R
ab were computed specifically for each a/b
atomic pair.
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where the two-body contribution takes the general form
E(2) = −∑
AB
∑
n=6,8,10...
sn
CABn
RnAB
fdamp(RAB) (2.27)
The CAB6 coefficients were computed ab initio using the Casimir-Polder formula [72]
which connects the polarizabilities (αA(iω) and αB(iω)) of two atoms A and B to
their dispersion attraction12
CAB6 =
3
pi
∫ ∞
0
αA(iω)αB(iω)dω (2.28)
The higher-order CABn parameters, used to adapt potential to a particular form of
DFT functional, were obtained through recursive relations. For more details the rea-
der is referenced to the original article [69].
Please note that the polarizabilities can be computed based on the relationships
involving unoccupied states, that can be obtained, for example, employing time-
dependent DFT [73]. This brings the discussion back to the initial argument that one
needs to involve virtual orbitals for computing dispersion interactions.
The three-body term was also considered by Grimme et al. [69]. The authors used
the following Axilrod–Teller–Muto formula to access the three-body contribution to
the dispersive energy
E(3) =
Cabc9 (3 cos(θa) cos(θb) cos(θc) + 1)
(rabrbcrca)3
(2.29)
where θa, θb and θc are the angles of a triangle formed by three particles: a, b and
c with interatomic distances rab, rbc and rca. The Cabc9 term was approximated by the
geometrical average of three pairwise C6 coefficients
Cabc9 = −
√
Cab6 C
bc
6 C
ca
6 (2.30)
Nevertheless, it was not recommended to include this E(3) term by default, since
for the small and medium size systems its energetic contribution is negligible. But
12In the equation 2.28, instead of using the atomic polarizabilities Grimme et al. used the polariz-
abilities of hydrides removing the contribution from hydrogen atoms. It was done because the polariz-
abilities computed for isolated atoms are influenced by energetically low-lying states leading to large
dispersion coefficients.
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more importantly, it is still not much known how this contribution is treated by the
standard density functional in the overlapping region.
Tkatchenko-Scheffler and Many-Body Dispersion families of methods
In 2009 Tkatchenko and Scheffler [74] proposed a similar approach where the C6
coefficients are derived from free-atom parameters and rescaled according to their
Hirshfield partitioning wA(~r) to make them system dependent
wA(~r) =
n f reeA (~r)
∑B n
f ree
B (~r)
(2.31)
where n f reeA/B(~r) are the charge density of a free atom of type A/B in a molecule.
Approximating the frequency-dependent polarizability α(iω) by the leading ad-
dend in the Padé series and employing the Casimir-Polder integral (as shown in
Equation 2.28), Tkatchenko and Scheffler obtained
CAB6 =
3
2
[
ηAηB
ηA + ηB
]
α0Aα
0
B (2.32)
which relates the CAB6 with the static polarizability α
0
A/B and an effective frequency
ηA/B. For A = B Equation 2.32 becomes
CAA6 =
3
4
ηA(α
0
A)
2 ⇐⇒ ηA = 43
CAA6
(α0A)
2
(2.33)
Replacing ηA/B in Equation 2.32 with Equation 2.33 allows to obtain
CAB6 =
2CAA6 C
AA
6
α0B
α0A
CAA6 +
α0A
α0B
CBB6
(2.34)
The free atomic α0A/B and C
AA/BB
6 parameters in Equation 2.34 were obtained from
the database of Chu and Dalarno [75] for isolated atoms. The approach is extended
to molecules and solids employing a direct relation between polarizabilities and ef-
fective volumes of atoms inside a molecule
κmolA
κ
f ree
A
αmolA
α
f ree
A
=
VmolA
V f reeA
=
∫
r3wA(~r)n(~r)d3~r∫
r3n f reeA (~r)d3~r
(2.35)
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where κA/B is the proportionality constant between atomic volume and polarizabil-
ity of atom A/B, n(~r) is the electron density of the molecule, n f reeA (~r) is the electron
density of the free atom. To extract the effective atomic volume the authors em-
ployed the Hirshfield atomic partitioning weight defined in Equation 2.31.
Knowing how CAA6 is defined as a function of ηA and α
0
A (Equation 2.33 ), it is
possible to express the C6 coefficient for an atom in the molecule (CAA6,mol) in terms of
the C6 coefficient of isolated atoms (CAA6, f ree)
CAA6,mol =
ηmolA
η
f ree
A
(
κ
f ree
A
κmolA
)2(
VmolA
V f reeA
)2
CAA6, f ree (2.36)
where η
mol
A
η
f ree
A
(
κ
f ree
A
κmolA
)2
constant is set to 113.
The damping function used in the TS approach has the form of Equation 2.24.
The vdW radius of the elements in a molecule is obtained through a rescaling
of the vdW radius of the free elements defined as half of the distance between two
atoms where Pauli repulsion is compensated by the dispersion attraction
R0mol =
(
Vmol
V f ree
)1/3
R0f ree (2.37)
It is worth noting that Tkatchenko and Scheffler pointed out a possible weakness of
their approach for metallic systems, where nonaddictive higher-order effects may be
relevant [74].
In a later work [76], where the TS approach [74] is combined to the self-consistent
screening equation of classical electrodynamics, many-body contributions to the
vdW interactions are considered to account for “ . . . long-range electrostatic screen-
ing extending beyond the range of the exponentially decaying atomic densities” .
This model is known as the “many-body dispersion model” (MBD) [76, 77, 78,
79, 80, 81] and can be schematized as follows: First of all, the charge-density n(~r) of
the system is partitioned into atomic Hirshfield volumes, which allow to obtain the
static dipole atomic polarizabilites (following the TS approach)
13The authors show that this choice is appropriate for a set of 1225 molecules. The largest deviation
(44%) is reported for H2 , and for larger molecules starting from CO2 and N2 the error is lower than
10%.
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α0,molA =
VmolA
V f reeA
α
f ree
A =
(∫
r3wA(~r)n(~r)d3~r∫
r3n f reeA (~r)d3~r
)
α
0, f ree
A (2.38)
For a system with a finite band gap, the collective charge-density fluctuations origi-
nate from correlated dipolar excitations [80]. The MBD method parametrizes those
excitations by a set of atomically centered quantum harmonic oscillators (QHOs)
characterized by frequency-dependent dipole polarizabilities αp(iω) defined as
αp(iω) =
α0p
1− (iω/ωp)2 (2.39)
where ωp is the characteristic excitation frequency for atom p. For the set of
QHOs it is possible to write a Hamiltonian, where every QHO fluctuates within an
isotropic harmonic potential
U(~xp) =
1
2
mpω2p~x
2
p (2.40)
with dipole moments ~dp = qp~xp, where qa is the charge of each oscillator. The Hamil-
tonian also incorporates dipole-dipole interaction terms and has the form
HˆMBD = −12
N
∑
p=1
∇2xp
mp
+
1
2
N
∑
p=1
mpω2p~x
2
p +
N
∑
p>q
~d†pTpq~dq (2.41)
where Tpq is the dipole-dipole interaction tensor. The first term of the Hamiltonian
represents the kinetic energy, the second term represents the potential energy of indi-
vidual QHOs, while the third term represents dipole-dipole couplings. To compute
the long-range correlation energy, the total energy of isolate oscillators needs to be
subtracted from the total energy of the coupled ones (to cancel the contribution from
kinetic and potential energy of QHOs). This leads to the following final equation
EMBD =
1
2
3N
∑
p=1
√
λp − 32
N
∑
p=1
ωp (2.42)
where λp are the eigenvalues of HˆMBD.
A further model deserving attention and that has been employed in the present
work is an adaptation of the TS model for solid surface systems. The model, named
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TSsurf, was developed by Ruiz et al. [82, 83] to describe hybrid inorganic-organic sys-
tems. It is based on the TS [74] method combined with the Lifshitz-Zaremba-Kohn
theory for the vdW interactions between an atom and a solid surface. Incorporation
of the Coulomb screening effect within a bulk is achieved by rescaling the C6 and
RvdW parameters of bulk atoms. Inclusion of screening effects can lead to a reduc-
tion of C6 parameters up to a factor of 4 [82].
As it follows from the macroscopic theory developed by Lifshitz [84], the inter-
action between atom a and solid B is described by the following potential
EvdW ' − C
aB
3
(Z− Z0)3 (2.43)
where Z is the distance between the atom and the surface while CaB3 is the vdW
coefficient. Later, Zaremba and Kohn [85] derived a formula,that connects CaB3 with
the polarizability of atom a (αa(iω)) and dielectric function of the solid B (eB(iω))
CaB3,LZK =
h¯
4pi
∫ ∞
0
dωαa(iω)
εB(iω)− 1
εB(iω) + 1
(2.44)
CaB3,LZK can be related to C
ab
6,LZK coefficients as follows [86]
CaB3,LZK = ns
(pi
6
)
Cab6,LZK (2.45)
where ns is the number of atoms per unit volume in the bulk. Having computed
the Cab6,LZK it is now possible to obtain the α
b
LZK and C
bb
6,LKZ parameters solving the
system of two equations (like Equation 2.34) for any two atoms a (H, C, Ne, etc.)
and solid B14. The RbLZK is then computed by the ratio cubic root of static dipole
polarizabilites:
RbLZK =
(
αb0
αb0, f ree
)1/3
Rb0, f ree (2.46)
where Rb0, f ree is the vdW radius of the free atom b. From this point the screened
14Suppose those screened parameters need to be computed for a Cu atom. We chose C and Xe atoms
as references. Using the procedure described before, CC−Cu6,LZK and C
Xe−Cu
6,LZK can be obtained and two
equations 2.34 can be written for them. Since the parameters of “free” C and Xe atoms are already
known, the remaining unknown quantities are: αbLZK and C
bb
6,LKZ , which can be found trivially.
28 Chapter 2. Methods
parameters15 αbLZK, C
bb
6,LKZ and R
b
0, f ree are used in the standard TS or MBD schemes
in place of the initial “free atom” parameters, establishing the so-called TSsurf or
MBDsurf methods .
It has been demonstrated that the TSsurf method provides very accurate adsorp-
tion energy and adsorption heights of PTCDA16, benzene and Xe atom on different
substrates including Au(111), Pt(111), Ag(111) [82, 83]. It was also successfully used
in the current work to unravel the origin of the striking enantioselectivity observed
for the PdGa intermetallic compound (for more details see chapter 3).
2.4 DFT in HPC codes
Several approaches have been proposed in the literature to efficiently implement
DFT in codes suitable for high-performance computing (HPC). To discuss those ap-
proaches, it is helpful to recall the set of equations that one aims to solve within the
KS-DFT framework
[
−1
2
∇2 + [φ(~r) + µxc(n)]
]
ψi(~r) = eiψi(~r) (2.47)
So far, the actual representation of the KS orbitals ψi(~r) was not considered in this
work. In practice they are defined as a linear combination of basis functions φj(~r)
ψi(~r) =∑
α
ciαφα(~r) (2.48)
The usage of a basis set allows to map the solution of a continuous problem into a
task of finding the ciα parameters. The choice of the basis set to a very large extent
defines the numerical algorithms that will be used to solve the KS equations. There-
fore, this choice stays at the very core of the development of a particular DFT code.
One could distinguish two main types of basis sets: plane-wave and atomic orbitals.
Plane-wave basis sets define φα(~r) as 1√Ω e
i~Gα~r, where ~Gα is the vector of recipro-
cal lattice. Plane-waves are a good choice from many different points of view. First
of all, they are intrinsically orthogonal, which can used to accelerate the numerical
15The screened parameters inherit the effects from the many-body collective response of the sub-
strate electrons.
16Perylenetetracarboxylic dianhydride.
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algorithms. Plane-waves do not depend on the atomic positions. To improve the
plane-waves basis, one needs to only increase their quantity, which is straightfor-
ward. They are easy to use and do not require optimization of a basis set for each
particular atom. Plane-waves, however, intrinsically assume periodicity of the sys-
tem to break which additional methods, such as Martyna-Tuckerman [87] should be
employed. Plane-waves do not allow to separately improve the description of one
particular region of the system. All (even empty) regions have to be populated with
the same density of plane-waves, which lowers the computational efficiency of the
approach. One cannot use them to represent the wave functions located closer to the
nuclei, since those wave functions vary too rapidly. This problem is typically solved
by introducing pseudopotentials.
In general form, atomic orbitals can be expressed as follows: φ(~r) = R(|~rI |)Y(rˆI),
where R(|~rI |) is the radial part of the function and Ylm(rˆI) is a spherical harmonic
of the order l with angular momentum m. Depending on the function used for the
radial part, atomic orbitals can be classified as Gaussians orbitals (e−αr2), Slater-type
orbitals (e−ζr) or numerical orbitals. Atomic orbitals are typically very efficient, since
they require only a small number of functions as they are (typically) centered at the
position of atomic cores. The numerical complexity to describe orbitals close to the
core is not as large as in the case of plane-waves. Also, they do not populate the
vacuum as plane-waves do. Contrary to plane-waves, atomic orbitals do not imply
system periodicity. However, they are not orthogonal and they suffer from basis set
superposition error. And there is no unique way to enlarge the basis set, a simple
approach of just adding many functions does not work in that case.
Plane-wave basis sets are implemented in CPMD [88], Quantum Espresso [89]
and ABINIT [90] codes; SIESTA [91] and FHI-AIMS [92, 93, 94, 95] codes adopted
atomic basis sets; a mixed approach that combines atomic basis sets and plane-waves
is used in CP2K [96, 97].
The numerical approach employed in CP2K to solve DFT problems, known as
“Quickstep”, is described in a work by VandeVondele and coworkers [98]. The
mixed Gaussian/plane-wave basis allows on one hand to benefit from the algebra of
sparse matrices and, on the other hand, to efficiently perform operations in Fourier
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space. The method can achieve a performance corresponding to an almost linear
scaling (with respect to system size) in the case of large atomistic models [59]. In
Quickstep, a Gaussian basis is used to represent the KS-orbitals to compute the elec-
tronic kinetic energy and the exchange-correlation energy in real space, while the
plane-waves basis is used to represent the charge-density of the system to solve the
Coulomb integral. In the Quickstep approach, the total charge density of the system
when represented through a Gaussian basis set takes the form:
n(~r) =
occ
∑
i
|ψi(~r)|2 =
occ
∑
i
ψ∗i (~r)ψi(~r) =
occ
∑
i
∑
α,β
c∗iαφ
∗
α(~r)ciβφβ(~r) =
∑
α,β
φ∗α(~r)φβ(~r)
occ
∑
i
c∗iαciβ =∑
α,β
φ∗α(~r)φβ(~r)Pαβ
(2.49)
where Pαβ is an element of a so-called density matrix. The Gaussian-based den-
sity n(~r) is further represented on a 3-dimensional real space grid. Since the map-
ping on a grid involves several approximations, the new “on-grid” density is de-
noted as n˜(~r). n˜(~r) can be further represented in the reciprocal space using the fast
Fourier transform (FFT)
n˜(~r) =
1
Ω∑
~G
n˜(~G) exp(i~G~r) (2.50)
where Ω is the volume of the simulation cell and ~G are the reciprocal lattice vectors.
Such representation allows to efficiently compute the electrostatic potential solving
Poisson’s equation17
17The Hartree potential, is solved through the Fourier counterparts of V˜(~r) and n˜(~r)
V˜(~r) =
1
Ω ∑
~G
V˜(~G)ei~G~r (2.51)
n˜(~r) =
1
Ω ∑
~G
n˜(~G)ei~G~r (2.52)
that allow writing
∇2V˜(~r) = 1
Ω ∑
~G
−~G2V˜(~G)ei~G~r
Substitution of∇2V˜(~r) and n˜(~r) in the Poisson’s equation with its representation in the Fourier spaces
gives
∇2V˜(~r) = 1
Ω ∑
~G
−~G2V˜(~G)ei~G~r = − 1
Ω ∑
~G
n˜(~G)
ε0
ei~G~r = − n˜(~r)
ε0
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∇2V(~r) = −n(~r)
ε0
(2.53)
Operations in Fourier space, including the Fourier and back-Fourier transform
(performed by means of efficient FFT libraries) and the sum in real space (on the
grid points i), scale linearly with the system size and are thus a “solved problem”
on parallel computers. Once the electrostatic potential is computed, the electrostatic
energy can be found as the sum of V˜(~ri)n˜(~ri) at every grid point
ECoulomb =
grid
∑ V(~ri)n(~ri) (2.54)
Despite the fact that the CP2K code allows a so-called “all electrons” approach
to compute the properties of a system, given the large size of the atomistic models
studied in this work, “pseudopotentials” [99] were used to represent the non-valence
orbitals.
The core electrons of each atom that are not influenced by the chemical bonding
are considered frozen and are not included explicitly in the calculation. The valence
electrons are treated explicitly while the nuclei and the frozen electrons are treated
via an artificial potential that meets the following requirements for single atom prop-
erties: (i) the energy levels obtained for the all electron atom match the energy levels
of the valence electrons of the pseudoatom; (ii) the wave functions of the electrons
of the pseudoatom, outside a region close to the nucleus and defined by a parame-
ter cutoff radius, match the wave fucntions of the corresponding electrons in the all
electron atom.
Both properties grant the so-called transferability of the pseudopotential, that
is the capability to correctly reproduce materials properties for different chemical
which allows to obtain very useful relationship
V˜(~G) =
n˜(~G)
~G2ε0
and finally provides a simple connection between electrostatic potential and the representation of
charge density in the Fourier space
V˜(~r) =
1
Ω ∑
~G
n˜(~G)
~G2ε0
ei~G~r.
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environments of the pseudoatom. The introduction of a cutoff radius (property (ii))
allows to remove the sharp oscillations that the wave function has in the region close
to the nucleus due to the orthogonality condition to the inner electrons of the system.
A smooth function can be represented with a basis set that is not exceedingly large.
2.5 Materials properties from DFT
So far the discussions in this chapter were only focused on how to access the elec-
tron density and total energy of a system. Even though this information by itself is
interesting to obtain, it is important to derive from it the measured physical, thermo-
dynamical and spectroscopic quantities. The starting point of such an investigation
is the definition of an atomistic model of a system that, with a limited number of par-
ticles18, is capable of catching the physical and chemical aspects of the object under
study. Recent implementations of DFT, as the one described in the previous section
for the CP2K code [96, 97], allow, by means of standard HPC infrastructures, to deal
comfortably with systems including a few thousands of atoms.
One of the basic questions computational materials science can answer is “what
is the equilibrium geometry” of the system represented by a model. Having access
to the ground-state energy of the model, and considering valid the hypothesis of the
Born-Oppenheimer (BO) approximation [51]19, it is straightforward to determine the
forces acting on the atomic nuclei due to the system of electrons. Considering the
nuclei positions ~Ri as parameters to the functional E[n(~r)], the Hellman-Feynman
theorem [49, 50] allows to compute the forces ~Fi acting on ~Ri as
~Fi = − 〈Ψ|dHˆ
d~R i
|Ψ〉 (2.55)
Applying efficient minimization schemes such as BFGS [100, 101, 102, 103] to the
3N degrees of freedom represented by the N atoms of the model, the local minima of
the energy of the system (as a function of the atomic coordinates) can be identified.
18The limit is dictated by the computational cost at a specific “level of theory”.
19Born-Oppenheimer (or adiabatic) approximation assumes absence of the crossing of the potential
energy curves, corresponding to the different electronic states. Those crossings create non-adiabatic
effects which are neglected by the BO approximation.
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Defining the basis of ab inito thermodynamics [104], the optimized geometries
(and their corresponding energies) are, typically, considered as a starting point for
further investigations. Moreover, by itself they can already be employed to access
some relevant thermodynamic quantities. For example, the adsorption heat (which
can be measured experimentally) for a molecule ’a’ adsorbed on the substrate ’B’ can
be computed20 as follows
qads = ∆H ≈ ∆U ≈ EaB − Ea − EB (2.56)
where ∆H is the change of enthalpy, ∆U is the change of total energy, EaB is the
total static energy of the molecule/substrate complex and Ea/EB are the total static
energies of the molecule and substrate separately.
In the transformation processes, where entropy plays an important role, it is not
enough to consider the total energy change. In that case, the change of the Gibbs
energy provides the direction of the process. Such problems can be ideally accessed
performing molecular dynamics simulations governed by the ab initio forces or fol-
lowing minimum energy path approaches as will be discussed in section 2.7. In-
frared spectrum, zero-point energy (ZPE) and vibrational entropy can be derived
from the phonon spectrum, to compute which the finite differences approaches or
the formalism of linear response can be employed [105]. In some cases for exam-
ple, when comparing the energies of surfaces with different stoichiometry [12] the
atomic chemical potentials are employed to describe the interaction of an atom with
the outer environment. The investigation of surface stability goes beyond the scope
of the current study therefore the field of chemical potentials will not be addressed
here.
The way to access the electronic properties of a system is less direct. Looking
back at the eigenvalues ei of Equation 2.47, it can be demonstarted that the eigen-
value of the highest occupied KS orbital corresponds to the Fermi energy of the sys-
tem. However, no physical meaning can be rigorously attributed to the remaining
20The adsorption energy is provided by the change of enthalpy if the experiment is done under con-
stant pressure conditions. The neglecting ∆(PV) term allows to write ∆H ≈ ∆U (note, if experiment
is done at constant volume it is correct to directly write qads = ∆U). ∆U includes both: static and
vibrational contributions: ∆Estat and ∆Evib. Assuming that vibrational contributions do not change
significantly during the adsorption process it is possible to write: ∆U = ∆Estat.
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eigenvalues21. Incidentally, for a large class of systems the KS eigenvalues provide
a reasonable approximation for the single particle excitation energies giving access,
for example, to the electronic bandstructure of a bulk system. For the discussion
about interpretation of the energy of KS orbital energies the reader is referred to the
paper by Chong et al. [107].
It has to be remarked that, independently from the approximation adopted in
the expression of the exchange correlation potential, even a fundamental quantity
such as the transport gap (or the HOMO-LUMO gap in a molecular system) can be
considerably underestimated by DFT. Moreover, the most common expressions for
the exchange correlation potential fail to compensate for the self interaction energy
introduced by the Coulomb term in Equation 2.6, causing a systematic error whose
relevance is non negligible for systems characterized by charge localization.
Still, the KS eigenvalues and the shape of the KS orbitals usually provide a basis
for a reasonable description of spectroscopic properties such as scanning tunneling
microscopy (STM) or scanning tunneling spectroscopy (STS) for molecules adsorbed
on a substrate. Moreover, KS eigenvalues and orbitals are usually employed as a
starting point for higher levels of theory such as the GW approach [108].
2.6 Computation of effective point charges
“Atomic charges” is not a well defined concept, taking into account the distributed
nature of electron density. However, it is a very useful tool for understanding the
chemical/physical properties of molecules. An approach of assigning point charges
to atoms was originally used by Momany [109], who fitted them to reproduce the
electrostatic potential around the molecule by minimizing the root-mean-square de-
viation between DFT-computed electrostatic potential VDFT(~ri) on a certain grid/set
of N points appropriately chosen in space and electrostatic potential formed by the
point charges qj
RMSD =
1
N
N
∑
i
(
VDFT(~ri)− k∑
j
qj
|~rij|
)2
(2.57)
21Please note that in the context of the time-dependent DFT a physical meaning to the unoccupied
eigenvalues can be attributed. As it was shown by Gritsenko and Baerends [106] the energy difference
between virtual and occupied KS states approximate the electron excitation energy.
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where N is the number of points in 3D space used for fitting,~ri is the vector pointing
to the point i,~rij is the vector pointing from the charge j to the point i, k is Coulomb’s
constant.
The charges computed by this method reproduce intermolecular interactions
very well. However, they have several disadvantages: conformational dependence,
exaggerated polarization of molecular bonds resulting in wrong intramolecular in-
teractions. To overcome the problem of transferability of charges and conforma-
tional dependence, Bayly et al. introduced a restraint on the atomic charges [110].
A penalty function was used in order to restrain the atomic charges to more atten-
uated values. This modified approach to fit the atomic charges of a system is called
restrained electrostatic potential (RESP).
2.7 Characterization of molecular transformations at surface
The computer simulation of complex systems at the atomistic level is becoming in-
creasingly useful in solid state physics, chemistry and biophysics but still shows
shortcomings with respect to more empirical methods due to the fact that an atom-
istic description is expensive. The class of methods that aim to simulate trajectories
of a system integrating the equations of motion go under the name of molecular dy-
namics (MD) [111]. One of the bottlenecks for extracting the system properties using
such methods resides in the fact that the dynamics of realistic systems encompasses
a large variety of characteristic times, and the integration of the equations of motion
requires a time step that is shorter with respect to the period of the fastest involved
dynamics of the system. This leads to an upper limit for the time scales that can af-
forded by standard molecular dynamics simulation: of the order of one nanosecond
for ab initio simulations and of one microsecond for classical approaches. Unfortu-
nately, most of the interesting phenomena occurring in complex systems happen on
a timescale that is orders of magnitude larger: protein modifications, chemical reac-
tions, structural phase transitions can be thus classified as rare events, either because,
albeit being intrinsically fast, they have a very low probability (reactions with high
energy barrier) or because the underlying potential energy surface implies a slow
and diffusive behavior of the dynamical trajectories.
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In order to overcome the difficulties related to the too large timescales involved in
the sampling of a rare event, a coarse-grained model instead of an all-atom descrip-
tion can be adopted in a simulation. The choice of the variables to coarse requires
however a profound knowledge of the systems that is not a priori available. Keeping
the atomistic description is possible by exploiting methods aimed at the acceleration
of rare events. Following Laio and Gervasio [112], one can classify the methods into
four categories: the ones aimed at enhancing the sampling as a function of some pre-
assigned collective variables; the ones aimed at exploring the transition mechanisms
of a reaction and finding reactive trajectories; the ones for localizing saddle points
starting from potential energy surface minima, and the ones where the phase space is
explored at different temperatures and statistically based exchanges are performed
during the simulation.
Metadynamics encompasses several features of these four classes of methods
into a unified strategy for accelerating rare events. The algorithm is based on the di-
mensional reduction of the problem into a set of collective variables. The dynamics
in the space of the chosen variables is modified by adding a history-dependent term
in the potential made up by a sum of Gaussians that discourage the system from re-
visiting configurations with the same values of the collective variables. The original
paper by Laio and Parrinello was entitled “Escaping free energy minima” [113], a ti-
tle that well summarizes one of the two main uses of this method, namely to evolve
from a stable basin to another, unknown, one via the lowest possible saddle point:
starting from a minimum of the potential, a walker (a system subject to molecular
dynamics evolution) increases its energy level in the potential energy well through
the successive deposition of sand (Gaussians), until the sum of the already deposited
sand (the sum of all Gaussians) allows the walker to pass the first available transi-
tion state and the minimum is escaped. The other use of the metadynamics method
is to provide an estimator for the free energy of the system.
The key to the method is an appropriate choice of the collective variables, which
should demonstrate the following properties: (i) they should distinguish between
initial, intermediate and final states; (ii) they should describe the slow events under-
lying the process under study; (iii) their number should not be too large, to allow to
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fill the free energy basins in a reasonable time. If a relevant collective variable is ne-
glected, it can be shown with examples that the barrier height can be overestimated
and/or the reconstructed potential energy surface can show hysteretic behavior.
Examples of collective variables are an angle, a distance, a coordination number,
the potential energy, the gyration radius.
To summarize, U(~r) is the potential energy of a system (for example a molecule)
with ~r the coordinates of the atoms. It is convenient to define so-called “collec-
tive variables” C(~r), functions of the atomic coordinates, that highlight the relevant
atomistic details during a transformation of the system. They are selected to in-
vestigate a particular transformation process and it reflects the advancement of the
system with respect to this process.
Therefore, applying a penalty function that increases the potential U(~r), as a
function of a collective variable, allows to push the system to explore the potential
along this collective variable. This is achieved through so-called “history depen-
dent” potential which gets a penalty function every NG steps with τG = τNG, where
τ is a step of MD
U(C(~r),~r, t) = U(~r) +ω ∑
t′<t,t′=τG ,2τG ,...
exp
(
− (C(~r)− c(t
′))2
2s2
)
(2.58)
where ω is the Gaussian height, s is its width c(t′) is the value of collective variable
at time t′. It can be proven that the following limit converges to the free energy
profile F(C) along the collective variable C(~r):
F(C) = − lim
t→∞ [U(C(~r),~r, t)−U(~r)] (2.59)
Nevertheless, to escape a free energy minimum by means of a metadynamics
simulation, it requires at least a number of simulation steps proportional to the ratio
between the volume of a free energy basin and the volume of the biasing Gaussians.
For an event requiring a barrier of 1.5 eV, supposing the basin has an extension of 2
in units of the collective variable, we can estimate a number of steps in the order of
150000. This makes the application of metadynamics unfeasible where the forces of
ions have to be derived by ab initio methods applied to large scale systems such as
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the ones used to represent molecules on surfaces.
In this work, metadynamics is applied to study the transformation of a molecule
called 9-ethynylphenanthrene (in particular, to explore qualitatively the interconver-
sion mechanism) adsorbed on a PdGa surface. In this latter case, one can simplify the
problem computing activation barriers from a potential energy profile (that would
resemble a free energy profile at zero temperature). Such a method is described in
the next section.
2.8 Nudged elastic band method
To introduce the nudged elastic band (NEB) method, it is useful to recall the basic
concepts of transition state theory (TST)22. TST assumes the existence of a hypersur-
face of dimensionality D in the phase space with two divided regions corresponding
to reactants and products [115]. The dividing hypersurface of dimensionality D− 1
is defined in such a way that the reacting trajectory going from the initial to final
state crosses it only once. The reaction is assumed to be electronically adiabatic, so
the Born-Oppenheimer approximation [51] remains valid.
If the reaction happens at a crystal surface at temperatures significantly lower
than melting temperature, the harmonic approximation can be applied to TST (ab-
breviated as hTST). The transformation process within hTST can be viewed as the
crossing of one of the lowest saddle points surrounding the potential energy basin
of the initial state. The reaction rate k is then provided by Arrhenius’ equation
khTST = ΓhTSTe
(
− ∆E#kBT
)
(2.60)
where ΓhTST is the attempt frequency 23, ∆E# is the reaction energy barrier (see Fig-
ure 2.2). Within hTST, Γ is computed as
ΓhTST =
∏Di ν
init
i
∏D−1i ν
#
i
(2.61)
22For more comprehensive overview of the current state of the TST theory the reader is refereed to
the following article [114].
23Can be viewed as the number of movements per second along the reaction coordinate.
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where νiniti are the normal mode frequencies at the initial state, ν
#
i are the normal
mode frequencies at the saddle point excluding the imaginary frequency defining
the saddle point. In this work the ΓhTST was not computed directly, since it would
be prohibitive, but the value of 1013, standard for processes at surfaces [116], was
used instead to estimate the reaction constant. To obtain the ∆E# one needs first
to find the minimum energy path (MEP) connecting the initial and final states of the
reaction. Since the MEP can have several saddle points, only the highest one will
determine the reaction rate (this is true only if Boltzmann distribution is reached
for the metastable points on the MEP). Therefore, it is necessary to obtain a good
estimation of the MEP in order to find the highest saddle point that will be used in
the computation of the reaction rate.
NEB serves exactly this purpose. It provides an efficient way of finding the MEP
between the initial state (A) and the final state (B) [117]. Initially NEB was applied
by Mills and Jónsson to study the dissociative adsorption of H2 on a Cu(110) sur-
face [118]. The idea behind the method can be described as follows. The initial
approximation to the MEP is provided by a set of replicas of the system [A=R0, R1,
. . . , RN=B ] (Ri denotes all coordinates of an image i) that are connected by springs
forming a smooth path from A to B. A feature that is specific to the NEB method is
a splitting of the “true force” (~Fi) and spring force (~Fsi ) into two components: per-
pendicular (⊥) and parallel (‖) to the tangent of the reaction path. The minimization
procedure acts in correspondence to the force Fi obtained as
~Fi =
⊥~Fi +
‖
~Fsi (2.62)
where the perpendicular component of true force
⊥~Fi is computed
⊥~Fi = −∇ ⊥E(Ri) = −∇E(Ri) + (∇E(Ri) · ~ˆτi)~ˆτi (2.63)
and the parallel component of spring force is computed as
‖
~Fsi = k
[
(|Ri+1 − Ri| − |Ri − Ri−1|) · ~ˆτ
]
~ˆτ (2.64)
where ~ˆτi is the normalized local tangent at the replica i. Such forces can be used
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to reduce and minimize the total energy of the path. Figure 2.2 presents a pictorial
view of the concept of an NEB calculation. The figure describes a simple mechanical
model of a ball passing over a hill of a certain height where its potential energy at
the top is increased by unknown ∆E# with respect to the initial position A.
FIGURE 2.2: A pictorial representation of the NEB approach. A sim-
ple mechanical model, where replicas Ri are represented by balls con-
nected with identical springs. ~τi is the local tangent at the replica i.
In the case of molecular systems, due to the internal degrees of freedom the pic-
ture becomes more complex, however the idea remains pretty much the same.
Although the original NEB approach was widely used, it suffers from a notice-
able drawback: the replica Ri tends to avoid the saddle point on MEP, therefore the
∆E# can only be obtained via interpolation. To overcome this problem, Henkelman
et at. proposed a so-called “climbing image” NEB method [119]. In this approach,
a rigorous convergence to a saddle point (RS in Figure 2.2) can be achieved. After
several iterations, climbing image NEB identifies the replica with the highest energy
Rmax. From that moment, the force ~Fmax acting on Rmax becomes
~Fmax = −∇E(Rmax) + 2(∇E(Rmax) · ~ˆτmax)~ˆτmax (2.65)
while the forces on the other images Ri remain as in Equation 2.62. Such a modifica-
tion enforces the image Rmax to move “. . . up the potential energy surface along the
elastic band and down the potential surface perpendicular to the band” [119]. Once
the optimization is converged (implying that Rmax = RS), the energy barrier can be
computed as
∆E# = E(Rmax)− E(RA) (2.66)
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For more rigorous mathematical derivation and generalization of the NEB (with
the so-called “string” method) the reader is referred to the articles by van den Eijden
E et al. [120, 121].
2.9 Scanning tunneling microscopy simulations
Scanning tunneling microscopy (STM) is a method which allows to obtain atomic
resolution images of metallic or semiconductor materials and is based on the quan-
tum tunneling effect. The basic setup is shown in Figure 2.3. An induced electro-
static potential difference (or bias voltage, Vbias) between tip and sample enforces
electrons to tunnel, causing the tunneling current which is then plotted as a function
of the tip’s position.24
FIGURE 2.3: A schematic representation of the STM setup: the sharp
metallic tip and conducting sample are connected with a wire, apply-
ing bias voltage (Vbias) between them. The tunneling current, which
arises due to the electron tunneling between the tip and sample, is
further detected and plotted as a function of the tip’s position.
Despite the fact that the STM technique has been improving continuously since
its discovery and is capable now of resolving sharply atomistic details, comparison
between measured and simulated STM images is still the most efficient approach
to understanding the chemical and electronic features of a system under investi-
gation. The theoretical basis to simulate STM images dates back to the works of
Bardeen [122], initially developed to describe the tunneling current between two
24This is one possible approach, called “constant height mode”, where the tip-sample distance is
constant while the tunneling current changes as a function of the tip’s position. Another possible way
of doing the STM measurements is adapting the tip’s height in order to keep the current fixed. This
approach is called “constant current mode”.
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electrodes. Bardeen’s theory is still widely adopted in computational tools to simu-
late STM. According to Bardeen, the tunneling current between the tip and conduct-
ing sample can be written as
I(V) =
2pie
h¯ ∑µ,ν
δ(Eµ − Eν + eV)|Mµν|2ρ(Eµ)ρ(Eν)
[
f (Eµ)− f (Eν)
]
(2.67)
where µ and ν denote the electronic states of the tip and of sample respectively in
a single particle picture, f (E) is the Fermi-Dirac distribution function25, ρ(Eµ/ν) is
the density of states of the tip and sample, V is the applied bias voltage, Eµ|ν are
the energies of states ψµ|ν and Mµν is the tunneling matrix describing the electron
tunneling between states ψµ and ψν. Mµν is defined in the following way
Mµν =
h¯2
2m
∫
Σ
(
ψ∗µ∇ψν − ψν∇ψ∗µ
)
d~S (2.68)
where the integral is extended to any separating surface Σ between the tip and sam-
ple (see Figure 2.3).
The approach outlined by Bardeen, where the electronic correlation does not dra-
matically influence the tunneling current, can be in many cases simplified following
the well-known Tersoff-Hamann approximation (TH) [123]. The TH approximation
starts from the assumption of a low temperature, so that the Fermi function in Equa-
tion 2.67 can be cosidered constant up to the Fermi level and zero beyond Fermi.
Rewriting the term
[
f (Eµ)− f (Eν)
]
in Equation 2.67 as
f (Eµ)− f (Eν) = f (Eµ)− f (Eµ) f (Eν) + f (Eµ) f (Eν)− f (Eν)
= f (Eµ)(1− f (Eν))− f (Eν)(1− f (Eµ))
reveals that the low temperature assumption allows to limit the sum in Equa-
tion 2.67 to the tip states in the energy range [EF − eV : EF] and sample states in the
energy range [EF : EF + eV]. A further assumption in the TH approach is “low bias
voltage”, meaning that the ψµ|ν states are supposed to be unperturbed upon setting
25 The Fermi-Dirac distribution function has the following form: f (E) = 1/
[
1+ exp
(
E−EF
kBT
)]
,
where EF is the Fermi energy and kB is the Boltzmann constant.
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of the bias voltage. The tunneling current can now be found as follows
I(V) =
2pie
h¯ ∑µ,ν
δ(Eµ − Eν + eV)|Mµν|2ρ(Eµ)ρ(Eν) (2.69)
where the µ goes through all the states in the energy range [EF − eV : EF] and ν goes
through the states in the energy range [EF : EF + eV]. To get rid of the tunneling
matrix, which depends on the physical shape of the tip (generally unknown), TH
approximation assumes the region of interest (e.g. at the tip apex), the tip’s wave
funtions is basically spherical. Assuming a s-orbital-like wave function for the tip,
the TH approximation finally provides a simple formula for the tunneling current
I(V) =∝∑
ν
|ψν(~r0)|2ρ(Eν − eV) (2.70)
The STM image in the TH approximation is thus proportional to the local density of
states of the sample system at point~r0, and provides an intuitive way to interpret
STM images.
The TH approximation has been successfully applied in a large variety of cases.
Even experiments where the tip of the microscope is functionalized e.g. by means
of a CO molecule, TH can be employed provided that the p character orbital of the
functionalizing group is considered. In this latter case, Chen has shown [124] that
it is enough to consider spatial derivatives of the substrate’s wave functions at the
position of the tip (~r0 ).
A severe technical problem encountered in simulating STM images comes from
the fact that at the typical experimental tip-sample distances, the mathematical de-
scription provided by standard DFT approaches for the decay of the single particle
orbitals in the vacuum region is inappropriate (the decay is much faster compared
to the expected exponential decay). Tersoff [125] proposed a method to extrapolate
the tails of the wavefunctions starting from a plane parallel to the surface located
in a region where the single particle orbitals are still properly described. For more
details on the extrapolation procedure and its applicability, we refer the reader to
the original article of Tersoff [123] and to the work by Gaspari and coworkers [126].
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A practical toolkit to simulate STM images starting form KS orbitals and extrapo-
lating the orbitals in a vacuum region far from the substrate is available from L.
Talirz [127].
2.10 Noncontact atomic force microscopy simulations
Another kind of measurement that belongs to the scanning probe microscopy branch
and can be modeled by modern simulation techniques is atomic force microscopy (or
AFM, see introduction in section 1.5). Despite the striking quality of noncontact
AFM (nc-AFM) images26 most of the peculiar nc-AFM features require to be com-
pared to a simulation in order to assign them a specific origin at the atomistic level.
Fruitful employment of modeling can be appreciated by looking at various results
obtained in the field. For example, using simulations the origin of high resolution
in nc-AFM imaging was attributed to Pauli repulsion [128], distortion of the ben-
zene ring was assigned to the spatial extent of its pi-orbitals and the tilting of the CO
molecule [129, 130, 131]. Additional efforts were required to understand the origin
of the bond-like features present in some cases of hydrogen bonding [132]. It was
demonstrated that the straight lines in nc-AFM images interpreted as “bonds” could
also appear between two non-bonded atoms [133]. Simulations revealed that the
nc-AFM method is sensible to the ridge of the potential energy between atoms [131,
33] rather then to increased charge density; thus, it can show hydrogen bonds as
“sticks” but can also show bonds where no bonding exists.
In the experiment, the recorded signal corresponds to frequency shifts in nc-AFM
cantilever oscillations (the period of an oscillation is typically around 1 - 100 mi-
croseconds). In the simulation, on the other hand, it is not possible to access that
timescale, thus images are obtained processing the force acting on the AFM tip. Ac-
cording to Sader [134], the vertical component of the total force acting from the sam-
ple on the cantilever (Fsamz ) can be directly transformed into a frequency shift as
follows
∆ω
ω0
= − 1
piak
∫ 1
−1
Fsamz (z + au)
u√
1− u2 d (2.71)
26Obtained in most of the cases for flat molecular systems.
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where ω0 is the resonant frequency of the unperturbed cantilever, ∆ω is the fre-
quency shift due to the interaction with the sample, a is the oscillation amplitude
and k is the stiffness of the cantilever. Forces are the quantities that are accessible
in both ab initio and classical models; however, since only the contribution from the
sample enters Equation 2.71, this point has to be discussed in more detail. In the
classical models, the separation of the sample contribution is straightforward, but
in some cases (as for example in DFT) it cannot be done easily. If we consider the
tip and sample together as an isolated system, then every atom of the tip (and of the
attached CO molecule) experiences a force ~Ftipα that originates from interactions with
other atoms of the tip and from interactions of the tip with the sample
~Ftotα =
tip
∑
i 6=α
~Fi︸ ︷︷ ︸
~Ftipα
+
sam
∑
j
~Fj︸ ︷︷ ︸
~Fsamα
(2.72)
Assuming that the presence of the sample has a negligible influence on the internal
forces of the tip (~Ftipα ), it is possible to replace the latter forces with the ones acting
among the atoms of an isolated tip ~Fisol.tipα being exactly in the same geometry. This
assumption allows to directly compute
~Fsamα = ~F
tot
α − ~Fisol.tipα (2.73)
Thus, the total force from the sample acting on the tip is simply the vectorial sum of
~Fsuba : ~Fsub = ∑
tip
α
~Fsama . It is also possible to compute ~Fsamz as a derivative of the total
energy ~Fsamz = − ∂E∂z with respect to the displacement of the tip along z direction. In
principle, the latter approach is exact, but computing the numerical derivative intro-
duces an error which depends on the step size, making this approach less interesting
from a practical point of view.
Having discussed the issue of separating sample contribution to the force acting
on the tip, it is now appropriate to discuss the existing models to compute forces em-
phasizing their strong and weak points. Speaking generally, since the vertical force
significantly depends on the position of the functionalization molecule attached to
the tip (for simplicity we consider a CO molecule in the following), an “ideal model”
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should allow to relax its position according to the probe/sample interactions. Pauli
repulsion [29, 128], dominant at close tip-sample distances and crucial for a high
resolution, the vdW attraction and the electrostatic interaction have to be also in-
cluded in the model [135]. From this perspective, vdW-inclusive DFT approxima-
tions seem to be the method of choice, and indeed it was used in several studies: to
connect the “bond order” in chemical bonds and brightness of the “bond features”
in nc-AFM images [30] , to explain the distortions of the benzene ring in the nc-AFM
images [136, 131], to unravel the origin of the contrast which is interpreted as inter-
molecular bonds [131]. However, employing DFT to obtain nc-AFM images requires
a prohibitive amount of computational resources, and therefore can only be done for
small molecules (but still requires a significant amount of computational recourses).
Empirical approaches to the simulation of nc-AFM images are emerging as an
alternative to the challenging DFT approach. The so-called ProbeParticle (PP) model
proposed by Hapala et al. [33, 34] mimics the functionalizing molecule by a single
particle Figure 2.4, which interacts with the sample through Pauli, van der Waals
and Electrostatic interactions (as it was required for the “ideal model”) properly
parameterized. PP is attached to the end of the tip with a spring of stiffness krad,
while the lateral movement of the PP is controlled by two lateral springs klat along
X and Y directions. The metallic tip is represented as a fixed point which does not
interact with the sample.
FIGURE 2.4: A schematic representation of the ProbeParticle model.
The ProbeParticle is attached to the end of the tip with a spring of
stiffness krad, while the lateral movements are controlled by klat. The
charge density around the PP is represented by the red/blue cloud.
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In the PP model, the Lennard-Jones potential is used to account for dispersion
attraction and Pauli repulsion
VLJ(r) = ε
 ( rminr )12︸ ︷︷ ︸
Pauli repulsion
− 2
( rmin
r
)6
︸ ︷︷ ︸
vdW attraction
 (2.74)
where r is the distance between two atoms, rmin is the distance corresponding to
the minimum on the energy profile, ε is the value of VLJ(r) at rmin. The electrostatic
interaction is computed as a convolution of the Hartree potential (typically obtained
from a DFT simulation) of the sample and an ad hoc charge density n(~r′,~r) (where
~r′ is the position on PP and ~r is a vector pointing to an arbitrary point in space)
attributed to the PP
EEl =
∫
EH(~r)n(~r′,~r)d~r (2.75)
where EH(~r) is the Hartree potential originated by the sample and n(~r′,~r) is the
charge density with total charge Q attributed to the probe and~r′is the position of the
PP
n(~r′,~r) =
Q
σ
√
2pi
e−
1
2
(
~r′−~r
σ
)2
(2.76)
The computational cost of the PP approach is negligible, thus allowing to obtain
promptly simulated nc-AFM images on a desktop computer. The drawbacks of the
PP model are the non-physical origin of the parameters needed for the analytic form
of the potential and the reliability itself of the force field.
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D espite the fact that DFT [47, 48] has been established as a reliablestandard in material science for the study of materials properties,
accurate modeling of adsorption phenomena for organic molecules on metal sur-
faces on a first-principles level is still challenging, especially due to the large size of
atomistic models needed to reliably describe the physics and chemistry of the sys-
tem under investigation. Moreover, traditional density functional approximations
(DFAs) fail to reproduce van der Waals (vdW) interactions that are crucial for the
correct estimate of adsorption energies and geometries in adsorbate-substrate sys-
tems [138, 139]. In recent years, several vdW-inclusive DFAs have been developed,
ranging from pairwise-additive models, over non-local functionals, up to many-
body approaches [68, 69, 74, 140, 141, 76, 142]. In particular, it was shown that the
inclusion of many-body dielectric screening effects leads to an improved description
of geometries and energetics for molecule/surface systems [138, 139], supermolecu-
lar complexes [143], and molecular crystals [144, 145, 146].
In this chapter, following the introduction on the PdGa that was provided in
section 1.3, we investigate the chiral properties of the (111) surface of this mate-
rial. Specifically we refer to the recent work of Prinz et al. [9] on the adsorption
of 9-ethynylphenanthrene on a PdGa(111)A:Pd1 surface. By means of DFT-based
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atomistic simulations, we unravel the origin of the experimentally observed striking
enantioselectivity.
It turns out that the key ingredient to understanding the experimental evidence
is the appropriate description of van der Waals interactions beyond the widely em-
ployed atomic pairwise approximations. A recently developed van der Waals-inc-
lusive density-functional method, which encompasses dielectric screening effects,
reveals the origin of the experimentally observed enantioselectivity and provides
conclusive evidence of chiral recognition on a bimetallic surface driven by disper-
sion interactions. The incorporation of dielectric screening leads to a renormaliza-
tion of the dispersion interaction range allowing for the appropriate weighting of
the molecule-substrate interactions at intermediate distances between 2.5 and 5 Å.
Such findings have implications for the structure and stability of complex organ-
ic/inorganic systems where dielectric screening effects are expected to be of general
importance. We provide the first evidence of chiral recognition on a surface driven
by dispersion interactions.
3.1 Adsorption geometry of 9-EP on a Pd1 surface
To demonstrate the R and S adsorption geometries hypothesized in the experiments,
we show in Figure 3.1 one of the experimental STM images measured by Prinz and
coworkers. We focus here on the case of R and S enantiomers on a defect-free sur-
face.
FIGURE 3.1: Experimental and theoretical STM images for the ad-
sorption of 9-EP on PdGa:A(111)Pd1. (a) R and S adsorbate on the
PdGa:A(111)Pd1 surface. (b) Zoom showing R and S surface enan-
tiomers. (c) Chemical sketch of the 9-EP molecule laying in the R and
S orientation. (d,e) Simulated STM images showing agreement with
the experimental data. Experimental images courtesy of Samuel Stolz and
Roland Widmer from the nanotech@surface laboratory at Empa.
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In the experimental STM images, the 9-EP molecules present an asymmetric
three-lobe morphology whose handedness can be inferred from the sense of rota-
tion going from the largest to the smallest lobe (see Figure 3.1a,b). Prinz et al. [9]
concluded that the 9-EP molecule is located on top of three isolated Pd atoms.
A detailed analysis of the STM patterns made it evident that two different ad-
sorption sites can be distinguished for both enantiomers: R and R∗ as well as S and
S∗, where “starred” configurations are located on top of a Ga trimer from the second
layer while the “non-starred” configurations are aside of it (Figure 3.2).
FIGURE 3.2: Representation of R and S adsorption geometries of 9-EP
on top of the PdGa:A(111)Pd1 surface. (a) R geometry, located aside
of the Ga trimer; (b) R∗ geometry, located on top of the Ga trimer; (c) S
geometry, located aside of the Ga trimer. (d) S∗ geometry, located on
top of the Ga trimer. The gray (black at the surface) and violet spheres
represent Pd and Ga atoms respectively. Cyan and white spheres rep-
resent C and H atoms of the 9-EP molecule, respectively.
All the proposed configurations were optimized with different DFAs and almost
all of them (apart from BEEF-vdW [147]) predict R to be the most stable configura-
tion. However, the energetic ordering of the remaining configurations (see Table 3.1)
shows some discrepancies. This reveals the challenges in predicting enantioselectiv-
ity with state-of-the-art DFT approximations with different levels of vdW treatment.
The assignment of adsorption geometries to respectively R and S or R∗ and S∗
is better clarified by comparing simulated STM images to experimental ones (see
Figure 3.1d,e; Figure 3.3). To elucidate the comparison, one should focus on the
positions of the dark spots on the surface (whose position is on top of the subsurface
Pd trimers). For R and S geometries the dark regions are located on the sides of
the ethynyl “finger”, while in the R∗ and S∗ the dark spots are located in front of it
(for a comparison to the experimental images of the minority starred configurations
we refer the reader to the original work by Prinz et al. [9]). The analysis of the
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TABLE 3.1: Adsorption energies obtained with the different DFAs:
adsorption energy/vdW contribution (adsorption height). All ener-
gies are in eV, all heights are in Å. Adsorption height is measured as
the difference between the average positions of carbon atoms and Pd
atoms of the first layer.
Fucntional R R∗ S S∗
PBE [54] -0.944/0.000(2.46)
-0.901/0.000
(2.46)
-0.906/0.000
(2.50)
-0.922/0.000
(2.54)
PBE+DFT-D3 [54, 69] -2.401/-1.543(2.39)
-2.302/-1.497
(2.43)
-2.349/-1.537
(2.41)
-2.336/-1.523
(2.43)
revPBE+DFT-D3 [148,
69]
-2.589/-2.840
(2.33)
-2.490/-2.900
(2.33)
-2.560/-2.846
(2.34)
-2.481/-2.799
(2.37)
optB88-vdW [149] -2.391/-3.166(2.40)
-2.346/-3.099
(2.45)
-2.344/-3.158
(2.43)
-2.357/-3.090
(2.44)
rVV10-vdW [150] -2.379/-1.930(2.45)
-2.314/-1.885
(2.48)
-2.361/-1.901
(2.48)
-2.333/-1.933
(2.49)
BEEF-vdW [147] -1.278/-2.090(2.63)
-1.308/-2.132
(2.63)
-1.291/-2.028
(2.64)
-1.314/-2.050
(2.65)
details reveals matching of the geometries proposed in the experiment with the ones
considered in the calculations.
The comparison of experimental and theoretical STM images (Figure 3.3) con-
firms that the geometries observed in the experiment correspond to R and S config-
urations.
3.2 Charge density difference in the adsorption of 9-EP
To understand the nature of 9-EP/PdGa:A(111)Pd1 interaction in Figure 3.4a,b we
show an isosurface of the charge density difference between the adsorbate-surface
complex (9-EP@Pd1) and the sum of the isolated systems (9-EP in gas phase and a
clean Pd1 surface). The plot reveals that the nature of 9-EP/Pd1 interaction is not
purely dispersive, a contribution from chemical bonding is also evident as a change
of the hybridization state of the C-atom connected to H in the ethynyl group of 9-EP.
Instead of being sp hybridized, as in the isolated molecule, the carbon atom becomes
partially sp2 hybridized.
Such a transition can be noticed in Figure 3.4a,b where the red isosurface, show-
ing a reduced charge density, is located parallel to the C-C triple bond and the green
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FIGURE 3.3: Comparison of experimental and simulated STM images
of R and S enantiomers adsorbed on different adsorption sites. (a)
Simulated image of R configuration. (b) Simulated image of R∗ con-
figuration. (c) Experimental STM image of R and S configurations. (d)
Simulated image of S configuration. (e) Simulated image of S∗ config-
uration. The green circles highlight dark spots on the surface to better
recognize the orientation of the ethynyl “finger”. Experimental images
courtesy of Samuel Stolz and Roland Widmer from the nanotech@surface
laboratory at Empa.
isosurface, showing an increased charge density, is located between both carbons
and the Pd atom. Additionally, the geometrical changes confirm such a partial
sp→sp2 transformation: hydrogen is pointing upwards with a C-C-H angle equal
to 150◦ and the C-C bond length becomes 1.25 Å. This is an intermediate value for
the typical double and triple bond lengths (1.20 Å and 1.34 Å respectively) between
carbon atoms. We also note that the pattern of the charge density difference between
ethynyl carbon and Pd looks very similar for the two enantiomers.
FIGURE 3.4: Charge density difference for (a) R and (b) S enan-
tiomers revealing the partial chemical nature of the bonding between
9-EP and surface Pd atoms. The green/red isosurfaces show the ex-
cess/lack of charge density compared to the sum of the isolated 9-EP
and clean PdGa:A(111)Pd1 surfaces.
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A plot of the plane average of the charge density difference along the surface nor-
mal (Figure 3.5) shows that most of the difference between the two configurations is
located in the ethynyl group and in the region between the molecule and the surface.
FIGURE 3.5: Charge density integral plotted as a function of the z co-
ordinate. The integral is computed within each plane perpendicular
to the [111] direction.
3.3 R↔ S transformation mechanism
Coexistence of dispersive interactions and chemical bonding results in a high ad-
sorption energy, in the order of −2.5 eV, for 9-EP molecules on a Pd1 surface. This
finding is consistent with the experimental evidence that the molecules do not des-
orb from the substrate even after annealing cycles up to 670 K (temperature at which
dimers are formed on the surface) and raises the question: how is it possible that
adsorbed 9-EP molecules switch their chirality from S to R already at room temper-
ature?
To answer this question, we enter the second analysis step with two hypotheses:
either the ethynyl group can migrate via a surface mediated reaction from the 9th to
the 10th carbon atom (while hydrogen does the opposite) or a low energy path exists
for flipping of the molecule at the surface. We discarded our first hypothesis (as we
will discuss below in more detail) since at a low temperature we could not observe
any transition based on this mechanism: the molecule would rather break apart and
its constituents chemically adsorb on the surface. On the other hand, the flipping
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of 9-EP molecules requires overcoming a free energy barrier that we estimate in the
order of 1.1 eV thus compatible with the experimental findings at room temperature.
To study the flipping mechanism we used metadynamics [113, 151, 112] within
full DFT simulations. We defined the collective variable (CV) as the angle between
the perpendicular to the plane of the 9-EP’s central ring and the [111] direction (red
arrow and white arrow in Figure 3.6a respectively).
FIGURE 3.6: Flipping of the 9-EP molecule adsorbed on the
PdGa:A(111)Pd1 surface. (a) Description of the collective variable
used in the metadynamics simulations to find a possible low energy
path for the flipping of 9-EP adsorbed on the Pd1 surface. (b) Approx-
imate free energy landscape obtained after the first crossing has oc-
curred; the barrier for the flipping is 1.1 eV (at 300 K). The red dashed
line is a guide to the eye mimicking the second basin corresponding
to the S configuration. Superimposed are atomistic sketches of the
most relevant configurations for the 9-EP molecule along the flipping
path.
Summing up all contributions to the history-dependent potential constructed
during a converged metadynamics simulation allows to identify the free energy of
the system along the set of CVs [151]. Our choice for the CV is rather straightforward
and could result in an overestimation of the barrier separating the two free energy
basins. Moreover, convergence of the metadynamics simulation is not feasible for
such a system at the DFT level of theory. We stop our simulation after the system
escapes for the first time the basin corresponding to the initial adsorption geome-
try (R) and starts filling the basin corresponding to the S adsorption geometry. It
is reasonable to consider the depth of the basin obtained immediately after the first
crossing as an upper limit for the free energy barrier of the flipping process [152]. In
our case, for a simulation performed at 300 K, we obtain the mentioned barrier of
1.1 eV. Therefore, the flipping mechanism is compatible with the experimental evi-
dence of a low temperature activation of the transition between the racemic mixture
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and the R enantiomeric excess. In addition, we obtain an estimate of the potential-
energy barrier for the flipping process (1.6 eV) performing a nudged elastic band
(NEB) [119] simulation starting from the path identified along the metadynamics
trajectory.
The computed barriers could be related to experimental conditions through the
term Γe−∆G/kBT ( ∆G being the free energy difference between the transition state and
initial state) in the Arrhenius formula, if the attempt frequency Γ ere known. A direct
calculation of Γ would be prohibitive, however assuming a value of 1013, standard
for processes at surfaces [116], reveals that below the dimerization temperature a
flipping event happens on a timescale of seconds. Therefore, the flipping mechanism
is compatible with the experimental evidence of low-temperature activation of the
transition between the racemic mixture and the R enantiomeric excess.
We also explored a substrate mediated exchange of the H- and ethynyl groups.
To do so, we employed metadynamics with two CVs: the distance between the 9th
carbon atom and ethynyl group as the CV1, and the distance between the H- group
and 10th carbon atom as the CV2, Figure 3.7. We also used multiple walkers meta-
dynamics [113, 151, 112]. The simulations started with one walker in the R configu-
ration and one in the S configuration.
FIGURE 3.7: Description of the collective variables used in the meta-
dynamics simulations to find a possible low energy path for the sym-
metric exchange of hydrogen and ethynyl group of 9-EP adsorbed on
the Pd1 surface.
A plot of the free energy, obtained after 2.5 × 105 MD steps, is shown in Fig-
ure 3.8. The exchange event did not occur, while for the molecule in the S configu-
ration the hydrogen that initially belonged to the 10th carbon detached from it and
attached to the ethynyl group. This resulted in the appearance of the third cavity
on the free energy surface. The depth of the S cavity remained ≈ 1.75 eV. Based on
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these results, we concluded that according to the DFT the symmetric exchange of
the H- and ethynyl group is significantly less favorable.
FIGURE 3.8: Free energy landscape obtained for the mechanism of
a substrate mediated exchange of the H- and HCC- groups. The
green arrow represents the mechanism that we aimed to simulate.
The pink arrow shows the process that had actually occur: the hydro-
gen atom detached from the 10th carbon atom of 9-EP and attached to
the ethynyl group. Superimposed are atomistic sketches of the most
relevant configurations for the 9-EP molecule along the flipping path.
3.4 Origin of the high enantioselectivity
At this stage, the third point of our investigation remains to be clarified: what is the
origin of the high enantioselectivity experimentally observed? Given the impossi-
bility to investigate properly the role of entropic/kinetic effects in the process, that
would require at least properly converged metadynamics simulations, we explore in
the following thermodynamic arguments based on the energy difference between R
and S adsorption geometries (ERS = ER− ES, where ER and ES are the computed ad-
sorption energies of R and S respectively). In the experiments conducted by Prinz et
al. [9], due to the high mobility of 9-EP on the Pd1 surface there is no direct measure-
ment of R/S enantiomeric excess at a specific temperature. To obtain a stable STM
image the authors had to cool down the system to 5 K and, assuming that the cool-
ing process was fast enough to freeze the equilibrium state obtained after annealing,
they could identify the temperature dependence of the observed excess rate.
Under this hypothesis, we can estimate the free energy difference between the
R and S configurations, referring to the information that at room temperature the
enantiomeric excess for PdGa:A is 0.94± 0.02 [9]. The value ee = 0.92 (minimum
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within the validity range) corresponds to an R to S ratio of
R/S = 1.92/0.08 = 24.00 (3.1)
that is the equilibrium constant Keq of the S  R transformation process. If the ex-
perimentally measured ee was obtained under equilibrium conditions at room tem-
perature, the relationship ∆rG◦ = −kT ln(Keq) would yield
∆rG◦ = −25.7 ∗ ln(24) = −81.7 meV ≈ −80 meV (3.2)
The Gibbs energy change at standard conditions ∆rG◦ can be expressed as follows
∆rG◦ = ∆rEtot + ∆rF◦trans + ∆rF◦rot + ∆rF◦vib + T∆rS
0
con f + ∆r(PV) (3.3)
where ∆F◦trans, ∆F◦rot, ∆F◦vib are the translational, rotational and vibrational free energy
changes respectively. ∆S0con f is the configurational entropy change, P, V and T are
the pressure, volume and temperature respectively. Since the S R transformation
happens on the surface with no volume change, we neglect the ∆r(PV) term. The
entropic term T∆S0con f is also neglected, and we assume that the difference of trans-
lational, rotational or vibrational degrees of freedom between R and S is negligible
so that
∆rG◦ ≈ ∆rEtot (3.4)
which allows to compare ∆rG◦ ≈ −80 meV directly to DFT-computed total energy
differences.
The chiral nature of the PdGa bulk can contribute to the 9-EP adsorption energy
in two ways: through chemisorption contributions and through dispersion interac-
tions.
We computed ERS employing several vdW-inclusive DFAs. As previously dis-
cussed, at the beginning, we consider those available within the CP2K code distri-
bution: PBE-D3 [54, 69], revPBE-D3 [148, 69], optB88-vdW [149], rVV10-vdW [150],
3.4. Origin of the high enantioselectivity 59
BEEF-vdW [147] as well as the conventional PBE [54] functional without vdW cor-
rection. In the PBE-D3 and revPBE-D3 calculations the C9 term, describing three-
body dispersion effects, was included and the damping function by Chai and Head-
Gordon [153] was employed.
The values of ERS are illustrated in Figure 3.9 decomposed into the vdW contri-
bution and the remainder (abbreviated with DFT in the figure). ERS varies consider-
ably for the thus far mentioned methods, ranging from−0.052 eV to +0.013 eV, with
BEEF-vdW being the only approach which describes the S configuration as the most
stable one. All adsorption energies, as well as all corresponding adsorption heights,
are present in Table 3.1. Figure 3.9 reveals that rVV10-vdW and BEEF-vdW imply
a large vdW contribution to ERS. However, in both cases the remaining DFT part is
repulsive enough to reduce ERS to less than 0.020 eV.
For all other DFAs, the DFT contribution amounts always to about −0.04 eV,
while the vdW contribution is always smaller than 0.01 eV. Furthermore, the calcu-
lated adsorption heights differ up to 0.3 Å between all thus far discussed approaches.
In general, the R enantiomer has a slightly smaller adsorption height than the S
enantiomer. All calculations were performed with a surface model matching the
PdGa lattice constant pertinent to the respective functional (see Table 3.1), yielding
a spread of about 3 % among all discussed methods. PBE-D3 yields the smallest lat-
tice constant and rVV10-vdW the largest. In order to determine if this lattice constant
difference could lead to a qualitative change in the relative adsorption energy or the
vdW contribution, we repeated the PBE-D3 calculation with the largest computed
lattice constant. This approach is labeled PBE-D3* in Figure 3.9. In general, increas-
ing the lattice constant leads to decreasing Pauli repulsion. This enables smaller
adsorption heights which leads to a larger vdW attraction. Therefore, the absolute
values of the adsorption energies increase in magnitude with an increasing lattice
constant. However, the studied increase of the lattice constant results in an even
positive vdW contribution to the adsorption energy difference ERS and it also re-
duces the DFT contribution in magnitude, resulting in a decrease of ERS by 0.02 eV.
Increasing the lattice constant yields in this case≈ 0.05 Å smaller adsorption heights
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but results in no qualitative changes in the enantioselectivity, i.e. the vdW contribu-
tion in the D3 method has only a minor role in the adsorption energy difference.
This is in contrast to the more accurate vdW methods as we will argue below.
FIGURE 3.9: Adsorption energy differences ERS obtained with several
vdW-inclusive DFAs (total). The total adsorption energy difference is
also decomposed into a dispersion contribution (vdW) and the re-
maining energy (DFT). The dashed blue line represents the minimal
adsorption energy difference necessary to explain the experimentally
observed enantiomeric excess. In the PBE-D3* approach, the lattice
constant used for the generation of the surface was increased from
4.886 to 5.018 Å.
In general, although the thus far discussed results for ERS indicate the R enan-
tiomer as more stable than the S enantiomer, the adsorption energy differences are
too small to explain the experimentally determined enantiomeric excess.
Therefore, we went one step further in the description of dispersive interactions
employing the DFT+vdWsurf method [82], which accounts for the collective response
of the underlying substrate by modeling screened vdW interactions based on the
Lifshitz–Zaremba–Kohn theory [139, 83, 85, 84]. The vdWsurf is based on the pair-
wise Tkatchenko-Scheffler [74] (TS) dispersion model and includes screening effects
of the substrate electrons by using renormalized “atom-in-a-solid” vdW parameters.
The derivation of the parameters for Pd and Ga atoms within PdGa are discussed
further in section 3.5.
The PBE+vdWsurf adsorption energies for both enantiomers were calculated us-
ing the full-electron code FHI-aims [92, 93, 94, 95]. In addition, we also computed the
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adsorption energies with the many-body dispersion (MBD) method [76, 79] utilizing
the renormalized vdW parameters from vdWsurf. This approach will be referred to
as MBDsurf. The resulting adsorption energy differences are shown in Figure 3.9 and
in Table 3.2.
The PBE+vdWsurf and PBE+MBDsurf approaches provide ERS of −0.077 and
−0.070 eV in favor of the R enantiomer, respectively. While the DFT contribution
is comparable to the previous cases, the magnitude of the vdW contribution is now
≈ 0.04 eV, corresponding in both cases to about 50% of ERS.
The results from both PBE+vdWsurf and PBE+MBDsurf are compatible with the
experimental finding, confirm the thermodynamic origin of the enantioselectivity
and highlight the dominant role of dispersion interactions in the enantioselectivity.
We stress that only the PBE+vdWsurf and PBE+MBDsurf methods yield ERS values
large enough to correspond to the experimentally observed enantiomeric excess of
the R enantiomer.
We now discuss the origin of the observed vdW-stabilization of the R enantiomer
in the PBE+vdWsurf method. Figure 3.10a,b shows histograms of the absolute value
of the vdW interaction between the adsorbed molecule and the surface atoms at a
given interatomic distance for both enantiomers (EvdW). The main qualitative dif-
ference between the two enantiomers originates from adsorbate-Ga interactions at
small distances. In Figure 3.10c we show the vdW interaction energy difference be-
tween the R and S enantiomers when only contributions between atoms having in-
teratomic distances smaller than a cutoff distance r are included. It can be seen that
stabilization of the R enantiomer with respect to the S enantiomer mainly originates
from distances smaller than 5 Å (2.5-5.0 Å range). Note that the difference in the
interaction energies is not exactly equal to the difference in the adsorption energies,
since this analysis does not account for differences originating from within the ad-
sorbate and from within the metal surface.
To better illustrate the geometrical dissimilarity between R and S enantiomers,
we plotted the number of C-Ga pairs as a function of interatomic distance (Fig-
ure 3.10f). The plot is aligned to the graph of Figure 3.10c. The subplot in Fig-
ure 3.10f focuses on the region 2.5-5.0 Å. The first relevant vdW contribution comes
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TABLE 3.2: Adsorption energies of R and S configurations obtained
with the different vdW-inclusive DFAs: adsorption energy/vdW con-
tribution (adsorption height). All energies are in eV, all heights are in
Å. Adsorption heights are measured as the difference between the av-
erage positions of carbon atoms and Pd atoms of the first layer. The
adsorption energy difference, together with the vdW contribution to
that difference, is given in the fourth column. The PdGa lattice con-
stant value in Å is given in the fifth column.
DFA R enantiomer S enantiomer ER − ES [eV]
Lattice
constant
[Å]
PBE -0.944/0.000(2.46)
-0.906/0.000
(2.50) -0.038/0.000 4.971
PBE-D3 -2.401/-1.543(2.39)
-2.349/-1.537
(2.41) -0.052/-0.006 4.886
PBE-D3a -2.452/-1.522(2.34)
-2.420/-1.525
(2.34) -0.032/0.003 5.018
revPBE-D3 -2.589/-2.840(2.33)
-2.560/-2.846
(2.34) -0.029/0.006 4.891
optB88-vdW -2.391/-3.166(2.40)
-2.344/-3.158
(2.43) -0.047/-0.008 4.974
rVV10-vdW -2.379/-1.930(2.45)
-2.361/-1.901
(2.48) -0.018/-0.029 5.018
BEEF-vdW -1.278/-2.090(2.63)
-1.291/-2.028
(2.64) 0.013/-0.061 5.012
PBE+vdWsurf [83]
-2.609/-1.883
(2.14)
-2.532/-1.845
(2.16) -0.077/-0.037 4.959
PBE+MBDsurf [76,
79]
-2.354/-1.629
(2.24)
-2.284/-1.594
(2.26) -0.070/-0.035 4.895
aThe lattice constant for this calculation was set to the largest DFT value, obtained
with the rVV10-vdW functional: 5.018 Å.
from the C-Ga pairs whose interatomic distances are smaller than 3 Å. Those inter-
actions favor the R configuration with respect to S, since S does not have any C-Ga
contributions at this range (see Figure 3.10b,f). Then every half of angstrom we ob-
serve alternating results with respect to R and S stability: 3.0 – 3.5 (R is the most
stable), 3.5 – 4.0 (S), 4.0 – 4.5 (R), 4.5 – 5.0 (S). At distances larger than 5.0 Å EvdWRS
essentially becomes a straight line with minor oscillations.
In order to demonstrate the importance of dielectric screening, Figure 3.10c-d
contain the same analysis performed using the PBE+vdWsurf structures but evaluat-
ing the vdW energies with the traditional Tkatchenko-Scheffler (TS) approach [74],
3.4. Origin of the high enantioselectivity 63
FIGURE 3.10: (a,b,d,e) Histograms of the absolute value of the vdW
interaction between the adsorbed molecule and the surface atoms for
a given interatomic distance: vdWsurf interaction energies for the R
(a) and S (b) enantiomer; vdW interaction energies obtained with
the traditional Tkatchenko-Scheffler (TS) approach without screened
free-atom parameters but calculated with the PBE+vdWsurf geome-
tries for the R (d) and S (e) enantiomer, respectively. The values are
decomposed in contributions between adsorbate atoms and Pd and
Ga atoms, respectively. (c) EvdWRS — difference in vdW interaction
energy between the adsorbate molecule and the surface atoms con-
tributed by interactions between atoms which have an interatomic
distance smaller than r. (f) Number of C-Ga pairs for a given atomic
distance (aligned to the plot of c).
i.e. using free-atom parameters as a starting point. In this case, there is almost no
difference between the two enantiomers (as for the case of DFT-D3 results).
Accounting for dielectric screening decreases the magnitude of the adsorption
energies and modifies the range of the employed damping function. Here, this
leads to an increased stabilization of the R enantiomer originating from short-range
adsorbate-Ga interactions. Indeed, the most important effective change in the in-
teraction scheme by moving from TS to vdWsurf is the rescaling of the vdW radius
RvdW from the TS value of 2.22 Å to 1.30 Å. We note that this change directly origi-
nates from the dielectric constant determined from first-principles calculations. This
suggests that the screening properties of the substrate material strongly affect the ap-
propriate weighting of the interactions at intermediate distances, which in turn is the
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factor determining enantioselectivity. Our analysis also demonstrates that the gal-
lium atoms in PdGa do not simply act as “spacers": they actively affect the adsorp-
tion energies of carbon-based molecules, as was recently pointed out by Bechthold
et al. [154].
3.5 Methods
All the simulations, whose results are shown in the Table 3.1, as well as all the meta-
dynamics simulations were performed by means of the CP2K code [96, 97] imple-
menting DFT within a mixed Gaussian plane waves approach [98]. The surface/ad-
sorbate systems were modeled within the periodically repeated slab scheme [155]
and the Martyna-Tuckerman approach [87] was employed to decouple the surfaces
from their replica. The electronic states were expanded with the TZV2P Gaussian
basis set [156] for C and H atoms and the DZVP basis set for Pd and Ga. A cutoff
of 1200 Ry was used for the plane waves basis set. Goedecker-Teter-Hutter pseu-
dopotentials [157] were used to represent the frozen core of the atoms. Eighteen and
thirteen electrons were included in the valence for the Pd and Ga species respec-
tively.
For all the simulations (except metadynamics) the model system contained 23
atomic layers of PdGa along the [111] direction, the adsorbate and 40 Å of vacuum.
As indicated in Table 3.1, we used different possible exchange correlation function-
als and parameterizations for the van der Waals interactions. For each functional
we determined the corresponding bulk lattice parameter of PdGa. To optimize the
adsorption geometries, we considered supercells of 20.76x23.96 Å corresponding to
twelve surface units. We kept the atomic positions of the bottom 6 layers of the slab
fixed to the ideal bulk positions, all other atoms were relaxed till forces were lower
than 0.005 eV/Å. The experimental results presented by Prinz and co-workers did
not highlight any coverage dependent effect. Both low coverage and high cover-
age data are available. The supercell adopted in the simulations corresponds to
a distance between an adsorbed molecule and its replica of 12.5 Å, which can be
considered corresponding to a “low coverage” situation. To obtain simulated STM
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images [126, 127], within the Tersoff-Hamann approximation [158, 125] we extrap-
olated the electronic orbitals to the vacuum region following the approach outlined
by Tersoff [125].
For metadynamics we considered 7 atomic layers (approx. 5 Å) along the [111]
direction, the adsorbate and 20 Å of vacuum. The supercell size was 13.83x23.96 Å
corresponding to eight surface units. We kept the atomic positions of the bottom 3
layers of the slab fixed to the ideal bulk positions. This allowed us to perform trajec-
tories of approximately 15 ps and 125 ps respectively for the flipping and symmetric
exchange processes.
All calculations within the all-electron code FHI-aims [92, 93, 94, 95] were per-
formed by using the Perdew-Burke-Ernzerhof (PBE) density functional [54]. The
vdW interactions have been calculated with the vdWsurf [82, 83, 139] and the many-
body disperision (MBD) method [76, 79]. vdWsurf is based on the pairwise Tkatchen-
ko-Scheffler [74] approach but includes screening effects of the substrate electrons by
using re-scaled free-atom vdW parameters. The MBD method has been used with
the re-scaled parameters from vdWsurf and will be referred to as MBDsurf. In order
to apply these methods, we have derived the screened vdW parameters for a Pd and
Ga atom within PdGa. Since no viable experimental measurement was available,
the dielectric function was calculated within FHI-aims by using the random-phase
approximation utilizing the PBE functional and tight species default settings [159].
The real part of the dielectric function e1 on the imaginary frequency axis (iu) was
obtained via the Kramers-Kronig relation
e1(iu) = 1+
2
pi
∫ ∞
0
e2(ω)
u2 +ω2
dω (3.5)
with e2(ω) being the imaginary part of the dielectric function on the real fre-
quency axis. The screened parameters can now be derived as described in the ref-
erences [82, 83]. In order to assess the quality of our calculated dielectric function,
we first derived the parameters for bulk Pd and compared them with the values
given in the reference [82] before moving on to PdGa (see Table 3.3). The obtained
parameters agree very well (within 7%) with the reference values, which have been
determined based on experimental measurements.
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TABLE 3.3: Screened dispersion parameters for atoms in the bulk:
polarizabilities (α), C6 coefficients, and vdW radii (RvdW).
Atom α [bohr3] C6 [hartree×bohr6] RvdW [bohr]
Pd (ref) [82] 13.9 102 3.06
Pd (calc) 13.4 95 3.03
Pd (in PdGa) 13.0 103 3.00
Ga (in PdGa) 11.9 87 2.45
For PdGa we used the same approach but calculated screened vdW parameters
corresponding to a unit of one Pd and one Ga atom, which amount to a polarizabil-
ity α˜ = 24.9 bohr3 and a dispersion coefficient C˜6 = 378 hartree×bohr6. In order
to extract separate parameters for Pd and Ga we essentially followed an approach
suggested in the reference [160]. We assume that the polarizabilities are additive and
approximate α˜ by
α˜ ≈ αPd + αGa (3.6)
The screened atomic polarizabilities can now be obtained as [160]
αPd =
α˜κ
κ + 1
(3.7)
αGa =
α˜
κ + 1
(3.8)
with κ = VPd/VGa = 1.088 being the ratio of the Hirshfeld volumes (V) in the
solid. Furthermore, we express C˜6 as the sum of all homonuclear and heteronuclear
dispersion coefficients [82, 160]
C˜6 = CPd6 + C
Ga
6 +
4CPd6 C
Ga
6
αGa
αPd
CPd6 +
αPd
αGa
CGa6
(3.9)
By using the relation CPd6 = κ
2CGa6 we can now calculate our screened dispersion
coefficients. Finally, the vdW radii RvdW are calculated for atom i by
RivdW =
(
αi
αifree
)1/3
Ri,freevdW (3.10)
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where αifree and R
i,free
vdW are the polarizability and vdW radius for the free atom i, re-
spectively [74]. The so obtained screened vdW parameters used in the vdWsurf and
MBDsurf approach for PdGa are shown in Table 3.3.
The unit cell of PdGa was optimized with PBE+vdWsurf and PBE+MBDsurf wit-
hin FHI-aims using a 12×12×12 k-grid and tight species default settings. The ob-
tained lattice parameters are shown in Table 3.4 and have been used to create the sur-
face structures for each method. It can be seen that the lattice constant obtained with
PBE+MBDsurf agrees almost perfectly with the experimental value and PBE+vdWsurf
slightly overestimated the lattice constant.
TABLE 3.4: Optimized lattice constants (a) of PdGa.
Method a [Å]
Exp. [7] 4.897
PBE+vdWsurf 4.959
PBE+MBD 4.911
PBE+MBDsurf 4.895
The adsorbate/surface complex was optimized for both enantiomers with all
previously mentioned methods within FHI-aims. All calculations were performed
with a 2×2×1 k-grid, tight species default settings for integration grids and basis
functions, and the scalar-relativistic ZORA (zero-order regular approximation) ap-
proach. Convergence criteria of 10−5 eV and 10−5 electrons/Å3 were used for the to-
tal energy and the charge density, respectively. The structures have been optimized
until all atomic force components were smaller than 10−2 eV/Å.
3.6 Conclusions
In summary, we provided evidence of the van der Waals nature of the enantiose-
lectivity properties of the PdGa:A(111)Pd1 surface with respect to the adsorption of
9-ethynylphenanthrene. The chirality of the flat surface originates from the chiral
nature of the PdGa crystal and expression of enantioselectivity was first reported by
Prinz et al. but the chemical and physical origin of it was unknown up to now. Such
investigation reveals the possibility of a van der Waals driven chiral recognition on
a solid chiral surface.
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After demonstrating the correctness of the adsorption geometries proposed in
the experiments, we proved that flipping of the molecules on the surface is pos-
sible below dimerization temperature a and is indicated as the mechanism for the
transition from a racemic mixture to enantiomeric excess. Finally, we analyzed in
detail the molecule/substrate interaction and identified the van der Waals contribu-
tion from the subsurface Ga atoms as the main factor in the enantioselectivity. Our
work, based on recently developed van der Waals-inclusive density-functional ap-
proximations, which include dielectric screening effects, stresses the importance of
proper modeling of dispersion interactions in the description of adsorbate–substrate
systems. Indeed, simplified models for the dispersion interactions without account
for dielectric screening effects did not allow to explain the enantioselectivity of the
PdGa surface. In contrast, a proper description of dielectric screening leads to an
appropriate weighting of the vdW interactions at intermediate distances (2.5 - 5 Å)
and to an energy landscape in agreement with the experiments.
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Chapter 4
Adsorption of 9-EP molecules on
PdGa:A(1¯1¯1¯) surface
T his chapter is dedicated to rationalizing the experimental and sim-ulated data available for the adsorption of a 9-EP molecule on the
PdGa:A(1¯1¯1¯)Pd3 surface. As in the case of Pd1 discussed above, also here experi-
ments reveal chirality-induced motifs for the surface patterns. The topmost layer
of PdGa:A(1¯1¯1¯)Pd3 (further referred as Pd3) differs from the Pd1 (see section 1.3)
as the Pd isolated sites are replaced by isolated Pd trimers [12]. The enantioselec-
tive properties of this surface are not yet fully understood. The deposition of 9-EP
molecules at room temperature on the Pd3 is not accompanied by enantioselectivity;
however, further annealing to 400 K or higher temperatures induces the formation
of 9-EP trimers and, despite isolated molecules being a racemic mixture, the major-
ity of trimers have a well-defined chirality. The trimers appear to be stable upon
annealing, revealing that intermolecular interactions within a trimer are not purely
dispersive. Inference from STM images leads to the investigation of the presence of
an atom acting as a ligand center in the middle of the trimer.
In this chapter we analyze various hypotheses. We show that a single Pd atom
is not stable in the center of three Pd atoms where the 9-EP molecules bind to each
other, thus it cannot stabilize a 9-EP trimer. According to our investigations, the
CO molecule, immensely present on the surface, could also not stabilize it by just
being in the center. The chemical reaction between 9-EP and CO resulting in the
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formation of tertiary alcohol could potentially explain the stabilization but was dis-
proved based on the results of the nc-AFM experiment. Only the hypothesis with
the Ga-coordinated trimer remained valid, but its applicability depends on the initial
hydrogenation state of the 9-EP molecule.
4.1 9-EP trimers adsorbed on a Pd3 surface
According to the experimental results, the majority (∼ 99%) of trimers formed on
a Pd3 surface upon annealing to 490 K are composed of 9-EP molecules in the R
configuration (Figure 4.1). The trimers are stable up to 570 K, while annealing up to
670 K results in irreversible chemical transformations and the disappearance of the
trimers.
FIGURE 4.1: Experimental STM images of 9-EP molecules adsorbed
on a Pd3 surface. The upper panels correspond to an area of 20×20
nm, while the lower images span 10×10 nm. The deposition was per-
formed at room temperature and the system was further annealed for
80 minutes at 490, 570 and 670 K. After the deposition and annealing
steps, STM measurements were taken at 5 K (bias voltage 20 mV). An-
nealing to 670 K activated irreversible chemical transformations of the
9-EP molecules and no trimers are left. Experimental images courtesy of
Jan Prinz, Roland Widmer and Oliver Gröning from the nanotech@surface
laboratory at Empa.
As for the case of the Pd1 surface, the starting point was to determine the adsorp-
tion geometries of monomers and trimers by comparing experimental and simulated
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STM images. Figure 4.2a displays a detail of isolated 9-EP molecules in R and S con-
figurations and Figure 4.2b shows an overlap of an experimental STM image with
ball-stick models of 9-EP. The experimental STM images match the simulated ones,
validating the proposed adsorption geometries for both enantiomers.
Curiously, looking carefully at the adsorption geometries one could notice a dif-
ference in the appearance of R and S configurations Figure 4.2b. The “ethynyl fin-
ger” (pointed out on the image with white arrows) looks less pronounced for R
compared to S. This could suggest hydrogen loss in the ethynyl group already at
room temperature. To clarify this point, we simulated STM images of both 9-EP
configurations with and without the extremal hydrogen atom (Figure 4.2).
FIGURE 4.2: (a) Zoom of high-resolution STM images of a 9-EP
molecule on the Pd3 surface, highlighting the difference between R
and S enantiomers with white arrows and green circles. (b) Over-
lap of experimental STM images with a ball-stick model of a 9-EP
molecule. Simulated STM image of an R configuration 9-EP molecule
with (c) and without (d) hydrogen attached to the ethynyl group.
Notice the significant difference between the ethynyl fingers for the
hydrogenated R and S configurations. Experimental images cour-
tesy of Samuel Stolz, Roland Widmer and Oliver Gröning from the nan-
otech@surface laboratory at Empa.
Based on the obtained results, we tend to exclude the hypothesis of dehydro-
genation at room temperature for several reasons. Looking at the simulated STM in
Figure 4.2c,e it is clear that the appearance of “ethynyl fingers” in both hydrogenated
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R and S configurations is substantially different. Indeed, in the R case it appears sig-
nificantly shorter and less intense. Another reason is that STM images obtained at
300 K right after the deposition reveal that the 9-EP monomers are mobile on the
surface. DFT simulations imply that the dehydrogenated ethynyl group binds to
the surface Pd atom, thus hindering the mobility of the radical 9-EP compared to
the intact molecule. The binding of the radical to the Pd trimer is strong and can be
roughly estimated computing the adsorption energy for both R and S configurations
in the hydrogenated (R, S) and dehydrogenated (R−, S−) case: −5.00 and −3.01 eV
for R− and R respectively, −5.09 and −2.96 for S− and S respectively.
FIGURE 4.3: (a) An experimental STM image of 9-EP adsorbed on Pd3
obtained at room temperature. (b) Same as (a) but acquired at tem-
perature of liquid nitrogen. (c) An STM image obtained at room tem-
perature after anneling to 550 K. Experimental images courtesy of Samuel
Stolz, Roland Widmer and Oliver Gröning from the nanotech@surface lab-
oratory at Empa.
The situation changes when the system is heated to more then 400 K. At elevated
temperatures, the 9-EP molecules (apart from forming trimers) also form dimers.
The structure of a dimer was established with the help of the nc-AFM technique. To
form such a structure, the 9-EP molecules most probably lose hydrogen atoms from
the ethynyl groups and then the radicals can bind to each other. Similar behavior
was also observed on the Pd1 surface, where molecules started to dimerize also at
400 K.
Therefore, we can conclude that at temperatures higher than 400 K, the 9-EP
molecules most probably lose hydrogen atoms of the ethynyl group and become
unstable. This reactive state is assumed to be the starting point for further dimers
and trimers formation. Moving to the analysis of trimers, we again compare the
simulated and experimental STM images Figure 4.5.
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FIGURE 4.4: (a) A nc-AFM image of 9-EP dimer formed on the surface
at 400 K. (b) Overlapping of a nc-AFM image of 9-EP molecule with its
chemical structure reveals that dimers are formed from two radicals
of 9-EP molecules. Experimental image courtesy of Samuel Stolz, Roland
Widmer and Oliver Gröning from the nanotech@surface laboratory at Empa.
FIGURE 4.5: (a) Details of an isolated 9-EP trimer on the Pd3 surface.
(b) Overlap of the experimental image and a ball-stick model of a 9-
EP molecule. (c) A simulated STM image matching the experiment.
Experimental image courtesy of Samuel Stolz, Roland Widmer and Oliver
Gröning from the nanotech@surface laboratory at Empa.
In the trimer, the geometry of 9-EP is very similar to the geometry of an isolated
molecule in the R configuration. Assuming for the beginning that 9-EP is not under-
going chemical reactions upon formation of the trimers, we computed the energies
of several possible configurations formed starting from 9-EP molecules on neighbor-
ing Pd3 sites as shown in Table 4.1.
Being clear that in terms of energetics a trimer composed by molecules in R con-
figurations is lower in energy compared to all other possible R and S configurations,
we focus now on understanding which interactions stabilize the trimers and what is
the origin of the bright protrusion at the center of the trimer (see Figure 4.5). We ana-
lyze six hypotheses presented in Figure 4.6. We examined them based on geometric,
energetic and spectroscopic arguments. Hypothesis (1) was discarded because of
unstable geometry: the 9-EP molecules would adopt a configuration too compact
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TABLE 4.1: Trimer’s adsorption energy (eV) per molecule obtained
for different possible configurations of the 9-EP molecules
R1 R2 S1 S2 S3
Adsorption energy per molecule
−3.09 −2.84 −2.91 −2.78 −2.92
Energy difference with respect to the most stable conformation (per monomer)
0.0 0.25 0.18 0.31 0.17
Energy difference with respect to the most stable conformation (per trimer)
0.0 0.75 0.54 0.93 0.51
compared to the features appearing in the experimental STM images. Moreover,
forming a benzene ring out of ethynyl groups of the 9-EP molecules would cause
steric hindrance: the phenanthrene part of the molecule would tilt rather then stay-
ing planar, as it was observed experimentally.
Following the proposed hypotheses, we estimate the trimer formation energy
needed to reproduce the concentration of trimers and dimers obtained in the exper-
iments considering dimer and trimer formation energies as parameters in a series of
Monte Carlo simulations.
4.2 Monte Carlo study of trimers formation
In this study we performed Monte Carlo (MC) simulations based on the Metropolis
algorithm [161]. We compared equlibrium distributions to the data available from
STM images obtained at low coverage that are summarized in Figure 4.7.
The trimer formation energy is derived assuming that experimental STM images
at low coverage correspond to a thermodynamic equilibrium. The molecules were
represented through simplified shapes that mimic the size of 9-EP and reproduce
correctly the occupation of Pd sites (Figure 4.8). 1200 molecules were randomly
positioned on a model Pd3 surface measuring ∼ 100nm ×100nm. The occupied
and unoccupied sites were distinguished in such a way as to respect the preferred
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FIGURE 4.6: Hypotheses proposed to explain the stabilization of the
9-EP trimers. (1) The ethynyl groups trimerise and form a benzene
ring. (2) The trimer is formed solely by three intact 9-EP molecules.
(3) The trimer is formed by three 9-EP molecules with dehydro-
genated ethynyl groups. (4) Three 9-EP molecules form covalent
bonds through the ethynyl group pointing towards the central Pd
atom located in the Pd trimer. (5) Three 9-EP molecules form cova-
lent bonds through the ethynyl group pointing towards the central
Ga atom located in the Pd trimer. (6) Three 9-EP molecules form co-
valent bonds with the CO molecule in the center to form a tertiary
alcohol.
adsorption geometry of 9-EP (Figure 4.8a) as it is shown in Figure 4.8d where the
free sites around a single “molecule” are marked with green circles.
The energy of a configuration in the Monte Carlo trajectory was defined by the
number of trimers (only trimers composed by R molecules were considered) and by
the number of dimers (dimers corresponded to a trimer missing one molecule)
Etot = NdEd + NtEt (4.1)
where Nt/Nd is the number of dimers/trimers and Ed/Et is the formation energy of
dimers/trimers. A step of the MC simulation consisted of a random selection of a
molecule, moving the selected molecule to a random position, accepting the move
with probability p = exp(−∆E/(kBT)) in the case of an energy increase and with
probability p = 1 in the case of an energy decrease. ∆E is the energy change, kB is
the Boltzmann constant, T is the temperature (set to 600 K for all the simulations).
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FIGURE 4.7: Experimental results based on the STM data obtained
at different temperatures at low coverage. Experimental image cour-
tesy of Samuel Stolz, Roland Widmer and Oliver Gröning from the nan-
otech@surface laboratory at Empa.
Long1 MC simulations were performed for each couple of Ed and Et chosen on a grid
limited by Ed = [−0.005 : −0.01] and Et = [−0.05 : −1.0].
In Figure 4.9 the number of trimers at equilibrium is plotted as a function of Ed
and Et. This plot reveals that to have the same percentage of trimers observed in
the experiment, the trimer formation energy should be at least 0.65 eV (we refer to a
simulation at 600 K assuming thermodynamic equilibrium ). We note that the trimer
concentration observed in the experiment at 570 K was ∼ 80%.
1Long enough to achieve convergence in terms of total energy.
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FIGURE 4.8: Obtaining a simplified model of the 9-EP molecule used
in MC simulations. (a) Atomic structure of 9-EP molecule adsorbed
on the Pd3 surface. (b) Atomic structure of the 9-EP molecule with a
contour overlapping it. (c) Contours of the 9-EP molecule emphasiz-
ing the adsorption sites on the Pd3 surface. (d) Occupied adsorption
sites (red) vs free adsorption sites surrounding the molecule (green).
FIGURE 4.9: Percentage of molecules forming trimers as a function
of dimer’s and trimer’s formation energy. The white dotted ellipse is
the region that corresponds to experimental observations. The white
lines are the DFT-computed formation energies for hypotheses 2-6.
Therefore, it was concluded that the smaller Et (in absolute value) necessary to
explain the trimers’ stability is 650 meV. This energy will be further used in the text
as a reference to test the remaining proposed hypotheses (2-6).
4.3 Stabilization of the 9-EP trimer by intermolecular forces
The high formation energy derived for the trimers through MC simulations deserves
further investigation. In Figure 4.10 we compare the experimental STM image (b) of
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the trimer with the simulated one in the case of three intact 9-EP molecules (a) and
in the case of removal of H of the ethynyl group (c).
The excellent matching between (a) and (b) with reproduction of the bright fe-
taure at the center of the trimer, originating from upwards flipping of the three H
atoms of the ethynyl groups of the 9-EP molecules, would suggest that the structure
of the trimer is the one depicted in (a).
FIGURE 4.10: Simulated images of different hypotheses of the struc-
ture of the 9-EP trimer in comparison with the experimental STM.
(a) Simulated STM image of the trimer formed by three intact 9-EP
molecules. (b) Experimental STM image with an overlap of the 9-EP
ball-stick structures. (c) Simulated STM image of the trimer formed
by three 9-EP molecules with the dehydrogenated ethynyl group. Ex-
perimental image courtesy of Samuel Stolz, Roland Widmer and Oliver
Gröning from the nanotech@surface laboratory at Empa.
However, DFT calculations of the interaction energy of the three 9-EP molecules
when forming a trimer2 provide a binding energy of just 87 meV per trimer, which
is not compatible with the frequency of trimers observed in the experiments. There-
fore, hypothesis (2) (see Figure 4.6) was also diregarded.
If we now focus on the trimer of panel (c) where one hydrogen atom per molecule
was removed, although the mobility of the trimers would be hindered by the stron-
ger C-Pd binding, the formation energy drops to just 12 meV per trimer. Moreover,
it is evident from the simulation that hypothesis (3) (see Figure 4.6) can be excluded
due to the absence of the characteristic bright spot at the center.
The results discussed so far draw our attention towards adatoms as a possible
explanation of the high formation energy of the trimers. This idea is considered in
more detail in the following sections.
2Computed as the difference in total energy between three molecules forming a trimer and
molecules put far apart.
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4.4 Stabilization of the 9-EP trimer by Pd adatom(s)
To study the possible role played by Pd adatoms in stabilizing the trimers, we per-
formed a series of dedicated calculations and experiments. Our experimental col-
laborators observed that the Pd adatom adsorbed on a Pd3 surface always binds to
the Ga trimers (see Figure 4.11). Moreover, according to the experiment, deposition
of Pd atoms on the surface did not affect the occurrence of trimers. This observation
suggested that additional Pd atoms may not be the reason for stabilizing the 9-EP
trimers on the Pd3 surface. We now show that DFT simulations support the exper-
iments in excluding the hypothesis of the Pd adatoms as a stabilizing factor for the
trimers.
FIGURE 4.11: Experimental image obtained after a deposition of Pd
adatoms on the Pd3 surface. The image is overlapped with a ball
model of the first three layers of the Pd3 surface, where the blue balls
represent Pd atoms and the red balls represent Ga atoms. Experimental
image courtesy of Samuel Stolz, Roland Widmer and Oliver Gröning from
the nanotech@surface laboratory at Empa.
DFT geometry optimization, starting from a configuration with a Pd adatom on
top of the surface of a Pd trimer, also reveals that the adatom escapes the initial ge-
ometry and gets trapped in a local minimum close to a Ga trimer (see Figure 4.12). It
FIGURE 4.12: The Pd atom is not stable in the center of the Pd trimer:
upon DFT geometry optimization, it escapes the initial geometry in
favor of a local minimum close to the Ga trimer.
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is interesting to note that also in the case of aPd adatom initially placed in the center
of a 9-EP trimer, the former escapes its starting configuration to reach a neighboring
Ga trimer (see Figure 4.13a,b). Final configuration gains 120 meV of energy with
respect to the configuration of the Pd atom being in a remote Ga trimer. The total
energy gain that could be achieved placing two additional Pd adatoms in symmetry-
equivalent positions is 360 meV, which is still far from the targeted 650 meV. There-
fore, hypothesis (4) of the Pd-stabilized intact 9-EP trimer was also excluded.
In the case of a trimer formed by 9-EP molecules with a dehydrogenated ethynyls
group, the adatom gains ∼ 700 meV of energy with respect to Pd adatom placed
away from the molecules. Despite this configuration being energetically convenient,
the resulting geometry did not reflect the three-fold symmetry observed in the exper-
iments, as the Pd atom got trapped in-between two molecules (see Figure 4.13c,d).
FIGURE 4.13: The Pd atom is not stable in the center of the 9-EP
trimer. In the case of a hydrogenated trimer, the Pd atom escapes its
initial position in the center (a) and reaches a neighboring Ga trimer
(b). In the case of a dehydrogenated trimer (c), the Pd atom is stuck
between two 9-EP molecules (d).
Concluding this section, we note that the metal adatom placed in the center of the
9-EP trimer provides significant energetic stabilization. Even though hypothesis (4)
considered here (see Figure 4.6) turned out not to be compatible with experimental
observations, based on these results we decided to perform the following test to
investigate the behavior and STM/nc-AFM appearance of a Ga adatom placed in
the center of the 9-EP trimer.
4.5 Stabilization of the 9-EP trimer by a Ga adatom
Experimentally it was observed that Ga adatoms mostly adsorb on two sites of the
Pd3 surface Figure 4.14, one of those being at the center of a Pd trimer. We per-
formed geometry optimizations of Ga adatoms placed in the center of an intact 9-EP
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FIGURE 4.14: Experimental STM image of Ga adatoms on the Pd3
surface. Two different adsorption sites can be distinguished: on top
of the Pd trimer and in-between two Pd trimers. Experimental image
courtesy of Samuel Stolz, Roland Widmer and Oliver Gröning from the nan-
otech@surface laboratory at Empa.
trimer (see Figure 4.15a) and on a remote Pd trimer. The computed energy differ-
ence was ∼ 1 eV in favor of the latter, revealing that a Ga adatom is not stable
while surrounded by three intact 9-EP molecules. The destabilization due to the re-
pelling interactions between the Ga adatom and the ethynyl groups can be noticed
in Figure 4.15a. On the other hand, when considering a 9-EP trimer where ethynyl
hydrogens were removed, moving a Ga adatom from an isolated Pd trimer to the
center of a 9-EP trimer resulted in an energy gain of 0.9 eV.
FIGURE 4.15: Optimized 9-EP geometries with a Ga adatom in the
center of hydrogenated (a) and dehydorgenated (b) trimers. It can be
noticed that in the first case the ethynyl groups tend to avoid the Ga
adatom, while in the second case the dehydrogenated ethynyl groups
bind to it.
The above energetic considerations, together with a good agreement of simu-
lated and experimental STM images (see Figure 4.16), lead to a hypothesiss (5) of
dehydrogenated 9-EP trimers with a Ga adatom at the center compatible with the
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experimental STM images for the 9-EP trimers.
FIGURE 4.16: Comparison of an experimental image of 9-EP trimer
with a simulated STM image of dehydrogenated 9-EP molecules with
an Ga adatom . (a) Experimental STM image. (b) Simulated STM
image of a dehydrogenated 9-EP trimer with Ga adatoms in its center.
Experimental image courtesy of Samuel Stolz, Roland Widmer and Oliver
Gröning from the nanotech@surface laboratory at Empa.
To test it further we performed an additional check: we compared the total
energy difference between 3 intact 9-EP molecules forming the trimer with a Ga
adatom placed on an isolated Pd trimer and 3 dehydrogenated 9-EP molecules con-
nected to the Ga adatom. The energy of the latter is higher by ∼ 1.04 eV, which is
very significant and, in principle, does not allow to accept hypothesis (5). But rig-
orous thermodynamic considerations should also include the entropic factor, which
acts in favor of losing a hydrogen atom: once the atom is detached, it is quite unlikely
that it can find a way to attach back. Moreover, as it was discussed in section 4.1,
experimental observations suggest that the 9-EP molecule indeed starts to lose hy-
drogen atoms already at 400 K.
Therefore, we conclude this section by highlighting the fact that among all hy-
potheses analyzed so far, stabilization of the 9-EP trimer by a Ga adatom matches
very well both the experimental and theoretical results.
4.6 Stabilization of the trimer by CO molecule
Our final investigation considers CO molecules that, as observed by Prinz et al. [14],
adsorb in the center of Pd trimers on the Pd3 surface. In Figure 4.17 we show dif-
ferent geometries that were tested for CO molecules interacting with 9-EP trimers.
CO molecules in the center of intact trimers (see Figure 4.17b) increase the energy by
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0.9 eV with respect to CO on isolated Pd trimers. On the other hand, formation of a
tertiary alcohol (Figure 4.17a) lowers the energy by ∼ 1 eV. In analogy to the case of
Ga adatoms, we also considered CO molecules at the center of dehydrogenated 9-EP
trimers (Figure 4.17c) . The energy of the latter is higher by ∼ 1.2 eV compared to
FIGURE 4.17: Optimized geometries obtained for a 9-EP trimer with
a CO molecule in the center. (a) Tertiary alcohol in the center of a 9-EP
trimer. (b) CO molecule in the center of an intact 9-EP trimer. (c) CO
molecule put in the center of a dehydrogenated 9-EP trimer.
.
a dehydrogenated trimer and a CO molecule on a free Pd trimer far from 9-EP. This
is due to the fact that the CO being in the center interacts weakly with the surface
Pd atoms already saturated by 9-EP radicals; this is also evident from the increased
height of CO, which is 1.8 Å higher than on the free Pd trimer. We also provide simu-
lated STM images for comparison with the case of tertiary alcohol (see Figure 4.18a)
and experiment (see Figure 4.18b).
FIGURE 4.18: Comparison of a simulated STM image of a 9-EP trimer
with tertiary alcohol formed in the middle (a) with an experimental
STM image (b). Experimental image courtesy of Samuel Stolz, Roland
Widmer and Oliver Gröning from the nanotech@surface laboratory at Empa.
Formation of covalent bonds with the central carbon atom of the CO molecule
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implies that all the ethynyl groups are oriented towards the same central atom (see
Figure 4.18a). This is not compatible with the experimental observations where the
ethynyl groups are oriented to neighboring Pd atoms in the Pd trimer (Figure 4.18b).
Since STM images did not allow to unambiguously assess the orientation of the
ethynyl groups, to further investigate this configuration our experimental collab-
orators performed nc-AFM experiments allowing to unravel the geometry of 9-EP
molecules. In Figure 4.19 we show a comparison between the experimental and the-
oretical nc-AFM images obtained for different molecular models.
FIGURE 4.19: Comparison of experimental and simulated nc-AFM
images for 9-EP trimers. (a) Experimental AFM image and super-
imposed molecular sketches. (b) Same experimental nc-AFM image.
(c) Simulated nc-AFM image of the 9-EP with Ga adatom in the cen-
ter of the trimer. (d) Simulated nc-AFM image of the trimer formed
by intact 9-EP molecules. Experimental image courtesy of Samuel Stolz,
Roland Widmer and Oliver Gröning from the nanotech@surface laboratory
at Empa.
According to the experiment, ethynyl groups are indeed not oriented to the cen-
ter of the trimer as can be seen from the overlap of experimental nc-AFM images
with atomic sketches (Figure 4.19a). This is in agreement with the simulated images
for the case of Ga adatoms in the center of a dehydrogenated trimer, even though no
features at the center of the trimer are evident in the experiment (Figure 4.19c). This
latter discrepancy could depend on poor parameterization of the force field used in
nc-AFM simulations for the case of a Ga atom. The ethynyl groups of a 9-EP intact
trimer look much shorter (Figure 4.19d) in comparison with the experimental AFM
image, which again suggests that hypothesis (2) is not valid. We do not include the
simulation images of nc-AFM for the case of tertiary alcohol since they end up being
considerably distorted due to the fact that our simulation approach for nc-AFM does
not allow for substrate relaxation.
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Concluding this section, we can say that the CO molecule in the center can not
stabilize the 9-EP trimer in either of the discussed ways: being in the center of the in-
tact/dehydrogenated trimer (because of the significant energy increase) or forming
covalent bonds (as it results from the nc-AFM analysis). Therefore, we conclude that
only hypothesis (5) can explain the stability of the 9-EP trimer because it matches all
the geometrical, energetic and spectroscopic criteria.
4.7 R↔ S transformation mechanism
We conclude the study of the Pd3 surface investigating the “flipping” mechanism (to
identify the mechanism of R ↔ S transformation) of 9-EP molecules at the surface
in analogy with what was done for the Pd1 case. For the Pd3 surface we obtain a
barrier of 1.2 eV (see Figure 4.20), which is slightly higher in comparison with the
Pd1 case (1.1 eV) but still compatible with the experimental observations that the
transformation happens already at 400 K.
FIGURE 4.20: Flipping of a 9-EP molecule adsorbed on the
PdGa:A(1¯1¯1¯)Pd3 surface. (a) Description of the collective variable
used in the metadynamics (b) Approximate free energy landscape ob-
tained after the first crossing has occurred; the barrier for the flipping
is 1.2 eV. The red dashed line is a guide to the eye mimicking the sec-
ond basin corresponding to the R configuration. Superimposed are
atomistic sketches of the most relevant configurations for the 9-EP
molecule along the flipping path.
Even though it has been discussed in this section that a 9-EP molecule on the
Pd3 surface may be dehydrogenated, we restricted our consideration to an intact
molecule only. Since during the flipping the molecule keeps its ethynyl group at-
tached to the Pd3 surface, we are confident that the hydrogenation state of the mole-
cule does not have a major effect on the “flipping” energy.
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4.8 Methods
All the DFT simulations discussed here were performed by means of the CP2K
code [96, 97] implementing DFT within a mixed Gaussian plane waves approach [98].
The surface/adsorbate systems were modeled within the periodically repeated slab
scheme [155] and the Martyna-Tuckerman approach [87] was employed to decou-
ple the surfaces from their replica. The electronic states were expanded with the
TZV2P Gaussian basis set [156] for C and H atoms and the DZVP basis set for Pd
and Ga. A cutoff of 1200 Ry was used for the plane waves basis set. Goedecker-Teter-
Hutter pseudopotentials [157] were used to represent the frozen core of the atoms.
Eighteen and thirteen electrons were included in the valence for Pd and Ga species
respectively.
For all the simulations (except methadynamics) the model system contained 23
atomic layers of PdGa along the [1¯1¯1¯] direction, the adsorbate and 40 Å of vacuum.
We used the revPBE [148] exchange correlation functional and DFT-D3 model [69]
for van der Waals interactions. To optimize the adsorption geometries, we consid-
ered supercells of 20.76× 23.96 Å (corresponding to twelve surface units) to study
monomers and 27.67× 35.95 Å (corresponding to twenty four surface units) to study
trimers. In both cases, the size of the unit cell in Z direction was 60 Å. We kept the
atomic positions of the bottom 6 layers of the slab fixed to the ideal bulk positions,
all other atoms were relaxed till forces were lower than 0.005 eV/Å.
To obtain simulated STM images [126, 127], within the Tersoff-Hamann approx-
imation [158, 125], we extrapolated the electronic orbitals to the vacuum region fol-
lowing the approach outlined by Tersoff [125].
For metadynamics, we considered 7 atomic layers (approx. 5 Å) along the [1¯1¯1¯]
direction, the adsorbate and 20 Å of vacuum. The supercell size was 13.83x23.96 Å,
corresponding to eight surface units. We kept the atomic positions of the bottom
3 layers of the slab fixed to the ideal bulk positions. This allowed us to perform
trajectories of approximately 25 ps to study the flipping process.
For the nc-AFM simulations we used the ProbeParticle model [33] implemented
in the two-point version (see chapter 6) to account for the Carbon and Oxygen atom
of the CO molecule.
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4.9 Conclusion
Studying the adsorption of 9-ethynylphenanthrene on the Pd3 surface turned out to
be a challenge. Having identified the geometry of the 9-EP monomers on the surface,
we could not unambiguously determine its hydrogenation state. Even though it
would be possible to say that at room temperature the molecules stay intact, it is
quite likely that at temperatures higher than 400 K the 9-EP molecules lose hydrogen
atoms of the ethynyl group.
Another challenge was to determine the origin of the stability of 9-EP trimers.
Since their formation is a process which goes against thermodynamically favorable
increase of entropy, it could only be explained by an interaction energy high enough
to compensate for the entropy loss. We tested several hypotheses that could explain
the origin of such stabilization, and the “closest” hypothesis we could identify was
stabilization of a 9-EP trimer by a Ga adatom in the center of it. The simulated STM,
as well as the simulated nc-AFM images of this model, were in good agreement with
the experiment. However, with consideration to energy, it could only be accepted
if the ethynyl group of the 9-EP molecules were initially dehydrogenated, which
seemed to happen at 400 K.
Other tested hypotheses could be dismissed. The formation of a benzene ring
was found to be sterically impossible. The intermolecular energy was found to be
lower than the entropy contribution so could not stabilize the trimer either. The only
hypothesis that remained to be clarified was the stabilization of trimers by chemical
transformation. The natural candidates to be placed in the center were Pd and Ga
adatoms. Experimentally and computationally, it was shown that a Pd adatom is
not stable in a Pd trimer, so we discarded this hypothesis. The 3 Pd atoms placed
on top of the Ga trimers that surround the central Pd trimer did not provide enough
stabilization energy. The CO molecule placed in the center could not stabilize neither
the dehydrogenated nor the intact trimer. Formation of tertiary alcohol could be an
option as well; however, according to the experimental nc-AFM image the ethynyl
groups do not point to the same central, which would obviously be the case if alcohol
had been formed.
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According to the DFT-based metadynamics simulations, the R ↔ S transforma-
tion mechanism is the same as for the Pd1 surface: flipping of the 9-EP molecule
with an estimated free energy barrier not higher than 1.2 eV.
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Chapter 5
Adsorption of Hexabenzocoronene
on Pt(111) surface
F ollowing the introduction given in the section 1.4, the study of Hex-abenzocoronene (HBC) adsorbed on a Pt(111) surface will be discus-
sed here in more detail. This work was done combining scanning tunneling mi-
croscopy (STM) experiments with density functional theory (DFT) simulations. The
preferred adsorption motifs for HBC when varying the coverage were investigated.
It was found that at low exposure, an isolated HBC has two symmetry-equivalent
adsorption positions: the molecule is located on the top site and the angle between
the long-symmetry edge of HBC with the Pt(111) surface lattice directions is ±(10±
2)◦. This result was confirmed by DFT simulations, where the theoretically deter-
mined angle was ±11.0◦. Furthermore, these two structures have shown a signifi-
cant energetic favor (in the order of 1 eV) with respect to the other tested positions:
fcc-hollow, hcp-hollow and bridge.
Further, the formation of HBC domains at higher coverage was explored. Using
STM we showed that HBC forms two types of domains adsorbed on Pt(111) with
an intermolecular distance of 16.3 and 17.3 Å. Interestingly, as it was demonstrated
in the literature [162], HBC adsorbed on Cu(111) and Au(111) creates more compact
domains with a nearest neighbor distance of 14.2 Å and 15.0 Å respectively. By
means of the DFT simulations, we reveal that in the case of HBC adsorbed on the
Pt(111) surface the Pauli repulsion plays the dominant important role, while in the
case of HBC adsorbed on Cu(111) and Au(111) the intermolecular attraction was
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mostly attributed to vdW interactions. For this reason, HBC adsorbed on Cu(111)
and Au(111) metals keeps the smallest possible distance between molecule units,
while on Pt(111) the molecules try to keep themselves further apart.
5.1 Low HBC coverage on a Pt(111) surface
We started our investigation from the adsorption geometry of HBC on Pt(111) at
low coverage. The experimental STM image in Figure 5.1 shows separated HBC
molecules, indicating a repulsive interaction between them. Our experimental col-
laborators have identified two distinct adsorption geometries A and B that are pre-
sented in Figure 5.1b,c.
FIGURE 5.1: (a) STM image (10 nm × 10 nm) of HBC adsorbed on
Pt(111) surface. High symmetry crystal directions are indicated. A
closer view (2 nm × 2 nm) of the areas indicated by the arrows in (a).
(b) Shows a closer view of the A configuration. (c) Shows a closer
view of the B configuration. For better representation, the STM im-
age in (a) and (b) is superimposed with ball-stick models of the HBC
molecule. Experimental image courtesy of Yves Forrer and Oliver Gröning
from the nanotech@surface laboratory at Empa.
To understand the details of the equilibrium geometries we performed DFT cal-
culations of the HBC molecule centered on four possible inequivalent sites on the
Pt(111) surface: top (T), hcp-hollow (Hh), fcc-hollow (Hf) and bridge (Bg) that are
marked in Figure 5.2c. For each adsorption site, considering the six-fold symmetry
of HBC, we tested different initial orientations of the molecule in the range [−20◦;
30◦]1. The angle was measured between the [11¯0] crystallographic axis and vector
connecting the center of the HBC molecule with hydrogen atom at the corner of the
1Please note that -30◦ and 30◦ would be equivalent due to the six-fold symmetry of the HBC
molecule.
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molecule (see Figure 5.2a — green and red arrows and Figure 5.2b — green and blue
arrows). Optimizing the 24 geometries (4 sites × 6 rotations from −30◦ to 20◦) we
found out that the two most stable ones are located on the T site. Their structures
are shown in Figure 5.2a,b.
FIGURE 5.2: The two most stable (according to DFT) orientations of
a HBC molecule adsorbed on a Pt(111) surface on the T adsorption
site. Orientation A is shown in panel (a), orientation B is shown in
panel (b). The gray spheres represent Pt atoms. Carbon and hydro-
gen atoms are drawn using the same color: red for the A enantiomer
and blue for the B. Carbon and hydrogen atoms can be distinguished
based on the size (hydrogen is drawn smaller). The mirror plane dis-
tinguishing A and B configurations is perpendicular to the (111) sur-
face and goes along the green arrow representing the [11¯0] crystal-
lographic axis. (c) Representation of different adsorption sites inves-
tigated in the current study: T- top site, Hh - hcp-hollow site, Hf -
fcc-hollow site, Bg - bridge site.
The energies obtained after optimization are summarized in Table 5.1. Four min-
ima are present with adsorption energy of −8.00 eV for T site starting from ori-
entations −20◦, −30◦, 10◦, 20◦. These four minima correspond to two distinct ad-
sorption geometries: upon relaxation −10◦, −20◦ lead to the same endpoint with
αDFT = −11.0◦ (Figure 5.2a) and 10◦ , 20◦ lead to βDFT = 11.0◦ (Figure 5.2b).
The geometry found in experiments and labeled as A is characterized by an an-
gle αexp = −10◦ ± 2◦ between the [01¯1]-direction (indicated in Figure 5.2a) and the
nearest corner of HBC. The same angle of geometry B is βexp = 9◦ ± 2◦, where the
uncertainty arises from the identification of the midpoint of the molecule and from
the assignment of the [01¯1] axis. As it can be seen, the corresponding angles obtained
from the experiments and from DFT match each other quite well, therefore we con-
cluded that the identified atomic models of HBC adsorbed on the Pt(111) surface
agree with the experimental observations.
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TABLE 5.1: Adsorption Energies (in eV) for HBC on Pt(111) for the
optimized geometries obtained starting from 24 different guesses.
The final angle describing the molecule’s orientation is shown in the
parentheses. The configurations which led to the most stable domains
are highlighted in yellow.
Starting
angle
T Hh Hf Bg
30.0◦ −7.21 (30.2◦) −6.98 (30.0◦) −6.92 (30.1◦) −7.00 (30.2◦)
20.0◦ −7.99 (11.1◦) −6.97 (29.8◦) −6.87 (29.8◦) −7.03 (30.0◦)
10.0◦ −7.99 (11.0◦) −6.89 (−0.4◦) −6.52 (8.6◦) −6.93 (3.9◦)
0.0◦ −6.43 (0.0◦) −6.90 (−0.4◦) −6.38 (0.0◦) −6.91 (0.4◦)
−10.0◦ −7.99 (−11.0◦) −6.90 (−0.4◦) −7.99 (−11.7◦)a −6.93 (0.3◦)
−20.0◦ −7.99 (−11.0◦) −7.15 (−29.7◦) −6.87 (30.0◦) −7.03 (−29.1◦)
a The structure initially placed on the Hf position along the DFT optimiza-
tion shifted to the T.
5.2 High HBC coverage on a Pt(111) surface
The next step from the experimental side was to analyze adsorption motifs in the
high coverage regime. HBC was deposited up to 70% of a complete monolayer
and characterized the molecular domains by means of STM. In Figure 5.3 an exper-
imental STM image of the HBC monolayer on Pt(111) is shown together with insets
that allow to identify peculiarities of different domains. The inset presents chemical
sketches of HBC superimposed on the STM images (Figure 5.3b-e).
FIGURE 5.3: (a) STM image (60 nm × 60 nm) of a 70% HBC ML cov-
ered Pt(111) surface. (b–e) Closer views (6.6 nm × 6.6 nm) of the col-
ored insets marked in (a). Experimental images courtesy of Yves Forrer
and Oliver Gröning from the nanotech@surface laboratory at Empa.
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Combining the information obtained for the adsorption geometries at low cover-
age together with the microscopy information obtained at high coverage, the repeat
units proper to each domain can be identified as listed in Table 5.2 where we define
lattice parameters for each one of the four domains highlighted in Figure 5.3.
TABLE 5.2: Structural data for the HBC domains on Pt(111) observed
at a HBC coverage of 70% ML. Please notethe colors of the arrows
representing the unit cells. These colors are preserved in the whole
chapter to identify the corresponding domains. Analysis of the experi-
mental results was performed by Yves Forrer under the supervision of Oliver
Gröning from the nanotech@surface laboratory at Empa.
Domain
Refer-
ence
Adsorption
geometry
Lattice
parameters
Epitaxy
matrix
(7, 4)
preferential
B
a =
√
37 ∗ aPt(111)
γ = 120◦
[
7 −4
4 3
]
(7, 3)
preferential
A
a =
√
37 ∗ aPt(111)
γ = 120◦
[
7 −3
3 4
]
(7, 5)
preferential
B
a =
√
39 ∗ aPt(111)
γ = 120◦
[
7 −5
5 2
]
(7, 2)
preferential
A
a =
√
39 ∗ aPt(111)
γ = 120◦
[
7 −2
2 5
]
To identify the surface areas where each domain occurs, we applied Fast Fourier
Transform (FFT) to the STM image (Figure 5.3a), thus mimicking the result of a
LEED2 experiment. Knowing the structural information about all the most impor-
tant surface patterns (as indicated in Table 5.2), we could assign them to each point
in Figure 5.3a, which gives the picture shown in Figure 5.3b. A backwards FFT of the
latter LEED pattern for each specific color allows to retrieve the surface area occu-
pied by the corresponding domain as shown in Figure 5.4c, where the back-Fourier
transformed image is superimposed with the original STM one.
2Low energy electron diffraction.
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FIGURE 5.4: (a) Simulated LEED image obtained from a 2D-FFT of
Figure 5.3a. (b) Assignment of LEED spots to the domains shown
in Figure 5.3b-e and Table 5.2. (c) Domain assignment obtained by
means of inverse FFT of (b) the colors are consistent with the colors
of the arrows defining the domains in the Table 5.2. Simulated image
courtesy of Yves Forrer and Oliver Gröning from the nanotech@surface lab-
oratory at Empa.
The image clearly shows that at high coverage the Pt(111) surface is almost exclu-
sively occupied by four kinds of domains: (7, 2), (7, 3), (7, 4) and (7, 5) while (6, . . . )
domains were not formed on the surface. To understand this we again employed
DFT calculations to rank the stability of the surface domains. This will be discussed
in more details in the next section.
5.3 Origin of the intermolecular repulsion
To start the discussion about the instability of the close packed (6, . . . ) domains
and the stability of (7, . . . ) ones we first summarize their structural information in
one picture. In the Figure 5.5, domains are represented highlighting the occupied
sites of the Pt(111) surface. To construct a particular domain, one should put the
first molecule in the center of the picture (highlighted in black) and surround it by
another six molecules to the colored spots corresponding to the domain of interest.
It is also useful to discuss the symmetry of the domains. Looking carefully at
(7, 2) formed by the molecule in B configuration and at (7, 5) formed by the molecule
in A configuration, one could notice that they are identical (see Table 5.2). The same
is true for (7, 3)-A and (7, 4)-B, for (6, 2)-A and (6, 4)-B. Naturally, if one replaces
A with B and vice versa – those statements would still remain valid. Therefore, it is
enough to investigate the domains having the molecules in one configuration since
due to the symmetry they will also cover another configuration. We had arbitrarily
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chosen to study B, so further in the text only a B configuration on the T site will be
assumed unless otherwise specified.
FIGURE 5.5: Representation of the domain structures with their refer-
ence (x,y) and corresponding color. The packing density is also pro-
vided. To construct a domain, one should place an HBC molecule on
the central black spot and surround it by another six molecules placed
to the spots highlighted with the corresponding domain color. Image
courtesy of Yves Forrer and Oliver Gröning from the nanotech@surface lab-
oratory at Empa.
As the starting point we considered HBC pairs in vacuum having planar mono-
mer’s geometry and forming all the domains indicated in the Figure 5.5. The results,
listed in Table 5.3, show (6, 3) as the most stable one in clear contradiction with the
experimental evidence where no (6, . . . ) domains were reported. Since the HBC-
HBC interaction in a vacuum is dominated by vdW contributions, it was concluded
that they do not play the key role in the stabilization.
TABLE 5.3: Relative energies of HBC dimers in vacuum placed in po-
sitions corresponding to the experimentally observed configurations.
All energies are in meV with “0” corresponding to the most stable
dimer.
Domain
Relative energy
(meV)
Distance between
centers (Å)
(6, 2) 19.8 14.68
(6, 3) 0.0 14.42
(6, 4) 44.4 14.68
(7, 2) 96.6 17.33
(7, 3) 94.0 16.88
(7, 4) 92.7 16.88
(7, 5) 93.7 17.33
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As the next step to understand the experimental evidence of the stability of the
(7, . . . ) domains, we added Pt substrate assuming that its presence may have an
influence. We again computed the DFT energies of the same domains listed in the
Table 5.3 but now they were optimized on the Pt(111) surface. In Table 5.4 we report
the energy values with respect to the most stable (7, 2) domain. From the DFT sim-
ulations it is clear that the total energy of (7, 2) and (7, 3) dimers is lower compared
to (6, 2) and (6, 3) ones, which agrees very well with the experimental observations.
However, the origin of the instability of (6, . . . ) domains still has to be clarified. The
dispersion interaction played an important role for the domains formed on Cu(111)
and Au(111) surfaces [162] also in that case favors the close packed (6, 2) and (6, 3)
ones. Same is true for the electrostatic contributions to the total energy (also shown
in the Table 5.4), which does not to fit to the experimental evidence either.
The only contribution that goes along the total energy, and, eventually, explains
the stability of (7, 2) dimer is the core Hamiltonian energy or kinetic energy of the
electrons. The increase of the later is at the origin of the Pauli repulsion, as accord-
ing to quantum mechanics when two electronic states of different systems start to
overlap they have to be orthogonal to each other3.
TABLE 5.4: Relative total energy and vdW energy values with re-
spect to the most stable (7, 2) domain. All energies are in meV. All
the dimers are formed placing the molecules in B configuration on T
adsorption sites.
Position
Total
energy
Disper-
sion
energy
Electrostatic
energy
Core Hamiltonian
energy
(6, 2) 223.1 -68.1 -2190.0 3417.3
(6, 3) 259.0 -75.2 -3091.5 4559.1
(6, 4) 229.6 -60.5 -1518.4 2457.8
(7, 2) 0.0 0.0 0.0 0.0
(7, 3) 25.4 -3.4 -996.2 1369.7
(7, 4) 46.3 -13.8 -427.7 742.1
(7, 5) 38.6 -14.8 -508.8 806.3
Those results reveal a crucial role that Pt substrate plays in the structure of HBC
domains. To understand how the substrates influences on the electronic density
3While the orthogonalization itself costs energy.
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distribution we computed the charge-density difference of a monomer to have a
visual representation of the changes that the system undergoes when the molecule
adsorbs on the Pt(111) surface
ρ(~r) = ρsub−mol(~r)− ρsub(~r)− ρmol(~r) (5.1)
where ρsub−mol(~r) is the charge-density of the molecule/substrate complex, ρsub(~r) is
the charge-density of the isolated substrate and ρmol(~r) is the charge-density of the
isolated HBC molecule. To compute the charge-density difference, the geometries of
the isolated systems were constrained to their geometries in the molecule-substrate
complex.
FIGURE 5.6: HBC charge density difference between the molecu-
le/substrate complex and isolated molecule, isolated substrate. The
green “clouds” represent an excess of charge-density difference,
while the red clouds represent a lack of it. This image indicates a
significant decrease of the molecule’s electron density and increase of
the electron density at the Pt(111) surface.
The visual representation of the charge-density difference suggests that the elec-
tron density moves from the molecule to the surface of the substrate. To quantify
this observation we plot on the same graph the electron density difference from the
side view and the integral of the charge-density (dark plot) within every plane along
Z direction, see Figure 5.7. The thickness of every plane is ∼ 0.1 Å. The plot also re-
veals an increase of electron density close to the Pt surface (green area in the plot),
and a decrease of the density of the molecule (red area in the plot). In total we ob-
tained a decrease of ∼ 1.1 electrons in the red area and an increase of ∼ 1.2 electrons
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in the green area. The closeness of those two number supports the idea that elec-
tron density excess on the Pt surface almost exclusively originates from the HBC
molecule.
FIGURE 5.7: Plane average of the charge-density (colored in blue) and
the integral of the charge-density (colored in red). The distance along
z direction is given in Å, the integrals of the charge density are in
electrons.
To demonstrate how the transferred electron densities overlap in the case of
dimers we computed the charge-density difference between HBC dimer/substrate
and isolated HBC dimer, substrate, see Figure 5.8a,b. In this particular case we con-
sidered only the most stable (6, 2) and (7, 2) domains, as for the other (6, . . . ) and
(7, . . . ) the same consideration would remain valid. As it can bee seen in the case of
(7, 2) domain the transferred electronic density of two neighboring molecules does
NOT overlap, while in the case of the (6, 2) domain it eventually DOES overlap.
Unfortunately the Figure 5.8a does really show the changes that are happening in
the intermediate region between two molecules, when they approach each other. To
demonstrate this we computed the so-called double density difference defined as
follows
ρ(~r)d = [ρsub−mol1−mol2(~r)− ρsub(~r)]−
[ρsub−mol1(~r)− ρsub(~r)]− [ρsub−mol2(~r)− ρsub(~r)] (5.2)
where ρsub−mol1−mol2(~r) is the charge-density of the HBC-dimer/substrate com-
plex, ρsub−mol1(~r) is the charge-density of the HBC-monomer1/substrate complex,
ρsub−mol2(~r) is the charge-density of the HBC-monomer2/substrate complex, ρsub(~r)
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is the charge-density of the isolated substrate. Here the double density difference
ρ(~r)d shows the changes that two HBC molecules undergo when they approach each
other on the surface from infinitely long distance. As it can be seen in the Figure 5.8c
in the case of (6, 2) domain there is a clear change of charge-density in the region be-
tween the molecules, while in the case of the (7, 2) domain (Figure 5.8d) the changes
are significantly less pronounced.
FIGURE 5.8: (a) Charge-density difference ρ(~r)computed for the (6, 2)
domain. (b) Charge density difference ρ(~r)computed for the (7, 2)
domain. (c) Double charge-density difference ρ(~r)dcomputed for the
(6, 2) domain. (d) Double charge-density difference ρ(~r)dcomputed
for the (7, 2) domain.
As molecules approach each other, the transferred charge-density (described in
the Figure 5.7) of two separate molecules shifts upwards to avoid overlapping. This
transformation result in increase of the Pauli energy, making the close-packed (6, . . . )
domains significantly less stable compared to the (7, . . . ) ones and thus providing
the origin of the stabilization of the (7, 2) domain.
5.4 Methods
All the simulations presented in the chapter were performed by means of the CP2K
code [96, 97] implementing DFT within a mixed Gaussian and plane waves ap-
proach [98]. The surface/adsorbate systems were modeled within the periodically
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repeated slab scheme [155] and the Martyna-Tuckerman approach [87] was em-
ployed to decouple the surfaces from their replica. The electronic states were ex-
panded with the TZV2P Gaussian basis set [156] for C and H atoms and the DZVP
basis set for Pt. A cutoff of 1200 Ry was used for the plane waves basis set. Goedec-
ker-Teter-Hutter pseudopotentials [157] were used to represent the frozen core of the
atoms. Eighteen electrons were included in the valence for Pt species.
For all the simulations, the model system contained 5 atomic layers of Pt along
the [111] direction, bottom layer of hydrogen atoms, the adsorbate and 30 Å of vac-
uum. The PBE exchange correlation functional and Grimme’s approach [69] to ob-
tain van der Waals interactions was applied in all the calculations. The bulk lattice
parameter for Pt was obtained optimizing the supercell consisting of 4× 4× 4 unit
cells. To optimize the adsorption geometries of single molecules supercells mea-
suring 27.75x24.03 Å corresponding to 100 surface units were considered. For the
dimers supecells measuring 44.39× 38.45 Å corresponding to 256 surface units were
employed. The atomic positions of the three bottom layers of the slab were kept
fixed to the ideal bulk positions, all other atoms were relaxed till forces were lower
than 0.005 eV/Å.
5.5 Conclusion
In this work we studied the adsorption of HBC molecules on a Pt(111) surface. The
starting point of this study was to find out the adsorption geometry of the molecule.
Combining the STM measurements and the DFT simulations it was found out that
HBC molecule adsorbs on top site in two symmetry-equivalent configurations. In
the low-coverage experiment it was also noticed that the HBC molecules do not
form domains. This observation suggested that the intermolecular interactions on
a Pt(111) surface are mostly repulsive unlike on other surfaces such as Cu(111) and
Au(111).
To find out the origin of the repulsive interactions we focused on the higher
coverage of HBC on Pt(111). At this conditions the formation of only non-closely
packed (7, 2) and (7, 3) domains and their symmetry analogous (7, 5) and (7, 4) was
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observed experimentally, while the formation of the (6, . . . ) domains was not re-
ported. We addressed the question of the domains’ stability to the DFT simulations.
The simulations revealed that when HBC molecule adsorbs on the Pt(111) it loses
some amount of the electron density that gets transferred to the surface of the metal.
The transferred density forms an extended electronic cloud which surrounds the
molecule and overlaps in the case of the close-packed (6, . . . ) domains resulting in
the considerable increase of the Pauli repulsion energy. In the case of (7, . . . ) the
transferred charge-density of neighboring molecules barely overlaps, making those
domains significantly more stable.
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Chapter 6
ProbeParticle model: evaluation
and improvement
N oncontact Atomic Force Microscopy (nc-AFM) is a widely usedexperimental tool to study the surfaces of different materials as
well as the molecules adsorbed on them. Following the introduction to the nc-AFM
technique given in section 1.5 and the discussion of the application of the most com-
monly used modeling approaches for the nc-AFM simulations given in section 2.10,
we will now focus on our attempts to improve an existing classical model called
ProbeParticle (PP) [34, 33]. Despite being very simple (only one particle representing
the movement of CO, absence of a metallic tip, classical interactions), PP appeared
to be a very promising model.
A clear advantage of the PP model is its speed: it allows to simulate nc-AFM
images in a couple of minutes on a single-CPU machine (openCL implementation
reduced the time to a couple of seconds performing the calculations on a graphics
card), while DFT-based nc-AFM simulations (DFT-AFM) sometimes require a month
of calculations on a supercomputer. The drawback of PP is that it is parameter-based
and some parameters (such as the charge of PP) are not physically well-defined.
In this work, we tried to take the PP model out of its “comfort zone”1 and to
push it towards its limits by fitting the parameters of the model to the results of
DFT-AFM simulations, considering the latter as a “gold standard". The reference
DFT tip model consisted of 2 Copper atoms with a CO molecule attached to it – a
1By “comfort zone” we mean the type of applications that PP was originally designed for: to pro-
vide qualitative agreement with respect to the experimental nc-AFM images.
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minimalistic setup which has been successfully employed by Gross et al. [30] and
has proven its reliability. This approach allowed to systematically investigate the
weaknesses of the PP model and to propose an improvement to it.
We considered five small organic molecules that are drawn in the Figure 6.1. The
choice was based on availability of the experimental results that could be used as a
reference and on diversity of chemical groups so that the results of the work can be
applied to molecules of the same classes.
FIGURE 6.1: Five molecules investigated in the current study: (a)
PTCDA, (b) pentacene, (c) FFPB, (d) formic acid dimer (FAD), (e) ph-
talocyanine.
We demonstrated that in order for the PP to be in quantitative agreement with
DFT-AFM and to transfer the approach to different systems, the former has to be
improved. Therefore, we introduced a new, so-called 2-point-ProbeParticle model
(2PP) to also account for the carbon atom of the CO molecule. It turned out that the
new model resulted in both: better qualitative and quantitative improvement with
respect to standard PP. More specifically, the line-profiles computed with the 2PP
model agreed with DFT-AFM in a wider range of the tip’s heights, the charges of the
particles in the 2PP model become physically well-defined and the fitted parameters
of the tip agree better for different molecules.
Based on the results of the DFT simulations with a Cu2CO tip placed on top of
the molecules mentioned above, we have also demonstrated that the tip’s CO expe-
riences a polarization which depends on the sample. The importance of accounting
for such an effect for a successful nc-AFM model was also highlighted by Kim and
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Chelikowsky [163]. To effectively incorporate polarization in the 2PP model, we em-
ployed the Restraint Electrostatic Potential (RESP) [110, 164] method to compute the
charges of the tip’s atoms based on the electrostatic potential obtained with DFT. The
resulting RESP charges could then be directly plugged into the 2PP model with no
additional modifications.
6.1 nc-AFM models
In Figure 6.2 we show the three tip models used in this study: the standard ProbePar-
ticle model (PP), the DFT model (DFT-AFM) and the 2-point-ProbeParticle (2PP).
The PP model has three types of interactions with the sample: vdW attraction as
FIGURE 6.2: The three tip models used in the current study: (a) the
standard ProbeParticle (PP) model, (b) the DFT-AFM model and (c)
the 2-point-ProbeParticle model.
the C6 term of the Lennard-Jonnes (LJ) potential; Pauli repulsion as the C12 term of
the LJ potential; and the electrostatic interaction obtained as a convolution of the
electrostatic potential of the sample with the spherically symmetric charge density
around the ProbeParticle. Therefore, those types of interactions required ε and rmin
(LJ parameters defined in section 2.10, Equation 2.74) and the total charge QPP of
the particle as parameters to be predefined. To account for the relaxations, PP is at-
tached to the end of a tip2 through a radial spring with the stiffness krad, while the
lateral displacements are controlled by the lateral springs with the stiffness klat. In
total, the standard PP model of the tip required 5 parameters.
The 2PP model interacts with the sample exactly in the same manner as the stan-
dard PP, but has two ProbeParticles instead of one and more LJ parameters: (ε lat(C),
2Please note that in the original PP the model tip is represented by a point in space with no interac-
tions with the sample.
106 Chapter 6. ProbeParticle model: evaluation and improvement
Rmin(C), ε lat(O), Rmin(O)). To account for the electrostatic interactions between the
CO molecule and the sample, we have also included the charge of the Carbon Q(C)
and Oxygen Q(O) atoms. To be fully compatible with the DFT model, we intro-
duced 2 copper atoms of the tip: Q(Cu(up)) and Q(Cu(down)) that interact with
the sample through electrostatic interactions only (vdW interactions were neglected
due to the long distance between the Cu atoms of the tip and the sample). Instead
of fitting the charges of the four tips’ atoms, we used values derived specifically for
each tip-sample combination with the RESP method [110, 164]. The radial stiffness
of the Cu-C and C-O bonds was neglected assuming rigid bonds. Lateral stiffness of
the PP was replaced with two angular stiffnesses: Cu-Cu-C with the force constant
(klat(C)) and Cu-C-O with the force constant (klat(O)). In total, the 2PP model of the
tip required 6 parameters to be optimized.
The DFT-AFM tip model (used as a “gold standard”) contained 4 atoms: 2 Cu
atoms, representing the metallic part of the tip, and a CO molecule. During opti-
mization the CO molecule was allowed to relax, while the Cu dimer was fixed. The
z-component of the force acting from the sample on the tip was computed as the
algebraic sum of all z-components of forces acting from the sample on every atom
of the tip (see the discussion in section 2.10 for more details).
Sample molecules studied in this work were kept rigid and were exactly the same
for all the models, allowing a direct comparison among them.
6.2 CO polarization and RESP charges
As it was anticipated earlier, the charges of the tip’s atoms depend considerably on
the sample under investigation. This dependence can be emphasized with the help
of the electronic density difference defined as
ρ(~r) = ρsmpl−tip(~r)− ρsmpl(~r)− ρtip(~r) (6.1)
where ρsmpl−tip(~r) is the charge-density of the tip together with the sample, ρsmpl(~r)
is the charge-density of the lone sample and ρtip(~r) is the charge-density of the lone
tip. The ρ(~r) shown in Figure 6.3 reveals the influence of the different samples on
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the electronic density distribution. The most noticeable dissimilarity here is the one
FIGURE 6.3: Electron density distribution obtained for (a) phtalocya-
nine, (b) pentacene, (c) formic acid dimer, (d) FFPB and (e) PTCDA
molecules. The green isosurface represents the region with an ex-
cess of electron-density, while the red isosurfaces represent the region
with a lack of electron density with respect to the non-interacting sit-
uation.
between FAD3 and PTCDA4 on the one side (Figure 6.3c,e) and phtalocyanine, pen-
tacene and FFPB5 one the another (Figure 6.3a,b,d). In the first case, the CO tip is
located on top of the carboxylic carbon atom, which, due to the high electronega-
tivity of oxygen, has a partial positive charge. Therefore, it attracts the electronic
density of the CO molecule, as represented with a green cloud in front of it (Fig-
ure 6.3c,e). When the CO molecule is located on top of negatively charged carbons,
it results in a lack of electronic density in front of the former (see Figure 6.3a,b,d).
This situation is well reflected in the RESP charges computed for the tip being on
top of different molecules, Table 6.1. For the case of FAD and PTCDA, the charge of
the oxygen atom is the most negative (-0.13 e for both cases), while the charge of the
carbon atom is the most positive (+0.26 for FAD and +0.23 for PTCDA).
As the polarization of the CO molecule is reflected in the RESP charges, we used
those values to effectively include the polarization effect of the CO molecule of the
tip being on top of a particular sample.
3Formic acid dimer.
4 Perylenetetracarboxylic dianhydride.
54-(4-(2,3,4,5,6-pentafluorophenylethynyl)-2,3,5,6-tetrafluorophenylethynyl) phenylethynylben-
zene.
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TABLE 6.1: Average RESP charges (in electrons) computed for the tip
being on top of all the molecules investigated in the current study.
phtalocyanine pentacene FAD FFPB PTCDA
Cu (up) -0.06 -0.07 -0.03 -0.06 -0.05
Cu (down) -0.04 -0.06 -0.10 -0.06 -0.07
C +0.14 +0.21 +0.26 +0.19 +0.23
O -0.06 -0.12 -0.13 -0.10 -0.13
6.3 Tip parameters for PP and 2PP models
We started our investigations with the fitting of the PP and 2PP tip models to the
DFT-AFM simulations. We chose PTCDA as the reference molecule since it contains
carboxylic groups with significant polarization, implying the important role of elec-
trostatic interactions between the tip and sample. The LJ parameters for the molecule
were taken from the OPLS-AA force field [165, 166] and were not optimized in this
case. The fitted set of parameters are shown below in Table 6.2 for the PP model and
in Table 6.3 for the 2PP model.
TABLE 6.2: Parameters of the PP model used in the current study.
Q, [e] klat, [N/m] krad, [N/m] rmin, [Å] ε, [eV]
−0.03 0.35 21.9 1.58 1.88× 10−2
TABLE 6.3: Parameters of the 2PP model used in the current study.
klat(C)
[eV/rad2]
klat(O)
[eV/rad2]
rmin(C)
[Å]
ε(C) [eV] Rmin(O)
[Å]
ε(O) [eV]
0.25 0.15 1.51 6.2× 10−2 1.83 3.5× 10−3
After having optimized those tip parameters, we fixed them and did not change
them anymore in the course of the current study. The LJ parameters (rmin and ε) of
the molecules (including PTCDA), however, were optimized.
Further in the text we will go through every molecule and compare the PP/2PP
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to DFT-AFM and experimental results (where available). We will focus on the accu-
racy that both the PP and 2PP models could achieve.
6.4 Case study: PTCDA
PTCDA was studied experimentally and theoretically in the work of Moll et al. [167]
(PTCDA on a Cu(111) surface) and Iwata et al. [168] (PTCDA on a Si(111) surface).
The experimental nc-AFM image of PTCDA adsorbed on a Si(111) surface is shown
in Figure 6.4.
FIGURE 6.4: Constant-height nc-AFM image of a PTCDA molecule
adsorbed on a Si(111) surface. The figure is taken and adapted from
the reference [168].
Several important features of the experimental nc-AFM images are noticeable.
Firstly, one could see that the appearance of the anhydride groups is significantly
less pronounced compared to the carbon rings of the molecule. Further, one could
notice that all the carbon rings of the molecule are considerably stretched, while the
outer rings are additionally distorted. All these features are present and correctly
reproduced by the DFT-AFM model, see Table 6.4. Both the PP and 2PP models
fitted to the DFT results are able to reproduce those features as well. However, it is
evident that the standard PP model is more “rough” in this respect: the outer carbon
rings are considerably less tilted compared to the case of the DFT-AFM and 2PP
models. Also, the PP model does not reproduce the “anhydride region” very well:
one could see the straight lines corresponding to the C-C bond, while in the case
of DFT-AFM and 2PP those features are quite rounded. Looking at the line profiles
one could understand the origin of better agreement of the 2PP model compared to
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the standard PP. The flexibility of the former model allows to better reproduce the
curvature of the profiles, which is essential for nc-AFM imaging. The line-profiles of
the standard PP model are more straight, which results in higher noise in the images
and less sharp bonds. The fitted LJ parameters obtained for the PTCDA molecule
can be further reused for the aromatic hydrocarbons and anhydrides of the organic
acids.
TABLE 6.4: PTCDA molecule. First row: comparison of the nc-AFM
images obtained with the PP, DFT and 2PP models. CO-sample dis-
tance is 3.5 Å. Second row: image representing the molecule, where
gray spheres correspond to carbon atoms, white spheres correspond
to hydrogen atoms and red spheres correspond to oxygen atoms. The
X-line profile is the z component of the force acting from the sample
on the tip at height 3.5 Å obtained as a function of the position on
the blue line. The Y-line profile is similar to the X-line profile but ob-
tained along the green line. The vertical yellow lines correspond to
the positions of atoms or bonds on the blue and green lines drawn on
the molecule.
PP fitted DFT-AFM 2PP fitted
Molecular model X-line profile Y-line profile
6.5 Case study: Pentacene
A pentacene molecule adsorbed on a Cu(111) surface was studied both experimen-
tally and theoretically in the work of Gross et al. [29] and theoretically in the work of
Guo et al. [131]. The experimental nc-AFM image of pentacene shows that the edges
of the molecule appear significantly brighter (see Figure 6.5).
This feature is a combination of two effects. One is purely geometrical: the pen-
tacene adsorbed on the Cu(111) is distorted in such a way that the edges are slightly
lifted up. Therefore, the bonds that are closer to the tip appear significantly brighter.
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FIGURE 6.5: Constant-height nc-AFM image of a pentacene molecule
adsorbed on a Cu(111) surface. The figure is taken and adapted from
the reference [29].
The second reason is that the tip, being placed at the edge of the molecule, experi-
ences a lower attraction force due to less interaction with the molecule (see Table 6.5).
This feature has been successfully reproduced by all the models used in this study.
TABLE 6.5: Pentacene molecule. First row: comparison of the nc-
AFM images obtained with the PP, DFT and 2PP models. CO-sample
distance is 3.6 Å. Second row: image representing the molecule,
where the gray spheres correspond to carbon atoms, white spheres
correspond to hydrogen atoms. The X-line profile is the z component
of the force acting from the sample on the tip at height 3.6 Å obtained
as a function of the position on the blue line. The Y-line profile is
similar to the X-line profile but obtained along the green line. The
vertical yellow lines correspond to the positions of atoms or bonds
on the blue and green lines drawn on the molecule.
PP fitted DFT-AFM 2PP fitted
Molecular model X-line profile Y-line profile
However, the nc-AFM image of a molecule simulated with the PP model appears
quite wider in the y-direction with respect to DFT-AFM, while the 2PP model agrees
pretty well in this respect. And again, one could see that the PP nc-AFM image is
quite “rough” compared to 2PP: the bright edges of the pentacene in the 2PP model
are significantly more rounded compared to the standard PP — very similar to the
DFT-AFM results and to the experiment. The line profiles obtained with the PP and
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2PP models follow the same trend: the PP profiles are also quite rough, while the
2PP profiles are more curved, however not as curved as the DFT-AFM line profiles.
We note here that for the pentacene molecule, the tip parameters were not opti-
mized as the values from the PTCDA were reused. Obviously, one could also op-
timize the tip parameters for this particular case, achieving better agreement with
respect to DFT-AFM, however this would make our approach not expendable in
studying a wider set of systems. The tip’s parameters (apart from the charges as
it was shown earlier) should be substrate independent. On the other hand, the LJ
parameters of atoms of the pentacene molecule were optimized, but they can be
reused further for a wide class of organic molecules such as aromatic hydrocarbons,
graphene nanoribbons, etc.
6.6 Case study: FFPB
An FFPB molecule adsorbed on a two-monolayer thick (100) NaCl film on Cu(111)
was studied both experimentally and theoretically in the work of Moll et al. [136].
The nc-AFM image of the molecule (see Figure 6.6) has several noticeable features:
the fluorinated (F-rings) and hydrogenated (H-rings) rings appear different in size,
as the hydrogenated ones are more extended. Moreover, the H-rings overall appear
darker compared to the F-rings. It is also noticeable that all the triple bonds possess a
bright protrusions which was observed both theoretically and experimentally [136].
FIGURE 6.6: Constant-height nc-AFM image of an FFPB molecule ad-
sorbed on a two-monolayer thick (100) NaCl film on Cu(111). The
figure is taken and adapted from the reference [136].
All the mentioned features are reproduced very well by the DFT-AFM as well
as by the 2PP model (see Table 6.6), however some tiny discrepancies remain: the
F-rings in the 2PP are more blurred compared to the DFT-AFM simulations and the
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bonds in DFT are more rounded compared to both PP models. The standard PP
model has two additional disagreements which are: the difference in appearance of
the H-rings and F-rings is not so noticeable as they have more or less the same size
and the difference in brightness is not so noticeable.
TABLE 6.6: FFPB molecule. First row: comparison of the nc-AFM
images obtained with the PP, DFT and 2PP models. CO-sample dis-
tance is 3.7 Å. Second row: image representing the molecule , where
the gray spheres correspond to carbon atoms, white spheres corre-
spond to hydrogen atoms and green spheres correspond to the fluo-
rine atoms. The X-line profile is the z component of the force acting
from the sample on the tip at height 3.7 Å obtained as a function of
the position on the blue line. The Y-line profile is similar to the X-line
profile but obtained along the green line. The vertical yellow lines
correspond to the positions of atoms or bonds on the blue and green
lines drawn on the molecule.
PP fitted DFT-AFM 2PP fitted
Molecular model X-line profile Y-line profile
The line profiles of the 2PP model are in very good agreement with the DFT-AFM
line profiles, while the standard PP model is still lacking flexibility and cannot adapt
very well to the DFT-AFM results. However, both models fail to correctly reproduce
the Y-profile at 8-9 and 11-12 Å. The LJ parameters obtained for the FFPB molecule
can be further reused for other fluorinated aromatic compounds and compounds
containing a triple carbon-carbon bond.
6.7 Case study: formic acid dimer
To the best of our knowledge, the experimental nc-AFM images of the formic acid
dimer (FAD) or its analogs were not published, therefore we focus our attention only
on the agreement of PP and 2PP with the DFT-AFM results. Interestingly, looking at
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the results of both empirical models one notices excellent agreement with respect to
DFT-AFM in terms of the nc-AFM images and line profiles (see Table 6.7).
TABLE 6.7: Formic acid dimer. First row: comparison of the nc-AFM
images obtained with the PP, DFT and 2PP models. CO-sample dis-
tance is 3.4 Å. Second row: image representing the molecule, where
the gray spheres correspond to carbon atoms, white spheres corre-
spond to hydrogen atoms and red spheres correspond to oxygen
atoms. The X-line profile is the z component of the force acting from
the sample on the tip at height 3.4 Å obtained as a function of the
position on the blue line. The Y-line profile is similar to the X-line
profile but obtained along the green line. The vertical yellow lines
correspond to the positions of atoms or bonds on the blue and green
lines drawn on the molecule.
PP fitted DFT-AFM 2PP fitted
Molecular model X-line profile Y-line profile
Such an excellent agreement is explained by two factors. The first factor (and
the most important one) is the very smooth line profile that is easily reproduced by
the PP and 2PP models. The second factor has to do with the tip parameters. The
PTCDA molecule used to make such a fit chemically corresponds pretty well to the
formic acid dimer. The LJ parameters obtained for the formic acid dimer can be
further reused for other organic acids.
6.8 Case study: phtalocyanine
We investigated the phtalocyanine molecule, an analog of naphtalocyanine. The lat-
ter adsorbed on a 2 monolayer thin insulating film of NaCl on a Cu(111) surface was
studied experimentally and theoretically in the work of Mohn et al. [31]. The exper-
imental nc-AFM image (see Figure 6.7) reveals that the inner part of the molecule is
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darker compared to the outer carbon rings. Unlike in STM, the asymmetry of the sys-
tem at the level of the nitrogen atoms (N-lobes and H-lobes) is not pronounced [31].
The DFT-AFM model, as well as both PP and 2PP, also predict the inner region to
FIGURE 6.7: Constant-height nc-AFM image of the naphtalocyanine
molecule adsorbed on a 2 monolayer thin insulating film of NaCl on
Cu(111). The figure is taken and adapted from the reference [31].
be less bright compared to the outer carbon rings. The C4N ring is smeared out in
the DFT-AFM and 2PP simulations, however in the standard PP model bonds are
visible: from this perspective, the 2PP model performs slightly better. In the current
example, both the PP and 2PP models are unable to reproduce the roundness of the
outer carbon ring, which is predicted by the DFT-AFM model and visible in the ex-
periment. The cross inside of the inner part of the molecule is reproduced quite well
by DFT-AFM, while PP and 2PP perform quite poorly here. Furthermore, the shape
of the inner part - which is quite round in both DFT-AFM and the experiment in the
PP and 2PP models - becomes rather quadratic.
The line profiles agree quite poorly with the DFT simulations. We again notice
here that the line profiles with quite a complex shape are still difficult to be repro-
duced by the PP and 2PP models. To improve the performance of the models for
such cases, we can see two possibilities. The first would be to replace the LJ poten-
tial responsible for Pauli repulsion and vdW attraction with some other potential
with an adjustable width. An example of such a potential can be the Morse potential
V(r) = De
(
1− e−a(r−re)
)2
, where r is the distance between the atoms, re is the equi-
librium distance, De is the depth of the potential and a controls the “width” of the
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potential. This would allow to obtain the potential energy surface of a more com-
plex shape and potentially solve the problem of the curvature of the line profiles.
The second possibility would be to explore the polarizable fore fields [169] to see if
they could also help in reproducing the curvature of the line profiles and provide
better nc-AFM images.
TABLE 6.8: Phtalocyanine molecule. First row: comparison of the nc-
AFM images obtained with the PP, DFT and 2PP models. CO-sample
distance is 3.7 Å. Second row: image representing the molecule,
where the gray spheres correspond to carbon atoms, white spheres
correspond to hydrogen atoms and blue spheres correspond to nitro-
gen atoms. The X-line profile isthe z component of the force acting
from the sample on the tip at height 3.7 Å obtained as a function of
the position on the blue line. The Y-line profile is similar to the X-line
profile but obtained along the green line. The vertical yellow lines
correspond to the positions of atoms or bonds on the blue and green
lines drawn on the molecule.
PP fitted DFT-AFM 2PP fitted
Molecular model X-line profile Y-line profile
6.9 Fitted Lennard-Jones parameters
Having discussed the agreement of PP and 2PP simulations vs DFT-AFM and exper-
imental results we now focus on the comparison of the fitted Lennard-Jones atomic
parameters. The parameters are all summarized in Table 6.9 at the end of this chap-
ter. For the reader’s convenience, parts of the molecules with highlighted atomic
types are also provided.
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It can be seen that in the case of 2PP model the fitting procecure performed pretty
well. The fitted rmin values for the same atomic types but different molecules re-
mained very close to each other. Contrary to this, the PP model provided quite
scattered rmin values. A clear example to support this is the Ccarb atom type, where
in the case of PP the difference between PTCDA and FAD is 18%, while for the 2PP
model it is ≈ 1%. The maximum deviation for the 2PP models is is less then 4%.
Interesingly, both models provide substantially different rmin values for oxygen
atoms in the case of PTCDA and FAD molecules. The difference is especially pro-
nunced for the case of Osp3 oxygen. We attribute this difference to the fact, that in the
case of FAD the Osp3 atom is connected to Ccarb and H, while in the case of PTCDA
the oxygen is surroundded by two Ccarb atoms. As the result the Osp3/PTCDA has
less electron density which results in the smaller rmin value.
While for the case of rmin values fitting 2PP model was significantly better then
the standard PP model – for the case of ε fitting both models performed quite poorly.
If we consider all atoms except hydrogen6 – the ε values varried significantly for both
models. However, the ratio between the smallest and the largest values was always
< 2. For the case of hydrogen atoms both models performed very bad as the ε values
vary by an order of magnitude.
Thefore, we can conclude that the nc-AFM is sensitive to the rmin parameters
and significantly less sensitive to the ε ones. This makes very difficult the task of
obtaining the ε parameters from nc-AFM experiment. However, this also reveals that
the results of the PP/2PP are not very sensitive to the quality of the ε parameters.
6.10 Methods
The geometries of all the molecules were optimized using the CP2K package [97, 96].
The PBE [54]-D3 [69] approximation to the DFT was used through the whole study.
The coordinates of the molecules were initially optimized and then kept fixed for
all the subsequent nc-AFM simulations. The Gaussian and augmented plane-waves
method [170, 171] was used to solve the electronic equation [98]. DZVP basis sets
were employed for copper atoms and DZVP basis sets [156] for all the others. For
6We do not consider oxygen atoms here, as, acccording to the discussion above, their chemical
environment is well different.
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the geometry optimizations the cutoff was set to 400 Ry, while for the subsequent
force calculations with fixed geometry the cutoff was increased to 800 Ry. The core-
electrons were represented with Goedecker-Teter-Hutter pseudopotentials [157].
Since the geometries provided for DFT-AFM and for the PP models were exactly
the same, it was possible to directly compare the vertical forces obtained with both
approaches. The following sum of the square differences was applied as a figure-
of-merit: σ2 = ∑
grid
i (F
i
z(DFT)− Fiz(PP))2, where Fiz(DFT) is the total vertical force
acting on the tip computed within the DFT-AFM model and Fiz(PP) is the one com-
puted within the PP models.
The Nelder-Mead method [172, 173] implemented within the Scipy package [174,
175]7 was used to minimize the σ2. The simulated nc-AFM images were plotted em-
ploying the Matplotlib package [178]. The LJ parameters from the OPLS-AA force-
field [165, 166] were used as the starting values for the optimization procedure.
FIGURE 6.8: Definition of the tip-substrate height used in the current
study.
For both the PP and 2PP models, the tip parameters were optimized using the
PTCDA molecule with OPLS-AA [165, 166] as the sample. After that the parameters
of the PP and 2PP models were kept fixed, but the LJ parameters of all the molecules
were refitted. The set of the molecules was selected in such a way that the results
could be compared to already published experimental results: pentacene [29], formic
acid dimer, phthalocyanine [31], FFPB [136] and PTCDA [167, 168].
Each molecule in this work was investigated by DFT-AFM, where the tip was
composed of a Cu dimer with the CO molecule attached to it Figure 6.8. The scan-
ning grid covered the asymmetric part of molecules with a density of one grid point
7“. . . open source scientific tools for Python [176, 177]”
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per 0.2 Å in the lateral directions and one grid point per 0.1 Å in the vertical direc-
tion. The tip was approached from 7.0 Å to 6.2 Å (for the tip height definition see
Figure 6.8) above the surface.
6.11 Conclusion and outlook
In this work, we fitted the PP and 2PP models to the vertical forces of DFT-AFM sim-
ulations of a PTCDA molecule. Comparing the results of both classical models, we
noticed that introducing the second ProbeParticle allows to improve the quantita-
tive and qualitative agreement with respect to the DFT-AFM results. The 2PP model
works better for several reasons. Firstly, two ProbeParticles provide more flexibil-
ity and, therefore, allow to reproduce more complex DFT-line profiles. Secondly,
the dipole moment of the CO molecule is quite well reproduced by the 2 particles,
which provides additional enhancement of the simulated results reproducing better
electrostatic interactions with the sample molecule. However, looking at the results
of the nc-AFM simulations of the phtalocyanine molecule (see section 6.8), we notice
that the 2PP model still has room for improvement. We anticipate that the remain-
ing discrepancies between DFT-AFM and 2PP can be resolved by introducing either
a more tunable potential such as the Morse potential, or introducing a polarizable
force field to correct for the dynamic electron-density response of the CO molecule
to the sample.
In this study we did not explore the influence of the substrate on the adsorbed
molecule. The presence of the former can deform the shape of the molecule or can
modify its atomic vdW parameters. The first case is already covered by the current
approach. It only requires an additional calculation to perform the geometry opti-
mization of the molecule on the substrate. The presence of the substrate (at least in
the simplest symmetric cases of adsorption on flat close-packed surface) will only
add a background force that can be barely detected in nc-AFM measurements. The
latter case (chemisorption), in contrast, seems to be quite complex and requires ad-
ditional investigations. In this case, the LJ parameters of the molecule would need to
be adapted for a particular substrate, making our approach unfeasible. Investigation
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of this topic would be an interesting task, however it goes beyond the scope of the
current study.
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TABLE 6.9: Fitted Lennard-Jones parameters obtained for PTCDA,
pentacene, FAD, FFPB and phtalocyanine molecules. For simplicity,
the fragments of the molecules are provided highlighting different
atomic types. Every cell contains rmin (Å, first number) and ε (eV,
second number) values for both, PP and 2PP models.
Atomic
type PTCDA Pentacene FAD FFPB
Phtalocya-
nine
Csp2C
PP: 1.95;
3.31× 10−3
2PP: 1.96;
2.96× 10−3
PP: 1.81;
6.15× 10−3
2PP: 1.89;
4.90× 10−3
PP: 1.87;
4.05× 10−3
2PP: 1.92;
1.61× 10−3
Csp2H
PP: 2.11;
1.75× 10−3
2PP: 1.99;
3.62× 10−3
PP: 2.13;
1.06× 10−3
2PP: 2.03;
3.14× 10−3
PP: 1.99;
2.04× 10−3
2PP: 1.95;
5.69× 10−3
PP: 2.08;
1.26× 10−3
2PP: 1.99;
4.57× 10−3
Ccarb
PP: 1.92;
1.36× 10−3
2PP: 2.00;
1.96× 10−3
PP: 2.14;
2.15× 10−4
2PP: 1.98;
1.20× 10−3
Csp2F
PP: 1.96;
3.66× 10−3
2PP: 1.90;
6.03× 10−3
Csp
PP: 1.93;
4.05× 10−3
2PP: 2.08;
1.48× 10−3
Osp3
PP: 1.72;
1.38× 10−2
2PP: 1.66;
4.25× 10−3
PP: 1.98;
2.47× 10−3
2PP: 1.82;
6.26× 10−3
Osp2
PP: 1.76;
1.18× 10−2
2PP: 1.65;
1.19× 10−2
PP: 1.92;
3.80× 10−3
2PP: 1.77;
9.18× 10−3
N
PP: 1.91;
4.24× 10−3
2PP: 1.79;
7.12× 10−3
F
PP: 1.54;
8.08× 10−3
2PP: 1.44;
5.80× 10−3
HC
PP: 1.33;
4.57× 10−3
2PP: 1.35;
1.30× 10−3
PP: 1.43;
8.89× 10−3
2PP: 1.39;
1.00× 10−3
PP: 1.49;
1.52× 10−2
2PP: 1.35;
8.62× 10−3
PP: 1.53;
5.34× 10−3
2PP: 1.35;
5.04× 10−4
PP: 1.51;
6.33× 10−3
2PP: 1.35;
2.21× 10−3
HO
PP: 1.30;
9.77× 10−3
2PP: 1.36;
3.71× 10−4
HN
PP: 1.37;
6.67× 10−4
2PP: 1.38;
1.00× 10−6
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Chapter 7
AiiDA
A s it was discussed in the introductory section 1.6, AiiDA (AutomatedInteractive Infrastructure and Database for Computational Science)
is a tool that allows to automate, manage and disseminate calculation data and
workflows. By its design, AiiDA reflects the views on how modern computational
science should be planned, organized and realized in practice. In this chapter we
will describe in greater detail the concepts behind the AiiDA package based on the
manuscript by Pizzi and coworkers [45]. We will start with an overview of the Au-
tomation, Data, Environment, Sharing (ADES) model that incorporates the concep-
tual design of AiiDA.
Further in the text we will shift our focus we will focus to the application of
AiiDA to modern day computational science. One of the important features of Ai-
iDA is providing a general interface to (in principle) any computational software.
However, to link AiiDA to the specific code an AiiDA-plugin should be provided.
As in our computational unit of nanotech@surface laboratory at Empa a significant
amount of calculations is done using the CP2K package [97, 96], we developed a
freely available AiiDA-plugin [179] for CP2K.
We developed an AiiDA-workflow to efficiently tackle the daily operations of
computing the electronic properties of 1D materials. The workflow allowed to fully
automate the routine operations and to minimize the work of a scientist in preparing
the initial geometries of a material.
Another advantage of AiiDA is “coupling to the data”, which essentially means
that before any data will be used by AiiDA they (and the causal links between them)
124 Chapter 7. AiiDA
will be stored in a database. The practical advantage of such a design is that the user
has access not only to the results of the calculations but also to the inputs used to
generate them. An example of such a history graph is presented below.
7.1 ADES model
The ADES model incorporates the fundamental ideas behind the AiiDA package. It
is based on the four pillars sketched in Figure 7.1 and discussed further.
FIGURE 7.1: The ADES model, a fundamental concept of the AiiDA
project divided in four main pillars: Automation, Data, Environment
and Sharing. The figure is taken from [45].
The first pillar is automation. The standard procedure to compute materials
properties relies on access to supercomputing facilities. From the design of the calcu-
lation to the archiving of the result, a number of collateral operations are needed that
can be defined as remote management: data have to be copied to the remote machine,
the calculations have to be submitted, the status of a calculation has to be checked
and the results have to be retrieved. Remote management is based on low-level
operations that are basically independent from the specific simulation software and
that should be automatized. To remote management belongs also coupling to data, i.e.
no operations can be performed on data that are not yet stored in the database and
the high-throughput, i.e. the ability to administrate the execution of a large number
of similar calculations with automatic handling of errors.
The second pillar is data. While managing the data produced by a calculation,
one first decides whether they are important and have to be stored or they can be
dismissed. This decisional step depends on the specific application and code, thus
7.2. AiiDA – a Python implementation of the ADES model 125
a code-dependent policy has to be defined. Provenance of the data must be kept
in order to provide a path to the original settings which were used to generate the
output data. To grant a high efficiency of querying, databases should be employed
for the storage and organization of the information.
The third pillar is environment. A natural environment that complies with the
other requirements mentioned before has to be provided to a computational scien-
tist. This environment should include a high-level workspace that hides the details of
data management. It should support scientific workflows that embed scientific knowl-
edge on the correct procedures to simulate specific properties of materials. It should
also allow automation of data analysis based on the standardization of data types.
The final fourth pillar is sharing. Easy sharing of the data enables and promotes
interactions among scientists. This can be achieved through the creation of a social
ecosystem that ensures the privacy of data or allows to share them only when it is
needed. Sharing requires standardization of the formats and repository pipelines to
sustain automatic data exchange among different repositories.
7.2 AiiDA – a Python implementation of the ADES model
At this point it is useful to discuss the details on how AiiDA implements the ADES
model. There are three main types of objects within AiiDA: Calculations which
provides a general interface to the diverse compute codes; Data which implements
particular data storage schemes; and Computers that grant standardized access to
different computing facilities. A unified protocol to access codes, computers and
data is key to automation in submitting calculations, monitoring tasks and retrieving
computed results.
The AiiDA daemon is a process that follows the run cycle of every task. If a new
task is created, the daemon sends inputs to a remote server and submits the calcu-
lation to its queuing system. When a calculation is completed, the daemon retrieves
the results back to the local machine and parses the computed quantities. From the
moment of submission everything happens automatically, no user intervention is
required.
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Remote management is achieved though plugins which are able to convert generic
job attributes (such as maximum execution time, number of CPUs, etc . . . ) in the
submission script specific to the remote scheduler.
The data within AiiDA are organized in a directed acyclic graph1. Two data ob-
jects can not be directly connected in the graph, a modification is required to trans-
form the “input data” into the “derived data”. Physically the graph is stored in a
database, which has a complex structure. Only the basic tables2 are shown here in
order to provide the reader with an idea on how object storage is achieved within
the AiiDA framework. For more detailed information, the reader is referred to the
original manuscript [45] or to the documents section on the AiiDA web-page [45].
First of all, every node (a node is a unit of information stored in the AiiDA graph)
has to have a reference number – a unique identifier within the database. Also, be-
ing in the graph – each node may have links to input and output nodes, so the links
should be stored as well. Different types of objects may have an arbitrary number of
attributes, therefore a way for expandable storage of those parameters is required.
To achieve all those requirements, the database includes the three tables that are
shown in Figure 7.2
FIGURE 7.2: A schematic representation of the most relevant AiiDA
databases. DbNode is a database used to store nodes. DbLink stores
the direct connections between nodes. DbAttribute stores nodes at-
tributes (one entry per attribute).
The main table is called DbNode. It contains basic information about a particular
node: the primary key (pk, a unique identifier of a node), the node type, the creation
date, the owner and so on. The links between nodes are stored in the DbLink table,
where each link is represented by the pk of an input node, the pk of an output node
1The links between nodes always have a direction. Loops are not allowed, otherwise it would break
the causal relationships between the nodes.
2AiiDA has 33 tables defined to manage different attributes, but for simplicity here we refer only to
the most important ones.
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and a text entry to distinguish the inputs to the same node. An arbitrary number of
parameters for every node can be stored having a separate entry for every parameter
in the DbAttribute table, which has three columns: node pk, parameter key and
parameter value. The value of each parameter can be of any type: number, string,
matrix, a set of coordinates and so on.
Once a node has been stored, its attributes can not be modified anymore. In
addition to entries in the database, AiiDA also allows to store data directly in the
file system as needed in the case of large files, such as the charge density of a system
defined on a 3D grid, or molecular dynamics trajectories. In that case, the database
only contains a reference to the file.
There are three main access points for a user to interact with AiiDA: the com-
mand line utility called verdi, Python scripts and Python shell. The command line
verdi is typically used to perform common operations like starting/stopping the
daemon, checking the status of calculations, installing/configuring computers and
codes. Python scripts and Python shells provide full access to the AiiDA Python
application programming interface.
The set of calculations needed to compute a specific material property or several
properties is grouped together in a so-called workflow that can be shared among
scientists for validation, simple usage and further improvement or development.
Queries to the database to retrieve data can be done in AiiDA via a Python class
called QueryTool. This class hides the complexity of the database-specific language
and provides a user-friendly interface to search/show/analyze stored data.
Standardization of formats simplifies sharing of the results through a combina-
tion of databases into one public repository. To rationalize the sharing procedure, Ai-
iDA possesses import/export functionality within the database. To ensure unique-
ness, every node holds a Universally Unique IDentifier (UUID) assigned to it. There-
fore, if a part of one database was merged into another database, all pk numbers of
the first would be automatically updated to be coherent with a new database, while
the UUID of each node would be used as a unique node identification. To imple-
ment concretely the sharing capabilities of the AiiDA framework, a platform called
Materials Cloud [180] has been developed and recently released providing access to
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the database of materials properties, workflows, and plugins.
7.3 AiiDA in the nanotech@surfaces laboratory
Most of the DFT simulations performed in the nanotech@surfaces laboratory to com-
pute the gas phase properties of one-dimensional carbon-based nanostructures, or
the geometrical and electronic properties of molecules adsorbed on metallic sub-
strates, rely on the CP2K [97, 96] and QUANTUM ESPRESSO [89] compute codes.
Highly optimized simulation protocols have been developed in recent years within
the lab to efficiently simulate microscopy and spectroscopy properties for a direct
comparison with experiments. Band structure calculations, STM images, adsorp-
tion geometries and energies are routine calculations, so they can profit consider-
ably from automation protocols based on the AiiDA framework so far discussed.
This is why we developed a plugin to interface AiiDA with the most common tasks
of the laboratory and a workflow that, starting from the geometry of 1D nanoma-
terial, computes and archives the most relevant electronic and geometry properties
that should be promptly accessible to experimentalists to support them in the design
of novel nanostructures. The idea is to provide a web-based platform that should be
directly accessible by experimentalists. The work initiated by me was then contin-
ued by Ole Schütt and more recently Edward Ditler, culminating in the first release
of a web-based AiiDA interface specifically designed for the needs of the laboratory.
The work was possible thanks to collaboration with AiiDA developers within the
Swiss National Competence Center MARVEL [181].
7.4 CP2K plugin for AiiDA
The CP2K-AiiDA plugin [179] has a simple but general design that allows an in-
terface for a variety of CP2K based calculations. We describe in the following how
the input and output plugins work by providing an example of the AiiDA script for
performing wavefunction optimization with CP2K.
The script starts with the inclusion of necessary modules (lines 1-9). A molecular
builder from the ASE package [182] is loaded (line 3) to allow the creation of input
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geometries. Then, all the necessary AiiDA classes are loaded (lines 7-9): Strucutre-
Data to create a structure for the calculations, ParameterData for the computation
parameters and SinglefileData to attach additional input files.
1 from __future__ import p r i n t _ f u n c t i o n
2 import sys
3 import ase . bui ld
4
5 # Import a function to t e s t the code setup as well as b a s i c AiiDA c l a s s e s
6 from a i i d a . common . example_helpers import test_and_get_code
7 from a i i d a . orm . data . s t r u c t u r e import StructureData
8 from a i i d a . orm . data . parameter import ParameterData
9 from a i i d a . orm . data . s i n g l e f i l e import S i n g l e f i l e D a t a
After this, the information that is required to run the code is obtained (line 16)
and a calculation object is created (line 21).
10 # Check whether the code i s a v a i l a b l e
11 i f len ( sys . argv ) != 2 :
12 p r i n t ( " Usage : t e s t _ d f t . py <code_name >" )
13 sys . e x i t ( 1 )
14
15 codename = sys . argv [ 1 ]
16 code = test_and_get_code ( codename , expected_code_type= ’ cp2k ’ )
17
18 p r i n t ( " Test ing CP2K ENERGY on H2O (DFT ) . . . " )
19
20 # Creat ing a c a l c u l a t i o n o b j e c t
21 c a l c = code . new_calc ( )
Further, a test system containing a single water molecule is built by means of the
ASE molecular builder (lines 23-24). The ASE molecule object further is transformed
into an AiiDA StcutureData object (line 25).
22 # Building a s t r u c t u r e ( conta ins one water molecule only )
23 atoms = ase . bui ld . molecule ( ’H2O ’ )
24 atoms . c e n t e r ( vacuum = 2 . 0 )
25 s t r u c t u r e = StructureData ( ase=atoms )
The next step is the choice of parameters for the calculation such as the basis sets,
and the pseudopotentials that are provided as a Python dictionary and transformed
into a ParameterData object (lines 26-61).
26 # S e t t i n g up c a l c u l a t i o n parameters
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27 parameters = ParameterData ( d i c t = {
28 ’FORCE_EVAL ’ : {
29 ’METHOD’ : ’ Quicks t ep ’ ,
30 ’DFT ’ : {
31 ’BASIS_SET_FILE_NAME ’ : ’BASIS_MOLOPT’ ,
32 ’QS ’ : {
33 ’EPS_DEFAULT ’ : 1 . 0 e−12,
34 ’WF_INTERPOLATION ’ : ’ ps ’ ,
35 ’EXTRAPOLATION_ORDER’ : 3 ,
36 } ,
37 ’MGRID ’ : {
38 ’NGRIDS ’ : 4 ,
39 ’CUTOFF ’ : 280 ,
40 ’REL_CUTOFF ’ : 30 ,
41 } ,
42 ’XC ’ : {
43 ’XC_FUNCTIONAL ’ : {
44 ’ _ ’ : ’LDA’ ,
45 } ,
46 } ,
47 ’POISSON ’ : {
48 ’PERIODIC ’ : ’ none ’ ,
49 ’PSOLVER ’ : ’MT’ ,
50 } ,
51 } ,
52 ’SUBSYS ’ : {
53 ’KIND ’ : [
54 { ’ _ ’ : ’O’ , ’ BASIS_SET ’ : ’DZVP−MOLOPT−SR−GTH’ ,
55 ’POTENTIAL ’ : ’GTH−LDA−q6 ’ } ,
56 { ’ _ ’ : ’H’ , ’ BASIS_SET ’ : ’DZVP−MOLOPT−SR−GTH’ ,
57 ’POTENTIAL ’ : ’GTH−LDA−q1 ’ } ,
58 ] ,
59 } ,
60 }
61 } )
Once all the inputs are created, they are linked to the calculation object (line 63 –
the input structure and line 66 – the input parameters). The input plugin is also able
to carry on additional input files that may be required for the calculations (such as
pseudopotentials, force field parameters, etc..) employing a SinglefileData object,
however for this particular case this feature was not utilized.
62 # Linking the s t r u c t u r e to the c a l c u l a t i o n o b j e c t
63 c a l c . u s e _ s t r u c t u r e ( s t r u c t u r e )
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64
65 # Linking the parameters to the c a l c u l a t i o n o b j e c t
66 c a l c . use_parameters ( parameters )
67
68 # Spec i fy ing the necessary computational resources
69 c a l c . set_max_wallclock_seconds ( 3∗6 0 ) # 3 min
70 c a l c . s e t _ r e s o u r c e s ( { " num_machines " : 1 } )
After all the necessary objects are linked to the code and all the necessary com-
putational resources are specified (lines 69-70), all the data are stored in the database
(line 72) and the calculation is submitted (line 73).
71 # Stor ing a l l the nodes in the AiiDA database and submitt ing the c a l c u l a t i o n
72 c a l c . s t o r e _ a l l ( )
73 c a l c . submit ( )
Once the calculation is completed, the AiiDA daemon downloads the main out-
put file and the trajectory (if available) only. Further, the output part of the CP2K
plugin parses the final energy of the system and the coordinates produced at the
very last step of geometry optimization or of a molecular dynamics simulation. In
the case that specific calculations would require additional files to be retrieved and
then parsed, it is possible to specify them with a few additional code lines:
s e t t i n g s _ d i c t += { ’ a d d i t i o n a l _ r e t r i e v e _ l i s t ’ : [ " y o u r _ f i l e _ p a t t e r n " ] }
s e t t i n g s = ParameterData ( d i c t = s e t t i n g s _ d i c t )
c a l c . u s e _ s e t t i n g s ( s e t t i n g s )
Links to the retrieved files are stored in the database, for later access.
The structure defined above can be easily generalized and used for different kins
of calculations. The CP2K-AiiDA plugin is currently being further developed by Ole
Shütt and Edward Ditler.
7.5 Workflow to study the electronic properties of 1D mate-
rials
In this last section, we provide an example on how to use the developed workflow
to compute the gas phase properties of graphene based nanoribbons. Starting from
a geometry file describing the periodic unit of a nanoribbon, the first step is to opti-
mize the unit cell and the geometry of the ribbon with a coarse mesh of k-points for
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the sampling of the Brillouin zone. After the calculation is converged, the output ge-
ometry and cell is used for further optimization done with a more accurate sampling
in k space. The number of k-points used in each calculation is automatically decided
as a function of the cell size starting from the predefined value obtained from con-
vergence tests that were performed before the creation of the workflow. After a con-
verged cell and geometry has been obtained for the ribbon, the Hartree potential is
determined and band structures are computed and aligned to the vacuum level. Fi-
nally, spectroscopic properties such as scanning tunneling spectroscopy plots, plots
of absolute magnetization and plots of KS orbitals are produced and archived.
An example of results obtained from the workflow is shown in Figure 7.3. A
nanoribbon structure with (pk=181) is used as input for cell optimization. The cal-
culation uses additional input objects: parameters (pk=179), set of k-points (pk=180)
and the pw.x code3 (pk=1). The optimized structure (pk=248) is used again for bet-
ter convergence. After cell optimization is completed, the final structure (pk=333)
is further transfered to the geometry optimization performed with a more accurate
grid of k-points (pk=346). When the geometry is converged, it is used to compute
the wavefunctions (pk=470) with a even denser grid of k-points (pk=468). Finally,
the band structure is calculated (pk=881). Having such an automated workflow al-
lows to perform high-throughput calculations to study the electronic properties of a
large number of nanoribbons. The results of the scan can be later queried, as shown
in Figure 7.4.
7.6 Conclusion
The current level of technologies and the amount of scientific data have already pro-
duced calls for an efficient infrastructure to store, share, manage the results and
automatize the routine procedures of modern computational science. An attempt
to provide such an infrastructure comes with the so-called AiiDA project which is
at the core of the NCCR MARVEL initiative. AiiDA provides a general interface
for scientific calculations, allowing to prepare them, automatically launch them on
3This program is part of the QUANTUM ESPRESSO package
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a supercomputer, retrieve the results and store the results in a database that can be
further efficiently queried.
To explore the usefulness of AiiDA, we employed it to automate several routine
tasks in the computational unit of the nanotech@surface laboratory at Empa. The
work started with writing an AiiDA plugin for the CP2K – a quantum chemistry
and solid state physics software package that is widely employed in the daily work
of the laboratory. As a result, we could achieve almost full automation of such tasks
as cell optimization, geometry optimization, molecular dynamics simulations. The
automation comes from the fact that working with different materials requires no or
very little changes of the AiiDA scripts that manage such jobs.
Further, we explored the automation of calculation chains (or workflows) that
is provided by AiiDA. An automated workflow was created that carries a structure
through several optimization cycles with gradually increased accuracy and finally
computes the electronic and spectroscopic properties of the material. Thanks to the
Python-based user-interface, the results of such calculations can be further efficiently
analyzed.
In my view, future students working on projects similar to the one that I have
faced during my PhD will profit from my work of implementation of workflow and
plugins. The automation of the tasks of computation and organization of the results
will allow them to reduce the time dedicated to technical tasks and to focus even
more than usual on the scientific insight and critical analysis of the results.
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FIGURE 7.3: An example of an AiiDA graph obtained after all the
steps of the workflow have been executed.
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FIGURE 7.4: Two examples of the quarries on the AiiDA database.
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Conclusion and outlook
Computational science has gained an importance in offering insight into the micro-
scopic mechanisms underlying observed physical and chemical phenomena. Based
on state-of-the-art modeling techniques this work aimed to understand the behav-
ior of adsorbed molecular layers at the surface of metallic and intermetallic systems.
This research was done in close contact with experimental groups and was focused
both on methodological aspects of computer simulation and on realistic applications
to specific cases.
The first results concern chiral intermetallic compounds, promising materials for
the field of enantioselective heterogeneous catalysis. Due to the intrinsic chirality,
their surface can have a preference for a particular enantiomer of a chiral molecule.
An example of such striking enantioselectivity with respect to the adsorption of
9-ethynylphenanthrene by the (111) surface of the PdGa chiral intermetallic com-
pound has been demonstrated in recent experiments. Nevertheless, the theoretical
explanation of this phenomenon has turned into a challenging task for modern mod-
eling techniques. As it was shown in this work, the ability of chiral recognition of the
material is a direct consequence of its chiral bulk structure. Since the surface layer
of atoms is not chiral, to pin down the origin of selectivity we had to accurately esti-
mate the dispersive interactions with the underlying layers. The failure of simplified
DFT schemes based on atom-centered contributions was attributed to neglecting of
the screening of vdW interactions within the bulk. The “surf” method, which cor-
rects for that error, incorporates a screening effect through rescaling the parameters
of the vdW potential. It would be important to test the approach for other interest-
ing materials for the validation of the method and facilitating new discoveries in the
field of enantioselective heterogeneous catalysis.
Interestingly, the (1¯1¯1¯) surface of PdGa, located on the opposite side with respect
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to (111), has a different structure, which induces a divergent mechanism of enantios-
elective recognition: the 9-ethynylphenanthrene molecules form trimers composed
of units in the same enantiomeric form. Several ideas have been proposed in this
work in order to explain the origin of trimer stabilization. Among them, only the hy-
pothesis of the Ga adatom located in the center and keeping the monomers together
turned out to be a feasible explanation, but this guess could only be accepted if
the 9-ethynylphenanthrene was initially dehydrogenated. The hydrogenation state
remains unclear so far, yet the formation of the molecular dimers on the surface
suggests that, at an elevated temperature, 9-ethynylphenanthrene indeed loses the
hydrogen of the ethynyl group.
Furthermore, the formation of domains by hexabenzocoronene on a Pt(111) sur-
face was studied in this work. Experimentally it was observed that the molecule has
two preferential adsorption configurations on the surface. This was investigated by
means of DFT calculations and it was indeed found that hexabenzocoronene adsorbs
in two possible symmetry-equivalent configurations. Experiments at high coverage
revealed the repulsive nature of the intermolecular interactions, as the molecules
tend to remain at far distances from each other. DFT simulations confirmed such
a behavior in the form of an increase in the total energy of structures with closed-
packed geometry. With the help of the charge density difference technique, it was
demonstrated that the key phenomena that allows to explain such an observation is
the electron transfer from the molecule to the topmost layer of the Pt. The overlap
of the transfered charge-density causes Pauli repulsion, explaining the instability of
the close-packed domains.
The next part of the thesis was devoted to the improvement of classical methods
for nc-AFM simulations called ProbeParticle. The model allows to obtain reason-
able nc-AFM images of adsorbed molecules in negligible time, although with sev-
eral drawbacks. In the course of this work the model was ameliorated. A fitting
procedure based on DFT calculations was developed and a general force field for
the nc-AFM simulations was created. Usage of such a force field allowed to obtain
simulated nc-AFM images in very good agreement with the ones produced by DFT
and thus to the experimental results as well. However, as it was discussed in this
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work, the model still has room for improvement. The created force field needs to
be extended to include more commonly used chemical groups. The remaining dis-
crepancies between the results of the ProbeParticle model and density functional
calculations should be addressed either by introducing a more flexible potential or
by introducing dynamic polarizability. The applicability of the developed approach
should be tested for a larger variety of samples including the ones with the substrate.
And finally, the possibility to apply our approach for the chemisorbed systems has
to be investigated.
In the last part of the work, a new paradigm for a modern computational science
is discussed. The large amount of data generated until today calls for conceptually
new schemes of systematizing, sharing and validating the data. The unprecedented
computational and storage resources available nowadays can be used to leverage
the technologies such as big data analysis and machine learning for facilitating new
discoveries. Unfortunately, the scientific data nowadays are quite scattered, there-
fore there is a need for systematization and providing a general way to access them.
The last part of the thesis focuses on the AiiDA project, which by its design reflects
the latest views on how modern computational science should be faced. It allows to
automate routine operations, store the data in an efficient and systematic way, pro-
viding a possibility for easy sharing and machine learning. AiiDA is a very new, but
quickly developing project, which is now at the core of the recently launched Ma-
terialsCloud platform. The platform will allow to accelerate the discoveries of the
new materials simplifying the storage and sharing of the research results and scien-
tific know-hows in the form of workflows. Currently both AiiDA and the Materi-
alsCloud platform are open for research. They are evolving in a way that responds
to the needs of the community adapting themselves to different use cases.
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