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Incoherent Thomson scattering is a non-intrusive technique commonly used for measuring
local plasma density. Within low-density, low-temperature plasma’s and for sufficient laser
intensity, the laser may perturb the local electron density via the ponderomotive force, causing
the diagnostic to become intrusive and leading to erroneous results. A theoretical model for
this effect is validated numerically via kinetic simulations of a quasi-neutral plasma using the
Particle-in-Cell technique.
I. INTRODUCTION
Thomson scattering is the elastic scattering of electro-
magnetic radiation by a free charged particle1,2. Within
a plasma, scattering of light is dominated by interaction
with electrons due to their comparatively lighter mass
than ions. The scattering differential cross-section of
light with a single electron is dependent on the angle
φ between the polarization axis of the incident radiation
and the direction of the scattered light element
∂σ
∂Ω
=
e4
16pi2ε20m
2c4
sin2 φ =
3
8pi
σT sin
2 φ (1)
Where σT = e
4/6piε20m
2c4 = 6.65 × 10−29 m2 is the
Thomson cross-section, which does not depend on the
wavelength of the incident light.
When the dimensions of the scattering volume are
small in comparison to the plasma Debye length λD =
(ε0Te/nee
2)1/2 then thermal fluctuations dominate over
coherent charge interactions and Thomson scattering can
be considered as incoherent. Here Te and ne are the
electron temperature and density respectively. Specifi-
cally, incoherence occurs when the the parameter α =
λ
2piλD sin(θ/2)
 1 where λ is the light wavelength and θ
is the angle between the observation direction and the
incident light. This condition is generally satisfied for
optical lasers in low pressure plasmas.
The signal can be related to the number of electrons in
the focal volume ∆V and the total light flux portending
the solid angle ∆Ω by
Φs = ILne∆V
∫
∆Ω
∂σ
∂Ω
dΩ (2)
Where IL is the laser beam intensity.
The most important implication here is that for a fixed
laser observation angle and detection system we have
Φs ∝ ne, allowing us to measure density from a cali-
brated photo-detector signal.
A typical setup for a laser Thomson scattering (LTS)
system is shown in Figure 1. Measuring the given light
flux at a chosen angle θ allows for measurement of the
local electron density ne within the volume ∆V . Broad-
ening of the laser wavelength due to Doppler shift can
also provide information on electron temperature, how-
ever here we will be concerned only with plasma density.
FIG. 1: Typical laser Thomson scattering setup.3
Laser Thomson scattering is routinely applied for mea-
suring plasma density in a variety of equilibrium and
non-equilibrium plasmas, including weakly ionized glow
discharges and low-pressure discharges used in micro-
electronic technologies4–8, to medium and high-pressure
plasmas9,10, as well as within fusion plasmas11–13.
Due to the small size of the Thomson scattering cross
section LTS becomes challenging in plasma densities
ne < 10
11 1/cm3. With a low number of electrons within
the focal region sample volume, the scattering signal be-
comes weak in comparison to other sources of radiation
within the plasma such as Rayleigh scattering and exci-
tation or recombination. These issues are generally over-
come by performing time averaged statistics4,5,8, with
collection times ranging from minutes to hours. Time
averaging, however, makes it impossible to study tran-
sient phenomena within the plasma.
An alternative approach is to increase the intensity of
the laser IL such that the signal of the scattered radia-
tion is correspondingly boosted, allowing fewer shots to
be taken for the same statistical accuracy. Recently, how-
ever, it was proposed theoretically3 that for a low-density
plasma and sufficient laser intensity Imax > 10
16 W/m2,
LTS can transition to an intrusive diagnostic, due to the
effects of the ponderomotive force. The intensity of the
laser beam IL(r, t) is non-uniform, resulting in a pon-
deromotive force acting on charged particles given by3,14
Fp(r, t) = −1
2
q2s
msω2ε0c
∇IL(r, t) (3)
Where qs and ms are the charge and mass respectively
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2of plasma species s and ω = 2pic/λ is the angular fre-
quency of the laser radiation. Laser intensity profiles are
generally Gaussian,
IL(r, t) = I0(t) exp (−r2/r2L) (4)
Where rL is the characteristic length scale of the laser
intensity profile and I0(t) is a time varying maximum
laser intensity, for a Gaussian pulse given by I0(t) =
Imax exp (−(t− tm)2/2t2s). In the discussion below we
will also consider a Cartesian planar intensity profile,
rather than cylindrical. In these instances we will let
r → x for clarity.
Electrons are displaced from regions of strong laser in-
tensity gradients by a ponderomotive “potential”,
|Up| ≈ |F(rL, tm)|rL = e
2Imax
e¯meω2ε0c
(5)
Where e¯ is the natural number. Countering this po-
tential is the electron pressure and ambipolar field due
to charge separation of the mobile electrons from the less
mobile ions.
The characteristic removal time of electrons τr can be
estimated as,
τr ≈
√
2rLms
|Fp| (6)
For systems of interest, typically τr < 1 ns, which is
shorter than the laser pulse time of order ts ≈ 10 ns, and
Up ∼ Te ∼ 1 eV , therefore a dip in electron density is
expected to occur at the laser center. Since τr  ts, the
system can be analyzed via an equilibrium force balance.
Furthermore, at low pressures (P < 1 Torr), the mean-
free path of the electrons is on the order of the radius
of the laser beam in the interaction region within the
plasma. Therefore the effects of Joule heating and laser-
induced avalanche ionization can be ignored. Within the
limits of these assumptions, Reference3 performed a lin-
earized analysis for a one-dimensional system, formulat-
ing an estimate for the perturbation in electron density
δne within the region of interaction between the laser
beam and the plasma.
|δne|
n0
≈ e
2I0
e¯mω2ε0cTe(1 + βr2L/λ
2
D)
(7)
Where β = 1/2 for cylindrical geometry and β = 1
for planar geometry (rL → xL). Therefore within the
focal region of a sufficiently intense laser the local plasma
density will be reduced, resulting in a weaker signal and
therefore lower measured density.
In this paper, the above effect is explored via plasma
simulations, demonstrating the qualitative validity of this
theory.
II. METHODOLOGY
The plasma was simulated via the Particle-in-Cell
(PIC) technique, a kinetic and self consistent approach
which avoids the introduction of ad-hoc macroscopic
transport models often relied on by fluid approaches.
Simulations were conducted using a Princeton Plasma
Physics Laboratory (PPPL) modified version of the
Large-Scale Plasma code (LSP)15. LSP is a multi-
purpose and versatile PIC code, widely benchmarked and
validated within the community15–19.
PIC evolves charged and neutral macro-particles
(where macro-particles are related to physical particles
via a clumping parameter) in a Lagrangian sense. The
motion of each macro-particles is therefore governed by
Newton’s second law and numerically integrated via the
standard Boris algorithm20.
The self-consistent electromagnetic field is solved in a
Eulerian sense, on a grid superimposed over the simula-
tion domain. Since the plasma is sufficiently low temper-
ature (Te ∼ 1 eV), the system can be treated electrostat-
ically, and Poisson’s equation inverted to obtain the field
from charge density. PPPL modifications to the code in-
clude incorporation of the latest version of the Portable
Extensible Toolkit for Scientific Computation (PETSc)21
for improved performance and scalability of the Poisson’s
equation solver. In particular, Poisson’s equation was in-
verted via PETSc’s native LU factorization package.
The simulations include species present within a low-
temperature pure Argon plasma, including Argon neu-
trals, singly charged Argon ions, and electrons. For the
plasmas under consideration, the minimum ion removal
time due to the ponderomotive force is greater than 20
µs (see Equation 5) and the minimum ion plasma time
(τpi = 2pi/ωpi where ωpi is the ion plasma frequency)
is greater than 300 ns. Therefore over the time scales
considered within these simulations (< 50 ns) the ions
and neutrals can be modeled as immobile with respect
to electron dynamics. Note that if ion motion were con-
sidered it would be expected to slightly enhance the den-
sity perturbation, since the ions would move to reduce
the resulting ambipolar field, thereby allowing electrons
to drift further from the laser center.
Modeled collisions include coulomb collisions between
all charged species and electron-neutral collisions, the lat-
ter being informed by experimental data22,23. Ionization,
recombination and excitation were ignored.
Simulations were conducted in one-dimensional Carte-
sian geometry, with a planar laser intensity profile (Equa-
tion 4 with r → x), and two-dimensional Cartesian geom-
etry, with a cylindrical laser intensity profile. Cartesian
geometry avoided issues with the singularity at r = 0
associated with cylindrical geometry. Periodic boundary
conditions were used to avoid issues with sheath forma-
tion and particle loss at conducting boundaries.
The simulation domain was defined to be sufficiently
large to avoid interaction between the laser and itself over
the periodic domain. For one-dimensional simulations
the domain was defined as x ∈ [−50xL, 50xL]. The cell
size was set as ∆x = xL/20, sufficient to resolve the
plasma Debye length (λD) leading to a total of 2000 cells
3Property Symbol Value(s) Units
Plasma Density n0 {108,109, 1010} 1/cm3
Electron Temperature Te 1 eV
Ion Temperature Ti 293 K
Neutral Temperature Tn 293 K
Neutral Pressure P 0.1 Torr
Laser Wavelength λ {532, 1060} nm
Maximum Laser Intensity Imax {1, 5,10} × 1016 W/m2
Laser Radius (2D) rL 100 µm
Laser Width (1D) xL 100 µm
Laser Pulse Time ts 10 ns
Laser Pulse Center Time tm 25 ns
Total Simulation Time tend 50 ns
TABLE I: Physical properties for one-dimensional
simulations and two-dimensional simulation (bolded in
lists). Quantities listed in braces show values explored
during the parameter scan.
over the domain. The time step size was limited by the
Courant condition for the thermal electrons, with ∆t =
∆x/(10vth,e). Resulting in a time step of around 0.83
picoseconds, and approximately 60, 000 time steps per
simulation. A large number of particles per cell were
required to capture the effects of the ponderomotive force
over the inherent statistic noise of PIC simulations, with
10,000 electrons per cell and 10 neutrals and 10 ions per
cell being deemed appropriate.
Two-dimensional simulations were conducted to quan-
tify the discrepancy between the planar laser intensity
profile used in one-dimension simulations, and a cylin-
drical laser profile. The two-dimensional domain was de-
fined as x, y ∈ [−5rL, 5rL]. With an identical cell size
this led to a grid of 200 × 200 cells. It is shown below
that this reduction in domain size has little to no effect
on the results (see Figure 3). Time step and total num-
ber of steps remained the same, the number of electrons
per cell was maintained at 10,000 and the number of ions
and neutrals increased to 100 per cell.
The ponderomotive force due to the laser was modeled
as an additional “external” force (see Equation 3 with
r → x). With the one-dimensional laser intensity profile
(Equation 4), this led to an acceleration of each electron
due to the ponderomotive force ap given by
ap =
(
e2
m2e
)
1
ω2ε0c
x
x2L
I0(t) exp (−x2/x2L)xˆ (8)
Since the mass-to-charge ratio remains identical be-
tween real plasma particles and PIC macro-particles,
Equation 8 demonstrates that the acceleration of a
macro-particle due to the ponderomotive force will be
identical to that of a real electron, a fact which is critical
to maintaining self-consistency between the PIC simula-
tions and a real plasma.
The plasma is initially neutral, with ion and electron
densities of n0 and neutral pressure P . The laser in-
tensity is then ramped via the temporal intensity profile.
Physical properties for each simulation are listed in Table
I.
The primary result of interest is the temporal electron
density profile ne(x, t). A dip in electron density is ex-
pected at the center of the simulation domain. Therefore
a primary quantity of interest will be the change in den-
sity at the laser center δn(t) = (n0 − ne(0, t))/n0.
Of critical importance for experimentalists is the signal
received due to laser light which is Thomson scattered
by the plasma electrons. This value is then correlated
to electron and therefore plasma density. If the elec-
tron density is non-uniform then the total signal strength
is given by S(t) =
∫ L
−L IL(x, t)ne(x, t)dx. Where L is
the limit of the simulation domain. An equivalently
two-dimensional integral would be appropriate for two-
dimensional simulations.
Traditionally it is expected that the plasma density
will remain uniform within the region of incident laser
light, and therefore ne(x, t) = n0, leading to a signal
S0(t). The purpose of this paper, however, is to confirm
numerically that this is not always the case. Therefore
another primary quantity of interest will be the change
in signal strength δs(t) = (S0(t)− S(t))/S0(t).
III. RESULTS & DISCUSSION
The following results demonstrate the influence of the
laser ponderomotive force for one and two-dimensional
(cylindrical laser intensity profile) simulations with back-
ground plasma density of n0 = 10
9 1/cm3, maximum
laser intensity of Imax = 10
17 W/m2 and laser wave-
length of λ = 532 nm (parameters highlighted in Table
I).
Figure 2a) shows the density profile at time t = tm,
with a dip in density at the center of the domain clearly
visible. A dip in plasma density of 16.3% and 20.8%
is observed at the center of the domain for the one
and two-dimensional simulations respectively. The one-
dimensional dip here compares favourably with a pre-
dicted dip of 16.5% from Equation 7, and within 5% of
the two-dimensional result. Figure 2b) shows a plot of
the density at the center of the domain ne(0, t) against
simulation time. Figure 2c) shows a plot of the ideal sig-
nal S0(t) and the actual signal S(t) against simulation
time, where the signal is normalized with respect to the
maximum ideal signal S0,max. A dip in signal strength of
10.5% and 9.9% is observed for one and two-dimensional
simulations respectively, this dip could easily be mistaken
for a reduced plasma density.
Figure 3 shows the same one-dimensional results from
Figure 2 as well as two further simulations with identical
physical parameters. The line shown in green however is
for a reduced simulation domain, and the red line shows
results for a simulation with reduced domain and reduced
number of electrons-per-cell (epc). Together these results
demonstrate numerical convergence for the choice of do-
main size and number of simulated particles.
The maximum change in density δn and maximum
change in signal δs were then calculated for each of the
densities n0, laser intensities Imax, and laser wavelengths
λ given in Table I. The results for λ = 532 nm and
λ = 1060 nm are shown in Figure 4.
There is good agreement between simulations and the
linearized theory described by Equation 7. Quantitative
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FIG. 2: One and two-dimensional (cylindrical laser
intensity) simulation results for plasma density
n0 = 10
9 1/cm3, maximum laser intensity Imax = 10
17
W/m2 and laser wavelength λ = 532 nm. a) Electron
plasma density distribution ne(x, t = tm). b) Density at
the center of the domain ne(0, t) against time. c)
Normalized ideal signal S0(t) against actual signal S(t)
as would be measured by an LTS apparatus.
agreement is best for low laser intensities and smaller
laser wavelengths (resulting in a weaker ponderomotive
force). Disagreement ensues for higher intensities and
longer wavelengths as the system evolves into a non-linear
state. Despite these quantitative discrepancies, the pri-
mary result is clear. In the worst case scenario, the effect
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FIG. 3: Plot of density at the center of the domain
ne(0, t) against time for identical plasma conditions
with reduced domain size (green line) and both reduced
domain size and number of simulation particles (red).
of the laser on the plasma can result in a 45% reduction
in total signal strength, compared to the assumed signal
strength for a uniform plasma. If the above effects were
not taken into consideration, this would correspond to an
equivalent 45% error in measurement of plasma density.
IV. CONCLUSION
PIC simulations were employed to simulate the effect
of a diagnostic laser on a low density plasma within
an incoherent LTS apparatus. It was shown that at
elevated intensities the laser can evolve into an intru-
sive diagnostic technique, resulting in erroneous measure-
ments of plasma density via standard experimental tech-
niques. Experimentalists should take this into considera-
tion when attempting to apply LTS to the measurement
of low density plasmas, and where possible avoid boost-
ing signal by increasing the diagnostic laser intensity.
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