Abstract: Estimating channel state information (CSI) in the fast fading conditions is very challenging. In this study, a simple structure for cooperative diversity in decode-and-forward mode is examined, in which the transmitter, the relay and the receiver do not know the CSI. In this scheme, transmission of information is done in a two-phase process. In the first phase, differential modulated signals are radiated from the source. After decoding the received signal in the relay, the source and the relay collectively send information using differential spacetime codes. A closed-form optimum power allocation in the sense of minimising pairwise error probability (PEP) for high signal-to-noise ratio (SNR) scenarios has been obtained. An interesting property of the optimum point is that it is independent of the channel statistics and the position of the relay, which improves its feasibility in the future communication systems. Numerical simulations verify the analytical results.
Introduction
Space-time coding (STC) has received a huge attention in the last few years as a way to increase capacity and/or reduce the transmitted power necessary to achieve a target bit error rate (BER) using multiple antenna transceivers (see e.g. [1 -3] ). More recently, cooperative diversity techniques have been introduced to improve the spectral and power efficiency of the wireless networks [4 -10] . Cooperative diversity allows a collection of radios to relay signals for each other and effectively create a virtual antenna array for combating multipath fading in wireless channels. The attractive feature of these techniques is that each node is equipped with only one antenna, although, creating a virtual antenna array. This property makes them outstanding for deployment in cellular mobile devices as well as in ad hoc mobile networks, which have problem with exploiting multiple antenna because of the size and power limitations of the mobile terminals. Laneman and Wornell [6] suggest that conventional STC can be used in a distributed fashion for the practical implementation of user cooperation. Nabar et al. [8] analyse distributed STC operating in both amplify-and-forward (AF) and decodeand-forward (DF) modes through the derivation of pairwise error probability (PEP) expression. Recently, the design of practical distributed STC in AF mode, that lead to reliable communication in wireless relay networks, has been presented in [11, 12] . Distributed STC was generalised to networks with multiple-antenna nodes in [9, 13] .
A majority of the work on cooperative diversity has focused on scenarios in which the receivers, and sometimes the transmitters, obtain channel state information (CSI) in the form of accurate estimates of the fading coefficients (see e.g. [4] [5] [6] [7] [8] ). The receivers can exploit available CSI for coherent reception, and the transmitters can utilise available CSI for power control and coherent beamforming. This requirement reduces the transmission efficiency, and is not feasible for fast fading channels that may occur in mobile systems. Estimating channel coefficients is achieved by using the training sequences or blind methods, but when channel conditions are affected by fast fading, the estimation of CSI becomes inaccurate and impractical. For the case that CSI is unknown at both the transmitters and the receivers, some few schemes are presented. Recently, non-coherent detection is investigated in a relay-based network with repetition codes in [10] . Another way of dealing with the issue is to employ differential modulation schemes. Differential STC has been considered in [14 -18] when the CSI is not available at either the multiple input multiple output (MIMO) source and destination terminals. The extension of this method to the cooperative systems is considered in [19] for DF-based cooperative network, by proposing the power control scheme based on minimisation of the PEP. Furthermore, Cho and Yang [20] and Zhao and Li [21] studied differential modulation schemes in a distributed manner with repetition-based codes. An introduced scheme in [21] operates under binary phase shift-keying (BPSK). In addition to the repetition codes, the authors in [22] proposed a differential modulation scheme using interleaved random space-time codes for BPSK modulated symbols. The proposed interleaved random spacetime codes in [22] is applied multi-source cooperation, where multiple sources forming a cluster of cooperating nodes communicate with the destination. Moreover, Cho and Yang [20] studies the usage of differential unitary space-time codes in a cooperative manner. However, instead of the dense orthogonal space-time codes which are studied in this paper, it uses diagonal matrices as a unitary matrix. Moreover, decoding at the destination side in [14] is just based on transmitting signals from relays in Phase II, which is not efficient. The authors in [23] proposed a differential modulation scheme for a two-user cooperative diversity system, which works under BPSK. However, in our method M-ary phase shift-keying (MPSK) signalling could be used. In addition, our work could be extended to more than one relay case. In [24, 25] , full-diversity differential space-time codewords are proposed for AF cooperative networks. However, the latter may be less practical because it requires storage of analogue waveforms at R [26] . In addition, analogue AF transceivers require expensive RF chains to mitigate the existing coupling effects. This motivates digital processing at relay nodes to sample and store the source waveform digitally before retransmission. This motivates to use selective DF strategy which is simple and practical, and can achieve the full-diversity gain.
In this paper, we employ the differential modulation in a relay-based system that operates in DF mode. We develop a distributed differential space-time system based on, which uses Alamouti scheme as a unitary matrix. Decoding at the destination is based on the transmitting MPSK differentially modulated signals in both phases and the source node contributes in transmitting signals in the Phase II. Two decoding schemes for the proposed system are employed. While the maximum likelihood (ML) decoding technique results in optimum performance, it will be shown through simulations that MRC suboptimum detection also achieves close to this optimum performance. Then, we analyse the PEP of the system. Furthermore, a simple power control scheme based on minimisation of PEP that is independent of the channel statistics and the position of the relay is derived.
The rest of this paper is organised as follows: In Section 2, the system model is given. Then, in Section 3, a distributed version of space-time codes employed in our system is considered. In Section 4, two decoding methods for the proposed differential cooperative system are presented. Section 5 discusses the PEP analysis in the high SNR region and an optimum power allocation in a sense of minimising PEP. In Section 6, the overall performance comparisons for the system including detection methods and the proposed power allocation are presented. Finally, conclusion is presented in Section 7.
Protocol description and system model
Consider a network consisting of a source denoted by S, a relay denoted by R and a destination node denoted by D (see Fig. 1 ). It is assumed that each node is equipped with a single antenna. Suppose each link has Rayleigh distribution and is independent of the others. We denote the source-to-destination, source-to-relay and relay-todestination links by S ! D, S ! R and R ! D, respectively. Both the destination and the relay are affected by zero-mean additive white complex Gaussian noise with variance N 0 . In what follows, the channel coefficients at time n of the S ! D, S ! R and R ! D links are given by h SD (n), h SR (n) and h RD (n), respectively. The variances of the related channel coefficients are denoted by s We consider a cooperation strategy that employs a relay for creating cooperative diversity between a source and a destination node. A node should be selected from a given source as a relay only if the signal-to-noise ratio (SNR) at the relay, relative to that given source, exceeds a given threshold. Throughout this paper, we assume that a terminal cannot transmit and receive simultaneously. The relay terminal assists in communication with the destination terminal by decoding-and-forwarding (DF) the received signal. The source terminal communicates with the relay and destination terminals during the first time slot (Phase I). In the second time slot (Phase II), both the relay and source terminals communicate with the destination terminal. Note that the proposed protocol in this paper exploits all degrees of freedom for the decoding of the received signal. This implies that in contrast to the proposed protocol in [7] which just utilises the transmitted information through the second phase, we employ www.ietdl.org information radiated in both phases for the decoding purpose. On the other hand, in contrast to the protocols in [6] , in the proposed protocol the source contributes to transmit data as well as relays in the second phase.
We consider 2 Â 2 Alamouti's scheme in this work. The use of other orthogonal space-time codes in a differential manner requires that the channel is constant over at least 2T time slots for an N Â T space-time code, where N is the number of transmitter antennas, or number of relays plus one source in a cooperative system. Therefore the use of high-dimensional space-time codes is often not feasible, especially in environments with high mobility.
In contrast to space-time codes in which transmit antennas usually send the equal power, in distributed space-time codes for improving the performance of the system, the available power is usually allocated as a function of the relays position, since they are not collocated. In this paper, the transmitted power in Phase I which is radiated by the source is denoted by P 1 , and the transmitted power in the second phase which is radiated by both the source and relay is represented by P 2 . In Phase II, aP 2 and (1 À a)P 2 are transmitted by the source and the relay, respectively, where 0 a 1.
Since DF algorithm is used in this paper for transmitting the data from the relay, it is necessary for the decoded data in the relay to be almost without error. For achieving this goal, transmitted power P 1 is adjusted in such a way that the average received SNR in the relay, that is,
exceeds from a suitable threshold.
Distributed differential spacetime design for cooperative systems
Here, we describe the distributed differential space-time code using the Alamouti structure. In this model, we extend the differential space-time code proposed in [16] and investigate its distributed version.
Alamouti's space -time code
Let S M be the MPSK signal set, that is, S M ¼ {exp(2pj m= M), 0 m M À 1}. The Alamouti's space-time code [3] we use in this paper for two transmit antennas is
where the first antenna transmits x 1 = ffiffi ffi 2 p and Àx
, and the second antenna transmits x 2 = ffiffi ffi 2 p and x Ã 1 = ffiffi ffi 2 p during two consecutive time intervals. Note that we drop the time index n for x 1 and x 2 in for notational simplicity. Clearly, for any x 1 and x 2 chosen from MPSK constellation, the space-time code matrix C(x 1 , x 2 ) in C is unitary in the following sense
where (Á) H stands for the complex conjugate transpose and I 2 is the 2 Â 2 identity matrix. This space-time code has rate 1 and full diversity. It also has a low complexity ML decoding. Note that the total mean transmission power of the above two transmit antenna system is same as the one of a single transmit antenna system for transmitting symbols in S M .
Differential STC
For a space-time code
, the following differential STC was proposed in [15, 16] for N transmit antennas
where S(0) is an arbitrary fixed unitary matrix and n is time index of transmitting current K ¼ 2 log 2 (M) bits of an information sequence over the N time intervals. The transmitted signal is ffiffiffi ffi P p S(n) with the signal power P. In the existing differential STC in [14 -17] , all the unitary matrices have the same norm. If the orthogonal space-time block codes, such as the Alamouti's code in (1) are used, the two symbols x 1 and x 2 used in a time block have to satisfy that the sum of their powers, jx 1 j 2 þ jx 2 j 2 , has to be constant for any independent symbols x 1 and x 2 in the signal constellation. This implies that the signal constellation has to be a phase shift keying (PSK). For the K bits of information, the first K/2 bits are mapped to x 1 [ S M 1 and the second K/2 bits are mapped to x 2 [ S M 2 . Then, a space-time codeword matrix C(x 1 , x 2 ) is formed as shown in (1) . Then, the transmitted signals for two antennas are two rows of the matrix, where
Hereafter, we denote C(x 1 , x 2 ) by C(n).
Distributed differential STC
We now describe distributed differential space-time codes when using the Alamouti structure. In this scheme, we extend the differential space-time code proposed in [16] and investigate its distributed version. At the first phase, the source S transmits the second row of the matrix S(n) for R and D. In the second phase, S and R nodes transmit the scaled rows of the matrix S(n) with appropriate power ratios, like two antennas belong to a node. We can express the stated expressions as a following matrix form
where Furthermore, two real coefficients a 0 and a 2 fulfil the equation
). These coefficients are introduced to have a degree of freedom in distributing the power between S and R, under a given total transmit power. The parameter a introduced in Section 2 is related to a 0 and a 2 by a ¼ P 1 a 2 0 =P 2 .
Assume r 1 (n) and r 2 (n) are the received signals in Phase I, and r 3 (n) and r 4 (n) are the received signals in Phase II. Stacking the signals received at the destination terminal to form a 1 Â 4 vector r(n), we obtain the following inputoutput relation
where
The 1 Â 4 vector w(n) consists of the zero-mean complex Gaussian noise components with the covariance matrix of E{w(n) H w(n)} ¼ N 0 I 4 , where I 4 denotes a 4 Â 4 identity matrix.
Using (4) and (5) we have
where is Kroncker product. Note that, since the matrix I 2 C(n) is a unitary matrix, a 0 and a 2 in (5) are timeinvariant parameters. Considering (6) for two successive intervals, and assuming that the channel characteristics remains unvarying, that is, h(n) ' h(n À 1), using (9) we have
It can be easily checked that b w(n) is a zero-mean Gaussian noise with the covariance matrix of E{b w(n) H b w(n)} ¼ 2N 0 I 4 , where noise variance is doubled in comparison with the non-differential case. This is in conjunction with the conventional 3 dB performance loss in systems with the differential detection.
Decoding methods
In this section, two decoding methods for the proposed differential cooperative system are presented.
ML Decoding of distributed differential STC
Here, we present the differential maximum likelihood detection of the nth PSK symbols x 1 and x 2 based on [15] . The difference is that instead of the 1 Â 2 vector of the received signal for the two antenna case in [15] , our cooperative system uses the 1 Â 4 vector of the received signal in (6). Furthermore, instead of using the Alamouti code matrix C(x 1 , x 2 ) in (1), we use its distributed form, I 2 C(x 1 , x 2 ). Thus, we have
where tr{Á} and Re{Á} stand for the trace of a matrix and the real part, respectively.
Suboptimum decoding of distributed differential STC
The ML detector described above requires M 1 Á M 2 matrix calculation and comparison in the destination node, when MPSK is used as the signalling. In this subsection, we reshape the received signal in two phases r(n), as [r 1 (n), r Ã 2 (n), r 3 (n), r Ã 4 (n)]. Thus, using (10) we have the following set of equations (13) where (Á) T stands for the transpose of a corresponding vector.
The LS method can be directly apply to find x 1 and x 2 , but (13) can be decomposed into
where b w T 1 (n) and b w T 2 (n) are the first and second two components of the noise vector b w T (n), respectively. Note that applying ML detection to (15) is equivalent to ML differential decoding when the receiver ignores the data sent from S in initial phase (like the protocol used in [9] for distributed STC). In this scenario, the simple linear ML decoding can be used, as follows. www.ietdl.org
¼ arg max
The same procedure can be utilised to find x 1 and x 2 using (14) by replacing r 3 (n) and r 4 (n), with r 1 (n) and r 2 (n). Further, maximum-ratio combining (MRC) method can be used to find x 1 and x 2 by using both (14) and (15).
Performance Analysis and Power Control Strategy
For simplicity, we skip the time index n from the matrix C(n). Thus, the coded matrix C(n) is shown by C 1 . If an error occurs in detecting C 1 , we denote it as C 2 .
An interesting property of (10) is that we can represent it as a non-differential structure with known channel information where r(n À 1) is equivalent to the channel coefficients vector, and suppose the noise power is doubled. On the other hand, the matrix I 2 C(n) is unitary. Thus, we can employ PEP relationships in space-time codes context [28] 
where k . k F is the Frobenius norm, E s ¼ P=4 is the average power per symbol period, and C 1 and C 2 are given by
and s 2 b w is the noise variance in (10), and it is equal to 2N 0 . To simplify (19), we assume high SNR conditions. Therefore by neglecting the noise term in (6), we have
Now, we can normalise the channel coefficients, or in other words, separate the path-loss components from the fading channel. Hence, (22) can be considered as
where h is a 1 Â 2 vector, and has zero-mean complex Gaussian elements and unit variance, and
Thus, the PEP is given by [28] 
where l i is the eigenvalues of the matrix A. Under high SNR scenarios, we have
where det(A) stands for the determinant of the matrix A. Thus, the minimum of the probability of error is obtained by maximising det(A)
where diag(Á) denotes a diagonal matrix. One can verify (30) considering (4) and the fact that multiplying two unitary matrices become a unitary matrix. Therefore for minimising the probability of error in high SNR scenarios, it is just enough to maximise (1 þ a 2 0 )a 2 2 , which leads to a simple power control strategy that is independent of code and channel states.
As it is stated in Section 2, the power P 1 is chosen in order to achieve a required average SNR R at the relay, defined as IET Commun., 2010, Vol. 4, Iss. 6, pp. 631-638 635 doi: 10.1049/iet-com.2009.0279
. As a result, P 2 , a 0 and a 2 can be obtained by the following three equations, given the total power in the network to be constant
(32)
Since a ¼ P 1 a 2 0 =P 2 , when P 1 P 2 , we have
It is important to note that this optimum point is independent of the channel statistics and the position of the relay, which simplify implementation in the future communication systems. When, a ¼ 0 can be used. This means that all the power in the second phase is transmitted by the relay node. Although in this case the diversity of the second order is achieved, however, the usage of relay may decrease the performance of the system. This is because the fact that the required P 1 for the errorless condition in the relay side could be high. Thus, non-cooperative transmission may be preferable in this case. Therefore when P 1 ! P 2 , for high SNR values, we can transmit all the power in the second phase from the selected relay, and in low SNR conditions non-cooperative transmission can be used. However, as we emphasise on high SNR channels in our analysis, the amount of P 1 which is obtained by the required SNR R is low enough in most of cases to avoid P 1 ! P 2 case.
Simulation results
In this section, the performance of distributed differential space-time codes is studied through simulations. The error event is BER. In all simulations, 500 information symbols are used in each frame. The fading is assumed to be constant over each frame and vary independently from one frame to another. The fading channels are flat with Rayleigh distribution in which path loss is also considered. The path loss exponent b is set to 2. The results are presented for QPSK signalling. Moreover, for position of the nodes, we have supposed d SD ¼ 1 and d RD ¼ 0:75. Furthermore, it is assumed that the relay decodes the received information without error. This assumption is achievable by reducing the distance on the S ! R link or increasing the required SNR R . www.ietdl.org increasing the value of g to 2, a better performance is achieved. However, the performance gain because of the proposed power allocation becomes less significant, because the optimum value of a becomes close to 0.5. Note that the value of g is assigned by the required SNR R and considering the fact that the total transmitted power is constant. Furthermore, Fig. 3 demonstrates that our proposed system outperforms the distributed differential scheme proposed in [20] in DF mode. Since one relay is utilised in our simulations, the two differential schemes introduced in [20] have the same structure.
In Fig. 4 , the employment of decoding methods presented in Section 4 is investigated. We choose P 1 ¼ P 2 for emphasising the effect of a on the average BER. Two power allocation schemes are considered. The optimum power allocation (a ¼ 0) is compared to the uniform power allocation to the source and the relay during Phase II, that is, a ¼ 0:5. The ML decoding is based on (12) . For suboptimum detection, we use r 2 ¼ [r 3 (n), r 4 (n)] observations. Finally, MRC suboptimum detection method is obtained by combining the results based on (16) using two sets of equations (14) and (15) . In Fig. 4 , we present the average BER curve as a function of the average SNR per bit for different detection methods. One observes from Fig. 4 that the distributed differential space-time with ML decoding outperforms the suboptimum decoding and MRC suboptimum decoding, in expense of having more complex detection. However, using the MRC method for combining the receiving signals in two phases can be effectively improve the performance of the system comparing the suboptimum detection which utilised the received signals through the second phase.
Conclusion
In this paper, a cooperative diversity scheme using distributed differential space-time codes in DF mode is proposed and examined. An outstanding characteristic of this scheme is that CSI knowledge is not required in both the transmitters and the receivers. We proposed two decoding schemes and demonstrate through simulations that distributed differential space-time ML decoding outperforms the suboptimum decoding, in expense of increased complexity. The performance of the system is analysed in the high SNR regime, and finally, a simple and feasible power control strategy is derived, which is independent of the relay position. The performance of the system is investigated via numerical simulations which demonstrate that the proposed power allocation outperforms a system with uniform power transmission. 
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