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1. INTRODUCTION 
Continued fractions are quite useful in computation as they sometimes provide represen- 
tations for transcendental functions that are much more generally valid than the classical 
representation by a power series. A systematic development of the theory of continued 
fractions with an emphasis on computation can be had from Jones and Thron [l]. 
In this note, we make use of the continued fraction approach to approximate the modified 
Bessel function Ii(t). So far, only a polynomial approximation is available for this purpose 
[2, p.3781. 
2. APPROXIMATION 
The Laplace transform f(s) of q is given by 
or 
f(s) = s + 1 - d&X) = 
1 
s+l+j/m’ 
s E C\(-2,O) 
OS) = 2(s + 1; - f(s)’ 
Thus f(s) is represented by a continued fraction 
f(s) = 3 f 1,. 
s+l- s+l- s+l- .’ 
s E Q3\(-2,O). 
By taking into account the first N fractions, let us write 
fN(S) = $$$, 
where Al(s) = 3, AZ(S) = +(s + 1), Bi(s) = s + 1, &(s) = (s + 1)2 - a, etc. In general it 
is possible to represent AN(S) and BN(s) as the following determinants [3,4]: 
s+l 1 
1 
;I s+l 1 
1 
1 ;r SSl 1 
AN(S) = - . * 
2 . . . 
. . 1 
1 
z s+l (N-l) x (N-l) 
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BN(S) = . . 
. . . 
. . 1 
1 
z s+l NxN 
We note that B N s is zero when -s is an eigenvalue of the matrix ( ) 
c, = 
1 1 
a 1 1 
a 1 1 
. . . 
. . . 
. 
. 
f : 
This matrix, being quasi symmetric, can be transformed into a real symmetric matrix 
by a similarity transformation. Since EN is a real, symmetric, positive definite, tridiagonal 
matrix with non-zero subdiagonal elements, its eigen values are real, positive and distinct. 
Let sicN), . . . , sNcN) be the zeroes of BN(s) thus obtained. Similarly the zeroes, 
Zi@?. . . ,%N_$N) of A ( ) N s can be found. Then we have, 
where 
Hi = 
3 l-p;’ [SjGv - Zj(N)] 
The connections described above between real J-fractions, eigenvalues of matrices and the 
partial fraction decomposition of fN(s) can be found in the paper by Gragg and Harrod [5]. 
The above representation leads to 
Corresponding to N = 10, for example, we get the following values of sj and Hj by using 
the IMSL subroutine EVLSB: 
-0.040507 -0.15874G -0.345139 -0.584585 -0.857685 
Sj : 
-1.142315 -1.415415 -1.854861 -1.841254 -1.959493 
Hj : 0.007216 0.026572 0.051923 0.075221 0.081OG8 
0.089068 0.075221 0.051923 0.026572 0.007216 
The values of e- “Ii(t) calculated by using the above sj and Hj values for 
t = O.O(O.l) 10 (0.2) 20 agreed exactly with those reported in [2, Table 9.81 up to eight 
decimal places. 
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