This paper presents two algorithms combining GRASP and Tabu Search for solving the Unconstrained Binary Quadratic Programming (UBQP) problem. We first propose a simple GRASP-Tabu Search algorithm working with a single solution and then reinforce it by introducing a population management strategy. Both algorithms are based on a dedicated randomized greedy construction heuristic and a tabu search procedure. We show extensive computational results on two sets of 31 large random UBQP instances and one set of 54 structured instances derived from the MaxCut problem. Comparisons with state-of-the-art algorithms demonstrate the efficacy of our proposed algorithms in terms of both solution quality and computational efficiency. It is noteworthy that the reinforced GRASP-Tabu Search algorithm is able to improve the previous best known results for 19 MaxCut instances.
Introduction
The objective of the unconstrained binary quadratic programming problem is to maximize the function:
where Q = (q ij ) is an n × n matrix of constants and x is an n-vector of binary (zero-one) variables, i.e., x i ∈ {0, 1}, i = 1, . . . , n.
The UBQP is notable for its ability to formulate a wide range of important problems, including those from financial analysis [23] , social psychology [16] , machine scheduling [1] , computer aided design [20] and cellular radio channel allocation [9] . Besides, due to the ability to incorporate quadratic infeasibility constraints into the objective function in an explicit manner, UBQP enables itself to serve as a common model for a wide range of combinatorial optimization problems. A review of additional applications and the re-formulation procedures can be found in [19] demonstrating the utility of UBQP for a variety of applications.
During the last two decades, a large number of procedures for solving the UBQP have been reported in the literature. Among them are several exact methods using branch and bound or branch and cut (see, e.g., [6, 17, 30] ). Due to the fact that the exact methods become prohibitively expensive to apply for solving large instances, various metaheuristic algorithms have been extensively used to find high-quality solutions to large UBQP instances in an acceptable time. Some representative metaheuristic methods include local search heuristics [7] , Simulated Annealing [4, 18] ; adaptive memory approaches based on Tabu Search [14, 15, 27, 29] ; population-based approaches such as Evolutionary Algorithms [5, 21, 25] , Scatter Search [2] and Memetic Algorithms [22, 26] .
This paper presents two algorithms for the UBQP that combine GRASP and Tabu Search. The first, GRASP-TS, uses a basic GRASP algorithm with single solution search while the other, GRASP-TS/PM, launches each tabu search by introducing a population management strategy based on an elite reference set. In GRASP-TS/PM we pick a single solution at a time from the reference set, and operate on it, utilizing the ideas of "elite solution recovery" and "probabilistic evaluation" proposed in [12, 37] . Our experimental testing discloses that GRASP-TS/PM yields very competitive outcomes on a large range of both random and structured problem instances.
To assess the performance and the competitiveness of our algorithms in terms of both solution quality and efficiency, we provide computational results on 31 large random benchmark instances with up to 7000 variables as well as 54 instances derived from the MaxCut problem.
The remaining part of the paper is organized as follows. Sections 2 and 3 describe respectively the basic GRASP-Tabu Search algorithm and the GRASPTabu Search algorithm with Population Management. Section 4 is dedicated to the computational results and detailed comparisons with other state-ofthe-art algorithms in the literature. Finally, concluding remarks are given in Section 5.
GRASP-Tabu Search

General GRASP-TS procedure
The GRASP algorithm is usually implemented as a multistart procedure [31, 32] , consisting of a randomized greedy solution construction phase and a sequel local search phase to optimize the objective function as far as possible. These two phases are carried out iteratively until a stopping condition is satisfied.
Our basic GRASP-Tabu Search algorithm (denoted by GRASP-TS) for the UBQP follows this general scheme (see Algorithm 1) and uses a dedicated greedy heuristic for solution construction (see Section 2.2) as well as tabu search (see Section 2.3) as its local optimizer.
Algorithm 1 Pseudo-code of GRASP-TS for UBQP 1: Input: matrix Q 2: Output: the best binary n-vector x * found so far and its objective value f * 3: f * = −∞ 4: repeat 5: Construct a greedy randomized solution x 0 / * Section 2.2 * / 6:
end if 10: until a stopping criterion is met
Solution Construction
GRASP-TS constructs a new solution at each step according to a greedy random construction heuristic, which was originally used in probabilistic Tabu Search (PTS) [12, 36, 37] and motivated by the fact that the GRASP construction resembles this PTS approach.
The construction procedure consists of two phases: one is to adaptively and iteratively select some variables to receive the value 1; the other is to assign the value 0 to the left variables. Starting with an empty solution, a variable x i with the maximum q ii is picked as the first element of the partial solution.
Given the partial solution px = {x k 1 , x k 2 , ..., x kα }, indexed by pi = {k 1 , k 2 , ..., k α }, we calculate its objective function value (OF V ) as:
At each iteration of the first phase we choose one unassigned variable according to a greedy function and then assign value 1 to it. Specifically, we calculate the objective function increment (OF I) to the partial solution px if one unassigned variable x j (j ∈ N \ pi) is added into px with value 1.
At each step, all the unassigned variables are sorted in an non-increasing order according to their OF I values. Note that we only consider the first rcl variables having non-negative OF I values, where rcl is called the restricted candidate list size. The r-th ranked variable is associated with a bias b r = 1/e r . Therefore, the r-th ranked variable is selected with probability p(r) that is calculated as follows:
Once a variable x j is selected and added into the partial solution px with the assignment value 1, the partial solution px and its index pi, its objective function value OF V (px) and the left variables' OF I values are updated correspondingly as follows:
For any variable
This procedure repeats until all the OF I values of the unassigned variables are negative. Then, the new solution is completed by assigning the value 0 to all the left variables.
Tabu Search Procedure
When a new solution is fully constructed, we apply the tabu search procedure described in [22] to optimize this solution. Our TS algorithm is based on a simple one-flip move neighborhood, which consists of changing (flipping) the value of a single variable x i to its complementary value 1 − x i . Each time a move is carried out, the reverse move is forbidden for the next T abuT enure iterations. In our implementation, we selected to set the tabu tenure by the assignment T abuT enure(i) = ttc+rand (10) , where ttc is a given constant and rand(10) takes a random value from 1 to 10. Once a move is performed, one needs just to update a subset of move values affected by the move. Accompanying this rule, a simple aspiration criterion is applied that permits a move to be selected in spite of being tabu if it leads to a solution better than the current best solution. Our TS method stops when the best solution cannot be improved within a given number µ of moves and we call this number the improvement cutoff. Interested readers are referred to [22] for more details.
GRASP-Tabu Search with Population Management
General GRASP-TS/PM procedure
Starting from the basic GRASP-TS algorithm, we introduce additional enhancements using the idea of maintaining a pool of elite solutions. By combining GRASP-TS with the population management strategy, our reinforced GRASP-TS/PM algorithm offers a better balance between intensification and diversification as a means of exploiting the search space. The general architecture of the GRASP-TS/PM algorithm is described in Algorithm 2, which is composed of four main components: a reference set construction procedure (lines 4, 23 in Algorithm 2, Section 3.2), a randomized greedy solution reconstruction operator (line 11 in Algorithm 2, Section 3.3), a tabu search procedure (line 12 in Algorithm 2, Section 2.3) and a reference set updating rule (lines 16-21 in Algorithm 2, Section 3.4).
GRASP-TS/PM starts from an initial reference set (Ref Set) consisting of b local optimum solutions (line 4), from which the worst solution x w in terms of the objective value is identified (line 6). Then, Examine(x) = T rue indicates that solution x is to be examined (line 7). At each GRASP-TS/PM iteration, one solution x 0 is randomly chosen from the solutions to be examined in Ref Set (Examine(x 0 ) = T rue), reconstructed according to the randomized greedy heuristic and optimized by the tabu search procedure to local optimality (lines [9] [10] [11] [12] Algorithm 2 Pseudo-code of GRASP-TS/PM for UBQP 1: Input: matrix Q 2: Output: the best binary n-vector x * found so far and its objective value f * 3: Let Examine(
Randomly choose one individual x 0 from Ref Set with Examine(x 0 ) = T rue 10:
Examine(x 0 ) = F alse 11:
Examine(x ′ ) = T rue 20:
Record the new worst solution x w in Ref Set
21:
end if 22: 
RefSet Initialization and Reconstruction
The initial reference set contains b different local optimum solutions and is constructed as follows. Starting from scratch, we randomly generate a solution, improve it to local optimality by our tabu search procedure (Section 2. The initial or the renewed reference set can also be obtained by applying the randomized greedy construction heuristic described in Section 2.2. However, experimental studies showed although there are no significant performance differences, random generation generally leads to slightly better results. For this reason, we adopt random generation of reference sets in this paper.
Solution Reconstruction
In GRASP-TS/PM, a new solution is reconstructed based on an elite solution, borrowing the idea of elite solution recovery strategy described in [12, 37] . More specifically, GRASP-TS/PM creates a new solution by first inheriting parts of the "good" assignments of one elite solution in Ref Set to form a partial solution and then completing the remaining parts as GRASP-TS does. We describe how the partial elite assignments are inherited as follows.
Given an elite solution x in Ref Set, we reconstruct a new solution by the strategic oscillation, which was proposed in the early literature [11] in a multistart role to replace the customary multi-start design by using a destructive/constructive process that dismantles only part of a selected solution and rebuilds the remaining portion. Specifically, it exploits critical variables identified as strongly determined, and has come to be one of the basic strategies associated with tabu search. This idea has also been used in our recent work [34] . Let x = {x 1 , x 2 , ..., x n }, indexed by N = {1, . . . , n}. The objective function contribution of a given variable x i relative to x is defined as:
As noted in [14] and in a more general context in [15] , V C i (x) identifies the change in f (x) that results from changing the value of x i to 1 -x i ; i.e.,
where
We observe that under a maximization objective if x is a locally optimal solution, as will typically be the case when we select x to be a high quality solution, then V C i (x) ≤ 0 for all i ∈ N , and the current assignment of x i will be more strongly determined as V C i (x) is "more negative".
After calculating each variable's V C value, we sort all variables in a nondecreasing order according to their V C values. Then the top α variables are selected and assigned the same values as in x. Thus, the assignments of these α strongly determined variables form a partial solution. Note that, instead of using the "strongly determined" move evaluations described above, an alternative way to make the probabilistic assignments can be based on the "consistent variables" evaluations given by the population of elite solutions as shown in [11] . In addition, a combination of the population-based determination and the move value-based determination would also be possible, as shown in [35] .
With the partial elite solution, we fix the remaining variables of the new solution using the randomized greedy heuristic as in GRASP-TS (see Section 2.2). Note that GRASP-TS starts with an empty solution to construct an initial solution. 
RefSet Updating
Relations between GRASP-TS/PM and HMA [22]
The proposed GRASP-TS/PM algorithm shares some similarities with the leading HMA algorithm [22] in the sense that both algorithms manage a pool of solutions and use tabu search as their local optimization procedure. However, there are notable differences between them concerning the other key components.
First, GRASP-TS/PM uses a dedicated method to reconstruct, from one elite solution, a new solution with a randomized greedy heuristic while HMA recombines two solutions with two crossover operators. Second, HMA updates its population by considering both quality and distance while the GRASP-TS/PM uses a simpler rule by considering only the quality criterion. Third, GRASP-TS/PM and HMA employ different rules to generate the initial population. Fourth, GRASP-TS/PM renews its population once each of its solutions has been used for reconstruction while HMA has no corresponding operation. In summary, the proposed algorithm is simpler than HMA in its design and implementation. Yet, as we see below, GRASP-TS/PM is able to achieve a very competitive performance. 
Test Instances
Three sets of test problems are considered in the experiments. Two of them are random UBQP problems and the other one is derived from the MaxCut problem. The two sets of random UBQP benchmarks are composed of 10 instances with size of 2500 from ORLIB [3] and 21 larger instances with size ranging from n = 3000 to 7000 from http://www.soften.ktu.lt/∼gintaras/ ubqop its.html. Experiments reported in [15, 22, 27, 29] showed that the large instances with more than 5000 variables are particularly challenging.
The MaxCut benchmarks used contain 54 instances named G1,. . .,G54 with size ranging from n = 800 to 3000 which are available at http://www.stanford. edu/∼yyye/yyye/Gset. These instances are created by using a machine-independent graph generator, comprising of toroidal, planar and random weighted graphs with weight values 1, 0 or -1. Many authors including [8, 10, 24, 28, 33] employ these instances to test their algorithms. Note that we use the UBQP model to solve the MaxCut problem through a simple transformation according to [19] .
Experimental Protocol and Parameter Setting
Our GRASP-Tabu Search algorithms are programmed in C and compiled using GNU GCC on a PC running Windows XP with Pentium 2.83GHz CPU and 2GB RAM. All computational results were obtained without special tuning of the parameters, i.e., all the parameters used in our algorithm are fixed (constant) for all instances considered. Table 1 gives the descriptions and settings of the parameters used in the two proposed algorithms, where the last two columns respectively denote the settings for the set of 31 random UBQP instances and the set of 54 MaxCut instances.
These parameter values were determined based on preliminary experiments. For instance, we experimented with selecting rcl ∈ {50, 0.1 · n, 0.2 · n, 0.3 · n, 0.4 · n, 0.5 · n, 1.0 · n} on a preliminary set of problem instances and observed that rcl = 50 is a good compromise in terms of the best objective value, average average objective value, standard deviation and CPU time. The size of RefSet (parameter b) was fixed similarly. Better parameter values would be possible in some cases, but as we see below, the proposed algorithms with the given parameter values are able to achieve a highly competitive performance.
Our GRASP-TS algorithm uses the CPU clocks as the stop condition while the GRASP-TS/PM algorithm requires the completion of at least one round of the GRASP-TS/PM process. The time limit for the 10 ORLIB instances for a single run is set to be 1 minute and for the 21 larger random instances with 3000, 4000, 5000, 6000 and 7000 variables is 5, 10, 20, 30 and 50 minutes, respectively. Note that this time cutoff is the same as in [22] . In addition, we set 30 minutes as the stop condition for the 54 MaxCut instances, which is comparable with the time reported in [24] .
Given the stochastic nature of our GRASP-Tabu Search algorithms, we solve each problem instance independently 20 times and show statistics over these 20 runs. Table 2 shows the computational statistics of the GRASP-TS and GRASP-TS/PM algorithms on the 31 UBQP instances. Columns 1 and 2 respectively give the instances names and the best known objective values f prev in the literature. Note that these best values were first reported in [27, 29] and recently improved in [15, 22] . The columns under heading "GRASP-TS" and "GRASP-TS/PM" list the best objective value f best , the average objective value f avr , the standard variance of the objective value σ and the average CPU time time (seconds) for reaching f best over the 20 runs. Furthermore, the last row "Average" indicates the summary of average performances of our algorithms. Table 2 discloses that generally GRASP-TS/PM performs better than GRASP-TS on these UBQP benchmarks. First, we notice that both GRASP-TS and GRASP-TS/PM can reach all the previous best objective values for the 31 UBQP instances within the given time limit, demonstrating their very good performance in finding the best solution. However, GRASP-TS/PM is superior to GRASP-TS when it comes to the average gap to the previous best objective values g avr on these instances, 316.9 versus 509.6, although the CPU time to obtain the best solution is slightly longer. Moreover, the average variance of GRASP-TS/PM is 252.0, which is much smaller than 386.4 of GRASP-TS.
Computational Results on the Random UBQP Instances
In order to further evaluate our GRASP-TS and GRASP-TS/PM algorithms, we compare our results with some best performing algorithms in the litera- ture. Notice that a completely fair comparison is impossible since the reference algorithms are implemented by different authors and run under different conditions. Our comparison here on the UBQP instances as well as that on the MaxCut problem are thus presented only for indicative purposes and should be interpreted with caution. Nevertheless, our experiments provide an indication of the performance of the proposed algorithms relative to the state-of-the-art algorithms.
For this purpose, we restrict our attention to comparisons in terms of quality with six methods that have reported the best results for the most challenging problems. These methods are respectively named ITS [29] , MST1 [27] , MST2 [27] , SA [18] , D 2 TS [15] and HMA [22] . Moreover, we focus only on the 11 largest and most difficult instances with variables from 5000 to 7000 since the best results for instances with size smaller than 5000 can be easily reached by all these state-of-the art algorithms. TS HMA GRASP-TS  GRASP-TS/PM  p5000.1  8559680  700  3016  325  1432  325  0  0  0  p5000.2  10836019  0  0  582  582  0  0  0  0 Table 3 shows the gap to the best known objective value of our GRASP-TS and GRASP-TS/PM algorithms compared with the reference algorithms. The last row presents the averaged results over the 11 instances. The results of the first 4 reference algorithms are directly extracted from [29] , the results of D 2 TS are from [15] and the results of HMA come from [22] . Note that the results of all these algorithms are obtained almost under the same time limit.
From Table 3 it is observed that both GRASP-TS and GRASP-TS/PM outperform the 5 reference algorithms (ITS, MST1, MST2, SA and D 2 TS) and are also competitive with our HMA algorithm in terms of the quality of the best solution, demonstrating the efficacy of the two GRASP-Tabu Search algorithms in finding the best objective values. In order to further discriminate between GRASP-TS, GRASP-TS/PM and HMA, we compare the average solution gaps (20 independent runs) to the best known objective values over 31 instances. We find that GRASP-TS/PM is slightly better than HMA with a gap of 316.9 against 332.2. Also GRASP-TS is inferior to both GRASP-TS/PM and HMA with a gap of 509.6.
We also apply the Friedman non-parametric statistical test followed by the Post-hoc test to the results in Table 3 to see whether there exists significant performance differences between our proposed algorithms and the reference methods. Firstly, we observe from the Friedman test that there is a significant difference among the compared algorithms (with a p-value of 3.737e-06). Furthermore, the Post-hoc analysis shows that GRASP-TS is significantly better than MST1 and SA (with p-values of 5.330108e-06 and 3.622423e-03, respectively) but is not significantly better than ITS, MST2 and D 2 TS (with p-values of 5.347580e-01, 5.347227e-01 and 9.995954e-01, respectively).
Since the best solution values obtained by GRASP-TS, GRASP-TS/PM and HMA are the same, we carry out the above statistical tests with regard to the average solution values. Notice that 31 UBQP instances are considered in this experiment. Firstly, from the the Friedman test, we confirm that there exists a significant performance difference between GRASP-TS, GRASP-TS/PM and HMA (with a p-value of 4.267e-06). Furthermore, the Post-hoc analysis shows that both GRASP-TS/PM and HMA are significantly better than GRASP (with p-values of 4.089688e-06 and 3.296903e-04, respectively). However, we cannot conclude whether GRASP-TS/PM or HMA performs significantly better than the other (with a p-value of 5.999315e-01).
Computational Results on the MaxCut Instances
In this section, we test GRASP-TS and GRASP-TS/PM on the 54 MaxCut instances and the results of this experiment are summarized in Table 4 , using the same statistics as in Table 2 . The previous best results are from references [8, 10, 24, 28, 33] .
From Table 4 , we observe that GRASP-TS/PM outperforms GRASP-TS with respect to the best and average objective values. Specifically, GRASP-TS/PM has the best gap relative to the previous best result of 0.78 on average over 54 instances while GRASP-TS has a gap of 5.76. Moreover, GRASP-TS/PM has an average objective gap over 20 runs relative to the previous best known value of 4.50, which is two times smaller than obtained by GRASP-TS with a gap of 9.68. However, GRASP-TS/PM needs slightly more CPU time to reach its best solutions and its objective value variance is slightly larger than GRASP-TS. It is noteworthy that both methods achieve exceedingly high quality outcomes, although GRASP-TS/PM emerges the clear winner. In particular, GRASP-TS/PM improves the previous best known results on 19 instances (in bold), while GRASP-TS improves the previous best known results for 9 instances.
For comparative purposes, Table 5 also includes the results of three state-ofthe-art algorithms. These reference methods are Scatter Search [24] (column 3), CirCut heuristic [8] (column 4) and VNSPR [10] (column 5). The last three rows of Table 5 show the summary of the comparison between each algorithm including ours and the previous best known results. The rows better, equal, worse respectively denote the number of instances for which each algorithm gets better, equal and worse results than the previous best known results. The results of these reference algorithms are directly extracted from [24] (results obtained on a personal computer with a 3.2GHz Intel Xenon processor and 2.0 GB of RAM which is comparable to our computer with a Pentium 2.83GHz and 2.0 GB RAM). However, not all the algorithms are run under the same conditions and hence, this comparison should be interpreted with caution. Notice also that while some reference algorithms are MaxCut specific heuristics, our algorithm is designed for the more general UBQP problem. Table 5 discloses that GRASP-TS/PM and GRASP-TS can find new best results on 19 and 9 instances, respectively among the 54 instances and both match the previous best known results on 20 and 18 instances. For the tested instances, both GRASP-TS/PM and GRASP-TS perform better than the reference algorithms. In particular, GRASP-TS/PM (GRASP-TS respect.) fails to reach the best known results for 15 (27 respect.) instances while the reference algorithms SS, CirCut and VNSPR fail on 32, 34 and 48 instances, respectively. The computing times (in seconds) to reach the best solution of GRASP-TS (770) and GRASP-TS/PM (804) are larger than SS (621) and CirCut (616) but much smaller than VNSPR (64505).
As for Table 3 , we apply the Friedman test and the Post-hoc test to the results in Table 5 to see whether there are significant performance differences between the proposed methods and other competitors on the 54 MaxCut instances. Firstly, we discover from the Friedman test that SS, CirCut, VNSPR, GRASP-TS and GRASP-TS/PM demonstrate significant differences (with a p-value of 2.2e-16). Secondly, when comparing GRASP-TS with SS, CirCut and VNSPR, the Post-hoc analysis indicates that GRASP-TS is significantly better than VNSPR (with a p-value of 3.788002e-10) but is not significantly better than SS and CirCut (with p-values of 4.534268e-01 and 9.358923e-02, respectively). Thirdly, when comparing GRASP-TS/PM with SS, CirCut and VNSPR, the Post-hoc analysis indicates that GRASP-TS/PM is significantly better than SS, CirCut and VNSPR (with p-values of 4.059707e-06, 2.433377e-08, 0.000000e+00, respectively). Finally, we observe that GRASP-TS/PM is significantly better than GRASP-TS (with a p-value of 6.795472e-03).
In sum, the computational results on the 85 random and structured instances demonstrate the efficacy of our proposed GRASP-Tabu Search algorithms for solving the UBQP problems, with GRASP-TS/PM emerging as superior to the other methods studied in our comparative tests.
Conclusion
In this paper, we studied a simple and a population-based GRASP-Tabu Search algorithm for solving the UBQP problem. Both algorithms are based on a dedicated randomized greedy construction heuristic, enhanced by reference to the ideas of "strongly determined variables" and "elite solution recovery" of probabilistic Tabu Search, and using a tabu search local optimization procedure. Additionally, the algorithm with population management (GRASP-TS/PM) integrates a population management strategy for maintaining a pool of diversified elite solutions.
Tested on three sets of 85 well-known random and structured benchmark in-stances, we have shown that both GRASP-Tabu Search algorithms obtain highly competitive results in comparison with the previous best known results from the literature. In particular, for the 54 structured instances derived from MaxCut, GRASP-TS/PM can improve the best known objective values for 19 instances whose optimum solution values are still unknown. In future work, we look forward to exploiting other forms of population-based search strategies like Path Relinking and more advanced tabu search mechanisms to provide further gains along these lines.
