We have recently shown that using the information carried by the mosaic of cone excitations of a stationary retina, the relative spatial contrast sensitivity function (CSF) of a computational observer has the same shape as a typical human subject. Absolute human sensitivity, however, is lower than the computational observer by a factor of 5 to 10. Here we model how additional known features of early vision affect spatial contrast sensitivity: fixational eye movements and the conversion of cone photopigment excitations to cone photocurrent responses. For a computational observer that uses a linear classifier applied to the responses of a stimulus-matched linear filter, fixational eye movements substantially change the shape of the spatial CSF, primarily by reducing sensitivity at spatial frequencies above 10 c/deg. For a computational observer that uses a translation-invariant calculation, in which decisions are based on the squared response of a quadrature-pair of linear filters, the CSF shape is little changed by eye movements, but there is a two-fold reduction in sensitivity. The noise and response dynamics of conversion of cone excitations into photocurrent introduce an additional two-fold sensitivity decrease. Hence, the combined effects of fixational eye movements and phototransduction bring the absolute sensitivity of the translationinvariant computational observer CSF to within a factor of 1 to 2 of the human CSF. We note that the human CSF depends on processing of the initial representation by many thalamic and cortical neurons, which are individually quite noisy. Our computational modeling suggests that the net effect of this noise on contrast-detection performance, when considered at the neural population level and behavioral level, is quite small: the inference mechanisms that determine the CSF, presumably in cortex, make efficient use of the information available from the cone photocurrents of the fixating eye.
Introduction
The spatial contrast sensitivity function (CSF) is a fundamental characterization of human vision: It specifies the amount 1 of contrast required for a visual system to detect sinusoidal contrast modulation at different spatial frequencies. The human and 45 msec are depicted on the left, and the time course of excitations for a single cone is plotted on the right. The mean cone excitation response in the absence of eye movements is depicted in blue and a single, noisy cone excitation response instance in the presence of fixational eye movements is depicted in black. The noisy instance follows a Poisson distribution with a time-varying rate parameter equal to the expected number of cone excitation events in each time bin. D. The noise-free excitation sequence of each cone is convolved with the photocurrent impulse response to generate the noise-free photocurrent response (blue) and noisy photocurrent response instances (black). For a given mean cone excitation rate, the mean photocurrent response is approximated using a temporal linear filter, whose impulse response is computed separately for each cone type, using a biophysically-based model of phototransduction. The red, green and blue curves in the bottom left panel depict the L-, M-, and S-cone photocurrent impulse response functions for this mean. The S-cone impulse response has significantly higher gain than that of the L-and M-cones, because mean S-cone excitation is low which sets the photocurrent gain high. Photocurrent response instances are generated by adding stimulus-independent Gaussian noise (depicted in black at the right bottom panel) to the mean photocurrent response.
cone excitation response for cones along the horizontal meridian of the mosaic, again in the absence of fixational eye 79 movements. A clear response modulation can be seen during the stimulus presentation duration (0-100 msec). Figure   80 2C depicts a single noisy instance of a differential (test-null) spatiotemporal photocurrent response. The stimulus-induced 81 modulation in the photocurrent response is somewhat blurred over time and the modulation is more noisy than the cone 82 excitation response. Figure 2D depicts four instances of fixational eye movement paths each computed for a period of 83 150 msec. Different eye movement trajectories start at random locations, but the trajectories are constrained so that their 84 centroids are all at the origin. The spatiotemporal differential cone excitation response during one fixational eye movement 85 instance (green line in Figure 2D ) is depicted in Figure 2E . The response modulation is tilted in the space-time domain due to jitter in retinal image position along the horizontal axis. The corresponding photocurrent differential spatiotemporal 87 response is depicted in Figure 2F . Note that the stimulus modulation is barely visible in this representation. Two factors 88 contribute to this. First, the convolution of the jittered cone excitation response with the photocurrent impulse response 89 smears the cone excitation response in time. Second, the photocurrent response signal to noise ratio (SNR) is significantly 90 lower than the SNR of the cone excitation response, as can be seen by comparing Figures 2B and 2C .
91
Impact of fixational eye movements 92 We begin our computational assessment of contrast sensitivity by examining the impact of fixational drift at the level sums cone responses over space at every time instant (Cottaris et al., 2019), and which we term the SVM-Template-Linear 97 computational observer. This CSF serves as a baseline for assessing the impact of fixational eye movements. 98 The CSF computed in the presence of drift fixational eye movements using the same SVM-Template-Linear observer 99 is depicted by the red disks in Figure 3A . Note, the dramatic loss in sensitivity as spatial frequency exceeds 10 c/deg. 100 Indeed, a threshold cannot be obtained beyond 24 c/deg. For this computational observer, fixational eye movements cause 101 significant misalignment between the retinal image and the observer's stimulus-matched filter. This decreases the SNR of 102 the observer's filter response in a spatial-frequency-dependent manner, leading to the rapid falloff in classifier performance 103 with increasing spatial frequency. A computational observer that is less susceptible to the effects of retinal image jitter can be constructed by employing 105 a pair of stimulus-matched spatial pooling filters which have a spatial quadrature relationship (see Figure 7D ,E), and whose Template-Energy computational observer applies a linear SVM classifier to the energy responses. 111 The CSFs derived using the SVM-Template-Energy computational observer in the absence and presence of fixational 112 eye movements are depicted in Figure 3B by the red and blue disks, respectively. Note that the SVM-Template-Energy 113 derived CSFs are nearly identical in the presence and absence of fixational eye movements, demonstrating that the sharp 114 performance decline with spatial frequency can be eliminated when complex-cell like spatial energy mechanisms are used. 115 This performance improvement at high spatial frequencies comes at a cost, however: an overall sensitivity drop by a factor 116 of 2.0-2.5 across the entire frequency range independent of whether fixational eye movements are present or not (blue 117 and red disks), as seen by comparison with performance of the SVM-Template-Linear observer in the absence of eye 118 movements (gray disks). 120 Next, we examined how phototransduction impacts contrast sensitivity. To isolate performance changes due to photo-121 transduction alone, we computed CSFs in the absence of fixational movements using the SVM-Template-Linear observer. 122 The results of this analysis are depicted in Figure 4 . The transformation in stimulus representation from cone excitations 123 to photocurrents results in a contrast sensitivity loss of a factor of 2.0-2.5, with slightly more reduction at lower spatial 124 frequencies. This spatial frequency effect is due is due to the increased down-regulation of photocurrent response gain at 125 more eccentric retinal locations, where the cone excitation response is stronger due to the enlarged cone aperture diame-126 ters. More eccentric retinal locations come into play because the experiment we are modeling employed a fixed number of 127 grating cycles, resulting in larger stimulus extents at lower spatial frequencies. 128 The sensitivity loss at the photocurrent processing stage will depend on stimulus conditions, particularly the mean 129 luminance of the adapting background and also the stimulus duration. For example, as stimulus mean luminance increases 130 we expect increased sensitivity loss at the level of photocurrent compared to excitations. This expectation is due to increased 131 down regulation of photocurrent gain in the presence of a constant photocurrent noise for excitation rates up to 50,000-132 100,000 R * × cone −1 × sec −1 2 . Sensitivity will also depend on stimulus duration, due to temporal integration via the Figure 5 depicts the combined effect of phototransduction and fixational eye movements. As we noted earlier, the use 137 of the SVM-Template-Energy computational observer is effective at mitigating the effect of fixational eye movements, when 138 applied at the level of cone excitations ( Figure 3 ). When it is applied at the level of the photocurrent, it is less so. The 139 reduced efficiency at the photocurrent stage occurs because the photocurrent impulse response temporally integrates the 140 spatially-jitterred cone excitation response (see Figure 2F ) before the energy mechanism has a chance to discount it. 141 None-the-less, spatial pooling via the energy mechanism is beneficial relatively to spatial pooling via a linear mechanism 142 for maintaining performance at higher spatial frequencies. Better performance at higher spatial frequencies can be obtained 143 by using ensembles of non-linear pooling mechanisms whose centers are spatially offset and which are tiling a region larger 144 than the spatial extent of the stimulus (see Impact of spatial pooling mechanism in section Supplementary Material). 145 Overall, our results indicate that compared to the performance at the level of cone excitations without fixational eye 146 movements, the combined effects of photocurrent encoding, fixational eye movements, and the energy based computational 147 observer reduce performance by a factor of 5-10, in a manner that is largely but not completely independent of spatial 148 spatial frequency (c/deg) for a 3 mm pupil, typical subject wavefront-based optics, and eccentricity-based cone mosaics. The transformation from cone excitations to photocurrent results in a sensitivity loss of a factor of 2 to 2.5. Note that this sensitivity loss is specific to mean light level (here 34 cd/m 2 ) and stimulus duration (here 100 msec). Stimuli presented at different adapting light levels and/or for different durations will be affected differently. frequency, with the spatial frequency dependence caused by the temporal integration of spatially jittered cone isomerization 149 signals during phototransduction.
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Impact of phototransduction
150
Comparison of computational and human observer performance 151 To compare our computational-observer contrast sensitivity functions to human psychophysical sensitivity (Banks et   152 al., 1987), we repeated the simulations for a 2 mm pupil to match the psychophysics. Figure 6 shows the comparison. 153 The gray disks depict the CSF derived at the level of cone excitations in the absence of fixational eye movements using 196 There are other differences between the two studies. We model a 100 msec stimulus as we are interested in comparing 197 with the data of Banks et al. (1987) . During this short time there is not a significant reduction in the photocurrrent response 198 amplitude (see Figure 11E ) that drift transients could enhance. Third, the simulations match the size of the cone mosaic to the stimulus size, which in turn varies with spatial frequency. 259 This simplification was chosen for computational efficiency. However, this poses a problem for the highest spatial frequency 260 stimuli, for which part of the retinal image can be brought out of the field of view of the cone mosaic in the presence 261 of fixational eye movements. The supplementary section Impact of spatial pooling mechanism presents an analysis of 262 performance for different spatial pooling mechanisms which extend beyond the stimulus spatial support. 263 Fourth, our fixational eye movement model computes drift eye movement trajectories whose mean velocity is 60 arc https://github.com/isetbio/ISETBioCSF/tree/master/tutorials/recipes/CSFpaper2. 276 Our results indicate that fixational eye movements abolish sensitivity above 10 c/deg for a computational observer 277 that employs a stimulus-matched, linear pooling template. Energy based computational observers eliminate the sharp 278 performance decline at high spatial frequencies, but at the cost of a decrease in sensitivity. The decrease in overall sensitivity 279 in the absence of eye movements should not be surprising -to achieve translation-invariance, energy-based observers 280 ignore the stimulus spatial phase, using less stimulus information than the linear summation observer. 281 Phototransduction-induced sensitivity regulation and additive noise also decreases sensitivity by a factor of 2. Com-282 bining the effects of fixational eye movements, photocurrent encoding, and energy-based computational observer, brings 283 the computational observer performance to levels that are within a factor 1 to 2 of human sensitivity, depending on spatial 284 frequency. This analysis indicates that the sensitivity loss observed in human performance relative to the sensitivity of an 285 ideal observer at the cone excitations can be largely be accounted for by fixational eye movements, photocurrent encoding, 286 and the performance of the inference engines we considered. This leaves little room for additional sensitivity loss as the 287 signal is processed by the very large number of neurons in thalamus and cortex.
288
Supplementary Material
289 Impact of spatial pooling mechanism 290 In the constant cycles paradigm, as stimulus spatial frequency increases stimulus size becomes progressively smaller 291 and so does the spatial extent of the spatial pooling mechanism, which is matched to stimulus area. Fixational eye move-292 ments can move the retinal image of the stimulus outside the field of view of these pooling mechanisms, thereby lowering 293 performance. 294 Here we examine how performance is affected by choosing spatial pooling regions that extend beyond the stimulus. 295 We consider two spatially-extended cone pooling schemes. The first scheme, depicted in Figure 7B consists of a single 296 spatial pooling energy mechanism which is centered on the retinal image but which spans a spatial region larger than the 297 stimulus. The quadrature-phase pair pooling kernels of this energy mechanism are depicted in Figures 7D and 7E . The 298 second scheme, depicted in Figure 7C , consists of an ensemble of spatial pooling energy mechanisms whose centers are 299 positioned on a spatial grid which extends beyond the stimulus spatial support. The example shown in Figure 7C is for a 300 3x3 grid. For this mechanism the input to the SVM classifier is the ensemble of temporal responses of 9 spatial filters. The 301 cos-phase pooling kernels for 2 of these mechanisms (outlined in red and orange in Figure 7C are depicted in Figures 7F   302 and 7G, respectively. 303 The high spatial frequency CSF regimes computed using different spatial pooling mechanisms are depicted in Figure   304 7H for cone isomerization signals, and Figure 7I for photocurrent signals. The CSFs computed using the stimulus-matched 305 pooling mechanism in the absence of fixational eye movements is depicted by the gray disks and serve as reference CSFs. 306 The remaining CSFs are computed in the presence of fixational eye movements. Red disks depict the CSFs derived using the stimulus-matched energy template, whereas the green and blue disks depict the CSFs derived using a single energy 308 filter that extended beyond the spatial support of these high frequency stimuli, 0.33 degs and 0.5 degs, respectively. Finally, 309 the CSFs derived using ensembles of spatially-offset energy filters are depicted in magenta (0.3 degs, 3x3 grid) and orange 310 (0.5 degs, 5x5 grid). 311 Note that at the level of isomerizations ( Figure 7H ), the single spatially-extended pooling mechanisms (0.3 and 0.5 312 degs) both perform worse than the stimulus-matched spatial pooling mechanism. On the other hand, the mechanisms consisting of a 3x3 and a 5x5 ensemble of spatial pooling filters significantly outperform the stimulus-matched spatial pooling 314 mechanism at the highest spatial frequencies (40, 50 and 60 c/deg), even in the absence of fixational eye movements (gray 315 disks). At the level of photocurrents ( Figure 7I ), the ensemble of spatial pooling filters mechanisms again outperform both 316 the stimulus-matched and the spatially-extended single spatial pooling mechanism at 40 and 50 c/deg, whereas at 60 c/deg 317 we were not able to obtain a detection threshold for any spatial pooling mechanism. 318 Overall, these results indicate that in the presence of fixational eye movements, ensembles of spatially-overlapping en- Fig. S2 ]. Contrast sensitivity functions computed for different stimulus durations, at the level of isomerizations (left) and photocurrents (right). These CSFs were computed for a 3 mm pupil, typical subject wavefront-based optics, eccentricity-based cone mosaics, and in the absence of eye movements using a linear computational observer. The reference CSF (gray disks) is computed for 100 msec, the duration used in all computations in this paper. Note that at the level of isomerizations, ratios of CSFs with respect to the reference CSF cluster around √ 2 for 200 msec, √ 0.5 for 50 msec, and 0.5 for 25 msec, as expected from the square root law of Poisson noise limited sensitivity. At the level of photocurrents, where noise is additive and sensitivity is regulated by the phototransduction dynamics, there is a more dramatic effect of stimulus duration on performance. 
Methods
325
Modeling optics and cone mosaic excitation
where p i is the position at time step i, and η i is a normally distributed random variable with zero mean. In such a process, 354 the sequence of spatial displacements is uncorrelated and K = 1. Using diffusion analysis, Engbert and Kliegl (2004) 355 showed that fixational eye movements differ from pure Brownian motion, exhibiting correlations over two time scales. Over 356 short time scales (2 to 30 msec), the eye has a tendency to continue to move in the current direction (persistent behavior), 357 resulting in correlated displacements and K > 1. Over longer time scales (100 to 500 msec), there is a tendency to reverse 358 direction (anti-persistent behavior), resulting in uncorrelated displacements and K < 1.
359
Differences in eye position dynamics from those of a purely Brownian process affect fixation span and may affect 360 performance. To simulate a combination of persistent and anti-persistent dynamics, we generate fixational eye movements using the delayed random walk model proposed by Mergenthaler and Engbert (2007) . In this model the position at time 362 step i + 1, p i+1 , is given by
In 371 Various properties of the eye movement paths generated by the model are illustrated in Figure 10 . Figure 10A illustrates 372 the X-/Y-position components of 1024 drift trajectories, each lasting for 150 msec. Figure 10B is compute-intensive because a small time step (0.1 msec) is required in order to accurately simulate the differential equa-388 tions that govern the phototransduction cascade. Here we use the full calculation to determine a linear approximation which 389 is valid for near-threshold perturbations around a mean luminance. That is, the full phototransduction model is used to 390 compute a photocurrent impulse response function, which is defined as the outer segment membrane current in response 391 to a cone excitation delta function superimposed on a constant cone excitation background rate. This biophysically-derived 392 impulse response function is specific to the stimulus mean luminance, and stimuli of different mean luminances and chro-393 maticities will have different photocurrent impulse responses. The derived photocurrent impulse response is downsampled 394 to the time step of the simulations, here 5 msec, and subsequently convolved with the sequence of the mean cone excita- 395 tions, which are also computed every 5 msec, to derive the noise-free photocurrent response. 396 The second stage of the model adds a stochastic component which captures noise in the phototransduction cascade. 397 The noise has Gaussian amplitude distribution and a power spectrum that is matched to that of primate cone photoreceptors (Angueyra & Rieke, 2013) . The computed photocurrent captures the characteristics of primate cone responses (Angueyra, 399 2014) for a range of adaptation levels, 0 to 30,000 R * × cone −1 × sec −1 . In this range, photopigment bleaching is less than 400 2%, assuming a half-bleaching constant of 6.4 log R * × cone −1 × sec −1 , and can therefore be ignored. The half-bleaching 401 constant was estimated from the value of 4.3 log Trolands provided by Rushton and Henry (1968).
Dynamics of model drift fixational eye movements
402
Biophysically-based model of the phototransduction cascade 403 In darkness, there is a constant inflow of Na + and Ca +2 ions into the photoreceptor outer segment via cyclic guanosine 404 monophosphate (cGMP)-gated channels, many of which are open due to the high concentration of intracellular cGMP. 405 cGMP is constantly being produced by the enzyme guanylate cyclase (GC). The constant inflow of Na + and Ca +2 ions into 406 the photoreceptor creates a negative current. This negative current hyperpolarizes the cone membrane, which results in 407 a continuous release of glutamate at the synapses with bipolar and horizontal cells. When a photon isomerizes an opsin 408 molecule, it initiates a biochemical cascade which results in the activation of multiple phosphodiesterase (PDE) enzymes. 409 The increased PDE activity hydrolizes cGMP at a higher rate than in the dark, thereby reducing the intracellular cGMP 410 concentration, which leads to closure of cGMP-channels. This blocks the entry of Na + and Ca +2 ions into the cone, causing 411 a depolarization in the membrane and a decrease in glutamate released. Our model of this process, which captures the 412 steps between isomerization and the modulation of membrane current, is illustrated in Figure 11 . The implementation of 413 the different stages is as follows.
414
Opsin activation: Absorption of photons by photopigment molecules turns inactive opsin proteins, R, into their ac-415 tivated state, R * . Activated opsin molecules are produced instantaneously with a rate that is proportional to the photon 416 absorption rate, A(t), and inactivated with a rate constant, ρ R . When the light intensity is such that A(t) < 30, 000 photon-417 s/cone/sec, we can neglect photopigment bleaching and treat the concentration of inactive photopigment as a constant. In 418 this regime, the production of activated opsin, R * (t), is described by
where g R is a scaling constant. 420 PDE concentration: Phosphodiesterase (PDE) enzymes are in turn activated by activated opsin proteins with a rate 421
, is the spontaneous PDE activation rate in the dark, and become inactivated with a rate constant, 422 ρ E . The production of activated PDE, E(t), is described by:
cGMP concentration: cGMP molecules are synthesized continuously due to the GC protein activity at a rate GC(t), 424 and hydrolized at a rate that is product of PDE enzymatic activity, P (t), and cGMP concentration, G(t). The concentration 425 of cGMP, G(t), is described by:
The rate at which GC is producing cGMP is an instantaneous function of the intracellular Ca +2 concentration, C(t):
427
where GC max is the maximal production rate, k GC is the half-maximal Ca +2 concentration and n GC is an exponent that 428 determines the steepness of the relation between GC(t) and C(t). photocurrent, which is an instantaneous function of the cGMP activation. F. Change in intracellular Ca +2 concentration, which is the result of inflow via the membrane current and outflow, via the Na + -Ca +2 exchanger pump. Two feedback mechanisms both based on the intracellular Ca +2 concentration modify the membrane current. A slow Ca +2 -derived signal which directly regulates the membrane current, and an indirect signal which modulates production of GC, shown in G., which is responsible for producing cGMP. See text for more details. I. Noisy membrane current response instance generated by adding photocurrent noise to the mean membrane current response (E).
Ca +2 concentration: The intracellular Ca +2 concentration, C(t), depends on two factors: the Ca +2 inflow though the 430 open cGMP-gated outer segment membrane channels and the Ca +2 outflow via Na + -Ca +2 exchanger pumps, and is described by: 432 dC(t) dt = q Ca · I(t) − ρ Ca · C(t) (8)
where q Ca = 2 · ρ Ca · C dark k cGM P · (G dark ) n cGM P is the fraction of the ionic membrane current that is carried by Ca +2 ions, and ρ Ca is 433 the rate constant at which Na + -Ca +2 exchanger pumps eject Ca +2 out of the receptor. Note that Ca +2 drives a negative 434 feedback pathway in the outer segment, since the concentration of Ca +2 regulates the rate at which cGMP is produced by 435 GC (equation 7). where C dark is the Ca +2 concentration in the dark. The C slow (t) signal tracks the calcium concentration, C(t), filtered 444 through a slow rate constant, ρ C slow < ρ C , and is described by:
This is a second Ca +2 -based feedback pathway in the outer segment which provides a slow adaptational mechanism that 446 helps to capture cone responses to impulse, step, and naturalistic stimuli in the primate (Angueyra, 2014) . The values of all 447 parameters of this cone photocurrent model are listed in Table 2 . Table 2 . Figure 12A depicts the spectral power distribution of the generated noise (black line) along with and ,and Figure   455 12B depicts 150 msec of the generated noise, along with a histogram of the amplitude distribution accumulated over 1024 456 instances. 457 Angueyra and Rieke (2013) 
