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ALGEBRAIC COSET CONFORMAL FIELD THEORIES II
Feng Xu
Abstract. Some mathematical questions relating to Coset Conformal field theories
(CFT) are considered in the framework of Algebraic Quantum Field Theory as devel-
oped previously by us. We consider the issue of fix point resolution in the diagonal
coset of type A. We show how to decompose certain reducible representations into
irreducibles, and prove that the coset CFT gives rise to a unitary Modular Tensor
Category in the sense of Turaev, and therefore may be used to construct 3-manifold
invariants. We prove that if the coset inclusion satisfies certain conditions which can
be checked in examples, the Kac-Wakimoto Hypothesis (KWH) is equivalent to the
the Kac-Wakimoto Conjecture (KWC), a result which seems to be hard to prove by
purely representation considerations. Examples are also presented.
§1. Introduction
This paper is a sequel to [X4]. Let us first recall some definitions from [X4].
LetG be a simply connected compact Lie group and letH ⊂ G be a Lie subgroup.
Let πi be an irreducible representations of LG with positive energy at level k1 on
Hilbert space Hi. Suppose when restricting to LH, Hi decomposes as:
Hi =
∑
α
Hi,α ⊗Hα
, and πα are irreducible representations of LH on Hilbert space Hα. The set of
(i, α) which appears in the above decompositions will be denoted by exp.
We shall use π1 (resp. π1)
2 to denote the vacuum representation of LG (resp.
LH). Let A be the Vacuum Sector of the coset G/H as defined on Page 5 of [X4].
The decompositions above naturally give rise to a class of covariant representations
of A, denoted by πi,α or simply (i, α), by Th. 2.3 of [X4], π1,1 is the Vacuum
representation of A.
I’d like to thank Professors J. Fuchs, Karl-Henning Rehren and C. Dong for useful correspon-
dences. 1991 Mathematics Subject Classification. 46S99, 81R10.
1When G is the direct product of simple groups, k is a multi-index, i.e., k = (k1, ..., kn), where
ki ∈ N corresponding to the level of the i-th simple group. The level of LH is determined by the
Dynkin indices of H ⊂ G. To save some writing we write the coset as H ⊂ Gk.
2This is slightly different from the notation pi0 (resp. pi0) in [X4]: it seems to be more appro-
priate since these representations correspond to identity sectors.
Typeset by AMS-TEX
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In §2.2 we consider the decompositions of certain reducible representations in
the diagonal cosets of type AN−1 as considered in §4.3 of [X4] when action of the
Dynkin diagram automorphisms is not free (cf. Page 31 of [X4]), which is part
of the fixed point resolution problems known in physics literature (cf. [Gep],
[LVW] and [SY]). Such problems have been known for some time, and there are
no even clear mathematical formulations of such questions before. We will provide
further evidence that the results of [X4] provide the right conceptual framework for
understanding such questions.
We first prove a general lemma 2.1 which we believe will play an important role
in all fixed point resolution problems. Using lemma 2.1 and lemma 2.2, we prove (cf.
(1) of Th. 2.3) that certain S-matrices are non-degenerate. It follows from Th.2.3
(Cor. 2.4) that the diagonal cosets of type AN−1 give rise to a unitary Modular
Tensor Category in the sense of Turaev (cf. P.74 and P.113 of [Tu]), and may be
used to construct 3-manifold invariants (cf. P. 160 of [Tu]). We also calculate S
matrices when N is prime. The result agrees with some of the results of [FSS1],
[SY] from different considerations.
To describe the results in §3, let us denote by Sij (resp. ˙Sαβ) the S matrices of
LG (resp. LH) at level k (resp. certain level of LH determined by the inclusion
H ⊂ Gk). Define3
b(i, α) =
∑
(j,β)
SijS˙αβ〈(j, β), (1, 1)〉 (1)
Note the above summation is effectively over those (j, β) such that (j, β) ∈ exp.
The Kac-Wakimoto Conjecture (KWC) states that if (i, α) ∈ exp, then b(i, α) > 0.
The Kac-Wakimoto Hypothesis (KWH) states that if 〈(j, β), (1, 1)〉 > 0 and
(i, α) ∈ exp, then SijS˙αβ ≥ 0.
Note that since Si1 > 0, S˙α1 > 0, (1, 1) ∈ exp, KWH implies KWC.
KWC has proved to be true in all known examples. In fact, in §2.4 of [X4] an
even stronger conjecture, Conjecture 2 (C2) is formulated.
Unfortunately KWH is not true. In [X2] counter examples were found by using
subfactors associated with conformal inclusions. However, KWH has checked to be
true in so many examples, and it seems that it should be true or equivalent to KWC
under some general conditions. The first main result in §3.1 is to describe such a
condition (cf. Th.3.3). The condition4 is that :
if 〈(1, β), (1, 1)〉 > 0, then β = 1 (2)
. Th. 3.3 states that if H ⊂ Gk satisfies (2), and certain assumptions in §3.1
which are expected to be true in general , then KWH is equivalent to KWC for the
inclusion H ⊂ Gk.
3Our (j, β) corresponds to (M,µ) on P.186 of [KW], and it follows from the definitions that
〈(j, β), (1, 1)〉 is then equal to multM (µ, p) which appears in 2.5.4 of [KW]. It is then easy to see
that our formula (1) is identical to 2.5.4 of [KW].
4If we identify (1, β) with (M,µ), where M is the vacuum representation, as on P.186 of [KW],
then condition (2) is the statement that if (M,µ) ∈ Sm, with Sm defined on P.186 of [KW], then
µ must be the vacuum representation of the subalgebra.
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Condition (2) can be shown to be equivalent to the normality of certain inclusions,
but we will not discuss this in this paper.
In §3.1 we also give an example which does not satisfy (2), and verifies KWC but
not KWH. This is also the first example of non-conformal inclusion which does not
verify KWH.
It is interesting to note that Th. 3.3 can be thought as a statement about rep-
resentations of affine Kac-Moody algebras without even mentioning von Neumann
algebras, yet it seems to be hard to obtain such results without using subfactor
theory (cf.[J]). We give another example of this nature in Prop.3.2. For more such
statements, see inequality on Page 11 of [X2] and in particular (2) of Th.4.3 of [X4].
In §3.2 we prove a property (Prop.3.4) of Conjecture 2 (C2) in [X4]. It states
that if H1 ⊂ H2, H2 ⊂ G verifies C2, then H1 ⊂ G also verifies C2, thus reducing
C2 to maximal inclusions which are classified in [Dyn1], [Dyn2]. We also give an
example related to N = 2 superconformal theories.
2. Fixed point resolutions in the diagonal cosets of type AN−1
2.1 Preliminaries. Let us first recall some definitions from [X2]. Let M be a
properly infinite factor and End(M) the semigroup of unit preserving endomor-
phisms of M . In this paper M will always be the unique hyperfinite III1 factors.
Let Sect(M) denote the quotient of End(M) modulo unitary equivalence in M . We
denote by [ρ] the image of ρ ∈ End(M) in Sect(M).
It follows from [L3] and [L4] that Sect(M), with M a properly infinite von Neu-
mann algebra, is endowed with a natural involution θ → θ ; moreover, Sect(M) is
a semiring with identity denoted by id.
If given a normal faithful conditional expectation ǫ : M → ρ(M), we define a
number dǫ (possibly ∞) by:
d−2ǫ := Max{λ ∈ [0,+∞)|ǫ(m+) ≥ λm+, ∀m+ ∈M+}
(cf. [PP]).
We define
d = Minǫ{dǫ|dǫ <∞}.
d is called the statistical dimension of ρ. It is clear from the definition that the
statistical dimension of ρ depends only on the unitary equivalence classes of ρ. The
properties of the statistical dimension can be found in [L1], [L3] and [L4]. We will
denote the statistical dimension of ρ by dρ in the following. d
2
ρ is called the minimal
index of ρ.
Recall from [X2] that we denote by Sect0(M) those elements of Sect(M) with
finite statistical dimensions. For λ, µ ∈ Sect0(M), let Hom(λ, µ) denote the space
of intertwiners from λ to µ, i.e. a ∈ Hom(λ, µ) iff aλ(x) = µ(x)a for any x ∈ M .
Hom(λ, µ) is a finite dimensional vector space and we use 〈λ, µ〉 to denote the
dimension of this space. 〈λ, µ〉 depends only on [λ] and [µ]. Moreover we have
〈νλ, µ〉 = 〈λ, ν¯µ〉, 〈νλ, µ〉 = 〈ν, µλ¯〉 which follows from Frobenius duality (See [L2]
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). We will also use the following notation: if µ is a subsector of λ, we will write as
µ ≺ λ or λ ≻ µ. A sector is said to be irreducible if it has only one subsector.
Recall (cf.[L2]) for each ρ ∈ End and its conjugate ρ¯ with finite minimal index,
there exists Rρ ∈ Hom(id, ρ¯ρ) and R¯ρ ∈ Hom(id, ρρ¯) such that
R¯∗ρρ(Rρ) = 1, R
∗
ρρ¯(R¯ρ) = 1
and ||Rρ|| = ||R¯ρ|| =
√
dρ. The minimal left inverse φρ of ρ is defined by
φρ(m) = R
∗
ρρ¯(m)Rρ
.
The following lemma plays a fundamental role in §2.2.
Lemma 2.1. Let a, b, c ∈ End(M), [c] = [ab] and a, b have finite statistical dimen-
sions. Suppose τ ∈ End(M) has order t in Sect(M) , i.e., t is the least positive
integer such that [τ t] = [id], and [aτ ] = [a], [τb] = [b]. If
〈c, c〉 = t
, then Hom(c, c) is an abelian algebra with dimension t and hence there exist irre-
ducible sectors c1, ..., ct such that
c =
∑
1≤k≤t
ck
. Moreover, dck =
1
t
dc, k = 1, ..., t.
Proof: From [aτ ] = [a] we conclude by using Frobenius duality that 〈a¯a, τ i〉 ≥ 1,
and since τ has order t in Sect(M), we must have
a¯a ≻
∑
0≤i≤t−1
τ i
. Similarly
bb¯ ≻
∑
0≤i≤t−1
τ i
.
Since
t = 〈c, c〉 = 〈ab, ab〉 = 〈a¯a, bb¯〉
≥
∑
0≤i≤t−1
〈a¯a, τ i〉〈τ i, bb¯〉 ≥ t
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, it follows that all the ≥ are = and in particular 〈a¯a, id〉 = 〈b¯b, id〉 = 1, i.e., both a
and b are irreducible. It is enough to prove the case c = ab. Since [τb] = [b], there
exist unitary elements v ∈M such that
v ∈ Hom(b, τb)
. Define τv = v
∗τv, then
b = τvb
, and so
b = τ tvb
. Since [τ t] = [id], there exists a unitary v1 such that
τ tv = Adv1
and so v1b = bv1. Since b is irreducible, v1 is equal to identity up to a complex
number whose absolute value is 1, so
τ tv = id
. From [aτ ] = [aτv] = [a] there exists a unitary u such that u ∈ Hom(aτv, a). It
follows that
uta = utaτ tv = au
t
, so ut = x.1 with x ∈ C, x has absolute value one, since a is irreducible. Define
w = x
1
t u so that wt = 1. Note w ∈ Hom(ab, ab). Denote by φa, φb the minimal left
inverse of a, b. We claim that φbφa(w
i) = dadbδi0 for 0 ≤ i ≤ t− 1. It is enough to
show φbφa(w
i) = 0 for 0 < i ≤ t− 1. Since b is irreducible, φa(wi) ∈ Hom (b,b) ≡
C.1, and so φbφa(w
i) = R∗
b¯
φa(w
i)Rb¯. But
R∗b¯φa(w
i)Rb¯ = R
∗
b¯R
∗
aa¯(w
i)RaRb¯ = R
∗
aa¯a(R
∗
b¯)a¯(w
i)RaRb¯
= R∗aa¯(a(R
∗
b¯)w
i)RaRb¯ = R
∗
aa¯(w
iaτ iv(R
∗
b¯))RaRb¯
= R∗aa¯(w
i)a¯a(τ iv(R
∗
b¯))RaRb¯
= R∗aa¯(w
i)Raτ
i
v(R
∗
b¯)Rb¯
, and use the fact τvb = b it is easy to see that τ
i
v(R
∗
b¯
)Rb¯ ∈ Hom(id, τ iv). Since
〈τ i, id〉 = 0, 0 < i ≤ t − 1, it follows that τ iv(R∗b¯)Rb¯ = 0 and so φbφa(wi) = dadbδi0
for 0 ≤ i ≤ t− 1. .
If
∑
0≤i≤t−1 xiw
i = 0, xi ∈ C, multiplied both sides by wt−i and apply φbφa,
we get xi = 0. so id, w, w
2, ..., wt−1 are linearily independent in Hom(c,c). and
since Hom(c,c) has dimension t, Hom(c,c) is therefore an abelian algebra with ba-
sis id, w, w2, ..., wt−1. Note wt = 1, so the minimal projections Pk, k = 1, ..., t in
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Hom(c,c) are given by Pk =
∑
0≤j≤t−1
1
t (exp(
2πik
t )w)
j. Let ck ≺ c be the irre-
ducible sector corresponding to Pk, then by [L4]
dck = φaφb(Pk) =
1
t
dadb =
1
t
dc, k = 1, ..., t.
. Q.E.D.
Next we will recall some of the results of [Reh] (also cf. [FRS]) and introduce
notations.
Let [ρi] denote the equivalence classes of irreducible superselection sectors
(cf.[GL]) in a finite set. Suppose this set is closed under conjugation and com-
position. We will denote the conjugate of [ρi] by [ρi¯] and identity sector by [1] if
no confusion arises, and let Nkij = 〈[ρi][ρj], [ρk]〉. We will denote by {Te} a basis of
isometries in Hom(ρk, ρiρj). The univalence of ρi (cf. P.12 of [GL]) will be denoted
by ωρi .
Let φi be the unique minimal left inverse of ρi, define:
Yij := dρidρjφj(ǫ(ρj, ρi)
∗ǫ(ρi, ρj)
∗), (0)
where ǫ(ρj , ρi) is the unitary braiding operator (cf. [GL] ).
We list two properties of Yij (cf. (5.13), (5.14) of [Reh]) which will be used in
§2.2:
Yij = Yji = Y
∗
ij¯ = Yi¯j¯ (1)
Yij =
∑
k
Nkij
ωiωj
ωk
dρk (2)
. Let us explain the proof of (2) since similar but different proof appears in the
proof of Lemma 2.2.
We have:
φj(
∑
e
TeT
∗
e ǫ(ρj , ρi)
∗ǫ(ρi, ρj)
∗TeT
∗
e ) =
∑
e
ωiωj
ωk
φj(TeT
∗
e )
=
∑
e
ωiωj
ωk
Nkij
dρk
dρidρj
, where in the first = we used the Monodromy equation (cf. [FRS] or [X1]), and
the second = follows from [L2].
Define σ˜ :=
∑
i d
2
ρi
ω−1ρi . If the matrix (Yij) is invertible, by Proposition on P.351
of [Reh] σ˜ satisfies |σ˜|2 =∑i d2ρi . Suppose σ˜ = |σ˜| exp(ix), x ∈ R. Define matrices
S := |σ˜|−1Y, T := exp(ix
3
)Diag(ωρi) (3)
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. Then these matrices satisfy the algebra:
SS† = TT † = id, (4)
TSTST = S, (5)
S2 = C, TC = CT = T, (6)
where Cij = δij¯ is the conjugation matrix. Moreover
Nkij =
∑
m
SimSjmS
∗
km
S1m
. (7)
(7) is known as Verlinde formula.
Now let us consider an example which verifies (1) to (7) above. Let G = SU(N).
We denote LG the group of smooth maps f : S1 7→ G under pointwise multipli-
cation. The diffeomorphism group of the circle DiffS1 is naturally a subgroup of
Aut(LG) with the action given by reparametrization. In particular the group of
rotations RotS1 ≃ U(1) acts on LG. We will be interested in the projective unitary
representation π : LG→ U(H) that are both irreducible and have positive energy.
This means that π should extend to LG ⋉ Rot S1 so that H = ⊕n≥0H(n), where
the H(n) are the eigenspace for the action of RotS1, i.e., rθξ = exp
inθ for θ ∈ H(n)
and dim H(n) <∞ with H(0) 6= 0. It follows from [PS] that for fixed level K which
is a positive integer, there are only finite number of such irreducible representations
indexed by the finite set
P h++ =
{
λ ∈ P | λ =
∑
i=1,··· ,N−1
λiΛi, λi ≥ 1 ,
∑
i=1,··· ,n−1
λi < h
}
where P is the weight lattice of SU(N) and Λi are the fundamental weights and
h = N + K. We will use 1 to denote the trivial representation of SU(N). For
λ, µ, ν ∈ PK++, define
Nνλµ =
∑
δ∈PK
++
SλδSµδS
∗
νδ
S1δ
(8)
where Sλδ is given by the Kac-Peterson formula:
Sλδ = c
∑
w∈SN
εw exp(iw(δ) · λ2π/n) (9)
. Here εw = det(w) and c is a normalization constant fixed by the requirement
that (Sλδ) is an orthonormal system. It is shown in [Kac] P.288 that N
ν
λµ are non-
negative integers. Moreover, define Gr(CK) to be the ring whose basis are elements
of PK++ with structure constants N
ν
λµ. The natural involution ∗ on PK++ is defined
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by λ 7→ λ∗ = the conjugate of λ as representation of SU(N). All the irreducible
representations of Gr(CK) are given by λ→ SλµS1µ for some µ.
The irreducible positive energy representations of LSU(N) at level K give rise to
an irreducible conformal precosheaf A and its covariant representations (cf. P.362 of
[X1]). The unitary equivalent classes of such representations are the superselection
sectors. We will use λ to denote such representations.
For λ irreducible, the univalence ωλ is given by an explicit formula . Let us first
define
∆λ =
c2(λ)
K +N
(10)
where c2(λ) is the value of Casimir operator on representation of SU(N) labeled by
dominant weight λ (cf. 1.4.1 of [KW]). ∆λ is usually called the conformal dimension.
Then we have ωλ = exp(2πi∆λ).
Define the central charge (cf. 1.4.2 of [KW])
CG :=
Kdim(G)
K +N
(11)
and T matrix as
T = diag(ω˙λ) (12)
, where ω˙λ = ωλexp(
−2πiCG
24 ). By Th.13.8 of [Kac] S matrix as defined in (9) and
T matrix in (12) satisfy relation (4), (5) and (6).
By Cor.1 in §34 of [W2], The fusion ring generated by all λ ∈ P (K)++ is isomorphic
to Gr(CK), with structure constants N
ν
λµ as defined in (8). One may therefore ask
what are the Y matrix (cf. (0)) in this case. By using (2) and the formula for Nνλµ,
a simple calculation shows:
Yλµ =
Sλµ
S1µ
, and it follows that Yλµ is nondegenerate, and S, T matrices as defined in (3) are
indeed the same S, T matrix defined in (8) and (11), which is a surprising fact. If
the analogue of Cor.1 in §34 of [W2] is established for other types of simple and
simply connected Lie groups, then this fact is also true for other types of groups by
the same argument.
In §2.2 we will also consider the case when G is the direct product of two type
A groups. In that case the S, T matrices are just the tensor product of the S, T
matrices corresponding to each subgroup.
2.2 Fixed point resolutions. We preserve the set up of §4.3 of [X4]. We consider
the coset G := SU(N)m′ × SU(N)m′′/H := SU(N)m′+m′′ , where the embedding
H ⊂ G is diagonal. Let Λ1, ...,ΛN−1 be the fundamental weights of SL(N). Let
k ∈ N. Recall that the set of integrable weights of the affine algebra ŜL(N) at level
k is the following subset of the weight lattice of SL(N):
P
(h)
++ = {λ = λ1Λ1 + ...+ λN−1ΛN−1|λi ∈ N, λ1 + ...+ λN−1 < h}
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where h = k +N . This set admits a ZN automorphism generated by
σ1 : λ = (λ1, λ2, ..., λN−1)→ σ1(λ) = (h−
N−1∑
j=1
λj , λ1, ..., λN−2)
. We define the color τ(λ) :≡ ∑i(λi − 1)imod(N) and Q to be the root lattice of
ŜL(N) (cf. §1.3 of [KW]). Note that λ ∈ Q iff 1N τ(λ) ∈ Z.
We use i (resp.α) to denote the irreducible positive energy representations of LG
(resp.LH). To compare our notations with that §2.7 of [KW], note that our i is
(Λ′,Λ′′) of [KW] , and our α is Λ of [KW]. We will identify i = (Λ′,Λ′′) and α = Λ
where Λ′,Λ′′, Λ are the weights of SL(N) at levels m′, m′′, m′ + m′′ respectively.
Suppose
i = (Λ1
′,Λ1
′′), j = (Λ2
′,Λ2
′′), k = (Λ3
′,Λ3
′′), α = Λ1, β = Λ2, δ = Λ3.
Then the fusion coefficients Nkij := N
Λ′3
Λ1′Λ2′
NΛ3
′′
Λ1′′Λ2′′
(resp. N δαβ := N
Λ3
Λ1Λ2
)of LG
(resp. LH) are given by Verlinde formula (cf. §2.1). Recall πi,α are the covariant
representations of the coset G/H. The set of all (i, α) := (Λ′,Λ′′,Λ) which appears
in the decompositions of πi of LG with respect to LH is denoted by exp. This set
is determined on P.194 of [KW] to be (Λ′,Λ′′,Λ) ∈ exp iff Λ′+Λ′′−Λ ∈ Q. The ZN
action on (i, α), ∀i, ∀α is denoted by σ(i, α) := (σ(Λ′), σ(Λ′′), σ(Λ)), σ ∈ ZN . This is
also known as diagram automorphisms since they corresponds to the automorphisms
of Dykin diagrams. Note that this ZN action preserves exp and therefore induces a
ZN action on exp.
We define a vector space W over C whose orthonormal basis are denoted by i⊗α
with i = (Λ′,Λ′′), α = Λ. W is also a commutative ring with structure constants
given by NkijN
δ
αβ . Let V be the vector space over C whose basis are given by the
irreducible components of σia1⊗α¯ (cf. §4.3 of [X4]) . Then V = V0⊕V1, where V0 is
a subspace of V whose basis are given by the irreducible components of σia1⊗α¯ with
(i, α) ∈ exp, and V1 is the orthogonal complement of V0 in V . The composition
of sectors gives V a ring structure. By (1) of theorem 4.3 of [X4], the irreducible
subrepresentations of (i, α) of the coset are in one-to-one correspondence with the
basis of V0 and this map is a ring isomorphism by (1) of Prop.4.2 of [X4], and we
will identify the irreducible subrepresentations of (i, α) of the coset with the basis
of V0 in the following when no confusion arises. Note that V0 is a subring of V and
V0.V1 ⊂ V1.
Define a linear map P : W → V such that P (i⊗α) = σia1⊗α¯. By Th.4.3 of [X4]
P (i⊗ α) = σia1⊗α¯ = P (i′ ⊗ α¯′) = σi′a1⊗α′
iff σs(i) = i′, σs(α) = α′ for some s ∈ Z. Also 〈P (i⊗α), P (j⊗β)〉 = 0 if P (i⊗α) 6=
P (j ⊗ β) by (*) of §4.3 of [X4].
Note P (σ(1)⊗ σ(1)) = 1 and P is a ring homomorphism from W to V . Define
W0 := P
−1(V0),W1 := P
−1(V1), then W =W0 ⊕W1 since exp is σ invariant. Note
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that i⊗α ∈W0 iff i−α ∈ Q. Define the action of ZN onW as σ(i⊗α) = σ(i)⊗σ(α).
Much of the following depends on the relation between W and V .
Assume σs(i⊗α) = i⊗α for some i⊗α ∈W , and 0 < s ≤ N is the least positive
integer with this property. Let t = Ns . By equation (*) on Page 30 of [X4] we have:
〈P (i⊗ α), P (i⊗ α)〉 = t
. Our first question is to decompose P (i⊗ α) when t > 1.
Apply lemma 2.1 to the present case with P (i⊗1) = a, P (1⊗α) = b, P (σs⊗1) =
τ , we conclude that there exists c1, ..., ct ∈ V such that
P (i⊗ α) =
∑
1≤k≤t
ck
and dck =
1
t didα, k = 1, ..., t. Note that if P
−1(P (i ⊗ α)) = {i1 ⊗ α1, ...is ⊗ αs},
then st = N .
Note we identify the covariant representations of the coset with the basis of
P (W0) = V0. The univalence of A := P (i ⊗ α), i ⊗ α ∈ W0 are given by: ωA =
exp(2πi(∆i − ∆α)), where ∆i,∆α are the conformal dimensions (cf. §2.1, and if
i = (Λ′,Λ′′),∆i := ∆Λ′ + ∆Λ′′). Note if A ≻ a, then ωa = ωA. The univalence is
only defined for covariant sectors which correpond to elements of V0. However, for
convenience let us define ωi⊗α := ωiω
−1
α for i⊗ α ∈W . Then if i⊗ α ∈W0, ωiω−1α
which is the univalence of P (i⊗ α) depends only on P (i⊗ α) , i.e., ωiω−1α depends
only on the orbit of i⊗ α under the ZN action.
Suppose A := P (i ⊗ α), B := P (j ⊗ β), i ⊗ α, j ⊗ β ∈ W0. Let φA, φB be the
unique minimal left inverses of A,B. Define
YAB := dAdBφBφA(ǫ(B,A)
∗ǫ(A,B)∗) (1)
. Note (1) is similar to (0) of §2.1 , the difference here is that our A,B may be re-
ducible and hence we need to include φB in the definition since φA(ǫ(B,A)
∗ǫ(A,B)∗)
may not be a scalar.
To avoid confusions we will denote S matrices associated to indices i (Recall from
§2.1 this is the tensor product of S matrices associated to two type A subgroup of
G) by Sij and the S matrices associated to indices α by ˙Sαβ.
Lemma 2.2. Suppose A := P (i ⊗ α), B := P (j ⊗ β), i ⊗ α, j ⊗ β ∈ W0, and
A =
∑
1≤i≤t ci with dci =
1
t
dA. Then:
(1) 〈ciB, P (k⊗ δ)〉 = 1t 〈AB, P (k⊗ δ)〉, ∀k ⊗ δ ∈W ;
(2) YAB =
Sij
S11
S˙αβ
S˙11
;
(3) YciB =
1
tYAB;
(4) If B =
∑
j bj, then
∑
j Ycibj = YciB.
Proof: Ad (1): Denote by C := P (k ⊗ δ). Then by Frobenius duality
〈ciB,C〉 = 〈ci, CB¯〉
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. By the definitions of B,C,
CB¯ = lA+
∑
D
, where l ≥ 0 is an integer, and D are elements of the form P (k′ ⊗ δ′) which are
different from A, and by (∗) in §4.3 of [X4] 〈D,A〉 = 0, and so 〈D, ci〉 = 0. It follows
that
〈ciB,C〉 = 〈ci, lA〉 = l
, which is independent of i. Since A =
∑
1≤i≤t ci, (1) follows.
Ad (2): The main point of the proof is that even though A,B may be reducible,
their univalence are complex numbers, so the monodromy equation (cf. [FRS] or
Page 359 of [X1]) holds, and we have:
φAφB(ǫ(B,A)
∗ǫ(A,B)∗) = φAφB(
∑
e∈V
TeT
∗
e ǫ(B,A)
∗ǫ(A,B)∗)TeT
∗
e )
=
∑
e∈V
ωAωB
ωe
NeAB
de
dAdB
=
∑
e∈V
ωiωjω
−1
α ω
−1
β
ωe
〈AB, e〉 de
dAdB
, where e ∈ V means we sum over the basis of V . Note that the summation
above is effectively over V0 since A ∈ V0, B ∈ V0 and V0 is a subring. Suppose
P (k⊗δ) = e1+e2+ ...+em, k⊗δ ∈W0, with dei = 1mdkdδ , ωei = ωkω−1δ . Assume
P−1(P (k ⊗ δ)) = k1 ⊗ δ1, ..., kn ⊗ δn, with mn = N . Then
∑
ei
ωiωjω
−1
α ω
−1
β
ωei
〈AB, ei〉 dei
dAdB
=
1
m
ωiωjω
−1
α ω
−1
β
ωkω
−1
δ
〈AB, P (k⊗ δ)〉 dkdδ
dAdB
. From
〈AB, P (k⊗ δ)〉 = 〈σia1⊗α¯σja1⊗β¯, σka1⊗δ¯〉 = Nk
′
ij N
δ¯′
α¯β¯〈σk′a1⊗δ¯′ , σka1⊗δ¯〉
= m(Nk1ij N
δ¯1
α¯β¯
+ ...+Nknij N
δ¯n
α¯β¯
)
, cf. equation (*) on Page 30 of [X4], we conclude that
∑
ei
ωiωjω
−1
α ω
−1
β
ωe
〈AB, ei〉 dei
dAdB
=
ωiωjω
−1
α ω
−1
β
ωkω
−1
δ
(Nk1ij N
δ¯1
α¯β¯
+ ...+Nknij N
δ¯n
α¯β¯
)
dkdδ
dAdB
, and so
φAφB(ǫ(B,A)
∗ǫ(A,B)∗) =
∑
k⊗δ∈W
ωiωjω
−1
α¯ ω
−1
β¯
ωkω
−1
δ¯
NkijN
δ¯
α¯β¯
dkdδ
didαdjdβ
=
∑
k
ωiωj
ωk
Nkij
dk
didj
×
∑
δ
ω−1α ω
−1
β
ω−1δ
N δαβ
dδ
dαdβ
=
Sij
S11
S˙αβ
S˙11
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, where in the last = we have used (2) and the comment after (12) in §2.1.
Ad (3): As in the proof of (2) let P (k ⊗ δ), k ⊗ δ ∈ W0, P (k ⊗ δ) = e1 + ... +
em, P
−1(P (k ⊗ δ)) = {k1 ⊗ δ1, ..., kn ⊗ δn}, with mn = N . Then
∑
ej
〈ciB, ej〉ωciωB
ωej
dej =
1
m
〈ciB, P (k ⊗ δ)〉ωAωB
ωk⊗δ
dkdδ
=
1
t
1
m
〈AB, P (k⊗ δ)〉ωAωB
ωk⊗δ
dkdδ
=
1
t
∑
ej
〈AB, ej〉ωAωB
ωej
dej
, where on the second = we used (1), and (3) follows immediately.
Ad (4): First note ωbj = ωB. By (2) of §2.1, we have:
∑
j
Ycibj =
∑
j
∑
e
〈cibj, e〉
ωciωbj
ωe
de =
∑
e
∑
j
〈cibj , e〉ωciωB
ωe
de
=
∑
e
〈ciB, e〉ωciωB
ωe
de = YciB
.
Q.E.D.
Recall the basis of V0 corresponds to a finite set of irreducible covariant sectors
of the coset: it is closed under composition, conjugation and contains identity by
Th.4.3 of [X4]. Define the Y matrix as in (0) of §2.1. Then we have:
Theorem 2.3. (1).The matrix Y is invertible.
(2) The number σ˜ :=
∑
e∈V d
2
eω
−1
e is given by
σ˜ =
1
N
S−111
˙S11
−1
exp(
−6πi
24
(CG − CH))
, where
1
24
(CG − CH) = N
2 − 1
24
− N(N
2 − 1)
24
(
1
m′ +N
+
1
m′ +N
− 1
m′ +m′′ +N
)
.
Proof: By (i) of Prop. on Page 351 of [Reh] it is enough to show that if e is such
that
Yeg = dedg ∀g
, then e = 1. Suppose B := P (j ⊗ β) = ∑1≤i≤tB gi ≻ g, B ∈ V0, by (4) of lemma
2.2
YeB =
∑
i
Yegi =
∑
i
dedgi = dedB
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. Suppose A = P (i⊗ α) =∑1≤i≤t ci ≻ e, dci = 1t dc. Then by (3) of Lemma 2.2 we
have:
YAB = dAdB , ∀B ∈ V0
and by (2) of lemma 2.2 we have
Sij
S11
S˙αβ
S˙11
= didjdαdβ
, and it follows that
Sij
S1j
S˙αβ
S˙1β
= didα
for any j ⊗ β ∈ W0. Note
| Sij
S1j
| ≤ di, | S˙αβ
S˙1β
| ≤ dα
, there must exist aij ∈ R such that
Sij
S1j
= exp(iaij)di,
S˙αβ
S˙1β
= exp(iaij)dα
, for any j ⊗ β ∈ W0. Suppose (j, β) = (Λ′,Λ′′; Λ), (i, α) = (M ′,M ′′;M), then
Λ′ + Λ′′ − Λ ∈ Q,M ′ +M ′′ −M ∈ Q. From
S˙αβ
S˙1β
= exp(iaij)dα
we get
|SMΛ
S1Λ
| = dM
for any Λ ∈ P (K′+K′′)+ , and so
∑
Λ
|SMΛ|2 = d2M
∑
Λ
|S1Λ|2
, i.e., d2M = 1. It follows that MM¯ is the Vacuum sector, and so MΛ is always
irreducible. Choose Λ corresponding to the defining representation of SU(N), it
follows from the fusion rules that M must be of the form σs(1) for some s ∈
Z. Since P (i ⊗ α) = P (σ−s(i ⊗ α)) = A, replacing (i, α) = (M ′,M ′′; σs(1)) by
σ−s(i, α) = (σ−s(M ′), σ−s(M ′′); 1) if necessary, we may assume s = 0, i.e., α = 1.
Similarly (M ′,M ′′) = (σs1(1), σs2(1)), and using α = 1 we have
SM ′Λ′
S1Λ′
SM ′′Λ′′
S1Λ′
= dM ′dM ′′ , ∀(Λ′,Λ′′)
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. Choose Λ′ to be the Vaccum representation and Λ′′ corresponding to the defining
representation of SU(N) and use (2.2.15) of [KW], we conclude M ′ is the Vacuum
representation, and similarly M ′′ is also the Vacuum representation.
So we have proved P (i⊗ α) ≻ e is the Vacuum sector, and therefore e must be
the Vacuum sector.
Ad (2): First we claim:
∑
e∈V0
d2eω
−1
e =
1
N
∑
g∈W0
d2gω
−1
g
. Suppose P (g) = f , P−1(P (g)) = {g1, ..., gn}, and P (g) = f = e1 + ...+ em, with
mn = N . Since ωei = ωg, dei =
dg
m , dgj = dg, ωgj = ωg, we have
∑
ei
d2eiω
−1
ei =
∑
ei
d2g
m2
ω−1g =
d2g
m
ω−1g
, and so ∑
ei
d2eiω
−1
ei =
1
N
nd2gω
−1
g =
1
N
∑
gj
d2gjω
−1
gj
, and it follows that ∑
e∈V0
d2eω
−1
e =
1
N
∑
g∈W0
d2gω
−1
g
. Next let us show ∑
g∈W1
d2gω
−1
g = 0
. Again Suppose g = i ⊗ α, P (g) = f , P−1(P (g)) = {g1, ..., gn}, and P (g) = f =
e1 + ...+ em, with mn = N . So we have σ
n(i, α) = (i, α), gk = σ
k−1g1, 1 ≤ k ≤ n.
Note that
ωσ(i)ω
−1
σ(α) = exp(
−2πi(τ(i)− τ(α))
N
)ωiω
−1
α
. Denote by z := exp( 2πi(τ(i)−τ(α))N ), then z
n = 1 since σn(i, α) = (i, α), but z 6= 1
since i⊗ α is not in W0, i.e., (τ(i)−τ(α))N /∈ Z. So∑
gk
d2gkω
−1
gk
=
∑
1≤k≤n
d2gω
−1
g1
zk−1 = 0
.
We have ∑
e∈V0
d2eω
−1
e =
1
N
∑
g∈W0
d2gω
−1
g =
1
N
∑
g∈W
d2gω
−1
g
=
1
N
∑
k
d2kω
−1
k
∑
δ
d2δωδ
=
1
N
exp(
−6πi(CG − CH)
24
)
1
S11
1
˙S11
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, where in the last = we have used (3),(12) and comments after (12) in §2.1, and
CG and CH are central charges given by (1.4.2) of [KW], i.e.,
CG =
(N2 − 1)m′
m′ +N
+
(N2 − 1)m′′
m′′ +N
,
CH =
(N2 − 1)(m′ +m′′)
m′ +m′′ +N
.
(2) now follows by a simple calculation. Q.E.D
Corollary 2.4. The irreducible covariant sectors of the diagonal coset of type A
corresponding to the basis of V0, with its braiding and S, T matrices as defined in
§2.1, is a unitary Modular Tensor Category (cf. [Tu]).
Proof: By the definition of unitary Modular Tensor Category as on P. 74 and P.
113 of [Tu], it is enough to show that the Y matrix is invertible, which follows from
(1) of Th.2.3. Q.E.D
When the Z action on exp is free, i.e., for any (i, α) ∈ exp, σs(i, α) = (i, α)
iff N |s, it is easy to see using (2) of Th.2.3 that SAB = NSij ˙Sαβ where A :=
P (i⊗ α), B := P (j ⊗ β) and both A,B are irreducible.
Let us calculate S-matrices in the case N is a prime and there exists a (necessarily
unique) fixed point F := P (i0 ⊗ α0) ∈ V0 under the action of σ. By lemma 2.1,
F =
∑
1≤i≤N Fi with Fi irreducible and dFi =
1
N dF . Recall Sab := |σ˜|−1Yab, where
|σ˜|2 = 1
N2
1
S211
1
˙S211
, which follows from (2) of Th.2.3.
So Sab = NS11 ˙S11Yab, and by (3) of Lemma 2.2 Sab for a = P (i ⊗ α) 6= Fi is
determined as follows:
Sab = NSij ˙Sαβ (2)
if b := P (j ⊗ β) 6= Fk, and
SaFk = Sii0
˙Sαα0 (3)
.
It remains to determine SFiFj . Note
STS = T−1ST−1
, and Tab = δabω˙a, where ω˙a = ωaω, and ω is determined by (2) of Th.2.3 and (3)
of §2.1 as:
ω := exp(
−2πi
24
(CG − CH))
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. We have
˙ωFi
−1SFiFk ˙ωFk
−1 =
∑
a
SFiAω˙ASAFk
=
∑
l
SFiFl ˙ωFlSaFk +
∑
A 6=F
SFiAω˙ASAFk
= ω˙F
∑
l
SFiFlSFlFk +
∑
A 6=F
SFiAω˙ASAFk
= ω˙F (δFiF¯k −
∑
B 6=F
SFiBSBFk) +
∑
A 6=F
SFiAω˙ASAFk
= ω˙F δFiF¯k +
∑
A 6=F
SFiA(ω˙A − ω˙F )SAFk
= ω˙F δFiF¯k +
1
N2
∑
A 6=F
SFA(ω˙A − ω˙F )SAF
= ω˙F δFiF¯k +
1
N2
∑
A
SFA(ω˙A − ω˙F )SAF
, where we used S2 is equal to conjugate matrix in the fourth =, and (3) of Lemma
2.2 in the sixth =. So we have
SFiFk = ω˙F
3 + ω˙F
2 1
N2
∑
A∈V0
SFA(ω˙A − ω˙F )SAF
. But
∑
A∈V0
SFA(ω˙A − ω˙F )SAF =
∑
A∈V0,1≤i,j≤N
SFiA(ω˙A − ω˙F )SAFj
=
∑
A∈V0,1≤i,j≤N
SFiAω˙ASAFj −
∑
A∈V0,1≤i,j≤N
SFiAω˙FSAFj
=
∑
1≤i,j≤N
ω˙F
−2SFiFj −
∑
A∈V0,1≤i,j≤N
SFiAω˙FSAFj
= ω˙F
−2SFF − ω˙F
∑
1≤i,j≤N
δFiF¯j
= ω˙F
−2SFF − ω˙FN
, where SFF = |σ˜|−1YFF , and in the fourth = we used (4) of lemma 2.2, and
in the last step we used F¯ = F and
∑
1≤i,j≤N
δFiF¯j = 〈F, F¯ 〉 = 〈F, F 〉 = N
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. So we have:
SFiFk = ω˙F
3δFiF¯k +
1
N2
(SFF − ω˙F 3N)
.
Let us show
ω˙F
3 = ωF
3ω3 = 1
. Recall ωF = exp(2πi∆F ), and since F is the unique fixed point, by a simple
calculation using (10) of §2.1 we get
∆F =
N2 − 1
24
− N(N
2 − 1)
24
(
1
m′ +N
+
1
m′ +N
− 1
m′ +m′′ +N
),
and it follows that
ω = exp(−2πi 1
24
(CG − CH)) = ω−1F
by (2) of Th. 2.3, so ω˙F = 1.
Therefore we have
SFiFk = δFiF¯k +
1
N2
(SFF −N)
. Since F¯ = F , SFA is real for all A, so SFka is real for any irreducible a, and we
must have F¯k = Fk since S matrix is invertible. So:
SFiFk = δik +
1
N2
(SFF −N) (4)
. The formula (2),(3) and (4) above agree with formula (4.40) of [FSS1] (Note our
SFF = NSi0i0
˙Sα0α0 , where F = P (i0 ⊗ α0)). However one should notice that our
definition of S matrices are very different from those of [FSS1].
By formula (7) in §2.1, we can also determine all the fusion coefficients in this
case using (2),(3) and (4). By (1) of lemma 2.2, it is enough to determine NFkFiFj ,
and the formula is:
NFkFiFj =
1
N3
〈FF, F 〉+SFF
S1F
(
δjk + δji + δik
N
− 3
N2
)+
1
S1F
(Nδi,j,k+
2
N
−δjk−δji−δik)
, where 〈FF, F 〉 can be calculated by using the knowledge of the fusion coefficients
of G and H by Th.4.3 of [X4].
In [FSS1] and [FSS2], certain formula about S matrices were derived from other
considerations in the case when N is not prime and other types of simple simply
connected Lie groups, and it will be interesting to extend our calculations above to
these cases and to see if the results agree with [FSS1] and [FSS2].
By Cor.2.4, one may calculate 3-manifold invariants, denoted by τG/H , using S
matrices obtained above as in [Tu]. Our calculations on some lens space suggest
that
τG/H(M) =
1
N c(M)
τG(M)τH(M)
, where c(M) ∈ Z depends on the three manifold M , and it will be interesting to
see if this is true in general.
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3. Miscellaneous Results
3.1 KWH and KWC. Let H ⊂ Gk be as in the introduction. Through out this
section, we will assume the following: H and G verifies similar statements as Cor. 1
in §34 of [W2] (cf: comments after (12) in §2.1) , and H ⊂ Gk is cofinite as defined
on Page 18 of [X4].
Note the assumption is satisfied by many examples (cf. Cor. 4.2 of [X4]) and is
expected to be true in general.
We also assume that H ⊂ Gk is not conformal, so the coset theory is non-trival.
We will use the notations of §4.2 of [X4] and ideas of [X2]. We denote the set
of irreducible sectors of σia1⊗λ by V . Notice σi ∈ V , and these are referred to as
”special nodes” in §3.4 of [X1]. Let:
a1⊗λa =
∑
b∈V
V λabb,
where V λab are nonnegative integers. Denote by V
λ the matrix such that (V λ)ba =
V λab. Define matrix Nc by N
b
ca = 〈ca, b〉 for a, b, c ∈ V . Then V λ =
∑
c V
λ
1cNc. Since
[a1⊗λ¯] = [a¯1⊗λ], [σja1⊗λ] = [a1⊗λσj ], V
λ, Nσj are commuting normal matrices, so
they can be simultaneously diagonalized. Recall the irreducible representations of
the ring Gr(Ck) generated by λ
′s are given by
λ→ Sλµ
S1µ
.
Assume
V λab =
∑
i,µ,s∈(Exp)
Sλµ
S1µ
ψ(i,µ,s)a ψ
(i,µ,s)∗
b
, where ψ
(i,µ,s)
a are normalized orthogonal eigenvectors of V λ (resp. Nσi) with
eigenvalue
Sλµ
S1µ
(resp.
Sij
S1j
) . (Exp) is a set of i, µ, s’s and s is an index indicating
the multiplicity of i, µ. We denote by Exp the set of (i, µ) such that (i, µ, s) ∈ (Exp)
for some s. Recall if a representation is denoted by 1, it will always be the vacuum
representation. The Perron-Frobenius eigenvector ψ(1,1) is given by
∑
a daa, up to
a positive constant. Note all the entries of ψ(1,1) are positive.
Proposition 3.1. (i, α) ∈ Exp if and only if b(i, α) > 0.
Proof: Recall (1) of §1:
b(i, α) =
∑
(j,β)
Sij S˙αβ〈(i, α), (1, 1)〉.
By the proof of (2) of Prop. 4.2 of [X4] and (2) of Cor. 3.5 of [X1] we have
〈(i, α), (1, 1)〉 = 〈σia1⊗α¯, 1〉 = 〈σi¯a1⊗α, 1〉
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, so:
b(i, α) =
∑
(j,β)
SijS˙αβ〈σj¯a1⊗β, 1〉 =
∑
(j,β)
SijS˙αβ(Nj¯V
β)11
=
∑
(k,δ,s)∈(Exp)
SijS˙αβ
S˙βδ
S˙1δ
Sjk
S1k
|ψ(k,δ,s)1 |2
=
∑
s
1
S˙1α
1
S1i
|ψ(i,α,s)1 |2
. Note the equality above is similar to (1) on Page 12 of [X2], and the rest of the
proof is the same as the proof on Page 12 of [X2]. Q.E.D.
Note if b(i, α) > 0, then (i, α) ∈ exp, so by Prop. 3.1 Exp ⊂ exp, and KWC is
equivalent to the statement that Exp = exp.
Proposition 3.2. If b(i, 1) > 0, then b(i,1)b(1,1) =
Si1
S11
.
Proof: If b(i, 1) > 0, by Prop.3.1, (i, 1) ∈ Exp. Suppose (j, β) ≻ (1, 1). Then
〈(j, β), (1, 1)〉 = 〈σja1⊗β¯ , 1〉 = 〈σj , a1⊗β〉 > 0
, since σj is irreducible, it follows that
a1⊗β ≻ σj
, and if b = a1⊗β − σj , then V b := V β −Nj is a normal matrix with non-negative
entries, with a Perron-Frobenius eigenvalue
S˙β1
S˙11
− Sj1S11 . It follows that
S˙β1
S˙11
− Sj1
S11
≥ |〈V bψ(i,1,s), ψ(i,1,s)〉| = | S˙β1
S˙11
− Sji
S1i
|
≥ S˙β1
S˙11
− |Sji
S1i
|
≥ S˙β1
S˙11
− Sj1
S11
, and so all the ≥ are =, which happens only if
Sji
S1i
=
Sj1
S11
. Prop. 3.1 now follows from the definitions. Q.E.D.
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Theorem 3.3. If H ⊂ Gk satisfies (2) in the introduction, then KWH is equivalent
to KWC.
Proof: We just have to show that KWC implies KWH.
By (2) of the introdcution we have if 〈(1, δ), (1, 1)〉 > 0, then δ = 1. For any α, β,
we have (cf. Prop.4.2 of [X4]):
〈a1⊗α, a1⊗β〉 = 〈a1⊗αa1⊗β¯ , 1〉 = N δαβ¯〈a1⊗δ, 1〉
= N δαβ¯〈(1, δ), (1, 1)〉
= N1αβ¯
= 〈α, β〉
. In particular a1⊗β , ∀β is irreducible.
Suppose 〈(j, β), (1, 1)〉 > 0, then 〈σja1⊗β¯, 1〉 > 0, and so 〈σj , a1⊗β〉 > 0. Since
both σj and a1⊗β are irreducible, it follows that
σj = a1⊗β
.
Now suppose (i, α) ∈ exp. By KWC, b(i, α) > 0, so by Prop. 3.1, (i, α) ∈ Exp,
and from σj = a1⊗β we must have:
Sji
S1i
=
S˙βα
S˙1α
, and therefore
SjiS˙βα = S1i
|S˙βα|2
S˙1α
≥ 0
, which proves KWH. Q.E.D.
Let us give an example which does not satisfy the assumption of our theorem,
and verifies KWC but not KWH. This is the coset SU(2)8 ⊂ SU(3)2 discussed on
Page 32 of [X4] (also cf. [DJ]) and we will use the notations there. The Vacuum
representation space H of LSU(3) at level 2 decomposes as:
H = (00, 0)⊗ 0 + (00, 4)⊗ 4 + (00, 8)⊗ 8
, and since
(00, 0) = (00, 8)
as representations of the coset, our assumption is not satisfied. By the ring structure
given on Page 32 of [X4] we checked C2 is satisfied, which implies that KWC is true.
However, since
(11, 4) = (00, 0)
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and (10, 4) ∈ exp, KWH implies that
S11,10 ˙S4,4 ≥ 0
. But a direct calculation shows
S11,10
S00,10
=
1−√5
2
and
˙S4,4 =
√
1
5
, which shows that
S11,10 ˙S4,4 < 0
since S00,10 > 0. In fact this was discovered when we verified C2 in this example.
Note that all diagonal inclusions of type A satifies the assumption of Th.3.3 by
2.7.12 of [KW]. To give a slightly different example, let us consider the following
inclusions
SU(2)11k ⊂ SU(2)8k × SU(2)3k ⊂ SU(3)2k × SU(2)3k ⊂ SU(6)k
with k ∈ N, where the first inclusion is diagonal, the second inclusion comes from
the conformal inclusion SU(2)4 ⊂ SU(3)1, and the third inclusion comes from the
conformal inclusion SU(3)2 × SU(2)3 ⊂ SU(6) (cf. [X3]).
By (2) of Prop.3.1 and (2) of Cor.3.1 of [X4], the inclusion SU(2)11k ⊂ SU(6)k
is cofinite and verifies the assumptions at the beginning of this section. Note if
(1, α) ≻ (1, 1), then ∆α ∈ Z. Here 1 ≤ α ∈ Z ≤ 11k + 1 and ∆α = α(α−1)11k+2 . So if
11k+ 2 is prime, then (1, α) ≻ (1, 1) iff α = 1, and it follows that the conditions of
Th.2.3 are satisfied. So the conclusions of Th.2.3 hold for the inclusion
SU(2)11k ⊂ SU(6)k
if 11k + 2 is prime, and by Dirichlet’s theorem, there are infinitely many such k’s.
3.2. A property of C2.
Proposition 3.4. If H1 ⊂ H2, H2 ⊂ Gk verifies C2 or is a conformal inclusion,
assume H1 ⊂ Gk is not a conformal inclusion to avoid trivality, then H1 ⊂ Gk
verifies C2.
Proof: For simplicity we will use x, y, z to denote the irreducible representations
of LH1, LH2 and LG respectively, and A,B,C to denote the Vacumm sector of
cosets H1 ⊂ H2, H2 ⊂ G,H1 ⊂ G respectively. Note we have natural inclusions
A⊗B ⊂ C. From the decompositions:
πz ≃
∑
y
π(z,y) ⊗ πy ≃
∑
y,x
π(z,y) ⊗ π(y,x) ⊗ πx ≃
∑
x
π(z,x) ⊗ πx
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we conclude that
π(z,x) ≃
∑
y
π(z,y) ⊗ π(y,x)
, which is understood as the decomposition of representation π(z,x) of C when
restricted to A⊗B ⊂ C. By local equivalence, the statistical dimension of
π(z,x)(A(I)⊗B(I)) ⊂ π(z,x)(C(I))
is the same as that of
π(1,1)(A(I)⊗B(I)) ⊂ π(1,1)(C(I))
( I is a proper interval of the circle), which is easily seen (by using Haag duality)
to be ∑
y
d(1,y)d(y,1)
. Here when H2 ⊂ G (resp. H1 ⊂ H2) is a conformal inclusion, d(z,y) (resp. d(y,x))
is defined to be the multiplicity of irreducible representation y (resp. x) which
appears in z (resp. y) when restricting to LH2 (resp. LH1).
So the statistical dimension of the inclusion: π(z,x)(A(I)⊗B(I)) ⊂ π(z,x)(C(I)) ⊂
π(z,x)(C(I
c))′ ⊂ π(z,x)(A(Ic)⊗B(Ic))′ (Ic is the complement of I is S1) is
d(z,x)
∑
y
d(1,y)d(y,1)
. On the other hand, by [L6], the statistical dimension of the above inclusion is also
given by: ∑
y
d(z,y)d(y,x)
, and so:
d(z,x)
∑
y
d(1,y)d(y,1) =
∑
y
d(z,y)d(y,x)
, therefore
d(z,x) =
∑
y d(z,y)d(y,x)∑
y d(1,y)d(y,1)
. The proof now follows from the assumptions and
b(z, x) =
∑
y
b(z, y)b(y, x)
which follows from Th. B of [KW]. Q.E.D.
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Let us give one application of the above proposition. Consider the superconformal
coset models (cf. [Gep], [LVW] or [NS]):
G(m,n, k) :=
SU(m+ n)k × SO(2mn)1
SU(m)n+k × SU(n)m+k × U(1)mn(m+n)(m+n+k)
. In our setting, when 2mn > 2, the inclusion is given by H ⊂ G with H =
SU(m)n+k×SU(n)m+k×U(1)mn(m+n)(m+n+k) and G = SU(m+n)k×Spin(2mn)1.
The inclusion H ⊂ G is constructed by the composition of two inclusions:
H ⊂ SU(m)n × SU(m)k × SU(n)m × SU(n)k
× U(1)mn(m+n)(m+n) × U(1)mn(m+n)(k) (1)
and
(SU(m)n × SU(n)m × U(1)mn(m+n)(m+n))× (SU(m)k × SU(n)k
× U(1)mn(m+n)(k)) ⊂ Spin(2mn)1 × SU(m+ n)k (2)
. Here we need to explain the inclusion
SU(m)n × SU(n)m × U(1)mn(m+n)(m+n) ⊂ Spin(2mn)1
. This inclusion comes from the action of SU(m) × SU(n) × U(1) on the tangent
space (≃ Cm ⊗ Cn) of Grassmanian
SU(m+ n)
SU(m)× SU(n)× U(1)
, which gives an inclusion
SU(m)n × SU(m)n × U(1)mn(m+n)(m+n) ⊂ SO(2mn)
. But it is easy to check that the above inclusion maps all the elements of the funda-
mental group of U(1) to trival element in the fundamental group of SO(2mn) (note
SU(m), SU(n) are simply connected), so the inclusion above lifts to an inclusion
into Spin(2mn). The inclusion
SU(m)k × SU(n)k × U(1)mn(m+n)(k) ⊂ SU(m+ n)k
comes from the conformal inclusion
SU(m)1 × SU(n)1 × U(1)mn(m+n) ⊂ SU(m+ n)1.
The inclusion in (1) is diagonal, and the SU part of the inclusion verifies C2 by
(4) of Th. 4.3 in [X4]. For the U(1) part, we consider the following inclusions:
U(1)2a × U(1)2b ⊂ SU(2)a × SU(2)b,
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and
U(1)2a+2b ⊂ SU(2)a+b ⊂ SU(2)a × SU(2)b,
with a := 1
2
mn(m + n)2, b := 1
2
mn(m + n)k. It follows from (3) of Cor.3.1 of [X4]
and the proof of (1) of Prop.3.1 that
U(1)2a+2b ⊂ U(1)2a × U(1)2b
is cofinite, and a much simpler argument (since all the sectors involved are auto-
morphisms) as in the proof of (4) of Th. 4.3 in [X4] verifes C2 in this case.
It follows from Prop.3.1 and Th.4.2 of [X4], [W2] and [JB] that G(m,n, k) coset
verifies Conj.1 of [X4], and so is indeed a ”rational” conformal field theory.
By Proposition 3.4, we see that when k=1 and mn > 1, the above coset verifies
C2.
The fixed point resolution problems for G(m,n, k) are discussed in [Gep], [LVW]
(also cf. [NS]). It will be interesting to work out this problem along the lines of §2.
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