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First-quantized deep neural network techniques are developed for analyzing strongly coupled
fermionic systems on the lattice. Using a Slater-Jastrow inspired ansatz which exploits deep residual
networks with convolutional residual blocks, we approximately determine the ground state of spinless
fermions on a square lattice with nearest-neighbor interactions. The flexibility of the neural-network
ansatz results in a high level of accuracy when compared to exact diagonalization results on small
systems, both for energy and correlation functions. On large systems, we obtain accurate estimates
of the boundaries between metallic and charge ordered phases as a function of the interaction
strength and the particle density.
I. INTRODUCTION
The difficulty in treating interacting quantum sys-
tems stems directly from the fact that the state space of
a many-body quantum system grows exponentially with
the number of its constituents. The quantum many-
body problem is a severe bottleneck in the understand-
ing of complex quantum phenomena in many domains
of science where quantum effects are relevant. When
many-body effects are dominant, variational methods
have proven a successful strategy to approximately rep-
resent, in a compact and computationally manageable
form, many-body quantum states.
The prevailing paradigm for simulating lattice quan-
tum systems in one spatial dimension is the density ma-
trix renormalization group (DMRG)1,2, which involves
an iterative procedure to approximate low-entanglement
quantum states using representations known as matrix
product states3,4. The success of DMRG to produce
high overlap with the ground space stems from the abil-
ity of matrix product states to approximate gapped one-
dimensional quantum systems5 and the existence of a
very efficient numerical scheme for their variational op-
timization. In two or more spatial dimensions, however,
the situation is qualitatively very different and research
into both computationally efficient and compact varia-
tional representations of quantum ground-states is very
active.
A different context which directly confronts the curse-
of-dimensionality is Machine Learning, that has recently
found several applications in physics problems where
high-dimensional functions are to be approximated6.
The ability of generative models based on neural net-
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works to overcome the curse-of-dimensionality in a vari-
ety of learning problems has motivated the development
of neural network quantum states (NQS) and an associ-
ated real/imaginary-time evolution algorithm7 that ex-
tends the scope of the variational Monte Carlo8 to a
number of challenging two-dimensional lattice systems.
Neural-network-based variational simulation has pre-
dominantly focused on systems corresponding to
strongly localized electrons in which all spatial degrees
of freedom have been frozen out, leaving an effective
lattice Hamiltonian governing the spin degrees of free-
dom7,9–12.
Neural networks have also recently been proposed
for simulating fermionic systems in the second quan-
tized formalism13. This approach involves mapping the
fermionic modes to an interacting quantum spin model,
for example through a Jordan-Wigner transformation.
The reduction of the fermionic Hamiltonian to a spin
model makes it possible to capitalize on the successes
of NQS for spin systems, but suffers from the disad-
vantage that the resulting spin Hamiltonian is nonlo-
cally interacting. First quantization is an attractive al-
ternative formalism, which preserves the locality of the
physical interactions. In first quantization the solution
of the quantum fermionic many-body problem can be
posed as a function approximation problem, in which
the target function to be approximated is a totally anti-
symmetric solution of the time-independent Schrodinger
equation. First quantization has been explored for spin-
ful Hubbard Hamiltonians, predominantly focusing on
restricted Boltzmann machines14, Pfaffian states15 and
backflow transformations16. This approach has also
been applied to ab-initio calculations of interacting elec-
trons in the continuum17,18. In this paper, we fo-
cus on the problem of approximating the ground-state
for a model of two-dimensional spinless fermions with
nearest-neighbor interactions, modeling the wavefunc-
tion using a Slater-Jastrow inspired factorization, with
an additional neural network trained to capture sign
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2deviations19 compared to the Slater determinant.
The paper is organized as follows: we begin by intro-
ducing the Hamiltonian, the qualitative features of the
phase structure, and the observables that have been con-
sidered for identifying phase boundaries, as well as our
proposed order parameter. We then discuss the detailed
optimization problem and the relationship between vari-
ational Monte Carlo and other variational methods such
as Hartree-Fock. Finally we present results for the phase
structure and ground-state correlation functions.
II. THEORY
A. States and Hamiltonian
Consider a system of spinless fermions hopping on
the edges of a simple undirected graph G = (V, E) with
vertices V and edges E . By Fermi statistics the num-
ber of fermions is constrained by N ∈ {0, 1 . . . , |V|}.
For a d-dimensional hypercubic lattice with periodically
identified boundaries, we have |V| = Ld where L is the
side length of the lattice. The particle density is de-
noted by n¯ = N/|V|. Let VN be the set of N -tuples
x = (i1, . . . , iN ) ∈ VN and let AN denote the complex
vector space of totally antisymmetric functions mapping
VN → C, which is of dimension dimCAN = C |V|N .
In order to describe the action of the Hamiltonian on
the Hilbert space of states, we employ the following Fock
space construction reviewed in the appendices. Fix an
ordering 6 on the vertices i ∈ V. Then an orthonormal
basis of N -particle states is given by |x〉 := cˆ†i1 · · · cˆ†iN |0〉
with the N -tuples x = (i1, . . . , iN ) restricted by the con-
dition i1 < · · · < iN and where |0〉 denotes the Fock
vacuum, which is annihilated by all cˆi. The associated
Hilbert space HN = spanC{|x〉 : i1 < · · · < iN} is iso-
morphic to AN . A general state vector |Ψ〉 ∈ HN can
be expanded over the basis as
|Ψ〉 =
∑
i1<···<iN
〈x|Ψ〉|x〉 =:
∑
x∈VN
f(x)|x〉 , (1)
where in the second equality we have used the Fermi
algebra to expand |Ψ〉 over a spanning set, with coeffi-
cients given by the output of the antisymmetric function
f ∈ AN defined by f(x) := (1/N !)〈x|Ψ〉. Conversely,
any anti-symmetric function f ∈ AN gives rise to a valid
state vector. This paper focuses on variational families
of states in which the antisymmetric function f ∈ AN
is modeled using a parametrized neural network.
The hopping dynamics on the graph G = (V, E) is
parametrized in terms of a pair of coupling parameters
t, V ≥ 0, which represent the kinetic energy and repul-
sive interaction strength, respectively,
Hˆ =
∑
{i,j}∈E
−t(cˆ†i cˆj + cˆ†j cˆi) + V nˆinˆj , (2)
where nˆi = cˆ
†
i cˆi. The above Hamiltonian commutes
with the fermion number operator Nˆ =
∑
i∈V nˆi, mak-
ing it possible to restrict to the fixed particle number
subspace HN .
This model Hamiltonian of spinless fermions in two
dimensions is approximately realized in several systems
of physical interest, including adsorbed submonolay-
ers of spin-polarized 3He↓ and D↓20,21, several organic
materials (at one-quarter filling)22 or ultracold atomic
gases of spin-polarized 6Li23,24. The model is believed to
exhibit a non-trivial phase transition between metallic
and charge ordered phases. Despite its apparent sim-
plicity, however, the phase diagram cannot be deter-
mined with high precision using existing numerical ap-
proaches and several questions remain open. These in-
clude the nature of the charge ordered phase25,26 and the
precise position of the phase boundary20,21,25–28. Sev-
eral state of the art variational wavefunctions have been
applied to solve this model including the so called string-
bond states27 and tensor-product projected states28 (at
half filling), as well as fermionic projected entangled-
pair states (IPEPS)29 at arbitrary filling in the grand
canonical ensemble. In this work we use neural network
states to systematically investigate the phase diagram
in the fixed particle subspace by considering a large col-
lection of model parameters.
B. Phase structure
Throughout this section, we focus exclusively on the
L×L square with periodic boundary conditions. More-
over, we only consider even values of the side length L
such that L2 is even so that the lattice supports half oc-
cupation. A rough picture of the n¯-V/t phase diagram
can be determined by considering the limits of strong
coupling (V/t → ∞) and weak coupling (V/t → 0), in
which the model becomes exactly soluble for any value
of n¯. In the strong coupling limit V/t→∞, the system
behaves like a hard-core classical lattice gas, in which
translation invariance is broken as a result of charge-
ordering. In the particular case of half occupation
(n¯ = 0.5) the charge-ordering is a staggered, checker-
board pattern and the corresponding phase is insulating.
The non-interacting limit V/t→ 0 exhibits uniform den-
sity distribution and power-law density-density correla-
tion functions, characteristic of a metallic phase. The
above phase structure is qualitatively similar in one spa-
tial dimensions, where the phase diagram can be exactly
computed using the Bethe ansatz and bosonization30.
Although the phase diagram has been investigated
using a variety of techniques20,21,25–29,31, there still
exist open questions concerning the precise location
of the phase boundary, (particularly at half occupa-
tion20,21,27,28) as well as the nature of the charge-
ordered phase in the vicinity of the critical point26.
An unrestricted Hartree-Fock (HF) analysis25 found
that for sufficiently small values of the interaction, the
system is in a gapless metallic state with uniform charge
distribution. A critical value of V/t was found, above
which a first order phase transition leads to a ther-
3=
FIG. 1. Diagram of the wavefunction ansatz as defined in Eq. 20. From left to right: square lattice of side length L = 10
with 20 particles, occupation map in the lattice that the sign and amplitude networks take as an input. Top and bottom
convolutional networks are amplitude and sign factors respectively. The number of convolutional filters is indicated above
each layer.
modynamically unstable phase separation state where
the system is comprised of both metallic and staggered
charge-density wave components. More recently26, an
analysis using mean-field antinodal fermions refuted
the hypothesis of a phase separation state, which was
claimed to be an artifact of lack of accuracy of the
unrestricted Hartee-Fock approximation, in a region of
the phase diagram where the system is highly degener-
ate. They argue that the true nature of this state is a
gapped, symmetry broken charge density wave (CDW)
state with commensurate (staggered) charge order at
half occupation and incommensurate charge order oth-
erwise. Both of these analyses are formulated in the
grand canonical ensemble, where the Hilbert space is
chosen be the unrestricted Fock space, and the Hamil-
tonian is parametrized by a chemical potential µ ∈ R as
Hˆ(µ) = Hˆ − µNˆ . The phase diagram was constructed
by identifying cusps in the ground state energy of Hˆ(µ)
as a function of µ. In contrast, since we restrict to a sub-
spaceHN defined by fixed particle number, the chemical
potential term only contributes an irrelevant constant to
the energy, so we require a different strategy to find the
transition points.
Different observables have been considered for de-
tecting the phase transition at fixed particle number.
In particular, at half-occupation (n¯ = 0.5), the phase
transition from a metallic phase to a checkerboard
charge-ordered insulating phase is detected by the so-
called charge structure factor S(pi, pi), defined as the
k = (pi, pi) component of the Fourier transform of the
two-point correlation function averaged over lattice lo-
cations20,21,27,28.
This observable abruptly increases upon crossing to
the charge ordering phase due to the staggered charge
ordering20,21. The charge structure factor S(pi, pi) is not
suitable for identifying the transition away from half-
filling because it assumes that the charge-ordering is
commensurate with the underlying lattice.
In order to define an order parameter suitable for gen-
eral filling fraction, we first identify the vertex set with
the two-dimensional periodic torus V ∼= Z2L (where ZL =
{0, . . . , L−1}) and define a density signal ρ : Z2L → [0, 1]
on the torus by ρ(r) = 〈nˆr〉 where r ∈ Z2L. We seek an
order parameter o that measures the departure of this
density signal from homogeneity so we define
o[ρ] :=
L2
N(L2 −N)
[
‖ρ‖22 −
1
L2
‖ρ‖21
]
≥ 0 . (3)
Positivity of the order parameter follows directly from
the relation between the l1 and l2 norms. The bound is
saturated when ρ is a constant function (uniform den-
sity) and the overall normalization is chosen such that
the order parameter is unity for a classical N -particle
state. Moreover, by Parseval’s identity, this order pa-
rameter is related to the energy in the nonzero Fourier
modes
o[ρ] =
1
N(L2 −N)
∑
k 6=0
|ρ˜(k)|2 , (4)
where the k sum is over all nonzero modes in the dis-
crete Brillouin torus 2piL Z
2
L. This quantity is evidently
dependent on multiple Fourier modes, as required to
capture incommensurate order. Therefore, in the ther-
modynamics limit, this observable vanishes in the metal-
lic phase and becomes nonzero and finite upon the for-
mation of a charge ordered state.
Another observable which has received attention in
this context is the so-called density-density correlation
function, which is defined for32 r ∈ ZL+1 = {0, . . . , L}
as follows,
C(r) =
1
L2Nr
∑
i∈V
∑
j∈Sr(i)
〈(nˆi − n¯) (nˆj − n¯)〉 (5)
where Sr(i) = {j ∈ V : d(i, j) = r} is the set of vertices
with graph distance r from i ∈ V and Nr = |Sr(i)| is
4the number of such vertices, which is constant for the
square lattice under consideration.
Due to the expected short-distance divergences of the
two-point correlation function in the continuum limit,
we define the renormalized Fourier space correlator by
subtracting the coincidence limit of the position space
correlator
C˜ren(k) :=
L∑
r=0
e−ikrCren(r) =
L∑
r=1
e−ikrC(r) (6)
where k ∈ 2piL+1{0, . . . , L}.
III. METHODS
In this section we describe the variational Monte
Carlo and Hartree-Fock optimization problems and our
proposed variational ansatz.
A. Optimization problem
For each integer particle number N in the range
1 ≤ N ≤ |V|, we consider the problem of finding a
minimal energy simultaneous eigenvector |Ψ0〉 of both
the Hamiltonian Hˆ and the number operator Nˆ such
that Nˆ |Ψ0〉 = N |Ψ0〉 and Hˆ|Ψ0〉 = E0|Ψ0〉. Such an
eigenvector admits a characterization in terms of the
Rayleigh quotient as follows,
|Ψ0〉 ∈ arg min
Ψ∈HN :Ψ6=0
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 . (7)
In the case of the interacting Hamiltonian (2), optimiza-
tion over all N -particle wavefunctions is intractable, so
we focus on the simpler problem of selecting a wavefunc-
tion from a variational class of trial wavefunctions. A
subset of HN is chosen by specifying a family F ⊆ AN
of antisymmetric functions. For each f ∈ F , the associ-
ated wavefunction |Ψf 〉 ∈ HN gives an upper bound on
the ground-state energy,
E0 ≤ 〈Ψf |Hˆ|Ψf 〉〈Ψf |Ψf 〉 , (8)
and thus optimizing this bound over F yields an ap-
proximation of the ground-state eigenpair.
By standard arguments reviewed in the appendices,
the above Rayleigh quotient can be expressed as a clas-
sical expectation value of a local energy functional
〈Ψf |Hˆ|Ψf 〉
〈Ψf |Ψf 〉 = Ex∼pif [Ef (x)] , (9)
where pif is a permutation-invariant probability distri-
bution over the classical state space VN , which assigns
a probability to x ∈ VN given by,
pif (x) =
|f(x)|2∑
x′∈VN |f(x′)|2
(10)
and the local energy Ef is a permutation-invariant func-
tion of x ∈ VN defined by
Ef (x) = −t
∑
x′∈∆x
f(x′)
f(x)
+ V
∑
{i,j}∈E
ninj , (11)
where ∆x ⊆ VN denotes the set of classical states
obtained by applying the kinetic operator to |x〉, and
ni ∈ {0, 1} denotes the binary occupation number of
vertex i ∈ V. In practice, the family of antisymmet-
ric functions F is parametrized by unconstrained vari-
ational parameters θ ∈ Rd, and we locally optimize the
following loss function
L(θ) := E
x∼pifθ
[Efθ (x)] . (12)
Sampling from the probability density pif was per-
formed using a Markov chain Monte Carlo strategy out-
lined in Algorithm 1. The configuration space of the
Markov chain is given by the classical state space VN .
It is convenient to maintain a lookup table κ : V →
[N ]∪{empty} which returns the location of a given ver-
tex in the array x = (i1, . . . , iN ), or empty if absent.
Algorithm 1 Markov Chain Metropolis
1: Initialize x = (i1, . . . , iN ) ∈ VN
2: for t = 1 to T do
3: Sample particle n ∼ Unif({1, . . . , N})
4: Sample vertex i ∼ Unif(Adj(xt−1(n)))
5: if κt−1(i) 6= empty then
6: xt = xt−1
7: else
8: x′ = xt−1
9: i′n ← i
10: q ∼ Unif([0, 1])
11: if q < |f(x′)|2/|f(xt−1)|2 then
12: xt = x
′
13: else
14: xt = xt−1
B. Hartree-Fock
It is instructive to contrast the VMC optimization
problem with Hartree-Fock, which provides one of our
baselines. Suppose that the matrix φ ∈ C|V|×N is an
isometric matrix; that is, φ†φ = 1N and therefore P =
φφ† is a Hermitian projection onto the image of φ. If
we define a family of N creation operators,
c˜†n =
∑
i∈V
cˆ†iφn(i) , (13)
and define the N -particle normalized Hartree-Fock
state,
|ΨHF〉 = c˜†1 · · · c˜†N |0〉, (14)
5VMC
FIG. 2. Benchmark of the proposed variational ansatz
(VMC) and Hartree-Fock approximation (HF) using the ex-
act ED states. Color-maps show the relative error of the
energy in the square lattice of size L = 4 (panel a)) and in
the square lattice of size L = 6 (panel b)). Relative error
is shown at different fillings of the lattice and values of the
coupling constant. Lines separate regions of the phase dia-
gram with different orders of magnitude of the relative error
as indicated.
then it is easily shown that the entries of the projection
matrix P ∈ C|V|×|V| are given by
Pij = 〈ΨHF|cˆ†j cˆi|ΨHF〉. (15)
Expressing the Hamiltonian in terms of the adjacency
matrix A for the graph,
Hˆ =
∑
(i,j)∈V2
Aij
[
−tcˆ†i cˆj −
1
2
V cˆ†i cˆ
†
j cˆicˆj
]
, (16)
where we have used the fact that A is zero on the diago-
nal. The quantum expectation value of the Hamiltonian
in the Hartree-Fock state is thus given by
〈ΨHF|Hˆ|ΨHF〉 =
∑
(i,j)∈V2
Aij
[
−tPji − 1
2
V (PijPji − PiiPjj)
]
(17)
The optimization problem is to minimize the energy
EHF(φ) := 〈ΨHF|Hˆ|ΨHF〉 viewed as a function of the
isometric matrix φ,
minimize EHF(φ)
subject to φ†φ = 1N
(18)
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FIG. 3. Benchmark of the proposed variational ansatz
(VMC) using ED eigenpairs in the square lattice of side
length L = 6. Two-point density correlation functions
(Eq. (5)) are shown as a function of graph distance r at
different values of V/t: V/t = 0.01, V/t = 0.599, V/t = 2.15
and V/t = 5.99, as shown by the color scale in the top of the
panel. Solid lines are the correlations from ED and the dots
correspond to the correlations computed with our approach.
Different panels correspond to different fillings as indicated
in each panel.
In practice, we approximated the solution of the above
constrained optimization problem by alternating be-
tween steps of Adam optimization followed by orthogo-
nalization of the columns of φ.
C. Wavefunction ansatz
Since the focus of this paper is ground-state optimiza-
tion, we restrict to real-valued wavefunctions by exploit-
ing time-reversal invariance of the Hamiltonian. In or-
der to describe our choice of antisymmetric functions F ,
it is useful to define an indicator vector nx ∈ {±}|V| for
the configuration x ∈ VN , which is given in terms of the
re-centered binary occupations
nx := (2ni − 1)i∈V (19)
where ni ∈ {0, 1}. The family of antisymmetric func-
tions F is chosen to consist of parametrized functions
fθ possessing a generalized Jastrow-Slater form, mean-
ing that their dependence on the occupation numbers
factorizes from a Slater determinant as follows
fθ(x) = ψ0(x) J(nx)S(nx) . (20)
6The domain and range of the constituent functions ap-
pearing in the above factorization is given as follows,
ψ0 : VN → R (21)
J : {±}|V| → [0,∞) (22)
S : {±}|V| → [−1, 1]. (23)
In particular, ψ0 is a Slater determinant, while J and S
are neural networks, chosen with the property that they
are invariant under a subset of lattice symmetries, and
furthermore that they approach constant functions for
some setting of the parameters. The proposed ansatz
can thus be viewed as a deformation of the Hartree-
Fock wavefunction by a Jastrow factor and an additional
factor that corrects the sign structure. The fact that J
and S can exactly represent constant functions implies
that the proposed ansatz is exact in the non-interacting
(V/t = 0) and classical (V/t→∞) limits.
The variational parameters characterizing the Slater
determinant consist of a |V| × N matrix φ =
[φ1, . . . φN ] ∈ R|V|×N . Denoting the ith entry of the nth
column φn ∈ R|V| by φn(i), it follows that the Slater de-
terminant is ψ0(x) = detm,n [φn(im)] where the orbital
functions φn : V → R are neither normalized, nor or-
thogonal.
The remaining variational parameters θJ ∈ RdJ and
θS ∈ RdS characterize the weights and biases of the neu-
ral networks J and S. In order to meet the desiderata
of translational invariance and ability to represent the
constant function, we choose J to be a convolutional
feed-forward network with output exponential nonlin-
earity and we chose S to be a deep residual network33
with convolutional residual blocks, followed by an av-
eraging layer, a fixed affine transformation34 and final
output tanh nonlinearity. In both cases the convolutions
employed periodic boundary conditions (see Fig. 1).
The variational parameters θ = (φ, θJ , θS) ∈ Rd
(d = |V|N + dJ + dS) were jointly optimized using the
stochastic reconfiguration method35, which can be inter-
preted as imaginary time evolution or a particular case
of the natural gradient optimization36,37. The varia-
tional parameters (θJ , θS) were intialized using standard
random initalization strategies and the Slater determi-
nant parameters φ were initialized using the solution of
the Hartree-Fock optimization scheme described above
for a faster convergence.
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FIG. 5. Two-point density correlation function defined
in (5) and the moduli of their renormalized Fourier modes
defined in (6). Different colors indicate different values of
V/t as indicated in the legend in the top of the plot. a)
Two-point density correlation functions as a function of the
graph distance r . System size is L = 10. Dots represent the
obtained values for the correlations and black solid lines are
for visual guidance. Each panel corresponds to a different
filling as indicated. b) Modulus of the Fourier transform of
the correlation functions displayed in the corresponding a)
panels, as a function of k. Note that |C˜ren(k)| is only shown
for k ∈ [0, pi] as |C˜ren(k)| is symmetrical with respect to k =
pi. c) amplitude peak in |C˜ren(k)| shown in a), as a function
of the lattice size. For different system sizes the peak is
identified as the maximum of |C˜ren(k)| at the largest value
of V/t considered. Different panels correspond to different
lattice fillings as indicated.
IV. RESULTS
In this section we analyze the ground-state correla-
tion functions and the phase structure by performing
ground-state optimization of the neural network ansatz
using variational Monte Carlo. In particular, two-point
density correlation functions are analyzed to probe the
nature of the charge-ordered phase. Then the phase di-
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FIG. 4. Order parameter as defined in Eq. (3) as a function of the coupling constant. Each panel shows the order parameter
in system sizes L = 6, L = 8 and L = 10. as indicated in the legend with different colors. Lines connecting dots are for
visual guidance. Different panels correspond to different fillings as indicated.
agram is constructed by performing a finite-size scaling
analysis of the density order parameter (3).
A. Exact diagonalization benchmark
In order to verify the implementation, the exact
ground state eigenpair was determined using the Lanc-
zos algorithm as implemented in QuSpin38,39, working
in the zero momentum sector containing the ground
state. Exact diagonalization is practical for system sizes
up to L = 6 with N ≤ 17 particles.
The relative error in the ground-state energy obtained
using VMC optimization of the neural network is shown
in Fig. 2, alongside the relative error obtained using un-
restricted Hartree-Fock for comparison. Unsurprisingly,
the neural network ansatz outperforms the unrestricted
HF in terms of accuracy of ground-state energy, with rel-
ative errors smaller by up to two orders of magnitude for
certain values of the coupling. For most values of V/t,
the relative error does not exceed O(10−3). In the worst
cases, which correspond to large values of the interaction
(but still far from the classical limit), the relative error
is no larger than O(10−2). The ground-state energies
obtained using our method were found to be lower than
those obtained using tensor-product projected states28
and string bond states27, which are available for system
size L = 4 and half occupation (n¯ = 0.5).
In order to benchmark the ground-state wavefunction
beyond the energy error, we computed density-density
correlations as defined in Eq. (5) and compared against
ED results, as shown in Fig. 3. The neural network
ansatz accurately reproduces the exact correlation func-
tions for any graph distance r at any V/t and filling
values.
The benchmark with ED shows that the proposed
neural network variational ansatz provides an accurate
approximation to the ground-state, making it a suitable
tool to study the phase diagram of the model.
B. Phase diagram
1. Correlation functions
The ground-state two-point density correlation func-
tions are shown for the largest available system size
(L = 10) in Fig. 5 a). For weak coupling, the corre-
lation functions barely oscillate and decay to zero with
increasing graph distance r between correlation pairs.
As the interaction strength increases, the correlations
spatially oscillate with increasing amplitude due to or-
dering of the charge distribution when the transition is
crossed. In the charge-ordered phase, the amplitude of
the oscillations decays (as a function of r) at a slower
rate than in the metallic phase. At half occupation
the charge ordering is staggered, leading to commen-
surate oscillations in the correlation functions. Away
from half occupation, due to the geometry of the lattice,
the charge order cannot be staggered, leading to incom-
mensurate oscillations in the correlations. For all oc-
cupations, increasing the interaction strength increases
the amplitude of the oscillations, without significantly
altering their wave form.
This behaviour is also evident in the Fourier compo-
nent amplitudes |C˜ren(k)| (Fig. 5 b)). For all values of
occupation and for weak interaction, |C˜ren(k)| exhibits a
uniform distribution without peaks. When the coupling
is large enough, the system transitions to the charge-
ordered state where a peak appears in which the am-
plitude monotonically increases with V/t. Note that
at n¯ = 0.24 the peak is not well resolved due to the
small number of k values accessible in this system size.
The position of the peak depends on the filling as an-
ticipated. At half occupation the peak is narrow and
centered around k = pi (staggered ordering). Close to
half occupation and for the considered system size, the
peak is still centered at k = pi but with increased width
due to the rise of non-commensurate order. Lower val-
ues of the filling lead to Fourier peaks that correspond
to longer wavelength orderings.
The results discussed above appear to be consistent
with the formation of a CDW state as opposed to a
phase-separated one. We further analyze the nature of
8FIG. 6. Phase diagram of the two-dimensional interacting spinless fermion model under consideration. The Hartree-Fock
and IPEPS transition lines are from29. The orange dots correspond to the transition points from the finite-size scaling of
o[ρ], using the proposed variational ansatz. Lines connecting the dots are for visual guidance. The color-map represents
the CDW order parameter o[ρ] in the largest system size studied (L = 10) at different values of the particle density and
interaction strength.
the |C˜ren(k)| peak by studying its amplitude as a func-
tion of the system size, as shown in Fig. 5 c). At values
of V/t corresponding to a metallic state, the amplitude
of the corresponding Fourier mode saturates to a con-
stant value, or decreases as L is increased, depending on
the filling. In contrast, in the CDW phase the ampli-
tude of the peak increases with L. Although this scaling
could in principle be used to determine the transition
points, the system sizes we considered are not sufficient
to accurately extract the critical point. This is in part
due to the access to a limited set of Fourier modes in
the discrete Fourier transform, which may not provide
the necessary resolution in k-space to resolve the true
period of the oscillations away from half filling. Despite
these difficulties, the above results are consistent with a
CDW phase26, rather than a phase separated one.
2. Order parameter
Fig. 4 shows the order parameter Eq. (3) as a function
of V/t at different lattice occupations. Each panel also
displays the order parameter at different system sizes
L = 6, L = 8 and L = 10. Interpolation is required
to obtain the value of o[ρ] at the desired filling at a
given system size. Linear interpolation is used instead of
higher order interpolation schemes. The reason for this
is that the order parameter takes values close to zero
in the metallic phase, leading to negative values of the
interpolated value of o[ρ] when using higher order meth-
ods. The order parameter takes a small but nonzero
value in the metallic phase (smaller values of V/t) and
abruptly increases upon crossing to the charge-ordered
phase. In the metallic phase and at fixed values of the
filling and coupling, o[ρ] ≥ 0 decreases with system size.
This is consistent with the CDW coming from the open-
ing of a gap like in the d = 1 case, where the amplitude
of the charge density wave increases with the magnitude
of the gap30. In finite-sized systems the metallic phase
has a small but nonzero gap, which decreases with the
increase of system size, and becomes zero in the ther-
modynamic limit. This nonzero gap leads to a small
amplitude in the charge order.
Finite-size scaling is thus required to find the transi-
tion points. At fixed values of the density we analyze
the order parameter as a function of V/t, starting in
the metallic phase, where its value decreases with L.
The transition point is taken where the order parame-
ter curves corresponding to different system sizes cross
each other upon increasing the value of the coupling.
Transition points are determined by the average of the
first three crossing points. Error bars are determined by
maximum between: the range of V/t between the first
three crossing points and the separation of the V/t val-
ues sampled. The scaling of the order parameter at half
filling is consistent with a transition at an infinitesimally
small value of V/t due to Fermi surface nesting40.
The phase diagram arising from these transition
9points is displayed in Fig. 6. Particle-hole symmetry
has been applied to determine the phase boundary for
n¯ > 0.5 from the results obtained at n¯ < 0.5.
3. Phase diagram
We conclude this study by analyzing the obtained
phase diagram and comparing it to the phase dia-
gram obtained with unrestricted Hartree-Fock25 and
IPEPS29, in the grand canonical ensemble. Fig. 6 shows
the phase diagrams obtained with unrestricted HF25,
IPEPS29 and with our neural network ansatz, super-
imposed to a color-map of the order parameter in the
largest system size considered. In the IPEPS study29 it
was found that by increasing the bond dimension (and
consequently the accuracy of the ground state approx-
imation), the transition line shifts to higher values of
V/t. The phase boundary obtained in this work lies
at slightly larger values of the interaction than those
obtained from IPEPS, which may indicate that the pro-
posed neural network anzatz is more accurate than the
IPEPS wavefunction.
The magnitude of the order parameter in the largest
system size analyzed L = 10 already provides a good
indication of the transition point as shown by the su-
perimposed color-map.
V. CONCLUSION
We showed that neural networks can be used to ana-
lyze the ground-state properties of lattice fermionic sys-
tems in first quantization. The proposed wavefunction
and minimization scheme are applicable to arbitrary lat-
tice models. In particular, we applied it to the study of
the phase diagram of the two-dimensional periodically
identified square lattice with nearest neighbour repul-
sive interactions.
The exact diagonalization benchmarks demonstrate
that the proposed wavefunction accurately captures the
ground-state energy for a wide range of lattice fillings
and interaction strengths. It also achieves lower energies
than other approaches at half occupation for system size
L = 4 where comparison data is available. Furthermore,
we tested the accuracy in reproducing other observables
such as two-point density correlation functions finding
essentially the same values as those from exact diago-
nalization.
The study of the two-point density correlation func-
tions shows results consistent with a charge-density-
wave state for large values of the coupling, rather than a
phase separated one. A finite size scaling analysis of the
order parameter allowed to obtain the phase boundaries
for the model, allowing the construction of the phase di-
agram from a canonical ensemble approach for the first
time.
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Appendix A: Supplementary Material
In this appendix we review the mathematical formulation of variational Monte Carlo simulation of fermionic
quantum systems with a conserved fermion number Nˆ . For simplicity we focus on spinless fermions with nearest-
neighbor interactions.
1. Review of first quantization
Each vertex i ∈ V is associated with an operator cˆi : H → H acting on a fixed finite-dimensional complex
Euclidean space H. These operators satisfy the following algebra for all vertices i, j ∈ V,
{cˆi, cˆ†j} = δij {cˆi, cˆj} = 0 (A1)
where cˆ†j : H → H denotes the adjoint map of cˆj . Various properties of the Hilbert space can be deduced from the
above algebra. In particular, there exists unit vector |0〉 ∈ H such that for all i ∈ V we have cˆi|0〉 = 0 (see41 for a
clean review).
Given n ≥ 0 and a length-n array x = (i1, . . . , in) ∈ VN we introduce the following shorthand notation
|x〉 = |i1, . . . , in〉 := cˆ†i1 · · · cˆ†in |0〉. (A2)
An orthonormal basis for H is given by unit vectors |i1, . . . , in〉 where {i1, . . . , in} ⊆ V denotes a subset of the
vertex set of size 0 ≤ n ≤ |V|42. Since the number of subsets of V of size n is C |V|n we find that the dimension of
the Hilbert space suffers from the expected curse of dimensionality,
dimH = C |V|0 + C |V|1 + C |V|2 + · · ·+ C |V|M = 2|V|. (A3)
The identity operator 1 on H is given by
1 =
∑
0≤n≤M
1
n!
∑
(i1,...,in)∈VN
|i1, . . . , in〉〈i1, . . . , in|. (A4)
It is convenient to introduce the following Hermitian operator Nˆ : H → H,
Nˆ =
∑
i∈V
cˆ†i cˆi. (A5)
Notice that
Nˆ |i1, . . . , in〉 = n|i1, . . . , in〉 (A6)
so we have found a basis of eigenvectors of Nˆ and thus Nˆ is diagonalizable with eigenvalues 0 ≤ n ≤ |V|. The
corresponding eigenspaces Hn are of dimension CVn and the Hilbert space is a direct sum of eigenspaces,
H =
⊕
0≤n≤V
Hn. (A7)
The eigenvalue n associated to each subspace is referred to as the particle number.
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2. Local energy
Any vector |Ψ〉 ∈ HN can be expanded in terms of the spanning set {|x〉 : x ∈ VN} with coefficients given by an
anti-symmetric function f : VN → C as follows,
Ψ =
∑
x∈VN
f(x) |x〉 , (A8)
where
〈x|Ψ〉 =
∑
x′∈VN
f(x′)〈x|x′〉 =
∑
σ∈SN
f(σ · x)〈x|σ · x〉 =
∑
σ∈SN
f(x)〈x|x〉 sgn(σ)2 = N !f(x) (A9)
and the squared norm of |Ψ〉 is given by
〈Ψ|Ψ〉 =
∑
x,x′∈VN
f∗(x′)f(x)〈x′|x〉 = N !
∑
x∈VN
|f(x)|2 (A10)
Expanding the numerator of the Rayleigh quotient we obtain,
〈Ψ|Hˆ|Ψ〉 =
∑
x∈VN
f∗(x)〈x|Hˆ|Ψ〉 (A11)
=
∑
x∈VN :f(x)6=0
f∗(x)〈x|Hˆ|Ψ〉 (A12)
=
∑
x∈VN :f(x)6=0
|f(x)|2
[
〈x|Hˆ|Ψ〉
f(x)
]
. (A13)
Dividing by the normalization gives the following expression for the Rayleigh quotient,
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 = Ex∼pif [Ef (x)] (A14)
where
pif (x) =
|f(x)|2∑
x′∈VN |f(x′)|2
(A15)
is a probability distribution over the set VN and we have defined the local energy functional
Ef (x) =
1
N !
〈x|Hˆ|Ψ〉
f(x)
, (A16)
=
1
N !
∑
x′∈VN
〈x|Hˆ|x′〉f(x
′)
f(x)
(A17)
The Hamiltonian is of the form Hˆ = Tˆ + Uˆ , so we consider the potential and kinetic terms separately. Since Uˆ is
diagonal, and using the antisymmetry of f we obtain,
U(x) :=
1
N !
∑
x′∈VN
〈x|Uˆ |x′〉f(x
′)
f(x)
(A18)
=
1
N !
∑
σ∈SN
〈x|Uˆ |σ · x〉f(σ · x)
f(x)
(A19)
= 〈x|Uˆ |x〉 (A20)
Hence
U(x) = V
∑
{i,j}∈E
ninj . (A21)
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Let ∆x ⊆ VN denote the set of classical configurations obtained by applying the hopping operator
∑
{i,j}∈E(cˆ
†
i cˆj +
cˆ†j cˆi) to the quantum state |x〉. Since the hopping operator is bosonic, we have
Tˆ |x〉 = −t
∑
x′∈∆x
|x′〉 (A22)
and moreover since Tˆ is Hermitian,
〈x|Tˆ = −t
∑
x′∈∆x
〈x′| (A23)
Thus
T (x) :=
1
N !
∑
x′′∈VN
〈x|Tˆ |x′′〉f(x
′′)
f(x)
=
1
N !
∑
x′′∈VN
[
−t
∑
x′∈∆x
〈x′|
]
|x′′〉f(x
′′)
f(x)
(A24)
Interchanging the summations we obtain
T (x) = − t
N !
∑
x′∈∆x
∑
x′′∈VN
〈x′|x′′〉f(x
′′)
f(x)
(A25)
= − t
N !
∑
x′∈∆x
∑
σ∈SN
〈x′|σ · x′〉f(σ · x
′)
f(x)
(A26)
= −t
∑
x′∈∆x
f(x′)
f(x)
(A27)
Thus,
Ef (x) = −t
∑
x′∈∆x
f(x′)
f(x)
+ V
∑
{i,j}∈E
ninj (A28)
