An automaton A is called G-automaton (S -automaton, C -automaton, respectively), if E(A) is a group (meet semilattice, Clifford monoid, respectively).
The study of automorphism groups and endomorphism monoids of automata was initiated by Fleck (1962 Fleck ( , 1965 and in [1] [2] [3] [4] , and followed by Barners (1965 Barners ( , 1970 , Bayer (1966) , Trauth (1966) , Shibata (1972) , Masunaga et al. (1973) , and Dörfler (1978) in [5] [6] [7] [8] [9] [10] [11] .
Let A = (A, Σ, δ) be an automaton. If δ(s, aa) = δ(s, a) holds for any s ∈ A and any a ∈ Σ , then A is said to be asynchronous. A state a in A is called a generator of A [10] if for any b ∈ A, there exists u ∈ Σ * such that δ(a, u) = b. The set of all generators of A is denoted by Gen(A), called the generating set of A. An automaton A is said to be cyclic (strongly connected) if Gen(A) = ∅ (Gen(A) = A). Obviously, if A is a strongly connected automaton, then for any pair of states a, b ∈ A, there exists a word u ∈ Σ * such that δ(a, u) = b, and the reverse is also true.
Based on the study of the automorphism group of a strongly connected automaton, Ito [12] [13] [14] [15] [16] [17] provided a representation of a strongly connected automaton A = (A, Σ, δ) by regular group-matrix type automaton A = ( G(A) n , Σ, δ Ψ ) of order n on the automorphism group G(A) such that A ∼ = A. Further, given a finite group G, he gave a method to determine the structures of strongly connected automata whose automorphism groups are isomorphic to G.
Following Ito, Tian and Zhao introduced the notion of canonical automaton in [18, 19] . They proved both strongly connected automaton and cyclic commutative asynchronous automaton are canonical. Also, they provided the representation of canonical automata by regular monoid-matrix type automata. This generalizes and extends Ito's result on the representation of strongly connected automata. Developing Ito's idea, we study the structures of canonical S -automata and canonical C -automata by means of regular monoid-matrix type automata.
In Section 2, some notions and notations, such as canonical automata and monoid-matrix type automata, are recalled. In Section 3, the cyclic monoid-matrix type automata and the regular monoid-matrix type automata are studied and their characterizations are given, respectively. Further, in Section 4, we give a necessary and sufficient condition for two regular (n, S)-automata isomorphic to each other in the wider sense. Based on these results, we provide in Section 5 (Section 6, respectively) a method to determine the structures of canonical S -automata (canonical C -automata, respectively) whose endomorphism monoids are isomorphic to a given finite meet semilattice with the greatest element (Clifford monoid, respectively).
Preliminaries
Recall the following notions and notations which will be of use in the later.
Let A = (A, Σ, δ) be a cyclic automaton. A binary relation L on A is defined as follows:
If L is an equivalence relation on A, then A is said to be canonical in [19] .
A canonical automaton is said to be canonical G-automaton (canonical S -automaton, canonical C -automaton, respectively), if it is a G-automaton (S -automaton, C -automaton, respectively). Tian [19] provided a representation of canonical automata by the regular monoid-matrix type automata.
Suppose that (S, ·) is a finite monoid with the identity 1 S . If we adjoin an extra element 0 to the set S and define 0 · 0 = 0 and s0 = 0s = s for any s ∈ S, then S ∪ {0} becomes a semigroup with the zero element 0, which is denoted by 0 S. Also, we define a partial operation + on S ∪ {0} as follows: * 0 + 0 = 0 and s + 0 = 0 + s = s for any s ∈ S; * s + s has no sense for any s, s ∈ S.
Let n be a positive integer and α = (a 1 , a 2 , . . . , a n ) a row vector over 0 S. If there exists a unique positive number i ∈ {1, 2, . . . ,n} such that a i = 0, then α is called a monoid-vector of order n on S [19] . We shall denote the set of all monoidvectors of order n on S by S n . Define sα as the usual scalar product for any s ∈ S and any α ∈ S n .
Put
An n × n matrix M over 0 S is called a monoid-matrix of order n on S [19] , if every row vector of M belongs to S n . The set of all monoid-matrices of order n on S is denoted by S n . It is easy to see that under the usual multiplication of matrices, S n forms a monoid with the unit matrix as its identity.
Let sε i ∈ S n and M ∈ S n . Suppose that M ij = r and r = 0, then we have 
For convenience, we still use Ψ to denoteΨ .
If the monoid S in Definition 1 is a meet semilattice with the greatest element (Clifford monoid, group, respectively), In the sequel, we shall denote S (Y , C , G, respectively) a finite monoid (meet semilattice with the greatest element, Clifford monoid, group, respectively). Also, we shall denote the set of first n integers by [n].
Regular (n, S )-automata
In this section, the cyclic monoid-matrix type automata and the regular monoid-matrix type automata are studied and their characterizations are given, respectively.
Conversely, suppose that there exists r ∈ S such that mr = s for any s ∈ S. Also, assume that for any j ∈ [n], there exists u ∈ Σ * such that ψ ij (u) = r. Then it follows that mε i · Ψ (u) = sε j . This implies that mε i ∈ Gen(A).
Thus, we have the following proposition. 
Lemma 1. Let A = (A, Σ, δ) be an automaton and let ρ ∈ E(A). Moreover, let a, b ∈
A such that R a A R b and R a = R b . Then ρ(a) = b for any ρ ∈ E(A).
Proof. Suppose that there exist a, b ∈
We can assume that R a is a minimal element w.r.t. A among a, b ∈ A satisfying the above conditions. Then there exist u ∈ Σ * and q ∈ A such that the diagram below holds. 
cyclic (n, S)-automaton and mε i ∈ Gen(A).
Consider the mapping ρ m from S n onto itself by
Thus, we have proved the following proposition.
Proposition 2. Let
In summary, we have
Theorem 1. A = ( S n , Σ, δ Ψ ) is a cyclic automaton if and only if there exists i ∈ [n] such that the following condition is satisfied.
For any s ∈ S and any j ∈ [n], there exists u ∈ Σ * such that ψ ij (u) = s.
Theorem 1 shows that an (n, S)-automaton A is cyclic if and only if
In addition, it is easy to see from Corollary 1 that {ε 1 , ε 2 , . . . , ε n } ⊆ Gen(A) if and only if for any i, j ∈ [n] and any s ∈ S, there exists u ∈ Σ * such that the ψ ij (u) = s. Furthermore, we have
Conversely, suppose that for any i, j ∈ [n], there exists u ∈ Σ * such that ψ ij (u) = 1 S . Since A is cyclic, we know from
Since it is proved in [19] that the mapping
is a monomorphism, we have
is cyclic. Then we have from Proposition 2 that 1 S ∈ Gen(A). In the following, we prove that φ is surjective. Given f ∈ E(A). Since 1 S is a generator and ρ f (1 S ) ( •
Suppose that A is regular and assume that the condition is not
is well defined and ρ is injective. In the following, we shall prove that ρ ∈ E(A).
Since ε i ∈ Gen(A), we know that for any but fixed sε k ∈ S n , there exists w ∈ Σ * such that
for any x ∈ Σ . This implies that ρ ∈ E(A).
From the fact that E(A) S, we know that the mapping φ defined above is an isomorphism. Then there exists some
Since both ε i and ε i are monoid-vectors, we have i = j, a contradiction. Therefore, the condition is satisfied if A is regular.
Conversely, suppose that there exists
. In order to prove that A is regular, we need to show that E(A) S, i.e., the mapping φ defined above is an isomorphism. We known from [19] that φ is a monomorphism. So, we only need to prove that φ is a surjection.
Suppose that ρ ∈ E(A) and ρ(ε i ) = mε i for some mε i ∈ S n .
Assume that i = i . It follows from the condition that there exist u, v ∈ Σ * such that ψ iq (u) = ψ iq (v) for some q ∈ [n]
, it follows that ρ = ρ m . Thus, we prove that φ is a surjection and E(A) S, as required. 2
Equivalence of regular systems
Ito in [15] provided a method to determine the structures of strongly connected automata whose automorphism groups are isomorphic to a given finite group. Analogously, we shall give a method to determine the structures of regular (n, S)-automata by the regular system in S n .
Let S be a finite monoid and let S n be the set of all monoid-matrices of order n on S. Suppose that E ⊆ S n . If there exists a regular (n, S)-automaton A = ( S n , Σ, δ Ψ ) such that E = Ψ (Σ), then E is said to be a regular system in S n .
Let E be a regular system in S n . We know that S n forms a monoid under the usual multiplication of matrices and we shall write the submonoid generated by the elements of E ∪ {(e pq )} as E . (δ(a, x)) = γ (ρ(a), ξ(x) ) holds for any a ∈ A any x ∈ Σ , then A is said to be isomorphic to B in wider sense and denoted by A w B. A = (A, Σ, δ) and B = (B, Σ, 
Proposition 5. Let

γ ). If A w B, then E(A) E(B).
Proof. Let A w B. Then there exists a bijective mapping ρ from A onto B and a permutation ξ on Σ such that ρ (δ(a, x) 
. Assume that b ∈ B and y ∈ Σ . Then there exists a ∈ A and x ∈ Σ such that b = ρ(a) and y = ξ(a), since A w B. Thus, we have
This implies that ρ f ρ −1 ∈ E(B).
Since the correspondence f ↔ ρ f ρ −1 is one-to-one and ρ f gρ
we have
E(A) E(B), as required. 2
Recall that an automaton A = (A, Σ, δ) is said to be simplified if for any x, y ∈ Σ with x = y, there exists a ∈ A such that δ(a, x) = δ(a, y).
The following theorem provides a necessary and sufficient condition for two simplified and regular (n, S)-automata to be isomorphic to each other in wider sense and its proof is similar to Theorem 1.4.1 in [16] , which is omitted.
Theorem 3. Let (n, S)-automaton A = ( S n , Σ, δ Ψ ) and (m, S)-automaton A = ( S m , Σ, δ Ψ ) be simplified and regular. Then A w A if and only if Ψ (Σ) ∼ Ψ (Σ).
Regular (n, Y )-automata
In this section, we shall deal with the generator of a cyclic (n, Y )-automaton and provide a method to determine the structures of canonical S -automata by the regular system in Y n .
Let Y be a finite meet semilattice with the greatest element 1. Assume that an (n,
and mε k ∈ Gen(A). Then for any ε i ∈ Y n , there exists u ∈ Σ * such that mε k · Ψ (u) = ε i . That is to say, there exists y ∈ Y such that ψ ki (u) = y and my = 1. Since 1 is the greatest element, it follows from that m = y = 1. Thus, we have
Following Proposition 6 and the definition of regular (n, S)-automaton, we can get the following result.
Proposition 7. An (n, Y )-automaton A = ( Y n , Σ, δ Ψ ) is regular if and only if Gen(
A) = {ε 1 , ε 2 ,
. . . , ε n } and E(A) Y .
As a corollary of Theorem 3, we have
Corollary 2. If an (n, Y )-automaton A = ( Y n , Σ, δ Ψ ) and an (m, Y )-automaton A = ( Y m , Σ, δ Ψ ) are both simplified and regular, then A w A if and only if Ψ (Σ) ∼ Ψ (Σ).
In the following, we shall provide a criterion for the equivalence of regular systems in Y n . For this purpose, we need the following lemmas. {ε 1 , ε 2 , . . . , ε n }. Assume that A w A and ρ is a bijection from Y n onto itself. Then the restriction of ρ on the set Gen(A) is also a bijection. Therefore, it follows from Lemma 2 that there exists a permutation τ on [n] such that ρ(ε i ) = ε τ (i) for any i ∈ [n].
Lemma 2. Let A = ( Y n , Σ, δ Ψ ) and A = ( Y m , Σ, δ Ψ ) be isomorphic to each other in wider sense. Assume that ρ is a bijection from Y n onto Y m and ξ is a permutation on Σ such that ρ(δ Ψ (yε i , x)) = δ Ψ (ρ(yε i ), ξ(x)) holds for any yε i ∈ Y n and any x
Given m ∈ Y . Recall the mapping ρ m : Y n → Y n defined in Section 3. We know that ρ m ∈ E(A) and ρ m (ε i ) = mε i , where Associating these facts with the proof of Corollary 2, we have the following result immediately. 
where θ is the extension of θ on 0 Y with θ(0) = 0.
Proof. Let E and F be two equivalent regular systems in Y n , and assume that Θ is a permutation on Y n and Φ is an isomorphism from E onto F satisfying that F = Φ(E) and Θ(yε i · M) = Θ(yε i )Φ(M) for any yε i ∈ Y n and any M ∈ E.
Then by Lemma 3, there exists a permutation τ on [n] and a permutation ϕ on Y such that Θ(yε i ) = ϕ(y)ε τ (i) for any
Put θ = ϕ. Then θ(1) = 1 and
Now, we prove that θ is an automorphism on Y . To this end, it is enough to show that θ(yy ) = θ(y)θ(y ) holds for any y, y ∈ Y . Since E is a regular system in Y n , there exist M, N ∈ E such that M 11 = y and N 11 = y . Then (MN) 11 = yy . Notice that
Similarly, we can prove that the τ (1) 
τ (1)-entry of Φ(N) and Φ(MN) is θ(y)
and θ(yy ), respectively.
Notice that Φ(M)Φ(N) = Φ(MN). Consequently, θ(yy ) = θ(y)θ(y ).
Conversely, assume that there exists an automorphism θ on Y and a permutation τ on [n] such that
Firstly, we prove that Φ is an isomorphism from E onto F .
Summing above, we have proved that E ∼ F , as required. 2
Regular (n, C )-automata
In this section, we shall deal with the generator of a cyclic (n, C )-automaton firstly, and then we provide a method to determine the structures of canonical C -automata by the regular system in C n .
Let C = [Y ; G α ; φ α,β ] be a finite Clifford monoid, where Y is a finite meet semilattice with the greatest element 1. Further, it can be easily seen that
As a corollary of Theorem 3, we also have
both simplified regular, then A w A if and only if Ψ (Σ) ∼ Ψ (Σ).
Analogously to the regular (n, Y )-automaton, we shall provide a criterion for the equivalence of regular systems in C n .
Firstly, we give the following lemma. 
holds and for any i ∈ [n],
Proof. Firstly, we prove that Θ(
Assume that the statement is not true. Then there exist sε i , tε i ∈ C n such that Θ(sε i ) = s ε j and Θ(tε i ) = t ε k for some elements s ε j , t ε k ∈ C n and j = k.
By the definition of regular system and by the proof of Corollary 3, we know that there exist two regular (n, C )-automata
holds for any sε i ∈ C n and any x ∈ Σ . Further, by the proof of Proposition 5, we have that
Since A is regular, it follows from Proposition 4 that Θρ ts −1 Θ −1 = ρ m for some m ∈ C . This implies that j = k, a contradiction. Thus, there exists a permutation τ on [n] and n permutations Θ i on C such that and for any sε i ∈ C n ,
Θ(sε
Further, by Proposition 9 and Θ(
Making use of Lemma 4, we can obtain the following result. 
where θ is the extension of θ on 0 C with θ(0) = 0.
Proof. Let E and F be two equivalent regular systems in C n , and assume that Θ is a permutation on C n and Φ is an isomorphism from E onto F satisfying that F = Φ(E) and Θ(sε i · M) = Θ(sε i )Φ(M) for any sε i ∈ C n and any M ∈ E.
Then by Lemma 4, there exists a permutation τ on [n] and n permutations Θ i on C such that
Thus,
For any i ∈ [n], if we choose s = 1, then
It implies that for any
Since E is a regular system in C n , it follows from that for any s ∈ C , there exist Now, we prove that θ is an automorphism on C . To this end, it is enough to show that θ(ss ) = θ(s)θ(s ) holds for any s, s ∈ C . Since E is a regular system in C n , there exist M, N ∈ E such that M 11 = s and N 11 = s . Then (MN) 11 
Conversely, assume that there exists θ , k i , i = 1, 2, . . . ,n and τ in the theorem, we prove that E ∼ F . Let Θ(sε i ) = (Θ τ −1 (i) (s))ε τ −1 (i) for any sε i ∈ C n . Then Θ is a permutation on C n . Suppose that M ∈ E. Let 
On the other hand, Θ(sε
holds for any sε i ∈ C n and any M ∈ E. Summing above, we have proved that E ∼ F , as required. 2
