Abstract-In this paper, we establish a rate duality between the forward and reverse links of MIMO interference channel, where the reverse links are obtained by exchanging the roles of transmitters and receivers in the forward links, and the corresponding channel matrices are conjugate transpose of the forward channel matrices. Since the capacity region for general interference channel is unknown, we show that the forward and reverse links have the same achievable rate region by treating interference as noise under some sum power constraint. The explicit expression of the corresponding input covariance matrix transformation is provided. We discuss the connection between the proposed transformation and the MAC-BC transformations in the previous works. As an application, a duality based iterative algorithm is proposed to maximize the sum rate of MIMO interference channel under sum power constraint. We also extend the algorithm to individual power constraint. The proposed algorithms are shown to be effective by simulation.
I. INTRODUCTION
Multiple-Input Multiple-Output (MIMO) systems promise high spectral efficiency [1] . They have generated interest in the research on the capacity region for multi-user MIMO channels such as MIMO multiple-access channel (MAC), MIMO broadcast channel (BC) and MIMO interference channel (IFC). The duality between MIMO MAC and MIMO BC capacity region is established in [2] , [3] . The signal-to-interference-and-noise power ratio (SINR) duality between MIMO MAC and MIMO BC has also been established and used to perform resource allocation [4] - [6] . Based on the SINR duality, a general rate duality is presented in [7] between the MIMO MAC and the MIMO BC, which is applicable to systems with and without nonlinear interference cancellation.
On the other hand, the capacity region of general IFC is still an open problem. However, there are already many works investigating the resource allocation for MIMO IFC from practical considerations. Most of these works assume that the receiver treats the interference as noise, i.e., not allowing multiuser encoding/decoding techniques. This assumption is reasonable in many applications where the complexity of the receiver must be kept low, or the receivers do not know the coding and modulation schemes used by the interfering transmitter. In [8] , a centralized global approach and a distributed This work was supported in parts by NSF Grants CCF-0728955, ECCS-0725915.
iterative approach based on the gradient projection method are proposed to maximize the sum rate. These algorithms are shown to converge to some local optimum. The most popular distributed approach is the game theoretical approach, where the resource allocation problem is formulated as a noncooperative game. A mathematical framework was provided in [9] to derive a unified set of sufficient conditions guaranteeing the uniqueness of the Nash equilibrium (NE) and the global convergence of waterfilling based asynchronous distributed algorithms. Unfortunately, NE is observed to be inefficient in term of the sum rate [8] . The authors in [10] extended the SINR duality between MIMO MAC and MIMO BC to any MIMO network with linear beamformers by using a generic duality theory in linear programming. Then the network duality is used to solve the joint MIMO beamforming and power control problem. Recently, closed form interference alignment schemes are proposed in [11] to approach and analysis the capacity of the interference networks at high SNR. In [12] , the duality of the interference alignment is established and used to design distributed interference alignment achieving nearly the same performance as the one with global channel knowledge.
Motivated by the duality between MIMO MAC and MIMO BC capacity region, it is natural to ask that whether similar duality also holds for MIMO IFC. Since the capacity region of MIMO IFC is in general unknown, this work establishes the duality of the achievable rate region for MIMO IFC under the following assumptions:
• The receiver treats the interference from others as noise and does not attempt to decode the messages from others.
• All transmitters and receivers know perfect channel state information of all links.
The corresponding input covariance matrix transformation is also provided. Although we focus on MIMO IFC in this paper, the proposed rate duality and transformation can also be applied to any MIMO network [13] . We show that the transformation in [7] is equivalent to a special case of the proposed transformation. For the MIMO MAC and the MIMO BC, the proposed transformation is also equivalent to the one developed in [2] at the boundary point of the capacity region. However, at the inner point of the capacity region, they are different because the proposed transformation keeps the sum transmit power unchanged while not decreasing the achievable rate, and the transformation in [2] keeps the achievable rate the same while not increasing the sum transmit power. The established rate duality of MIMO IFC opens the way to design efficient rate optimization algorithms. We show an application of sum rate maximization in this paper. Note that although the proposed algorithm shares similar elements as the ones in [10] , the rate optimization problem solved in this paper is in general more difficult than the SINR optimization problem in [10] . We find the optimal dimension of the transmit signal and show that uniform power allocation over these dimensions is optimal. We also consider the individual power constraint.
In [13] , we extend the results of this paper to any MIMO network. The properties of the proposed transformation are studied and used to derive some interesting theoretical results. We also design algorithms to optimize the input covariance matrices for MIMO networks with individual rate constraint. In [14] , the proposed algorithm is extended to a distributed rate optimization algorithm based on local channel knowledge learned by local message passing.
The rest of the paper is organized as follows. Section II describes the system model. Section III establishes the rate duality of MIMO IFC. Iterative algorithms based on the established duality is proposed to maximize the sum rate under both sum and individual power constraint in Section IV. We verify the results by numerical simulations in Section V and give the conclusion in Section VI.
II. SYSTEM MODEL We first define an achievable rate region for MIMO IFC. Then we show that precoding combined with successive decoding can achieve any point in the achievable rate region. Finally we summarize the corresponding SINR duality.
A. Definition of the Achievable Rate Region
Assume K MIMO links share the same physical wireless medium. Each transmitter and receiver are equipped with L T and L R antennas respectively 1 . The transmission signals of all links interfere with each other. The receive signal for the k th link can be expressed as
LT ×1 is the transmit signal of the k th link, H l,k ∈ C LR×LT is the channel matrix from the l th transmitter to the k th receiver, and w ∈ C LR×1 is the Gaussian noise vector with zero mean and unit covariance matrix. Denote the input covariance matrix of the k th link
Define
1 We assume different links have the same numbers of transmit antennas and the same number of receive antennas in this section only for simplicity of notations. The duality results in this paper also hold for arbitrary number of antennas.
And treating interference as noise, the mutual information of the k th link is given by a function of Σ 1:K as follow [15] 
Now, we define the achievable rate region to be the set of all mutual information that can be achieved under the sum power constraint P T :
Similarly, denote the input covariance matrix of the k th link in the reverse links asΣ k ∈ C LR×LR . Then the interference plus noise covariance matrix iŝ
Treating interference as noise, the mutual information of the k th link in the reverse links iŝ
Finally, the achievable rate region of the reverse links is defined aŝ
The outer boundary of R is called the Pareto boundary. At any point of the Pareto boundary, it is impossible to improve one of the rates, without simultaneously decreasing at least one of the other rates. Note that R is in general not convex. If the available degrees of freedom are allowed to be split, e.g., timesharing between two (or more) transmission schemes Σ 1:K and Σ 1:K is allowed, a larger rate regionR may be achieved, whereR denote the convex hull of R. In this paper, we will focus on R. The regionR can be easily drawn from R.
B. Precoding with Successive Decoding
Any point in the region R (P T ) can be achieved by precoding with successive decoding as follows. Decompose the input covariance matrices as
M ×1 is the power allocation vector, and M is the number of streams which is no less than the rank of Σ k 2 . Note that the decomposition is not unique. 
where α k,m is chosen such that r k,m = 1. This is called MMSE-SIC (MMSE receiver combined with Successive Interference Cancellation) receiver in this paper. For convenience, define
where R k ∈ C LR×M is the normalized MMSE-SIC receive matrix for x k , p is the overall power allocation vector, T and R are the sets of precoding and optimal receive matrices respectively. Define a non-negative coupling matrix 
The sum rate of all M streams of
For MMSE-SIC receiver, the following fact holds [16] . Fact 1: For a given set of input covariance matrices Σ 1:K and any decomposition:
, the MMSE-SIC receiver described above can achieve the mutual information of MIMO IFC, i.e., R (15) and (3) respectively. Further more, the achieved rate R MS k (T, R, p) is the same for different decoding orders π.
Similarly, in the reverse links, we use
×LT as the normalized precoding and receive matrix respectively. We change the power allocation vector to
T . And the decoding order is denoted asπ = M, · · · , 1, which has an inverse order of π. Then for the reverse links, the SINR and the rate of the m th stream of x k can be expressed aŝ
where
T is the overall power allocation vector. For simplicity, we will use {T, R, p} /{R, T, q} to denote the transmission and reception strategy with decoding order π = 1, · · · , M/π = M, · · · , 1 as described above in the forward/reverse links.
C. SINR Duality for MIMO IFC
where D ∈ R KM×KM + 3 . Then the SINR duality for MIMO IFC is stated in the following Lemma.
Lemma 1: R, p) is the SINRs achieved by the transmission and reception strategy {T, R, p} with p 1 = P T in the forward links. Then the same SINRs can be achieved in the reverse links using the transmission and reception strategy {R, T, q}, i.e.,γ k,m (R, T, q) = γ
where the power allocation q satisfies q 1 = P T and is given by
The SINR duality for any wireless network is proved in [10] when there is no successive decoding. With successive decoding, the only difference is that some elements of the coupling matrix Ψ is set to zero because of successive decoding. However, the proof in [10] did not rely on the specific value of Ψ as long as it is non-negative. Therefore, the same proof can be used to prove lemma 1. In the next section, we will use the SINR duality to derive the duality of the achievable rate region for the MIMO IFC.
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III. RATE DUALITY OF MIMO IFC The proofs of all the following results are given in [13] . First, we have the following theorem which establishes the duality of the achievable rate region between the forward and reverse links of the MIMO IFC.
Theorem 1: When treating the interference from other transmitters as noise, the forward and reverse links of the MIMO IFC described in section II have the same achievable rate region under the same sum power constraint P T , i.e., R (P T ) =R (P T ), where R (P T ) andR (P T ) are defined in (4) and (6) respectively.
The proof of this is obtained by showing that for any set of rates achievable in the forward links, a set of equal or larger rates is achievable in the reverse links with the same sum power constraint, and vice versa. The key point is to find an input covariance transformation from the forward/reverse links to the reverse/forward links so that a set of nondecreasing rates is achieved in the reverse/forward links with the same sum power constraint. Suppose Σ 1:K is a set of input covariance matrices achieving some rate point r in the region R (P T ) with sum power constraint P T . According to fact 1, the transmission and reception strategy {T, R, p} with p 1 = P T can achieve the same rate point r, where T, R and p are defined in (11) , (9) and (10) respectively. Then it follows from lemma 1 that the transmission and reception strategy {R, T, q} can also achieve the same rate point r in the reverse links, where q is given by (18). Note that T may not be the set of MMSE-SIC receive matrices for the reverse links corresponding to the transmission scheme R and q . If we use the optimal receiver in the reverse links, we may achieve a set of rates even larger than that in the forward links. Now we summarize the transformation in the following lemma.
Lemma 2: For any set of input covariance matrices Σ 1:K satisfying the sum power constraint P T and achieving some rate point r in the region R (P T ), the transformation that gives the input covariance matricesΣ 1:K satisfying the same sum power constraint P T and achieving a rate pointr ≥ r in the regionR (P T ) is given bŷ
where R k , k = 1, · · · , K is the MMSE-SIC receive matrices for the reverse links defined in (8) corresponding to some decomposition of the input covariance matrix:
, and q k is given by (18).
Note that for different decompositions of the input covariance matrices, R k and q k are different in general. Hence the transformation in (19) may not be unique. However, for the transformation at the Pareto boundary point of the achievable rate region, we have stronger results as stated in the following theorem. Theorem 2: For a given set of optimal input covariance matrices Σ 1:K achieving some Pareto boundary point of the achievable rate region, the solution of the transformation in (19) satisfies the following matrix equationŝ
Further more, if the number of optimal solutions achieving the corresponding Pareto boundary point is finite in either reverse links or forward links, then the transformation is unique, i.e., for all decompositions of Σ 1:K in the forward links, it will be transformed to the sameΣ 1:K in the reverse links, and vice versa.
As shown by [13] , the transformation in (19) can be applied to any MIMO network. The following proposition states the connection between the transformation in (19) and that for the MIMO MAC and the MIMO BC in [7] .
Proposition 1: Under a special decomposition of the input covariance matrix 
The existence of this special decomposition is shown in [7] . Under this special decomposition, the transformation in (19) becomes equivalent to the one in [7] . As shown in [7] , the advantage of using this special decomposition is that a parallel stream-wise decoding is possible without intra-signal interference cancellation. Now we derive the connection between the proposed transformation and the one in [2] .
Proposition 2: At the Pareto boundary point, the solution of the transformation in (19) satisfies the following equationŝ
, where Δ k is a square and diagonal matrix. Proposition 2 indicates that the transformation equations for the MIMO MAC and the MIMO BC in [2] also hold for the MIMO IFC at the Pareto boundary point. In MIMO MAC and MIMO BC, the equations in (21) can be solved one by one iteratively. However, for MIMO IFC, they have to be solved jointly, which is very difficult. The transformation in (19) provides an explicit expression of the solution for the equations in (21).
IV. AN APPLICATION: MAXIMIZING THE SUM RATE The problem of maximizing the sum rate is formulated as follow
where I k (Σ 1:K ) is defined in (3). As shown in section II-B, problem (22) is equivalent to the following problem
where r k,m (T, R, p) is defined in (14) . First we discuss on the optimal number of streams M and the optimal power allocation. The following proposition is useful. Proposition 3: For any input covariance matrix Σ and any integer M no less than the rank of Σ, we can always find a decomposition Σ = T 0 P 0 T † 0 such that T 0 ∈ C LT ×M and the corresponding power allocation matrix P 0 = Tr (Σ) I/M ∈ R M ×M + , i.e., uniform power allocation over the streams of the same link is optimal.
The proof is given in [13] . Suppose the rank of the optimal input covariance matrix Σ * k for x k is M k . Then from proposition 3, as long as the number of streams M for x k is no less than M k , we will not lose any optimality. Indeed, if we choose M = M k , the algorithms have the lowest complexity. However, we may not be able to know M k before actually solving problem (22). For single user MIMO systems, we only need M ≤ min (L T , L R ) active data streams to achieve the capacity. For MIMO IFC, more active data streams will cause more interference between links.
is sufficient to fully utilize the spatial diversity of the multiantenna system [1] . Proposition 3 also states that uniform power allocation over the streams of the same link will not lose any optimality, which is useful when designing algorithm for the individual power constraint.
To solve problem (23), we use similar algorithm as that proposed for MIMO BC in [6] . For fixed T, p, the optimal receive vector for each data stream is decoupled, i.e., the SINR of the m th data stream of x k,l is maximized individually by MMSE receiver in (7). However, for fixed R, p, the transmit vectors of all data streams have to be optimized jointly. The SINR duality in lemma 1 implies that the optimal transmit vectors in the forward links can be found by optimizing the receive vectors at the reverse links. This leads to an alternating algorithm, which switches the optimization between the forward links and reverse links. When switching to the reverse links, the power allocation q is first optimized. Then for fixed R, q, the optimal receive vector for each data stream is decoupled in the reverse link, and is given individually by MMSE-SIC receiver
l,i and β k,m is chosen such that t k,m = 1. For fixed T, R, the optimal power allocation q in the reverse links is given by solving the following problem [17] 
whereγ k,m (R, T, q) is defined in (16) . Problem (25) is a signomial programming (SP) problem and has been studied in [17] . It is not convex and the optimal solution is still unknown. However, there exist algorithms to obtain the local optimum [17] . In high SINR region, problem (25) can be approximated Choose p (0) and T (0) . Set n ← 0. While not converge do 1. Update in the forward links a) Compute R (n+1) from p (n) and T (n) using (7) 
GP can be converted to a convex problem and then the globally optimal solution can be obtained by efficient algorithms [17] . The proposed rate maximization algorithm is summarized in Table I and is called algorithm A in this paper. The proof of the convergence for algorithm A is similar to the one in [6] . Following the same arguments as in [6] , it is easy to show that the sum rate is monotonically increasing from one iteration to the next, and is obviously bounded due to the sum power constraint at the transmitters. Thus the proposed algorithm converges to a local optimum when i → ∞. Now suppose each user subject to an individual power constraint, e.g., Tr (Σ k ) ≤ P 0 k , k = 1, · · · , k. Then the above algorithm can be extended to the case of individual power constraint under the following minor modifications. Delete step 2-a) and in step 2-d) p is given by uniform power allocation, i.e., p
This modified algorithm is called algorithm B in this paper.
Remark 1: Note that algorithm B tries to increase the rates of all users in each iteration until one of the Pareto points is achieved. Ideally if algorithm B actually converges to the global optimum, it will achieve one of the Pareto boundary points of the achievable rate region R (P T ) corresponding to the individual power constraint P
V. NUMERICAL RESULTS
We evaluate the performance in this section. We assume block fading channels and the channel matrices are given by the iterative waterfilling (IWFA) in [9] . For algorithm B and IWFA, we assume each user subject to equal individual power constraint, i.e., Tr (Σ k ) ≤ P T /K, k = 1, · · · , K, where P T is the total power.
First, we consider symmetric systems, i.e., g k,k = g d , ∀k and g k,l = g c , ∀k = l. Fig. 1 plots the sum rate achieved by different algorithms vs. g c with g d = 0dB for total power P T = 0dB and 10dB respectively. The pseudo global optimum is also given for comparison. In all simulations, algorithm A with SP achieves nearly the same sum rate as the pseudo global optimum. The performance of algorithm A with GP and algorithm B is close to that of algorithm A with SP, which is much higher than that of IWFA. We also evaluate the performance for asymmetric systems, where g kl , ∀k, l are generated randomly with uniform distribution between -5 dB and 10 dB. We let P T = 3dB in the simulation. The average sum rate for algorithm A with SP, with GP, algorithm B and IWFA is 5.2765, 5.1587, 4.7898 and 4.1620 (bits/channel use) respectively, while the pseudo global optimum is 5.2766 (bits/channel use).
VI. CONCLUSION
In this paper, we show that similar duality as observed between MIMO MAC and MIMO BC also holds for the forward and reverse links of MIMO interference channel. The corresponding covariance matrix transformation and the connection to the existing transformations for MIMO MAC and MIMO BC are discussed. These results are obtained by a natural extension of the SINR duality in [10] . To illustrate the application of the duality, iterative algorithms are proposed to solve the problem of sum rate maximization under both sum and individual power constraint.
