Abstract: This paper addresses an application of the Kalman filter for estimating a time-varying process disturbance in a building space. The process disturbance means a synthetic composite of heat gains and losses caused by internal heat sources e.g., people, lights, equipment), and airflows. It is difficult to measure and quantify the internal heat sources and airflows due to their dynamic nature and time-lag impact on indoor environment. To address this issue, a Kalman filter estimation method was used in this study. The Kalman filtering is well suited for situations when state variables of interest cannot be measured. Based on virtual and real experiments conducted in this study, it was found that the Kalman filter can be used to estimate the time-varying process disturbance in a building space.
Introduction
For dynamic energy simulation of existing buildings, various kinds of simulation inputs are required. Some of simulation inputs are uncertain and thus an estimation process is involved (e.g., model calibration). The uncertain variables can be classified into "static" and "dynamic". It is relatively easy to estimate the static uncertain data because they are literally static. Examples of the static data are the thermal properties of building envelopes. In contrast, the dynamic uncertain data are time-varying and the examples of them are internal heat gains from people, lights and equipment, and heat gain/loss by airflows (infiltration, ventilation, and air movement between zones). The aforementioned dynamic data (hereafter referred to as process disturbance), are not easily quantifiable due to the following reasons:
•
In most buildings, occupancy information of each space is not collected because of the privacy issue. Moreover, the sensible and latent heat gain from people vary according to age, sex, and activities [1] .
• Electric consumption by lights and equipment (PCs, laptops, printers, etc.) is not generally sub-metered. Moreover, heat release from those varies depending on their types, specifications, and part load [1] .
It is difficult to measure the airflows by infiltration, ventilation, and air movement between zones) in each space [2] .
Please note that the solar gains were purposefully excluded in this study. The reasons are twofold: (1) there are many advanced theories, techniques and instruments either to estimate or to measure transmitted solar gains into the room space; (2) Compared to solar gains, the authors were more
Virtual experiment-a single room simulation model (3 m high, 3 m wide and 3 m deep) was made under a clear sky condition in two summer days. The time-varying aggregated heat gain/loss rate was manipulated inside the full dynamic simulation model. Four simulation cases were designed to test the KF estimation performance with regard to the heat gain/loss rate of the simulation room model.
Mini test-bed experiment-a small-scale real experiment was conducted in a rectangular box made of expanded polystyrene. The box represents a room space and electric heating cables installed inside the box emulates a convective heating system. Two experimental cases were conducted to test the KF estimation performance of time-varying electrical heat releases from the cables.
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Kalman Filtering

Algorithm
The KF sequentially estimates "expected" states of a stochastic dynamic system with measured data [13] [14] [15] [16] . The "stochastic" means that a system model includes the process noises/disturbances (or modeling errors) and measurement noises. The KF calculates propagation of the estimated states as well as their uncertainty in the form of an error covariance matrix in progress of time. The propagation of the error covariance is used to check for convergence of the filter or estimation uncertainty. Finally, the KF provides unbiased estimate if statistical properties of the process noise and the measurement noise follow Gaussian distribution [13] [14] [15] [16] . Table 1 shows the main elements of the KF. Where x is a state vector of n by 1 size, F is a system matrix of n by n size, G is an input matrix of n by n size, u is a control vector of n by 1 size, z is a measurement vector of m by 1 size, H is a measurement matrix of m by n size, w and v are zero-mean Gaussian white noises (n by 1 and m by 1 sizes). Noises of w and v have N(0, Q), N(0, R) respectively where Q and R are process and measurement noise matrices (n by n and m by m size). P is a covariance matrix for an estimation error (n by n size). The superscript of +, − means a posteriori estimate and a priori estimate, respectively. The superscripts −1 and T denote an inverse and a transpose of a matrix/vector respectively. The subscript k is a sequence of time, k = 0 is initial condition.x is an estimate of x and E[·] denotes an expectation operator.
The calculation procedure of the KF is shown in Figure 1 . It predicts states and covariance based on the mathematical model (Prediction step in Table 1 and Step 1 in Figure 1 ), afterward corrects them based on the measured data (Correction step in Table 1 and Step 3 in Figure 1 ). This is why the KF is called a prediction-correction algorithm. The theoretical details are purposefully omitted in this paper due to the lack of space but can be found in [13] [14] [15] [16] . Table 1 . Elements and expressions in the discrete-time Kalman filter.
Element Expression
System model
Prediction step a priori error covariance calculation:
Correction step a posteriori state calculation:x
The calculation procedure of the KF is shown in Figure 1 . It predicts states and covariance based on the mathematical model (Prediction step in Table 1 and Step 1 in Figure 1 ), afterward corrects them based on the measured data (Correction step in Table 1 and Step 3 in Figure 1 ). This is why the KF is called a prediction-correction algorithm. The theoretical details are purposefully omitted in this paper due to the lack of space but can be found in [13] [14] [15] [16] . 
State Augmentation
The state augmentation technique is generally used when estimating the process disturbance in the KF formulation. The unknown disturbance (d) is regarded as a state variable, and added as the last element of the original state vector (x). The augmented state vector x can be expressed as follows (Equation (1)):
In general, the unknown process disturbance is assumed to follow a random walk [13] [14] [15] [16] and its mathematical expression is as follows (Equation (2)).
where w k is the process noise. The reason for w k is for the KF to allow for a change in d k in progress of time. In other words, the state augmentation transforms a disturbance estimation problem into a standard form of the discrete-time KF. The augmented difference equation, driven by the noise w k , is as follows (Equation (3)):
Equation (3a) is a discrete-time linear model, and Equation (3b) is a linear Gaussian measurement model. If only one state is measured (e.g., the first state of x k ), then the measurement matrix (H) will be [1, 0, . . . , 0]. With this augmented state vector, both x k and d k are estimated simultaneously in the prediction-correction procedure (Figure 1 ). 
Random Walk Hypothesis for the Process Disturbance
The process disturbance is formulated as a random walk as shown in Equations (2) and (3). The random walk is a mathematical formalization of a path that consists of a succession of random steps (Equation (2)) [20, 21] . The process disturbance (q L , Equation (4)) is defined as follows: Interestingly, the aggregated process disturbance (Equation (4)) depends on the characteristics of occupant behavior [20] [21] [22] . Hence, it is difficult to describe it in a deterministic fashion. As mentioned earlier, the heat gain from people depends on their age, sex, and activities, while the heat gains from lights and equipment depend on how and when people operate those [23] . Likewise, the infiltration and ventilation depend on how and when people open/close windows/doors, and operate ventilation systems [24, 25] . In addition, airflows (infiltration, ventilation, air movement between zones) in buildings are influenced by outside air temperature, wind speed and direction [26] .
Rather than attempting to describe each element in the process disturbance in an analytical fashion, the authors aggregated them into a random walk fashion as shown in Equation (5):
Virtual Experiment
The virtual experiment provides several advantages such as accurate control of boundary conditions (e.g., indoor setpoint temperature, supply air flow rate), and capturing observable/non-observable state variables/parameters of interest. In this study, the aggregated process disturbance was generated using the EnergyPlus simulation tool, one of popular dynamic building simulation tools [27, 28] . Four virtual experiments were designed to test the performance of the KF ( Table 2 ). The case denoted as "Ref." in Table 2 was intended to verify the estimation performance of the KF for "time-invariant" state in a building space. The case #1 was intended to verify the estimation performance under sudden changes of q L . The case #2 was designed to verify the KF's performance under smooth changes of q L . With regard to the case #3, exogenous random noises were added to the generated process disturbance (q L ) of the case #2. The exogenous noises were generated by randn function in MATLAB [29] . An overview of four virtual experiments are as shown in Table 2 and Figure 2 . Table 2 . Description of four virtual experiments.
Cases Objective Experiment Setting
Ref.
To test estimation performance of the KF for a time-invariant state. This can be regarded as a Reference Case.
The generated process disturbance (q L ) is set as a constant
#1
To test estimation performance of the KF under sudden changes of q L .
The generated process disturbance (q L ) increases and decreases sharply three times a day (artificial condition).
#2
To test estimation performance of the KF under smooth changes of q L .
The generated process disturbance (q L ) varies as a sinusoidal shape
#3
To test estimation performance of the KF under random changes of q L . This may be close to a real-life situation in buildings (e.g., open/close windows, turn on/off lights/laptops) [20, 24, 25] .
Random numbers were added to the generated process disturbance (q L ) of Case #2 at every 10 min "time-invariant" state in a building space. The case #1 was intended to verify the estimation performance under sudden changes of L q . The case #2 was designed to verify the KF's performance under smooth changes of L q . With regard to the case #3, exogenous random noises were added to the generated process disturbance ( L q ) of the case #2. The exogenous noises were generated by randn function in MATLAB [29] . An overview of four virtual experiments are as shown in Table 2 and Figure 2 . [20, 24, 25] .
Random numbers were added to the generated process disturbance ( L q ) of Case #2 at every 10 min
Simulation Model by EnergyPlus
A simulation model was developed using EnergyPlus as shown in Figure 3 . The simulated room is a rectangular office space of 3 m height, 3 m width and 3 m depth. The south facing window, 1 m by 1 m size, consists of a double glazing (6 mm clear + 12 mm air cavity + 6 mm clear). Only the south 
A simulation model was developed using EnergyPlus as shown in Figure 3 . The simulated room is a rectangular office space of 3 m height, 3 m width and 3 m depth. The south facing window, 1 m by 1 m size, consists of a double glazing (6 mm clear + 12 mm air cavity + 6 mm clear). Only the south envelope has contact with outdoor environment and the others are set to be adiabatic. In this study, the medium-weight type of construction [1] was chosen. An air handling unit denoted as an ideal air system in EnergyPlus was introduced to control the room air temperature. The simulation run was conducted under a clear sky in summer. envelope has contact with outdoor environment and the others are set to be adiabatic. In this study, the medium-weight type of construction [1] was chosen. An air handling unit denoted as an ideal air system in EnergyPlus was introduced to control the room air temperature. The simulation run was conducted under a clear sky in summer. Artificial measurement noises ( k v ) were added to the original weather data to imitate sensor noises. For this purpose, scaled random numbers were generated by MATLAB randn function [29] and added to the original data obtained from EnergyPlus weather data file. The list of sensors, and the magnitude of corresponding generated sensor noises are tabulated in Table 3 . The weather data used for the simulation run appear in green lines as shown in Figure 4 .
(a) (b) (a) Artificial measurement noises (v k ) were added to the original weather data to imitate sensor noises. For this purpose, scaled random numbers were generated by MATLAB randn function [29] and added to the original data obtained from EnergyPlus weather data file. The list of sensors, and the magnitude of corresponding generated sensor noises are tabulated in Table 3 . The weather data used for the simulation run appear in green lines as shown in Figure 4 . 
Augmented State-Space Model Resembling EnergyPlus Simulation Model
The virtual building (Figure 3 ) was modeled as a simple resistance and capacitance network model (RC network model) as shown in Figure 5 . For the sake of simplicity, a two-nodes lumped modelling approach was used for the walls, the ceiling and the floor. A one-node lumped modeling approach was applied to the south facing window based on assumption that the temperature gradient of the window in horizontal and vertical directions is negligible. Please note that this simplified RC model expressed in a state-space equation is different from the EnergyPlus simulation model (Table 4) .
List of Sensors
Sensor Noise Unit Reference Outdoor air temperature ±0.5 (°C) HOBO Weather station (H21-001) Outdoor wind speed ±1.2 (m/s) Gill inc. (WindSonic 1405) Solar radiation ±10 (W/m 2 ) LI-COR (LI-200SA) Indoor air temperature ±0.5 (°C) General T-type thermocouple Supply airflow speed ±0.1 (m/s) TESTO vane probe (0635 9335) Supply air temperature ±0.5 (°C) General T-type thermocouple
Augmented State-Space Model Resembling EnergyPlus Simulation Model
The virtual building ( Figure 3 ) was modeled as a simple resistance and capacitance network model (RC network model) as shown in Figure 5 . For the sake of simplicity, a two-nodes lumped modelling approach was used for the walls, the ceiling and the floor. A one-node lumped modeling approach was applied to the south facing window based on assumption that the temperature gradient of the window in horizontal and vertical directions is negligible. Please note that this simplified RC model expressed in a state-space equation is different from the EnergyPlus simulation model (Table 4) . The total number of the RC network nodes is 14 including interior and exterior sides of the walls, the ceiling, and the floor, and the zone air. The order of the states in the RC model ( Figure 5 ) is as follows.
•
The 1st to 8th states represent the interior and exterior surface nodes of the walls (the surface numbers from #1 to #4 in Figure 5a ) • The 9th to 12th states represent the interior and exterior surface nodes of the ceiling and the floor (the surface numbers from #5 to #6 in Figure 5a ) • The 13th state is the window node (the window is assumed to be one node) • The 14th state is the zone air node
The heat balance equations for the walls/ceiling/floor formulated in 1st to 12th states and the window (13th state) account for heat gains and losses by convection, conduction, and short/long-wave radiations Equation (6a-c). The heat balance equations for the surfaces #2-#6 in Figure 5a are omitted because their equations are similar to Equation (6a-c). In addition, the details of the heat transfer algorithms accounting for convection, radiation, and conduction at each inside surface #2-#6 in Figure 5a are also omitted for the same reason mentioned above. The zone air heat balance equation (Equation (6e)) for the 14th state (Equation (6d)) consists of heat gain/loss from the south façade, heat injection and removal by the air handling unit (q sa ), and the aggregated process disturbance (q L ). The "original" equations (Equation (6a-d)) and an "additional" equation (Equation (6e)) are combined as a state augmentation method as described in Section 2.2. 
where each denominator C is the heat capacity (J/K) of the corresponding node, A N is the surface area of surface N (m 2 ) in Figure 5a .
Equation (6) is a continuous-time augmented state-space equation, and it was discretized with a sampling time of 60 s. The discrete-time KF (Table 1) is as follows (Equation (7)).
It was assumed that only zone air temperature can be measured and thus the measurement matrix (H; Equation (3b)) becomes [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 ]. The initial conditions for the state vector, the covariance matrix, the process noise, and measurement noises of the KF are important. For example, the magnitudes of the process noise (w k ) and the measurement noise (v k ) should be carefully determined because they influence the convergence/divergence of the Kalman filter. The conditions used in this study are tabulated in Table 5 . 
The process noise of temperatures would be ±0.2 • C.
The estimate of the aggregated heat gain/loss rate can vary ±10% of 439 Watt per one minute.
Measurement noise covariance matrix
The measurement noise of the zone air temperature would be ±2 • C.
* The numbers in subscript parenthesis represents the numbers of rows and columns in a vector or a matrix. Figure 6 shows the aggregated process disturbance in EnergyPlus (in green) and the estimated process disturbance (in blue) with 95% confidence bounds (red dotted lines). For the reference case (Table 2) , the estimated value closely follows the true value of 500 Watt as shown in Figure 6a . In spite of the poor estimation at the initial stage, but the KF tracks the true value well after 1 hour and it keeps near the true value (500 Watt) for the remainder of the day. Likewise, in the case of the experiment case #1, the estimate tracks the suddenly-changed pattern similarly (Figure 6b ).
Results
In case #3, the random heat gains/losses were added to the generated process disturbance of case #2 at every 10 min. The true value quickly varies due to the exogenous random disturbance ( Figure  6d ). This is the most complicated situation but the result seems interesting.
Although a certain amount of errors exists during the day and the KF seems not to swiftly respond to the true value, the estimated confidence intervals still cover the true value. It can be concluded that the KF performs satisfactorily under the noisy disturbance condition. For quantitative assessment, RMSE (root-mean-square error), NRMSE (normalized root-meansquare error), and R-square (coefficient of determination) were calculated (Table 6 ). Please note that the NRMSE and R-square values (Table 6 ) for the reference case are ∞ and −∞ because the denominators of them are zero. For the reference case, RMSE is slightly greater by 37.9 W than the true value (500 Watt), but the discrepancy seems allowable. The cases #1-#3, NRMSEs are about 12.1%, 6.4%, and 11.8% respectively, and R-squares are 0.75, 0.97, and 0.71 respectively. The overall estimation errors seem to be acceptable considering the estimation range (from −500 to 500 Watt). It is also worth noting that the estimation error is inevitable because the augmented state-space model (Equation (6), described in Section 3.2) is different from the EnergyPlus simulation model (Section 3.1). In the case of the experiment case #2, likewise the KF tracks well the true value of a sinusoidal shape (Figure 6c) . However, when the heating and cooling set point temperatures are changed to 20 • C or 25 • C (near 0, 20, 32, 44 h), the KF overestimates or underestimates the true value
In case #3, the random heat gains/losses were added to the generated process disturbance of case #2 at every 10 min. The true value quickly varies due to the exogenous random disturbance (Figure 6d ). This is the most complicated situation but the result seems interesting.
Although a certain amount of errors exists during the day and the KF seems not to swiftly respond to the true value, the estimated confidence intervals still cover the true value. It can be concluded that the KF performs satisfactorily under the noisy disturbance condition.
For quantitative assessment, RMSE (root-mean-square error), NRMSE (normalized root-mean-square error), and R-square (coefficient of determination) were calculated (Table 6) . Please note that the NRMSE and R-square values (Table 6 ) for the reference case are ∞ and −∞ because the denominators of them are zero. For the reference case, RMSE is slightly greater by 37.9 W than the true value (500 Watt), but the discrepancy seems allowable. The cases #1-#3, NRMSEs are about 12.1%, 6.4%, and 11.8% respectively, and R-squares are 0.75, 0.97, and 0.71 respectively. The overall estimation errors seem to be acceptable considering the estimation range (from −500 to 500 Watt). It is also worth noting that the estimation error is inevitable because the augmented state-space model (Equation (6), described in Section 3.2) is different from the EnergyPlus simulation model (Section 3.1). 
Mini Test-Bed Experiment
In order to test the KF under a real-life situation, the mini test-bed experimental set-up reported in [34] was used in this study. A brief summary of the mini test-bed ( Figure 7 ) is as follows; it is a rectangular box which is made of Expanded Polystyrene (EPS). It contains two types of electric heating cables (nominal heating powers are 10 Watt and 30 Watt, respectively) inside the EPS box which emulates a convective heating system. Electric consumption of the heating cables was measured by a wattmeter, and indoor air and surface temperatures of the EPS box were measured by T-type thermocouples. NI Compact DAQ 9174 was used for data acquisition. experiment, the actual value of convective heat release rate (e.g., instantaneous gain) from the heating cable is unknown because it is not measurable. This is a significant difference between the virtual and real experiments. Therefore, the measured electric power of the heating cable was used for validation. An overall overview of the experiment procedure is shown in Figure 8 . 
Augemented State Space Model of the Mini Test-Bed
The modeling approach is the same as that of the virtual experiment. The heat balance equations at each node ( Figure 9 ) were based on [28] and the detailed explanation of it is omitted for the sake of brevity. The mini test-bed was designed with the purpose of indoor experiment; hence exterior The experiment was conducted twice (28 October 2012, 29 October 2012) with the heating cables of 10 Watt and 30 Watt, which showed actual consumption power of 10.8 Watt and 26 Watt respectively. The duration of each experiment was 160 min and the sampling time was set to one second. During the experiment, two heating cables were randomly turned on/off. In this real experiment, the actual value of convective heat release rate (e.g., instantaneous gain) from the heating cable is unknown because it is not measurable. This is a significant difference between the virtual and real experiments. Therefore, the measured electric power of the heating cable was used for validation. An overall overview of the experiment procedure is shown in Figure 8 . 
The modeling approach is the same as that of the virtual experiment. The heat balance equations at each node ( Figure 9 ) were based on [28] and the detailed explanation of it is omitted for the sake of brevity. The mini test-bed was designed with the purpose of indoor experiment; hence exterior environmental effects (wind and solar radiation, etc.) were not included. The size of the state vector is 14 due to the absence of the window node ( Figure 5 vs. Figure 9 ). The discretization step was set to one second. 
The modeling approach is the same as that of the virtual experiment. The heat balance equations at each node ( Figure 9 ) were based on [28] and the detailed explanation of it is omitted for the sake of brevity. The mini test-bed was designed with the purpose of indoor experiment; hence exterior environmental effects (wind and solar radiation, etc.) were not included. The size of the state vector is 14 due to the absence of the window node ( Figure 5 vs. Figure 9 ). The discretization step was set to one second. The initial conditions were set to be equal to those of the virtual experiment (Table 5 ) except the following parameters. The initial error covariance (P) was modified to take the nominal power of the heating cable (10 Watt and 30 Watt) into account. The magnitude of the process noise matrix (Q) was also modified to take the discretization step size into account (one minute in the virtual experiment vs. one second in the mini test-bed experiment). The magnitude of the measurement noise matrix (R) was modified to take a small volume of the EPS box into account. The initial conditions are tabulated in Table 7 . Measurement noise covariance matrix
The measurement noise would be ±2 • C * The numbers in subscript parenthesis represents the numbers of rows and columns in a vector or a matrix.
Results
During the experiment, the heating cables of 10 Watt and 30 Watt, were turned on and off four times, three times respectively ( Figure 10 ). Please note that the actual consumption powers of the heating cables of 10 Watt and 30 Watt were 10.8 Watt and 26 Watt respectively ( Figure 10 ). The reason for random ons/offs is to make heat release pattern be unpredictable and then to test whether the KF can perform well under such case. As shown in Figure 10 , the box air temperature slowly increases with time-lag when the heating cable is turned on. It seems that the thermal capacity of the heating cable and the box air volume delays the temperature increase.
The convective heat release from the heating cable, regarded as the process disturbance, is unknown and not measurable. Hence it was compared to the electric power consumption in green line. It is shown that the errors were roughly 3 Watt and 5 Watt deviated from the consumed power (10.8 Watt and 26 Watt) respectively during the periods (Figure 10) .
The estimation performance for tracking the heat release (q L ) can be judged by comparing (q L to the measured box air temperature. Both of q L and T 8 are similar to each other. It can be concluded that the heat releases by the cables are reasonably estimated by the KF. 
Conclusions
This paper addressed the estimation performance of the KF for the aggregated process disturbance (the sum of heat gains and losses from internal sources). The virtual experiment and the real experiment were conducted. According to the results, it can be concluded that reliable estimation of unknown simulation inputs can be made using the KF method.
In the case of the virtual experiments (Ref., Cases #1, #2, and #3), it was shown that the KF can estimate the time-invariant and time-varying process disturbances. The overall estimation errors of NRMSE were about 6.4-12.1%. During the real mini test-bed experiment, the convective and radiative heat release rates from the heating cable are not measurable. Therefore, the electric power consumption of the heating cable was used as a substitute for validation. The result showed that the estimation errors range from 3 Watt to 5 Watt, deviating from the real values (10.8 Watt and 26 Watt) during the steady-state period. 
In the case of the virtual experiments (Ref., Cases #1, #2, and #3), it was shown that the KF can estimate the time-invariant and time-varying process disturbances. The overall estimation errors of NRMSE were about 6.4-12.1%. During the real mini test-bed experiment, the convective and radiative heat release rates from the heating cable are not measurable. Therefore, the electric power consumption of the heating cable was used as a substitute for validation. The result showed that the estimation errors range from 3 Watt to 5 Watt, deviating from the real values (10.8 Watt and 26 Watt) during the steady-state period.
