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Abstract 
This article describes a nonlinear model of neural processing in the vertebrate retina, comprising 
model photoreceptors, model push-pull bipolar cells, and model ganglion cells. Previous analyses 
and simulations have shown that with a choice of parameters that mimics beta cells, the model 
exhibits X-like linear spatial summation (null response to contrast-reversed gratings) in spite of 
photoreceptor nonlinearities; on the other hand, a choice of parameters that mimics alpha cells 
leads toY-like frequency doubling. l11is article extends the previous work by showing that the 
model can replicate qualitatively many of the original findings on X andY cells with a fixed choice 
of parameters. ll1e results generally support the hypothesis that X and Y cells can be seen as 
functional variants of a single neural circuit. The model also suggests that both depolarizing and 
hyperpolarizing bipolar cells converge onto both ON and OFF ganglion cell types. l11e push-pull 
connectivity enables ganglion cells to remain sensitive to deviations about the mean output level 
of nonlinear photoreceptors. These and other properties of the push-pull model are discussed in 
the general context of retinal processing of spatiotemporalluminance patterns. 
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1 Modeling of retinal processing 
The vertebrate retina has been the subject of extensive experimental and theoretical studies. 
Experimental work has revealed that the retina of all vertebrates is organized in a stereotypical 
architecture, which includes three cellular (or nuclear) layers and two synaptic (or plexiform) layers 
(Dowling, 1987). Within these layers five major classes of retinal cells propagate information 
forward (photoreceptors, bipolar cells, and ganglion cells) and laterally (horizontal cells and 
amacrine cells). A number of models have been proposed to explain the function of the retina 
as a whole, or of particular cell classes. TI1ese models can be generally subdivided into three 
broad classes: schematic or black-box models that are developed to provide quantitative fits of 
a particular set of physiological data (e.g., Dawis, Shapley, Kaplan, & Tranchina, 1984; Enroth-
Cugell & Freeman, 1987; Purpura, Tranchina, Kaplan, & Shapley, 1990; Sperling & Sondhi, 1968; 
V!Ctor, 1987, 1988); models designed to take into account many details of the known anatomy and 
pharmacology of the retina (e.g., Freed, Smith, & Sterling, 1992; Sneyd & Tranchina, 1989; Werblin, 
1991); and models that address general functional aspects of retinal processing without necessarily 
trying to provide exact matches of physiological data or of the known details of retinal anatomy 
and pharmacology (e.g., Grossberg, 1972; Richter & Ullman, 1982; Rodieck, 1965; Sperling & 
Sondhi, 1968). 
A model that belongs to the latter class was introduced recently (Gaudiano, 1992a, 1992b). 
TI1e model, termed the push-pull shunting network, was initially derived as a general model of 
spatiotemporalluminance processing, and was then shown to capture certain properties of X and 
Y retinal ganglion cells. In its original form, the push-pull model contains three layers of cells 
that correspond to the feedforward path connecting photoreceptors, bipolar cells, and ganglion 
cells, along with spatial interactions (presumably arising through a combination of horizontal 
and amacrine cell processes) that lead to a center-surround receptive field at the ganglion cell 
layer. TI1e model's name reflects its architecture, which includes convergence of both ON and 
OFF bipolar cells onto each class of ganglion cells. Unlike previous proposals for push-pull retinal 
connectivity (Levine & Shefne1~ 1977; McGuire, Stevens, & Sterling, 1982), the push-pull model 
described in this article prescribes multiple stages of nonlinear interactions. 
TI1e push-pull model design was based on the hypothesis that the three-layer structure of the 
vertebrate retina has evolved in order to carry out a specific functional task, namely, to remain 
sensitive to spatiotemporal modulation of illuminance over a broad dynamic range, in spite of 
noise and the limited dynamic range of neural elements. The model describes three stages of 
processing that are necessary for this task: an initial, spatially localized adaptation mechanism 
adjusts its sensitivity to local changes in illumination; the output of the first stage diverges onto 
equal and opposite channels, which can carry information about increments and decrements in 
the input signal; a second adaptation mechanism collects signals over a broad region of space 
through a center-surround receptive field, thus adjusting its sensitivity in response to changing 
spatial distributions of illumination. 
Many known details of retinal structure and function have been omitted from the push-pull 
model. This choice reflects the hypothesis that the three stages are sufficient for the retina to 
carry out its primary function. TI1e hypothesis was supported by preliminary simulations, which 
revealed that selection of receptive field profiles that match those of alpha and beta ganglion cells, 
respectively, leads to responses that resemble those of Y and X ganglion cells. On the basis of 
the previous results, Gaudiano (1992b, 1992c) proposed that X andY cells may be functional 
variants of a single neural circuit, rather than arising from different neural circuits as originally 
proposed by Hochstein and Shapley (1976a, 1976b). The goal of this article is to refine and extend 
the prior simulations to show that the model, even in its simple form, is able to capture many 
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aspects of X andY ganglion cell behavior. At the same time, discrepancies between simulated and 
experimental results are used to delineate limitations of the model, and to motivate the need for 
future refinements. 
Following a summary of issues pertaining to X and Y cell behavior and an overview of the 
push-pull model, the article presents simulations of the primary data figures from the original 
manuscript describing X andY ganglion cells (Enroth-Cugell & Robson, 1966). All simulations 
use one set of parameters for X cells, and one set of parameters for Y cells, that is, no attempt is 
made to find parameters that match each individual response curve. TI1e results generally support 
the push-pull model, but point to a number of limitations. TI1ese limitations are discussed in the 
general context of retinal processing, and in the context of other models of ganglion cell behavior. 
2 Overview of X and Y ganglion cells 
In 1966 Enroth-Cugell and Robson proposed a classification scheme that subdivides cat retinal 
ganglion cells into two functional classes known as X and Y cells. Fig. 1a illustrates the time 
course of response of one X cell (left column) and one Y cell (right column) to introduction and 
withdrawal of a sinusoidal grating superimposed on a uniform background. The figure illustrates 
two characteristics that distinguish X and Y cells: first, when the grating is placed at a spatial 
phase of zero or 180 degrees relative to the cell's receptive field center, Y cells exhibit larger 
transients than X cells in response to grating introduction and withdrawaL Second, when the 
grating is placed at a spatial phase of ±90°, X cells exhibit a null response to grating in traduction 
and withdrawal, while Y cells exhibit frequency doubled, or on-off responses. TI1ese results were 
later confirmed and extended by several authors, most notably by Hochstein and Shapley (1976a, 
1976b). 
Insert Fig. 1 about here 
The existence of X cell null responses at phase angles of :L90° indicates that the sudden decrease 
in input to one side of the cell's receptive field exactly cancels the concomitant increase in input 
to the other side of the receptive field. Because this property of X cells is largely independent of 
average luminance, contrast, or temporal frequency of modulation, it has been suggested that X 
cells perform linear spatial summation of inputs falling over their receptive field (Enroth-Cugell & 
1\obson, 1966; Hochstein &Shapley, 1976a). Ideal linear spatial summation requires that ali retinal 
processing prior to the ganglion cell layer be perfectly linear: in the absence of compensatory 
mechanisms, any preprocessing nonlinearity should be detected in the X cell responses to a 
sinusoidal grating being turned on and off. The presence of 011-ojj responses suggests instead 
that Y cells receive nonlinear inputs and perform a complex, nonlinear form of spatial summation 
(Enroth-Cugell & Robson, 1966; Hochstein & Shapley, 1976b). On the basis of these and other 
findings Hochstein and Shapley (1976b) have suggested that theY cell receptive field includes 
linear center and surround mechanisms similar to those of X cells (Enroth-Cugell & Robson, 1966; 
Rodieck, 1965), as well as a pool of small, nonlinear subunits distributed throughout theY cell's 
receptive field. 
TI1e issue of linear processing in the retina is of great importance in the study of biological 
vision. Linearity is important for the process of encoding light into neural signals without loss of 
useful information. However, the assumption of linearity is restricting and frequently inaccurate 
in the context of biological systems such as the vertebrate retina. Because neural elements have 
a limited dynamic range, it is important that the photoreceptors be able to compress inputs into 
an appropriately narrow range, since any information that is lost at the photoreceptors cannot 
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be recovered at later stages. Compression can be achieved through a static (unchanging in 
time) nonlinearity, or through mechanisms of adaptation, such as gain control, which rapidly 
reduce photoreceptor responses when they are saturated by bright lights. TI1ere is abundant 
evidence for nonlinear adaptation mechanisms acting in the retina, beginning as early as the outer 
segment of photoreceptors (Macleod, Williams, & Makous, 1992; Hayhoe, Levin, & Koshel, 1992; 
Rushton, 1958; Schnapf, Nunn, Meister, & Baylor, 1990; Seiple, 1-Iolopigian, Greenstein, & Hood, 
1992). However, as discussed in an earlier publication (Gaudiano, 1992c), nonlinearities should 
compromise linear spatial summation in the X cell. In sum, one would not expect null responses 
at ±90° spatial phase regardless of contrast or average luminance, particularly when the grating 
is turned on and off abruptly. 
One might argue that the null response in X cells is the result of using small signals relative 
to the receptor adaptation level, in which case the photoreceptors may be functioning in a linear 
regime. Two problems arise with this explanation: first, the results of Enroth-Cugell and Robson 
(1966) were obtained at a contrast level of 0.32, which should be sufficient to elicit significant 
nonlinearities in photoreceptors. An additional controversial observation is that while X cell 
linear spatial summation seems independent of temporal frequency, manipulation of the spatial 
frequency of a stimulus can reveal nonlinear responses even in X cells: Enroth-Cugell and Robson 
(1966) tested the response of X cells to introduction and withdrawal of a bipartite field, or dark-
bright edge (Fig. 2a). 1l1e authors state that the X cell exhibits null responses when the edge is 
centered over its receptive field, but their data show small, but marked on-off responses for a 
contrast level as low as 0.2 (see also Hochstein & Shapley, 1976a, p.237). If the photoreceptors 
were operating in their linear regime at a contrast of 0.32, there should be less, rather than more 
nonlinearity at a contrast level of 0.2. 
Insert Fig. 2 about here 
How can X cells exhibit nearly linear spatial summation in spite of nonlinear preprocessing? 
Why does the spatial, but not temporal frequency of the stimulus affect the extent of X cell spatial 
linearity? 
3 The push-pull shunting network: an overview 
One solution to this puzzle arises from a model of retinal function (Gaudiano, 1992a, 1992b, 1992c) 
that was derived as a general model of neural spatiotemporal processing. Fig. 3 illustrates the 
architecture of the push-pull shunting network, which includes model photoreceptors, model 
bipolar cells, and model ganglion cells. 
Briefly, the photoreceptors adapt to local changes in illuminance, compressing a broad range 
of inputs into the narrower regime of neural activations. Each photoreceptor signal is duplicated 
into depolarizing and hyperpolarizing bipolar cells, much as is found in the cone pathway of 
many vertebrate retinae (Dowling, 1987). The model ganglion cells collect bipolar signals through 
a center-surround receptive field structure, which can be mediated by either horizontal cells, 
amacrine cells, or both. However, unlike previous quantitative ganglion cell models (Dawis 
eta!., 1984; Enroth-Cugell & Freeman, 1987; Hochstein & Shapley, 1976b; Linsenmeier~ Frishman, 
Jakiela, & Enroth-Cugell, 1982; Richter & Ullman, 1982; Rodieck, 1965), the present model requires 
that both depolarizing and hyperpolarizing bipolar cells converge onto each ganglion cell in a 
nonlinear push-pull fashion. 
The combination of nonlinear adaptation in the photoreceptors and nonlinear push-pull bipo-
lar convergence onto ganglion cells can lead to approximately linear spatial summation when the 
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receptive field parameters are chosen to mimic the profile of beta cells, while it can lead to (non-
linear) frequency doubling when the receptive field parameters are chosen to mimic the profile of 
alpha cells. In agreement with the results mentioned above, I will also show that the apparent lin-
ear spatial summation in the simulated X cells depends on the spatial frequency of the input. 1l1e 
push-pull shunting model therefore predicts that the same neural architecture can account for the 
behavior of both X and Y cells. 1l1is suggestion departs from the classical view according to which 
X andY cells are formed by different receptive field mechanisms (Hochstein & Shapley, 1976b). It 
is important to emphasize that the push-pull shunting model does not suggest that X andY cells 
are two ends of a single functional continuum, but rather that evolution has found a parsimonious 
way of generating distinct functional behaviors through a simple parametric manipulation of a 
general-purpose neural architecture. 1l1is point is discussed in more detail below. 
The next four sections describe in some detail the various components of the model. Following 
a series of qualitative simulation results, the article concludes with a discussion of the model, 
its relationship to other models, its predictions and limitations, and a discussion of possible 
extensions. 
3.1 Local adaptation in photoreceptors 
Insert Fig. 3 about here 
As shown in Fig. 3a, the first stage of the push-pull model consists of a layer of photoreceptors, 
whose purpose is to compress local retinal illuminance signals into a narrow range of neural 
signals. In this article I use a simplified version of the photoreceptor model proposed by Carpenter 
and Grossberg (1981). The model photoreceptors transduce light into neural signals by means of a 
simple gain control mechanism, whereby receptor sensitivity is modulated over time in response 
to changing inputs. In its simplest form, the photoreceptor transduction is given by: 
r(t.) = 1(1.) · z(l.), (1) 
where l(t) represents the incoming luminance signal, r(l) represents photoreceptor response, and 
z(t) is a gain control factor whose magnitude changes in response to changing inputs according 
to: 
dz(t) , [ .] dt = I• G- z(t) -lll(t.)z(t.); (2) 
here F is the rate at which the gain term z(t) approaches its maximum value C in the absence of 
input, and Il is the rate at which the gain term decays as a function of input intensity l(t). 
Eq. (2) is defined as a li11enr time-varying differential equation: it is linear because it contains only 
linear factors of the dependent variable z(t), and time-varying because the dependent variable z(t) 
is multiplied by input terms l(t) that are time-dependent. In spite of the lack of nonlinear factors 
of the dependent variable, the input-output transfer function of linear time-varying systems such 
as Eq. (2) is 110nli11ear because the effect of a given input depends on the state of the system (due to 
the multiplicative relationship between the inputs and the dependent variable). As an example, 
Eqs. (1) and (2) can be used to show that the steady-state photoreceptor response to a constant 
input of magnitude !0 is 
r = C: loP 
· F + l!lo (3) 
which has the form of the classical Naka-Rushton equation, describing (nonlinear) compression 
in the photoreceptors (Naka & Rushton, 1966). 
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As long as the rate constants F and ll are not too large relative to the input size, the photorecep-
tor model exhibits time-dependent adaptation in response to local changes in retinal illuminance. 
Specifically, a sudden input increment leads to a large transient response, which decreases to a 
lower steady-state response as the receptor's sensitivity is reduced by the gain control term. Hence 
the photoreceptor response to a sudden increment consists of a transiCIJt overshoot, followed by a 
gradual decay to a steady-state plateau leveL In a similar fashion, the photoreceptor response to a 
sudden decrement consists of a transient undershoot, followed by a gradual rise to the steady-state 
response leveL In both cases, the time constant of the transient response depends partly on input 
intensity. 
One property of the photoreceptor model is very important for the results of later sections: the 
model photoreceptor usually responds asymmetrically to illuminance increments and decrements 
of equal size (Gaudiano, 1992b, p.28). Intuitively, this is explained by the observation that an 
illuminance decrement leads to a low level of input while the receptor is adapted to a high level 
of input (gain control term is small), whereas an illuminance increment leads to a high level of 
input while the receptor is adapted to a low level of input (gain control term is large). 
3.2 Depolarizing and hyperpolarizing bipolar cells 
TI1e next stage of the proposed model consists of a layer of bipolar cell pairs, with each pair 
comprising one depolarizing and one hyperpolarizing bipolar cell (Fig. 3a). For the results shown 
below it is sufficient to assume that the activation of the depolarizing bipolar cell is identical (up 
to a scaling factor) to the photoreceptor activation, while the activation of the hyperpolarizing 
bipolar cell is equal in magnitude, but of opposite sign, to the depolarizing bipolar cell <1ctivation. 
If the photoreceptor is bounded between zero and a maximum level M, then the depolarizing and 
hyperpolarizing bipolar activations-denoted respectively by b+(t) and b-(1)-are given by: 
1,-l-(1.) = r(t) and (4) 
The simple form of Eq. (4) reflects a number of potentially questionable assumptions. First, 
the model assumes that photoreceptors are depolarized by light, whereas most photoreceptors 
in vivo have been found to be hyperpolarized by light (e.g., Dowling, 1987). 1-fowever, as shown 
by Carpenter and Grossberg (1981), it is a relatively simple matter to modify the model so that 
photoreceptors hyperpolarize to ligth, in which case the equations above describing bipolar re-
sponses should simply be reversed, leaving the model behavior largely unchanged. Second, the 
bipolar cells are assumed to have no dynamics (cg., no delay). This assumption is justified if the 
rate-limiting dynamics arise in the photoreceptors, as is the case here. Third, the model assumes 
that each bipolar cell in the pair receives input from only one photoreceptor. This is definitely 
incorrect in most cases (e.g., Sterling, 1990). The ganglion cell model described in the next section 
presumes the existence of a center-surround receptive field structure, which probably originates 
at the bipolar cell level (Sterling, 1990). Although it can make a difference whether the receptive 
field is formed at the bipolar cell layer or at the ganglion cell layer, the latter choice is desirable 
for both analytical and computational reasons. These points are addressed in more detail in the 
discussion section. 
The most important observation is that even with these simple assumptions the model is able to 
generate all of the simulations presented below. Where the model responses differ from empirical 
data, I will discuss how the inclusion of a more detailed bipolar cell model might be the cause of 
the observed discrepancy. 
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3.3 Ganglion cells 
The simulated ganglion cells are based on a model for neurons that obey shunting dynamics 
(Grossberg, 1970; Sperling, 1970). The behavior of a neuron obeying shunting dynamics can be 
expressed by the following equation: 
dv( t) . 
- 1- = -Av(i) + [U- v(t)]e(t)- [D + v(i)]z(t). ci (5) 
Here v(t) represents the activation level or potential (which are assumed to be proportional in 
this model) of a single ganglion cell; A is the rate of passive decay toward the resting activation 
level (which is assumed here to be zero); Band D represent excitatory and inhibitory saturation 
points, respectively; e(l.) represents the total (spatiotemporal) excitatory inputs, and i(i) the total 
(spatiotemporal) inhibitory inputs reaching the cell. All parameters and the input are assumed to 
be nonnegative. In the absence of inputs, activation v(t) decays to zero at a rate Av(t). Otherwise, 
Eq. (5) guarantees that activation is always bounded between the values U and -D, regardless 
of input intensity. 11uough a simple change of variables, Eq. (5) can be interpreted as a passive 
membrane equation (Grossberg, 1988, p.35). 
Equation (5) is a linear time-varying equation, as is the case for the photoreceptor Eq. (2), and 
here too the input-output transfer function is nonlinear. For instance, input distributions which 
lead to equal amounts of excitation c(t) and inhibition i(t) do not cancel out because they are 
multiplied, respectively, by the terms [13- v(l)] and [D + v(t)], which depend on the activation 
v(t) and are generally unequal; hence excitatory and inhibitory inputs interact nonlinearly. 
An on-centet~ off-surround receptive field structure is typically incorporated into Eq. (5) by 
assuming that inputs falling within a small central region increase the total excitation c(i) to the 
neuron, whereas inputs falling within a broader region increase the total inhibition i(l.) (Fig. 3b). 
In this case, the nonlinear interaction between center and surround results in a form of gain 
control that can retune the cell's steady-state sensitivity as a function of the overall illuminance 
level (Sperling, 1970; Grossberg, 1973). It has been shown that such a neuron, at equilibrium, 
exhibits spatial adaptation and responds to luminance ratios (contrast) across space while ignoring 
uniform levels of background luminance (Grossberg, 1982). Hence a network of shunting neurons 
can be used to perform useful processing of spatial input patterns, such as suppressing regions of 
uniform inputs while enhancing spatial discontinuities (Grossberg, 1983; Grossberg & Mingolla, 
1985; Grossberg & TodoroviC, 1987). Recent studies have supported the notion that the shunting 
equation can give an accurate description of static and dynamic properties of a variety of neurons 
in biological visual systems (Carandini & Heeger, 1993; Gaudiano, 1992a, 1992b, 1992c; Heeger, 
1992; Nabet, 1992; Ogmen & Gagne, 1990b, 1990a). 
3.4 The push-pull shunting network 
The most important aspect of the proposed model is the assumption that each ganglion cell re-
ceives inputs at every location in its receptive field through push-pull pairs of depolarizing and 
hyperpolarizing bipolar cells (Fig. 3c). The same push-pull wiring scheme is hypothesized to 
take place both in the center and surround of the ganglion cell's receptive field. Specifically, at 
every point in the ganglion cell's receptive field centet~ a depolarizing bipolar cell acts to depo-
larize the ganglion cell while the corresponding hyperpolarizing bipolar acts to hyperpolarize 
it; a complementary connectivity pattern is specified for the ganglion cell's receptive field sur-
round (Fig. 3c). This connectivity pattern endows the ganglion cells with useful functional and 
mathematical properties, as described in earlier publications (Gaudiano, 1992a, 1992c). From a 
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functional standpoint, the push-pull inputs ensure that the ganglion cell is always responding to 
deviations about the photoreceptor's average activation level. Coupled with the photoreceptor's 
gain control, this is equivalent to making the ganglion cell sensitive primarily to contrast. 
1l1e push-pull inputs are incorporated into the shunting equation (5) by assuming that each 
ganglion cell is excited by increased activation of either (i) depolarizing bipolar cells located 
throughout the receptive field center, or (ii) hyperpolarizing bipolar cells located throughout 
the receptive field surround. Similarly, the ganglion cell is inhibited by increased activation 
of either (i) hyperpolarizing bipolar cells located throughout the receptive field center, or (ii) 
depolarizing bipolar cells located throughout the receptive field surround. 1l1is push-pull, center-
surround connectivity is expressed mathematically by adding appropriate terms to the equation 
that describes the net excitatory and inhibitory inputs to the model ganglion cells. Appendix A 
shows that in this case the shunting equation (5) reduces to: 
dv(t) dt + v(t) [:1 + M Vc + M Vs·l "' (IJ- D) [rc(t)- ts(t)] + B M Vs·- D M Vc (6) 
where Vc and Vs represent the volume (or area in the 1-D case) under the receptive field center 
and surround, respectively; rc(t) and ts(l), respectively, represent the convolution between the 
receptive field center and sunound with the spatial pattern of photoreceptor responses r(t). 
For a given choice of receptive field profile (see Appendix A), Eqs. (1), (2), (4), and (6) completely 
characterize the push-pull shunting model. The next section describes simulation results using 
this model. 
4 Simulation results 
This section presents numerical simulations of a complete one-dimensional push-pull shunting 
network. The goal of the simulations is not to provide exact fits, but rather to illustrate the general 
properties of the push-pull network, and to show that even in its present simplified form the model 
can account for many aspects of the behavior of both X andY ganglion cells. To this end, I turned 
to the original report by Enroth-Cugell and Robson (1966), and attempted to simulate their results 
using a single set of parameters for X cells, and a single set of parameters for Y cells (described 
in Appendix B). The model parameters were first selected to give a satisfactory qualitative flt to 
the null test; the model was then tested on all the main paradigms presented by Enroth-Cugell 
and Robson (1966). No attempts were made to optimize the parameters or to provide exact flts. 
It should be noted that a few of the results presented here (viz .. , Figs. 1 and 2) have appeared in 
earlier publications (Gaudiano, 1992b, 1992c). These are replicated here for two reasons: first, 
the parameters chosen for the simulations in this article differ slightly from those of the earlier 
publication. Second, the goal of this paper is to show how a single set of parameters can capture 
all of the results reported by Enroth··Cugell and Robson (1966), so these results are included for 
completeness. 
4.1 The null test 
I have shown in earlier publications (Gaudiano, 1992c) that the ratio of center and surround is 
important in determining whether the simulated cell behaves as an X cell or as a Y cell. In the 
following simulations, the X and Y cell parameters were chosen to yield null responses in X cells 
and small on-off responses in Y cells when the stimulus was a square-wave modulated sinusoidal 
grating. Fig. 1 b illustrates the numerical results simulating the null test data of Enroth-Cugell and 
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Robson (1966). 
The results of Fig. 1 support the claim that the same neural circuit can lead to a null response 
or to frequency doubling depending on the choice of parameters. ll1is result is robust, and can 
be obtained in response to a variety of temporal modulation functions. The main discrepancy 
between empirical and simulated data in this and subsequent figures is that both the simulated X 
and Y cells exhibit greater sensitivity to steady inputs (the DC level) than observed empirically. 
Part of this problem is the result of using 1-D populations: for a given choice of center and 
surround width, the response of Eq. (5) to a constant input depends on the total signal impinging 
upon the receptive field surround, minus the total signal impinging upon the receptive field 
center. In the case of 1-D populations, this difference is proportional to !JS- !JC, while in the 
case of a 2-D population the difference is proportional to !J1 - !Jb. This suggests that, in general, 
a center/surround ratio that leads to null responses should also lead to greater suppression of 
steady inputs in 2-D populations than in 1-D populations. 
4.2 Phase independence of on-off responses 
Insert Fig. 4 about here 
Fig. 4 shows a fundamental property of theY cell on-off responses: when the spatial frequency 
of the sinusoidal grating becomes too high to be detected by theY cell's receptive field center (here 
the spatial frequency is 2.5 times higher than in Fig. 1), the on-off response is present independently 
of the spatial phase of the grating relative to theY cell's receptive field center. This phenomenon 
was confirmed by Hochstein and Shapley (1976a), and it was the primary reason for proposing 
that theY cell's receptive field includes nonlinear subunits with relatively small receptive fields 
(Hochstein & Shapley, 1976b). When compared with the Y cell on-off responses of Fig. 1, the 
results of Fig. 4 lend further support to the push-pull model: in agreement with experimental 
findings, model Y cells are characterized by a second harmonic response that is smaller than 
the first harmonic at low spatial frequencies, but that persists undiminished at higher spatial 
frequencies, when the first harmonic response disappears. 
In the present model, on-off responses result from the push-pull interaction between bipolar 
cell pairs, but only if the photoreceptor responses to increments and decrements are asymmetrical 
(Gaudiano, 1992b). Consider the response of a ganglion cell to contrast reversal of a sinusoidal 
grating located at 90° spatial phase relative to the cell's receptive field center. For clarity, assume 
that just prior to the reversal all photoreceptors are approximately in equilibrium in response to 
the input intensity. In other words, receptors to one side (assume for clarity this is the right side) of 
the receptive field center are exposed to an increasingly brighter illumination, while those on the 
other (left) side are exposed to an increasingly darker illumination. When the grating is reversed, 
the increment in retinal illuminance to the left of the receptive field center is equal to the decrement 
to the right. However, if the response of each photoreceptor to a given increment is greater than its 
response to an equal magnitude decrement (as is the case for the photoreceptor model used here), 
then the ganglion cell might exhibit a net incremental response. After the photoreceptors have 
equilibrated to the new input, when the grating is reversed again the situation will be identical: 
those photo receptors receiving an incremental signal (now on the right) respond more vigorously 
than the photoreceptors receiving a decremental signal (now on the left). Hence if the ganglion 
cell gives a positive response to one reversal, it will also respond positively at the other other 
reversal, resulting in frequency doubling (on-off responses). A mathematical derivation of this 
property can be found elsewhere (Gaudiano, 1991). 
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4.3 X cell nonlinear responses 
If the explanation above is valid, then why is it that the simulated X cell does not exhibit on-off 
responses? TI1e strength of the on-off response depends on the amount of asymmetry between the 
incremental and decremental photoreceptor responses, which for a fixed choice of photoreceptor 
parameters also depends on the size of the incremental or decremental input. When the spatial 
distribution of illuminance is sinusoidal, the photoreceptors near the null point of the grating are 
subjected to very small input fluctuations, and hence give rise to small asymmetries. Because the 
X cell's receptive field center is significantly smaller than theY cell's receptive field center, the 
X cell, other things equal, is less sensitive to the asymmetry in the photoreceptor responses. A 
more rigorous proof of this property of the push-pull model can be found in an earlier manuscript 
(Gaudiano, 1991). 
ll1is explanation suggests also that the on-off responses would be enhanced by a luminance 
distribution that changes less gradually around the null point. Indeed, as mentioned in the 
introduction, it is known that X cells can give on-off responses when the spatial distribution 
consists of a contrast edge (Hochstein & Shapley, 1976a). Fig. 2 shows that this property is found 
in the simulated X cell-again with the same set of parameters. TI1e push-pull model thus offers 
an explanation for the X cell null response dependence on spatial, rather than temporal frequency. 
4.4 Response to drifting gratings 
Insert Fig. 5 about here 
Fig. 5 shows responses of real and simulated X andY cells to drifting gratings of varying spatial 
frequency but constant contrast and constant drift frequency. The responses show a qualitatively 
correct relationship between spatial frequency and response amplitude, and a correct relationship 
between the optimal spatial frequency of X and of Y cells, the former responding to higher spatial 
frequencies than the latter. 
Fig. 6 shows the empirical and simulated response of an X cell to drifting gratings of constant 
spatial frequency, but different contrast. An interesting point of agreement between data and 
simulations is the characteristic nonlinear distortion of the sinusoidal waveform. In the present 
model this nonlinearity is generated entirely in the photoreceptors, and is present even for contrast 
values that lead to small X cell responses. The model thus predicts that stimulation of individual 
photoreceptors with a drifting grating should reveal this type of dynamic nonlinearity. 
Insert Fig. 6 about here 
Both figures also illustrate another problem with the model: the contrast level (indicated 
by the number to the right of each response curve) required to obtain simulated responses of 
reasonable amplitude is significantly higher than the contrast used empirically. This is a problem 
with most of the simulations presented here, and it is probably due to various factors: first, as 
was argued before, the use of a 1-D receptive field means that each cell is only receiving inputs 
from a small number of photoreceptors. A 2-D receptive field should lead to stronger ganglion 
cell responses given the same parameter choices. Second, the photoreceptor parameters may not 
be matched well to the ganglion cell parameters. A more accurate photoreceptor model may lead 
to improved results, as discussed below. Finally, the inclusion of an explicit bipolar cell model 
could significantly affect these results, for instance by increasing the strength of the photoreceptor 
signals through bipolar cell pooling, and thus yielding stronger ganglion cell responses for the 
contrast levels used here. 
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4.5 Edge pattern contrast sensitivity 
Fig. 7 shows the empirically derived and simulated contrast sensitivity to introduction and with-
drawal of an edge pattern at different locations over an X cell's receptive field. Contrast sensitivity 
in the model was obtained by setting a response criterion of 02 (about 2.0% of the X cell's entire 
dynamic range). One aspect of the result is particularly important, namely, the slight asymmetry 
in the sensitivity curve between the two sides of the receptive field. A similar asymmetry was 
noted, but not explained, by Enroth-Cugell and Robson (1966, p.539), and is evident in the filled 
and open circles in Fig" 7a. A linear Difference-of-Gaussians (DOG) receptive field model would 
predict instead the symmetrical solid line shown in Fig. 7a. 
Insert Fig. 7 about here 
The asymmetry found in the simulated responses of Fig. 7b results from the asymmetry in 
photoreceptor response to increments and decrements, which induces a spatial asymmetry in 
the experiment (diagrammed in Fig" 8): when the edge is located so that, say, 2/3 of the cell's 
receptive field center is under the bright side of the edge (Fig. Sa), the sudden onset of the edge 
leads to a strong imbalance in the photoreceptor responses over the two regions of the receptive 
field, resulting not only from the larger number of photoreceptors on the side of the receptive 
field receiving an increment, but also from the inherent asymmetry in photoreceptor responses to 
increments and decrements. On the other hand, when 2/3 of the cell's receptive field center is 
under the dark side of the edge (Fig. Sb), the sudden onset of the edge leads to a small imbalance 
because each of the photo receptors (1 /3 in this example) receiving an increment gives a stronger 
response than the photoreceptors that are receiving a decrement 
Insert Fig. 8 about here 
On the basis of the explanation above, the push-pull model predicts that if the same experiment 
were replicated using full contrast reversals instead of simple introduction and withdrawal, the 
asymmetry should disappear. This prediction has been confirmed through numerical simulation. 
The simulation results of Fig. 7 illustrate again the two problems discussed in the context 
of earlier simulations: first, the X cell contrast sensitivity to uniform inputs (when the edge is 
far from the receptive field center) is too large relative to the sensitivity when the edge is over 
the receptive field center; second, the overall contrast sensitivity is much lower (one order of 
magnitude) than that observed empirically. Again, these problems should be alleviated by the 
use of 2-D simulations and of a more detailed photoreceptor model. 
4.6 The effect of background adaptation 
The final simulation illustrates an additional limitation of the push-pull model in its present form, 
and strengthens the need for a more accurate model of bipolar cells. Fig" 9 shows the measured and 
simulated contrast sensitivity function of an X cell at different levels of mean retinal illuminance. 
The empirical results show a well-known phenomenon: as mean illuminance increases, the X 
cell's sensitivity increases, while the shape of the sensitivity curve shifts to higher frequencies 
and becomes more sharply bandpass. On the other hand, the simulations show a correct overall 
increase in sensitivity, but no change in the overall shape or position of the sensitivity function. 
This result is actually not surprising: as shown in Appendix A, the push-pull inputs reduce the 
shunting equation (5) to a linear, time-invariant (LTI) system. Because the only spatial interactions 
in the model occur at the ganglion cell level, and because the ganglion cell model is LTI, no spatial 
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frequency adaptation of the type shown in Fig. 9a is possible, because such adaptation requires a 
nonlinear interaction between average illuminance and the spatial properties of the model. 
Insert Fig. 9 about here 
It is important to note, however, that in the absence of push-pull inputs, the shunting Eq. (5) 
is known to exhibit the type of spatial adaptation shown empirically (Grossberg, 1983; Nabet, 
1992; Sperling, 1970). It is the linearization resulting from perfectly matched push-pull inputs that 
deprives the shunting equation of this desirable property. T11is suggests some simple modifications 
that should restore spatial adaptation in the push -pull shunting model: f1rst, if the two elements of 
a push-pull pair are not exactly equal and opposite (for instance, if there was a small response delay, 
ora mismatch in strength between the ON and OFF bipolar cells in one pair) the shunting equation 
would not reduce to an exact LTI form, and some of the spatial adaptation would be preserved; 
alternatively, if each bipolar cell were itself modeled as a shunting neuron with a center-surround 
receptive field (Grossberg, 1983; Werblin, 1971), then the spatial adaptation would already be 
present at that level of the model. Evidence suggests that both of these modifications have 
correlates in vivo: Freed and Nelson (1992) have shown an asymmetry in the strength of the push-
pull conductance changes observed in cat ganglion cells; furthermore, there is ample evidence 
for spatial adaptation occurring at or before the bipolar cell level (Dowling, 1987; Werblin, 1971). 
T11e push-pull model in its simplified form enjoys the benefit of being analytically tractable. The 
modifications outlined above will be simple to implement numerically, but will be computationally 
expensive and may be challenging to analyze mathematically. 
5 Discussion 
Tl1e goal of this article was to illustrate the behavior of a model which incorporates a number of 
principles that depart from commonly accepted views about retinal processing. The model differs 
from other proposals in several ways: first, it suggests that depolarizing and hyperpolarizing 
bipolar cells should converge onto both ON and OFF ganglion cells in a nonlinear push-pull 
fashion; second, it shows how nonlinear mechanisms can be combined to preserve apparent 
linearity of spatial summation; third, the simulations suggest that X andY cells can be viewed as 
variants of a single retinal circuit. In the remainder of the article I will first compare the push-pull 
shunting model to other models of ganglion cells, and then discuss the significance of the main 
properties and predictions of the push-pull shunting model. Finally, I will outline several possible 
extensions and refinements of the push--pull shunting model. 
5.1 Related models 
The push-pull shunting model presented here differs in many ways from other models of retinal 
function. Perhaps most important is the combination of nonlinearities and push-pull connectivity. 
Howeve1~ the model also shares a number of features with other computational models of retinal 
processing. I will now briefly compare the push-pull shunting model with models that fall under 
two broad categories: models that use time-varying differential equations of the type used here, 
and models that use rectifying subunits. 
Other shunting models 
The push-pull shunting model derives many of its properties from the use of time-varying differ-
ential equations, including both the shunting equation and the photoreceptor equation. Equations 
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of this type have been used in many different contexts. I will discuss two models that have been 
applied to luminance processing, and that are particularly close to the push-pull shunting model. 
The push-pull shunting model is in many ways similar to the model proposed by Sperling and 
Sondhi (1968), later extended to the spatial domain by Sperling (1970). Sperling and Sondhi (1968) 
proposed a model consisting of three stages: a two-stage filter FB in which the time constants are 
controlled by feedback, a feed forward filter FF in which the time constants are controlled by the 
input, and a six-stage linear low-pass filter LP1 
The FB filter is a second-order filter that compresses the dynamic range of luminance inputs. 
Sperling and Sondhi (1968) tentatively identified this stage of the model with photoreceptors. 
The photoreceptor model proposed here (based on the model of Carpenter & Grossberg, 1981) 
and Sperling and Sandhi's FB filter perform a similar function, and both photoreceptor models 
generate transient responses (specifically, overshoots and undershoots) to step inputs. 
l11e FF filter in the Sperling-Sondhi model is mathematically similar to the plain shunting 
equation (5) when the inputs are small; Sperling and Sondhi (1968) suggest that this equation 
is a representation of the neural interactions occurring at the level of the bipolar-ganglion cell 
interface, in approximate agreement with the shunting equation's correspondence to ganglion 
cells in the present model. 
It is apparent that the two models have stages that are mathematically similar, and that are 
mapped to the same neural structures in the retina. However, the models differ in a number of 
ways: the most obvious difference is the inclusion of push-pull connections in the present model. 
In addition, the behavior of Sperling and Sandhi's FF stage differs from that of Eq. 5 for large 
input values. These and other differences have significant functional implications that are beyond 
the scope of this article. A more detailed description of the relationship between these models 
will appear in a manuscript (in preparation) presenting the result of simulations in which the 
push-pull shunting model is applied to psychophysical data of the type simulated by Sperling 
and Sondhi (1968). 
Another model that uses the same equations as the push-pull shunting model, but in a slightly 
different architecture, was used by Ogmen and Gagne (1990b, 1990a) to model sustained and 
transient cells in the fly visual system. Their model proposes that sustained and transient channels 
result from mutually inhibitory connections between two neural pathways, each having a gain 
control mechanism identical to the one used for the model photoreceptor in the push-pull shunting 
model. Aside from the slight architectural difference, Ogmen & Gagne's model does not explicitly 
incorporate a (spatial) receptive field. More importantly, Ogmen & Gagne propose different 
wiring schemes for sustained and transient units. It is possible that these differences are an 
accurate reflection of anatomical differences between vertebrate and invertebrate visual systems. 
In any case, it is interesting to note that the same fundamental building blocks (shunting equations 
and habituating gain control mechanism) can be applied successfully to these different systems. 
Models using rectifying subunits 
In their seminal work, Hochstein and Shapley (1976a, 1976b) proposed that X cell receptive fields 
can be described by the linear DOG model (Rodieck, 1965; Enroth-Cugell & Robson, 1966), while 
the nonlinear responses characteristic of Y cells must originate from small rectifying subunits, 
which are located throughout theY cell's receptive field. This dual-mechanism model of X andY 
cell receptive fields has been the basis of many subsequent models of ganglion cells. I will discuss 
1 An additional detector stage \vas used in order to derive sensitivity functions that were matclwd to psychophysiccli 
data, hut this is irrelevantin the present discussion. 
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here three models that are particularly relevant in the context of this paper. 
Richter and Ullman (1982) have proposed a model for the temporal organization of X andY cell 
receptive fields. TI1ese authors propose distinct circuits for X andY cells; both cell types have DOG 
receptive field profiles, which originate at the outer plexiform layer. The temporal characteristics 
of X andY cells depend largely on Richter& Ullman's bipolar cell model, which generates transient 
responses (overshoots and undershoots in response to input increments and decrements) by means 
of a delay between receptive field center and surround. X cell responses are essentially identical 
to bipolar responses, whereas Y cell temporal responses result from a combination of a rectified 
derivative-like operation on the bipolar signals, and inhibitory inputs from on-off amacrine cells. 
TI1is model was applied by Richter & Ullman to a variety of spatiotemporal input distributions, 
including flickering spots of light, flickering contrast edges, and contrast-reversed gratings, as 
well as a variety of moving stimuli. 
TI1e Richter-Ullman model differs fundamentally from the push-pull model in its assumption 
that all processing prior to the ganglion cell layer is linear. This, for instance, makes their model 
unable to predict the small on-off responses when an X cell is stimulated with a contrast edge. 
TI1e use of linear preprocessing also precludes any possibility for adaptation-dependent changes 
in the spatial or temporal frequency characteristics of these cells. 
Enroth-Cugell and Freeman (1987) and Victor (1988) have proposed models of Y cell response 
characteristics that derive more directly from the rectifying subunits model. Both models use a 
combination of linear and nonlinear stages, and both models respond to contrast, that is, they 
assume the existence of an initial stage that instantaneously eliminates the average illumination 
in the input. Victor's model, which extends an earlier model by Victor and Shapley (1979), is a 
linear-nonlinear-linear sandwich model that focuses on a description of theY cell second harmonic 
response. This model only describes temporal characteristics of Y cells, and it would be difficult to 
match each component of the model with a corresponding retinal structure (a similar conclusion 
can be drawn about the related X cell model proposed by Victor, 1987). 
Enroth-Cugell & Freeman's pooled subunits model describes Y cell receptive field properties in 
response to stimuli at low temporal frequency and photopic adaptation level. The model consists 
of a pooling mechanism that receives inputs from rectified center-surround subunits, followed 
by a contrast gain control stage, and finally by an integrate-and-fire mechanism. This model can 
make some general predictions about the correspondence between model elements and retinal 
structure. However, it is limited in the range of inputs for which it can account, and even there it 
fails to account for certain aspects of Y cell response characteristics. For instance, the model cannot 
predict the generation of higher harmonics (only up to second harmonic); also the receptive field 
profile is by definition independent of adaptation. 
From a general point of view, the push-pull model is somewhat simpler and perhaps more 
intuitive than Victor's and Enroth-Cugell & Freeman's models, and it leads to testable predictions 
about specific retinal structures. On the other hand,all three models described in this section were 
used to generate quantitative fits that are superior in accuracy to those presented here. The articles 
describing these models provide extensive data that can be used to test the push-pull shunting 
model more thoroughly than has been done here. 
5.2 A single circuit for X and Y cells 
TI1e prediction that the same neural architecture can account for the behavior of both X and Y 
cells represents a striking departure from the classical view, which holds that X and Y cells are 
formed by different receptive field mechanisms (Hochstein & Shapley, 1976b). By relaxing the 
a priori assumption of linear preprocessing and taking advantage of two stages of nonlinearity, 
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the present model is able to capture the fundamental aspects of linear and nonlinear processing 
characteristics of both X and Y ganglion cells, 
It is important to clarify, however, what the push-pull model docs not imply: the fact that both 
cell types can be simulated with a single model does not mean that X andY cells are simply two 
points on an otherwise uniform distribution of receptive field sizes. As mentioned above and 
discussed in earlier publications (Gaudiano, 1991, 1992b, 1992c), the absolute size of the receptive 
field center and surround are not as important as the ratio of these two values. It is in fact possible 
with this model, as is observed in vivo (Hochstein & Shapley, 1976b), to construct a cell with a 
large receptive field that behaves like an X cell, and another cell with a small receptive field that 
behaves like a Y cell. TI1e contribution of the present work is to show that if evolution found a 
necessity for both transient, nonlinear cells and sustained, linear cells in the visual system, then it 
could construct both cell types using similar neural circuits. Indeed, the ubiquity of transient and 
sustained cell types in all sensory systems suggests that evolution has found this parsimonious 
way of creating both types of cell. 
In a similar vein, the fact that on-off responses in Y cells are seen to arise from photoreceptor 
nonlinearities in the push-pull model does not imply that this is the only source of Y cell nonlinearity 
in the retina. TI1e addition of further nonlinear stages between photoreceptors and ganglion cells 
could contribute to and heighten theY cell's nonlinearity. In this context, the push-pull model 
shows that if the photoreceptors behave nonlinearly, then some of this nonlinearity will appear 
at the ganglion cell layer, especially for cells such as Y ganglion cells. It should be emphasized, 
however, that the model shows that it is possible to get on-off responses without rectification 
preceding the Y cells. This finding seems especially important given the lack of conclusive 
evidence for the existence of rectifying subunits as proposed by Hochstein and Shapley (1976b) 
for theY cell receptive field. 
5.3 The push-pull model and contrast sensitivity 
The nonlinear push-pull architecture proposed here, aside from making certain predictions about 
retinal ganglion cells, can be a useful general architecture for neural processing. It is important to 
note that the majority of computational models of ganglion cells presume that the input signal only 
carries contrast information (e.g., Emerson, 1988; Enroth-Cugell & Freeman, 1987; Linsenmeier 
et al., 1982; Victoz~ 1987, 1988). A justification (sometimes tacit) for this assumption is that 
photoreceptors somehow adapt so that the average luminance level is always at the midpoint 
of their dynamic range, TI1is explanation is convenient because it also explains the approximate 
linearity of photoreceptor responses to small signals. However, it remains to be seen how the 
photoreceptors could perform such a function without introducing nonlinearities (as evidenced 
by X cell null responses), even when the input is modulated rapidly (see Gaudiano, 1992c, for a 
discussion). The push-pull shunting network avoids these problems and assumptions, and instead 
shows how a luminance input can be essentially transformed into contrast through photoreceptor 
adaptation and push-pull connections. Indeed, the simulations and earlier mathematical analyses 
(Gaudiano,1992a, 1992b) show that the ganglion cells become sensitive to deviations around the 
photoreceptor adaptation level. 
5.4 Experimental evidence for push-pull connectivity 
The architecture depicted in Fig. 3 differs from the classical view, which holds that depolarizing 
and hyperpolarizing bipolar cells feed separately into ON and OFF ganglion cells (Dowling, 1987; 
Schillez; 1992). Evidence for simultaneous (push-pull) modulation of ganglion cell membrane 
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conductance has been found in various preparations (Belgum, Dvorak, McReynolds, & Miyachi, 
1987; Freed & Nelson, 1992; Gri.isser, 1979; Levine & Shefner, 1977; McGuire eta!., 1982; Mi.ille1~ 
Wassle, & Voigt, 1988). If the proposed model is correct, one might wonder why the existence 
of push-pull connections is not more widely accepted. The following observations suggest some 
possible explanations. 
T11e push-pull network shows that the functional behavior of any cell cannot necessarily be 
inferred by the type and distribution of the inputs it receives. T11is is clearly demonstrated by the 
X cell simulations shown here: the response of a simulated X cell appears to obey linear spatial 
summation in spite of nonlinear preprocessing and nonlinear membrane properties of the X cell 
itself. Similarly, the model predicts that ON, OFF, or ON-OFF ganglion cells may simply differ in 
receptive field connectivity profiles, even though all of these cell types receive depolarizing and 
hyperpolarizing bipolar cell inputs in approximately the same number. 
By the same token, the nature and distribution of input cells of different types cannot necessarily 
be inferred by observing the cell's behavior. For example, this model shows that the lack of on-off 
responses in X cells does not preclude-but may actually require-the existence of in puts from 
both depolarizing and hyperpolarizing bipolar cells. In light of these observations, it is possible 
that push-pull bipolar inputs are ubiquitous in the retina of all vertebrates, but have not been 
reported more widely because their existence is functionally elusive. 
As an alternative, it is also possible that in some instances the push-pull connections may be 
realized without the need for explicit bipolar cell pairs. For instance, a push-pull mechanism could 
be effected by interposing a double-inverting amacrine cell process between each bipolar axon 
terminal and the ganglion cell dendrite, so that each depolarizing bipolar input to the ganglion 
cell is accompanied by an equal and opposite hyperpolarizing amacrine input at the same location 
on the ganglion cell dendrite. This push-pull scheme enjoys the benefit of being highly localized 
and thus accurate. In addition, it provides one hypothesis for the origin of axonless cells such as 
amacrine cells: rather than developing a double-reversing mechanism at each bipolar-ganglion 
synapse, an organism could develop a single class of cells that provides several simultaneous 
double-reversing connections. 
5.5 Extensions and refinements 
The preliminary simulation results presented in this article demonstrate the broad applicability of 
the push-pull shunting model, but they also illustrate some problems with the model. I conclude 
this article with a discussion of possible extensions and refinements of the model. 
First, the push-pull shunting model makes use of a simplified version of the photoreceptor 
model proposed by Carpenter and Grossberg (1981). I have shown in previous publications 
that this simplified model captures a fundamental aspect of the photoreceptor nonlinearity that 
is necessary to explain Y cell on-off responses, as well as other secondary effects (Gaudiano, 
1991, 1992c). However, the simplified photoreceptor model leads to a number of shortcomings. 
For instance, the present model presumes that photoreceptors depolarize to light, while most 
photoreceptors in vivo hyperpolarize to light (e.g., Dowling, 1987). Recent preliminary results 
shows that using the complete version of the model proposed by Carpenter and Grossberg (1981) 
resolves these problems and leads to several accurate predictions about temporal sensitivity and 
adaptation in vertebrate photoreceptors (Gaudiano & Pessoa, 1993). 
Second, the model presently assumes that each bipolar cell receives inputs from a single 
photoreceptor and has no dynamics. Furthermore, the action of horizontal and amacrine cells 
is lumped into the center-surround terms of the ganglion cell equations. As discussed earlier, 
these assumptions lead to discrepancies with known data on bipolar cells: a significant amount 
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of adaptation is already present at the bipolar cell layer, and appears to be mediated by the 
bipolar cell's receptive field (Werblin & Dowling, 1969). The addition of a bipolar cell receptive 
field should also improve the correspondence between simulated and experimentally determined 
spatial frequency characteristics of theY cell second harmonic response: several studies have 
shown that the on-off response of Y cells has a spatial frequency selectivity that correlates with the 
receptive field size of bipolar cells (Hochstein & Shapley, 1976b; Soodak, 1986; Soodak, Shapley, & 
Kaplan, 1991). In the present model the on-off response persists for the highest spatial frequency 
discriminable by the photoreceptors, because each bipolar only receives input from a single 
photoreceptor. 
It is somewhat surprising that such a simplified bipolar cell model can still give reasonable 
results; the accuracy of the simulations will undoubtedly be improved by taking into account ex-
perimental results from horizontal and bipolar cells (c g., Dowling, 1987; Lankheet, 1990; Lankheet, 
Prickaerts, & van de Grind, 1992; Lankheet, Przybyszewski, & van de Grind, 1993; Werblin, 1971 ). 
Nonetheless, the results presented here show that even with these simplifications, the overall 
push-pull model can still capture many aspects of ganglion cell function. 
Finally, most of the results to date (especially physiological simulations) have focused on the 
simulation of single-cell responses; a more rigorous test of the model will require a characterization 
of the model's overall response properties for comparison with the spatial and temporal frequency 
response characteristics of ganglion cells under different levels of retinal illumination (e.g., Dawis 
eta!., 1984; Lankheet, 1990; Linsenmeier eta!., 1982). Preliminary results have already shown that 
a more accurate photoreceptor model leads to qualitatively accurate temporal sensitivity curves 
(Gaudiano & Pessoa, 1993). These and other extensions of the push-pull model are the subject of 
ongoing research. 
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Appendix: A 
This appendix shows the main steps for the derivation of Eq. (6). Further analytical details can be 
found in earlier publications (Gaudiano, 1991, 1992a, 1992b). We begin by rewriting the original 
shunting equation (5): 
dv(t.) ] . 
----- = -Av(t) + [JJ- 11(/)]e(t)- [D + v(t.) i(t) dt ( !11) 
As described in the text, e( t) and i( t) represent the net excitatory and inhibitory inputs, respectively. 
To be exact, the inputs e(t), i(t), and the activation t~(l) should be written as functions of both time 
(!.) and space (.1:). However, when studying the response of a single cell one can simply assume 
11 = 0 to avoid using partial differential equation notation. 
When the inputs to each ganglion cell originate from a spatial distribution of photoreceptor 
activations r(t), the net excitatory and inhibitory inputs are found by convolution between the 
distribution of receptor activations over time, and the ganglion cell's receptive field spatial profile. 
When using a single spatial dimension (11) these terms can be written as 
e(t) = {~x-Or(~. l)d~ rc(t) 
rs(t) (.12) 
where e(x) represents the spatial profile of the receptive field cente1~ and s(11) represents that of 
the surround. The notation rc(i), rs(t) emphasizes the fact that the net excitatory and inhibitory 
inputs result from convolving a spatiotemporal distribution of receptor responses with the (purely 
spatial) receptive field center and surround mechanisms. 
A typical choice of receptive field profile is a difference-of-Gaussians (DOG) (Enroth-Cugell 
& Freeman, 1987; Linsenmeier et al., 1982; Rodieck, 1965), which for a cell with receptive field 
centered at the position 110 can be written as: 
. , [ (11 -·.To)"] ( , [ (:r ·· .11of] c( x - 110) = G exp - -----,-·... ; s .11 - :ro) :: .S exp - -·---,·- . 
21Je: 21Js 
(A3) 
Each Gaussian is characterized by its peak amplitude (C', S) and standard deviation (!Jc, !Js). 
The simulations in this article are based on the DOG receptive field. Howeve1~ the following 
derivations do not depend on the particular form of receptive field used. 
We now extend Eq. (A 1) to the push-pull configuration, in which case the net excitatory and 
inhibitory inputs each depend on two terms: 
e(t) = l~x-Ob+((.t)dU 13x-Onct.)d{ 
i(t) = l!(x-Ob+(~, t)df, + [~.T-Ob-(C t)df,, (A4) 
where b+ and b-, respectively, are the depolarizing and hyperpolarizing bipolar activations given 
by Eq. (4). Equations (A4) show the opposite effects that the depolarizing and hyperpolarizing 
bipolar cells have on both the receptive field center and surround mechanisms. 
TI1e assumption that bipolar cells are equal and opposite copies of photoreceptor responses 
23 
PUS!l-PL:LL SI IL:'\TIC-:C il !()J)J·:L 01' CA'\CLION CELLS 
allows a straightforward substitution of Eqs. (A4) and (4) into Eq. (A 1), and cancellation of similar 
terms. The result is: 
dv(t) [ ] 
---;[! + 1'(t)[A + M Vc + MVs] = (B- D) rc(t)- rs(t) + 1J MVo- DMVc (AS) 
which is exactly Eq. (6). Here rc(l.) and rs(i) are the same as given in Eq. (A2). 
In Eq. (AS), Vc and Vs represent the volume (or area in the 1-D case) under the receptive 
field center and surround, respectively. In other words, these values are constant for a given 
choice of receptive field profile; A (passive decay) and M (maximum photoreceptor activation) 
are also constant. Hence the dependent variable v(t) only multiplies constants in Eq. (AS), which 
is therefore by definition a linear time-invariant (LTI) equation. Some of the properties of this 
equation can be found in earlier publications (Gaudiano, 1991, 1992a, 1992b, 1992c). 
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Appendix B 
The purpose of this article was to show general properties of the push-pull shunting model, 
rather than to provide exact fits to data. Accordingly, I chose a single set of parameters for X cell 
simulations, and single set of parameters for theY cell simulations. The parameters were chosen 
to give null responses in X cells and small on-off responses in Y cells when the stimulus consisted 
of a square-wave modulated sinusoidal grating. All other simulations used the same parameters. 
Table 1 shows the value of the parameters used in all the simulations. A complete dimensional 
analysis of these parameters, and an interpretation of their values is terms of known physical 
quantities is the subject of current research and will be reported elsewhere. 
1l1e primary difference between the X andY cell parameters is in the receptive field profiles. 
Specifically, the ratio of surround width to center width (us/ uc) is equal to 3.0 for X cells, and 1.2 
for Y cells. 1l1ese values correspond approximately to those found in vivo (e.g., Linsenmeier eta!., 
1982). ·n1e only other difference is that the excitatory and inhibitory saturation points (JJ and D, 
respectively) are larger for Y than for X cells, which simply scales theY cell responses to larger 
values than X cell responses. 
It should be emphasized that the parameter values used here were not optimized, and that the 
model's behavior is robust over parameter variations. For instance, the value of surround/center 
ratio for both X andY cells is slightly lower than the values reported by Linsenmeier et al. (1982, 
p.1179), though within less than half of the reported standard deviation of the measured values. 
In practice, it has been found (unpublished simulations) that the size of the second harmonic 
response increases gradually as the parameters are changed from X-like toY-like. 
The simulations were carried out by a program written in C on SUN workstations. All 
differential equations were solved with a fourth-order Runge-Kutta method with a fixed step size, 
usually set to 0.0001. 1l1e step size was checked frequently to ensure the accuracy of numerical 
integration. In some cases direct comparison to analytical solutions was also used to confirm 
numerical simulations. A copy of the simulation software for SUN workstations can be obtained 
by anonymous ftp to the host ens. bu. edu, in the directory pub/ retina. For further information 
on this software, send electronic mail to gaudiano@cns.bu.edu (INTERNET). 
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Figure captions 
Figure 1: Response of X and Y cells to the null test. (a): Experimental data, reprinted from Fig. 1 of 
Enroth-Cugell and Robson (1966) by permission of the Physiological Society, and (b): simulation. In both 
cases left column represents response of an X cell to introduction and withdrawal of a sinusoidal grating, 
while right column represents response of a Y cell to same stimulus conditions. Parameters for this and 
subsequent simulations can be found in Appendix B. The dark bar below each trace represents the resting 
(zero) activation level. The diagram to the right of each row indicates the spatial phase relationship between 
the grating and the cell's receptive field center. For this simulation, each trace lasts approximately 0.01 
computer time units; on the basis of Fig. 1, this duration corresponds to approximately 1-2 seconds of real 
time. This time scale was chosen to give qualitatively accurate results, and is maintained in subsequent 
figures. 
Figure 2: On-off response in X cells. (a): Fig. 12 of Enroth-Cugell and Robson (1966), reprinted by 
permission of the Physiological Society, and (b): simulation. Parameters and conventions are the same 
as those tor the left column of Fig. 1b, but the spatial distribution consists of a light-dark edge rather than 
a sinusoidal grating. Notice the small on-off responses when the edge is exactly centered over the cell's 
receptive field. 
Figure 3: (a): Schematic of the push-pull mechanism. Photoreceptor signals give rise to equal and opposite 
activation in depolarizing and hyperpolarizing bipolar cells, which converge in a push-pull fashion onto 
each ganglion cell. (b): Schematic of a traditionai1-D, feedforward, center-surround receptive field for a 
hypothetical ganglion cell. The cell is excited by inputs falling within a small central area (stippled area 
under solid curve), and is inhibited by inputs falling within a broader surrounding area (white area under 
dashed curve). (c): Schematic of a push-puii1-D, feedforward, center-surround network. Here the ganglion 
cell receives both excitatory and inhibitory inputs everywhere through the receptive field center (denoted by 
stippled photoreceptors) and surround (white photoreceptors). In the center, hyperpolarizing bipolar cells 
(black disks) inhibit the ganglion cell, while depolarizing bipolar cells (white disks) excite it. In the surround, 
a complementary wiring takes place, with hyperpolarizing bipolar cells exciting and depolarizing bipolar cells 
inhibiting each ganglion cell. 
Figure 4: Spatial phase-independent on-off response in Y cells. (a): Fig. 3 of Enroth-Cugell and Robson 
(1966), reprinted by permission of the Physiological Society, and (b): simulation. Parameters and conven-
tions are the same as those in the right column of Fig. 1b, but the spatial frequency of the sinusoidal grating 
has increased by a factor of 2.5. The Y cell exhibits a pure on-off response regardless of spatial phase. 
Figure 5: Spatial frequency dependence of X andY cells. (a): Fig. 4 of Enroth-Cugell and Robson (1966), 
reprinted by permission of the Physiological Society, and (b): simulation. Here the input consists of a 
drifting sinusoidal grating. The spatial frequency of the grating (indicated by the number to the right of each 
trace) varies along each column, but the drift rate is adjusted so that the temporal frequency at a fixed point 
remains constant. The frequency in this case was adjusted to be approximately equal to 4 cycles/second, 
based on the time scale of Fig. 1b. Note that theY cell response is suppressed at values of spatial frequency 
(e.g., 0.06) that cause significant response modulation in X cells. The small transients evident in the bottom 
three rows of Y cell responses and in the third row of X cell responses are due to aliasing arising from slight 
numerical inaccuracies in trying to match exact frequencies, but do not in any way affect the results. 
Figure 6: X cell contrast sensitivity. (a): Fig. 5 of Enroth-Cugell and Robson (1966), reprinted by permission 
of the Physiological Society, and (b): simulation. Here the X cell response is measured as a function of 
contrast (indicated by numbers to the right of each plot). The spatial and temporal modulation are the same 
as those in the second row from the top, lett column of Fig. 5. 
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Figure 7: X cell contrast sensitivity to introduction and withdrawal of a contrast edge. (a): Fig. 13 of 
Enroth-Cugell and Robson (1966), reprinted by permission of the Physiological Society, and (b): simulation. 
Each point of this figure was generated by finding the amount of contrast necessary to produce a criterion 
response. Different points correspond to different positions of the edge relative to the cell's receptive field 
center. Note the slight asymmetry in the sensitivity curve near the receptive field center. 
Figure 8: Schematic diagrams illustrating the ganglion cell's response to introduction and withdrawal of a 
contrast edge when (a) 2/3 of the cell's receptive field falls under the bright side of the edge, and (b) 2/3 
of the cell's receptive field falls under the dark side of the edge. The asymmetry between photoreceptor 
incremental and decremental responses leads to an asymmetry in the ganglion cell's response in these two 
cases. 
Figure 9: (a): Fig. 15 of Enroth-Cugell and Robson (1966), reprinted by permission of the Physiological 
Society, and (b): simulation. The abscissa measures spatial frequency of the sinusoidal grating, while the 
ordinate plots contrast sensitivity. Each curve is measured at a different value of background intensity: 6, 
1.0; x, 0.5; o, 0.1; +, 0.05; a, 0.01. For each point the input contrast was adjusted until a fixed criterion 
level was reached. 
Table 1: List of the parameters used for all numerical simulations. Parameters that differ between X and 
Y cells are underlined. All other parameters are the same for both cell types. Standard deviations are 
expressed in numbers of photoreceptors, which in the model's present form is also equal to the number of 
bipolar cells. 
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Table 1 
Photoreceptors (see Eq. 2) 
Description Variable Value 
Transmitter regeneration rate F 180.0 
Maximum transmitter level G 20.0 
Transmitter depletion rate I! 400.0 
Shuntmg cell parameters (see Eq 6) 
Description Variable X value Yvalue 
Passive decay rate vP 0.0 0.0 
Excitatory saturation point 7J+ 8.0 16.0 
Inhibitory saturation point 71 -3.0 -8.0 
Maximum input (same as G) M 20.0 ~0--
Recephve field parameters (see Eq. A3) 
Description Variable X value Yvalue 
Center Gaussian amplitude c 10.0 10.0 
Center Gaussian std. dev. CJC 3.0 9.0 
Surround Gaussian amplitude s 2.0 2.0 
Surround Gaussian std. dev. as 9.0 11.0 
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