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Kapitel 1
Einleitung
Viele naturwissenshaftlihe Zusammenhänge zwishen einer Ursahe x und einer Wirkung
y lassen sih in Form einer Operatorgleihung
F (x) = y (1.1)
darstellen. Die Gröÿen x bzw. y sind dabei Elemente aus geeigneten Banahräumen X
bzw. Y. Der Operator F : D(F )  X  ! Y beshreibt mathematish die Transformation
der Ursahe x 2 D(F ) in die Wirkung y. Der Denitionsbereih D(F ) von F umfaÿt dabei
die Menge aller zulässigen Elemente x.
Wir können zwei Typen von Aufgaben untersheiden. Falls wir x gegeben haben und das
dazugehörige y mittels der Beziehung
x 7! y := F (x)
berehnen wollen, sprehen wir von einem direkten Problem. Häug ist jedoh der umge-
kehrte Fall anzutreen. Wir sind an der Gröÿe x interessiert, können sie aber aus gewissen
Gründen niht direkt bestimmen. Allerdings ist es möglih, den Wert y zu messen. Dann
können wir im Sinne einer indirekten Messung versuhen, über die Beziehung (1.1) Rük-
shlüsse auf die Eingangsdaten x zu ziehen. Eine solhe Aufgabenstellung nennen wir
dementsprehend ein inverses Problem.
Bei der Lösung inverser Probleme spielt der Begri der Korrektheit bzw. der Inkorrektheit
der Gleihung (1.1) eine zentrale Rolle. Wir verwenden hier die Korrektheitsdenition nah
Hadamard (siehe z.B. [37, Denition 2.3℄):
Def. 1.0.1 Die Gleihung (1.1) heiÿt korrekt gestellt nah Hadamard, falls die folgenden
drei Bedingungen erfüllt sind:
(a) Zu jedem y 2 Y existiert ein x 2 D(F ), welhes (1.1) erfüllt (Existenzbedingung).
(b) Diese Lösung x ist eindeutig (Eindeutigkeitsbedingung).
() Die Lösung x hängt bzgl. der jeweiligen Normen stetig von den Daten y ab, d.h. für
jede Folge fx
n
g  D(F ) mit F (x
n
) ! F (x) in Y für n ! 1 folgt die Konvergenz
x
n
! x in X (Stabilitätsbedingung).
Ist mindestens eine der drei Bedingungen niht erfüllt, so heiÿt die Gleihung (1.1) in-
korrekt nah Hadamard.
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Insbesondere bereitet das Verletztsein der Stabilitätsbedingung () die gröÿten Probleme.
Häug kennt man niht die exakten Daten y, sondern nur eine mit Fehlern behaftete
Näherung. Ist die Bedingung () niht erfüllt, so kann ein beliebig kleiner Fehler in der
Messung beliebig groÿe Abweihungen in der Lösung von (1.1) verursahen. Das somit er-
haltene Ergebnis wäre also unbrauhbar. Aus diesem Grund wurden Methoden entwikelt,
bei denen das Problem (1.1) durh ein stabiles Ersatzproblem approximiert wird, welhes
dann gelöst wird. Solhe Verfahren nennt man Regularisierungsverfahren. In den letzten
Jahren ershienen zahlreihe Büher, die sih ausführlih mit der Regularisierungstheorie
beshäftigen (siehe z.B. [3℄, [23℄, [36℄, [37℄, [45℄, [52℄ bzw. [60℄).
Diese Arbeit widmet sih einem konkreten inversen Problem aus der Finanzmathema-
tik, welhes in den letzten Jahren zunehmend an Bedeutung gewann. Den Preis u einer
europäishen Kaufoption auf ein an der Börse gehandeltes Asset betrahten wir als eine
Funktion der vier Variablen Assetpreis X, Zeitpunkt t, Basispreis K und Stihtag T . Im
Mittelpunkt dieser Arbeit steht die 1972 von Myron Blak und Fisher Sholes für einen
konstanten Parameter  hergeleitete Dierentialgleihung (siehe [7℄)
u
t
+
1
2

2
(X; t)X
2

2
u
X
2
+ r X
u
X
  r u = 0; (X; t) 2 (0;1) (0; T ); (1.2)
welhe das Verhalten von Optionspreisen für feste Werte K und T beshreibt. Mit der
zusätzlihen Endbedingung
u(X; T;K; T ) = max(X  K; 0); X 2 (0;1) (1.3)
lassen sih dann Preise von Kaufoptionen als Lösung des Cauhyproblems (1.2)-(1.3)
ermitteln. Dabei treten zwei zusätzlihe Marktparameter auf. Zum einen handelt es sih
um den risikolosen Marktzins r und zum anderen um die Volatilität  des der Option
zugrundeliegenden Assets. Letztere ist ein Maÿ für die Shwankung des Assetpreises X.
Blak und Sholes nahmen in ihrer ursprünglihen Arbeit an, daÿ es sih bei beiden
Parametern um Konstanten handelt.
Empirishe Studien (siehe z.B. [19℄) zeigen jedoh, daÿ die ursprünglihe Annahme einer
konstanten Volatilität  niht der Realität entspriht. Sie stellt eine zu starke Vereinfa-
hung des Marktes dar. Aus diesem Grund wurde in den letzten Jahren nah Möglihkeiten
gesuht, dieses Modell zu verallgemeinern. Die Variante, die wir hier betrahten wollen,
geht davon aus, daÿ die Volatilität eine deterministishe Funktion ist, die von der Zeit t
und/oder dem Assetpreis X abhängt. Man spriht in diesem Fall auh von lokalen Vola-
tilitäten. Diese Überlegung steht im Gegensatz zu der Modellierung von Optionspreisen
mit stohastishen Volatilitäten (siehe [38℄ bzw. [39, S.446.℄), bei der vorausgesetzt wird,
daÿ das Verhalten der Volatilität selbst durh einen stohastishen Prozeÿ beshrieben
wird.
Das direkte Problem der Optionspreisermittlung besteht darin, bei bekannter Volatilität
Optionspreise für vershiedene Basispreise und Stihtage durh Lösen des Cauhyproblems
(1.2)-(1.3) zu berehnen. In der Praxis tritt jedoh dabei das Problem auf, daÿ die lokale
Volatilität in der Regel unbekannt ist. Andererseits werden an den Börsen Optionen für
vershiedene Basispreise und Stihtage zu konkreten Preisen gehandelt. Das inverse Pro-
blem der Optionspreisermittlung beshäftigt sih damit, anhand dieser gegebenen Opti-
onspreise Rükshlüsse auf die lokale Volatilität zu ziehen. Erstmals wurde dieses Problem
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in [20℄ untersuht. In diesem Artikel wird die sogenannte duale Blak-Sholes-Gleihung
oder Dupire-Gleihung
u
T
=
1
2

2
(K; T )K
2

2
u
K
2
  r K
u
K
; (K; T ) 2 (0;1) (t;1); (1.4)
erstmals erwähnt und deren Herleitung angedeutet. Auf Basis dieser Gleihung wurden
vershiedende Arbeiten veröentliht (z.B. [1℄, [2℄, [11℄, [10℄, [14℄, [15℄, [17℄, [18℄ [21℄, [42℄,
[50℄ und [51℄), die sih mit der Problematik der Identikation lokaler Volatilitäten beshäf-
tigen. Dabei steht hauptsählih die Entwiklung numerishe Verfahren zur Lösung des
inversen Problems im Vordergrund, eine umfassende funktionalanalytishe Untersuhung
wird in der Regel jedoh umgangen. Erst 1997 wurde in [10℄ das Problem preisabhängiger
Volatilitäten in Bezug auf die Eindeutigkeit und Stabilität näher untersuht und erste
Aussagen formuliert. Mit der erst 2003 ershienenen Arbeit [18℄ erfolgte erstmals eine
tiefgehende analytishe Untersuhung des allgemeinen Falls in speziellen Sobolevräumen.
Mit dieser Dissertation soll ein Beitrag zur Shlieÿung dieser Lüke zwishen Analysis
und numerisher Lösung des entsprehenden inversen Problems geleistet werden. Um eine
bessere Charakterisierung von auftretenden Inkorrektheitsphänomenen zu ermöglihen,
wollen wir dabei drei Fälle untersheiden. Zum einen werden wir den Fall untersuhen,
daÿ die Volatilität nur von der Zeit, also niht vom Assetpreis selbst abhängt. Die zweite
Variante betrahtet den Fall, daÿ die Volatilität allein vom Assetpreis abhängt. Abshlie-
ÿend behandeln wir kurz den allgemeinen Fall. Bei allen drei Varianten wollen wir eine
entsprehende Operatorgleihung in geeigneten metrishen Räumen bzw. Banahräumen
aufstellen und deren Korrektheit betrahten, wobei die Stabilität bei diesen Untersuhun-
gen im Vordergrund stehen soll.
Dementsprehend gestaltet sih auh die Gliederung dieser Arbeit. Kapitel 2 gibt eine kur-
ze Einführung in die Blak-Sholes-Analysis. Dabei werden zunähst einige grundlegende
Modellvoraussetzungen beshrieben und das Optionspreismodell von Blak und Sho-
les erläutert. Abgeshlossen wird dieses Kapitel mit einer Beshreibung der numerishen
Berehnung von Optionspreisen. Im anshlieÿenden Kapitel 3 werden wir die Dupire-
Gleihung (1.4) einmal ausführlih herleiten, auf deren Basis wir sowohl das direkte als
auh das inverse Problem der Optionspreisermittlung dann exakt denieren wollen. Dem
shlieÿt sih eine Untersuhung der Lösbarkeit des inversen Problems im Falle preis- und
zeitabhängiger Daten an. Der letzte Abshnitt dieses Kapitels beshreibt mit den histo-
rishen und implizierten Volatilitäten zwei Varianten, wie das Problem der unbekannten
Volatilität in der Praxis gehandhabt wird.
Das vierte Kapitel untersuht ausführlih das inverse Problem der Optionspreisbildung
für den Fall der zeitabhängigen Volatilitäten. Wir geben eine explizite Lösungsformel der
Blak-Sholes-Gleihung bei gegebener Endbedingung an. Mit deren Hilfe wird eine ent-
sprehende Operatorgleihung formuliert und ausführlih die Frage der Korrektheit die-
ser Gleihung sowohl in Räumen stetiger Funktionen als auh in L
p
-Räumen diskutiert.
Wir zeigen die Injektivität des Operators der direkten Aufgabe und geben hinreihen-
de Bedingungen an die Daten für die Existenz von Lösungen der Operatorgleihung an.
Die Zerlegung der inversen Aufgabe in ein inneres lineares und ein äuÿeres nihtlinea-
res Teilproblem erlaubt eine genaue Verizierung auftretender Inkorrektheitsphänomene:
Während das innere Teilproblem stets instabil ist, kann unter gewissen Voraussetzun-
gen an die Daten die Stabilität des äuÿeren Teilproblems nahgewiesen werden. Diese
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Erkenntnisse rehtfertigen die ausführlihe Analyse dieser Aufgabe, obwohl das Problem
der rein zeitabhängigen Volatilitäten in der Literatur kaum eine Rolle spielt. Dies hat
zwei Gründe. Empirishe Studien belegen, daÿ die reine Zeitabhängigkeit der Volatilität
immer noh ein zu stark vereinfahtes Modell der Realität darstellt. Zum anderen liegt
es an der in der Praxis gegebenen Datenstruktur, die nur wenige vom Stihtag abhängige
Optionspreisdaten für diese Problematik liefert. Allerdings können wir die hier gewon-
nenen Erkenntnisse im Kapitel 6 aufgreifen und eine entsprehende zeitdiskrete Variante
des allgemeinen Falles angeben. Wir betrahten weiterhin drei vershiedene Möglihkeiten
der Regularisierung und geben Lösungsalgorithmen an. Abgerundet wird dieses Kapitel
durh eine ausführlihe numerishe Fallstudie.
Kapitel 5 dagegen beshäftigt sih mit dem Fall der Identikation rein preisabhängiger Vo-
latilitäten. Die Struktur der Daten bzw. der gesuhten Volatilitäten maht es erforderlih,
zunähst geeignete metrishe Räume einzuführen und eine entsprehende Abbildung zwi-
shen diesen Räumen anzugeben. Wir weisen die Stetigkeit und Dierenzierbarkeit dieser
Abbildung nah. Der Nahweis der Kompaktheit dieser Abbildung zeigt die Instabili-
tät des inversen Problems. Mittels Tikhonov-Regularisierung geben wir eine Möglihkeit
der Stabilisierung im Hilbertraumfall an. Anshlieÿend wenden wir uns dem praktishen
Fall, daÿ nur diskrete Daten gegeben sind, zu. Wir entwikeln ein numerishes Lösungs-
verfahren und führen eine Fallstudie sowohl anhand theoretisher als auh praktisher
Optionspreisdaten durh.
Im abshlieÿenden Kapitel 6 kommen wir nohmals auf die Problematik preis- und zeit-
abhängiger Volatilitäten zurük. Auf Basis der in den vorangegangenen beiden Kapiteln
gesammelten Erkenntnisse motivieren wir eine zeitdiskrete Variante dieses inversen Pro-
blems. Es werden entsprehende metrishe Räume deniert und eine entsprehenede Glei-
hung angegeben. Da sih die Abbildung der direkten Aufgabe auh hier als kompakt
erweist, führen wir wieder Tikhonov-Regularisierung ein und weisen die Lösbarkeit und
Stabilität dieses Ersatzproblems nah.
Kapitel 2
Das Blak-Sholes-Modell
2.1 Voraussetzungen an den Markt und der Arbitrage-
begri
Eine entsheidende Rolle in der Finanzmathematik spielt der Begri der Arbitrage bzw.
der Arbitragefreiheit. Es gibt vershiedene Varianten, diesen zu denieren. Hier wollen wir
den (wirtshaftswissenshaftlihen) Denitionen von [8, S.55℄ folgen. Die erste Denition
erklärt dabei die Begrie der nanziellen Äquivalenz zweier Portfolios bzw. der Dominanz
eines Portfolios über ein anderes.
Def. 2.1.1 Vergleih zweier Porfolios
 Zwei Portfolios gelten als nanziell äquivalent, wenn sie zu jedem Zeitpunkt und
in jedem Zustand die gleihen Zahlungen liefern.
 Ein Portfolio gilt einem anderen überlegen (dominant), wenn es zu allen Zeit-
punkten und in allen Zuständen mindestens die gleihen und in wenigstens einem
Zustand höhere Zahlungen liefert.
Damit ist es nun möglih, den Begri der Arbitragefreiheit exakt zu denieren.
Def. 2.1.2 Arbitragefreiheit bedeutet:
 Finanziell äquivalente Portfolios haben den gleihen Preis.
 Ist ein Portfolio einem anderen überlegen, so hat es einen höheren Preis.
Arbitrage läÿt sih auh etwas anders formulieren. Eine Arbitragesituation tritt dann auf,
wenn durh Ausnutzung von Ungleihgewihten auf dem Markt (z.B. falls ein Wertpapier
gleihzeitig an vershiedenen Börsen zu untershiedlihen Preisen gehandelt wird) durh
kurzfristiges Handeln risikolos ein Gewinn erzielt werden kann oder längerfristig durh
eine risikolose Kapitalanlage eine Rendite erreiht wird, die höher liegt als der üblihe
Marktzins. Wir gehen davon aus, daÿ jeder Marktteilnehmer auftretende Arbitragesitua-
tionen erkennen und entsprehend darauf reagieren würde. Dies führt wiederum zu einer
sofortigen Korrektur der Marktpreise, so daÿ wir im weiteren solhe Ungleihgewihtssi-
tuationen ausshlieÿen wollen.
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Die Blak-Sholes-Analysis beshäftigt sih mit der Bestimmung der Preise von Optionen.
Der Handel mit Optionen hat in den letzten Jahrzehnten einen erheblihen Aufshwung
erlebt, ermögliht er doh innerhalb kurzer Zeit, groÿe Gewinne zu erzielen. Allerdings
besteht auh das Risiko, daÿ man dabei seinen gesamten Einsatz verliert. Wir wollen uns
im wesentlihen mit einem Typ von Optionen beshäftigen  der europäishen Kaufoption
(European Call).
Bezeihnung 2.1.1 Eine europäishe Kaufoption ist ein Vertrag, der dem Käufer das
Reht, niht aber die Piht verleiht, vom Verkäufer zu einem festgesetzten Stihtag T ein
im Vertrag festgelegtes Asset (den Basiswert) zum festen Preis K (genannt Basispreis) 
unabhängig vom Marktwert zum Zeitpunkt T  zu erwerben.
Bevor wir uns mit der Optionspreisbildung beshäftigen, wollen wir eine Reihe von An-
nahmen bzw. Idealisierungen angeben, die der Markt erfüllen soll.
 Es treten keinerlei Transaktionskosten auf. Dies widerspriht natürlih dem reel-
len Markt, ist aber eine entsheidende Voraussetzung, um den Markt überhaupt
mathematish beshreiben zu können.
 Während der Laufzeit einer Option treten keine Auszahlungen von Dividenden auf.
Das im Laufe dieser Arbeit betrahtete Modell läÿt sih ohne weiteres auf Modelle
erweitern, die Dividendenzahlungen berüksihtigen (siehe z.B. [61, S.90.℄). Aller-
dings wollen wir hier der Einfahheit halber diesen Fall niht betrahten.
 Der Markt ist arbitragefrei. Über die Konsequenzen der Verletzung dieser Annahme
haben wir bereits entsprehende Aussagen getroen.
 Wertpapiere sind beliebig teilbar, d.h. man kann einen beliebigen Anteil eines Pa-
piers kaufen bzw. verkaufen.
 Sogenanntes short selling ist ohne Einshränkung erlaubt, d.h. man kann kurz-
fristig Wertpapiere verkaufen, die man gar niht besitzt. Bei Banken ist dies eine
durhaus üblihe Handlungsweise.
 Das Handeln mit Wertpapieren kann stetig (also auh nahts und am Wohenende)
erfolgen.
 Der risikolose Zins r, zu dem man Geld leihen bzw. anlegen kann, ist über die gesam-
te Laufzeit der Option bekannt und konstant. Praktish gesehen ist r ein Parame-
ter, der in der Regel sowohl unbekannt sein als auh zu vershiedenen Zeitpunkten
untershiedlihe Werte annehmen kann. Für unsere Untersuhungen ist aber eine
möglihst genaue Kenntnis dieses Parameters eine wihtige Voraussetzung. Durh
Auswertung entsprehender gegebener Marktdaten lassen sih Rükshlüsse auf den
Zinssatz r ziehen. Dies soll aber niht Thema dieser Arbeit sein, so daÿ wir r als
eine gegebene Konstante betrahten.
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2.2 Berehnung von Optionspreisen
Bei der Bestimmung von Optionspreisen stellt sih die folgende Frage: Wie soll der Preis
(in Abhängigkeit vom Assetpreis, Basispreis und Stihtag) gewählt werden, so daÿ sih
weder für den Käufer noh für den Verkäufer der Option sofort eine Arbitragemöglihkeit
ergibt. Solh ein Preis ist in der Regel eindeutig bestimmt, er wird auh fairer Preis
genannt. Wir führen deshalb die folgende Bezeihnung ein:
Bezeihnung 2.2.1 Mit u(X; t;K; T ) wollen wir den fairen Preis einer europäishen
Kaufoption mit Basispreis K und Stihtag T zum Zeitpunkt t  T bezeihnen, wenn der
Marktpreis des der Option zugrundeliegenden Assets gerade X beträgt.
Weiterhin wollen wir nun voraussetzen, daÿ sih der Assetpreis X = X
t
als ein zufälliger
Prozeÿ beshreiben läÿt. Ein übliher Ansatz ist die Annahme, daÿ der Preis fX
t
; t  0g
einer geometrishen Brownshen Bewegung
dX
t
X
t
=  dt+  dW
t
(2.1)
mit konstanten reellen Parametern  und  > 0 sowie einem StandardWienerProzeÿ
fW
t
; t  0g (siehe [29, S.7.℄) folgt. Der Parameter  heiÿt Drift und ist ein Maÿ für
das mittlere Wahstum des Assetpreises X
t
. Man kann mit einem stärkeren Zuwahs im
Mittel rehnen, je gröÿer  ist. Bei negativem  ist tendenziell mit einem Fallen des
Assetpreises zu rehnen. Der auh Volatilität genannte Parameter  dagegen gibt an, wie
stark die zu erwartenden Shwankungen des Preises sind. Je gröÿer  ist, desto stärkeren
Shwankungen unterliegt der Preisprozeÿ fX
t
; t  0g.
Ist der Assetpreis X
0
zum Zeitpunkt t = 0 bekannt, so gilt aufgrund der ItFormel (siehe
z.B. [29, S.23℄) für t > 0
X
t
= X
0
exp

( 
1
2

2
)t+  dW
t

:
Wir wollen für die Modellierung des Assetpreises jedoh allgemeinere (It)Prozesse zu-
lassen. Genauer gesagt wollen wir davon ausgehen, daÿ die Parameter  und  keine
Konstanten sind, sondern Funktionen, die sowohl von der Zeit t also auh vom Assetpreis
X
t
selbst abhängen können. Wir treen also die folgende Vereinbarung:
Annahme 2.2.1 Der Assetpreis fX
t
; t  0g folge einem stohastishen Prozeÿ, der für
gegebene Drift (X
t
; t) und Volatilität (X
t
; t) Lösung der stohastishen Dierentialglei-
hung
dX
t
X
t
= (X
t
; t) dt+ (X
t
; t) dW
t
(2.2)
sei, wobei fW
t
; t  0g einen StandardWienerProzeÿ bezeihnet. Dabei seien (X
t
; t)
und (X
t
; t) stetige, beshränkte Funktionen und es gelte zusätzlih
0 < 
min
 (X; t)  
max
<1; (X; t) 2 (0;1) [0;1); (2.3)
für zwei positive Konstanten 
min
und 
max
.
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Im weiteren Verlauf gehen wir davon aus, daÿ die Voraussetzungen an (X
t
; t) und (X
t
; t)
von Annahme 2.2.1 erfüllt sind. Weiterhin gehen wir davon aus, daÿ der Assetpreis X
0
zum
Zeitpunkt t = 0 bekannt ist. Dann ist der Preisprozeÿ fX
t
; t  0g durh die stohastishe
Dierentialgleihung (2.2) eindeutig bestimmt (siehe z.B. [46, Theorem 15.5℄).
Blak und Sholes (siehe [7℄) entwikelten Anfang der 70er Jahre auf Basis des Assetpreis-
modells (2.1) ein Konzept, welhes unter den Annahmen an den Markt aus Abshnitt
2.1 ermögliht, bei gegebener (konstanter) Volatilität  den fairen Preis einer Option
zu ermitteln. Dieses Resultat läÿt sih ohne weiteres auf den Fall variabler Volatilitäten
verallgemeinern. Für den fairen Preis einer Kaufoption ergibt sih die folgende Aussage:
Behauptung 2.2.1 (Blak-Sholes-Dierentialgleihung) Auf einem arbitragefrei-
en Markt läÿt sih der faire Preis u(X; t;K; T ) einer Kaufoption für gegebenen Basispreis
K und Stihtag T als Lösung der Blak-Sholes-Dierentialgleihung
u(X; t;K; T )
t
+
1
2
X
2

2
(X; t)

2
u(X; t;K; T )
X
2
+ r X
u(X; t;K; T )
X
  r u(X; t;K; T ) = 0
(2.4)
mit
(X; t) 2 (0;1) [0; T ); K; T > 0 fest
sowie der Endbedingung
u(X; T;K; T ) = max(X  K; 0); X 2 (0;1); (2.5)
ermitteln.
Eine Herleitung der Dierentialgleihung (2.4) für konstante Parameter  und  durh
einen Portfoliovergleih und Ausnutzung der Arbitragefreiheit des Marktes ndet man
z.B. in [61, S.41.℄. Die Herleitung für den allgemeinen Fall erfolgt analog. Wir sehen
auh, daÿ die Drift (X; t) bei der Berehnung von Optionspreisen keine Rolle spielt,
wohl aber der risikolose Zins r.
Wir wollen uns zunähst mit der Frage beshäftigen, ob und unter welhen Vorausset-
zungen das Cauhyproblem (2.4)-(2.5) eine (eindeutige) Lösung besitzt. Es läÿt sih in
der Tat unter gewissen Annahmen an die Volatilität (X; t) zeigen, daÿ der faire Preis
u(X; t;K; T ) einer Option eindeutig durh das Endwertproblem (2.4)-(2.5) bestimmt ist.
Annahme 2.2.2 Sei 
 := (0;1) [0; T ℄. Für die Volatilität gelte  2 C
;

2
(
) für ein
0 <   1, d.h. (X; t) ist hölderstetig und erfüllt für alle (X; t) 2 
 und alle (X
0
; t
0
) 2 

eine Ungleihung der Form
j(X; t)  (X
0
; t
0
)j  L

jX  X
0
j

+ jt  t
0
j

2

für eine Konstante L > 0.
Dann können wir das folgende Lemma formulieren.
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Lemma 2.2.1 Die Funktion (X; t) erfülle die Bedingungen der Annahmen 2.2.1 und
2.2.2. Dann existiert für jedes K > 0 und jedes T > 0 eine eindeutige Lösung u des
Problems (2.4)-(2.5), welhe eine Wahstumsbeshränkung der Form
ju(X; t;K; T )j  
1
X

2
lnX
; (X; t) 2 (0;1) [0; T ℄; (2.6)
für zwei positive Konstanten 
1
und 
2
erfüllt, d.h. der faire Preis u(X; t;K; T ) einer
Option ist damit unter diesen Voraussetzungen eindeutig bestimmt.
Beweis. Die klassishe Theorie parabolisher Dierentialgleihungen (siehe z.B. [28℄ bzw.
[49℄) läÿt sih niht direkt auf das Problem (2.4)-(2.5) anwenden, handelt es sih hier
doh um ein Cauhyproblem, welhes nur auf dem Halbraum X  0 deniert und zudem
rükwärtsparabolish ist. Allerdings haben wir dafür eine End anstelle einer Anfangs-
bedingung gegeben. Wir führen deshalb geeignete Substitutionen ein, die die Aufgabe
(2.4)-(2.5) auf ein StandardCauhyproblem zurükführen. Wir setzen
Y := ln
X
K
;  := T   t; a(Y; ) :=
1
2

2
(X; t); v(Y; ) := u(X; t;K; T ):
Dann transformiert sih die Dierentialgleihung (2.4) zu
v(Y; )

= a(Y; )

2
v(Y; )
Y
2
+ (r   a(Y; ))
v(Y; )
Y
  r v(Y; ); (Y; ) 2 R  (0; T ℄:
(2.7)
Aus der Endbedingung (2.5) erhalten wir die Anfangsbedingung
v(Y; 0) = K max(e
Y
  1; 0); Y 2 R: (2.8)
Unter den Voraussetzungen des Lemmas liefert dann [28, Kap.1, Theorem 12 und Kap.2,
Theorem 10℄ die eindeutige Existenz einer Lösung des Cauhyproblems (2.7)-(2.8), welhe
einer Wahstumsbeshränkung
jv(Y; )j  
1
exp
 

2
Y
2

; (Y; ) 2 R  [0; T ℄;
für positive Konstanten 
1
und 
2
genügt. Durh Rüksubstitution erhält man die Existenz
und Eindeutigkeit einer Lösung von (2.4)-(2.5) unter der Bedingung (2.6). 
Handelt es sih bei der Volatilität  um eine Konstante, so können wir eine explizite Lö-
sungsdarstellung des Endwertproblems (2.4)-(2.5) angeben, d.h. wir können Optionspreise
u(X; t;K; T ) in diesem Fall auh explizit berehnen. Dieses Ergebnis ndet man in der
Literatur auh als Blak-Sholes-Formel (siehe u.a. [7℄ bzw. [61℄).
Behauptung 2.2.2 (Blak-Sholes-Formel) Ist die Volatilität  in (2.2) konstant, so
läÿt sih der Optionspreis u(X; t;K; T ) darstellen als
u(X; t;K; T ) := X (d
1
) K e
 r(T t)
(d
2
) (2.9)
mit
d
1
=
ln
 
X
K

+
 
r +
1
2

2

(T   t)

p
T   t
; d
2
= d
1
  
p
T   t:
(x) bezeihnet dabei die Verteilungsfunktion der standardisierten Normalverteilung.
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Wir wollen untersuhen, welhe Eigenshaften Optionspreisfunktionen u(X; t;K; T ) als
Lösung des Blak-Sholes-Modells in Abhängigkeit der vershiedenen Variablen besitzen.
Diese Eigenshaften folgen bereits aus der Tatsahe, daÿ diese Optionspreise auf einem
arbitragefreien Markt gebildet wurden, es also keine Möglihkeit gibt, durh geshiktes
Handeln mit Optionen risikolos einen kurzfristigen Gewinn zu erzielen.
Wir formulieren die wihtigsten Ergebnisse in der folgenden Behauptung. Diese Überle-
gungen werden im weiteren Verlauf der Arbeit immer wieder eine wihtige Rolle spielen.
Behauptung 2.2.3 Auf einem arbitragefreien Markt erfüllen Optionspreise u(X; t;K; T )
die folgenden Bedingungen:
(i) u(X; T;K; T ) = max(X  K; 0)
(ii) X  u(X; t;K; T )  max(X  K e
 r(T t)
; 0)  max(X  K; 0)
(iii) Für T
2
> T
1
gilt u(X; t;K; T
2
)  u(X; t;K; T
1
). Falls zusätzlih die Bedingungen
X > 0, K > 0 erfüllt sind, so gilt sogar die ehte Ungleihheit.
(iv) u(X; t;K; T ) ist als Funktion des Basispreises K monoton fallend und konvex.
Als Grenzwert ergibt sih die Beziehung
lim
K!1
u(X; t;K; T ) = 0:
(v) Für jede beliebige Konstante k > 0 gilt u(kX; t; k K; T ) = k u(X; t;K; T ).
(vi) u(X; t;K; T ) ist als Funktion des Assetpreises X monoton wahsend und konvex.
Diese, sowie weitere Folgerungen aus der Arbitragefreiheit ndet man z.B. in [53, S.255.℄.
Dort werden auh die entsprehenden Beweise angegeben. So folgt oensihtlih aus (ii)
für feste Werte von X, t und K die Aussage
lim
T!1
u(X; t;K; T ) = X:
In [4℄ dagegen weist man mit Hilfe der Feynman-Ka-Formel (siehe [44, Theorem 5.7.6℄)
einige dieser Eigenshaften direkt (d.h. ohne die Arbitragefreiheit zu zitieren) bei Lösun-
gen der Blak-Sholes-Dierentialgleihung mit entsprehender Endbedingung analytish
nah.
2.3 Numerishe Lösung der Blak-Sholes-Gleihung
Wir wollen uns mit der numerishen Lösung des Cauhyproblems (2.4)-(2.5) beshäftigen.
Dabei soll ein Finite-Dierenzen-Verfahren angewendet werden, wie es in der Literatur üb-
liherweise vorgeshlagen und beshrieben wird (siehe u.a. [61, S.155.℄). Genauer gesagt,
handelt es sih um das Crank-Niolson-Verfahren. Wir geben es hier der Vollständigkeit
halber an.
Dazu setzen wir für (X; t) 2 (0;1) [0; T )
L
BS
u(X; t) :=
u(X; t)
t
+
1
2
X
2

2
(X; t)

2
u(X; t)
X
2
+ r X
u(X; t)
X
  r u(X; t):
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Bei der Verwendung Finiter-Dierenzen-Verfahren treten jedoh Probleme auf, da die
VariableX aus dem unendlihen Intervall R
+
gewählt werden kann. Da der Assetpreis aber
praktish niht beliebig groÿ wird, reiht es aus, die Funktion u(X; t;K; T ) für Werte von
X auf einem Intervall [0; X℄ mit einem maximalen Preis X zu bestimmen. Die Shranke
X müssen wir dann so wählen, daÿ X deutlih höher als der Basispreis K liegt.
Um die entsprehende Aufgabe zu lösen, benötigen wir zusätzlih zwei Randbedingungen.
Ist der Preis X des Assets Null, so ist auh der Wert der Option gerade Null, d.h. wir
setzen
u(0; t) = 0; t 2 [0; T ):
Ist der Assetpreis X dagegen sehr groÿ (im Vergleih zu K), so wird sih der Optionspreis
u annähernd proportional zum Assetpreis verhalten. Deshalb ist es durhaus realistish,
als zweite Randbedingung die Beziehung
u(X; t)
X
= 1; t 2 [0; T );
zu fordern. Fassen wir dies zusammen, so ergibt sih das folgende 2. Randwertproblem
8
>
>
>
>
<
>
>
>
>
:
L
BS
u(X; t) = 0; (X; t) 2 [0; X℄ [0; T );
u(X; T ) = max(X  K; 0); X 2 [0; X℄;
u(0; t) = 0; t 2 [0; T );
u(X; t)
X
= 1; t 2 [0; T );
(2.10)
welhes es nun numerish zu behandeln gilt.
Bemerkung 2.3.1 Unter den Voraussetzungen von Lemma 2.2.1 an (X; t) folgt nah
[28, Kapitel 5, Theorem 2 und Korollar 2℄ die eindeutige Existenz einer Lösung von (2.10).
Als erstes geben wir uns zwei natürlihe Zahlen N und M vor und denieren die Shritt-
weiten
X :=
X
N
bzw. t :=
T
M
:
Desweiteren werden noh die Bezeihnungen
X
i
:= iX bzw. t
j
:= j t; 0  i  N; 0  j  M;
eingeführt. Shlieÿlih benutzen wir die verkürzten Shreibweisen
u
j
i
:= u(X
i
; t
j
) bzw. 
j
i
:= 
2
(X
i
; t
j
); 0  i  N; 0  j M;
für die Funktionswerte u(X; t) bzw. 
2
(X; t) an den Gitterpunkten (X
i
; t
j
).
Nun müssen die vershiedenen partiellen Ableitungen diskretisiert werden. Für die par-
tielle Ableitung u=X an der Stelle (X
i
; t
j
) verwenden wir die symmetrishe Dierenz,
d.h.
u(X
i
; t
j
)
X

u
j
i+1
  u
j
i 1
2X
:
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Für die zweite Ableitung 
2
u=X
2
benutzen wir den folgenden Ausdruk

2
u(X
i
; t
j
)
X
2

u
j
i 1
  2u
j
i
+ u
j
i+1
X
2
:
Für die Diskretisierung der partiellen Ableitung nah der Zeit t gibt es vershiedene Mög-
lihkeiten. Zum einen kann man die Rükwärtsdierenz
u(X
i
; t
j
)
t

u
j
i
  u
j 1
i
t
wählen. Eine zweite Möglihkeit wäre, die Vorwärtsdierenz
u(X
i
; t
j
)
t

u
j+1
i
  u
j
i
t
zu nutzen.
Setzen wir nun diese Diskretisierungen in obige Gleihung ein, so erhalten wir für die
Vorwärtsdierenz
u
j+1
i
  u
j
i
t
+
1
2

j
i
X
2
i
u
j
i 1
  2u
j
i
+ u
j
i+1
X
2
+ r X
i
u
j
i+1
  u
j
i 1
2X
  r u
j
i
= 0 (2.11)
bzw. für die Rükwärtsdierenz
u
j+1
i
  u
j
i
t
+
1
2

j+1
i
X
2
i
u
j+1
i 1
  2u
j+1
i
+ u
j+1
i+1
X
2
+ r X
i
u
j+1
i+1
  u
j+1
i 1
2X
  r u
j+1
i
= 0: (2.12)
Nun bilden wir den Durhshnitt der beiden Gleihungen und es ergibt sih
u
j+1
i
  u
j
i
t
+
X
2
i
4X
2


j+1
i
 
u
j+1
i 1
  2u
j+1
i
+ u
j+1
i+1

+

j
i
 
u
j
i 1
  2u
j
i
+ u
j
i+1

+
r X
i
4X

u
j+1
i+1
  u
j+1
i 1
+ u
j
i+1
  u
j
i 1

 
r
2

u
j+1
i
+ u
j
i

= 0
bzw.
u
j
i 1
"

j
i
X
2
i
4X
2
 
r X
i
4X
#
+ u
j
i
"
 
1
t
 

j
i
X
2
i
2X
2
 
r
2
#
+ u
j
i+1
"

j
i
X
2
i
4X
2
+
r X
i
4X
#
=
u
j+1
i 1
"
 

j+1
i
X
2
i
4X
2
+
r X
i
4X
#
+ u
j+1
i
"
 
1
t
+

j+1
i
X
2
i
2X
2
+
r
2
#
+ u
j+1
i+1
"
 

j+1
i
X
2
i
4X
2
 
r X
i
4X
#
:
Aus den Randbedingungen erhalten wir
u
j
0
= 0 0  j M
u
j
N+1
= u
j
N
+ X 0  j M
u
M
i
= max(iX  K; 0) 0  i  N:
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Setzen wir dies in obige Gleihung ein, so müssen wir shlieÿlih das folgende Gleihungs-
system lösen:
u
j
1
"
 
1
t
 

j
1
X
2
1
2X
2
 
r
2
#
+ u
j
2
"

j
1
X
2
1
4X
2
+
r X
1
4X
#
=
u
j+1
1
"
 
1
t
+

j+1
1
X
2
1
2X
2
+
r
2
#
+ u
j+1
2
"
 

j+1
1
X
2
1
4X
2
 
r X
1
4X
#
;
u
j
1
"

j
2
X
2
2
4X
2
 
r X
2
4X
#
+ u
j
2
"
 
1
t
 

j
2
X
2
2
2X
2
 
r
2
#
+ u
j
3
"

j
2
X
2
2
4X
2
+
r X
2
4X
#
=
u
j+1
1
"
 

j+1
2
X
2
2
4X
2
+
r X
2
4X
#
+ u
j+1
2
"
 
1
t
+

j+1
2
X
2
2
2X
2
+
r
2
#
+ u
j+1
3
"
 

j+1
2
X
2
2
4X
2
 
r X
2
4X
#
;
.
.
.
u
j
N 1
"

j
N
X
2
N
4X
2
 
r X
N
4X
#
+ u
j
N
"
 
1
t
 

j
N
X
2
N
2X
2
 
r
2
+
r X
N
4X
#
=
u
j+1
N 1
"
 

j+1
N
X
2
N
4X
2
+
r X
N
4X
#
+ u
j+1
N
"
 
1
t
+

j+1
N
X
2
N
2X
2
+
r
2
#
+

X + u
j+1
N

"
 

j+1
N
X
2
N
4X
2
 
r X
N
4X
#
 
"

j
N
X
2
N
4X
+
r X
N
4
#
:
Starten wir bei j = M   1 und gehen dann zeitlih rükwärts, so lassen sih die M N
Unbekannten u
j
i
, 1  i  N , 0  j M 1, iterativ durh Lösen von M Gleihungssyste-
men mit jeweils N Gleihungen bestimmen (die Werte u
j+1
i
= u
M
i
im ersten Shritt sind
durh die Endbedingung gegeben). Die bei der numerishen Implementation zu generie-
renden Matrizen (durh die Zeitabhängigkeit der Volatilität muÿ bei jedem Zeitshritt die
Matrix neu aufgestellt werden) sind tridiagonal, so daÿ eektive Algorithmen zur Lösung
dieser Gleihungssysteme existieren.
Kapitel 3
Ein inverses Problem der
Optionspreisbildung
3.1 Die Dupire-Gleihung
Wir betrahten einen festen Zeitpunkt t = t

. Dann können wir den aktuellen Preis
X

= X
t

des von uns betrahteten Assets auf dem Markt ablesen. Aus praktisher Siht
sind wir nun daran interessiert, Preise für Optionen mit vershiedenen Basispreisen K
und Stihtagen T zu ermitteln, d.h wir suhen eine Funktion u

(K; T ) = u(X

; t

; K; T )
für feste Werte X

und t

. Da im Endwertproblem (2.4)-(2.5) sowohl K als auh T Kon-
stanten sind, müssen wir für jeden zu bestimmenden Preis eine Dierentialgleihung mit
entsprehender Endbedingung lösen. Dementsprehend ist dies numerish sehr aufwendig.
Bemerkung 3.1.1 Ist die Volatilität  als Funktion unabhängig von der Zeit, d.h. es gilt
 = (X) bzw.  = onst:, dann hängt die Funktion u(X; t;K; T ) nur von der Restlaufzeit
 = T t der Option ab. Damit liefert das Endwertproblem (2.4)-(2.5) für einen gegebenen
Basispreis K die Optionspreise für die vershiedenen Restlaufzeiten (und damit für die
vershiedenen Stihtage), wir müssen dann nur für jeden uns interessierenden Basispreis
K ein Dierentialgleihungsproblem lösen.
Bruno Dupire gelang es 1994 in [20℄ mit der nah ihm benannten Dupire-Gleihung (oder
auh duale Blak-Sholes-Gleihung), ein zum Blak-Sholes-Modell (2.4)-(2.5) duales
Problem herzuleiten, welhes für gegebenen Assetpreis X

und Zeitpunkt t

eine Op-
tionspreisfunktion u

(K; T ) = u(X

; t

; K; T ) als Lösung einer parabolishen Dierenti-
algleihung mit dazugehöriger Anfangsbedingung liefert. Der Beweis beruht im wesentli-
hen auf der Anwendung der Feynman-Ka-Formel (siehe z.B. [44, Theorem 5.7.6℄), die es
ermögliht, Lösungen parabolisher Dierentialgleihungen als Erwartungswert von ent-
sprehenden stohastishen Prozessen zu beshreiben.
Ein alternativer Ansatz zur Modellierung dieser Gleihung wird in [11℄ beshrieben, der
auf der Darstellung von Lösungen parabolisher Dierentialgleihungen durh Fundamen-
tallösungen (siehe [28, S.3℄) basiert. Diesen greifen wir hier auf und leiten die Dupire-
Gleihung an dieser Stelle einmal ausführlih her.
16
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Um die Theorie parabolisher Dierentialgleihungen auf (2.4) anwenden zu können (siehe
[28℄ bzw. [49℄), führen wir die Variablentransformationen
x := lnX; y := lnK;  := T + t
0
  t; a(x; ) :=
1
2

2
(X; t)
sowie
v(x; ; y; t
0
) := u(X; t;K; T )
9
>
=
>
;
(3.1)
für ein t
0
 0 ein. Dann erhält man aus (2.4) die Gleihung
v

= a(x; )

2
v
x
2
+ (r   a(x; ))
v
x
  r v; (x; ) 2 R  (t
0
; T ℄; (3.2)
bzw. aus (2.5) die Anfangsbedingung
v(x; t
0
; y; t
0
) = max(e
x
  e
y
; 0); x 2 R: (3.3)
Wir formulieren eine erste Aussage.
Lemma 3.1.1 Sei  (x; ; ; ) die Fundamentallösung von (3.2). Dann gilt für  > t
0
 (x; ; y; t
0
) = e
 y
(v
yy
(x; ; y; t
0
)  v
y
(x; ; y; t
0
)) :
Beweis. Sei v(x; ; y; t
0
) die Lösung von (3.2)-(3.3) für ein festes y 2 R. Dann können
wir v(x; ; y; t
0
) mit Hilfe der Fundamentallösung  (x; ; ; ) von (3.2) darstellen als
v(x; ; y; t
0
) :=
1
Z
 1
max(e

  e
y
; 0)  (x; ; ; t
0
) d =
1
Z
y
(e

  e
y
)  (x; ; ; t
0
) d:
Wir leiten diesen Ausdruk zweimal nah y ab. Damit erhalten wir
v
y
(x; ; y; t
0
) =  e
y
1
Z
y
 (x; ; ; t
0
) d
bzw.
v
yy
(x; ; y; t
0
) =  e
y
1
Z
y
 (x; ; ; t
0
) d + e
y
 (x; ; y; t
0
):
Bilden wir die Dierenz, so erhalten wir die Behauptung. 
Durh Rüksubstitution von (3.1) erhalten wir das folgende Ergebnis
Folgerung 3.1.1 Es gilt für X;K > 0 und T > t
 (lnX; T; lnK; t) = K

2
u(X; t;K; T )
K
2
: (3.4)
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Beweis. Durh die Transformation (3.1) erhalten wir

2
u(X; t
0
; K; T )
K
2
=
1
K
2


2
v(x; ; y; t
0
)
y
2
 
v(x; ; y; t
0
)
y

=
1
K
 (x; ; y; t
0
): 
Mit diesen Vorüberlegungen können wir die Dupire-Gleihung herleiten.
Satz 3.1.1 Seien X > 0 und t  0 fest. Dann läÿt sih der faire Preis u(X; t;K; T ) einer
Kaufoption als Lösung der (parabolishen) Dierentialgleihung
u
T
=  r K
u
K
+
1
2
K
2

2
(K; T )

2
u
K
2
; (K; T ) 2 (0;1) (t;1); (3.5)
mit der Anfangsbedingung
u(X; t;K; t) = max(X  K; 0); K 2 (0;1); (3.6)
darstellen.
Beweis. Nah [28, Theorem 1.15℄ gilt für die Fundamentallösung  

(x; ; ; ) der zu (3.2)
adjungierten Gleihung gerade
 

(y; t
0
; x; ) =  (x; ; y; t
0
):
Einsetzen von  

(y; t
0
; x; ) in die zu (3.2) adjungierte Gleihung ergibt
 
 

t
0
=

2
y
2
(a(y; ) 

) 

y
((r   a(y; ))  

)  r  

:
Durh Rüksubstitution von (3.1) und Einsetzen von (3.4) erhalten wir
K

T
u
KK
= K
2

2
K
2

1
2

2
(K; T )K u
KK

+K

K

1
2

2
(K; T )K u
KK

 K

K

r  
1
2

2
(K; T )

K u
KK

  r K u
KK
:
Wir dividieren durh K > 0 und erhalten durh Umsortieren

T
u
KK
=  

K
(rK u
KK
)  r u
KK
+K

2
K
2

1
2

2
(K; T )K u
KK

+ 2

K

1
2

2
(K; T )K u
KK

| {z }
=

2
K
2

1
2

2
(K; T )K
2
u
KK

:
Wir integrieren die Gleihung zweimal bzgl. K und erhalten
u
T
= r u  r K
u
K
  r u+
1
2
K
2

2
(K; T )

2
u
K
2
+K (T ) + (T )
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bzw.
u
T
=  rK
u
K
+
1
2
K
2

2
(K; T )

2
u
K
2
+K (T ) + (T ) (3.7)
für zwei Funktionen (T ) bzw. (T ). Für beliebiges aber festes T betrahten wir das
Verhalten dieser Gleihung für K  ! 1. Aus den Eigenshaften von Optionspreisen
folgt dann u(X; t;K; T )  ! 0 und damit wegen der Monotonie bzgl. T auh
u
T
 ! 0 für K  !1:
Wir verwenden, daÿ für Fundamentallösungen eine Abshätzung der Gestalt
 (x; T; y; t)  
1
(T   t)
 
1
2
exp

 

2
T   t
(x  y)
2

mit zwei Konstanten 
1
; 
2
> 0 existiert (siehe z.B. [28, Theorem 1.11℄). Nutzen wir
Beziehung (3.4), so ergibt sih
lim
K!1
K
2

2
u
K
2
= lim
K!1
K  (lnX; T; lnK; t)
= lim
y!1
e
y
 (x; T; y; t)
 lim
y!1

1
(T   t)
 
1
2
exp

 

2
T   t
(x  y)
2
+ y

= 0
und folglih (wegen der Beshränktheit von )
lim
K!1
1
2
K
2

2
(K; T )

2
u
K
2
= 0:
Nun wollen wir den Term rK(u=K) näher betrahten. Es gilt nah der l'Hospitalshen
Regel sowie obigen Überlegungen
lim
K!1
rK
u
K
= r lim
K!1
u
K
1
K
=  r lim
K!1
K
2

2
u
K
2
= 0:
Damit ergibt sih aus Gleihung (3.7) für jedes T die Beziehung
lim
K!1
K (T ) + (T ) = 0
und folglih
(T )  0; (T )  0:
Somit erhalten wir aus (3.7) die Gleihung (3.5). Die dazugehörige Anfangsbedingung
(3.6) erhalten wir aus der Pay-O-Funktion für Kaufoptionen. 
Analog zum Beweis von Lemma 2.2.1 kann unter den Voraussetzungen von Annahme 2.2.2
an die Volatilität  die eindeutige Lösung des Cauhyproblems (3.5)-(3.6) nahgewiesen
werden.
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Lemma 3.1.2 Das Cauhyproblem (3.5)-(3.6) besitzt unter den Voraussetzungen von
Lemma 2.2.1 für jedes feste X

2 (0;1) und jedes feste t

2 [0;1) eine eindeutige
Lösung u

(K; T ) = u(X

; t

; K; T ), (K; T ) 2 (0;1) [t

;1).
Über die Fundamentallösung der (transformierten) Dupire-Gleihung kann analog zu Lem-
ma 3.1.1 die folgende Aussage getroen werden.
Lemma 3.1.3 Für die Fundamentallösung  

(y; T; ; ) der durh die Substitution
x := lnX; y := lnK; a(y; T ) :=
1
2

2
(K; T ); v(x; t; y; T ) := u(X; t;K; T )
erhaltenen (transformierten) Dupire-Gleihung
v
T
= a(y; T )

2
v
y
2
  (r + a(y; T ))
v
y
; (y; T ) 2 R  [t;1);
gilt für T > t
 

(y; T; x; t) := e
 x
(v
xx
(x; t; y; T )  v
x
(x; t; y; T )) :
Bemerkung 3.1.2 Bei der Diskretisierung der dualen Aufgabe (3.5)-(3.6) gehen wir
analog zu dem im Abshnitt 2.3 beshriebenen Verfahren vor. Wir wandeln das Cauhy-
problem zunähst wieder in ein Randwertproblem um. Dazu lassen wir für K nur Werte
aus einem Intervall [0; K℄ zu und wählen uns noh entsprehende Randbedingungen. Dabei
setzen wir K so, daÿ der gegebene Assetpreis X > 0 deutlih kleiner ist als dieser Wert.
Dies führt zu dem Anfangsrandwertproblem
8
>
>
>
>
>
<
>
>
>
>
>
>
:
u
T
=
1
2
K
2

2
(K; T )

2
u
K
2
  rK
u
K
; (K; T ) 2 (0; K) (t;1);
u(K; t) = max(X  K; 0); K 2 [0; K℄;
u(0; T ) = X; T > t;
u(K; T )
K
= 0; T > t:
(3.8)
Zur numerishen Lösung dieses Problems können wir wieder das Crank-Niolson-Ver-
fahren anwenden.
3.2 Eine direkte Aufgabenstellung
Bisher haben wir den Optionspreis als Funktion der Variablen X, t, K und T betrah-
tet. Eine entsheidende Rolle dabei spielte jedoh die Volatilität (X; t). Wir können
dementsprehend den Optionspreis u als eine vom Parameter (X; t) abhängige Funktion
betrahten. Wir formulieren deshalb die folgende Aufgabenstellung: Man gebe eine Vola-
tilität vor und berehne die dazugehörigen Optionspreise. Diese Aufgabe wird auh das
direkte Problem der Optionspreisbildung genannt. Die inverse Fragestellung, mit der wir
uns in den nähsten Kapiteln beshäftigen wollen, lautet dann wie folgt: Man ermittle aus
gegebenen Optionspreisen die Volatilität des entsprehenden Assets.
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Mit Hilfe der dualen Blak-Sholes-Gleihung wollen wir zunähst das direkte Problem
exakt formulieren.
Wir betrahten die Optionspreisbildung wieder vom praktishen Standpunkt. Wie bereits
erwähnt, sind wir daran interessiert, zu einem festen Zeitpunkt t

und bekanntem Asset-
preis X

Optionspreise u(X

; t

; K; T ) für vershiedene Basispreise K > 0 und Stihtage
T > t

zu berehnen. Wir denieren die direkte Aufgabenstellung der Optionspreisbildung
entsprehend wie folgt: Finde für eine gegebene Volatilität (X; t) eine Optionspreisfunk-
tion u

(K; T ) = u(X

; t

; K; T ), die sih aus der Lösung des Endwertproblems (2.4)-(2.5)
für jedes interessierende Paar (K; T ) von Basispreisen und Stihtagen ergibt. Zur Bereh-
nung dieser Funktion u

(K; T ) ist für jedes Wertepaar (K; T ) eine parabolishe Dieren-
tialgleihung mit entsprehender Endbedingung zu lösen. Mit Hilfe der dualen Gleihung
läÿt sih die Denition vereinfahen und die Lösung der Aufgabe auf die Berehnung der
Lösung eines einzigen Cauhyproblems zurükführen. Desweiteren soll berüksihtigt wer-
den, daÿ wir Optionspreise niht für beliebig groÿe Stihtage T berehnen wollen, sondern
nur Preise von Optionen mit Stihtagen T 2 (t

; T ℄ für einen Stihtag T > t

ermit-
teln wollen. Dementsprehend benötigen wir die Kenntnis der Volatilität  auh nur für
Stihtage auf (0;1)  (t

; T ℄. Wir geben nun ein direktes Optionspreisbildungsproblem
an.
Def. 3.2.1 (Allgemeines direktes Problem der Optionspreisbildung  (DP))
Zu einem gegebenen festen Zeitpunkt t

 0 sei der aktuelle Assetpreis X

= X
t

> 0
sowie der risikolose Zins r  0 bekannt. Gebe T > t

vor. Finde für eine gegebene Vola-
tilität  auf 
 := (0;1) [t

; T ℄ eine Optionspreisfunktion u(X

; t

; K; T ), so daÿ diese
Funktion eine Lösung von (3.5)-(3.6) auf 
 darstellt.
Unter den Voraussetzungen von Lemma 2.2.1 an die Volatilität existiert für jeden Asset-
preis X

> 0 und jeden Zeitpunkt t

 0 eine eindeutige Lösung des Cauhyproblems
(3.5)-(3.6) und damit auh eine eindeutige Lösung des direkten Problems (DP).
3.3 Ein inverses Problem der Optionspreisbildung
Um nun praktish Optionspreise zu einem Zeitpunkt t

ermitteln zu können, müssen wir
die komplette Volatilitätsfunktion  auf 
 = (0;1) (t

; T ℄ des Assets kennen. Diese ist
in der Regel aber unbekannt. Deshalb wollen wir im weiteren Überlegungen anstellen, wie
wir diesen Parameter bestimmen können.
Auh wenn die Volatilität unbekannt ist, werden für vershiedene Basispreise K und
Stihtage T Optionen zu gewissen Preisen u(K; T ) gehandelt. Wir betrahten deshalb die
folgende zu Denition 3.2.1 inverse Fragestellung: Ist es möglih, anhand der zu einem
festen Zeitpunkt t = t

bei aktuellem Assetpreis X

= X
t

beobahteten Optionspreisen
u

(K; T ) = u(X

; t

; K; T ) von auf dem Markt gehandelten Optionen, Rükshlüsse auf
die Volatilität des entsprehenden Assets zu ziehen? Wir denieren diese Aufgabe etwas
genauer.
Def. 3.3.1 (Allgemeines inverses Problem der Optionspreisbildung  (IP)) Zu
einem festen Zeitpunkt t

 0 sei der aktuelle Assetpreis X

= X
t

> 0 sowie der risiko-
lose Zins r  0 bekannt. Auf einer Menge 


 
 seien Optionspreise u

(K; T ) für alle
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Paare (K; T ) 2 


von Basispreisen K und Stihtagen T gegeben. Finde eine Volatilität
(K; T ) auf 
, so daÿ für die (eindeutige) Lösung u(X

; t

; K; T ) von (3.5)-(3.6) gilt
u(X

; t

; K; T ) = u

(K; T ); (K; T ) 2 


: (3.9)
An die Menge 


wollen wir zunähst keine Forderungen stellen. In der Praxis wird es
sih bei 


um eine Menge diskreter Punkte (K
i
; T
j
), 1  i  n, 1  j  m, handeln.
Wir wollen untersuhen, ob und unter welhen Voraussetzungen an die Daten u

(K; T )
eine (eindeutige) Lösung dieser Aufgabenstellung existiert. Zunähst beweisen wir dazu
das folgende Lemma. Die Beweisidee wird in [1℄ angedeutet.
Lemma 3.3.1 Sei u(X; t;K; T ) eine Funktion fair bewerteter Optionspreise, die bzgl. der
Variablen K und T dierenzierbar ist. Dann folgt aus den Arbitragebedingungen
u(X; t;K; T )
T
+ rK
u(X; t;K; T )
K
 0:
Beweis. Wir zeigen zunähst die folgende Eigenshaft. Sei h > 0, dann gilt
u(X; t;K e
r h
; T + h) > u(X; t;K; T ): (3.10)
Um dies zu beweisen, legen wir zu einem beliebigen Zeitpunkt t zwei Portfolios an: Port-
folio A bestehe aus einer Kaufoption mit Basispreis K e
r h
und Stihtag T + h, Portfolio
B beinhalte eine Kaufoption mit Basispreis K und Stihtag T . Wir betrahten den Zeit-
punkt t = T . Es können zwei Fälle eintreten. Die erste Möglihkeit besteht darin, daÿ
der Assetpreis X auf oder unter den Preis K fällt, d.h. X  K. Die in Portfolio B ange-
legte Option verfällt, die Anlage hat demzufolge den Wert Null. Der Wert der Option in
Portfolio A dagegen ist positiv, Portfolio A hat in diesem Fall also einen höheren Wert.
Wir betrahten den Fall X > K. Wir lösen die Option von Portfolio B ein und durh
sofortigen Verkauf des Assets erhalten wir einen Gewinn von X   K. Die Option aus A
verkaufen wir dagegen und erhalten aus Arbitragegründen (siehe Behauptung 2.2.3)
u(X; T;K e
r h
; T )  max(X  K e
r h
e
 r h
; 0) = X  K;
also ist Portfolio A auh in diesem Fall mindestens genausoviel wert wie Portfolio B. Aus
der Denition der Arbitrage folgt daraus die Beziehung (3.10).
Wir betrahten die Funktion u(X; t;K e
r h
; T + h) in Abhängigkeit von der Variablen h
und untersuhen den Grenzübergang
0  lim
h#0
u(X; t;K e
r h
; T + h)  u(X; t;K; T )
h
=
u(X; t;K e
r h
; T + h)
h




h=0
=
u(X; t;K; T )
T
+ rK e
r 0
u(X; t;K; T )
K
=
u(X; t;K; T )
T
+ rK
u(X; t;K; T )
K
;
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womit die Behauptung bewiesen wäre. 
Die duale Blak-Sholes-Gleihung (3.5) und Lemma 3.3.1 ermöglihen es nun, unter ge-
wissen Voraussetzungen an die Daten die eindeutige Existenz einer Lösung des inversen
Problems nahzuweisen. Dies geshieht, indem wir eine explizite Lösungformel zur Be-
rehnung der Volatilität angeben können.
Satz 3.3.1 (Dupire-Formel) Sei 


ein Gebiet und u

(K; T ) eine Funktion von Opti-
onspreisen auf 


, die die Arbitragebedingungen erfüllt. Sei weiterhin u

2 C
2;1
(


), dann
ist die Volatilität  auf 


eindeutig bestimmt und es gilt
(K; T ) =
v
u
u
t
u

(K;T )
T
+ rK
u

(K;T )
K
1
2
K
2

2
u

(K;T )
K
2
; (K; T ) 2 


: (3.11)
Beweis. Da die entsprehenden partiellen Ableitungen von u

(K; T ) laut Voraussetzung
existieren, erhalten wir die Beziehung (3.11) durh formales Umformen der Dierential-
gleihung (3.5). Wir müssen lediglih zeigen, daÿ diese Umformungen auh mathematish
korrekt sind. Aus den Arbitragebedingungen (siehe Behauptung 2.2.3) folgt die strenge
Konvexität von Optionspreisfunktionen bzgl. des Basispreises K, d.h. die zweite Ablei-
tung bzgl. K und damit der Nenner in (3.11) ist positiv (K = 0 ist ausgeshlossen). Aus
Lemma 3.3.1 folgt die Nihtnegativität des Zählers. Damit ist auh der Ausdruk in der
Wurzel nihtnegativ, wir können also die Volatilität auf 


eindeutig mittels Formel (3.11)
ermitteln. 
Bei der praktishen Berehnung von Volatilitäten spielt diese Formel jedoh keine Rolle.
Dies hat drei Gründe. Zum einen hat man in der Realität Optionspreise niht auf einem
ganzen Gebiet 


gegeben, sondern in der Regel nur für einige diskrete Punkte (K
i
; T
j
),
1  i  n, 1  j  m, so daÿ wir die Ableitungen der Optionspreisfunktion u

(K; T )
niht kennen. Diese Ableitungen bzgl. K als auh bzgl. T sind der zweite Grund, weshalb
die Dupire-Formel zur direkten Berehnung von Volatilitäten niht geeignet ist. Selbst
wenn wir Optionspreise auf dem gesamten Gebiet 


gegeben haben, so erweist sih die
Berehnung von (K; T ) aufgrund der Berehnung von Ableitungen aus den Daten als
instabil gegenüber Datenfehlern, d.h. beliebig kleine Datenfehler können beliebig groÿe
Störungen in der Lösung verursahen (siehe z.B. [37, S.36℄).
Der dritte Punkt, der zu beahten ist, beruht auf der Tatsahe, daÿ wir im Falle 


6= 

zwar (K; T ) auf 


exakt ermitteln können, wir aber keinerlei Rükshlüsse auf das
Verhalten der Volatilität auf 
 n


ziehen können. Dieses wird jedoh benötigt, um z.B.
das direkte Problem (DP) exakt lösen zu können. Seien zum Beispiel zwei Volatilitäten

1
(K; T ) und 
2
(K; T ) auf 
 gegeben mit

1
(K; T ) = 
2
(K; T ); (K; T ) 2 


; 
1
(K; T )  
2
(K; T ); (K; T ) 2 
 n 


:
Berehnen wir die dazugehörigen Optionspreise u
1
(X

; t

; K; T ) bzw. u
2
(X

; t

; K; T )mit-
tels (3.5)-(3.6) auf 
, so läÿt sih mittels Maximumprinzips parabolisher Dierentialglei-
hungen (siehe [28, S.34.℄) leiht zeigen, daÿ gilt
u
1
(X

; t

; K; T )  u
2
(X

; t

; K; T ) auf 
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bzw.
u
1
(X

; t

; K; T ) = u
2
(X

; t

; K; T ) auf 
 () 
1
(K; T ) = 
2
(K; T ) auf 
:
Dieses Beispiel zeigt, daÿ es für die Lösung des direkten Problems (DP) notwendig ist,
die Funktion (K; T ) auf der gesamten Menge 
 zu kennen. Es reiht also niht aus,
die Volatilität auf dem Gebiet 


zu ermitteln, für das wir Optionspreisdaten u

(K; T )
gegeben haben.
Aus diesem Grund wollen wir dieses Problem in den nähsten Abshnitten analytish
etwas genauer untersuhen und alternative Möglihkeiten zur Lösung dieses Problems
angeben. Dabei werden wir vershiedene Fälle betrahten. Zunähst nehmen wir an, daÿ
die Volatilität eine rein zeitabhängige Funktion ist, d.h. sie wird niht durh den Assetpreis
beeinuÿt. Dann soll die umgekehrte Variante untersuht werden - die Volatilität hängt
vom Assetpreis, niht aber von der Zeit ab. Abshlieÿend wollen wir uns den allgemeinen
Fall, d.h. sowohl Abhängigkeit von der Zeit als auh vom Assetpreis, anshauen.
3.4 Historishe und implizierte Volatilitäten
In diesem Abshnitt wollen wir uns zunähst anshauen, wie das Problem der unbekannten
Volatilität in der Praxis gehandhabt wird. Zwei vershiedene Ansätze haben sih etabliert.
Dabei handelt es sih zum einen um die historishe und zum anderen um die implizierte
Volatilität. Letztere ndet man auh in der Literatur oft unter dem Namen implizite
Volatilität, wir wollen aber die Bezeihnung, wie sie z.B. in [27℄ verwendet wird, benutzen.
Diese entspriht einer korrekten Übersetzung des englishen Begris implied volatility.
In beiden Fällen geht man von einer konstanten Volatilität  aus. Im Gegensatz zu diesen
Begrien wird bei variablen Volatilitäten auh oft von lokalen Volatilitäten gesprohen.
Bei der historishen Volatilität wird Kursverlauf des Assetpreises X in den vergangenen
Tagen betrahtet und statistish ausgewertet. Wir gehen von der Annahme aus, daÿ der
Preis einer geometrishen Brownshen Bewegung mit konstanten Parametern  und 
folgt. Wir betrahten den gegebenen Assetpreis X = X
t
auf einem Intervall [T ; T ℄ der
Vergangenheit und setzen
t :=
T   T
n
; t
j
:= T + j t; j = 0; 1; : : : ; n:
Weiter berehnen wir die log-Renditen
R
j
:= ln

X
t
j
X
t
j 1

; j = 1; 2; : : : ; n:
Folgt der Assetpreis X einer geometrishen Brownshen Bewegung, so sind diese log-
Renditen fR
j
g normalverteilt mit dem Mittelwert (   
2
=2)t und der Varianz 
2
t.
Diese Parameter können mittels der gegebenen log-Renditen fR
j
g geshätzt werden. Wir
ermitteln mit
R :=
1
n
n
X
j=1
R
j
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eine Shätzung für den Mittelwert der log-Renditen und können damit eine Shätzung für
die gesuhte Volatilität  durh

hist
:=
v
u
u
t
1
(n  1)t
n
X
j=1
(R
j
  R)
2
angeben. In der Praxis wird das so gehandhabt, daÿ man die Shluÿkurse des Assets der
letzten n Tage betrahtet und die entsprehenden log-Renditen berehnet. Eine genauere
Beshreibung der Behandlung historisher Volatilitäten ist z.B. in [39, S.255 .℄ dargestellt.
Um die implizierten Volatilitäten zu bestimmen, werden dagegen gegebene Optionspreise
benutzt. Wir betrahten zu einem bestimmten Zeitpunkt t eine konkrete Option mit Ba-
sispreis K und Stihtag T . Der aktuelle Assetpreis X sowie der Marktzins r sind ebenfalls
gegeben. Die implizierte Volatilität 
im
wird jetzt so ermittelt, daÿ die Blak-Sholes-
Formel gerade für diese Volatilität unter diesen Voraussetzungen den gegebenen Option-
preis liefert. Praktish zeigt sih aber, daÿ Optionen mit untershiedlihen Basispreisen
und Stihtagen implizierte Volatilitäten liefern, die sih zum Teil deutlih untersheiden.
Dies maht deutlih, daÿ man davon ausgehen kann, daÿ es sih bei den Volatilitäten niht
um Konstanten handeln kann. Der Praktiker hilft sih damit, indem er sogenannte Vola-
tilitätsmatrizen anlegt, und Optionen mit untershiedlihen Basispreisen und Stihtagen
auh mit untershiedlihen Volatilitäten bewertet. Eine ausführlihe Darstellung ndet
man z.B. in [39, S.441 .℄. Diese, aus praktisher Siht hilfreihe Herangehensweise wider-
spriht jedoh der Modellannahme, daÿ der Assetkurs X einer geometrishen Brownshen
Bewegung mit einer konkreten konstanten Volatilität  folgt. Da die Ermittlung und Ver-
wendung implizierter Volatilitäten ein in der Praxis häug angewendetes Instrument ist,
um Optionspreise zu bestimmen, wollen wir diese Aufgabenstellung als inverses Problem
formulieren und aus mathematisher Siht etwas genauer untersuhen.
Dazu führen wir die folgende Bezeihnung ein.
Bezeihnung 3.4.1 Für X;K;  > 0 sowie ; r  0 denieren wir die Blak-Sholes-
Funktion
BS(X; ;K; r; ) :=

X (d
1
) K e
 r 
(d
2
);  > 0;
max(X  K; 0);  = 0;
mit
d
1
:=
ln
 
X
K

+
 
r +
1
2

2



p

; sowie d
2
:= d
1
  
p
 :
Bemerkung 3.4.1 In [12℄ ndet man eine alternative interessante Darstellung der Blak-
Sholes-Formel. Es wird gezeigt, daÿ gilt
BS(X; ;K; r; ) = max
 
X  K e
 r 
; 0

+
 K
2
e
 r 

Z
0
1
p


0
 
ln
 
X
K e
 r 

 
1
2

2


p

!
d:
Der Preis einer Option wird also zerlegt in einen von der Volatilität  unabhängigen
Wert, der gerade dem Preis einer Option auf eine risikolose Geldanlage (mit Zinssatz r)
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entspriht, und einen von  abhängigen Risikoaufshlag. Im Bezug auf die Ermittlung
implizierter Volatilitäten bringt diese Darstellung aus mathematisher Siht jedoh keine
Vorteile.
Jetzt können wir das inverse Problem der Ermittlung implizierter Volatilitäten exakt
formulieren. Wir gehen dabei davon aus, daÿ der Marktzins r bekannt ist.
Def. 3.4.1 (Ermittlung implizierter Volatilitäten) Zum Zeitpunkt t = t

sei der
aktuelle Assetpreis X

> 0 und der risikolose Zins r  0 bekannt. Auf einer Menge



 (0;1)  (t

;1) seien Optionspreise u

(K; T ) = u

(X

; t

; K; T ) für alle Paare
(K; T ) 2 


von Basispreisen K und Stihtagen T gegeben. Finde eine positive Funktion

im
(K; T ), so daÿ gilt
BS(X

; T   t

; K; r; 
im
(K; T )) = u

(K; T ); (K; T ) 2 


: (3.12)
In [1℄ wird gezeigt, daÿ wir mit Hilfe der Dupire-Formel (3.11) sowie der Blak-Sholes-
Funktion BS(X; ;K; r; ) zu gegebenen Daten u

(K; T ), (K; T ) 2 


, einen Zusammen-
hang zwishen lokaler Volatilität (K; T ), (K; T ) 2 


, als Lösung des inversen Problems
(IP) und der implizierten Volatilität 
im
(K; T ), (K; T ) 2 


, als Lösung von (3.12) her-
leiten können.
Um Aussagen über die Lösbarkeit der Gleihung (3.12) treen zu können, untersuhen
wir einige Eigenshaften der Funktion BS(X; ;K; r; ). Wir formulieren den folgenden
Satz (ohne Beweis).
Satz 3.4.1 Für die Funktion BS(X; ;K; r; ) gelten die folgenden Eigenshaften:
(i) Die Funktion BS(X; ;K; r; ) ist stetig für alle X;K;  > 0 und ; r  0.
(ii) Für feste X;K > 0 und ; r  0 gilt
lim
!0
BS(X; ;K; r; ) = max(X  K e
 r 
; 0)
sowie
lim
!1
BS(X; ;K; r; ) = X:
(iii) BS(X; ;K; r; ) ist bzgl.  stetig dierenzierbar, dabei ist
BS(X; ;K; r; )

= X 
0
(d
1
)
p
 > 0:
Bemerkung 3.4.2 Die Gröÿe BS= nennt man auh das Options-Vega. Sie ist eine
der sogenannten griehishen Buhstaben, die das Verhalten von Optionspreisen gegen-
über Veränderungen in den Parametern beshreiben. Sie spielen bei der Theorie des Ab-
siherns von Portfolios gegenüber Marktshwankungen eine wesentlihe Rolle (siehe z.B.
[39, S.307.℄).
Aus den Resultaten von Satz 3.4.1 lassen sih sofort folgende Aussagen bzgl. der Lösbarkeit
der Gleihung (3.12) ableiten.
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Folgerung 3.4.1 Die gegebenen Optionspreisdaten u

(K; T ) erfüllen die Arbitragebedin-
gung
max(X

 K e
 r (T t

)
; 0) < u

(K; T ) < X; (K; T ) 2 


: (3.13)
Dann existiert eine eindeutig bestimmte Funktion 
im
(K; T ) auf 


, welhe die Gleihung
(3.12) erfüllt, das in Def. 3.4.1 formulierte inverse Problem ist also eindeutig lösbar.
Die Arbitrageeigenshaft (3.13) ist niht nur hinreihend für die Existenz einer Lösung von
(3.12), sondern sogar auh eine notwendige Bedingung an die Daten. Verletzt die Daten-
funktion u

(K; T ) diese Bedingung (3.13) in einem Punkt (K; T ) 2 


, so kann für diesen
Punkt keine implizierte Volatilität 
im
(K; T ) > 0 ermittelt werden. Die Eindeutigkeit
einer Lösung ist in jedem Fall gesihert.
Wir wollen uns nun der Frage der Stabilität zuwenden. Dazu betrahten wir zwei gegebene
Optionspreisfunktionen u

i
(K; T ), i = 1; 2, und ermitteln die dazugehörigen implizierten
Volatilitäten 
i
im
(K; T ), i = 1; 2. Aufgrund des Mittelwertsatzes der Dierentialrehnung
gilt dann
ju

1
(K; T )  u

2
(K; T )j =
BS(X

; T   t

; K; r; ~(K; T ))




1
im
(K; T )  
2
im
(K; T )


für jedes (K; T ) 2 


mit
~(K; T ) 2

min
i=1;2

i
im
(K; T );max
i=1;2

i
im
(K; T )

:
Finden wir eine Konstante C, so daÿ wir für alle (K; T ) 2 


die Abshätzung
BS(X

; T   t

; K; r; ~(K; T ))

 C (3.14)
garantieren können, so erhalten wir mit
sup
(K;T )2





1
im
(K; T )  
2
im
(K; T )


 C
 1
sup
(K;T )2


ju

1
(K; T )  u

2
(K; T )j (3.15)
eine Stabilitätsaussage in der Supremumsnorm. Wir müssen also untersuhen, unter wel-
hen Voraussetzungen an die Daten bzw. 


wir die Existenz einer Konstanten C zeigen
können, so daÿ die Abshätzung (3.14) gewährleistet werden kann. Dazu betrahten wir
das Verhalten der Ableitung BS= für den Fall, daÿ einer der Parameter K,  bzw. 
gegen Null bzw. 1 geht. Die Ergebnisse formulieren wir in einem Hilfssatz.
Lemma 3.4.1 Es gelten die folgenden Grenzwerte:
(i) Für feste Parameter X; ; r;  > 0 gilt
lim
K!0
BS(X; ;K; r; )

= 0 bzw. lim
K!1
BS(X; ;K; r; )

= 0
(ii) Für feste Parameter X;K; r;  > 0 gilt
lim
!0
BS(X; ;K; r; )

= 0 bzw. lim
!1
BS(X; ;K; r; )

= 0:
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(iii) Für feste Parameter X;  > 0; K; r gilt
lim
!0
BS(X; ;K; r; )

=
8
<
:
X
1
p
2 
; X = K e
 r 
;
0; sonst;
bzw.
lim
!1
BS(X; ;K; r; )

= 0:
Nun können wir die zusätzlihen Voraussetzungen an die Menge 


und die Daten u

i
(K; T ),
i = 1; 2, formulieren, die eine Aussage der Gestalt (3.15) garantiert.
Folgerung 3.4.2 Die Menge 


sei beshränkt und für alle Paare (K; T ) 2 


gelten
zusätzlih die Voraussetzungen
0 < K
min
< K sowie t

< T
min
< T
für zwei Werte K
min
und T
min
. Es seien zum Zeitpunkt t

und Assetpreis X

zwei Op-
tionspreisfunktionen u

i
(K; T ), i = 1; 2, auf 


gegeben, welhe die Arbitragebedingung
(3.13) erfüllen. Zusätzlih existieren zwei Konstanten 
min
> 0 und 
max
> 0, so daÿ für
alle (K; T ) 2 


gilt
BS(X

; T   t

; K; r; 
min
)  u

i
(K; T )  BS(X

; T   t

; K; r; 
max
); i = 1; 2:
Seien 
i
im
(K; T ) die dazugehörigen Lösungen der Gleihung (3.12). Dann existiert eine
nur von 


, t

, X

, r, 
min
und 
max
abhängige Konstante C, so daÿ (3.15) gilt.
Dieses Ergebnis folgt aus der Tatsahe, daÿ wir unter diesen Voraussetzungen aufgrund
des Satzes von Weierstraÿ die Konstante C wählen können, indem wir
C
 1
:= min
(K;T;)2


[
min
;
max
℄
BS(X

; T   t

; K; r; )

> 0
setzen. Die Menge 


 [
min
; 
max
℄ ist unter den obigen Voraussetzungen kompakt im
R
3
.
Wie bereits erwähnt, widerspriht die Tatsahe, daÿ die implizierte Volatilität 
im
(K; T ) in
Abhängigkeit von Basiswert K und Stihtag T der entsprehenden Optionen variiert, der
Annahme, daÿ die Entwiklung des Assetkurses X = X
t
durh eine geometrishe Brown-
she Bewegung dargestellt werden kann. Aus diesem Grund wurde nah Möglihkeiten
gesuht, die ursprünglihe Modellierung des Assetkurses mittels geometrisher Brown-
sher Bewegung zu verbessern. Die in dieser Arbeit beshriebene Variante besteht darin,
daÿ wir die Parameter Drift und Volatilität niht als Konstanten, sondern als Funktionen
betrahten, die sowohl von der Zeit als auh vom Assetpreis selbst abhängen können.
Alternative Modellansätze wie die Betrahtung von Jump-Diusions-Prozessen oder sto-
hastishen Volatilitäten sind z.B. in [39, S.443 .℄ beshrieben. Mit diesen wollen wir uns
hier aber niht weiter beshäftigen.
Kapitel 4
Identikation zeitabhängiger
Volatilitäten
4.1 Formulierung des Problems
In diesem Kapitel wollen wir die Annahme treen, daÿ für die Volatilität  keine Abhän-
gigkeit bzgl. des Assetpreises X vorliegt, d.h. sie wird nur durh die Zeit beeinuÿt. Sei
die Volatilität (t) auf einem Intervall [0; T ℄ gegeben. Für eine Option mit Basispreis K
und Stihtag 0 < T  T kann der Preis u(X; t;K; T ) in Abhängigkeit vom Assetpreis X
und Zeitpunkt 0  t  T als Lösung des Cauhyproblems
8
<
:
u
t
=  
1
2
X
2

2
(t)

2
u
X
2
  r X
u
X
+ r u; (X; t) 2 (0;1) (0; T );
u(X; T;K; T ) = max(X  K; 0); X 2 (0;1);
(4.1)
dargestellt werden. Ist dagegen der gegebene Assetpreis X > 0 sowie der aktuelle Zeit-
punkt 0  t < T fest gewählt, so erhalten wir aus der Dupire-Gleihung (3.5) und der
dazugehörigen Anfangsbedingung (3.6) das Cauhyproblem
8
<
:
u
T
=
1
2
K
2

2
(T )

2
u
K
2
  r K
u
K
; (K; T ) 2 (0;1) (t; T );
u(X; t;K; t) = max(X  K; 0); K 2 (0;1);
(4.2)
mit dessen Hilfe wir Optionspreise u(X; t;K; T ) für beliebige Basispreise K > 0 und
Stihtage t  T  T berehnen können.
Sei x(t) := 
2
(t) > 0 hölderstetig auf [0; T ℄. Dann besitzen sowohl (4.1) als auh (4.2)
eindeutige (klassishe) Lösungen. Diese können wir auh explizit angeben. Sei wieder 
die Verteilungsfunktion der standardisierten Normalverteilung, dann läÿt sih mit
d
1
:=
ln
 
X
K

+ r(T   t) +
1
2
R
T
t

2
() d
q
R
T
t

2
() d
; d
2
:= d
1
 
s
Z
T
t

2
() d (4.3)
die Optionspreisfunktion u(X; t;K; T ) in Abhängigkeit vonX;K > 0 sowie 0  t < T  T
durh
u(X; t;K; T ) := X (d
1
) K e
 r(T t)
(d
2
) (4.4)
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berehnen. Dieses Resultat als Verallgemeinerung der Blak-Sholes-Formel (2.9) ndet
man in der Literatur auh unter dem Begri Merton-Formel. Den vollständigen Beweis
dieser Formel (4.3)-(4.4) ndet man z.B. in [48, S.71/72℄. Diese Darstellung hat darüber
hinaus einen weiteren Vorteil. Um Lösungen von (4.1) bzw. (4.2) garantieren zu können,
hatten wir die Hölderstetigkeit der Funktion (t) gefordert (siehe Abshnitt 2.2 bzw. 3.1).
Um eine Funktion u(X; t;K; T ) mittels (4.3)-(4.4) berehnen zu können, reiht es aus zu
fordern, daÿ die Volatilität (t) auf [0; T ℄ quadratish integrierbar und fast überall positiv
ist.
Wir führen die folgende Funktion ein.
Bezeihnung 4.1.1 Wir denieren mittels verallgemeinerter Blak-Sholes-Formel die
Funktion U
bs
: (0;1) [0;1) (0;1) [0;1)
2
 ! R durh:
U
bs
(X; ;K; r; s) :=

X (d
1
) K e
 r 
(d
2
) s > 0
max(X  K e
 r 
; 0) s = 0:
(4.5)
Dabei sei
d
1
:=
ln
 
X
K

+  r +
1
2
s
p
s
; d
2
:= d
1
 
p
s (4.6)
und (x) die Verteilungsfunktion der standardisierten Normalverteilung.
Mit Hilfe dieser Funktion lassen sih Optionspreise explizit berehnen.
Folgerung 4.1.1 Die Funktion
u(X; t;K; T ) := U
bs
(X; T   t;K; r; s(T )  s(t))
mit
s(T ) :=
T
Z
0

2
() d
stellt für jedes feste K > 0 und 0 < T  T die (eindeutige) Lösung des Cauhyproblems
(4.1) dar, d.h. sie gibt den fairen Preis einer Option mit Assetpreis X > 0, Basispreis
K > 0 und Stihtag T zum Zeitpunkt t  T bei gegebenem Marktzins r  0 sowie
bekannter zeitabhängiger Volatilität (T ), T 2 [t; T ℄, an.
Aus dieser Überlegung ergibt sih sofort eine weitere Shluÿfolgerung, die bei der For-
mulierung einer entsprehenden direkten bzw. inversen Fragestellung eine entsheidende
Rolle spielt.
Folgerung 4.1.2 Sei die Volatilität  eine Funktion der Zeit und es gelte (T ) > 0,
0  T  T , so hängt zu einem festen Zeitpunkt t  0 bei gegebenem Assetpreis X der
Optionspreis u(X; t;K; T ) für jeden Basispreis K > 0 und Stihtag t < T  T nur von
der L
2
-Norm
kk
2
L
2
(t;T )
:=
T
Z
t

2
() d
von  ab, niht aber vom eigentlihen Verlauf der Funktion (),  2 [t; T ℄.
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Wir wollen zur Operatorshreibweise übergehen. Dazu werden wir ein konkretes direktes
Problem der Optionspreisermittlung als (nihtlineare) Abbildung zwishen geeigneten Ba-
nahräumen formulieren und einen entsprehenden Operator denieren. Die dazugehörige
inverse Aufgabenstellung soll dann auh als Operatorgleihung angeben werden.
Zum aktuellen Zeitpunkt t = t

:= 0 betrage der Assetpreis gerade X

= X
t

> 0. Wir
wollen nun für einen festen Basispreis K > 0 die Optionspreise für alle Stihtage T auf
einem endlihen Intervall [0; T ℄ und vershiedene Volatilitäten berehnen. Der Einfahheit
halber setzen wir T := 1. Dann denieren wir F : D(F )  B
1
 ! B
2
durh die Abbildung
[F (x)℄(T ) := U
bs
0

X

; T;K; r;
T
Z
0
x() d
1
A
; T 2 [0; 1℄; (4.7)
zwishen den Banahräumen B
1
und B
2
. Die Wahl dieser Räume sowie des Denitionsbe-
reihes D(F ) diskutieren wir später. Wir werden bei der Untersuhung analytisher Eigen-
shaften des Operators F sehen, daÿ es sih als vorteilhaft erweist, anstelle der Volatilität
 das Quadrat x = 
2
der Volatilität als Argument dieser Abbildung zu verwenden.
Um zu sihern, daÿ der Ausdruk
s(T ) :=
T
Z
0
x() d; T 2 [0; 1℄;
wohldeniert ist, ist es zunähst hinreihend zu fordern, daÿ der Urbildraum B
1
(und damit
auh der Denitionsbereih D(F )) im Banahraum L
1
(0; 1) der integrierbaren Funktionen
enthalten sei. Dies ist insbesondere auh der Fall, wenn wir B
1
= C[0; 1℄ wählen. Bei den
Untersuhungen der Eigenshaften der Abbildung F werden wir uns auf die Raumpaare
B
1
= L
p
(0; 1), B
2
= L
q
(0; 1), 1  p; q < 1 bzw. B
1
= B
2
= C[0; 1℄ beshränken. In der
Regularisierungstheorie werden wir hauptsählih den Fall B
1
= B
2
= L
2
(0; 1) betrahten.
Da wir Volatilitäten vorausgesetzt haben, die von Null vershieden sind, denieren wir
die Menge
D
+
:=

x 2 L
1
(0; 1) : essinf
T2[0;1℄
x(T ) > 0

(4.8)
und wählen als Denitionsgebiet
D(F ) := D
+
\ B
1
:
Wir formulieren eine direkte Aufgabenstellung.
Def. 4.1.1 (Zeitabhängiges direktes Problem der Optionspreisbildung  (DP1))
Zum Zeitpunkt t

= 0 sei der aktuelle Assetpreis X

> 0 sowie der risikolose Zins r  0
bekannt. Die Volatilität  sei auf dem Intervall [0; T ℄ bekannt und es gelte 
2
2 D
+
. Für
einen festen Basispreis K > 0 sowie gegebenen risikolosen Zins r  0 ermitteln wir eine
Optionspreisfunktion
u(T ) := F (
2
)(T ) = U
bs
0

X

; T;K; r;
T
Z
0

2
() d
1
A
; T 2 [0; 1℄: (4.9)
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Nun wollen wir dazu ein inverses Problem angeben. Um den Parameter (T ), T 2 [0; 1℄, zu
bestimmen, benötigen wir Daten, die wir dem Finanzmarkt entnehmen können. Zu einem
Zeitpunkt t

= 0 und aktuellem Assetpreis X

> 0 wählen wir einen festen Basispreis
K > 0, für den Optionen mit vershiedenen Stihtagen T 2 (0; 1℄ gehandelt werden.
Zusätzlih verwenden wir die Information, daÿ eine Option mit Stihtag T = t

= 0 aus
Arbitragegründen zum Preis max(X

 K; 0) gehandelt werden würde. Die Preise dieser
Optionen wollen wir nun benutzen, um die Volatilität des Assets in dem Zeitintervall [0; 1℄
zu ermitteln. Wir wollen also die folgende Aufgabe betrahten:
Def. 4.1.2 (Zeitabhängiges inverses Problem der Optionspreisbildung  (IP1))
Zum Zeitpunkt t

= 0 sei der aktuelle Assetpreis X

> 0 sowie der risikolose Zins r  0
bekannt. Für die Stihtage T 2 [0; 1℄ seien Optionspreise u

(T ) = u(X

; 0; K; T ) für einen
festen Basispreis K > 0 gegeben. Wir suhen eine Volatilität  mit 
2
= x 2 D
+
, so daÿ
gilt
[F (x)℄(T ) = u

(T ); T 2 [0; 1℄: (4.10)
Alternativ wäre auh folgende Aufgabenstellung denkbar: wir betrahten gegebene Opti-
onspreise zu einem festen Stihtag T = 1 mit vershiedenen Basispreisen K 2 
  (0;1)
und versuhen jetzt, anhand dieser Daten die Volatilität zeitabhängig auf dem Intervall
[0; 1℄ zu rekonstruieren. Mit Hilfe der Folgerung 4.1.2 können wir nun jedoh zeigen, daÿ
es niht (eindeutig) möglih ist, aus Daten, die nur vom Basispreis abhängig sind, zeitab-
hängige Volatilitäten zu ermitteln. Es können zwei Fälle auftreten:
1. Wir nden ein s, so daÿ wir für gegebene Daten u

(K) = u(X

; 0; K; 1), K 2 
, die
Beziehung
u

(K) = U
bs
(X

; 1; K; r; s); 8K 2 
; (4.11)
erfüllt wird. Dann gibt es unendlih viele Lösungen , die als möglihe Parameter
in Frage kommen. Jede Funktion  mit 
2
2 D
+
sowie
kk
2
L
2
(0;1)
= s
stellt eine möglihe Lösung des obigen Problems (4.11) dar.
2. Wir nden kein solhes s, dann hat die Aufgabe keine Lösung.
Dies zeigt, daÿ es uns niht gelingen kann, zeitabhängige Volatilitäten zu ermitteln, in-
dem wir mehrere Daten mit gleihem Stihtag T > 0 und vershiedenen Basispreisen K
verwenden. Aus diesem Grund werden wir uns im weiteren mit dem Fall beshäftigen,
daÿ wir als Daten Optionspreise mit vershiedenen Stihtagen T 2 [0; 1℄ zu einem festem
Basispreis K > 0 gegeben haben.
4.2 Injektivität und Dekomposition des Operators F
Wir untersuhen Eigenshaften der Funktion U
bs
(X; ;K; r; s) in Abhängigkeit der Varia-
blen s und  . Diese werden wir bei den weiteren Betrahtungen immer wieder benötigen.
Es lassen sih die folgenden Aussagen treen.
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Satz 4.2.1 Die Funktion U
bs
ist bzgl. s und  stetig für alle s  0 und   0, und es
gelten für alle X;K > 0,   0 und s > 0 die folgenden Eigenshaften:
(i) U
bs
ist bezüglih s stetig dierenzierbar, und es gilt
U
bs
(X; ;K; r; s)
s
= 
0
(d
1
)X
1
2
p
s
> 0: (4.12)
(ii) U
bs
ist bezüglih  stetig dierenzierbar, und es gilt
U
bs
(X; ;K; r; s)

= rK e
 r 
(d
2
) > 0: (4.13)
(iii) Weiterhin gilt für die folgenden Grenzwerte
lim
s!0
U
bs
(X; ;K; r; s)
s
=

1; X = K e
 r 
;
0; sonst;
sowie lim
s!1
U
bs
= X: (4.14)
Dabei seien d
1
und d
2
wieder durh (4.6) deniert.
Beweis. Die Stetigkeit der Funktion U
bs
bzgl.  folgt sofort aus Formel (4.5) für alle
  0. Das gleihe gilt auh für die Stetigkeit bzgl. s für s > 0. Wir müssen lediglih noh
zeigen, daÿ gilt
lim
s!0
U
bs
(X; ;K; r; s) = max(X  K e
 r 
; 0):
Zuvor wollen wir die anderen Eigenshaften beweisen. Dazu bilden wir die Ableitung bzgl.
s.
U
bs
s
= X 
0
(d
1
)
d
1
s
 K e
 r 

0
(d
2
)
d
2
s
:
Es gilt wegen (4.6)
d
2
s
=
d
1
s
 
1
2
p
s
:
Weiterhin erhalten wir

0
(d
2
) =
1
p
2 
exp

 
d
2
2
2

=
1
p
2 
exp

 
(d
1
 
p
s)
2
2

=
1
p
2 
exp

 
d
2
1
2

exp

 
s
2

exp
 
d
1
p
s

= 
0
(d
1
) exp

 
s
2

exp

ln

X
K

+ r  +
s
2

= 
0
(d
1
) e
r 
X
K
: (4.15)
Dies setzen wir alles zusammen und es ergibt sih
U
bs
s
= X 
0
(d
1
)
d
1
s
 K e
 r 

0
(d
1
) e
r 
X
K

d
1
s
 
1
2
p
s

= 
0
(d
1
)X
1
2
p
s
> 0
unter den Voraussetzungen des Satzes. Damit ist der erste Teil der Behauptung bewiesen.
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Wir betrahten die zweite Aussage. Durh Dierenzieren von (4.5) nah  erhalten wir
U
bs

= X 
0
(d
1
)
d
1

+ rK e
 r 
(d
2
) K e
 r 

0
(d
2
)
d
2

:
Weiterhin gilt
d
1

=
d
2

=
r
p
s
:
Dies setzen wir ein und erhalten unter zusätzliher Verwendung der Beziehung (4.15)
U
bs

= X 
0
(d
1
)
r
p
s
+ rK e
 r 
(d
2
) X 
0
(d
1
)
r
p
s
= rK e
 r 
(d
2
):
Wir untersuhen die Grenzwerte. Es gilt
lim
s!0
U
bs
s
= lim
s!0

0
(d
1
)X
1
2
p
s
=
X
p
2 
lim
s!0
2
4
exp
0

 
1
2
 
ln
 
X
K

+ r 
p
s
+
1
2
p
s
!
2
1
A
1
2
p
s
3
5
=
X
p
2 
lim
s!0

exp

 

2
2 s

exp

 

2

exp

 
1
8
s

1
2
p
s

mit einer von s unabhängigen Variablen
 := ln

X
K

+ r : (4.16)
Weiterhin wissen wir
lim
s!0
exp

 
1
8
s

= 1; lim
s!0

exp

 

2
2 s

1
2
p
s

=

1;  = 0
0; sonst
;
wobei letzterer Grenzwert aus der Regel von l'Hospital folgt. Fassen wir dies zusammen,
erhalten wir die Behauptung
lim
s!0
U
bs
s
=

1; X = K e
 r 
0; sonst
:
Der Ausdruk  = 0 ist dabei oensihtlih äquivalent zur Bedingung X = K e
 r 
. Wir
betrahten den zweiten Grenzwert. Dieser folgt sofort aus der Tatsahe, daÿ gilt
lim
s!1
d
1=2
= lim
s!1

1
2
s
p
s
=  lim
s!1
1
2
p
s = 1
und folglih
(d
1
) = 1; bzw. (d
2
) = 0:
Durh Einsetzen in Formel (4.5) erhalten wir die Behauptung.
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Shlieÿlih wollen wir noh die Stetigkeit der Funktion U
bs
im Punkt s = 0 beweisen.
Dazu untersuhen wir
lim
s!0
d
1=2
= lim
s!0

1
2
s
p
s
=
8
<
:
+1  > 0
0  = 0
 1  < 0
;
wobei wir wieder  wie in (4.16) setzen. Demzufolge gilt
lim
s!0
(d
1=2
) =
8
<
:
1  > 0
1
2
 = 0
0  < 0
und damit
lim
s!0
U
bs
(X; ;K; r; s) = max(X  K e
 r 
; 0) = U
bs
(X; ;K; r; 0):
Die Funktion ist also auh im Punkt s = 0 stetig. 
Wir wollen nun einige Eigenshaften von F untersuhen, die bei der Lösung des inversen
Problems später eine wihtige Rolle spielen werden. Zunähst betrahten wir den Bild-
bereih F (D(F )), der für die geeignete Wahl des Bildraums B
2
von groÿem Interesse ist.
Danah weisen wir die Injektivität dieses Operators in entsprehenden Raumpaaren B
1
und B
2
nah. Dazu benötigen wir die folgenden zwei Lemmas.
Lemma 4.2.1 Die Menge F (D
+
) ist eine Teilmenge des C[0; 1℄, d.h. [F (x)℄(T ), T 2
[0; 1℄, ist für jedes x 2 D
+
eine stetige Funktion. Ist x stetig, dann ist F (x) sogar stetig
dierenzierbar.
Beweis. Die Behauptung folgt sofort aus der Kenntnis, daÿ für jedes Element x 2 L
1
(0; 1)
die Funktion
s(T ) :=
T
Z
0
x() d; T 2 [0; 1℄
stetig auf [0; 1℄ ist und der damit verbundenen Tatsahe, daÿ aus der Stetigkeit der Funk-
tion U
bs
(X; ;K; r; s) in  und s dann auh die Stetigkeit der Abbildung
T 7! U
bs
(X

; T;K; r; s(T )); T 2 [0; 1℄;
folgt. Ist x stetig, so besitzt s eine stetige Ableitung s
0
(T ) = x(T ), T 2 [0; 1℄. Die Stetigkeit
von F (x) folgt dann aus der in Satz 4.2.1 bewiesenen stetigen Dierenzierbarkeit von
U
bs
(X; ;K; r; s) bzgl. der Variablen  und s sowie der Kettenregel der Dierentiation. 
Lemma 4.2.2 Es seien zwei Funktionen x
i
2 D
+
, i = 1; 2, mit
kx
1
k
2
L
1
(0;T
0
)
> kx
2
k
2
L
1
(0;T
0
)
für ein T
0
2 (0; 1℄ gegeben. Dann gilt für X

> 0
[F (x
1
)℄(T
0
) > [F (x
2
)℄(T
0
):
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Beweis. Wir setzen
s
i
:=
T
0
Z
0
x
i
() d; i = 1; 2:
Folglih gilt s
1
> s
2
. Die Behauptung folgt dann unmittelbar aus der im Satz 4.2.1
bewiesenen Tatsahe, daÿ U
bs
(X; ;K; r; s) eine in s streng monoton wahsende Funktion
ist. 
Mit Hilfe dieses Lemmas 4.2.2 kann nun der folgende Satz bewiesen werden, der uns die
Eindeutigkeit von Lösungen der Gleihung (4.10) garantiert.
Satz 4.2.2 Der Operator F : D
+
 ! C[0; 1℄ ist injektiv, d.h. die Gleihung (4.10) besitzt
für gegebene Daten u

(T ), T 2 [0; 1℄, höhstens eine Lösung x 2 D
+
.
Beweis. Sei eine Funktion u

2 F (D
+
) gegeben, die nah Lemma 4.2.1 stetig ist. Ange-
nommen, es existieren zwei Elemente x
1
; x
2
2 D
+
, x
1
6= x
2
, so daÿ
[F (x
i
)℄(T ) = u

(T ); T 2 [0; 1℄; i = 1; 2; (4.17)
gilt. Da x
1
und x
2
vershieden sind, existiert mindestens ein T 2 [0; 1℄, so daÿ gilt
T
Z
0
x
1
() d 6=
T
Z
0
x
2
() d:
Dann folgt aber aus Lemma 4.2.2 für die stetigen Bilder F (x
i
), i = 1; 2, ebenfalls
[F (x
1
)℄(T ) 6= [F (x
2
)℄(T );
was wiederum im Widerspruh zu (4.17) steht. 
Bemerkung 4.2.1 Wir haben gezeigt, daÿ der unbekannte zeitabhängige Parameter (T ),
T 2 [0; 1℄, in dem Cauhyproblem (4.2) eindeutig durh zusätzlihe Daten bestimmt wird,
die wir an dem festen Punkt K über das ganze Zeitintervall [0; 1℄ ablesen können. Dies
ist ein Resultat, das wir niht auf beliebige Cauhyprobleme verallgemeinern können. Um
dies zu demonstrieren, betrahten wir das Cauhyproblem
u
t
  a(t)u
xx
= f(x; t); (x; t) 2 R  (0; 1℄
u(x; 0) = '(x); x 2 R:
Die eindeutige Identizierbarkeit des unbekannten Parameters a(t) auf (0; 1℄ durh zusätz-
lihe Daten
u(x
0
; t) = y(t); x
0
fest; t 2 (0; 1℄;
wie in unserem Fall, läÿt sih niht für beliebige Funktionen f(x; t), '(x) bzw. y(t) ga-
rantieren. Sei z.B. f(x; t)  0 , (x; t) 2 R  (0; 1℄, und '(x)  1, x 2 R. Dann hat das
obige Problem für y(t) 6 1, t 2 [0; 1℄, keine Lösung, während für y(t)  1, t 2 [0; 1℄ jede
beliebige Funktion a 2 D
+
als Lösung in Frage kommt (siehe auh [6℄). Weitere Beispiele
für das Verletztsein der Eindeutigkeit ndet man in [5℄.
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Wir können nun eine Dekomposition von F angeben. Diese ermögliht uns, das inverse
Problem (4.10) in zwei Teilprobleme zu zerlegen, zu denen wir Aussagen über die (stabile)
Lösbarkeit mahen können. Auÿerdem werden wir mit Hilfe dieser Dekomposition einen
Lösungsalgorithmus formulieren und entsprehende Bedingungen an die Daten u

(T ),
T 2 [0; 1℄, angeben, unter denen die einzelnen Teilshritte lösbar sind. Die numerishe
Realisierung werden wir in einem der nähsten Abshnitte diskutieren und anhand einiger
Beispielrehnungen demonstrieren.
Wir wählen (in Abhängigkeit von den Räumen B
1
und B
2
) einen Banahraum B
3
und
zerlegen F nun in einen linearen Volterrashen Integraloperator A : D(A)  B
1
 ! B
3
(D(A) := D(F ) = D
+
\ B
1
) gegeben durh
[Ax℄ (T ) := s(T ) =
T
Z
0
x() d; T 2 [0; 1℄; (4.18)
sowie einen nihtlinearen Operator G : A(D(A))  B
3
 ! B
2
, der mit Hilfe der Formel
(4.5) durh die Abbildungsvorshrift
[G(s)℄(T ) := U
bs
(X

; T;K; r; s(T )); T 2 [0; 1℄; (4.19)
deniert wird, d.h. es gilt
F = G(A): (4.20)
Mit den bis hierher gesammelten Kenntnissen wollen wir den ersten Algorithmus zur
Lösung des inversen Problems (IP1) etwas umformulieren, um dann die Lösbarkeit der
einzelnen Teilshritte zu untersuhen und gegebenenfalls Bedingungen für die Lösbarkeit
an die Daten u

(T ), T 2 [0; 1℄, formulieren.
Algorithmus:
1. Wir bestimmen eine Funktion s(T ), T 2 [0; 1℄, aus der nihtlinearen Gleihung
G(s) = u

durh Lösen einer Familie von Gleihungen
U
bs
(X

; T;K; r; s(T )) = u

(T ); T 2 [0; 1℄: (4.21)
2. Wir suhen eine Lösung der linearen Volterrashen Integralgleihung Ax = s, d.h.
wir lösen
T
Z
0
x() d = s(T ); T 2 [0; 1℄: (4.22)
3. Ist diese Lösung x(T ), T 2 [0; 1℄, positiv, so erhalten wir dann mit
(T ) :=
p
x(T ); T 2 [0; 1℄;
eine Lösung unserer Aufgabe (IP1).
4.3 Existenzaussagen im Falle glatter Daten
Wir wollen uns nun mit der Existenz von Lösungen der Operatorgleihung (4.10) beshäf-
tigen. Dafür setzen wir Eigenshaften der Daten u

(T ), T 2 [0; 1℄, voraus, die sih aus
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der Arbitragefreiheit des Marktes ergeben. Wir führen die folgende Denition ein, welhe
die Bedingungen, die wir an die Daten stellen, einmal genau formuliert (siehe dazu auh
Behauptung 2.2.3).
Def. 4.3.1 Eine Optionspreisfunktion ~u(T ) = u(X; 0; K; T ), T  0, erfülle für gegebe-
nen Assetpreis X > 0 und Basispreis K > 0 die Arbitragebedingung (A1) falls sie den
folgenden Voraussetzungen genügt:
(i) ~u(T ) ist stetig und streng monoton wahsend.
(ii) Es gelten die Bedingung ~u(0) = max(X  K; 0) sowie die Abshätzung
max(X  K e
 r T
; 0) < ~u(T ) < X; T > 0:
Insbesondere Lemma 3.3.1 zeigt, daÿ wir durh geshikte Portfoliokonstruktionen weitere
Eigenshaften von Optionspreisen in Abhängigkeit vom Stihtag aus der Arbitragefreiheit
ableiten können. Wir wollen uns mit den hier angegebenen Eigenshaften zunähst zufrie-
den geben. Die in Lemma 3.3.1 bewiesene Aussage wird später aber noh eine wihtige
Rolle spielen.
Um nun die Frage der Existenz von Lösungen zu klären, benutzen wir die in (4.20) darge-
stellte Zerlegung des Operators F . Wir betrahten zunähst das nihtlineare Teilproblem,
d.h. wir untersuhen das Lösungsverhalten der Gleihung
[G(s)℄(T ) = u

(T ); T 2 [0; 1℄; (4.23)
für gegebene Daten u

(T ), T 2 [0; 1℄. Wir werden sehen, daÿ wir unter gewissen Vor-
aussetzungen an die Daten die eindeutige Existenz einer Lösung dieser Gleihung zeigen
können. Wir formulieren eine erste Aussage.
Satz 4.3.1 Die gegebene Optionspreisfunktion u

(T ), T 2 [0; 1℄, erfülle die Arbitrage-
bedingung (A1). Dann existiert genau eine Funktion s(T ), T 2 [0; 1℄, die die Gleihung
(4.23) erfüllt. Diese Lösung s(T ) ist stetig auf [0; 1℄, positiv auf (0; 1℄, und es gilt s(0) = 0.
Beweis. Da u

(T ), T 2 [0; 1℄, die Arbitragebedingungen erfüllt, gelten für jedes T > 0
die Abshätzungen
max(X

 K e
 r T
; 0) < u

(T ) < X

;
insbesondere auh auf dem Intervall (0; 1℄. Nah Satz 4.2.1 gilt für die dort näher betrah-
tete Funktion U
bs
(X; ;K; r; s) ebenfalls
max(X

 K e
 r T
; 0)  U
bs
(X

; T;K; r; s) < X

für jedes T 2 [0; 1℄, wobei diese Abshätzungen die jeweiligen Grenzwerte für s! 0 bzw.
s!1 bilden. Da diese Funktion bzgl. s für jedes feste T streng monoton wahsend und
stetig ist, so können wir für jedes T 2 (0; 1℄ ein eindeutiges s = s(T ) > 0 nden, so daÿ
gilt
U
bs
(X

; T;K; r; s(T )) = u

(T ):
Betrahtet man die Funktion U
bs
(X; ;K; r; s) für feste X, K und r lediglih als Funktion
von  und s, so ist diese nah Satz 4.2.1 in beiden Variablen stetig und bzgl. s streng
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monoton wahsend. Nah dem Satz über implizite Funktionen (siehe [25, S. 421, Satz1℄)
ist die somit (punktweise) ermittelte Funktion s(T ) auf dem Intervall (0,1℄ auh stetig.
Wir weisen die Beshränktheit dieser Lösung nah. Da u

(T ) aus Arbitragegründen für
X > 0 in T streng monoton wahsend ist, existiert eine Konstante u

max
= u

(1), so daÿ
gilt
u

(T )  u

max
< X

; T 2 [0; 1℄:
Wir setzen T := 0 und suhen ein s, so daÿ gilt
U
bs
(X

; 0; K; r; s) = u

max
:
Dieses existiert und ist endlih. Da U
bs
(X; ;K; r; s) bzgl.  streng monoton wahsend ist,
so gilt
U
bs
(X

; T;K; r; s)  U
bs
(X

; 0; K; r; s) = u

max
 u

(T )
für alle T 2 [0; 1℄. Da die Funktion U
bs
(X; ;K; r; s) bzgl. s ebenfalls streng monoton
wahsend ist, folgt daraus
s(T )  s; 8T 2 [0; 1℄:
Also haben wir mit s eine obere Shranke für die Funktion s(T ), T 2 [0; 1℄, gefunden.
Wir zeigen nun, daÿ gilt
lim
T!0
s(T ) = 0 sowie s(0) = 0:
Letztere Aussage folgt aus der Beziehung U
bs
(X

; 0; K; r; 0) = max(X

  K; 0) = u

(0),
wobei die zweite Gleihheit aus der Arbitragebedingung (A1) folgt. Damit ist auh die
Existenz und Eindeutigkeit einer Lösung von (4.23) bewiesen. Den Beweis der ersten Be-
hauptung führen wir indirekt. Ist diese Aussage falsh, so existiert wegen der Beshränkt-
heit der Funktion s(T ), T 2 [0; 1℄, eine Folge T
1
> T
2
> : : : > 0 mit T
j
! 0 für j ! 1,
so daÿ gilt
lim
j!1
s(T
j
) = s^ 6= 0:
Wir betrahten die dazugehörigen Optionspreise u

(T
j
). Dann können wir aber daraus
lim
j!1
u

(T
j
) = lim
j!1
U
bs
(X

; T
j
; K; r; s(T
j
))
= U
bs
(X

; 0; K; r; s^)
> U
bs
(X

; 0; K; r; 0)
= max(X

 K; 0)
= u

(0);
ableiten, wobei wir wieder die strenge Monotonie der Funktion U
bs
bzgl. s benutzen. Dies
würde aber imWiderspruh zur Voraussetzung stehen, daÿ die Datenfunktion u

(T ) stetig
auf [0; 1℄ sei. Demzufolge gilt lim
T!0
s(T ) = 0 und folglih die Stetigkeit der Funktion s(T )
auf dem gesamten Intervall [0; 1℄. 
Im Beweis des Satzes haben wir gezeigt, daÿ sih die Funktion s(T ), T 2 [0; 1℄, punktweise
auf dem Intervall [0; 1℄ eindeutig ermitteln läÿt. Um später Aussagen über die Existenz
einer nihtnegativen Ableitung dieser Funktion treen zu können, ist es interessant zu
untersuhen, ob und unter welhen Voraussetzungen s(T ), T 2 [0; 1℄, monoton wah-
send ist. Es zeigt sih, daÿ die in Satz 4.3.1 formulierten Voraussetzungen an die Daten
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u

(T ), T 2 [0; 1℄, niht ausreihend sind. Die Bedingung der strengen Monotonie an die
Daten muÿ dahingehend vershärft werden, daÿ wir einen Mindestanstieg fordern. Eine
entsprehende Aussage hatten wir bereits in Lemma 3.3.1 nahgewiesen, als wir mittels
Arbitrageargumentation die Eigenshaft
u(X; t;K; T )
T
  K r
u(X; t;K; T )
K
(4.24)
für (dierenzierbare) Optionspreisfunktionen u(X; t;K; T ) hergeleitet hatten. Man beah-
te dabei, daÿ u=K stets negativ ist. Da die gegebenen Daten aber nur von T abhängen,
läÿt sih a-priori diese Eigenshaft niht überprüfen. Dies ändert sih, wenn wir die zu
den Daten u

(T ), T 2 [0; 1℄, gehörende Funktion s(T ), T 2 [0; 1℄, ermittelt haben. Mit
Hilfe dieser Funktion lassen sih nun mit der Optionspreisformel (4.5)-(4.6) Optionspreise
für alle möglihen Assetpreise X > 0, Basispreise K > 0 und Stihtage T  1 berehnen.
Insbesondere können wir dann auh die Ableitungen nah diesen Parametern ermitteln.
Es gilt z.B.
U
bs
(X; ;K; r; s)
K
=  e
 r 
(d
2
); K > 0:
Mittels dieser Überlegung können wir formal eine Ableitung der Daten u

(T ), T 2 [0; 1℄,
bzgl. K denieren.
Def. 4.3.2 Es sei eine Optionspreisfunktion ~u(T ) = u(X; 0; K; T ), T 2 [0; 1℄, zum ak-
tuellen Assetpreis X > 0 mit Basispreis K > 0 und Marktzins r gegeben, die die Arbi-
tragebedingung (A1) erfüllt. Sei s(T ), T 2 [0; 1℄, die dazugehörige Lösung der Gleihung
(4.23). Dann setzen wir
~u(T )
K
:=
U
bs
(X; T;K; r; s(T ))
K
=  e
 r T
(d
2
); T 2 [0; 1℄;
wobei sih d
2
wieder aus Formel (4.6) ergibt.
Mit Hilfe dieser Denition und der zusätzlihen Voraussetzung der Dierenzierbarkeit der
Daten läÿt sih nun mittels (4.24) eine weitere Forderung an die Daten stellen, die aus
der Arbitragefreiheit des Marktes folgt.
Def. 4.3.3 Eine Optionspreisfunktion ~u(T ) = u(X; 0; K; T ), T  0, erfülle für gegebenen
Assetpreis X > 0 und Basispreis K > 0 die Arbitragebedingung (A2), falls sie zusätzlih
zu der Arbitragebedingung (A1) die folgenden Voraussetzungen erfüllt:
(i) ~u(T ), T  0, ist stetig dierenzierbar.
(ii) Es gelte die Ungleihung
~u
0
(T ) +
~u(T )
K
rK  0; T 2 [0; 1℄: (4.25)
Wir werden nun beweisen, daÿ diese Eigenshaft der Daten ausreihend ist, ein monotones
Wahstum der Lösung s(T ), T 2 [0; 1℄, der Gleihung (4.23) zu garantieren.
Satz 4.3.2 Die Datenfunktion u

(T ), T 2 [0; 1℄, erfülle die Arbitragebedingung (A2). Sei
s(T ), T 2 [0; 1℄, die dazugehörige Lösung der Gleihung (4.23). Dann ist die Funktion
s(T ) auf [0; 1℄ monoton wahsend. Gilt in (4.25) die strenge Ungleihheit auf [0; 1℄, so ist
s(T ), T 2 [0; 1℄, sogar streng monoton wahsend.
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Beweis. Wir bilden die Ableitung der Gleihung (4.21) nah T . Dabei erhalten wir
(u

)
0
(T ) =
U
bs
(X

; T;K; r; s(T ))
T
+
U
bs
(X

; T;K; r; s(T ))
s
s
0
(T ):
Benutzen wir die Beziehungen (i) und (ii) aus Satz 4.2.1, so können wir daraus
(u

)
0
(T ) = rK e
 r T
(d
2
) +
U
bs
(X

; T;K; r; s(T ))
s
s
0
(T )
bzw.
s
0
(T ) =

U
bs
(X

; T;K; r; s(T ))
s

 1

(u

)
0
(T )  rK e
 r T
(d
2
)

(4.26)
folgern (die Ableitung s
0
(T ) existiert nah dem Satz über implizite Funktionen auf (0; 1℄).
Desweiteren gilt
u

(T )
K
=
U
bs
(X

; T;K; r; s(T ))
K
=  e
 r T
(d
2
): (4.27)
Setzen wir (4.26) und (4.27) zusammen, so erhalten wir
s
0
(T ) =

U
bs
(X

; T;K; r; s(T ))
s

 1

(u

)
0
(T ) + r K
u

(T )
K

:
Der Ausdruk (U
bs
=s)
 1
ist für s > 0 positiv und die Summe in der Klammer ist nah
Voraussetzung nihtnegativ. Daraus können wir die Eigenshaft s
0
(T )  0 für T > 0
ableiten, bei der Funktion s(T ) handelt es sih also um eine monoton wahsende Funk-
tion. Unter der Zusatzvoraussetzung, daÿ in (4.25) die ehte Ungleihheit gilt, folgt die
Positivität von s
0
(T ), T > 0, und damit die strenge Monotonie von s(T ), T 2 [0; 1℄. 
Shwierigkeiten bereiten dagegen Untersuhungen, ob und unter welhen (eventuell zu-
sätzlihen) Bedingungen an die Daten u

(T ), T 2 [0; 1℄, eine Lösung der linearen Integral-
gleihung (4.22) existiert. Insbesondere treten Probleme im Punkt T = 0 auf. Shlieÿen
wir jedoh die Null aus dem Denitionsgebiet aus, so läÿt sih der folgende Satz beweisen.
Satz 4.3.3 Die gegebene Optionspreisfunktion u

(T ), T 2 [0; 1℄, erfülle die Vorausset-
zungen von Satz 4.3.2 und s(T ), T 2 [0; 1℄, sei (die eindeutige) Lösung von (4.23). Dann
existiert genau eine nihtnegative Funktion x(T ), T 2 (0; 1℄, so daÿ gilt
[Ax℄(T ) = s(T ); T 2 (0; 1℄: (4.28)
Darüber hinaus ist x(T ) stetig für T 2 (0; 1℄ und es gilt x 2 L
1
(0; 1). Ist in (4.25) die
strenge Ungleihheit erfüllt, so ist x(T ), T 2 (0; 1℄, sogar positiv.
Beweis. Die Existenz einer stetigen Ableitung s
0
(T ) von s(T ) auf dem Intervall (0; 1℄
hatten wir bereits im Beweis von Satz 4.3.2 durh die Formel (4.26) nahgewiesen. Wir
müssen noh zeigen, daÿ s
0
2 L
1
(0; 1) gilt und eine Lösung der Gleihung (4.28) darstellt.
Die damit erhaltene Lösung x(T ) = s
0
(T ), T 2 (0; 1℄, wäre dann auh eindeutig, da der
Kern des linearen Operators A trivial
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Die Funktion s(T ) ist nah Satz 4.3.2 monoton wahsend. Wegen [54, Satz 4 und 5,
S.236.℄ existiert s
0
(T ) 2 L
1
(0; 1) und es gilt
T
Z
0
s
0
() d  s(T )  s(0) = s(T ); T 2 (0; 1℄:
Dabei verwenden wir, daÿ wir in Satz 4.3.1 die Beziehung s(0) = 0 nahgewiesen hatten.
Wir müssen also noh die Gleihheit zeigen. Dazu betrahten wir
f(T ) :=






T
Z
0
s
0
() d   s(T )






; T 2 (0; 1℄:
Wir wählen 1 > " > 0 beliebig und zerlegen das Integral. Da s
0
(T ) stetig auf ["; 1℄ ist,
können wir den Hauptsatz der Dierential- und Integralrehnung anwenden und erhalten
f(T ) =






"
Z
0
s
0
() d +
T
Z
"
s
0
() d   s(T )






=






"
Z
0
s
0
() d + s(T )  s(")  s(T )






=






"
Z
0
s
0
() d   s(")






; 8 " > 0; 8T > ":
Wählen wir ein festes " > 0 und variieren T , so folgt aus der Tatsahe, daÿ die rehte
Seite unabhängig von T ist, die Eigenshaft f(T )  onst: auf ["; 1℄. Da dies für alle " > 0
gilt, folgt f(T )  onst: auf (0; 1℄. Andererseits muÿ der Wert der rehten Seite auh
unabhängig von " sein. Demzufolge gilt
f(T ) = lim
"#0






"
Z
0
s
0
() d   s(")






= j0  0j = 0; T 2 (0; 1℄:
Damit ist der Satz bewiesen. 
Anhand eines einfahen Beispieles können wir zeigen, daÿ wir niht garantieren können,
daÿ x 2 C[0; 1℄ gilt. Dazu betrahten wir die Funktion
s(T ) :=
p
T ; T 2 [0; 1℄; (4.29)
und berehnen
u(T ) := U
bs
(X

; T;K; r; s(T )); T 2 [0; 1℄;
für feste positive Werte von X

, K und r. Die somit erhaltene Funktion ist monoton
wahsend, stetig dierenzierbar und erfüllt auh die Voraussetzungen (ii) der Arbitrage-
bedingungen (A1) sowie (A2). Es ist also möglih, die Funktion (4.29) als Lösung der
Gleihung (4.23) zu erhalten. Für jedes " > 0 gilt nun oensihtlih s
0
2 C["; 1℄ aber
s
0
62 C[0; 1℄. Allerdings ist s
0
2 L
1
(0; 1).
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Fassen wir die Sätze 4.3.1 und 4.3.3 zusammen, so können wir unter den entsprehenden
Voraussetzungen auf die eindeutige Existenz einer Lösung x 2 L
1
(0; 1) der Gleihung
[F (x)℄(T ) = u

(T ); T 2 [0; 1℄;
shlieÿen. Mit Hilfe des Satzes 4.3.2 haben wir nahgewiesen, daÿ diese Funktion bei
Arbitragefreiheit des Marktes nihtnegativ ist. Unter der zusätzlihen Voraussetzung der
strengen Ungleihheit in (4.25) konnte sogar die Positivität dieser Funktion auf (0; 1℄
gezeigt werden. Es konnte jedoh niht nahgewiesen werden, daÿ x 2 D(F ) = D
+
gilt.
Grund dafür ist die Tatsahe, daÿ wir den Fall
lim
T!0
x(T ) = 0
für eine Lösung von (4.28) niht ausshlieÿen konnten.
Die Forderung der stetigen Dierenzierbarkeit stellt eine starke Voraussetzung an die
Daten dar. Diese liefert Lösungen x(T ), T 2 [0; 1℄, von (4.10), die zumindest auf dem
Intervall (0; 1℄ stetig sind. Diese Forderung kann dahingehend abgeshwäht werden, daÿ
wir statt stetiger Dierenzierbarkeit lediglih die absolute Stetigkeit der Funktion u

(T ),
T 2 [0; 1℄, voraussetzen. Dann kann durh analoge Überlegungen die Lösbarkeit von (4.10)
unter obigen Voraussetzungen mit entsprehenden (fast überall nihtnegativen) Lösungen
x = s
0
2 L
1
(0; 1) durh Formel (4.26) nahgewiesen werden, die niht mehr stetig auf
(0; 1℄ sein müssen.
4.4 Dierenzierbarkeit des Operators der direkten Auf-
gabe
Wir wollen nun untersuhen, unter welhen Voraussetzungen der nihtlineare Operator
F : D(F )  B
1
 ! B
2
(Fréhet-)dierenzierbar ist. Dazu untersuhen wir zunähst die
Dierenzierbarkeit des Operators G. Den Denitionsbereih D(G) shränken wir dabei
auf
D
+
0
:= fs 2 C[0; 1℄ : s(0) = 0; s(T ) > 0 für T 2 (0; 1℄g (4.30)
ein und verwenden die Tatsahe, daÿ A(D
+
)  D
+
0
gilt.
Satz 4.4.1 Sei X

6= K, D(G) := D
+
0
. Dann ist G : D(G)  C[0; 1℄  ! C[0; 1℄ in
jedem Punkt s
0
2 D(G) Gâteaux-dierenzierbar und für die Gâteaux-Ableitung G
0
(s
0
),
h 2 C[0; 1℄, sowie
g(T ) :=
8
<
:
U
bs
(X

; T;K; r; s
0
(T ))
s
; T 2 (0; 1℄;
0; T = 0;
(4.31)
gilt
[G
0
(s
0
) h℄(T ) := g(T ) h(T ); T 2 [0; 1℄: (4.32)
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Beweis. Es seien s; s
0
2 D(G) gegeben. Wir setzen h := s  s
0
. Aus der Konvexität von
D(G) folgt, daÿ auh s
0
+ " h 2 D(G) für " 2 (0; 1). Dann gilt für T > 0
[G
0
(s
0
) h℄(T ) := lim
"!0
[G(s
0
+ " h℄(T )  [G(s
0
)℄(T )
"
= lim
"!0
U
bs
(X

; T;K; r; s
0
(T ) + " h(T ))  U
bs
(X

; T;K; r; s
0
(T ))
" h(T )
h(T )
=
U
bs
(X

; T;K; r; s
0
(T ))
s
h(T ):
Für X

6= K gilt wegen s
0
(T )! 0 für T ! 0 nah Satz 4.2.1 (iii) gerade
lim
T!0
U
bs
(X

; T;K; r; s
0
(T ))
s
= 0:
Damit haben wir die Existenz einer Rihtungsableitung G
0
(s
0
) h für alle zulässigen Rih-
tungen h nahgewiesen, die die entsprehende Gestalt (4.31)-(4.32) besitzt. Diese Deniti-
on von G
0
(s
0
) erweitern wir nun auf beliebige h 2 C[0; 1℄. Um die Gâteaux-Dierenzierbar-
keit von G nahzuweisen, müssen wir noh zeigen, daÿ der dadurh denierte lineare
Operator G
0
(s
0
) eine stetige Abbildung in C[0; 1℄ ist. Wegen der Stetigkeit der Funktion
U
bs
(X; ;K; r; s)=s in s und  und der Stetigkeit von s
0
ist auh g stetig auf [0; 1℄ und
folglih auh beshränkt. Für den Multiplikationsoperator G
0
(s
0
) gilt dann
kG
0
(s
0
)k
L(C[0;1℄)
:= kgk
C[0;1℄
= max
T2[0;1℄
jg(T )j <1
Also ist G
0
(s
0
) tatsählih die Gâteaux-Ableitung von G im Punkt s
0
. 
Die Voraussetzung X

6= K ist notwendig für Gâteaux-Dierenzierbarkeit von G auf
D(G). Dies zeigt das folgende Lemma.
Lemma 4.4.1 Sei X

= K und D(G) := D
+
0
. Dann ist G : D(G)  C[0; 1℄  ! C[0; 1℄
in keinem Punkt s
0
2 D(G) Gâteaux-dierenzierbar.
Beweis. Sei s
0
2 D(G) eine beliebige Funktion. Existiert die Gâteaux-Ableitung G
0
(s
0
)
in s
0
, so hat sie nah Satz 4.4.1 für T > 0 die Gestalt
[G
0
(s
0
) h℄(T ) := g(T ) h(T ); g(T ) :=
U
bs
(X

; T;K; r; s
0
(T ))
s
:
Wir zeigen: für jede Funktion s
0
2 D(G) gilt
lim
T!0
g(T ) =1:
Dann ist jedoh G
0
(s
0
) keine stetige Abbildung von C[0; 1℄ nah C[0; 1℄ und folglih ist G
in s
0
niht Gâteaux-dierenzierbar.
Sei also s
0
:= Ax
0
für ein beliebiges x
0
2 D
+
. Nah Denition von D
+
existiert
 := ess inf
T2[0;1℄
x
0
(T ) > 0:
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Dann gilt aber auh s
0
(T )   T , T 2 [0; 1℄. Folglih erhalten wir wegen
ln

X

K

= ln 1 = 0
und s
0
(T )! 0 für T ! 0 shlieÿlih




U
bs
(X

; T;X

; r; s
0
(T ))
s




= 
0
(d
1
)
X

2
p
s
0
(T )
=
X

2
p
2  s
0
(T )
exp

 
(r T +
1
2
s
0
(T ))
2
2 s
0
(T )

=
X

2
p
2  s
0
(T )
exp

 
r
2
T
2
2 s
0
(T )
 
r T
2
 
1
8
s
0
(T )


X

2
p
2  s
0
(T )
exp

 
r
2
T
2
2 s
0
(T )


X

2
p
2  s
0
(T )
exp

 
r
2
T
2 

 !1
für T ! 0 . 
Nun wollen wir die Fréhet-Dierenzierbarkeit von G untersuhen. Dazu benötigen wir
die folgende wihtige Aussage.
Lemma 4.4.2 Sei X

6= K und es gelte eine der beiden Bedingungen
(i) D(G) := fs 2 C[0; 1℄ : s(0) = 0; s(T )   T für T 2 (0; 1℄g für eine Konstante
 > 0 oder
(ii) K 62 [X

; X

e
r
℄ und D(G) := D
+
0
.
Wir setzen für s
0
2 D(G)
g(T ) :=
(
U
bs
(X

; T;K; r; s
0
(T ))
s
T 2 (0; 1℄
0 T = 0;
(4.33)
sowie
~g(T ) :=
8
<
:

2
U
bs
(X

; T;K; r; s
0
(T ))
s
2
T 2 (0; 1℄
0 T = 0;
: (4.34)
Dann sind g und ~g stetige Funktionen auf [0; 1℄ und es existieren zwei von s
0
unabhängige
Konstanten C <1 und L <1, so daÿ gilt
kgk
C[0;1℄
 C; und k~gk
C[0;1℄
 L: (4.35)
Beweis. Die Stetigkeit von g hatten wir bereits in Satz 4.4.1 bewiesen. Weiterhin gilt




U
bs
(X

; T;K; r; s)
s




=
X

2
p
2  s
exp
 
 

ln
 
X

K

+ r T +
1
2
s

2
2 s
!
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=
X

2
p
2  s
exp
 
 

ln
 
X

K

+ r T

2
2 s
 
ln
 
X

K

+ r T
2
 
s
8
!

X

2
p
2  s
exp
 
 

ln
 
X

K

+ r T

2
2 s
!
exp
 
 
ln
 
X

K

+ r T
2
!

r
X

K
8  s
exp
 
 

ln
 
X

K

+ r T

2
2 s
!
:
Sei nun (i) erfüllt. Wir setzen
M

:= f(T; s) 2 [0; 1℄ (0;1) : s   Tg:
Dann gilt für (T; s) 2 M

exp
 
 

ln
 
X

K

+ r T

2
2 s
!
= exp
 
 
ln
 
X

K

2
+ 2 r T ln
 
X

K

+ r
2
T
2
2 s
!
 exp
 
 
ln
 
X

K

2
2 s
!
exp
 
 
r ln
 
X

K


!
exp

 
r
2
T
2 



K
X


r

exp
 
 
ln
 
X

K

2
2 s
!
:
Wegen X

6= K gilt
lim
s!0
1
p
s
exp
 
 
ln
 
X

K

2
2 s
!
= 0 = lim
s!1
1
p
s
exp
 
 
ln
 
X

K

2
2 s
!
:
Da U
bs
=s stetig für alle T 2 [0; 1℄ und s > 0 ist, so existiert
C := sup
(T;s)2M





U
bs
(X

; T;K; r; s)
s




<1:
Aus (i) folgt für beliebige s
0
2 D(G) aber gerade
(T; s(T )) 2 M

; 8T 2 [0; 1℄;
und folglih
kgk
C[0;1℄
:= max
T2[0;1℄




U
bs
(X

; T;K; r; s
0
(T ))
s




 C:
Ist dagegen (ii) erfüllt, so ist
~ := ln

X

K

+ r T 6= 0 für T 2 [0; 1℄
und es gilt entsprehend
lim
s!0
1
p
s
exp

 
~
2
2 s

= 0 = lim
s!1
1
p
s
exp

 
~
2
2 s

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und damit wieder
C := sup
(T;s)2[0;1℄(0;1)




U
bs
(X

; T;K; r; s)
s




<1:
Damit haben wir den ersten Teil der Behauptung nahgewiesen.
Wir betrahten nun 
2
U
bs
=s
2
. Es gilt mit

0
(d
1
) :=
1
p
2 
exp
 
 

ln
 
X

K

+ r T +
1
2
s

2
2 s
!
aber

2
U
bs
(X

; t; K; r; s)
s
2
=

s

U
bs
(X

; t; K; r; s)
s

= 
00
(d
1
)
d
1
s
X

1
2
p
s
  
0
(d
1
)X

1
4
p
s
3
=  d
1

0
(d
1
)
d
1
s
X

1
2
p
s
  
0
(d
1
)X

1
4
p
s
3
=  
1
2
p
s

0
(d
1
)X


1
2
(d
2
1
)
0
+
1
2 s

=  
1
4
p
s

0
(d
1
)X

 
ln
 
X
K

+ r t +
1
2
s
s
 

ln
 
X

K

+ r t+
1
2
s

2
s
2
+
1
s
!
=  
1
4
p
s

0
(d
1
)X

 
 

ln
 
X

K

+ r t

2
s
2
+
1
4
+
1
s
!
:
Dieser Ausdruk ist stetig für alle T 2 [0; 1℄ und s > 0. Durh analoge Überlegungen
können wir nun zeigen, daÿ aus (i) bzw. (ii) und s
0
2 D(G)
lim
T!0

2
U
bs
(X

; T;K; r; s
0
(T ))
s
2
= 0
folgt. Desweiteren läÿt sih aus (i) die Beziehung
L := sup
(T;s)2M






2
U
bs
(X

; T;K; r; s)
s
2




<1
und für (ii) die Aussage
L := sup
(T;s)2[0;1℄(0;1)





2
U
bs
(X

; T;K; r; s)
s
2




<1
ableiten. Damit ist dieses Lemma bewiesen. 
Bemerkung 4.4.1 Die Konstanten C und L hängen von der Wahl von K und X

ab
und es gilt für K ! X

sowohl C !1 als auh L!1.
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Nun können wir unter obigen Voraussetzungen die Fréhet-Dierenzierbarkeit von G nah-
weisen.
Satz 4.4.2 Unter den Voraussetzungen von Lemma 4.4.2 ist G : D(G)  C[0; 1℄  !
C[0; 1℄ für jedes s
0
2 D(G) Fréhet-dierenzierbar, die Ableitung G
0
(s
0
) ist durh Formel
(4.32) gegeben und es gilt für beliebige s; s
0
2 D(G) die Abshätzung
kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
C[0;1℄

L
2
ks  s
0
k
2
C[0;1℄
: (4.36)
Beweis. Um zu zeigen, daÿ es sih bei G
0
(s
0
) um die Fréhet-Ableitung von G in s
0
handelt, reiht es aus, die Beziehung (4.36) nahzuweisen. Dazu shätzen wir mit Hilfe
des Satzes von Taylor ab. Sei
R(s  s
0
) := G(s) G(s
0
) G
0
(s
0
)(s  s
0
):
Wir betrahten ein T 2 [0; 1℄ und setzen
I
T
:= (minfs(T ); s
0
(T )g ;max fs(T ); s
0
(T )g);
dann gilt für ein (T ) 2 I
T
j[R(s  s
0
)℄(T )j =




U
bs
(X

; T;K; r; s(T ))  U
bs
(X

; T;K; r; s
0
(T ))
 
U
bs
(X

; T;K; r; s
0
(T ))
s
(s  s
0
)(T )




=
1
2





2
U
bs
(X

; T;K; r; (T ))
s
2
(s  s
0
)
2
(T )





1
2
L ks  s
0
k
2
C[0;1℄
und somit
kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
C[0;1℄

1
2
L ks  s
0
k
2
C[0;1℄
:
Wir müssen dabei lediglih erwähnen, daÿ unter der Voraussetzung (i) aus Lemma 4.4.2
mit (T; s(T )); (T; s
0
(T )) 2 M

auh (T; (T )) 2 M

, T 2 (0; 1℄, gilt. Damit ist die
Behauptung dieses Satzes bewiesen. 
Folgerung 4.4.1 Unter den Voraussetzungen von Lemma 4.4.2 ist der Nemytzki-Operator
G : D(G)  C[0; 1℄  ! L
p
(0; 1), 1  p <1, für jedes s
0
2 D(G) Fréhet-dierenzierbar,
die Ableitung G
0
(s
0
) ist durh Formel (4.32) gegeben und es gilt für beliebige s; s
0
2 D(G)
die Abshätzung
kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
L
p
(0;1)

L
2
ks  s
0
k
2
C[0;1℄
:
Beweis. Der Beweis beruht auf der Tatsahe, daÿ wir den durh (4.32) denierten Opera-
tor G
0
aus Satz 4.4.1 auh als (stetige) lineare Abbildung von C[0; 1℄ in L
p
(0; 1) betrahten
können und wir die Abshätzung
kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
L
p
(0;1)
 kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
C[0;1℄

1
2
L ks  s
0
k
2
C[0;1℄
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treen können. 
Betrahten wirG als Abbildung zwishen L
p
-Räumen, so können wir das folgende Resultat
formulieren.
Lemma 4.4.3 Unter den Voraussetzungen von Lemma 4.4.2 ist der betrahtete Nemytzki-
Operator G : D(G)  L
p
(0; 1)  ! L
q
(0; 1), 1  q < p < 1, für jedes s
0
2 D(G)
Fréhet-dierenzierbar, die Ableitung G
0
(s
0
) ist durh Formel (4.32) gegeben und es gilt
für beliebige s; s
0
2 D(G) die Abshätzung
kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
L
q
(0;1)

L
2
ks  s
0
k
2
L
p
(0;1)
:
Beweis. Nah den Vorüberlegungen hatten wir die Darstellung G
0
(s
0
) h := g h mit
g 2 L
1
(0; 1) nahgewiesen. Aus bekannten Aussagen über die Fréhet-Dierenzierbarkeit
von Nemytzki-Operatoren in L
p
-Räumen (siehe z.B. [47, Theorem 20.1℄) folgt daraus die
Fréhet-Dierenzierbarkeit von G. 
Benutzen wir die Kettenregel der Dierentiation von Operatoren (siehe z.B. [43, S.533.℄),
so lassen sih nun Aussagen über die Fréhet-Dierenzierbarkeit von F formulieren. Wir
erhalten für x; x
0
2 D(F )
[F
0
(x
0
)(x  x
0
)℄(T ) = [G
0
(Ax
0
)A
0
(x  x
0
)℄(T )
= [G
0
(Ax
0
)A (x  x
0
)℄(T )
=
8
<
:
U
bs
(X

; T;K; r; [Ax
0
℄(T ))
s
[A (x  x
0
)℄(T ); T 2 (0; 1℄;
0; T = 0:
Wir benötigen nun noh die folgenden Voraussetzungen.
Annahme 4.4.1 Es sei eine der beiden Voraussetzungen erfüllt:
(V
1
) es gelte K 6= X

und
D(F ) := D
+

\ B
1
mit
D
+

:=

x 2 D
+
: x   f.ü. auf [0; 1℄
	
(4.37)
für eine Konstante  > 0,
(V
2
) es gelte K 62 [X

; X

e
r
℄ und D(F ) := D
+
\ B
1
.
Mit Hilfe dieser Bedingungen läÿt sih die Fréhet-Dierenzierbarkeit in vershiedenen
Raumpaaren nahweisen. Wir geben dazu einen ersten Satz an.
Satz 4.4.3 Es sei eine der beiden Voraussetzungen (V
1
) oder (V
2
) erfüllt. Dann besitzt
F : D(F )  C[0; 1℄  ! C[0; 1℄ in jedem Punkt x
0
2 D(F ) eine Fréhet-Ableitung F
0
(x
0
).
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Diese ist für x 2 D(F ) durh
[F
0
(x
0
)(x x
0
)℄(T ) :=
X

exp
0
B

 
 
ln(X

=K)+r T+
1
2
T
R
0
x
0
() d
!
2
2
T
R
0
x
0
() d
1
C
A
s
8 
t
R
0
x
0
() d
T
Z
0
(x x
0
)() d; T 2 [0; 1℄;
(4.38)
deniert und wir erhalten die Abshätzung
kF (x)  F (x
0
)  F
0
(x
0
)(x  x
0
)k
C[0;1℄

L
2
kx  x
0
k
2
C[0;1℄
: (4.39)
Beweis. Ist die Bedingung (V
1
) erfüllt, so gilt
A(D(F ))  fs 2 C[0; 1℄ : s(0) = 0; s(T )   T; T 2 (0; 1℄g;
im Fall des Erfülltseins der Bedingung (V
2
) gilt gerade
A(D(F ))  fs 2 C[0; 1℄ : s(0) = 0; s(T ) > 0; T 2 (0; 1℄g :
In beiden Fällen können wir also die Resultate aus Satz 4.4.2 anwenden. Dann gilt aber
mit s := Ax, s
0
:= Ax
0
kF (x)  F (x
0
)  F
0
(x
0
)(x  x
0
)k
C[0;1℄
= kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
C[0;1℄

L
2
ks  s
0
k
2
C[0;1℄
=
L
2
kA (x  x
0
)k
2
C[0;1℄

L
2
kAk
2
L(C[0;1℄)
kx  x
0
k
2
C[0;1℄
=
L
2
kx  x
0
k
2
C[0;1℄
: 
Benutzen wir die Tatsahe, daÿ gilt
kAk
L(L
p
(0;1);C[0;1℄)
= 1;
so können wir auh die Fréhet-Dierenzierbarkeit von F als Abbildung zwishen L
p
-
Räumen nahweisen.
Satz 4.4.4 Es sei eine der beiden Voraussetzungen (V
1
) oder (V
2
) erfüllt. Dann besitzt
F : D(F )  L
p
(0; 1)  ! L
q
(0; 1), 1  p; q < 1 in jedem Punkt x
0
2 D(F ) eine durh
(4.38) denierte Fréhet-Ableitung F
0
(x
0
) und es gilt die Abshätzung
kF (x)  F (x
0
)  F
0
(x
0
)(x  x
0
)k
L
q
(0;1)

L
2
kx  x
0
k
2
L
p
(0;1)
:
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Beweis. Wir setzen s := Ax und s
0
:= Ax
0
. Benutzen wir die Beziehung A(D(F )) 
C[0; 1℄, so folgt daraus s; s
0
2 C[0; 1℄. Nah Folgerung 4.4.1 erhalten wir
kF (x)  F (x
0
)  F
0
(x
0
)(x  x
0
)k
L
q
(0;1)
= kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
L
q
(0;1)
 kG(s) G(s
0
) G
0
(s
0
)(s  s
0
)k
C[0;1℄

L
2
ks  s
0
k
2
C[0;1℄
=
L
2
kA (x  x
0
)k
2
C[0;1℄

L
2
kAk
2
L(L
p
(0;1);C[0;1℄)
kx  x
0
k
2
L
p
(0;1)
=
L
2
kx  x
0
k
2
L
p
(0;1)
: 
Der Vollständigkeit halber wollen wir noh das folgende Resultat angeben.
Folgerung 4.4.2 Es sei eine der beiden Voraussetzungen (V
1
) oder (V
2
) erfüllt. Dann
besitzt F : D(F )  C[0; 1℄  ! L
p
(0; 1), 1  p < 1, in jedem Punkt x
0
2 D(F ) eine
durh (4.38) denierte Fréhet-Ableitung F
0
(x
0
) und es gilt die Abshätzung
kF (x)  F (x
0
)  F
0
(x
0
)(x  x
0
)k
L
p
(0;1)

L
2
kx  x
0
k
2
C[0;1℄
:
In der Regularisierungstheorie nihtlinearer Operatoren in Hilberträumen (siehe z.B. [23,
S.241.℄) werden Aussagen zur Lipshitzstetigkeit der Fréhet-Ableitungen benötigt. In
[58℄ wird gezeigt, daÿ diese Lipshitzstetigkeit durh Abshätzungen der Gestalt (4.39)
in entsprehenden Raumpaaren ersetzt werden kann. Trotzdem wollen wir hier die Lip-
shitzstetigkeit von F
0
unter entsprehenden Voraussetzungen nahweisen, wenn wir F als
Abbildung im Raum L
2
(0; 1) betrahten.
Satz 4.4.5 Es sei eine der beiden Voraussetzungen (V
1
) bzw. (V
2
) erfüllt. Dann gilt für
zwei beliebige Funktionen x; x
0
2 D(F ) die Beziehung
kF
0
(x)  F
0
(x
0
)k
L(L
2
(0;1))
 Lkx  x
0
k
L
2
(0;1)
:
Beweis. Es gilt
k[F
0
(x)  F
0
(x
0
)℄ hk
2
L
2
(0;1)
= k[G
0
(Ax) G
0
(Ax
0
)℄ hk
2
L
2
(0;1)
 kG
0
(Ax) G
0
(Ax
0
)k
2
L
2
(0;1)
khk
2
L
2
(0;1)
= khk
2
L
2
(0;1)
1
Z
0
([G
0
(Ax)℄(t)  [G
0
(Ax
0
)℄(t))
2
dt
= khk
2
L
2
(0;1)
1
Z
0

U
bs
(X

; t; K; r; [Ax℄(t))
s
 
U
bs
(X

; t; K; r; [Ax
0
℄(t))
s

2
dt
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= khk
2
L
2
(0;1)


1
Z
0


2
U
bs
(X

; t; K; r; (t))
s
2
([Ax℄(t)  [Ax
0
℄(t))

2
dt
 L
2
kA(x  x
0
)k
2
L
2
(0;1)
khk
2
L
2
(0;1)
 L
2
kAk
2
L(L
2
(0;1))
kx  x
0
k
2
L
2
(0;1)
khk
2
L
2
(0;1)
= L
2
kx  x
0
k
2
L
2
(0;1)
khk
2
L
2
(0;1)
:
Dabei verwenden wir, daÿ unter den Voraussetzungen des Satzes für
(T ) 2 I
T
:= (minf[Ax℄(T ); [Ax
0
℄(T )g;maxf[Ax℄(T ); [Ax
0
℄(T )g) ; T 2 [0; 1℄;
nah Satz 4.4.2





2
U
bs
(X

; T;K; r; (T ))
s
2




 L
und für den linearen Operator A : L
2
(0; 1)  ! L
2
(0; 1) gilt kAk
L(L
2
(0;1))
= 1. Aus der
obigen Abshätzung folgt dann sofort die Behauptung. 
4.5 Stabilitätsuntersuhungen
Untersuhen wir die Integralgleihung (4.22) bzgl. der Stabilität, so können wir zeigen,
daÿ diese sowohl für den Fall, daÿ wir den Operator A als Abbildung zwishen zwei L
p
-
Räumen betrahten, als auh für den Fall, daÿ A vom Raum C[0; 1℄ in den Raum C[0; 1℄
abbildet, verletzt ist. In der Literatur (z.B. [30, Theorem 4.3.2 und Theorem 4.3.3.℄) ndet
man die folgende Aussage.
Behauptung 4.5.1 Der durh (4.18) denierte lineare Volterrashe Integraloperator A
ist in den folgenden Fällen kompakt:
(a) A : C[0; 1℄  ! C[0; 1℄,
(b) A : L
p
(0; 1)  ! L
q
(0; 1), 1  p; q <1, sowie
() A : L
p
(0; 1)  ! C[0; 1℄, 1 < p <1.
Die Gleihung (4.22) ist in all diesen Fällen demzufolge inkorrekt gestellt, sie verletzt die
Hadamardshe Stabilitätsbedingung.
Bemerkung 4.5.1 Die Abbildung A : L
1
(0; 1)  ! C[0; 1℄ ist niht kompakt. Andererseits
gilt in diesem wie auh in den oben genannten Fällen R(A) 6= R(A). Der Operator A
 1
ist also auh in dieser Raumkombination unstetig.
Shlieÿlih wollen wir noh kurz eine Aussage zur Stetigkeit von G formulieren. Der Beweis
dieser Aussage baut auf der Tatsahe auf, daÿ wir die in der Denition (4.19) von G
verwendete Funktion U
bs
(X; ;K; r; s) anstelle von s auh als eine von der implizierten
Volatilität abhängige Funktion betrahten können.
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Satz 4.5.1 Sei D(G) := D
+
0
. Dann ist die Abbildung G : D(G)  C[0; 1℄  ! C[0; 1℄
stetig.
Beweis. Sei eine Folge fs
n
g
1
n=1
2 D(G) gegeben, die gegen eine Funktion s
0
2 D(G)
für n ! 1 konvergiert und u
n
:= G(s
n
), n  0, seien die dazugehörigen Bilder. Wir
wollen dabei den Zusammenhang zwishen den Funktionen s
n
(T ), T 2 [0; 1℄, und den
implizierten Volatilitäten 
n
im
(T ), T 2 [0; 1℄, nutzen. Es gilt oensihtlih
s
n
(T ) = T (
n
im
(T ))
2
; T > 0: (4.40)
Betrahten wir nun U
bs
anstelle von s(T ), T 2 [0; 1℄, als eine von der implizierten Volati-
lität abhängige Funktion, so erhalten wir
U
bs

im
= X

p
T 
0
(d
1
):
Wenden wir den Mittelwertsatz der Dierentialrehnung an, so können wir die Abshät-
zung
ju
n
(T )  u
0
(T )j = X

p
T 
0
(
~
d
1
) j
n
im
(T )  
0
im
(T )j; T 2 (0; 1℄;
mit
~
d
1
:=
ln
 
X

K

+ T

r +
~
2
2

p
T ~
; ~ 2
 
min


0
im
(T ); 
n
im
(T )
	
;max


0
im
(T ); 
n
im
(T )
	
;
treen. Setzen wir (4.40) ein, so gilt
ju
n
(T )  u
0
(T )j = X

(
~
d
1
)j
p
s
n
(T ) 
p
s
0
(T )j

X

p
2 
j
p
s
n
(T ) 
p
s
0
(T )j; T > 0:
Da die Funktion s
0
(T ), T 2 [0; 1℄, stetig ist, ist sie auh beshränkt, also existiert eine
Konstante C := ks
0
k
C[0;1℄
<1. Dann gilt aber auh für hinreihend groÿes n
1
ks
n
k
C[0;1℄
 C + 1; 8n  n
1
:
Wir betrahten die Funktion f(s) :=
p
s auf dem Intervall [0; C + 1℄. Da sie stetig ist, ist
sie auf diesem Intervall auh gleihmäÿig stetig, d.h. für alle " > 0 existiert ein Æ > 0, so
daÿ gilt
jf(s
1
)  f(s
2
)j <
"
p
2 
X

; 8s
1
; s
2
mit js
1
  s
2
j < Æ:
Da die Folge fs
n
g gegen s
0
konvergiert, existiert ein n
0
, so daÿ gilt
js
n
(T )  s
0
(T )j < Æ; 8n  n
0
; 8T > 0:
Demzufolge gilt für alle n  maxfn
0
; n
1
g
ju
n
(T )  u
0
(T )j < "; T 2 (0; 1℄;
d.h. u
n
! u
0
im Raum C[0; 1℄. Dabei berüksihtigen wir noh die Tatsahe, daÿ gilt
u
n
(0) = max(X

 K; 0) für alle n. 
Zum Nahweis der Stetigkeit von G für den Fall, daÿ es sih bei B
1
und B
3
um L
p
-Räume
handelt, wollen wir auf bekannte Resultate über Stetigkeitsaussagen von Nemytzki-Opera-
toren zurükgreifen. Wir zitieren die folgende Behauptung (siehe [63, Satz 25.2℄).
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Behauptung 4.5.2 Sei 
  R meÿbar, die Funktion f(; ) : 
  R  ! R erfülle die
folgenden Voraussetzungen
(i) die Funktion f(; x) ist meÿbar auf 
 für alle x 2 R,
(ii) die Funktion f(t; ) ist stetig auf R für fast alle t 2 
,
(iii) es gilt die Wahstumsbedingung
jf(t; x)j  a(t) + b jxj
p=q
; 8(t; x) 2 
 R;
mit a 2 L
q
(
), b > 0, 1  p; q <1.
Dann ist der durh
[N(x)℄(t) := f(t; x(t)); t 2 
;
denierte Nemytzki-Operator N : L
p
(
)  ! L
q
(
) stetig.
Mit Hilfe dieser Behauptung läÿt sih die folgende Aussage leiht beweisen.
Satz 4.5.2 Sei D(G) := D
+
0
. Dann ist die Abbildung G : D(G)  L
p
(0; 1)  ! L
q
(0; 1),
1  p; q <1, stetig.
Beweis. Der Nemytzki-Operator G erfüllt nah Satz 4.2.1 für beliebige 1  p; q < 1
alle Voraussetzungen der Behauptung 4.5.2 mit 
 := [0; 1℄, f(t; x) := U
bs
(X

; t; K; r; x)
für x  0, a(t)  X

, b beliebig. 
Aus der Kompaktheit von A und der Stetigkeit von G folgt die Kompaktheit von F in
den entsprehenden Räumepaaren.
Folgerung 4.5.1 Der durh (4.7) denierte Operator F ist in den folgenden Fällen kom-
pakt:
(a) F : D
+
\ C[0; 1℄  ! C[0; 1℄,
(b) F : D
+
\ L
p
(0; 1)  ! L
q
(0; 1), 1  p; q <1, sowie
() F : D
+
\ L
p
(0; 1)  ! C[0; 1℄, 1 < p <1.
Wir untersuhen die Stetigkeit von G
 1
im Raum stetiger Funktionen. Sei fu
n
g eine Folge
von Daten, die gleihmäÿig gegen eine Funktion u konvergiert. Wir nehmen an, daÿ diese
Funktionen u
n
bzw. u die Arbitrageeigenshaft (A1) erfüllen. Dann existieren nah Satz
4.3.1 die Lösungen s
n
:= G
 1
(u
n
) 2 D
+
0
, n = 1; 2; : : : ; sowie s := G
 1
(u) 2 D
+
0
. Wir
wollen untersuhen, ob wir aus der (gleihmäÿigen) Konvergenz u
n
! u auh auf die
(gleihmäÿige) Konvergenz s
n
! s shlieÿen können. Wir betrahten einen beliebigen
Stihtag T 2 (0; 1℄ und ein beliebiges n > 0. Dann gilt
ju
n
(T )  u(T )j =
U
bs
(X

; T;K; r; 
n
(T ))
s
js
n
(T )  s(T )j
bzw.
js
n
(T )  s(T )j =

U
bs
(X

; T;K; r; 
n
(T ))
s

 1
ju
n
(T )  u(T )j
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für eine Zwishenwertfunktion 
n
mit 
n
(T ) 2 (minfs
n
(T ); s(T )g;maxfs
n
(T ); s(T )g). Ins-
besondere folgt wegen
lim
T!0

n
(T ) = 0
aus Satz 4.2.1(iii) die Beziehung
lim
T!0

U
bs
(X

; T;K; r; 
n
(T ))
s

 1
=

1; X

6= K;
0; X

= K:
Nutzen wir die Beziehung s
n
(0) = s(0) = 0 für alle n = 1; 2; : : :, so folgt daraus, daÿ die
Folge s
n
punktweise gegen die Funktion s konvergiert. Diese ist im Fall X

6= K jedoh
niht gleihmäÿig, da wir keine von T (und n) unabhängige Konstante C > 0 nden, so
daÿ wir eine Abshätzung der Gestalt
js
n
(T )  s(T )j  C ju
n
(T )  u(T )j; T 2 [0; 1℄;
treen können. Das bedeutet aber, daÿ G
 1
im Fall X

6= K unstetig ist. Wir sehen
aber auh, daÿ diese Unstetigkeit nur lokal in einer Umgebung von T = 0 auftritt. Im
Abshnitt 4.6 werden wir diese Inkorrektheit anhand zweier Bilder graphish belegen. In
dem speziellen Fall X

= K dagegen folgt aus den obigen Überlegungen die gleihmäÿige
Konvergenz von s
n
gegen s, d.h. in diesem Fall wäre G
 1
stetig.
Wir hatten jedoh gezeigt, daÿ Lösungen s(T ), T 2 [0; 1℄, der nihtlinearen Gleihung
(4.23) im Falle arbitragefreier Daten monoton wahsend sind. Shränken wir das Deniti-
onsgebiet D(G) auf monoton wahsende Funktionen ein, so können wir die Stetigkeit des
inversen Operators G
 1
nahweisen.
Satz 4.5.3 Sei der Denitionsbereih D(G) von G durh
D(G) :=

s 2 C[0; 1℄ :
s(0) = 0; s(T ) > 0; T 2 (0; 1℄;
monoton wahsend auf [0; 1℄

(4.41)
deniert. Dann ist der Operator G
 1
: G(D(G))  C[0; 1℄  ! C[0; 1℄ stetig.
Beweis. Sei eine Folge fu
n
g
1
n=1
 G(D(G)) gegeben, die gleihmäÿig (d.h. in der C-
Norm) gegen ein Element u
0
2 G(D(G)) konvergiert. Seien s
n
, n  0, die entsprehenden
Lösungen der Gleihung (4.23).
Wir geben " > 0 beliebig aber hinreihend klein vor und zwar derart, daÿ wir ein T
"
2 (0; 1℄
wählen können, so daÿ gilt
s
0
(T
"
) =
"
4
:
Wir betrahten das Intervall [T
"
; 1℄ und wollen zeigen, daÿ eine Konstante C = C(T
"
) > 0
existiert, so daÿ die Abshätzung
ks
n
  s
0
k
C[T
"
;1℄
 Cku
n
  u
0
k
C[T
"
;1℄
:
Gültigkeit besitzt. Es gilt u
0
(T ) > max(X   K e
 r T
; 0) auf [T
"
; 1℄. Demzufolge existiert
ein Æ > 0 mit
Æ := min
T2[T
"
;1℄
 
u
0
(T ) max(X  K e
 r T
; 0)

:
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Da die Folge fu
n
g gleihmäÿig gegen u
0
konvergiert, existiert eine Zahl n
0
, so daÿ
u
n
(T ) max(X  K e
 r T
; 0) >
Æ
2
; 8n  n
0
auf [T
"
; 1℄:
Wir betrahten nun die Funktion
u
Æ
(T ) := max(X  K e
 r T
; 0) +
Æ
2
; T 2 [T
"
; 1℄:
Demzufolge gilt
max(X  K e
 r T
; 0) < u
Æ
(T ) < u
0
(T ) < X; T 2 [T
"
; 1℄:
Wir ermitteln nun eine Funktion s
Æ
(T ) auf [T
"
; 1℄ durh Lösen der Gleihung
U
bs
(X; T;K; r; s
Æ
(T )) = u
Æ
(T ); T 2 [T
"
; 1℄:
Diese Funktion existiert nah den vorherigen Überlegungen. Sie ist stetig und es gilt
s
Æ
(T ) > 0 auf [T
"
; 1℄. Demzufolge existiert
0 < s := min
T2[T
"
;1℄
s
Æ
(T ):
Da wir u
Æ
so gewählt hatten, daÿ u
Æ
(T ) < u
n
(T ) für n  n
0
sowie u
Æ
(T ) < u
0
(T ) für alle
T 2 [T
"
; 1℄ gilt, folgt nun wegen der Monotonie der Funktion U
bs
bzgl. s daraus
s
n
(T )  s; s
0
(T )  s; T 2 [T
"
; 1℄; 8n  n
0
:
Völlig analog dazu können wir zeigen, daÿ ein s und ein n
1
existieren, so daÿ gilt
s
n
(T )  s; s
0
(T )  s; T 2 [T
"
; 1℄; 8n  n
1
: (4.42)
Dazu setzen wir
~
Æ := min
T2[T
"
;1℄
(X   u
0
(T )) > 0
Dann existiert eine Zahl n
1
, so daÿ
X   u
n
(T ) >
~
Æ
2
; T 2 [T
"
; 1℄; 8n  n
1
:
Sei nun s
~
Æ
(T ), T 2 [T
"
; 1℄, die Lösung der Gleihung
U
bs
(X; T;K; r; s
~
Æ
(T )) = X  
~
Æ
2
T 2 [T
"
; 1℄
und
s := max
T2[T
"
;1℄
s
~
Æ
(T ) <1:
Diese Zahl s haben wir nun so konstruiert, daÿ sie gerade die Bedingung (4.42) erfüllt.
Dies folgt wieder aus der Monotonie der Funktion U
bs
bzgl. s.
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Sei n := maxfn
0
; n
1
g. Wir shätzen mit Hilfe des Mittelwertsatzes der Dierentialreh-
nung ab. Es gilt für alle T 2 [T
"
; 1℄ und alle n  n
ju
n
(T )  u
0
(T )j =




U
bs
(X; T;K; r; ~s)
s




js
n
(T )  s
0
(T )j
mit
~s 2 (minfs
n
(T ); s
0
(T )g;maxfs
n
(T ); s
0
(T )g)  [s; s℄:
Setzen wir
C := max
(T;s)2[T
"
;1℄[s;s℄

U
bs
(X; T;K; r; s)
s

 1
> 0;
so erhalten wir
js
n
(T )  s
0
(T )j  C ju
n
(T )  u
0
(T )j ; T 2 [T
"
; 1℄; 8n  n:
Diese Konstante C existiert, da U
bs
=s (und damit auh (U
bs
=s)
 1
) stetig in den
Variablen s und  und positiv auf der abgeshlossenen Menge [T
"
; 1℄  [s; s℄ ist. Folglih
gilt für alle n  n
ks
n
  s
0
k
C[T
"
;1℄
 Cku
n
  u
0
k
C[T
"
;1℄
;
wobei beahtet werden sollte, daÿ diese Konstante C von T
"
abhängt.
Desweiteren existiert eine Zahl n
2
, so daÿ für alle n  n
2
gilt
ju
n
(T )  u
0
(T )j <
"
2C
; T 2 [0; 1℄;
insbesondere gilt dann diese Abshätzung auh auf dem Intervall [T
"
; 1℄. Demzufolge gilt
für alle n  maxfn; n
2
g
js
n
(T )  s
0
(T )j <
"
2
; T 2 [T
"
; 1℄:
Für T < T
"
und n  maxfn; n
2
g gilt
js
n
(T )  s
0
(T )j  sup
T2[0;T
"
)
s
n
(T ) + sup
T2[0;T
"
)
s
0
(T )
 s
n
(T
"
) + s
0
(T
"
)
 2 s
0
(T
"
) + js
n
(T
"
)  s
0
(T
"
)j:
Demzufolge können wir für n  maxfn; n
2
g abshätzen
ks
n
  s
0
k
C[0;1℄
 C(T
"
)ku
n
  u
0
k
C[0;1℄
+ 2 s
0
(T
"
) <
"
2
+
"
2
< ";
d.h., wir haben die Konvergenz s
n
! s
0
in der C-Norm bewiesen. 
In [35℄ dagegen ndet man Untersuhungen zur Lösbarkeit der nihtlinearen Gleihung
(4.23) in L
p
-Räumen für 1  p  1.
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4.6 Numerishe Beispiele
Wir wollen nun die theoretishen Ergebnisse aus den vorherigen Abshnitten anhand
einiger numerisher Testbeispiele illustrieren. Eine ausführlihe Fallstudie zu diesen Über-
legungen ist in [33℄ dargestellt.
Bei der theoretishen Untersuhung sind wir davon ausgegangen, daÿ wir für die Rekon-
struktion der Volatilität (T ), T 2 [0; 1℄, eine Datenfunktion u

(T ) = u(X

; 0; K; T ) auf
dem gesamten Intervall [0; 1℄ gegeben haben. Praktish sind jedoh Optionspreise (d.h.
Daten) nur für einige wenige diskrete Stihtage gegeben. Wir bezeihnen mit n die Anzahl
der gegebenen Daten und mit 0 < T
1
< T
2
< : : : < T
n
= 1 die entsprehenden Stihtage.
Desweiteren setzen wir T
0
:= 0.
Da uns nur eine endlihe Anzahl von Daten zur Verfügung steht, wird es auh nur möglih
sein, die Volatilität näherungsweise zu ermitteln. Insbesondere zeigt Folgerung 4.1.2, daÿ
bei der Rekonstruierbarkeit der Volatilität unter diesen Voraussetzungen Grenzen gesetzt
sind. Wir können eine entsprehende Folgerung formulieren.
Folgerung 4.6.1 Die Volatilität  sei eine nur von der Zeit t abhängige Funktion. Sei
u = (u
1
; u
2
; : : : ; u
n
)
T
2 R
n
mit u
j
:= u

(T
j
) ein Vektor mit Optionspreisen bei gegebenen
Assetpreis X > 0 sowie festem Basispreis K > 0 für vershiedene (diskrete) Stihtage
0 = T
0
< T
1
< : : : < T
n
. Dann hängt u nur von einem Vektor  = (
1
; 
2
: : : ; 
n
)
T
2 R
n
ab mit

j
:=
v
u
u
u
t
T
j
Z
T
j 1

2
() d; 1  j  n:
Praktish bedeutet dies folgendes: es ist niht möglih, die Volatilität (T ), T 2 [0; 1℄,
auh nur für einen Zeitpunkt exakt zu ermitteln. Wir können lediglih ein Mittel (im
Sinne der L
2
-Norm) für die Funktion (T ), T 2 [0; 1℄, auf den entsprehenden Intervallen
(T
j 1
; T
j
), 1  j  n, angeben.
Praktish tritt noh ein weiteres Problem auf. Die gegebenen Daten sind in der Regel
fehlerbehaftet, d.h. man kennt niht die exakten Daten u, sondern hat nur gestörte Daten
u
Æ
= (u
Æ
1
; : : : ; u
Æ
n
)
T
2 R
n
zur Verfügung. In unserem Fall entstehen diese Fehler, wenn der
Preis für eine konkrete Option durh unerwartet hohe oder geringe Nahfrage plötzlih
etwas steigt oder fällt. Wir kennen den Fehler u   u
Æ
niht. Wir haben lediglih eine
Abshätzung des Fehlers
ku  u
Æ
k
2
 Æ (4.43)
in der Euklidishen Norm k  k
2
des R
n
.
Wir betrahten im weiteren u
Æ
als die zur Ermittlung der Volatilität zur Verfügung ste-
henden Daten. Eine entsprehende Lösung wollen wir mit 
Æ
im Diskreten bzw. 
Æ
(T ),
T 2 [0; 1℄, als interpolierte Approximation der gesuhten Funktion bezeihnen.
Wir wollen nun eine Herangehensweise für die Rekonstruktion der Volatilitäten (T ),
T 2 [0; 1℄, beshreiben. Dies geshieht in den drei Shritten, wie sie im vorangegangen
Abshnitt hergeleitet wurden.
1. Lösen der nihtlinearen Gleihung
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Im ersten Shritt geht es darum, einen Vektor s
Æ
= (s
Æ
1
; : : : ; s
Æ
n
)
T
2 R
n
zu nden, so daÿ
jedes s
Æ
j
, 1  j  n, die Gleihung
U
bs
(X

; T
j
; K; r; s
Æ
j
) = u
Æ
j
(4.44)
erfüllt. Bei der numerishen Suhe nah einer Lösung von (4.44) konzentrieren wir uns auf
ein Intervall [s
min
; s
max
℄, wobei wir die Werte für 0 < s
min
< s
max
<1 geeignet festlegen
müssen. Für unsere Beispielrehnungen haben wir das Intervall [0:001; 1℄ gewählt. Existiert
in diesem Intervall für ein j keine Lösung s
j
von (4.44), so wollen wir zumindest s
Æ
so
bestimmen, daÿ für jedes 1  j  n gilt


U
bs
(X

; T
j
; K; r; s
Æ
j
)  u
Æ
j


= min
s2[s
min
;s
max
℄


U
bs
(X

; T
j
; K; r; s)  u
Æ
j


: (4.45)
Die numerishe Lösung dieser Aufgabe läÿt sih leiht durh Lösen von n eindimen-
sionalen Optimierungsproblemen realisieren. Benutzen wir die Monotonie der Funktion
U
bs
(X

; ;K; r; s), so können wir für jedes dieser n Aufgaben einen einfahen Line-Searh-
Algorithmus (z.B. Intervallshahtelung) anwenden. Es zeigt sih, daÿ wir somit s
Æ
ein-
deutig bestimmen können.
Um dies zu zeigen, betrahten wir ein festes 1  j  n. Wir können dabei annehmen,
daÿ die Parameter X

, K und r gröÿer Null sind. Unter diesen Voraussetzungen ist die
Funktion U
bs
(X; ;K; r; s) in s streng monoton wahsend (siehe Satz 4.2.1) und stetig.
Es können drei Fälle auftreten. Finden wir ein s
Æ
j
, so daÿ (4.44) erfüllt wird, so ist dieses
wegen der Monotonie von U
bs
(X

; ;K; r; s) auh die eindeutige Lösung von (4.45). Gilt
dagegen u
Æ
j
< U
bs
(X

; T
j
; K; r; s
min
), ist s
min
die eindeutige Lösung von (4.45). Im Falle
u
Æ
j
> U
bs
(X

; T
j
; K; r; s
max
) löst s
max
die Aufgabe (4.45) eindeutig. Wir erhalten also in
jedem Fall eine eindeutige Lösung.
Bemerkung 4.6.1 Finden wir für ein j keine Lösung s
Æ
j
2 [s
min
; s
max
℄ als Lösung von
(4.44), so könnte das zwei Ursahen haben. Zum einen kann das Intervall [s
min
; s
max
℄,
in dem wir unsere Lösung suhen, zu klein gewählt worden sein, der tatsählihe Wert
dieser Lösung liegt auÿerhalb dieses Bereihs. Zum anderen ist es durhaus möglih, daÿ
wir selbst im Intervall [0;1) keine Lösung der Gleihung (4.44) nden können. In diesem
Fall verletzt der Optionspreis u
Æ
j
aber die Arbitragebedingungen, diese Option ist also niht
fair bewertet.
2. Lösen des linearen Problems
Zunähst wollen wir eine Diskretisierung der Integralgleihung
[Ax℄(T ) :=
T
Z
0
x() d = s(T ); T 2 [0; 1℄; (4.46)
angeben. Anstelle der rehten Seite s(T ) für jedes T 2 [0; 1℄, haben wir mit dem Vektor
s = (s
1
; : : : ; s
n
)
T
2 R
n
nur die Funktionswerte für die konkreten Punkte T
j
, 1  j  n,
gegeben. Der Einfahheit halber nehmen wir an, daÿ wir durh die T
j
eine äquidistante
Unterteilung des Intervalls [0; 1℄ gegeben haben, d.h. es gilt
T
j
=
j
n
; 1  j  n:
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Für x(T ), T 2 [0; 1℄, benutzen wir eine Diskretisierung mit stükweise konstanten An-
satzfunktionen. Wir wählen die n Funktionen
'
j
(T ) :=

1 T 2 (t
j 1
; t
j
℄
0 sonst
; 1  j  n;
und approximieren
x(T ) 
n
X
j=1
x
j
'(T ):
Damit erhalten wir ein Gleihungssystem
Ax = s (4.47)
mit
A :=
1
n
0
B
B
B

1 0    0
1 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
1 1    1
1
C
C
C
A
2 R
nn
; x :=
0
B

x
1
.
.
.
x
n
1
C
A
2 R
n
:
Da uns anstelle der exakten rehten Seite s nur der fehlerbehaftete Datenvektor s
Æ
zur
Verfügung steht, suhen wir nun nah einer Lösung x
Æ
= (x
Æ
1
; : : : ; x
Æ
n
)
T
als Lösung des
Gleihungssystems
Ax
Æ
= s
Æ
: (4.48)
Setzen wir zusätzlih s
Æ
0
:= 0, so können wir mit
x
Æ
j
:=
s
Æ
j
  s
Æ
j 1
T
j
  T
j 1
= n
 
s
Æ
j
  s
Æ
j 1

; 1  j  n;
die Lösung dieses Gleihungssystems explizit berehnen.
3. Ermittlung der gesuhten Volatilität
Sind shlieÿlih alle Einträge x
Æ
j
, 1  j  n, dieses Vektors x
Æ
nihtnegativ, so läÿt sih
mit 
Æ
= (
Æ
1
; : : : ; 
Æ
n
)
T
, gegeben durh

Æ
i
:=
q
x
Æ
i
; 1  i  n;
eine Approximation der zu rekonstruierenden Volatilität angeben. Dies können wir aber
niht garantieren (vgl. Abshnitt 4.2). Aus diesem Grund führen wir eine Falluntershei-
dung durh und setzen

Æ
j
:=


min
; x
Æ
j
< 
2
min
;
p
x
Æ
i
; sonst;
1  j  n; (4.49)
für eine gewählte untere Shranke 
min
> 0. Diese wählen wir positiv, da wir diesen
Algorithmus nur für (fast überall) positive Parameter (T ), T 2 [0; 1℄, hergeleitet haben.
Da die gesuhte Volatilität 
Æ
(T ) eine Funktion auf dem Intervall [0; 1℄ ist, müssen wir
noh eine Interpolation durhführen. Weil wir mit den 
Æ
j
nur ein Mittel der Volatilität auf
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dem Intervall [T
j 1
; T
j
℄ berehnen konnten, ist es zunähst naheliegend, eine stükweise
konstante Interpolation, gegeben durh

Æ
(T ) := 
Æ
j
für T 2 (T
j 1
; T
j
℄; T 2 (0; 1℄; 
Æ
(0) = 
Æ
1
;
anzuwenden. Dafür spriht auh die Diskretisierung der Integralgleihung mit stükweise
konstanten Ansatzfunktionen. Zur graphishen Darstellung eignet sih jedoh eine stük-
weise lineare Interpolation besser. Deshalb setzen wir

Æ

T
j 1
+ T
j
2

:= 
Æ
j
; 1  j  n;
und interpolieren zwishen je zwei dieser Punkte linear. Dies hat zwar den kleinen Nahteil,
daÿ wir 
Æ
(T ) letztendlih nur auf dem Intervall [T
1
=2; (T
n 1
+ 1)=2℄ interpolieren, zur
Veranshaulihung ist jedoh eine stetige Darstellung wesentlih besser geeignet.
Kommen wir nun zu den Beispielrehnungen. Es wurden die folgende Volatilitätsfunktion
auf dem Intervall [0; 1℄ betrahtet:
(T ) := (T   0:5)
2
+ 0:1; T 2 [0; 1℄: (4.50)
Als weitere Daten wurden für den aktuellen Assetpreis X

= 100 e und für den Basispreis
K = 85 e gewählt. Der Zinssatz wurde mit r = 0:05 festgelegt. Für die Stihtage
T
j
:=
j
n
; 1  j  n; (4.51)
mit n = 20 wurden mittels Formel (4.5) die Optionspreise u
j
= u(X

; 0; K; T
j
) für die
jeweiligen Volatilitäten berehnet. Um einen Datenfehler zu simulieren, geben wir uns ein
Æ > 0 vor, erzeugen einen Zufallsvektor e = (e
1
; : : : ; e
n
)
T
mit N(0; 1)verteilten Einträgen
und stören den Datenvektor u durh
u
Æ
:= u+ Æ
e
kek
2
;
d.h. Æ gibt die exakte Gröÿe des Fehlers an. Es gilt also
ku
Æ
  uk
2
= Æ:
Wir betrahten die konkreten Ergebnisse. Zunähst untersuhen wir den Fall Æ = 0, d.h.
wir kennen die exakten Daten u
j
, 1  j  n. Wie die Abbildung 4.1 zeigt, läÿt sih
in diesem Beispiel die gesuhte Volatilität sehr gut rekonstruieren. Dies zeigt, daÿ der
Verfahrensfehler, der durh das numerishe Lösen dieser Aufgabe mittels des angegebenen
Algorithmus auftritt, sehr gering ist.
Fügt man eine kleine Störung mit einem Fehler von Æ = 0:02 hinzu, so fängt die gefundene
Lösung an, leiht zu oszillieren. Man erkennt jedoh noh die Gestalt der zu ermittelnden
exakten Funktion (T ), T 2 [0; 1℄. Dies wird in Abbildung 4.2 graphish dargestellt.
Shlehter sieht es mit der Rekonstruierbarkeit der Volatilität aus, wenn der Datenfehler
gröÿer wir. Bereits ein Fehler von Æ = 0:1  dies entspriht bei Preisen zwishen 15:20 e
und 20:50 e in diesem konreten Fall einer maximalen Störung von maximal 5:66 Cent
absolut oder maximal 0:3057% relativ  reiht bereits aus, um eine so groÿe Shwankung
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Abbildung 4.1: Rekonstruktion der Volatilität, ohne Störung (Æ = 0)
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Abbildung 4.2: Rekonstruktion der Volatilität, kleine Störung (Æ = 0:02)
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Abbildung 4.3: Rekonstruktion der Volatilität, gröÿere Störung (Æ = 0:1)
in den Ergebnissen zu erzielen, daÿ die Gestalt der zu rekonstruierenden Funktion kaum
noh zu erkennen ist. Betrahtet man die Werte x
Æ
j
(anstelle der 
Æ
j
), so sind diese Ab-
weihungen ausreihend, daÿ wir z.T. negative Werte für die entsprehenden x
Æ
j
erhalten.
Dies maht deutlih, daÿ eine Regularisierung des inversen Problems (IP1) notwendig ist.
Möglihkeiten dafür werden wir in dem nähsten Abshnitten diskutieren. In der Abbil-
dung 4.3 nden wir das Ergebnis für die obige Beispielfunktion , die diese Aussagen noh
einmal bildlih untermauern soll.
Wir kommen noh einmal auf den ersten Teil des Algorithmus zurük. Wir hatten gezeigt,
daÿ die Ermittlung der Funktion s(T ), T 2 [0; 1℄, aus den Daten u

(T ), T 2 [0; 1℄, instabil
für T ! 0 bzgl. der C-Norm wird, falls die Daten niht die Arbitrageeigenshaft (A2)
erfüllen. Im diskreten Fall bereitet diese Instabilität keine Probleme, sobald der erste
Stihtag T
1
weit genug weg von der Null liegt. Es liegt also automatish eine durh die
Daten gegebene Regularisierung des nihtlinearen Teilproblems durh Diskretisierung vor.
Wir wollen diese Aussage anhand zweier Graphiken noh etwas verdeutlihen. Wir haben
die Fehlerabshätzung
js
Æ
j
  s
j
j =

U
bs
s

 1





s=~s
ju
Æ
j
  u
j
j
mit ~s 2 (minfs
j
; s
Æ
j
g;maxfs
j
; s
Æ
j
g). Wir wissen daÿ s
j
! 0 als Lösung von (4.45) für
T
j
! 0 gilt, d.h. für kleine Werte für T
j
kann der Faktor (U
bs
=s)
 1
sehr groÿ werden.
Wir stellen deshalb in Abbildung 4.4 diesen Faktor einmal als Funktion in Abhängigkeit
von T graphish dar. Dabei wurde die Funktion s(T ), T 2 [0; 1℄, aus der Beispielvolatilität
(4.50) berehnet.
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Abbildung 4.4: Verhalten der Funktion (U
bs
=s)
 1
in Abhängigkeit von T , T 2 [0; 1℄
Daÿ diese Instabilität tatsählih auh Einuÿ auf die Ermittlung der s
j
(bzw. der s
Æ
j
),
1  j  n, hat, soll in Abbildung 4.5 demonstriert werden. Wir wollen wieder die Bei-
spielvolatilität (4.50) aus gestörten Daten rekonstruieren. Im Gegensatz zu den vorherigen
Rehnungen wählen wir das kleinere Intervall [0; 0:2℄ und vergröÿern die Anzahl der gege-
benen Daten auf n = 50. Damit erhalten wir Daten, die näher an der Null liegen, als in
den vorangegangenen Rehnungen. Das Ergebnis in Abbildung 4.5 zeigt deutlih, daÿ  im
Vergleih zu den gröÿeren Stihtagen  für sehr kleine T wesentlih stärkere Shwankun-
gen bei der ermittelten Funktion s(T ), T 2 [0; 1℄, auftreten. Das höhere Datenfehlerniveau
Æ = 0:25 berüksihtigt die Tatsahe, daÿ wir  im Gegensatz zu den vorherigen Reh-
nungen  hier von n = 50 anstelle n = 20 Daten ausgehen. Um die Vergleihbarkeit der
vershiedenen Rehnungen zu gewährleisten, ist bei Verwendung der euklidishen Norm
die höhere Datenanzahl im Datenfehlerniveau entsprehend zu berüksihtigen.
Alternativ zu dem hier beshriebenen Algorithmus ist es natürlih auh möglih, daÿ wir
versuhen, anstelle der Gleihung (4.10) das Minimierungsproblem
kF (x)  u

k
2
B
2
 ! min; x 2 D
+
;
zu lösen. Dazu diskretisieren wir den Operator F durh
F (x) := u;
wobei wir u = (u
1
; : : : ; u
n
)
T
durh die Vorshrift
u
j
:= U
bs
(X

; T
j
; K; r; s
j
); s
j
:=
j
X
k=1
x
j
T
j
  T
j 1
; 1  j  n;
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Abbildung 4.5: Ermittlung der Funktion s(T ), T 2 [0; 0:2℄, bei gestörten Daten (Æ = 0:25)
berehnen. Zur Lösung des Kleinste-Quadrate-Problems
kF (x)  uk
2
2
 ! min; x 2 D
+
:= fx = (x
1
; : : : ; x
n
)
T
2 R
n
: x
i
> 0; 1  i  ng;
können entsprehende Optimierungsalgorithmen gewählt werden. Für unsere Beispielreh-
nungen verwenden wir die Routine lsqurvefit aus dem Optimization Tool Paka-
ge von Matlab.
Wir wollen eine konkrete Beispielrehnung betrahten. Wir wählen wieder obige Beispiel-
funktion (4.50) mit n = 20 gegebenen Daten und stören diese mit dem gleihen Fehler-
niveau Æ = 0:1 wie in der Rehnung, dessen Ergebnis in Abbildung 4.3 angegeben wird.
Das so mittels Kleinste-Quadrate-Minimierung erhaltene Resultat stellen wir in Abbil-
dung 4.6 dar. Vergleihen wir beide Ergebnisse, so sind kaum Untershiede zu erkennen.
In beiden Fällen treten die selben Oszillationen auf, die das Ergebnis stark verfälshen
und die eigentlihe gesuhte Lösung kaum erkennen lassen.
4.7 Möglihkeiten der Regularisierung
Sei also F : D(F )  B
1
 ! B
2
der durh (4.7) denierte Operator. Wir wollen uns mit
dem Lösungsverhalten der Gleihung
F (x) = u

; x 2 D(F ); (4.52)
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Abbildung 4.6: Kleinste-Quadrate-Lösung ohne Regularisierung (Æ = 0:1)
für gegebene Daten u

beshäftigen. Da wir F nur für Funktionen x 2 D
+
aus (4.8)
deniert haben, stellen wir die Forderung D(F )  D
+
für den Denitionsbereih D(F )
von F .
In den Räumepaaren B
1
= L
p
(0; 1), B
2
= L
q
(0; 1), 1  p; q <1, bzw. B
1
= B
2
= C[0; 1℄
hatten wir bereits die Injektivität der Abbildung F : D(F ) = D
+
\ B
1
 ! B
2
gezeigt.
Demzufolge können wir den inversen Operator F
 1
: F (D(F ))  B
2
 ! B
1
denieren
und untersuhen. Bezüglih der Stetigkeit können wir die folgende Aussage treen.
Satz 4.7.1 Sei D(F ) := D
+
\ B
1
. Dann ist die Abbildung F
 1
: F (D(F ))  B
2
 ! B
1
sowohl in den Räumepaaren B
1
= B
2
= C[0; 1℄ als auh in B
1
= L
p
(0; 1), B
2
= L
q
(0; 1),
1  p; q <1, unstetig für jedes u
0
2 F (D(F )).
Beweis. Wir betrahten zunähst den Fall B
1
= B
2
= C[0; 1℄. Nah Voraussetzung ist
D(F ) eine oene Menge in C[0; 1℄, d.h. für jedes x
0
2 D(F ) existiert eine abgeshlossene
Kugel
B
r
(x
0
) := fx 2 C[0; 1℄ : kx  x
0
k
C[0;1℄
 rg
mit Radius r > 0, die vollständig in D(F ) enthalten ist. Demzufolge existiert eine Folge
fx
n
g  B
r
(x
0
), für die gilt x
n
* x
0
aber x
n
6! x
0
. Aus der Kompaktheit von A und
der Stetigkeit von G folgt aber F (x
n
) ! F (x
0
) und daraus die Unstetigkeit von F
 1
in
u
0
= F (x
0
).
Wir untersuhen nun den Fall B
1
= L
p
(0; 1), B
2
= L
q
(0; 1), 1  p; q <1. Dabei benutzen
wir wieder der Zerlegung F := G ÆA und die Kompaktheit des linearen Operators A. Sei
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also x
0
2 D(F ). Dann setzen wir
R := ess inf
T2[0;1℄
x
0
(T ) > 0:
Diese Konstante existiert durh die entsprehende Denition (4.8) von D
+
. Wir konstru-
ieren eine Folge
x
n
(T ) := x
0
(T ) +
R
2
sin(2nT ); T 2 [0; 1℄; n = 1; 2; : : :
Oensihtlih gilt fx
n
g  D(F ). Wir zeigen nun, daÿ in L
p
(0; 1), 1  p <1, gilt x
n
* x
0
aber x
n
6! x
0
. Aus der Kompaktheit von A und der Stetigkeit von G folgt dann wieder
F (x
n
)! F (x
0
) und damit die Unstetigkeit von F
 1
in u
0
= F (x
0
). Es gilt für 1  p <1
kx
n
  x
0
k
L
p
(0;1)
 kx
n
  x
0
k
L
1
(0;1)
=
R

und folglih x
n
6! x
0
. Wir untersuhen die shwahe Konvergenz. Oensihtlih erhalten
wir das Resultat
kx
n
  x
0
k
L
p
(0;1)
 1:
Desweiteren können wir für beliebiges T 2 [0; 1℄ die Eigenshaft
T
Z
0
(x
n
  x
0
)() d =
R
2
T
Z
0
sin(2n ) d
=  
R
2
1
2n
os(2n )




T
0
=  
R
4n
(1  os(2nT ))! 0 für n!1
nahweisen. Nah [43, Satz 5(1.VIII)℄ folgt dann x
n
  x
0
* 0 und damit x
n
* x
0
. Damit
ist die Unstetigkeit von F
 1
in u
0
= F (x
0
) bewiesen. 
Diese Eigenshaft verursaht groÿe Probleme bei der Lösung der Gleihung (4.52). In der
Regel ist die exakte Funktion u

niht bekannt, wir haben lediglih gestörte Daten u
Æ
zur
Verfügung, wobei wir den Datenfehler durh
ku
Æ
  u

k
B
2
 Æ
für ein Æ > 0 abshätzen können. Sei u
Æ
2 F (D(F )) und x
Æ
:= F
 1
(u
Æ
). Dann können wir
wegen der Unstetigkeit von F
 1
niht garantieren, daÿ gilt
u
Æ
! u

=) x
Æ
! x = F
 1
(u

)
Aus diesem Grund ist es hier nötig, Regularisierungsverfahren anzuwenden. Wir werden
uns wie in der Literatur üblih auf den Hilbertraum-Fall zurükziehen, d.h. wir werden
uns im wesentlihen auf den Fall B
1
= B
2
= L
2
(0; 1) konzentrieren.
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4.7.1 Deskriptive Regularisierung
Bis jetzt hatten wir den Operator F auf der durh (4.8) denierten Menge D
+
\ B
1
betrahtet. Eine Möglihkeit der Regularisierung besteht nun darin, das Denitionsgebiet
D(F ) des Operators auf eine kompakte Teilmenge des Raumes B
1
einzushränken. Dazu
können a-priori-Informationen, also zusätzlihes Wissen, welhes man über die gesuhte
Funktion gegeben hat, genutzt werden. Ist dies der Fall, so sihert die folgende Behauptung
die Stabilität im injektiven Fall (siehe [37, Satz 2.5℄).
Behauptung 4.7.1 (Tikhonov) Sei F : D(F )  B
1
 ! B
2
ein stetiger und injektiver
Operator zwishen den Banahräumen B
1
und B
2
, dessen Denitionsbereih D(F ) eine
kompakte Menge in B
1
bildet. Dann ist der inverse Operator F
 1
: F (D(F ))  B
2
 ! B
1
stetig.
Können wir also voraussetzen, daÿ unsere gegebenen Daten u

bzw. u
Æ
im Bildbereih
einer kompakten Menge liegen, so können wir eine stabile Lösung der Gleihung (4.52)
garantieren. Läÿt sih der Bildbereih dagegen niht auf ein Bild einer kompakten Menge
einshränken, so besteht trotzdem die Möglihkeit, anstelle von (4.52) das Extremalpro-
blem
kF (x)  u

k
B
2
 ! min; x 2 D(F ); (4.53)
zu betrahten und dabei die Suhe einer Lösung dieser Aufgabe auf einen kompakten De-
nitionsbereih D(F ) zu reduzieren. [37, Folgerung 2.6℄ sihert dann ebenfalls die Stabilität
dieses Problems.
In diesem konkreten Fall soll die Einshränkung auf eine kompakte Menge durh zwei
Überlegungen geshehen. Zum einen wollen wir den Wertebereih der gesuhten Funktion
x beshränken, d.h. wir geben zwei Konstanten  bzw.  vor und setzen
D
+
;
:=

x 2 L
1
(0; 1) : 0 <   x(T )   fast siher auf [0; 1℄
	
: (4.54)
Zum anderen können wir uns überlegen, daÿ die Volatilität  (und damit auh x) zeit-
lih zwar variieren kann, übermäÿige Oszillationen praktish aber ausgeshlossen werden
können. Aus diesem Grund ist es sinnvoll, zusätzlih die Totalvariation der gesuhten
Funktion zu beshränken. Demzufolge denieren wir nun für 1  p <1
D(F ) :=
(
x 2 D
+
;
\ L
p
(0; 1) :
1
_
0
(x)  M;
x linksseitig stetig in (0; 1℄,
rehtsseitig stetig in 0
)
für eine Konstante M > 0. Dann gilt das folgende Lemma.
Lemma 4.7.1 D(F ) ist eine kompakte Teilmenge in L
p
(0; 1), 1  p <1.
In [26℄ ndet man eine Fallstudie, bei der mit Hilfe diese Ansatzes gute Resultate für das
Problem der Selbstfaltungsgleihung erzielt werden konnten.
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4.7.2 Nihtlineare TikhonovRegularisierung
Die TikhonovRegularisierung besteht darin, anstelle von (4.52) bzw. (4.53) das Ersatz-
problem
kF (x)  u
Æ
k
2
B
2
+ kx  x

k
2
B
1
 ! min; x 2 D(F ); (4.55)
zu lösen. Dabei sei x

ein beliebiges Element aus dem Raum B
1
, in das a-priori-Informatio-
nen über die gesuhte Lösung einieÿen können. Eine Lösung von (4.55) soll  falls vor-
handen  mit x
Æ

bezeihnet werden. Wie in der Regularisierungstheorie üblih wollen wir
annehmen, daÿ es sih bei B
1
und B
2
um Hilberträume handelt.
Folgende drei Voraussetzungen seien erfüllt:
(i) F sei stetig,
(ii) F sei shwah abgeshlossen, d.h. für jede Folge fx
n
g  D(F ) folgt aus der shwa-
hen Konvergenz x
n
* x in B
1
und der der shwahen Konvergenz F (x
n
) * u in
B
2
, daÿ gilt x 2 D(F ) und F (x) = u,
(iii) für die exakten Daten u

besitzt die Gleihung (4.52) genau eine Lösung x 2 D(F ).
Unter diesen Voraussetzungen kann die Existenz einer Lösung x
Æ

von (4.55) für jedes
 > 0 und alle u
Æ
2 B
2
gezeigt werden. Die Eindeutigkeit dieser Lösung kann jedoh niht
garantiert werden. Der Vollständigkeit halber seien hier noh zwei bekannte Aussagen aus
der Literatur zitiert, die sih mit der Stabilität und Konvergenz der Lösungen für Æ ! 0
beshäftigen.
Die erste Behauptung (siehe [23, Theorem 10.2℄) sihert die Stabilität von (4.55), d.h. die
Lösungen x
Æ

hängen stetig von den Daten u
Æ
ab.
Behauptung 4.7.2 Sei  > 0, fu
k
g und fx
k
g seinen Folgen mit u
k
! u
Æ
und x
k
sei
eine Lösung von (4.55), wobei u
Æ
durh u
k
ersetzt wurde. Dann existiert unter den Vor-
aussetzungen (i) bis (iii) eine konvergente Teilfolge von fx
k
g, die gegen die (eindeutige)
Lösung von (4.55) konvergiert.
Desweiteren muÿ noh abgesihert werden, daÿ die Lösungen x
Æ

für ! 0 und u
Æ
! u

auh gegen die exakte Lösung x von (4.52) konvergieren. Die nahstehende Behauptung
(siehe [23, Theorem 10.3℄) zeigt diese Konvergenz bei geeigneter a-priori-Parameterwahl
 = (Æ).
Behauptung 4.7.3 Es seien die obigen Voraussetzungen (i) bis (iii) erfüllt. Sei u
Æ
2 B
2
mit ku

  u
Æ
k
B
2
 Æ und sei  = (Æ) so gewählt, daÿ (Æ) ! 0 und Æ
2
=(Æ) ! 0 für
Æ ! 0 gilt. Dann enthält jede Folge fx
Æ
k

k
g von Lösungen der Extremalprobleme (4.55)
mit Æ
k
! 0 und 
k
= (Æ
k
) eine konvergente Teilfolge, die gegen die Lösung von (4.52)
konvergiert.
Wir wollen nun untersuhen, ob bzw. unter welhen Bedingungen die Voraussetzungen (i)
bis (iii) erfüllt sind. Die Stetigkeit von F für jedes x 2 D
+
hatten wir bereits gezeigt, sie
folgt aus der Stetigkeit der beiden Teiloperatoren G und A. Die shwahe Abgeshlossen-
heit von F ist niht erfüllt, falls wir D(F ) = D
+
setzen. Das liegt daran, daÿ die Menge
D
+
niht abgeshlossen ist, denn z.B. die Folge fx
n

1
n
g
1
n=1
 D
+
besitzt einen Grenz-
wert x
0
 0 62 D
+
, was der shwahen Abgeshlossenheit widersprehen würde. Shränken
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wir jedoh den Denitionsbereih D(F ) auf die Menge D
+

der nah unten beshränkten
Funktionen (vgl. (4.37)) ein, die im Raum L
2
(0; 1) konvex und abgeshlossen ist, so kön-
nen wir wegen der Kompaktheit des linearen Operators A vom Raum L
2
(0; 1) in den
Raum L
2
(0; 1) und der Stetigkeit von G bezüglih des Erfülltseins der Voraussetzung (ii)
folgendes Lemma formulieren.
Lemma 4.7.2 Wählen wir D(F ) := D
+

\ L
2
(0; 1), so ist F : D(F )  L
2
(0; 1)  !
L
2
(0; 1) shwah abgeshlossen, es gilt sogar
x
n
2 D
+

; x
n
* x =) x 2 D
+

und F (x
n
)! F (x):
Wir wollen uns nun den Konvergenzordnungen zuwenden, d.h. wir wollen Aussagen treen,
wie shnell x
Æ

(bei geeigneter Parameterwahl  = (Æ)) gegen x konvergiert, wenn u
Æ
gegen u

konvergiert. Dazu zitieren wir die folgende Behauptung (siehe z.B. [22℄).
Behauptung 4.7.4 Sei D(F ) konvex, u
Æ
2 B
2
mit ku

 u
Æ
k
B
2
 Æ und x sei die Lösung
von (4.52). Desweiteren gelten die folgenden Bedingungen:
(i) F ist Fréhet-dierenzierbar,
(ii) es existiert ein L > 0, so daÿ für alle ~x 2 D(F ) gilt
kF
0
(~x)  F
0
(x)k  L k~x  xk
B
1
;
(iii) es existiert ein ! 2 B
2
, so daÿ x  x

= F
0
(x)

! gilt,
(iv) Lk!k
B
2
< 1.
Dann gilt für die Parameterwahl   Æ die Beziehung
kx
Æ

  xk
B
1
= O(
p
Æ):
Nun können wir überprüfen, ob und unter welhen Voraussetzungen die Bedingungen aus
der Behauptung 4.7.4 erfüllt sind, wenn wir den Fall B
1
= B
2
= L
2
(0; 1) betrahten. Aus
den Überlegungen aus Abshnitt 4.4 folgt sofort eine erste Aussage.
Lemma 4.7.3 Sei eine der beiden Bedingungen (V
1
) bzw. (V
2
) aus Abshnitt 4.4 erfüllt,
dann gelten für F die Voraussetzungen (i) und (ii) aus Satz 4.7.4.
Wenden wir uns der Bedingung (iii) zu. In diesem konkreten Fall können wir F
0
(x)

explizit angeben. Es gilt
[F
0
(x)

!℄(T ) =

(G
0
(Ax)A
0
x)

!

(T )
= [(A
0
x)

(G
0
(Ax))

!℄(T )
=
1
Z
T
U
bs
(X

; ;K; r; [Ax℄())
s
!() d; T 2 [0; 1℄:
Zwei Eigenshaften von x
0
können wir daraus ableiten.
(a) Für ! 2 L
2
(0; 1) gilt x  x

= F
0
(x
0
)

! 2 H
1
(0; 1) und
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(b) (x  x

)(1) = 0.
Bedingung (iv) aus der Behauptung 4.7.4 besagt shlieÿlih, daÿ das Element ! 2 L
2
(0; 1)
hinreihend klein sein muÿ. Deshalb dürfen wir mit der a-priori-Lösung x

niht allzu weit
weg von x liegen. Dies können wir sogar präzisieren. Es gilt nämlih unter einer der beiden
Voraussetzungen (V
1
) bzw. (V
2
) und den Konstanten C und L aus Lemma 4.4.2 gerade
kx  x

k
2
L
2
(0;1)
=
1
Z
0
2
4
1
Z
T
U
bs
(X

; ;K; r; [Ax℄())
s
!() d
3
5
2
dT

1
Z
0
2
4
1
Z
0




U
bs
(X

; ;K; r; [Ax℄())
s
!()




d
3
5
2
dT

1
Z
0
2
4
C
1
Z
0
j!()j d
3
5
2
dT
 C
2
1
Z
0
2
6
4
v
u
u
u
t
1
Z
0
1
2
d
v
u
u
u
t
1
Z
0
!
2
() d
3
7
5
2
dT
 C
2
1
Z
0
k!k
2
L
2
(0;1)
dt
= C
2
k!k
2
L
2
(0;1)
<

C
L

2
:
Einige weiterführende Betrahtungen zur Charakterisierung der Quellbedingung (iii) n-
det man in [35℄.
4.7.3 Regularisierung des linearen Teilproblems
Im Abshnitt 4.2 haben wir gezeigt, daÿ wir das nihtlineare inkorrekt gestellte Problem
(4.10) als Zerlegung in ein inkorrekt gestelltes lineares und ein nihtlineares Problem
darstellen können, welhes zumindest dann korrekt ist, falls wir die Null aus dem Deniti-
onsbereih der zu betrahteten Funktionen ausshlieÿen. Dies bietet uns die Möglihkeit,
zunähst das nihtlineare Teilproblem (abgesehen vom Nullpunkt) stabil zu lösen und
dann die entsprehende lineare Aufgabe zu regularisieren. Wir betrahten also wieder die
Gleihung
F (x) = G(Ax) = u
Æ
; x 2 D(F );
wobei wir beahten, daÿ wir statt den exakten Daten u

nur die gestörten Daten u
Æ
zur
Verfügung haben. Wir hatten gezeigt, daÿ G
 1
: G(D(G))  B
2
 ! B
3
existiert und im
Fall B
2
= B
3
= C[0; 1℄ stetig für den Fall ist, daÿ der Denitionsbereih D(G) von G durh
(4.41) (siehe Satz 4.5.3) eingeshränkt wird, d.h. wir können in diesem Fall garantieren,
daÿ für u
Æ
! u

auh die Urbilder G
 1
(u
Æ
) gegen G
 1
(u

) im Raum C[0; 1℄ konvergieren.
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Das bedeutet, daÿ wir in diesem Fall zur Stabilisierung der Aufgabe (4.10) lediglih das
lineare Teilproblem
Ax = G
 1
(u
Æ
); x 2 D(F ); (4.56)
regularisieren müssen. Wir betrahten den Hilbertraum-Fall A : L
2
(0; 1)  ! L
2
(0; 1) und
verwenden wieder Tikhonov-Regularisierung, d.h. wir lösen das Ersatzproblem
kAx G
 1
(u
Æ
)k
2
L
2
(0;1)
+ kxk
2
L
2
(0;1)
 ! min; x 2 D
+
\ L
2
(0; 1): (4.57)
Die theoretishen Grundlagen dieses Verfahrens sind u.a. in [3℄,[23℄,[36℄,[37℄,[45℄ bzw. [60℄
ausführlih beshrieben. Eine entsheidende Rolle spielt dabei die Wahl des Regularisie-
rungsparameters . Wählen wir  zu klein, so hat der Datenfehler Æ groÿen Einuÿ auf
das Ergebnis, wählen wir  dagegen zu groÿ, so verfälsht der Strafterm kxk
2
L
2
(0;1)
das
Ergebnis so stark, daÿ die Lösung x
Æ

kaum noh etwas mit der exakten Lösung x zu tun
hat. Ein geeigneter Kompromiÿ ist also gefragt.
Bemerkung 4.7.1 In der Literatur ndet man häug die Tikhonov-Regularisierung in
der Gestalt
kAx G
 1
(u
Æ
)k
2
L
2
(0;1)
+ 
(x)  ! min; x 2 D
+
\ L
2
(0; 1);
für eine allgemeine Klasse von Straftermen 
(x) anstelle von kxk
2
L
2
(0;1)
. Bei den ana-
lytishen Betrahtungen wollen wir uns auf die Variante (4.57) beshränken, während wir
bei den numerishen Studien im nähsten Abshnitt auh den allgemeineren Fall betrah-
ten wollen.
Wie bereits erwähnt, handelt es sih bei A : L
2
(0; 1)  ! L
2
(0; 1) um einen kompakten
Operator, er besitzt also ein singuläres System fs
i
; u
i
; v
i
g
1
i=1
, d.h. es gilt
s
1
 s
2
 : : : > 0; A u
i
= s
i
v
i
; A

v
i
= s
i
u
i
; i = 1; 2; : : :
In diesem konkreten Fall ist das singuläre System des Operators A bekannt, es lautet
s
i
=
2
(2i  1)
;
u
i
(T ) =
p
2 os

2i  1
2

T

;
v
i
(T ) =
p
2 sin

2i  1
2

T

; T 2 [0; 1℄:
Das Verhalten der Singulärwerte fs
i
g
1
i=1
spielt eine groÿe Rolle für das Lösungsverhalten
der Gleihung (4.56). Je shneller die Folge fs
i
g
1
i=1
für i ! 1 gegen Null konvergiert
(diese Konvergenz ist stets gegeben), desto gröÿer werden die Shwierigkeiten, die bei der
Lösung der Gleihung auftreten. Deshalb maht es Sinn, shlehtgestellte lineare Probleme
mit kompakten Operatoren anhand des Verhaltens der Singulärwerte zu harakterisieren.
Wir verwenden die folgende Denition (siehe z.B. [37℄).
Def. 4.7.1 Sei A ein linearer kompakter Operator mit dem singulären System fs
i
; u
i
; v
i
g
1
i=1
.
Existiert ein  > 0 mit s
i
 i
 
, so heiÿt die Zahl  Inkorrektheitsgrad des Operators A.
Der Operator A heiÿt shwah inkorrekt für   1, mäÿig inkorrekt für 1 <   1 und
stark inkorrekt für  =1, d.h. s
i
= o(i
 
) 8  <1.
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Der Grad der Inkorrektkeit beträgt in unserem Fall also  = 1, es handelt sih demzufolge
um ein shwah inkorrektes Problem.
Wir wollen uns mit Konvergenzordnungen beshäftigen, d.h. wir untersuhen das Verhal-
ten des Fehlers kx
Æ

  xk
L
2
(0;1)
für Æ ! 0 und geeigneter Parameterwahl  = (Æ) ! 0.
Ohne Zusatzinformationen über die exakte Lösung x kann die Konvergenz (wie bei jedem
beliebigen Regularisierungsverfahren) beliebig langsam geshehen (siehe z.B. [23, Proposi-
tion 3.11.℄). Diese benötigten Zusatzinformationen ndet man übliherweise in Form einer
Quelldarstellung. Genauer gesagt, wir fordern
x 2 R ((A

A)

) (4.58)
für ein  2 (0; 1℄. Dann gilt mit kG
 1
(u
Æ
) G
 1
(u

)k 
~
Æ die Beziehung
kx
Æ

  xk
L
2
(0;1)
= O
 


+
~
Æ
p

!
Wählen wir insbesondere
 
~
Æ
2
2+1
;
so gilt
kx
Æ

  xk
L
2
(0;1)
= O

~
Æ
2
2+1

:
Für den Fall  = 1 und  
~
Æ
2=3
erhalten wir die für die Tikhonov-Regularisierung
optimale Konvergenzordnung
kx
Æ

  xk
L
2
(0;1)
= O

~
Æ
2
3

:
Um Aussagen über die Konvergenzordnung für konkrete Daten u

(bzw. u
Æ
) treen zu
können, müssen wir demzufolge die Bedingung (4.58) überprüfen. Da der Operator A
kompakt ist, läÿt sih die Menge R((A

A)

) auh mit Hilfe des singulären Systems be-
shreiben, denn es gilt
R ((A

A)

) =
(
x 2 L
2
(0; 1) : x =
1
X
i=1
s
2
i
hw; u
i
iu
i
für ein w 2 L
2
(0; 1)
)
:
Analog zur Piard-Bedingung (vgl. [23, Theorem 2.8℄) für die Existenz einer (verallgemei-
nerten) Lösung einer linearen Gleihung mit kompaktem Operator können wir nun eine
Bedingung für das Erfülltsein der Quelldarstellung (4.58) angeben. Es gilt
x 2 R ((A

A)

)()
1
X
i=1
jhG
 1
(u

); v
i
ij
2
s
2+4
i
<1 (4.59)
für die exakten Daten G
 1
(u

) (siehe [23, Proposition 3.13℄).
Wir wollen nun zumindest für den Fall  = 1 zeigen, daÿ wir zusätzlihe Informationen
über die Lösung x benötigen, um Konvergenzaussagen treen zu können. Dazu betrahten
wir den Operator A

A : L
2
(0; 1)  ! L
2
(0; 1). Dieser ist explizit bekannt, er ist deniert
durh
A

Ax(T ) :=
1
Z
T
s
Z
0
x() d ds; T 2 [0; 1℄:
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Auh die Menge R(A

A) läÿt sih in diesem Fall exakt beshreiben. Es gilt
R(A

A) =

x 2 H
2
(0; 1) : x(1) = 0; x
0
(0) = 0
	
:
Wir hatten aber gefordert, daÿ wir unsere Lösung x in der Menge D
+
der von Null
vershiedenen Funktionen suhen (bzw. in einer Teilmenge davon). Das bedeutet aber,
daÿ sie die Bedingung x(1) = 0 niht erfüllen kann, also niht in der Menge R(A

A) liegt.
Wir können also ohne weiteres keine Aussagen über die Konvergenzordnung treen.
Modizieren wir die Aufgabe (4.57) leiht, so besteht eine Möglihkeit, dieses Problem zu
beheben. Wir wählen ein x

2 L
2
(0; 1) und betrahten die Aufgabenstellung
kAx  (G
 1
(u
Æ
)  Ax

)k
2
L
2
(0;1)
+ kx  x

k
2
L
2
(0;1)
 ! min; x 2 D
+
: (4.60)
Sei x


eine Lösung dieses Problems. Dann ist x


+x

eine Lösung von (4.57), wir betrahten
also lediglih eine Vershiebung der ursprünglihen Aufgabenstellung. Diese ermögliht
uns aber nun, bei geeigneter Wahl von x

Aussagen über die Konvergenzgeshwindigkeit
zu formulieren. Wählen wir nämlih x

so, daÿ gilt x   x

2 R(A

A) (und damit die
Lösung von (4.60) für exakte Daten u

), so können wir die Konvergenzgeshwindigkeit
kx
Æ

  xk
L
2
(0;1)
 O

Æ
2
3

bei der Parameterwahl   Æ
2=3
garantieren.
Folgende zwei Bedingungen müssen also erfüllt sein:
(a) x  x

2 H
2
(0; 1) und
(b) (x  x

)(1) = 0, (x  x

)
0
(0) = 0.
Bedingung (a) sorgt dafür, daÿ (b) wohldeniert ist. Die Eigenshaft (b) können wir nur
dann erfüllen, wenn wir von der gesuhten Lösung x zusätzlih die Informationen x(1) bzw.
x
0
(0) besitzen. Um dann ebenfalls noh (a) sihern zu können, benötigen wir zusätzlihe
Forderungen bzgl. der Glattheit an die Daten u

. Diese kann aufgrund des hier vorhan-
denen praktishen Hintergrunds der Aufgabenstellung niht ohne weiteres vorausgesetzt
werden.
4.7.4 Numerishe Studien
Wir wollen uns nun mit der numerishen Realisierung der Regularisierung des linearen
Teilproblems beshäftigen und anhand der Beispiele aus Abshnitt 4.6 einige numerishe
Resultate präsentieren. Anshlieÿend wollen wir nihtlineare Tikhonov-Regularisierung
sowie deskriptive Regularisierung anwenden und diese Ergebnisse miteinander vergleihen.
Im diskreten Fall besteht die (lineare) Tikhonov-Regularisierung darin, daÿ wir anstelle
des Gleihungssystems (4.48) nun das Optimierungsproblem
J

(x) := kAx  s
Æ
k
2
2
+ kLxk
2
2
 ! min; x 2 D
+
; (4.61)
mit L 2 R
mn
lösen. Andere Strafterme wollen wir niht weiter betrahten. Die Lösung
dieser Aufgabe wollen wir in Abhängigkeit vom Regularisierungsparameter  mit x
Æ

be-
zeihnen.
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Die einfahste Möglihkeit der Wahl von L wäre die Benutzung der identishen Abbildung
I
n
im Raum R
n
. Das ist auh der Fall, den wir im vorangegangenen Abshnitt analytish
näher betrahtet haben. Praktishe Erfahrungen haben jedoh gezeigt, daÿ es oft sinnvoll
(im Sinne einer Resultatsverbesserung) ist, andere Strafterme zu betrahten. So liefert
zum Beispiel die Verwendung von
L = D
(2)
:= n
2
0
B
B
B

1  2 1 0 : : : 0
0 1  2 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
0    0 1  2 1
1
C
C
C
A
2 R
n 2n
in vielen Beispielrehnungen reht gute Ergebnisse. Der Operator D
(2)
stellt dabei eine
Diskretisierung des Operators der zweiten Ableitung (im Falle der äquidistanten Unter-
teilung des Intervalls [0; 1℄) dar.
Wie bereits erwähnt, spielt bei der Anwendung dieses Regularisierungsverfahrens die Wahl
des Parameters  eine wihtige Rolle. In der Literatur werden vershiedene Strategien für
eine entsprehende Wahl von  vorgeshlagen. In den nun folgenden Beispielrehnungen
wurde  = 
opt
jeweils so gewählt, daÿ galt
k
2
0
  x
Æ

opt
k
2
:= min

k
2
0
  x
Æ

k
2
;
d.h. es wurde der Wert für  gewählt, der eine bestmöglihe Approximation der gesuhten
Lösung x lieferte. Mit x bezeihnen wir dabei die Lösung der diskreten Aufgabe (4.48)
mit exakten Daten u.
In [32℄ wird ein numerishes Verfahren zur Lösung der Aufgabe (4.61) vorgestellt. Es
basiert im wesentlihen auf der Singulärwertzerlegung der Matrix A bzw. der verallge-
meinerten Singulärwertzerlegung des Matrixpaares (A; L), mit deren Hilfe eine explizite
Darstellung der Lösung x
Æ

von (4.61) gefunden werden kann. Eine Realisierung dieses
Verfahrens bieten die Regularisierungs-Routinen von Hansen (siehe [31℄). Dieses Paket
stellt Matlab-Routinen für vershiedene Regularisierungs-Verfahren (inklusive der Im-
plementierung von Strategien zur Wahl des Parameters ) zur Verfügung.
Kommen wir nun zu einigen konkreten Ergebnissen, die in diesem Fall erzielt werden
konnten. Wir betrahten zunähst den Fall L = I
n
. Die Abbildung 4.7 zeigt, daÿ in der
Tat durh die Regularisierung die Ergebnisse leiht verbessert werden konnten. Es fällt
jedoh auf, daÿ die optimal regularisierte Lösung immer noh eine leihte Oszillation
aufweist. Diese vershwindet, wenn wir  vergröÿern. Allerdings verfälsht der durh die
Regularisierung entstandene zusätzlihe Fehler das Ergebnis speziell in den Randdaten so
sehr, daÿ wir ein insgesamt shlehteres Resultat erhalten.
Eine weitere Verbesserung erhalten wir durh die Wahl L = D
(2)
. Dieser hat gegenüber der
Identität I
n
den Vorteil, daÿ er eine stärkere Glättung der Lösung bewirkt. Ist die gesuhte
Lösung dagegen unstetig, so ist die Wahl L = D
(2)
aufgrund dieser glättenden Eigenshaft
eher ungeeignet. In der Abbildung 4.8 ist das Ergebnis für die Beispielfunktion (4.50)
dargestellt. Wie wir deutlih erkennen können, lieÿ sih somit das Ergebnis tatsählih
deutlih verbessern. Die Oszillationen konnten nahezu vollständig geglättet und eine sehr
gute Näherungslösung erzielt werden.
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Abbildung 4.7: Regularisierung mit L = I
n
(Æ = 0:1, 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= 1:2  10
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Abbildung 4.8: Regularisierung mit L = D
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Die dargestellten Ergebnisse beruhen auf der Tatsahe, daÿ wir den Parameter  so ge-
wählt haben, daÿ das Ergebnis x
Æ

bestmöglih mit unserem gesuhten Wert x über-
einstimmt. Ein besseres Resultat ist also mit dieser Regularisierung niht zu erzielen.
Praktish können wir  jedoh niht auf diese Weise ermitteln, da die exakte Lösung
in der Regel niht bekannt ist. Dafür wurden Strategien zur geeigneten Parameterwahl
entwikelt.
Eine der bekanntesten Parameterwahlstrategien ist das Diskrepanzprinzip von Morozov
(vgl. [37, S.139℄). Dieses sagt aus, daÿ wir bei Kenntnis des Fehlerlevels ks
Æ
  sk
2
 Æ den
Parameter  so wählen, daÿ gilt
kAx
Æ

  s
Æ
k
2
= Æ:
Dieses Verfahren sihert uns die Konvergenz von x
Æ

gegen die exakte Lösung x für Æ ! 0.
Allerdings setzt es die Kenntnis des Fehlerlevels Æ voraus. Dieses ist häug jedoh un-
bekannt oder man kennt lediglih eine grobe Abshätzung des Fehlers. Im letzteren Fall
würden dadurh Möglihkeiten der Resultatsverbesserungen vershenkt werden. Aus die-
sem Grund haben sih in der Praxis in den letzten Jahren heuristishe Parameterwahl-
strategien durhgesetzt. Dazu zählen das L-Kurven oder auh das Generalized-Cross-
ValidationVerfahren (GCV), die u.a. in [32, S.97.℄ beshrieben werden. Diese Verfahren
kommen ohne Kenntnis des Fehlers Æ aus, haben aber den Nahteil, daÿ sie keine Konver-
genz x
Æ

! x für Æ ! 0 garantieren können (Bakushinsky-Veto, siehe z.B. [23, Theorem
2.2℄). Trotzdem liefern sie in der Regel reht gute Ergebnisse.
Ein graphishes Beispiel soll diese Überlegungen noh untermauern. Wir verwenden die
selben gestörten Daten, wie wir sie für die in den Abbildungen 4.7 bzw. 4.8 erzielten
Resultate benutzt haben. Der Regularisierungsparameter  = 4:4309  10
 7
wurde mittels
L-Kurve ermittelt. Das somit erzielte Ergebnis ist in Abbildung 4.9 dargestellt. Wir sehen,
daÿ wir wieder eine reht gute Rekonstruktion der gesuhten Funktion erhalten.
Betrahten wir nun die nihtlineare Tikhonov-Regularisierung. Ähnlih wie im linearen
Fall, bringt die Wahl des Strafterms kxk
2
2
kaum eine Resultatsverbesserung, selbst wenn
wir den Parameter  wieder so wählen, daÿ das erzielte Ergebnis x
Æ

bestmöglih mit der
gesuhten Lösung x übereinstimmt. Dies wird in Abbildung 4.10 für die Beispielfunktion
(4.50) einmal graphish dargestellt.
Eine Resultatsverbesserung erhält man wieder, wenn man die zweite diskrete Ableitung
als Strafterm wählt. Wählen wir  wieder bestmöglih, so erhalten wir ein Resultat, wie
es in der Abbildung 4.11 gezeigt wird.
Durh deskriptive Regularisierung mittels Einshränkung der Totalvariation lassen sih
ebenfalls reht brauhbare Ergebnisse erzielen. Das bestmöglihe Resultat (wir wählen die
Shranke  für die Totalvariation so, daÿ wir wieder den Fehler gegenüber der exakten
Lösung minimieren) ist in der Abbildung 4.12 angegeben.
Vergleihen wir die vershiedenen Regularisierungsvarianten, so erkennen wir, daÿ für das
konkrete Beispiel die nihtlineare Tikhonov-Regularisierung mit dem Strafterm  kxk
2
2
das shlehteste Ergebnis liefert. Wählen wir aber den glättenden Strafterm  kD
(2)
xk
2
2
,
so liefert die nihtlineare Tikhonov-Regularisierung in diesem Fall das beste Ergebnis.
Allerdings ist die Tikhonov-Regularisierung des linearen Teilproblems mittels desselben
Strafterms nur unwesentlih shlehter. In [33℄ wird auh eine unstetige Beispielfunktion
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Abbildung 4.9: Wahl des  mittels L-Kurve (Æ = 0:1,  = 4:4309  10
 7
)
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Abbildung 4.10: Nihtlineare Tikhonov-Regularisierung (Æ = 0:1,  = 6:3  10
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)
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Abbildung 4.11: Nihtlineare Regularisierung mittels diskreter zweiter Ableitung (Æ = 0:1,
 = 4:9  10
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Abbildung 4.12: Deskriptive Regularisierung mittels Totalvariation (Æ = 0:1,  = 0:43)
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(T ), T 2 [0; 1℄, als zu ermittelnder Parameter betrahtet. Bei der Rekonstruktion dieser
Funktion erweist sih die deskriptive Regularisierung mittels Beshränkung der Totalva-
riation als die beste Variante. Insgesamt läÿt sih auh auf Basis der Studie [33℄ sagen,
daÿ aus Siht der erzielten Ergebnisse bei entsprehender Regularisierung keiner der bei-
den verwendeten Lösungsansätze  Dekomposition oder Kleinste-Quadrate-Minimierung
 dem anderen vorzuziehen ist.
Aus numerisher Siht ist jedoh der Dekompositionsalgorithmus günstiger. In diesem Fall
lösen wir n eindimensionale Optimierungsprobleme zur Ermittlung einer Lösung des niht-
linearen Teilproblems, welhe aufgrund der bewiesenen Monotonien durh einen einfahen
Line-Searh-Algorithmus realisiert werden können. Für das regularisierte lineare Teilpro-
blem können wir mittels Singulärwertzerlegung eine exakte Lösungsformel angeben. Mini-
mieren wir dagegen das (regularisierte) Kleinste-Quadrate-Problem ohne Dekomposition,
so erhöht sih der Rehenaufwand unter Umständen beträhtlih. Das hängt u.a. davon
ab, wie gut die entsprehende Startlösung, mit der der Suhalgorithmus gestartet wird,
ist. Zum anderen kann man bei der nihtlinearen Optimierung niht garantieren, daÿ die
ermittelte Lösung das tatsählihe Optimum darstellt. Es könnte sih auh nur um ein
lokales Minimum des Zielfunktionals handeln.
Kapitel 5
Identikation preisabhängiger
Volatilitäten
5.1 Problemdenition
Wir wollen uns nun  im Gegensatz zum vorherigen Kapitel  mit der Variante beshäfti-
gen, daÿ die gesuhte Volatilität nur vom Assetpreis X abhängt, d.h. wir setzen den Fall
 = (X) voraus.
Wir betrahten wieder den (fairen) Preis u(X; t;K; T ) einer europäishen Kaufoption als
eine von den Parametern Assetpreis X, Zeitpunkt t  0, Basispreis K und Stihtag
T  t abhängige Funktion. Unter Verwendung der Blak-Sholes-Analysis lassen sih die
Optionspreise auf einem arbitragefreien Markt bei gegebenen festen Marktzins r  0 sowie
festem Basispreis K > 0 sowie Stihtag T > 0 als Lösung der Blak-Sholes-Gleihung
 
u
t
=
1
2
X
2

2
(X)

2
u
X
2
+ r X
u
X
  r u; (X; t) 2 (0;1) [0; T ); (5.1)
mit der entsprehenden Endbedingung
u(X; T;K; T ) = max(X  K; 0); X 2 (0;1); (5.2)
ermitteln. Betrahten wir dagegen einen festen Assetpreis X > 0 und einen festen Zeit-
punkt t  0, so kann u(X; t;K; T ) als Lösung der Dupire-Gleihung
u
T
=
1
2
K
2

2
(K)

2
u
K
2
  r K
u
K
; (K; T ) 2 (0;1) (t;1); (5.3)
mit der Anfangsbedingung
u(X; t;K; t) = max(X  K; 0); K 2 (0;1); (5.4)
dargestellt werden.
Um den unbekannten Parameter  zu ermitteln, wollen wir auf Preise von am Markt
gehandelten Optionen zurükgreifen. Insbesondere sollen Optionen mit vershiedenen Ba-
sispreisen verwendet werden. Wir stellen uns dann wieder die folgende Frage: Ist es anhand
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von gegebenen Daten in Form von Optionspreisen möglih, den dazugehörigen Parameter
 (eindeutig) zu identizieren? Analog zum Fall zeitabhängiger Volatilitäten wählen wir
dazu Daten, die nur von einer Variablen abhängen. Nutzen wir im zeitabhängigen Fall
Optionspreise für einen festen Basispreis K, aber vershiedene Stihtage T , so betrahten
wir hier den umgekehrten Fall: Wir wählen einen festen Stihtag T und betrahten Preise
von Optionen für vershiedene Basispreise K.
In [10℄ bzw. [11℄ wird dieses Problem in Räumen stetiger Funktionen untersuht, ein
hinreihendes Kriterium für die Eindeutigkeit formuliert und numerishe Verfahren zur
Lösung dieser Aufgabe angegeben. Unter starken Voraussetzungen an die Daten konnte
die Stabilität nahgewiesen werden. In [51℄ dagegen nutzt man nihtlineare Tikhonov-
Regularisierung und leitet mit Tehniken der optimalen Steuerung notwendige und hin-
reihende Optimalitätskriterien für das entsprehende Minimierungsproblem her.
Wir greifen Ergebnisse aus [51℄ auf, die es uns ermöglihen, ein entsprehendes Problem der
Optionspreisbildung als Abbildung in geeigneten metrishen Räumen anzugeben. Durh
eine ausführlihe analytishe Untersuhung zeigen wir, daÿ wir dann (bei entsprehender
Wahl der Metriken) auf bekannte Stabilitätsaussagen aus der Theorie der nihtlinearen
Tikhonov-Regularisierung (siehe z.B. [22℄ bzw. [23, S.241.℄) zurükgreifen können.
Um die (klassishe) Theorie parabolisher Dierentialgleihungen (siehe z.B. [28℄ bzw.
[49℄) anwenden zu können, führen wir (wieder) die folgenden Transformationen ein:
x := lnX; y := lnK; v(x; t; y; T ) := u(X; t;K; T ); a(x) :=
1
2

2
(X): (5.5)
Dann erhalten wir aus (5.1)-(5.2) bzw. (5.3)-(5.4) die Cauhyprobleme
8
<
:
 
v
t
= a(x)

2
v
x
2
+ (r   a(x))
v
x
  r v; (x; t) 2 R  [0; T );
v(x; T; y; T ) = max(e
x
  e
y
; 0); x 2 R;
(5.6)
bzw.
8
<
:
v
T
= a(y)

2
v
y
2
  (r + a(y))
v
y
; (y; T ) 2 R  (t;1);
v(x; t; y; t) = max(e
x
  e
y
; 0); y 2 R:
(5.7)
Wir bezeihnen mit
D


:= fa 2 C

(R) :   a(y)  C; y 2 Rg
die Menge aller auf R hölderstetigen Funktionen (mit Hölderindex 0 <   1), die durh
zwei positive Konstanten 0 <  < C < 1 nah unten bzw. nah oben beshränkt sind.
Dann besitzen (5.6) bzw. (5.7) für jedes a 2 D


jeweils eindeutige Lösungen. Diese sind
stetige und positive Funktionen.
Sei weiterhinM
+
die Menge aller stetigen und positiven Funktionen auf R. Dann können
wir mit Hilfe des Cauhyproblems (5.7) eine entsprehende nihtlineare Abbildung F
denieren.
Def. 5.1.1 Seien x

2 R sowie T

> t

 0 gegeben. Für beliebiges a 2 D


denieren wir
v(y; T ; a), (y; T ) 2 R  [t

; T

℄, als Lösung des Cauhyproblems
8
<
:
v
T
= a(y)

2
v
y
2
  (r + a(y))
v
y
; (y; T ) 2 R  (t

; T

℄;
v(y; t

; a) = max(e
x

  e
y
; 0); y 2 R:
(5.8)
KAPITEL 5. IDENTIFIKATION PREISABHÄNGIGER VOLATILITÄTEN 83
Dann können wir F : D


 !M
+
durh
[F (a)℄(y) := v(y; T

; a); y 2 R; (5.9)
denieren.
Praktish realisiert die Abbildung F folgendes: Wir haben einen Assetpreis X

zum Zeit-
punkt t

sowie eine preisabhängige Volatilität (X), X 2 (0;1), die durh (5.5) zu
einer Funktion a(x), a 2 R transformiert wird, gegeben. Durh die transformierte Dupire-
Gleihung (5.7) werden nun transformierte Optionspreise für beliebige transformierte Ba-
sispreise y 2 R und Stihtage T > t

berehnet. Wir wählen einen konkreten Stihtag
T

> t

aus und ordnen mit der Abbildung F der transformierten Volatilität a(x), x 2 R,
eine transformierte Optionspreisfunktion v

(y) := v(x

; t

; y; T

) für alle transformierten
Basispreise y 2 R zu.
Def. 5.1.2 (Preisabhängiges inverses Problem der Optionspreisbildung  (IP2))
Zum Zeitpunkt t

 0 sei der aktuelle Assetpreis X

> 0 und der risikolose Zins r  0
bekannt. Sei 


 (0;1) eine beliebige Teilmenge. Für einen Stihtag T

> t

seien Op-
tionspreise u

(K) := u(X

; t

; K; T

) für alle Basispreise K 2 


gegeben. Wir suhen
eine lokale Volatilitätsfunktion , so daÿ für
y := lnK; x

:= lnX

; a(y) :=
1
2

2
(K); y 2 R;
sowie
v

(y) := u

(K); y 2 !

:= fy 2 R : e
y
2 


g;
gilt, daÿ a 2 D


und
[F (a)℄(y) = v

(y); y 2 !

: (5.10)
Wir geben noh ein entsprehendes direktes Problem der Optionspreisbildung im Falle
preisabhängiger Volatilitäten an.
Def. 5.1.3 (Preisabhängiges direktes Problem der Optionspreisbildung  (DP2))
Zum Zeitpunkt t

 0 sei der aktuelle Assetpreis X

> 0 und der risikolose Zins r  0
bekannt. Desweiteren sei die Volatilität  mit
y := lnK; x

:= lnX

; a(y) :=
1
2

2
(K) 2 D


für K 2 (0;1) gegeben. Dann ermitteln wir für einen konkreten Stihtag T

> t

für alle
K 2 (0;1) eine Optionspreisfunktion u(K) = u(X

; t

; K; T

) durh
u(K) := [F (a)℄(y) = v(y; T

; a); y 2 R:
5.2 Stetigkeitsbetrahtungen für vershiedene Metriken
Um die Stetigkeit der Abbildung F (bzw. später die Stabilität des inversen Problems
(IP2)) untersuhen zu können, müssen wir auf den Mengen D


bzw. M
+
geeignete Me-
triken einführen.
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Wir beginnen mit dem Denitionsbereih D


. Problematish dabei gestaltet sih die Tat-
sahe, daÿ D


Funktionen enthält, die auf der gesamten reellen Ahse deniert und durh
die positive Konstante  nah unten beshränkt sind. Sei a 2 D


ein beliebiges Element.
Dann gilt demzufolge
a 2 L
1
(R) aber a 62 L
p
(R); 1  p <1:
Aus diesem Grund wollen wir F niht als Abbildung zwishen Banahräumen betrah-
ten, sondern führen geeignete metrishe Räume ein. Dabei beshränken wir uns auf zwei
Fälle: Zum einen wählen wir die Supremumsmetrik, die ohne Probleme auf D


eingeführt
werden kann. Als zweite Möglihkeit wollen wir die L
2
-Metrik nutzen. Dazu wählen wir
ein beliebiges Referenzelement a

2 D


und betrahten als Denitionsbereih von F alle
Elemente a 2 D


, für die gilt
ka  a

k
L
2
(R)
<1:
Auf Basis dieser Überlegungen führen wir nun die beiden folgenden metrishen Räume
ein.
Def. 5.2.1 Wir denieren die folgenden metrishen Räume:
(i) Mit (D


; L
1
) bezeihnen wir den metrishen Raum der Menge aller Funktionen aus
D


, versehen mit der Supremumsmetrik
d(a
1
; a
2
) := sup
y2R
ja
1
(y)  a
2
(y)j = ka
1
  a
2
k
L
1
(R)
; a
1
; a
2
2 D


:
(ii) Für ein beliebiges (aber festes) a

2 D


bezeihnen wir mit (D

a

; L
2
) den metrishen
Raum der Menge aller Funktionen D

a

:= fa 2 D


: a a

2 L
2
(R)g, versehen mit
der L
2
-Metrik
d(a
1
; a
2
) :=
0

1
Z
 1
(a
1
(y)  a
2
(y))
2
dy
1
A
1
2
= ka
1
  a
2
k
L
2
(R)
; a
1
; a
2
2 D

a

:
Um entsprehende Metriken auf der Bildmenge M
+
zu denieren, benötigen wir noh
einige Vorüberlegungen. Aus den Eigenshaften von Optionspreisen folgt für beliebige
a 2 D


die Abshätzung
0  [F (a)℄(y) < x

; y 2 R;
d.h. die Funktionen aus dem Bild F (D


) sind auf jeden Fall beshränkt. Wir können aber
noh mehr zeigen. Dazu betrahten wir zwei beliebige Funktionen a
1
; a
2
2 D


und bilden
die Dierenz F (a
1
)  F (a
2
) ihrer Bilder. Dann können wir zeigen, daÿ sogar gilt
F (a
1
)  F (a
2
) 2 L
2
(R):
Der Beweis erfolgt in zwei Shritten und ist sehr tehnish. Wir geben deshalb die ent-
sprehenden Ideen an und verweisen für die Details auf [34℄.
Im ersten Shritt leiten wir eine Abshätzung der Dierenz F (a
1
) F (a
2
) (in Abhängigkeit
von a
1
und a
2
) bzgl. der Supremumsmetrik her. Diese Eigenshaft benötigen wir später
für den Nahweis der (Lipshitz-)Stetigkeit von F in entsprehenden metrishen Räumen.
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Lemma 5.2.1 Seien a
1
; a
2
2 D


und v(y; T ; a
1
) bzw. v(y; T ; a
2
), (y; T ) 2 R  [t

; T

℄,
seien die entsprehenden Lösungen von (5.8). Für jedes T 2 (t

; T

℄ gilt die Abshätzung
kv(; T ; a
1
)  v(; T ; a
2
)k
L
1
(R)
 C
T
ka
1
  a
2
k
L
1
(R)
für eine (von a
1
und a
2
unabhängige) Konstante C
T
> 0.
Beweis. Seien a
1
; a
2
2 D


zwei beliebige Funktionen und v(y; T ; a
1
) bzw. v(y; T ; a
2
),
(y; T ) 2 R  [t

; T

℄ entsprehend durh (5.8) deniert. Wir setzen
z(y; T ) := v(y; T ; a
1
)  v(y; T ; a
2
); (y; T ) 2 R  [t

; T

℄:
Dann ist z oensihtlih Lösung des Cauhyproblems
8
>
>
>
<
>
>
>
>
:
z
T
= (a
1
(y)  a
2
(y)) (v
yy
(y; T ; a
1
)  v
y
(y; T ; a
1
))
+a
2
(y)

2
z
y
2
  (r + a
2
(y))
z
y
; (y; T ) 2 R  (t

; T

℄;
z(y; t

) = 0; y 2 R:
(5.11)
Sei  

(y; T; ; ) die Fundamentallösung der Dierentialgleihung von (5.11). Dann können
wir die Funktion z(y; T ), (y; T ) 2 R  [t

; T

℄, darstellen als
z(y; T ) :=
T
Z
t

1
Z
 1
(a
1
()  a
2
()) (v
yy
(;  ; a
1
)  v
y
(;  ; a
1
))  

(y; T; ; ) d d: (5.12)
In Lemma 3.1.1 hatten wir aber gezeigt, daÿ für die Fundamentallösung  (x; T; y; t) der
transformierten Blak-Sholes-Gleihung (mit Koezient a
1
anstelle von a) gerade
~u
yy
(x; t

; y; T )  ~u
y
(x; t

; y; T ) = v
yy
(y; T ; a
1
)  v
y
(y; T ; a
1
) = e
y
 (x; T; y; t

) (5.13)
gilt. Dies setzen wir ein und shätzen ab:
jz(y; T )j =






T
Z
t

1
Z
 1
(a
1
()  a
2
()) e

 (x; ; ; t

)  

(y; T; ; ) d d






 ka
1
  a
2
k
L
1
(R)
T
Z
t

1
Z
 1
e

 (x; ; ; t

)  

(y; T; ; ) d d
| {z }
 C
T
:
Bei der Abshätzung des Integrals nutzen wir (wie im Beweis von Satz 3.1.1) die Eigen-
shaft von   bzw.  

, daÿ gilt
 (x; ; ; t

) 

1
p
   t

exp

 

2
   t

(x  )
2

bzw.
 

(y; T; ; ) 

1
p
T   
exp

 

2
T   
(y   )
2

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für zwei (von a
1
und a
2
unabhängige) Konstanten 
1
und 
2
(siehe [28, Theorem 1.11℄).
Eine ausführlihe Darstellung dieser Abshätzung erfolgt in [34, Lemma 3.1℄. 
Das zweite Lemma besagt shlieÿlih, daÿ für beliebige T 2 (t

; T

℄ für die durh (5.11)
denierte Funktion z(y; T ), (y; T ) 2 R  [t

; T

℄ gilt, daÿ z(; T ) 2 L
2
(R), und liefert eine
entsprehende Lipshitzabshätzung in der L
2
-Metrik.
Lemma 5.2.2 Für die durh (5.11) denierte Funktion z gilt z 2 C ([t

; T

℄;L
2
(R)) für
beliebige a
1
; a
2
2 D


. Falls zusätzlih die Bedingung a
1
; a
2
2 D

a

für ein a

2 D


erfüllt
ist, so gilt für jedes T 2 (t

; T

℄ auh
kz(; T )k
L
2
(R)
= kv(; T ; a
1
)  v(; T ; a
2
)k
L
2
(R)

~
C
T
ka
1
  a
2
k
L
2
(R)
für eine (von a
1
und a
2
unabhängige) Konstante
~
C
T
> 0.
Beweis. Siehe [34, Lemma 3.2℄. 
Nun können wir entsprehende Metriken auf der Bildmenge betrahten. Für beliebige
T > t führen wir die Mengen
M
T

:= ff 2 C(R) : v(y; T ; )  f(y)  v(y; T ;C); y 2 Rg
ein. Die Funktionen v(y; T ; ) bzw. v(y; T ;C), (y; T ) 2 R  [t

; T

℄, beshreiben dabei die
entsprehenden Lösungen von (5.8) mit Parameter a   bzw. a  C auf R. Aus Lemma
5.2.1 bzw. 5.2.2 leiten wir dann die folgende Aussage ab, die es uns shlieÿlih ermögliht,
entsprehende Metriken auf der Bildmenge einzuführen.
Folgerung 5.2.1 Für beliebiges T > t und beliebiges a 2 D


und f(y) := v(y; T ; a),
y 2 R, sowie f
1
; f
2
2 M
T

gilt
f 2 M
T

und kf
1
  f
2
k
L
2
(R)
<1:
Insbesondere gilt F (D


) M
T


.
Beweis. Setzen wir a
1
:= a, a
2
  und verwenden, daÿ aufgrund der Darstellung (5.13)
die Positivität von v
yy
(y; T ; a)  v
y
(y; T ; a) auf R  (t

; T

℄ gilt, so folgt wegen a    0
aus dem Positivitätsprinzip ([28, Lemma 2.5℄) für die Lösung z von (5.11) die Beziehung
v(y; T ; a)  v(y; T ; ) = z(y; T )  0; (y; T ) 2 R  (t

; T

℄:
Analog folgt durh den Ansatz a
1
 C, a
2
:= a die Beziehung
v(y; T ;C)  v(y; T ; a)  0; (y; T ) 2 R  (t

; T

℄:
Die zweite Aussage folgt aus Lemma 5.2.2 durh
kf
1
  f
2
k
L
2
(R)
 kv(; T ;C)  v(; T ; )k
L
2
(R)
<1: 
Dies ermögliht uns, analog zu Denition 5.2.1 auf M
T

sowohl die Supremumsmetrik als
auh die L
2
-Metrik einzuführen.
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Def. 5.2.2 Wir denieren die folgenden metrishen Räume:
(i) Mit (M
T

; L
1
) bezeihnen wir den metrishen Raum der Menge aller Funktionen
aus M
T

, versehen mit der Supremumsmetrik
d(f
1
; f
2
) := sup
y2R
jf
1
(y)  f
2
(y)j = kf
1
  f
2
k
L
1
(R)
; f
1
; f
2
2 M
T

:
(ii) Mit (M
T

; L
2
) bezeihnen wir den metrishen Raum der Menge aller Funktionen aus
M
T

, versehen mit der L
2
-Metrik
d(f
1
; f
2
) :=
0

1
Z
 1
(f
1
(y)  f
2
(y))
2
dy
1
A
1
2
= kf
1
  f
2
k
L
2
(R)
; f
1
; f
2
2 M
T

:
Nun können wir F zum einen als Abbildung von (D


; L
1
) nah (M
T


; L
1
), zum ande-
ren als Abbildung von (D

a

; L
2
) nah (M
T


; L
2
) betrahten und die Stetigkeit in diesen
Raumpaaren untersuhen. Dabei ergeben sih die folgenden beiden Aussagen.
Satz 5.2.1 Für die durh (5.9) denierte Abbildung gilt:
(i) F : (D


; L
1
)  ! (M
T


; L
1
) ist in jedem Punkt a 2 D


lipshitzstetig.
(ii) Für jedes beliebige a

2 D


ist F : (D

a

; L
2
)  ! (M
T


; L
2
) in jedem Punkt a 2 D

a

lipshitzstetig.
Beweis. Die Behauptungen folgen sofort aus den Aussagen von Lemma 5.2.1 bzw. Lemma
5.2.2 für T = T

. 
5.3 Untersuhung von Existenz und Eindeutigkeit
Um Optionspreise mittels des Cauhyproblems (5.3)-(5.4) berehnen zu können, benöti-
gen wir Volatilitäten auf der gesamten positiven reellen Halbahse. Bei der numerishen
Lösung dieser Aufgabe mit dem in Kapitel 2.3 beshriebenen Verfahren reiht es aus, die
Volatilität (K) auf einem Intervall [0; K℄ für hinreihend groÿes K zu kennen. Praktish
müssen wir davon ausgehen, daÿ weder Optionen für sehr kleine Basispreise K nahe der
Null noh für groÿe Basispreise, die deutlih über dem Assetpreis X

liegen, gehandelt
werden. Das bedeutet aber, daÿ wir davon ausgehen können, daÿ 


eine ehte Teilmenge
von (0;1) (bzw. von (0; K℄) darstellt.
Sei also 


ein Teilintervall von (0;1), wobei wir den Fall 


= (0;1) mit einshlieÿen
wollen. Wir untersuhen nun, ob es möglih ist, mit Hilfe der zusätzlihen Daten u

(K),
K 2 


, den unbekannten Parameter  zumindest auf 


zu ermitteln.
Über die Existenz von Lösungen der Gleihung (5.10) ist in der Literatur kaum etwas
bekannt. Es gibt nur wenige Arbeiten, die sih mit der Lösbarkeit dieser Gleihung (5.10)
beshäftigen. In [11℄ z.B. wird die Frage der Eindeutigkeit von Lösungen untersuht, in den
Arbeiten [51℄ und [21℄ steht die Entwiklung von Lösungsalgorithmen im Vordergrund.
Auf die Frage der Existenz von Lösungen wird in keiner dieser Arbeiten eingegangen. Die
Denition der Abbildung F über das Cauhyproblem (5.8) ershwert es, notwendige und
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hinreihende Bedingungen an die Daten zu formulieren, um die Existenz von Lösungen zu
garantieren. Im Falle der zeitabhängigen Daten hatten wir aus allgemeinen Arbitragebe-
dingungen für Optionspreise sowie Dierenzierbarkeit der Daten die eindeutige Existenz
von Lösungen nahweisen können. Diese Herangehensweise liefert hier nur notwendige
Kriterien. Wir formulieren ein entsprehendes Lemma.
Lemma 5.3.1 Folgende Bedingungen an die Daten v

(y), y 2 !

, sind notwendig für die
Existenz einer Lösung von (5.10) in D


:
(i) Die Funktion v

ist für jedes y 2 !

zweimal stetig dierenzierbar und besitzt eine
hölderstetige zweite Ableitung (mit Hölderindex ).
(ii) Die Funktion u

(K) = v

(lnK) ist streng monoton fallend und streng konvex.
(iii) Mit den Lösungen v(y; T ; ) und v(y; T ;C), (y; T ) 2 R  [t

; T

℄, von (5.8) gilt die
Abshätzung
v(y; T

; )  v

(y)  v(y; T

;C); 8 y 2 !

:
Die erste Bedingung folgt aus der Lösungstheorie parabolisher Dierentialgleihungen
(siehe [49, S.320 Theorem 4.5.1℄). Voraussetzung (ii) ist eine Arbitragebedingung an die
Daten. In [4℄ zeigt man, daÿ Lösungen des Cauhyproblems (5.3)-(5.4) für stetige und
beshränkte positive Volatilitäten  diese Bedingung tatsählih auh erfüllen. Die dritte
Voraussetzung ist eine Konsequenz von Folgerung 5.2.1. Diese ist im Falle !

= R äqui-
valent mit der Forderung v

2 M
T


. Allerdings sind diese Bedingungen niht hinreihend
für die Existenz einer Lösung der Gleihung (5.10).
Shwierigkeiten bereitet es ebenfalls, Aussagen über die Eindeutigkeit von Lösungen der
Gleihung (5.10) zu treen. Es existieren vershiedene Arbeiten, die sih mit Parameter-
identikation bei parabolishen Dierentialgleihungen durh zusätzlihe Enddaten be-
shäftigen (z.B. [40℄, [57℄, [56℄). Um die Eindeutigkeit nahzuweisen, sind dabei Voraus-
setzungen inbesondere an die Anfangsdaten notwendig, die in unserem Fall niht erfüllt
sind. Dies wollen wir hier einmal kurz demonstrieren.
Wir betrahten !

= R und nehmen an, daÿ für gegebene Daten v

(y); y 2 R, zwei
Lösungen a
1
und a
2
der Gleihung (5.10) existieren, d.h. es gilt
F (a
1
) = v

= F (a
2
):
Seien v(y; T ; a
1
) bzw. v(y; T ; a
2
), (y; T ) 2 R[t

; T

℄ die zu a
1
bzw. a
2
gehörigen Lösungen
des Cauhyproblems (5.8). Wir setzen wieder
z(y; T ) := v(y; T ; a
1
)  v(y; T ; a
2
); (y; T ) 2 R  [t

; T

℄:
Dann kann z wieder als Lösung des Cauhyproblems (5.11) dargestellt werden. Zusätzlih
kennen wir die Endbedingung
z(y; T

) = 0; y 2 R: (5.14)
Wir wollen untersuhen, ob wir unter diesen Voraussetzungen shluÿfolgern können, daÿ
die triviale Lösung z  0 auf R  [t

; T

℄ bzw. a
1
= a
2
auf R die einzige Lösung darstellt,
die (5.11) und (5.14) erfüllt. Wir zitieren die folgende Behauptung (siehe [41℄).
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Behauptung 5.3.1 Gegeben sei der elliptishe Dierentialoperator
Av(x; t) := a(x)

2
v(x; t)
x
2
+ b(x)
v(x; t)
x
+ (x) v(x; t)
mit (zeitunabhängigen) Koezienten a; b;  2 C

(R) für einen Hölderindex 0 <   1
und es gelte
a(x) > a > 0; (x)  0; x 2 R;
für eine Konstante a. Sei weiterhin
v(x; t)
t
  Av(x; t) = (x; t) f(x); (x; t) 2 R  (0; t
0
); (5.15)
v(x; 0) = 0; x 2 R; (5.16)
mit ; =t 2 C(R  (0; t
0
)), f 2 C(R) und  bzw. f erfüllen die folgenden Bedingun-
gen:
(i) (x; t)  0, (x; t)=t > 0 für (x; t) 2 R  (0; t
0
) und (x; t
0
) > 0 für x 2 R,
(ii) es sei ( + =t)jf j(x; t)   (x), (x; t) 2 R  (0; t
0
), für eine gegebene Funktion
 2 L
1
(R)  L
1
(R).
Gilt zusätzlih (die Endbedingung)
v(x; t
0
) = 0; x 2 R; (5.17)
dann ist v  0 auf R  [0; t
0
℄ und f  0 auf R.
Die gröÿten Shwierigkeiten bereitet dabei die Voraussetzung, daÿ für die Funktion  im
Quellterm die Existenz einer nihtnegativen Ableitung bzgl. der Zeit t gefordert wird.
In der Tat ndet man in der Literatur Beispiele dafür, daÿ das System (5.15)-(5.17)
nihttriviale Lösungen besitzt (siehe z.B. [41℄, [9℄). In [9℄ wird diese Forderung dahingehend
etwas abgeshwäht, indem gezeigt wird, daÿ sie durh eine Ungleihung der Gestalt





t
(x; t)
(x; t)




< 
ersetzt werden kann, wobei  eine vom elliptishen Operator A abhängige Konstante
darstellt.
Wir betrahten nun unsere konkrete Aufgabenstellung (5.11),(5.14) und untersuhen, ob
mit
(y; T ) := v
yy
(y; T ; a
1
)  v
y
(y; T ; a
1
) sowie f(y) := a
1
(y)  a
2
(y)
die Voraussetzungen der Behauptung 5.3.1 erfüllt sind. Können wir dies nahweisen, so
folgt unmittelbar aus der Behauptung 5.3.1, daÿ gilt a
1
= a
2
, d.h. Lösungen der Gleihung
(5.10) sind in diesem Fall auh eindeutig.
Wir hatten bereits nahgewiesen, daÿ gilt
v
yy
(y; T ; a
1
)  v
y
(y; T ; a
1
) = e
y
 (x

; T; y; t

) > 0; (y; T ) 2 R  (t

; T

℄; (5.18)
wobei  (x

; T; y; t

) die Fundamentallösung der (transformierten) Blak-Sholes-Gleihung
(3.2) mit Koezienten a
1
anstelle von a darstellt. Damit ist zumindest die Positivität von
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 gesihert. Die Ableitung bzgl. T dagegen ist niht nihtnegativ. Insbesondere existiert
ein " > 0, so daÿ für alle t

< T < t

+ " gilt

T
(v
yy
(x

; T ; a
1
)  v
y
(x

; T ; a
1
)) < 0:
Dies folgt aus der Tatsahe, daÿ die Funktion v
yy
(y; T ; a
1
)  v
y
(y; T ; a
1
) auf R  (t

; T

℄
stetig ist (da v auf diesem Gebiet als Lösung von (5.8) zweimal stetig dierenzierbar ist).
Aufgrund der Darstellung (5.18) für den Grenzwert für T ! t

folgt aber oensihtlih
lim
T#t

v
yy
(y; T ; a
1
)  v
y
(y; T ; a
1
) = e
y
Æ(x

  y);
d.h. für y = x

ist die Funktion f(T ) := v
yy
(x

; T ; a
1
)   v
y
(x

; T ; a
1
) unbeshränkt auf
(t

; T

℄. Diese Eigenshaft ist auh der Grund dafür, daÿ Untersuhungen des Terms




v
yyT
(y; T ; a
1
)  v
yT
(y; T ; a
1
)
v
yy
(y; T ; a
1
)  v
y
(y; T ; a
1
)




bzgl. der Beshränktheit keine verwertbaren Aussagen lieferten.
In der Literatur ist bis jetzt keine allgemeine Aussage zur Eindeutigkeit von Lösungen
der Gleihung (5.10) bekannt. Unter der (allerdings sehr theoretishen) zusätzlihen An-
nahme, daÿ die Volatilität auf einem Teilintervall von 


bekannt sei, läÿt sih dagegen
die Eindeutigkeit zeigen (siehe [11℄ bzw. [10℄).
Behauptung 5.3.2 Sei !

ein beliebiges Teilintervall des R. Es seien a
1
und a
2
zwei
Lösungen der Gleihung (5.10). Weiterhin sei ! ein nihtleeres oenes Teilintervall von
!

. Gilt
a
1
(y) = a
2
(y); 8 y 2 !;
so gilt die Gleihheit auh auf ganz !

.
5.4 Dierenzierbarkeit in der L
2
-Metrik
Um in den folgenden Abshnitten Algorithmen zur Lösung der Gleihung (5.10) an-
geben zu können, untersuhen wir die Dierenzierbarkeit der nihtlinearen Abbildung
F : (D

a
; L
2
)  ! (M
T


; L
2
). Da F eine Abbildung zwishen metrishen Räumen dar-
stellt, können wir niht mit dem Begri der Fréhet-Ableitung arbeiten. Deshalb verwen-
den wir hier lediglih den Begri der Rihtungsableitung in Punkten a
0
2 D

a
und zeigen,
daÿ diese trotzdem alle Eigenshaften einer Fréhet-Ableitung besitzen.
Wir weisen zunähst die Existenz von Rihtungsableitungen für beliebige Punkte a
0
2 D

a

und beliebige zulässige Rihtungen amit a+a
0
2 D

a

nah. Dabei können wir die Tatsahe
benutzen, daÿ D

a

eine konvexe Menge darstellt.
Satz 5.4.1 Die Abbildung F : (D

a
; L
2
)  ! (M
T


; L
2
) besitzt für jedes a

2 D


in jedem
Punkt a
0
2 D

a

für jede Rihtung a 2 C

(R) \ L
2
(R) eine Rihtungsableitung F
0
(a
0
) a.
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Für a 2 C

(R) \ L
2
(R) sei w(y; T ; a
0
; a) die Lösung des Cauhyproblems
8
>
>
>
<
>
>
>
:
w
T
= a
0
(y)

2
w
y
2
  (r + a
0
(y))
w
y
+a(y) (v
yy
(y; T ; a
0
)  v
y
(y; T ; a
0
)) ; (y; T ) 2 R  (t

; T

℄;
w(y; t

; a
0
; a) = 0; y 2 R;
(5.19)
dann gilt für die Rihtungsableitung F
0
(a
0
) a von F im Punkt a
0
in Rihtung a gerade
[F
0
(a
0
) a℄(y) := w(y; T

; a
0
; a); y 2 R: (5.20)
Beweis. Seien a
0
2 D

a

sowie a 2 C

(R)\L
2
(R) gegeben. Wir nehmen zunähst an, daÿ
gilt a
0
+ a 2 D

a

. Dann setzen wir für 1 > " > 0
w
"
(y; T ; a
0
; a) :=
1
"
(v(y; T ; a
0
+ " a)  v(y; T ; a
0
)) ;
dann ist w
"
(y; T ; a
0
; a) oensihtlih Lösung des Cauhyproblems
8
>
>
>
<
>
>
>
:
w
"
T
= a
0
(y)

2
w
"
y
2
  (r + a
0
(y))
w
"
y
+a(y) (v
yy
(y; T ; a
0
+ " a)  v
y
(y; T ; a
0
+ " a)) ; (y; T ) 2 R  (t

; T

℄;
w
"
(y; t

; a
0
; a) = 0; y 2 R:
Wir denieren
w(y; T ; a
0
; a) := lim
"!0
w
"
(y; T ; a
0
; a); (y; T ) 2 R  [t

; T

℄;
und verwenden die Tatsahe, daÿ gilt
lim
"!0
v
y
(y; T ; a
0
+ " a) = v
y
(y; T ; a
0
) sowie lim
"!0
v
yy
(y; T ; a
0
+ " a) = v
yy
(y; T ; a
0
);
so folgt daraus, daÿ w(y; T ; a
0
; a) gerade (5.19) erfüllt. Weiterhin gilt aber
[F
0
(a
0
) a℄(y) := lim
"!0
1
"
([F (a
0
+ " a)℄(y)  [F (a
0
)℄(y))
= lim
"!0
1
"
(v(y; T

; a
0
+ " a)  v(y; T

; a
0
))
= lim
"!0
w
"
(y; T

; a
0
; a)
= w(y; T

; a
0
; a):
Die somit erhaltene Denition (5.20) von F
0
(a
0
) können wir nun auf beliebige Elemente
a 2 C

(R) \ L
2
(R) erweitern. 
Für einen festen Punkt a
0
2 D

a

können wir F
0
(a
0
) sogar als linearen Operator von
C

(R) \ L
2
(R)  L
2
(R) nah L
2
(R) betrahten. Wir können zeigen, daÿ er dann alle
Eigenshaften einer Fréhet-Ableitung besitzt.
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Satz 5.4.2 Für ein beliebiges a

2 D


und beliebiges a
0
2 D

a

ist der lineare Operator
F
0
(a
0
) : C

(R) \ L
2
(R)  L
2
(R)  ! L
2
(R) beshränkt und es gilt
kF (a)  F (a
0
)  F
0
(a
0
)(a  a
0
)k
L
2
(R)

L
2
ka  a
0
k
2
L
2
(R)
(5.21)
für eine von a
0
und a unabhängige Konstante L > 0.
Beweis. F
0
(a
0
) ist oensihtlih ein linearer Operator. Die Stetigkeit dieses Operators
folgt daraus, daÿ wir aus den Überlegungen von Lemma 5.2.2 die Abshätzung
kF
0
(a
0
) ak
L
2
(R)
= kw(; T

; a
0
; a)k
L
2
(R)

^
Ckak
L
2
(R)
ableiten können. Der Beweis der Abshätzung (5.21) ist in [34, Satz 4.1℄ ausführlih dar-
gestellt. 
5.5 Tikhonov-Regularisierung
5.5.1 Nahweis der Instabilität
Wir untersuhen die Stabilität der Gleihung (5.10) gegenüber Störungen in der rehten
Seite. Diese wäre im Falle der Injektivität von F gleihbedeutend mit der Stetigkeit von
F
 1
. Die Injektivität konnte in diesem Fall jedoh niht nahgewiesen werden. Deshalb
formulieren wir die folgenden beiden Instabilitätsaussagen. Zunähst beweisen wir die
Instabilität der Gleihung (5.10) im Falle der L
2
-Metrik.
Satz 5.5.1 Für jedes a

2 D


und jedes a
0
2 D

a

existiert eine Folge fa
n
g  D

a

mit
ka
n
  a
0
k
L
2
(R)
6! 0 aber kF (a
n
)  F (a
0
)k
L
2
(R)
! 0 für n!1;
d.h. die Abbildung F : (D

a

; L
2
)  ! (M
T


; L
2
) verletzt die Hadamardshe Stabilitätsbe-
dingung.
Beweis. Sei a
0
2 D

a

beliebig. Dann gilt aber
1
Z
 1
(a

(y) + a
0
(y)  )
2
dy =1 oder
1
Z
 1
(  a

(y)  a
0
(y))
2
dy =1:
Ohne Einshränkung gelte ersteres. Wir denieren eine Folge von Funktionen fa
n
g mit
den folgenden Eigenshaften:
a
n
(y) =

a

(y)  ; jyj < n;
a
0
(y); jyj > n+ 1:
Auf den Intervallen [ n   1; n℄ bzw. [n; n + 1℄ wählen wir die Funktionen a
n
so, daÿ
diese zu hölderstetigen Funktionen auf R fortgesetzt werden. Damit setzen wir
~a
n
:= a
0
+
a
n
  a
0
maxf1; ka
n
  a
0
k
L
2
(R)
g
:
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Dann gilt f~a
n
g  D

a

, k~a
n
 a
0
k
L
2
(R)
= 1 für hinreihend groÿe n und k~a
n
 a
0
k
L
1
(R)
! 0
für n!1, da nah Voraussetzung ka
n
  a
0
k
L
2
(R)
!1 für n!1 gilt. Aus Beweis von
Lemma 3.2 in [34℄ folgt dann
kF (~a
n
)  F (a
0
)k
L
2
(R)
 Ck~a
n
  a
0
k
L
1
(R)
 ! 0 für n!1
für eine Konstante C > 0. Damit ist aber die Instabilität der Gleihung (5.10) nahgewie-
sen. 
Verwenden wir dagegen die Supremumsmetrik, so können wir ebenfalls die Instabilität
der Gleihung (5.10) nahweisen.
Satz 5.5.2 Für jedes a
0
2 D


existiert eine Folge fa
n
g  D


mit
ka
n
  a
0
k
L
1
(R)
6! 0 aber kF (a
n
)  F (a
0
)k
L
1
(R)
! 0 für n!1;
d.h. die Abbildung F : (D


; L
1
)  ! (M
T


; L
1
) verletzt ebenfalls die Hadamardshe
Stabilitätsbedingung.
Beweis. Sei a
0
2 D


beliebig. Wir konstruieren eine Folge fa
n
g
1
n=1
 D


mit den folgen-
den Eigenshaften:
a
n
(y) := a
0
(y); y 2 Rn(n 1; n+1); a
n
(n) :=
8
>
<
>
:
a
0
(n) +
1
2
(C   ); a
0
(n) <
1
2
(C   );
a
0
(n) 
1
2
(C   ); a
0
(n) >
1
2
(C   ):
Auf dem Intervallen (n  1; n) bzw. (n; n+1) wählen wir die Funktionen a
n
so, daÿ diese
zu hölderstetigen Funktionen aus D


fortgesetzt werden. Wir shätzen ab und erhalten
j[F (a
n
)℄(y)  [F (a
0
)℄(y)j =






T

Z
t

1
Z
 1
(a
n
()  a
0
()) e

 (x

; ; ; t

)  

(y; T

; ; ) d d






=






T

Z
t

n+1
Z
n 1
(a
n
()  a
0
()) e

 (x

; ; ; t

)  

(y; T

; ; ) d d






 ka
n
  a
0
k
L
1
(R)
T

Z
t

n+1
Z
n 1
e

 (x

; ; ; t

)  

(y; T

; ; ) d d
| {z }
! 0 für n!1
;
da für die Fundamentallösung  (x

; ; ; t

) die für jedes  > t

und festes x

die Abshät-
zung
sup
2[n 1;n+1℄
 (x

; ; ; t

)  C
1
exp
 
 C
2
(x

  )
2

! 0 für n!1
für zwei (nur von    t

abhängige) positive Konstanten C
1
und C
2
gilt. Folglih haben
wir eine Folge fa
n
g
1
n=1
mit
ka
n
  a
0
k
L
1
(R)

C   
2
8n > 0 und kF (a
n
)  F (a
0
)k
L
1
(R)
! 0 für n!1:
Demnah ist die Behauptung bewiesen. 
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5.5.2 Regularisierung in der L
2
-Metrik
Als Konsequenz der Sätze 5.5.1 und 5.5.2 wollen wir uns mit der Tikhonov-Regularisierung
der Gleihung (5.10) beshäftigen. Wir gehen davon aus, daÿ es sih bei der Menge 


der Basispreise K, für die wir Daten gegeben haben, entweder um 


= (0;1) oder



= [K
min
; K
max
℄, 0 < K
min
< K
max
< 1, d.h. 


ist ein kompaktes Intervall der
positiven reellen Halbahse, handelt. Zur Lösung von (5.10) betrahten wir das Tikhonov-
Funktional
J

(a) :=
1
2
0

Z
!

([F (a)℄(y)  v

(y))
2
dy + 
1
Z
 1
(a(y)  a

(y))
2
dy
1
A
und untersuhen das Minimierungsproblem
J

(a)  ! min; a 2 D

a

: (5.22)
Wir stellen dahingehend Bedingungen an die Daten, daÿ gilt
Z
!

([F (a)℄(y)  v

(y))
2
dy <1; a 2 D

a

:
Dies ist insbesondere für alle a 2 D

a

erfüllt, falls die Daten v

die Voraussetzung (iii)
von Lemma 5.3.1 erfüllen.
Seien a; a
0
2 D


. Wir bilden die Rihtungsableitung J
0
(a
0
)(a  a
0
) von J an der Stelle a
0
in Rihtung a  a
0
und erhalten
J
0
(a
0
)(a  a
0
) :=
Z
!

([F (a)℄(y)  v

(y)) [F
0
(a
0
)(a  a
0
)℄(y) dy+ 
1
Z
 1
(a
0
  a

)(a  a
0
) dy:
Wir wollen Mittel aus der optimalen Steuerung nutzen, um eine alternative Darstellung
von J
0
(a
0
)(a  a
0
) zu nden. Dazu denieren wir p(y; T ), (y; T ) 2 R  [t

; T

℄, als Lösung
des Cauhyproblems
8
>
>
<
>
:
 
p(y; T )
T
=

2
y
2
(p(y; T ) a

(y)) +

y
(p(y; T ) (r+ a

(y))) ; (y; T ) 2 R  [t

; T

);
p(y; T

) =

[F (a
0
)℄(y)  v

(y); y 2 !

;
0; sonst:
(5.23)
Dieses Problem besitzt für jedes p(; T

) 2 L
2
(R) eine (eindeutig bestimmte) Lösung
p 2 C([t

; T

℄;L
2
(R)). Dann gilt aber
J
0
(a
0
)(a  a
0
) :=
1
Z
 1
(a  a
0
)(y)
2
4
T

Z
t

(v
yy
(y; T ; a
0
)  v
y
(y; T ; a
0
))p(y; T ) dT +  (a
0
  a

)(y)
3
5
dy
| {z }
=: I(p; a  a
0
)
:
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Dies wollen wir kurz herleiten. Unter Verwendung von (5.11) ergibt sih mit der Bezeih-
nung z(y; T ) := v(y; T ; a)  v(y; T ; a
0
), (y; T ) 2 R  [t

; T

℄, gerade
I(p; a  a
0
) =
1
Z
 1
T

Z
t

(a  a
0
)(y)(v
yy
(y; T ; a
0
)  v
y
(y; T ; a
0
))p(y; T ) dT dy
+
1
Z
 1
(a  a
0
)(y) (a
0
  a

)(y) dy
=
1
Z
 1
T

Z
t

(z
T
(y; T )  a(y)z
yy
(y; T ) + (r + a(y))z
y
(y; T )) p(y; T ) dT dy
+
1
Z
 1
(a  a
0
)(y) (a
0
  a

)(y) dy:
Wir integrieren partiell:
T

Z
t

z
T
p dT = z(y; T

)p(y; T

)  z(y; t

)
| {z }
= 0
p(y; t

) 
T

Z
t

z p
T
dT
= z(y; T

)p(y; T

) 
T

Z
t

z p
T
dT
1
Z
 1
a z
yy
p dy = a z
y
p




1
 1
| {z }
= 0
 
1
Z
 1
z
y
(a p)
y
dy
=   z (a p)
y




1
 1
| {z }
= 0
+
1
Z
 1
z (a p)
yy
dy
=
1
Z
 1
z (a p)
yy
dy
1
Z
 1
(r + a) z
y
p dy = (r + a) z p




1
 1
| {z }
= 0
 
1
Z
 1
z ((r + a) p)
y
dy
=  
1
Z
 1
z ((r + a) p)
y
dy:
Dabei verwenden wir, daÿ wegen z(; T ); p(; T ) 2 L
2
(R) für jedes T 2 [t

; T

℄ gilt
lim
jyj!1
z(y; T ) = 0 = lim
jyj!1
p(y; T ):
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Dies setzen wir ein und erhalten unter Ausnutzung von (5.23) mit
I(p; a  a
0
) =
1
Z
 1
z(y; T

) p(y; T

) +  (a  a
0
)(y) (a
0
  a

)(y) dy
+
1
Z
 1
T

Z
t

[ p
T
  (a p)
yy
  ((r + a) p)
y
℄
| {z }
= 0
z(y; T ) dT dy
=
Z
!

[F
0
(a
0
)(a  a
0
)℄(y) ([F (a
0
)℄(y)  v

(y)) dy
+
1
Z
 1
(a  a
0
)(y) (a
0
  a

)(y) dy
die gewünshte Beziehung. Im Sinne des Rieszshen Darstellungssatzes haben wir also mit
[J
0
(a
0
)℄(y) :=  (a
0
  a

)(y) +
T

Z
t

(v
yy
(y; T ; a
0
)  v
y
(y; T ; a
0
)) p(y; T ) dT; y 2 R;
(5.24)
eine Formel zur Berehnung des Gradienten J
0
(a
0
) von J im Punkt a
0
ermittelt.
Folgerung 5.5.1 (Notwendige Optimalitätsbedingung) Sei a

eine Lösung von (5.22),
p sei die Lösung von (5.23) mit a

anstelle von a
0
. Dann gilt für alle a mit a  a

2 D

a

1
Z
 1
(a  a

)(y)
2
4
T

Z
t

(v
yy
(y; T ; a

)  v
y
(y; T ; a

))p(y; T ) dT +  (a

  a

)(y)
3
5
dy  0:
Mit Hilfe eines Gradientenverfahrens können wir nun einen Algorithmus zur Lösung des
Minimierungsproblems formal angeben.
Algorithmus:
1. Gebe Startlösung a
0
2 D

a

sowie Toleranzgrenze " > 0 vor, setze k := 0.
2. Berehne F (a
k
). Ist kF (a
k
)  u^

k
L
2
(!

)
< ", dann ENDE.
3. Berehne J
0
(a
k
). Bestimme Shrittweite 
k
(z.B. nah Armijo oder Shrittweiten-
halbierung) und setze
a
k+1
:= a
k
  
k
J
0
(a
k
):
4. Setze k := k + 1 und gehe zu 2.
Eventuell ist Shritt 3 noh dahingehend zu modizieren, daÿ eine Projektion hinzugefügt
werden muÿ, um abzusihern, daÿ gilt a
k+1
2 D

a

. Alternativ zum Gradientenverfahren
wäre auh ein Gauÿ-Newton-Verfahren für die Kleinste-Quadrate-Minimierung denkbar.
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5.5.3 Regularisierung im Hilbertraum H
1
(R)
Bei der Betrahtung von F als Abbildung von (D

a

; L
2
) nah (M
T


; L
2
) tritt das Problem
auf, daÿ wir bzgl. der L
2
-Metrik keinen abgeshlossenen Denitionsbereih D

a

gegeben
haben. Ursahe dafür ist die geforderte Hölderstetigkeit der Elemente aus D

a

. Folglih
können wir keine Aussagen über die Existenz von Lösungen des Extremalproblems (5.22)
treen. Dieser Nahteil kann behoben werden, wenn wir als Urbildraum den Hilbertraum
H
1
(R) mit der Norm
kak
H
1
(R)
:=

kak
2
L
2
(R)
+ ka
0
k
2
L
2
(R)

1
2
betrahten.
Wir wählen für ein beliebiges a

2 D


, 0 <   1, den Denitionsbereih D(F
a

) als
D(F
a

) :=

a 2 H
1
(R) :   a(y) + a

(y)  C; y 2 R
	
und denieren einen Operator F
a

: D(F
a

)  H
1
(R)  ! L
2
(R) durh
[F
a

(a)℄(y) := [F (a + a

)℄(y)  [F (a

)℄(y) = v(y; T

; a+ a

)  v(y; T

; a

); y 2 R:
(5.25)
Dieser ist wohldeniert, da die Einbettung H
1
(R) ,! C

(R) für 0 <  < 1=2 (siehe [62,
Folgerung 6.3, S.115℄) gilt. Damit besitzt aber das Cauhyproblem (5.8) eine eindeutige
Lösung. Nah Lemma 5.2.2 gilt F
a

(a) 2 L
2
(R) für beliebiges a 2 D

a

. Wir können nun
den folgenden Satz beweisen.
Satz 5.5.3 Unter diesen Voraussetzungen ist F
a

: D(F
a

)  H
1
(R)  ! L
2
(R) ein
stetiger und kompakter Operator. Er ist shwah abgeshlossen und es gilt sogar
a
n
2 D(F
a

); a
n
* a =) a 2 D(F
a

) und F
a

(a
n
)! F
a

(a):
Beweis. Die Stetigkeit folgt aus der Stetigkeit von F als Abbildung von (D

a

; L
2
) nah
(M
T


; L
2
) (siehe Satz 5.2.1) und der stetigen Einbettung von H
1
(R) in L
2
(R), d.h. für
beliebige Elemente a
1
; a
2
2 D(F
a

) gilt
kF
a

(a
1
)  F
a

(a
2
)k
L
2
(R)
= kF (a
1
)  F (a
2
)k
L
2
(R)
 Cka
1
  a
2
k
L
2
(R)
 Cka
1
  a
2
k
H
1
(R)
:
Aus der Konvexität und Abgeshlossenheit von D(F
a

) in H
1
(R) folgt die shwahe Ab-
geshlossenheit von D(F
a

). Sei fa
n
g  D(F
a

) eine Folge, die shwah gegen ein Element
a konvergiert. Folglih gilt a 2 D(F
a

). Wir betrahten F
a

(a
n
) F
a

(a). Dann gilt wieder
[F
a

(a
n
)℄(y)  [F
a

(a)℄(y) = z(y; T

); y 2 R;
wobei z die Lösung von (5.11) mit a anstelle von a
2
und a
n
anstelle von a
1
sei. Mit der
Bezeihnung von Lemma 5.2.1 sei
f(; ; y) := [a
n
()  a()℄  

(y; T

; ; ) e

 (x

; ; ; t

);
dann gilt gerade
[F
a

(a
n
)℄(y)  [F
a

(a)℄(y) = ~v(y; T

) =
T

Z
t

1
Z
 1
f(; ; y) d d:
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Wir shätzen mittels der Minkowskishen Ungleihung ab.
kF
a

(a
n
)  F
a

(a)k
L
2
(R)
:=
0
B

1
Z
 1
2
4
T

Z
t

1
Z
 1
f(; ; y) d d
3
5
2
dy
1
C
A
1
2

0
B

1
Z
 1
2
4
T

Z
t

y
Z
 1
f(; ; y) d d
3
5
2
dy
1
C
A
1
2
+
0
B

1
Z
 1
2
4
T

Z
t

1
Z
y
f(; ; y) d d
3
5
2
dy
1
C
A
1
2
+
0
B

1
Z
 1
2
6
4
T

Z
t

y
Z
y
f(; ; y) d d
3
7
5
2
dy
1
C
A
1
2
=:
p
I
1
+
p
I
2
+
p
I
3
:
Durh Abshätzungen (siehe Beweis von [34, Satz 6.1℄) können wir zeigen, daÿ gilt
I
1
! 0 für y!  1 bzw. I
2
! 0 für y !1:
Für I
3
kann dann (mit den Tehniken aus dem Beweis von [34, Lemma 3.2℄) eine Ab-
shätzung der Gestalt
I
3

^
C ka
n
  ak
L
2
(y;y)
für eine Konstante
^
C > 0 gefunden werden. Wir geben ein " > 0 beliebig vor. Dann
existiert eine positive Zahl y
"
, so daÿ für !
"
:= [ y
"
; y
"
℄ gilt
I
1

"
2
4
sowie I
2

"
2
4
und folglih
kF
a

(a
n
)  F
a

(a)k
2
L
2
(R)

^
Cka
n
  ak
2
L
2
(!
"
)
+
"
2
2
: (5.26)
Aus der shwahen Konvergenz von a
n
* a in H
1
(R) folgt die shwahe Konvergenz
von ~a
n
*
~
a in H
1
(!
"
). Aus der Beshränktheit von !
"
folgt aufgrund des Sobolev'shen
Einbettungssatzes die Konvergenz ~a
n
!
~
a in L
2
(!
"
). Demzufolge existiert ein N
"
> 0, so
daÿ für alle n > N
"
gilt
ka
n
  ak
2
L
2
(!
"
)

"
2
2
^
C
(5.27)
Aus (5.26) und (5.27) können wir die (starke) Konvergenz F
a

(a
n
) ! F
a

(a) in L
2
(R)
folgern, d.h. F
a

ist kompakt. 
Dieser Satz ermögliht uns, Konvergenz- und Stabilitätsresultate der nihtlinearen Tik-
honov-Regularisierung auf das Problem (5.10) anzuwenden. Der Einfahheit halber be-
trahten wir den Fall 


= (0;1) (für die Variante 


= [K
min
; K
max
℄ gelten ähnlihe
Überlegungen) und untersuhen anstelle (5.22) nun das Extremalproblem
kF
a

(a) 
 
v
Æ
  F (a

)

k
2
L
2
(R)
+  ka  a

k
2
H
1
(R)
 ! min; a 2 D(F
a

); (5.28)
für gegebene Daten v
Æ
mit
kv
Æ
  v

k
L
2
(R)
 Æ; Æ > 0:
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Dann besitzt (5.28) für jedes  > 0 eine Lösung a
Æ

2 D(F
a

), die niht notwendigerweise
eindeutig sein muÿ. Diese hängt stetig von den Daten v
Æ
ab (siehe [22, Theorem 2.1℄).
Wir formulieren eine entsprehende Aussage.
Lemma 5.5.1 Sei  > 0, fv
k
g und fa
k
g seien Folgen mit v
k
! v
Æ
und a
k
sei eine Lösung
von (5.28), wobei v
Æ
durh v
k
ersetzt wurde. Dann existiert eine konvergente Teilfolge von
fa
k
g und der Grenzwert jeder konvergenten Teilfolge ist eine Lösung von (5.28).
Unter der zusätzlihen Voraussetzung, daÿ die Gleihung (5.10) für exakte Daten v

eine
Lösung a
0
2 D(F
a

) besitzt, können wir sogar die Konvergenz von a
Æ

gegen eine Lösung
von (5.10) für v
Æ
! v

bei geeigneter Parameterwahl  = (Æ) nahweisen (siehe [22,
Theorem 2.3℄).
Lemma 5.5.2 Für eine Folge von Daten v
Æ
k
mit Æ
k
! 0 für k !1 und einer Parame-
terwahl

k
= 
k
(Æ
k
) mit
Æ
2
k

k
(Æ
k
)
! 0 für k !1
besitzt jede Folge fa
Æ
k

k
g von Lösungen von (5.28) eine konvergente Teilfolge. Jeder Grenz-
wert a
mn
jeder dieser konvergenten Teilfolgen ist eine a

-Minimum-Norm-Lösung von
(5.10), d.h. a
mn
löst die Gleihung (5.10) und es gilt
ka
mn
  a

k
H
1
(R)
= min

ka  a

k
H
1
(R)
: F
a

(a) = v

  F (a

); a 2 D(F
a

)
	
:
5.6 Praktisher Fall  diskrete Daten
In der Praxis sind Optionspreise niht auf einem gesamten Intervall [K
min
; K
max
℄, sondern
nur für diskrete Basispreise K
min
= K
1
< K
2
< : : : < K
n
= K
max
gegeben. Wir wollen
daher die Gleihung (5.10) in ein endlihdimensionales Problem überführen, das dann mit
entsprehenden Methoden numerish gelöst werden kann.
Es sei uns also ein Datenvektor u

= (u

1
; u

2
; : : : ; u

n
)
T
2 R
n
mit Optionspreisen u

i
für
die vershiedenen Basispreise K
i
, 1  i  n, mit Stihtag T

gegeben. Wir denieren die
Menge
D

:=

a = (a
1
; : : : ; a
n
)
T
2 R
n
:   a
i
 C
	
;
d.h. die einzelnen Komponenten der Elemente aus D

sind durh die Konstanten  bzw.
C nah unten bzw. nah oben beshränkt. Wir setzen
a(y
i
) := a
i
; 1  i  n;
interpolieren auf den Intervallen (a
i
; a
i+1
), 1  i  n  1, stükweise linear und setzen die
Funktion auf den Intervallen ( 1; y
1
) bzw. (y
n
;1) durh
a(y) := a
1
; y < y
1
; bzw. a(y) := a
n
; y > y
n
; (5.29)
stetig fort. Wir erhalten somit eine Funktion a 2 D


, so daÿ wir mittels des Cauhy-
problems (5.7) mit dieser Funktion Optionspreise v(x

; t

; y; T ), (y; T ) 2 R  [t

; T

℄,
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berehnen können. Eine diskrete Variante F : D

 R
n
 ! R
n
der durh (5.9) denierten
Abbildung F kann nun durh die Abbildungsvorshrift
F (a) := u = (u
1
; u
2
; : : : ; u
n
)
T
; u
i
:= v(y
i
; T

; a); 1  i  n; (5.30)
deniert werden.
Das diskretisierte Problem der Volatilitätsermittlung besteht nun darin, einen Vektor
a 2 D

zu nden, der das nihtlineare Gleihungssystem
F (a) = u

(5.31)
löst. Aus numerisher Siht ist es noh sinnvoll, anstelle von (5.31) das Kleinste-Quadrate-
Problem
1
2
kF (a)  u

k
2
2
 ! min; a 2 D

; (5.32)
mit der euklidishen Norm k  k
2
zu betrahten.
Als Alternative zum im Abshnitt 5.5 beshriebenen Gradienten-Verfahren, wollen wir
hier ein Gauÿ-Newton-Verfahren anwenden. Zur Theorie dieses Verfahrens verweisen wir
auf [59, S.271.℄. Wir geben den Algorithmus zunähst einmal formal an und gehen dann
auf die einzelnen Shritte genauer ein.
Algorithmus:
1. Gebe Startlösung a
0
2 D

sowie Toleranzgrenze " > 0 vor, setze k := 0.
2. Berehne F (a
k
). Ist kF (a
k
)  u

k
2
< ", dann ENDE.
3. Berehne F
0
(a
k
). Ermittle Abstiegsrihtung p
k
durh Lösen der Gleihung
F
0
(a
k
)
T
F
0
(a
k
)p
k
=  F
0
(a
k
)
T

F (a
k
)  u


(5.33)
4. Bestimme Shrittweite 
k
, so daÿ
F (a
k
+ 
k
p
k
) < F (a
k
) (5.34)
5. Setze a
k+1
:= a
k
+ 
k
p
k
sowie k := k + 1 und gehe zu 2.
Wir wollen speziell den 3. Shritt etwas genauer untersuhen. Wenden wir uns dazu der
Berehnung des Jaobians F
0
(a) für einen Punkt a = (a
1
; : : : ; a
n
)
T
2 D

zu. Im analogen
Fall hatten wir mit (5.20) eine Möglihkeit zur Berehnung der Rihtungsableitung von
F angegeben. Diese können wir hier nutzen.
Wir denieren für 2  j  n  1 die Hüthenfunktionen
h
j
(y) :=
8
>
>
>
<
>
>
>
:
y   y
j 1
y
j
  y
j 1
; y 2 (y
j 1
; y
j
℄;
y
j+1
  y
y
j+1
  y
j
; y 2 (y
j
; y
j+1
℄;
0; sonst;
sowie
h
1
(y) :=
8
>
<
>
:
1; y 2 ( 1; y
1
℄;
y
2
  y
y
2
  y
1
; y 2 (y
1
; y
2
℄;
0; sonst;
bzw. h
n
(y) :=
8
>
<
>
:
y   y
n 1
y
n
  y
n 1
; y 2 (y
n 1
; y
n
℄;
1; y 2 (y
n
;1);
0; sonst;
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und setzen
a(y) :=
n
X
j=1
a
j
h
j
(y); y 2 R:
Dies entspriht gerade der stükweisen linearen Interpolation auf den Intervallen (y
j 1
; y
j
),
1  j  n   1, sowie der Fortsetzung (5.29) für jyj ! 1, d.h. mit u(y) := [F (a)℄(y),
y 2 R, gilt dann gerade
F (a) := (u
1
; : : : ; u
n
)
T
; u
j
:= u(y
j
); 1  j  n:
Die gleihen Überlegungen können wir nun für die Ableitungen anstellen. Seien die Funk-
tionen v
j
(y) := [F
0
(a) h
j
℄(y), y 2 R, 1  j  n, die mittels (5.20) ermittelten Rih-
tungsableitungen an der Stelle a in die Rihtungen h
j
. Diese werden benötigt, um den
Jaobian F
0
(a) = (a
ij
) 2 R
nn
zu berehnen. Für die Koezienten a
ij
der Matrix gilt
dann oensihtlih
a
ij
:= v
j
(y
i
); 1  i; j  n:
Einen Punkt gibt es bei der Berehnung der Abstiegsrihtung p noh zu beahten. Ist der
Jaobian F
0
(a) regulär, also die Inverse F
0
(a)
 1
existiert, so erhält man durh Umstellen
von (5.33) sofort
p :=  [F
0
(a)
T
F
0
(a)℄
 1
F
0
(a)
T
[F (a)  u

℄ =  [F
0
(a)℄
 1
[F (a)  u

℄:
Die angegebene Berehnungsvorshrift (5.33) erweist sih im allgemeinen als numerish
ungünstig. Deshalb lösen wir (5.33), indem wir die Moore-Penrose-Inverse F
0
(a)
y
bereh-
nen und
p :=  F
0
(a)
y
[F (a)  u

℄
setzen, d.h. p ist das normkleinste Element aus dem R
n
, welhes das Minimierungsproblem
kF
0
(a)y   [F (a)  u

℄k
2
2
 ! min; y 2 R
n
;
löst. Numerishe Vefahren zur stabilen Lösung dieser Aufgabe werden z.B. in [55, S.81.℄
beshrieben.
Die Shrittweite 
k
im 4. Punkt ermitteln wir iterativ durh Shrittweitenhalbierung,
indem  beginnend mit  := 1  bei jeder Iteration  = 
k
solange halbiert wird, bis
(5.34) erfüllt ist.
Verwenden wir anstelle des Gauÿ-Newton-Verfahrens das in Abshnitt 5.5 beshriebene
Gradienten-Verfahren, so ist dieser Algorithmus lediglih dahingehend im 3. Shritt zu
modizieren, daÿ wir als Abstiegsrihtung p an der Stelle a den Antigradienten  J
0
(a)
des zu minimierenden Funktionals
J(a) :=
1
2
kF (a)  u

k
2
2
verwenden. Es zeigt sih, daÿ dann gerade gilt
J
0
(a) := F
0
(a)
T
[F (a)  u

℄:
Theoretish wäre es auh denkbar, die im Abshnitt 5.5 hergeleitete Formel (5.24) zur
Berehnung des Gradienten zu verwenden. Vom numerishen Aufwand her hätte sie den
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Vorteil, daÿ wir nur einmal eine Dierentialgleihung (5.23) zur Berehnung der Funktion
p(y; T ), (y; T ) 2 R  [t

; T

℄, lösen und anshlieÿend eine numerishe Integration durh-
führen müÿten. Bei der Berehnung von F
0
dagegen ist für jede der n Rihtungen h
j
eine
Dierentialgleihung zu lösen. Der rehnerishe Aufwand ist also deutlih gröÿer. Aller-
dings benötigen wir zur Berehnung der Funktion p(y; T ), (y; T ) 2 R  [t

; T

℄, anstelle
des Datenvektors u

eine Datenfunktion u^

(y) auf dem gesamten Intervall [y
1
; y
n
℄. Eine
Approximation von u^

(y) anhand der gegebenen (diskreten) Daten bedeuten einen Fehler
in den Anfangsdaten des Cauhyproblems (5.23), der sih dann bei der Berehnung des
Gradienten J
0
(a) widerspiegeln würde. Gerade im Fall, daÿ wir nur verhältnismäÿig we-
nige Daten gegeben haben, wird sih diese Möglihkeit der Gradientenberehnung niht
eignen.
All diese Überlegungen lassen sih ohne weiteres auf den Fall anwenden, daÿ wir anstelle
des Kleinste-Quadrate-Problems (5.32) die Minimierung des Tikhonov-Funktionals
J

(a) := kF (a)  u

k
2
2
+ kak
2
2
für einen Regularisierungsparameter  > 0 betrahten wollen.
Als Alternative zu den Minimierungsansätzen ndet man in [41℄ die Idee für einen reht
einfahen iterativen Lösungsalgorithmus für ein alternatives Parameteridentikationspro-
blem bei parabolishen Dierentialgleihungen. Diese läÿt sih auh auf das hier unter-
suhte Problem der Identikation preisabhängiger Volatilitäten (ohne Regularisierung)
formal anwenden. Dazu betrahten wir die duale Blak-Sholes-Gleihung und integrieren
diese bzgl. T von t

bis T

. Wir erhalten
u(X

; T

; K; T

)  u(X

; t

; K; T

) =
K
2
2

2
(K)
T

Z
t


2
u
K
2
dT   rK
T

Z
t

u
K
dT:
Dies stellen wir nah 
2
(K) um und erhalten

2
(K) =
2
K
2
u(X

; T

; K; T

)  u(X

; t

; K; T

) + rK
T

R
t

u
K
dT
T

R
t


2
u
K
2
dT
:
Durh diese Überlegung können wir den folgenden iterativen Algorithmus zur Rekon-
struktion der Volatilität angeben. Wir formulieren ihn für den Fall kontinuierliher Daten



= R bzw. 


= [K
min
; K
max
℄. Er läÿt sih aber ohne weiteres auf den diskreten Fall
übertragen.
Algorithmus
1. Gebe einen Startwert 
0
(K), K 2 (0;1), sowie eine Toleranzgrenze " > 0 vor. Setze
k := 0.
2. Berehne u
k
(K; T ) := u(X

; t

; K; T ), (K; T ) 2 (0;1)  [t

; T

℄, durh Lösen des
Problems (5.3)-(5.4) mit der Volatilität 
k
(K), K 2 (0;1). Gilt
ku
k
(; T

)  u

k
L
2
(


)
< ";
dann beende den Algorithmus.
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3. Berehne 
k+1
(K) auf 


durh

k+1
(K) :=
0
B
B
B

2
K
2
u

(K)  u(K; t

) + rK
T

R
t

u
k
(K;T )
K
dT
T

R
t


2
u
k
(K;T )
K
2
dT
1
C
C
C
A
1
2
; K 2 


; (5.35)
und setze gegebenfalls 
k+1
(K) auf (0;1) stetig fort.
4. Setze k := k + 1 und gehe zu 2.
Formel (5.35) läÿt sih noh etwas modizieren. Durh einfahe Umformungen erhalten
wir

2
k+1
(K) =
2
K
2
u

(K) + u
k
(K; T

)  u
k
(K; T

)  u(K; t

) + rK
T

R
t

u
k
(K;T )
K
dT
T

R
t


2
u
k
(K;T )
K
2
dT
=
2
K
2
u

(K)  u
k
(K; T

)
T

R
t


2
u
k
(K;T )
K
2
dT
+ 
2
k
(K) (5.36)
= 
2
k
(K)
0
B
B
B

1 +
u

(K)  u
k
(K; T

)
u
k
(K; T

)  u(K; t

) + rK
T

R
t

u
k
(K;T )
K
dT
1
C
C
C
A
: (5.37)
Die Berehnungsvorshriften (5.36) und (5.37) für die neue Iterierte 
k+1
(K), K 2 


,
verdeutlihen die Idee, die hinter diesem Algorithmus stekt. Betrahten wir die im k-
ten Shritt ermittelte Optionspreisfunktion u
k
(; T

) auf 


, so sehen wir, daÿ die neue
Volatilität 
k+1
(K) gegenüber 
k
(K) in den Punkten K 2 


vergröÿert bzw. verkleinert
wird, an denen die ermittelte Funktion u
k
(K; T

) zu klein bzw. zu groÿ im Vergleih zu
der gegebenen Datenfunktion u

(K) ist.
Aussagen über die Konvergenz dieses Algorithmus wie in dem in [41℄ formulierten Problem
können wir hier aber niht treen. Oensihtlih gilt jedoh das folgende Lemma.
Lemma 5.6.1 Sei f
j
g
1
j=0
eine unendlihe Folge durh Vorshrift (5.35) (bzw. (5.36)
oder (5.37)) iterierte Volatilitäten. Konvergiert diese Folge gegen einen Grenzwert  mit
a(y) :=
1
2

2
(e
y
) 2 D


;
so ist  eine Lösung der Gleihung (5.10).
Alternative iterative Lösungsverfahren zur Ermittlung preisabhängiger Volatilitäten ndet
man z.B. in [10℄ bzw. [11℄.
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5.7 Beispielrehnungen
Diesen theoretishen Überlegungen soll sih nun eine kleine Fallstudie anshlieÿen. Dies
soll zum einen an zwei theoretishen Beispielen geshehen, zum anderen wollen wir Reh-
nungen anhand praktisher Daten durhführen.
Bei den theoretishen Daten betrahten wir zwei Beispielfunktionen. Dies ist zum einen

1
(K) := 0:15 + 0:4 (K   0:7)
2
; K 2 [0; 1:5℄;
zum anderen handelt es sih bei 
2
(K) um eine stükweise lineare (stetige) Funktion.
Der aktuelle Assetpreis betrage X

= 0:71235 (dieser Wert stammt aus den praktishen
Daten, die wir später untersuhen wollen), es sei t

= 0, der Marktzins wurde mit r = 0:05
angenommen. Mit Hilfe des in Abshnitt 2.3 beshriebenen Crank-Niholson-Verfahrens
wurden auf dem Intervall [0; 1:5℄ Optionspreise u(K) mit Stihtag T

= 0:5 berehnet.
Wir nehmen an, daÿ wir Daten in Form von n = 21 Optionspreisen auf dem Teilintervall
[K
min
; K
max
℄ = [0:4; 1:0℄ gegeben haben. Dazu setzen wir
K
i
:= 0:4 +
(i  1)(K
max
 K
min
)
n
; u

i
:= u(K
i
); i = 1; : : : ; n = 21:
Sei u

:= (u

1
; : : : ; u

n
)
T
2 R
n
der gegebene Datenvektor. Diesen stören wir noh mit einem
(zufälligen) relativen Fehler von Æ = 0:0001 und bezeihnen diesen Vektor dann mit u

Æ
.
Dann lösen wir das Kleinste-Quadrate-Problem
kF (a)  u

Æ
k
2
2
 ! min; a 2 D

: (5.38)
Da die Ergebnisse zeigen, daÿ Regularisierung notwendig ist, wird zusätzlih die regula-
risierte Aufgabe
kF (a)  u

Æ
k
2
2
+ kD
(2)
ak
2
2
 ! min; a 2 D

; (5.39)
gelöst. Der OperatorD
(2)
stellt wie in Abshnitt 4.7.4 eine diskrete Variante des Operators
der zweiten Ableitung dar. In den theoretishen Beispielen wählen wir  wieder so, daÿ
die Lösung von (5.39) der tatsählihen Lösung am nähesten kommt.
Die Ergebnisse sind in den Abbildungen 5.1 und 5.2 graphish dargestellt. Jedes dieser
beiden Diagramme enthält drei Funktionen. Zum einen handelt es sih dabei um die ex-
akte Volatilität 
i
(K), i = 1; 2, bei den anderen beiden Funktionen handelt es sih um
die jeweiligen Lösungen von (5.38) bzw. (5.39). Zwei Dinge fallen auf. In der Mitte des
Intervalls [0:4; 1:0℄ (also im Bereih des aktuellen Assetpreises X

= 0:71235) konnte die
Volatilität sowohl durh die Aufgabe (5.38) als auh durh die regularisierte Variante
(5.39) reht gut rekonstruiert werden. Diese Rekonstruierbarkeit vershlehtert sih im
Falle der unregularisierten Minimierung zusehend, je mehr sih der Wert K von X

ent-
fernt. Die Lösung beginnt stark zu oszillieren. Durh die Tikhonov-Regularisierung (5.39)
konnte das Shwingen der Lösung unterbunden werden und zumindest die Beispielvola-
tilität 
1
(K) reht gut rekonstruiert werden. Im Fall der stükweisen linearen Volatilität

2
(K) konnte kein so gutes Ergebnis erzielt werden.
Insgesamt zeigen numerishe Rehnungen, daÿ Volatilitäten für Preise nahe des aktuellen
Assetpreises X

reht gut rekonstruiert werden können. Diese Eigenshaft vershlehtert
KAPITEL 5. IDENTIFIKATION PREISABHÄNGIGER VOLATILITÄTEN 105
0.5 1
0
0.05
0.1
0.15
0.2
0.25
0.3
Assetpreis
Vo
la
tili
ta
et
exakte Volatilitaet
unregularisierte Loesung
regularisierte Loesung
Abbildung 5.1: Beispielfunktion 
1
(K), Störung Æ = 0:0001,  = 2:5  10
 9
0.5 1
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unregularisierte Loesung
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Abbildung 5.2: Beispielfunktion 
2
(K), Störung Æ = 0:0001,  = 9:2  10
 12
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K u

(K) K u

(K) K u

(K)
5000 e 22.83 e 6500 e 10.43 e 8000 e 2.46 e
5300 e 20.15 e 6800 e 8.38 e 8400 e 1.42 e
5600 e 17.54 e 7000 e 7.12 e 8800 e 0.79 e
5900 e 15.04 e 7400 e 4.90 e 9000 e 0.57 e
6000 e 14.24 e 7600 e 3.96 e
6200 e 12.66 e 7800 e 3.14 e
Tabelle 5.1: Optionssheinpreise (1/100 DAX) u

(K) der Citibank am 31.05.00 mit Stih-
tag 19.12.00 für vershiedene Basispreise K , X

= 7123:80 e
K u

(K) K u

(K) K u

(K)
5400 e 18.18 e 6600 e 8.00 e 8000 e 1.15 e
5600 e 16.32 e 7000 e 5.27 e 8400 e 0.47 e
5800 e 14.52 e 7200 e 4.12 e 8800 e 0.21 e
6000 e 12.77 e 7500 e 2.70 e 9000 e 0.13 e
6400 e 9.48 e 7700 e 1.95 e
Tabelle 5.2: Optionssheinpreise (1/100 DAX) u

(K) der Citibank am 31.05.00 mit Stih-
tag 25.09.00 für vershiedene Basispreise K , X

= 7123:80 e
sih zusehend, je weiter wir uns mit dem Basispreis von diesem Punkt wegbewegen. Der
Einuÿ von Datenfehlern ist dann zu groÿ, um verläÿlihe Aussagen über das tatsählihe
Verhalten der Volatilität treen zu können.
Bei der Beispielrehnung anhand praktisher Daten, verwenden die in den Tabellen 5.1 und
5.2 gegebenen Optionspreise, die [13℄ entnommen wurden. Wir setzen ebenfalls r = 0:05.
Die theoretishen Rehnungen zeigten, daÿ eine Regularisierung notwendig ist. Deshalb
lösen wir für beide Datensätze das Problem (5.39). Da wir die exakte Lösung niht kennen,
wählen wir den Regularisierungsparameter  mittels Quasioptimalitätskriteriums. Dieses
Verfahren hatten wir bereits in Abshnitt 4.7.4 beshrieben. Daÿ sih in den beiden hier
dargestellten Rehnungen der gleihe Regularisierungsparameter  = 3:0073  10
 9
ergab,
ist Zufall.
In den Abbildungen 5.3 und 5.4 sind die Ergebnisse dieser Rehnungen dargestellt. Beide
Diagramme zeigen zwei Funktionen. Zum einen handelt es sih um die jeweils ermittelte
lokale Volatilität, zum anderen wurde zum Vergleih die entsprehende implizierte Volati-
lität abgebildet. Man sieht in beiden Fällen deutlih den untershiedlihen Verlauf beider
Funktionen. Desweiteren fällt auf, daÿ bei den beiden ermittelten Volatilitäten ebenfalls
Untershiede zu erkennen sind. Dies ist ein Zeihen dafür, daÿ auh der Fall der rein
preisabhängigen lokalen Volatilitäten zwar eine Verbesserung des Modells gegenüber der
Annahme konstanter Volatilitäten darstellt, praktish ist jedoh davon auszugehen, daÿ
lokale Volatilitäten sowohl vom Assetpreis als auh von der Zeit abhängen werden.
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Abbildung 5.3: lokale und implizierte Volatilität für Optionsheinpreise vom 31.05.00 mit
Stihtag 19.12.00,  = 3:0073  10
 9
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Abbildung 5.4: lokale und implizierte Volatilität für Optionssheinpreise vom 31.05.00 mit
Stihtag 25.09.00,  = 3:0073  10
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Kapitel 6
Der allgemeine Fall
6.1 Formulierung eines zeitdiskreten Problems
Wir wollen hier die Ergebnisse aus den Kapiteln 4 und 5 aufgreifen, um den Fall, daÿ es
sih bei der Volatilität  um einen preis- und zeitabhängigen Parameter handelt, näher
zu untersuhen. Eine entsprehende Aufgabenstellung hatten wir bereits in Abshnitt 3.3
formuliert und mittels Dupire-Formel (siehe Satz 3.3.1) Voraussetzungen an die Daten
angegeben, die die Existenz und Eindeutigkeit dieses Problems garantieren.
Dabei werden wir das Optionspreisbildungsproblem als Operatorgleihung zwishen me-
trishen Räumen betrahten und eine zeitdiskrete Variante des inversen Problems (IP)
aus Abshnitt 3.3 angeben. Im anshlieÿenden Abshnitt geben wir  basierend auf den
Ergebnissen aus Kapitel 4  einen iterativen Algorithmus zur Lösung dieser inversen Auf-
gabenstellung an.
Betrahten wir das Problem der Identikation lokaler Volatilitäten aus praktisher Siht,
so stellen wir fest, daÿ wir für gewöhnlih Optionspreisdaten niht für beliebige Stih-
tage T > t

, sondern nur für einige diskrete Tage t

< T
1
< T
2
< : : : < T
n
gegeben
haben. Zusätzlih setzen wir T
0
:= t

. Im Kapitel 4 hatten wir für rein zeitabhängige
Volatilitäten gezeigt, daÿ im Fall diskreter Daten der gesuhte Parameter nur als Vektor
 = (
1
; : : : ; 
n
)
T
2 R
n
identiziert werden kann, wobei die Werte 
j
das Mittel (im Sin-
ne der L
2
-Norm) der gesuhten Funktion auf den entsprehenden Intervallen (T
j 1
; T
j
),
1  j  n, angaben (siehe Folgerung 4.6.1). Aus diesem Grund wollen wir hier eine
zeitdiskrete Variante des inversen Problems (IP) betrahten.
Dazu nehmen wir an, daÿ die gesuhte Volatilität auf den Intervallen (T
j 1
; T
j
℄, 1  j  n,
jeweils von der Zeit unabhängig ist. Dies vereinfaht das inverse Problem (IP) wie folgt:
Anstelle einer von den Variablen X und t abhängigen Funktion (X; t) versuhen wir
nun, einen Vektor  = (
1
; : : : ; 
n
)
T
von (preisabhängigen) Funktionen 
j
(X), 1  j  n,
zu ermitteln. Wir werden sehen, daÿ wir dann bei der Untersuhung der Lösbarkeit auf
Aussagen aus Kapitel 5 zurükgreifen können.
Um eine entsprehende Aufgabenstellung zu formulieren, führen wir wieder geeignete
metrishe Räume ein. Analog zu den Bezeihnungen aus Kapitel 5 führen wir für eine
109
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gegebene Funktion a

2 D


den metrishen Raum
 
D

a

; H
1

n
:=

a = (a
1
; : : : ; a
n
) : a
j
  a

2 H
1
(R) und a
j
2 D


; 1  j  n
	
mit der Metrik
d(a
1
; a
2
) := ka
1
  a
2
k
(H
1
(R))
n
; a
1
; a
2
2
 
D

a

; H
1

n
ein. Mit (H
1
(R))
n
bezeihnen wir dabei den Hilbertraum der Menge aller n-dimensionalen
Vektorfunktionen a = (a
1
; : : : ; a
n
) mit a
j
2 H
1
(R), versehen mit der Norm
kak
(H
1
(R))
n
:=
 
n
X
j=1

ka
j
k
2
L
2
(R)
+ ka
0
j
k
2
L
2
(R)

!
1
2
:
Aus der bereits in Abshnitt 5.5.3 erwähnten Einbettung H
1
(R) ,! C

(R) für 0 <  <
1
2
,
folgt die Abgeshlossenheit des metrishen Raumes
 
D

a

; H
1

n
für die Hölderindizes 0 <
 <
1
2
. Desweiteren führen wir die Menge
 
M
T
1
;:::;T
n

; L
2

:=
 
M
T
1

; L
2


 
M
T
2

; L
2

 : : :
 
M
T
n

; L
2

ein, die wir mit der Metrik
d(f
1
; f
2
) := kf
1
  f
2
k
(L
2
(R))
n
; f
1
; f
2
2
 
M
T
1
;:::;T
n

; L
2

;
zu einem metrishen Raum formen. Analog zu obiger Bezeihnung sei der Hilbertraum
(L
2
(R))
n
die Menge aller n-dimensionalen Vektorfunktionen a = (a
1
; : : : ; a
n
) mit a
j
2
L
2
(R), versehen mit der Norm
kak
(L
2
(R))
n
:=
 
n
X
j=1
ka
j
k
2
L
2
(R)
!
1
2
:
Nun können wir eine Abbildung zwishen diesen beiden Räumen angeben.
Def. 6.1.1 Für ein beliebiges Element a = (a
1
; : : : ; a
n
) 2
 
D

a

; H
1

n
denieren wir die
Funktion v(y; T ; a), (y; T ) 2 R  [t

; T
n
℄ (iterativ) als Lösung der Cauhyprobleme
8
<
:
v
T
= a
j
(y)

2
v
y
2
  (r + a
j
(y))
v
y
; (y; T ) 2 R  (T
j 1
; T
j
℄;
v(y; T
j 1
; a) = v
j 1
(y); y 2 R;
(6.1)
mit
v
0
(y) := max(e
x

  e
y
; 0); v
j
(y) := v(y; T
j
; a); y 2 R; 1  j  n:
Dann können wir F :
 
D

a

; H
1

n
 !
 
M
T
1
;:::;T
n

; L
2

denieren als
F (a) := v = (v
1
; : : : ; v
n
): (6.2)
Nun können wir ein entsprehendes inverses Problem angeben. Wir wollen dabei der
Einfahheit halber davon ausgehen, daÿ wir vollständige Daten gegeben haben, d.h. für
jeden konkreten Stihtag T
j
, 1  j  n, sind Optionspreisdaten für jeden Basispreis
K 2 (0;1) vorhanden. Wir formulieren die entsprehende Aufgabenstellung.
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Def. 6.1.2 (Inverses Problem) Zum Zeitpunkt t

 0 sei der aktuelle Assetpreis X

>
0 und risikolose Zins r  0 bekannt. Für vershiedene Stihtage t

< T
1
< : : : < T
n
sei-
en Optionspreise u

j
(K) = u(X

; t

; K; T
j
), 1  j  n, für alle Basispreise K 2 (0;1)
gegeben. Wir suhen einen Vektor  = (
1
; : : : ; 
n
) lokaler (preisabhängiger) Volatilitäts-
funktionen 
j
(K), K 2 (0;1), 1  j  n, so daÿ für
y := lnK; x

:= lnX

; a
j
(y) :=
1
2

2
j
(K) sowie v

j
(y) := u

j
(K); y 2 R;
gilt und für v

= (v

1
; : : : ; v

n
) die Gleihung
F (a) = v

; a = (a
1
; : : : ; a
n
) 2
 
D

a

; H
1

n
; (6.3)
für ein a

2 D


Gültigkeit besitzt.
Eine direkte Aufgabenstellung kann wie folgt angegeben werden.
Def. 6.1.3 (Direktes Problem) Zum gegebenen Zeitpunkt t

 0 sei der aktuelle As-
setpreis X

> 0 und risikolose Zins r  0 bekannt. Desweiteren sei ein Vektor  =
(
1
; : : : ; 
n
) lokaler (preisabhängiger) Volatilitäten mit
y := lnK; x

:= lnX

; a
j
(y) :=
1
2

2
j
(K) 2
 
D

a

; H
1

; 1  j  n;
für K 2 (0;1) und ein a

2 D


gegeben. Wir setzen a := (a
1
; : : : ; a
n
) und berehnen
v := (v
1
: : : ; v
n
) = F (a). Dann ermitteln wir einen Vektor ~u = (~u
1
; : : : ; ~u
n
) von Options-
preisfunktionen ~u
j
(K) = u(X

; t

; K; T
j
), K 2 (0;1), 1  j  n, durh
~u
j
(K) := v
j
(y); y 2 R:
6.2 Stetigkeitsbetrahtungen
Durh zu den Abshnitten 5.2 bzw. 5.4 analogen Überlegungen können wir die Stetigkeit
dieser Abbildung F nahweisen. Wir beginnen mit dem Beweis der Stetigkeit.
Satz 6.2.1 Die durh (6.2) denierte Abbildung F :
 
D

a

; H
1

n
 !
 
M
T
1
;:::;T
n

; L
2

ist
lipshitzstetig, d.h. für beliebige a
1
; a
2
2 (D

a

; H
1
)
n
gilt
kF (a
1
)  F (a
2
)k
(L
2
(R))
n

~
Cka
1
  a
2
k
(H
1
(R))
n
für eine von a
1
und a
2
unabhängige Konstante
~
C > 0.
Beweis. Seien a
1
= (a
1
1
; : : : ; a
1
n
); a
2
= (a
2
1
; : : : ; a
2
n
) 2
 
D

a

; H
1

n
gegeben. Wir ermitteln
durh (6.1) die entsprehenden Funktionen v(y; T ; a
1
) bzw. v(y; T ; a
2
), (y; T ) 2 R[t

; T
n
℄,
und bilden die Dierenz
z(y; T ) := v(y; T ; a
1
)  v(y; T ; a
2
); (y; T ) 2 R  [t

; T
n
℄:
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Dann können wir z als Lösung der Cauhyprobleme
8
>
>
<
>
>
:
z
T
= a
1
j
(y)

2
z
y
2
  (r + a
1
j
(y))
z
y
+(a
1
j
  a
2
j
)(y) (v
yy
(y; T ; a
2
)  v
y
(y; T ; a
2
)) ; (y; T ) 2 R  (T
j 1
; T
j
℄;
z(y; T
j 1
) = z
j 1
(y); y 2 R;
(6.4)
für 1  j  n mit
z
0
(y) := 0; z
j
(y) := z(y; T
j
); y 2 R; 1  j  n;
darstellen. Dann gilt aber
F (a
1
)  F (a
2
) = (z
1
; : : : ; z
n
):
Weiterhin gilt für 1  j  n
z
j
(y) =
j
X
k=1
0
B
B

T
k
Z
T
k 1
1
Z
 1
(a
1
k
  a
2
k
)()
 
v
yy
(;  ; a
2
)  v
y
(;  ; a
2
)

 

(y; T
j
; ; )
| {z }
=: f(; ; y)
d d
1
C
C
A
:
Wir shätzen ab
jz
j
(y)j :=







j
X
k=1
0
B

T
k
Z
T
k 1
1
Z
 1
(a
1
k
  a
2
k
)()f(; ; y) d d
1
C
A








j
X
k=1
0
B

T
k
Z
T
k 1
1
Z
 1


(a
1
k
  a
2
k
)()f(; ; y)


d d
1
C
A

j
X
k=1
0

T
n
Z
t

1
Z
 1


(a
1
k
  a
2
k
)()f(; ; y)


d d
1
A
:
Folglih erhalten wir aus Lemma 5.2.2
kz
j
k
L
2
(R)







j
X
k=1
0

T
n
Z
t

1
Z
 1


(a
1
k
  a
2
k
)()f(; ; )


d d
1
A






L
2
(R)

j
X
k=1






T
n
Z
t

1
Z
 1


(a
1
k
  a
2
k
)()f(; ; )


d d






L
2
(R)

j
X
k=1
q
~
C
T
n
ka
1
k
  a
2
k
k
L
2
(R)
:
Die Behauptung folgt nun aus der Abshätzung
kzk
2
(L
2
(R))
n
=
n
X
j=1
kz
j
k
2
L
2
(R)
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 n kz
n
k
L
2
(R)
= n
~
C
T
n
n
X
j=1
ka
1
j
  a
2
j
k
2
L
2
(R)
= n
~
C
T
n
ka
1
  a
2
k
2
(L
2
(R))
n
 n
~
C
T
n
ka
1
  a
2
k
2
(H
1
(R))
n
:
Mit
~
C := n
~
C
T
n
folgt dann die Behauptung. 
Analog zum Beweis von Satz 5.4.1 können wir die Existenz von Rihtungsableitungen in
jedem Punkt a
0
2 (D

a

; H
1
)
n
nahweisen. Wir geben eine entsprehende Aussage an.
Satz 6.2.2 Die Abbildung F :
 
D

a

; H
1

n
 !
 
M
T
1
;:::;T
n

; L
2

besitzt für jedes a

2 D


in jedem beliebigen Punkt a
0
= (a
0
1
; : : : ; a
0
n
) 2
 
D

a

; H
1

n
und für jede beliebige Rihtung
a = (a
1
; : : : ; a
n
) 2 (H
1
(R))
n
eine Rihtungsableitung F
0
(a
0
) a. Für a sei w(y; T ; a
0
; a) die
Lösung der Cauhyprobleme
8
>
>
>
<
>
>
>
:
w
T
= a
0
j
(y)

2
w
y
2
  (r + a
0
j
(y))
w
y
+a
j
(y) (v
yy
(y; T ; a
0
)  v
y
(y; T ; a
0
)) ; (y; T ) 2 R  (T
j 1
; T
j
℄;
w(y; T
j 1
; a
0
; a) = w
j 1
(y); y 2 R;
(6.5)
für 1  j  n mit
w
0
(y) := 0; w
j
(y) := w(y; T
j
; a
0
; a); y 2 R; 1  j  n:
Dann gilt für die Rihtungsableitung F
0
(a
0
) a von F im Punkt a
0
in Rihtung a gerade
F
0
(a
0
) a := (w
1
; : : : ; w
n
): (6.6)
Beweis. Der Beweis erfolgt unter Verwendung von Satz 6.2.1 analog zum Beweis von
Satz 5.4.1. 
Die anshlieÿende Folgerung ist das Analogon zu Satz 5.4.2.
Folgerung 6.2.1 Für ein beliebiges a

2 D


und beliebiges a
0
2
 
D

a

; H
1

n
ist der lineare
Operator F
0
(a
0
) : (H
1
(R))
n
 ! (L
2
(R))
n
beshränkt und es gilt
kF (a)  F (a
0
)  F
0
(a
0
)(a  a
0
)k
(L
2
(R))
n

L
2
ka  a
0
k
2
(H
1
(R))
n
(6.7)
für eine von a
0
und a unabhängige Konstante L > 0.
6.3 Inkorrektheit und Regularisierung
Die Überlegungen zur Instabilität im preisabhängigen Fall (siehe Abshnitt 5.5.1) lassen
sih ebenfalls auf diese Aufgabenstellung übertragen. Wir geben deshalb den folgenden
Nahweis der Inkorrektheit an.
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Satz 6.3.1 Für jedes a

2 D


und jedes beliebige Element a
0
2
 
D

a

; H
1

n
existiert eine
Folge fa
k
g 
 
D

a

; H
1

n
von Vektoren mit a
k
6! a
0
aber F (a
k
) ! F (a
0
), d.h. die Abbil-
dung F :
 
D

a

; H
1

n
 !
 
M
T
1
;:::;T
n

; L
2

verletzt die Hadamardshe Stabilitätsbedingung.
Beweis. Wir gehen wie im Beweis von Satz 5.5.1 vor. Sei a
0
= (a
0
1
; : : : ; a
0
n
) 2
 
D

a

; H
1

n
beliebig. Dann gilt aber
1
Z
 1
(a

(y) + a
0
1
(y)  )
2
dy =1 oder
1
Z
 1
(  a

(y)  a
0
1
(y))
2
dy =1:
Ohne Einshränkung gelte ersteres. Wir denieren eine Folge von Vektoren von Funktionen
fa
k
= (a
k
1
; : : : ; a
k
n
)g mit den folgenden Eigenshaften:
a
k
1
(y) =

a

(y)  ; jyj < k;
a
0
1
(y); jyj > k + 1;
; a
k
2
= a
0
2
; : : : ; a
k
n
= a
0
n
:
Auf den Intervallen [ k 1; k℄ bzw. [k; k+1℄ wählen wir die Funktionen a
k
1
, k = 1; 2; : : :,
so, daÿ diese zu Funktionen aus H
1
(R) fortgesetzt werden. Damit setzen wir
~a
k
1
:= a
0
1
+
a
k
1
  a
0
1
maxf1; ka
k
1
  a
0
1
k
H
1
(R)
g
:
Dann gilt f~a
k
= (~a
k
1
; a
k
2
; : : : ; a
k
n
)g 2
 
D

a

; H
1

n
, k~a
k
  a
0
k
(H
1
(R))
n
= 1 für hinreihend
groÿe k und
max

k~a
1
k
L
1
(R)
; ka
2
k
L
1
(R)
; : : : ; ka
n
k
L
1
(R)
	
= k~a
1
k
L
1
(R)
! 0
für k !1, da nah Voraussetzung ka
k
 a
0
k
L
2
(R)
!1 für k !1 gilt. Analog zu Beweis
von Lemma 6.2.1 können wir zeigen, daÿ dann gilt
kF (~a
k
)  F (a
0
)k
(L
2
(R))
n
 Ck~a
k
1
  a
0
1
k
L
1
(R)
 ! 0 für k!1
für eine Konstante C > 0. Damit ist aber die Instabilität der Gleihung (6.3) nahgewie-
sen. 
Wir wenden uns deshalb wieder der Regularisierung zu. Dabei sei anstelle der exakten
Daten v

nur eine Näherung v
Æ
mit der Abshätzung
kv
Æ
  v

k
(L
2
(R))
n
 Æ
bekannt. Unter Nutzung der Tikhonov-Regularisierung ist es naheliegend, anstelle der
Gleihung (6.3) mit a

= (a

; : : : ; a

) das Ersatzproblem
kF (a)  v
Æ
k
2
(L
2
(R))
n
+ ka  a

k
2
(H
1
(R))
n
! min; a 2
 
D

a

; H
1

n
; (6.8)
für einen Regularisierungsparameter  > 0 zu lösen. Eine Lösung von (6.8) soll entspre-
hend wieder mit a
Æ

bezeihnet werden. Unter der zusätzlihen Voraussetzung, daÿ die
Gleihung (6.3) für die exakten Daten v

wenigstens eine Lösung a besitzt, können wir
das folgende Konvergenz- und Stabilitätsresultat angeben.
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Satz 6.3.2 Es sei  > 0 und für den Hölderindex  gelte 0 <  <
1
2
. Dann besitzt das
Problem (6.8) (mindestens) eine Lösung a
Æ

. Diese hängt stetig von den Daten ab. Für
eine Folge von Daten v
Æ
k
mit Æ
k
! 0 für k !1 und einer Parameterwahl

k
= 
k
(Æ
k
) mit
Æ
2
k

k
(Æ
k
)
! 0 für k !1
besitzt jede Folge fa
Æ
k

k
g von Lösungen von (6.8) eine konvergente Teilfolge. Jeder Grenz-
wert a
mn
dieser konvergenten Teilfolgen ist eine a

-Minimum-Norm-Lösung von (6.3),
d.h. a
mn
löst die Gleihung (6.3) und es gilt
ka
mn
  a

k
(H
1
(R))
n
= min

ka  a

k
(H
1
(R))
n
: F (a) = v

; a 2
 
D

a

; H
1

n
	
:
Beweis. Wir zeigen, daÿ wir die Stabilitäts- und Konvergenzaussagen zur nihtlinearen
Tikhonov-Regularisierung aus [22℄ verwenden können. Dazu betrahten wir analog zu
Abshnitt 5.5.3 einen Operator F
a

: D(F
a

)  (H
1
(R))
n
 ! (L
2
(R))
n
, den wir durh
F
a

(a) := F (a+ a

)  F (a

); a 2 D(F
a

);
mit dem Denitionsbereih
D(F
a

) :=

a 2 (H
1
(R))
n
: a+ a

2
 
D

a

; H
1

n
	
denieren. Dieser ist für die Hölderindizes 0 <  <
1
2
konvex und abgeshlossen. Dann
können wir mittels F
a

das Extremalproblem (6.8) als
kF
a

(a) 
 
v
Æ
  F (a

)

k
2
(L
2
(R))
n
+ ka  a

k
2
(H
1
(R))
n
! min; a 2 (H
1
(R))
n
; (6.9)
darstellen. Sei a
Æ

eine Lösung von (6.9), dann ist oensihtlih a
Æ

+ a

eine Lösung von
(6.8).
Wir müssen nun zeigen, daÿ F
a

stetig und shwah abgeshlossen ist. Die Stetigkeit folgt
dabei sofort aus Satz 6.2.1. So wie wir im Abshnitt 6.2 die Stetigkeit und Dierenzierbar-
keit von F mit den Überlegungen aus dem rein preisabhängigen Fall aus den Abshnitten
5.2 und 5.4 nahweisen konnten, läÿt sih auh die Kompaktheit (bzw. die shwahe Abge-
shlossenheit) im preisabhängigen Fall (siehe Satz 5.5.3) auf F
a

ohne weiteres übertragen.
Aus [22, Theorem 2.1 bzw. Theorem 2.3℄ folgt dann die Behauptung. 
Wir wollen noh über einige Modikationen von (6.8) nahdenken. Dazu betrahten wir
anstelle von (6.8) den allgemeineren Fall der Tikhonov-Regularisierung, der darin besteht,
das Problem
kF (a)  v
Æ
k
2
(L
2
(R))
n
+ 
(a)! min; a 2
 
D

a

; H
1

n
; (6.10)
mit einem geeigneten Bewertungsfunktional 
 :
 
D

a

; H
1

n
 ! R zu lösen. In den nume-
rishen Studien zum Fall zeitabhängiger Volatilitäten (siehe Abshnitt 4.7.4) hatten wir
gesehen, daÿ die Wahl dieses Bewertungsfunktionals einen groÿen Einuÿ auf die Qualität
der ermittelten Lösungen besaÿ. Eine gegenüber (6.8) einfahere Variante wäre die Wahl

(a) := ka  a

k
2
(L
2
(R))
n
;
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d.h. wir bewerten den Abstand von a zu a

in der L
2
-Norm anstelle der H
1
-Norm. In
Abshnitt 4.7.4 hatten wir dagegen gesehen, daÿ  zumindest im Fall glatter Lösungen 
die Bewertung der zweiten Ableitung sehr gute Ergebnisse lieferte. Übertragen wir diese
Gedanken, so ist die Variante

(a) :=
n
X
j=1
k(a
j
  a

)
00
k
2
L
2
(R)
naheliegend.
Bei den obigen Bewertungsfunktionalen können bei den Lösungen a
Æ

= (a
Æ
1

; : : : ; a
Æ
n

)
von (6.10) die einzelnen Funktionen a
Æ
j

, 1  j  n, stark voneinander abweihen. Die
ermittelte Volatilität würde also groÿen zeitlihen Shwankungen unterliegen. Um diese zu
reduzieren, ist es siherlih sinnvoll, noh eine zeitlihe Regularisierung einzuführen. Dies
läÿt sih reht einfah bewerkstelligen, indem wir 
(a) so wählen, daÿ niht der kompo-
nentenweise Abstand von a = (a
1
; : : : ; a
n
) (in der entsprehenden Norm bzw. Halbnorm)
zu a

, sondern der Abstand der a
j
, 1  j  n, untereinander bewertet wird. Setzen wir
noh a
0
:= a

, dann können wir z.B. das Problem (6.10) mit dem Bewertungsfunktional

(a) :=
n
X
j=1
ka
j
  a
j 1
k
2
H
1
(R)
bzw. 
(a) :=
n
X
j=1
k(a
j
  a
j 1
)
00
k
2
L
2
(R)
betrahten.
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Thesen
1. Die vorliegende Dissertation widmet sih einem inversen Problem der Optionspreisbildung.
Auf der Basis des Modells, daÿ die Entwiklung des Kurses X
t
eines an der Börse gehan-
delten Assets durh einen stohastishen Prozeÿ der Gestalt
dX
t
X
t
= (X
t
; t) dt+ (X
t
; t) dW
t
mit den Parametern Drift  und Volatilität  sowie einem standardisierten Wiener Pro-
zeÿ W
t
beshrieben werden kann, entwikelten Blak und Sholes in den 70er Jahren eine
Theorie zur Ermittlung fairer Preise von Optionen. Dabei spielt die Volatilität eine wih-
tige Rolle. Praktish ist diese Gröÿe auf dem Kapitalmarkt jedoh niht meÿbar. Es wird
deshalb folgendes inverses Problem untersuht: Anhand gegebener Daten in Form von
Preisen europäisher Kaufoptionen soll der unbekannte Parameter Volatilität identiziert
werden. Dabei werden die folgenden Fälle untershieden. Zum einen werden die Situationen
betrahtet, daÿ die Volatilität nur vom Zeitpunkt t bzw. nur vom Assetpreis X abhängt,
d.h.  = (t) bzw.  = (X) gilt. Zum anderen wird der allgemeine Fall  = (X; t) un-
tersuht, daÿ die Volatilität sowohl vom Zeitpunkt t als auh vom Assetpreis X abhängen
kann.
2. In den letzten Jahren ershienen vershiedene Arbeiten, die sih mit inversen Problemen
der Optionspreisbildung beshäftigten. Dabei stand die Entwiklung numerisher Lösungs-
verfahren im Vordergrund. Eine funktionalanalytishe Untersuhung der Korrektheit bzw.
der Inkorrektheit solher Aufgabenstellungen erfolgte dabei in der Regel niht. Erst im
Jahre 2003 ershien eine Arbeit, in der ein solhes Problem in speziellen Sobolevräumen
untersuht wurde. Diese Arbeit leistet einen Beitrag zur Shlieÿung dieser Lüke.
3. Es werden Optionspreise u als eine Funktion der Variablen Assetpreis X, Zeitpunkt t,
Basispreis K und Stihtag T betrahtet. Zunähst wird der Begri der Arbitragefreiheit
des Marktes eingeführt. Die Blak-Sholes-Dierentialgleihung mit entsprehender End-
bedingung zur Berehnung von Preisen europäisher Kaufoptionen wird angegeben. Es
werden hinreihende Bedingungen an den Marktparameter Volatilität formuliert, die die
eindeutige Lösbarkeit dieses Endwertproblems liefern.
4. Mit Hilfe der Dupire-Gleihung kann ein inverses Problem der Optionspreisbildung für
den Fall preis- und zeitabhängiger Volatilitäten  = (X; t) formuliert werden. Mittels der
Dupire-Formel wird unter gewissen Voraussetzungen an die Daten die eindeutige Lösbar-
keit dieses Problems nahgewiesen. Zur praktishen Ermittlung von Volatilitätsfunktionen
(X; t) erweist sih die Dupire-Formel jedoh als niht relevant und instabil, da Ableitun-
gen der Daten gebildet werden.
5. Im Fall rein zeitabhängiger Volatilitäten  = (t) ist die Blak-Sholes-Dierentialgleihung
bei gegebener Endbedingung explizit lösbar. Mit Hilfe der verallgemeinerten Blak-Sholes-
Formel wird ein entsprehender Operator formuliert, der einer auf dem Intervall [0; 1℄ gege-
benen Volatilität (t) eine Optionspreisfunktion u(T ), T 2 [0; 1℄, für einen festen Basispreis
K, AssetpreisX zum Zeitpunkt t = 0 zuordnet. Dieser Operator erweist sih als Abbildung
von C[0; 1℄ nah C[0; 1℄ und auh von L
p
(0; 1) nah L
q
(0; 1), 1  p; q < 1, als injektiv,
stetig und kompakt. Für X 6= K wird die Fréhet-Dierenzierbarkeit dieses Operators
nahgewiesen. Im Fall X = K tritt eine singuläre Situation auf.
6. Für den rein zeitabhängigen Fall wird das inverse Problem der Bestimmung von (t),
t 2 [0; 1℄, bei gegebenen Daten u(T ), T 2 [0; 1℄, detailliert untersuht. Aus der Arbitra-
gefreiheit folgende hinreihende Bedingungen an die Daten werden beshrieben, die die
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Existenz von Lösungen sihern. Eine Folge der Kompaktheit des Operators der direk-
ten Aufgabe ist die Instabilität des inversen Problems in den vershiedenen Raumpaa-
ren. Durh die Zerlegung des Operators der direkten Aufgaben in einen inneren linearen
kompakten Operator und einen äuÿeren nihtlinearen Nemytzki-Operator kann diese In-
stabilität genau veriziert werden: Zum einen tritt eine shwahe Instabilität durh das
Lösen des inneren Ableitungsproblems auf dem gesamten Intervall [0; 1℄ auf. Beim äuÿeren
Problem ndet man eine lokale Instabilität für T ! 0, die durh die Nullstelle der den
äuÿeren Nemytzki-Operator erzeugenden Blak-Sholes-Funktion bei T = 0 hervorgerufen
wird. Durh zusätzlihe Voraussetzungen an die Daten kann die Stabilität des äuÿeren
Teilproblems auf dem ganzen Intervall [0; 1℄ nahgewiesen werden.
7. Zur Regularisierung des inversen Problems für den zeitabhängigen Fall werden drei ver-
shiedene Ansätze betrahtet: Zum einen wird eine deskriptive Regularisierung gewählt,
indem die Totalvariation der gesuhten Lösung beshränkt wird. Die zweite Variante nutzt
die Zerlegung des Operators, indem zuerst das äuÿere Problem gelöst wird und das innere
Teilproblem mittels linearer Tikhonov-Regularisierung stabilisiert wird. Die dritte Varian-
te verwendet nihtlineare Tikhonov-Regularisierung für die ursprünglihe Aufgabe. Dazu
wird die Operatorgleihung im Hilbertraum L
2
(0; 1) betrahtet und Stabilitäts- sowie Kon-
vergenzaussagen angegeben. Eine ausführlihe Fallstudie illustriert diese Überlegungen.
8. Das Problem der Identikation rein preisabhängiger Volatilitäten  = (X) wird als eine
Gleihung in geeigneten metrishen Räumen angegeben. Mittels Dupire-Gleihung wird
eine entsprehende Abbildung zwishen diesen metrishen Räumen formuliert, die einer
auf (0;1) denierten Volatilität (X) eine Optionspreisfunktion u(K), K 2 (0;1), für
feste Parameter Assetpreis X, Zeitpunkt t sowie Stihtag T > t zuordnet. Es werden ana-
lytishe Eigenshaften dieser Abbildung untersuht, deren Stetigkeit und Kompaktheit in
vershiedenen Metriken nahgewiesen und die Existenz von Rihtungsableitungen gezeigt.
9. Aufgrund der Kompaktheit der Abbildung der direkten Aufgabe für den preisabhängigen
Fall folgt die Inkorrektheit des inversen Problems. Zur stabilen Lösung dieser Aufgabe
wird Tikhonov-Regularisierung in der L
2
-Metrik genutzt. Es wird ein entsprehender Mi-
nimierungsalgorithmus angegeben und notwendige Optimalitätsbedingungen hergeleitet.
Alternativ dazu wird eine iterative Möglihkeit zur Lösung dieser Aufgabenstellung be-
shrieben. Die Existenz von Lösungen kann aufgrund des nihtabgeshlossenen Deniti-
onsbereihs niht gesihert werden. Deshalb wird dieses inverse Problem in eine Opera-
torgleihung umformuliert, deren Operator vom Hilbertraum H
1
(R) in den Hilbertraum
L
2
(R) abbildet. Dieser Operator erweist sih als kompakt und Fréhet-dierenzierbar. Da-
mit können bekannte Resultate der Theorie nihtlinearer Tikhonov-Regularisierung an-
gewendet werden, die Stabilitäts- und Konvergenzaussagen dieses Ansatzes liefern. Eine
numerishe Fallstudie sowohl für simulierte als auh praktishe Daten unterstreiht diese
Überlegungen.
10. Für den Fall preis- und zeitabhängiger Volatilitäten  = (X;T ) wird ein zeitdiskretes
Problem formuliert, indem die Volatilitäten als stükweise zeitlih konstante Funktionen
angenommen werden. Es werden zwei geeignete metrishe Räume konstruiert und das
Optionspreisbildungsproblem als stetige und kompakte Abbildung zwishen diesen bei-
den Räumen betrahtet. Das entsprehende inverse Problem erweist sih aufgrund der
Kompaktheit dieser Abbildung als instabil. Mittels Tikhonov-Regularisierung wird eine
Möglihkeit zur stabilen Lösung dieses Problems angegeben.
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