We establish existence and uniqueness results for a class of backward stochastic partial differential equations with singular terminal condition. The equation describes the value function of a non-Markovian stochastic optimal control problem in which the terminal state of the controlled process is prespecified. The analysis of such control problems is motivated by models of optimal portfolio liquidation.
Introduction
We consider a class of non-Markovian stochastic optimal control problems in which the terminal value of the controlled process is prespecified. In the Markovian framework, the coefficients of the state processes and cost functional are deterministic functions of the control and state, and by dynamic programming principle, the Hamilton-Jacobi-Bellman (HJB) equation turns out to be a nonlinear parabolic partial differential equation (PDE) with a singularity at the terminal time (see [1, 13, 15, 22, 36] ). This paper goes beyond the Markovian framework and allows the coefficients to be random. We show that the value function of our non-Markovian control problem can be characterized by a backward stochastic partial differential equation (BSPDE) with a singular terminal value. We prove existence and uniqueness of a sufficiently regular solution from which we deduce the optimal control in feedback form.
The analysis of optimal control problems with state constraints on the terminal value of the controlled process is motivated by models of optimal portfolio liquidation under price-sensitive market impact. Traditional financial market models assume that price fluctuations follow some exogenous stochastic process and that all trades can be carried out at the prevailing market price. This assumption that all trades can be settled without impact on market dynamics is appropriate for small investors that trade only a negligible proportion of the average daily trading volume. It is not always appropriate for institutional investors that need to close large positions over short time periods.
Models of optimal portfolio liquidation have received considerable attentions in the mathematical finance and stochastic control literature in recent years, see, e.g., [1, 2, 3, 13, 14, 17, 21, 22, 36] among many others. We focus on BSPDEs with singular terminal values arising in optimal liquidation models when the cost of trading depends on a general, i.e., not necessarily Markovian, benchmark process. Our framework is flexible enough to allow for simultaneous submission of active orders (for immediate execution) to a primary market and passive block trades (for possible future execution) to a crossing network or dark pool 1 . Specifically, we assume that the controlled state sequence follows a dynamics of the form
where x ∈ R is the initial state, π(dt, dz) is a Poisson random measure and (ξ, ρ) is a pair of controls. The set of admissible controls is confined to those pairs (ξ, ρ) that satisfy almost surely the terminal state constraint
x ξ,ρ T = 0. In the framework of optimal portfolio liquidation, ξ denotes the rate at which the trader transacts in the primary venue, ρ describes the block trading strategy in the crossing network, π governs the execution of passive orders and x ξ,ρ T = 0 is the liquidation constraint. The cost functional is assumed to be of the form
where the uncontrolled process y = (y t ) is driven by independent Brownian motions B and W , and the coefficients η t (y, ω), λ t (y, ω) and γ t (y, z, ω) are adapted to the filtration generated by W . In portfolio liquidation models y would usually describe the dynamics of a benchmark price process in the absence of market impact or the volume-weighted average price (VWAP), an average of past prices, weighted by the amount of liquidity traded.
The special case where η, λ and γ are independent of y has recently been analyzed by Ankirchner et al. [3] . In this case, the value function can be described by a backward stochastic differential equation (BSDE) with singular terminal value. To the best of our knowledge, such kind of equations were first analyzed by Popier [31] . A class of stochastic optimal control problems with the terminal states being constrained to a convex set were studied by Ji and Zhou [20] using forward-backward stochastic differential systems. They assumed a strict invertibility of the diffusion term with respect to the control and applied a maximum principle of Pontryagin's type. We solve the control problem by solving the corresponding stochastic Hamilton-Jacobi-Bellman equation.
As the adjoint equations of forward SPDEs, BSPDEs were first introduced by Bensoussan [6, 7] and extensively used to study the stochastic maximum principle of controlled SPDEs (see [7, 41] ), the optimal control of partially observed stochastic differential equations (see [4, 6, 16, 24, 37] ), and the controllability of SPDEs (see [5, 38] ). Naturally in the dynamic programming theory, a class of nonlinear BSPDEs as the so-called stochastic Hamilton-Jacobi-Bellman equations, were also introduced in the study of non-Markovian stochastic optimal control problems (see Peng [30] and Englezos and Karatzas [12] ). Besides, BSPDEs arose in many other applications of probability theory and stochastic processes such as mathematical finance, stochastic Feynman-Kac formulas and optimal stopping problems with random coefficients, and so on (see [8, 10, 18, 26, 27, 25, 28, 37, 40, 35] ).
Our model is more general than that in [3] as we allow the coefficients to depend on y as well as for simultaneous submission of active and passive orders. Due to the dependence of the model parameters on the state of the uncontrolled process the value function can no longer be described by BSDE but rather by u t (y)|x| 2 with u satisfying a BSPDE. The BSPDE is of the form
In our model the non-linearity F depends quadratically on u t (y). To the best of our knowledge, no general theory exists for such equations even when the terminal state were finite.
Using recent existence of solutions results for nonlinear BSPDEs [33, 34, 35, 39] and the Itô-Wentzell formula for distribution-valued processes [23, 39] we first prove that the BSPDE resulting from a control problem with finite terminal condition has a sufficiently smooth solution. Subsequently, we establish a comparison principle from which we deduce that the solution to the BSPDE with infinite terminal value can be obtained as the limit of an increasing sequence of solutions to BSPDEs with finite terminal conditions. We also obtain an explicit asymptotic of the solution u near the terminal time.
When all the coefficients are deterministic functions of the state and control variables we are in the Markovian setting and our BSPDE simplifies to a parabolic PDE (to be understood in the distributional sense). As a byproduct of our general existence and uniqueness result, related results are also obtained under very weak assumptions on the model parameters in the Markovian framework.
The remainder of this paper is organized as follows. Notations and the control problem are introduced in Section 2; Section 3 is devoted to the proof of the verification theorem while Section 4 establishes the existence of the solution for the singular BSPDE that satisfies the assumptions of the verification theorem. In Section 5 we prove that our singular BSPDE actually has a unique non-negative solution in larger class of stochastic processes that automatically satisfies the asymptotic behavior around the terminal time that is needed for the proof of the verification theorem. Section 6 concludes. In the appendix, we recall three results on BSPDEs which are used throughout this work.
Preliminaries and the control problem
Let (Ω,F , P) be a probability space equipped with a filtration {F t } 0≤t≤T that satisfies the usual conditions of completeness and right-continuity. The probability space carries two independent m-dimensional Brownian motions W and B as well as an independent point processJ on a non-empty Borel set Z ⊂ R l with characteristic measure µ(dz). The set Z is equipped with its Borel σ-algebra Z . We denote by π(dt, dz) the associated Poisson random measure and for any A ∈ Z put
The process t →π([0, t], A) is martingale for each A ∈ Z ; see [19] . Throughout, {F t } t≥0 denotes the filtration generated by W augmented by the P null sets and P andP denote the σ-algebra of the predictable sets on Ω × [0, +∞) associated with {F t } t≥0 and {F t } t≥0 respectively.
Preliminaries
Before we state our main result, we need to introduce further notations. We denote by Z the set of all the integers and by N the set of all the positive integers. R is the set of real numbers and R + consists of all the nonnegative real numbers. Denote by | · | the norm in a finite-dimension Hilbert space. For convenience, we denote ∂ s := ∂ ∂s and ∂ st := ∂ 2 ∂s∂t .
The set of multi-indices is defined by
For any α ∈ A and x = (x 1 , . . . , x d ) ∈ R d , we denote by ∂ x and ∂ 2 xx the gradient operator and Hessian matrix respectively, and put
Let V be a Banach space equipped with norm · V . For any real T > 0 and p ∈ [1, ∞), we denote by S p F ([0, T ]; V ) and S pF ([0, T ]; V ), respectively, the set of all the V -valued and P-measurable, respectively, progressively measurable càdlàg processes (X t ) t∈[0,T ] such that
) are Banach spaces. L p F (0, T ; V ) and L pF (0, T ; V ) denote the class of V -valued P-and progressively measurable, processes
In particular, we denote by L pF (0, T ;
If V ≡ R, we write S p F ([0, T ]), S pF ([0, T ]), L p F (0, T ) and L pF (0, T ) for simplicity. For a domain Π ⊂ R d , we denote by C ∞ c (Π) the class of infinitely differentiable functions with compact support in Π. For k ∈ N and p ∈ [1, ∞), spaces like L ∞ (Π) and L p (Π) are defined as usual. The Sobolev space H k,p (Π) denotes the set of functions whose up to k-th derivatives belong to L p (Π), equipped with norm
We denote by ·, · Π the inner product on L 2 (Π) where the subscript Π will be omitted for Π = R d . For simplicity, we also denote by ·, · the dual between H 1,p (R d ) and H −1,p ′ (R d ). By saying a finite dimensional vector-valued function v := (v i ) i∈I belongs to a space like H k,p (Π), we mean that each component v i belongs to the space and the norm is defined by
Similarly, we define L p,∞ F (0, T ). For k ∈ N∪{0}, we set H k = S 2 F ([0, T ]; H k,2 (R d ))∩L 2 F (0, T ; H k+1,2 (R d )) equipped with the norm
In an obvious way, we define the local spaces such as:
is the ball with radius l centered at the origin.
By convention, we treat elements of spaces like L p (Π), H k,p (Π) and L 2 F (0, T ; H k,p (Π)) as functions rather than distributions or classes of equivalent functions. If we know that a function of this class has a modification with better properties, then we always consider this modification. For example, if u ∈ H 1,p (Π) with p > n, then by Sobolev's embedding theorem, u has a continuous modification lying in C(Π), and we always adopt the modification u ∈ W 1,p (Π) ∩ C(Π). In what follows, C > 0 is a constant which may vary from line to line.
The control problem
A control is a pair of stochastic processes (ξ, ρ) where ξ isF -adapted and ρ isF -predictable. The one-dimensional controlled state sequence follows the dynamics
(2.1)
An admissible control pair (ξ, ρ) is defined as an element of L 2F (0, T ) × L 2F (0, T ; L 2 (Z)) such that the terminal condition x T = 0 (2.2) holds a.s.. The cost functional depends on a d-dimensional process y driven by the Wiener processes W and B:
We sometimes write x 0,x,ξ,ρ t to emphasize the dependence of the state sequence on the control (ξ, ρ) and the initial state x ∈ R and y s,y t for the state of the uncontrolled process y at time t ∈ [0, T ] starting in y ∈ R d at time s ≤ t. The costs associated with an admissible control (ξ, ρ) are modeled by the objective function:
In a portfolio liquidation framework the first two terms may be interpreted as the market impact and risk costs, respectively. The third term extends the usual adverse selection or slippage costs associated with dark trading, and (2.2) is the liquidation constraint. We refer to literature on optimal liquidation, especially [15] , for further details.
In terms of the value function
the optimization problem consists in finding a pair (ξ * , ρ * ) ∈ L 2F (0, T ) × L 2F (0, T ; L 2 (Z)) such that
In the sequel we establish existence and uniqueness of optimal controls assuming that the following measurability and regularity conditions on the model parameters are satisfied.
(A2) (Continuity) There exists positive constant L such that for all y 1 ,
(A3) (Non-degenerateness) There exist positive constants κ and κ 0 such that
Inspired by Peng's seminal work (see [30] ) on non-Markovian stochastic optimal control, the dynamic programming principle suggests that the value function satisfies the following backward stochastic partial differential equation (BSPDE) with singular terminal condition:
In the sequel we prove existence of a sufficiently regular solution (V t (x, y), Ψ t (x, y)) to the preceding BSPDE that coincides with the value function. The quadratic structure of the cost functional suggests a multiplicative decomposition of the value function of the form
for a suitable pair of processes (u(y), ψ t (y)). In order to make this more precise, we put
denote by L 0 (R d ) the set of measurable functions defined on R d and for (t, y, φ)
Definition 2.1. We call a pair of processes (u, ψ) ∈ H 1 loc × L 2 F ;loc (0, T ; H 1,2 loc ) a solution to the BSPDE
(2.9)
A direct verification shows that the pair (V (x, y), Ψ(x, y)) defined by (2.7) solves the BSPDE (2.6) if and only if the pair (u(y), ψ(y)) solves the BSPDE (2.8). It is therefore enough to consider the latter equation.
The verification theorem
For the verification theorem we need to analyze the dynamics of the process
In particular, we need to analyze the composition of the solution u to the singular BSPDE (2.8) and of the uncontrolled process y. It turns out that u is not sufficiently regular to allow for a direct application of an Itô formula to the process t → u t (y 0,y t ). Instead, we work with a suitably weighted solution. More precisely, we define, for any integer q > d, the function
and consider the function ̺ −1 (y)u t (y) instead of u t (y). This is justified by the following remark. is a solution to the following BSPDE:
We are now ready to state the verification theorem. Its proof requires some preparations and will be carried out subsequently.
3)
with c 0 and c 1 being two positive constants. Then
coincides with the value function of (2.5) for almost every y ∈ R d . Moreover, the optimal (feedback) control is given by
. 
Two generalizations of the Itô-Kunita-Wentzell formula
As indicated above the proof of the verification theorem requires an integral representation of the process
This will be based on two generalized Itô-Kunita-Wentzell formula which we now recall. The first generalization is due to Yang and Tang [39, Theorem 3.1]. It will be be applied to derive the dynamics of the process ̺ −1 (y 0,y · )u · (y 0,y · ).
Lemma 3.2. Let the coefficients b, σ andσ satisfy Assumptions (A1) − (A3) and suppose that the triple
satisfies almost surely
Then the compositions Φ · (y s,· · ), G(y s,· T ), F · (y s,· · ) and Υ · (y s,· · ) are well-defined under the measure P⊗dt⊗dy, and for almost every y ∈ R d , it holds almost surely that
Using local estimates for the weak solutions of BSPDEs from [34] , Yang and Tang [39] proved that the compositions Φ(·, y s,· · ), G(y s,· T ) and F (·, y s,· · ) are well defined but did not establish integrability properties. The following corollary establishes such properties. 
where the constant C depends only on κ, L, Λ and T .
Proof. In Lemma 3.2, Φ can be seen as an L 2 (R d )-valued continuous semi-martingale and thus Φ ∈ H 0 and we can further verify that
(3.9) By Lemma 3.2, we have for almost every y ∈ R d ,
where all the compositions are well defined under the measure P ⊗ dt ⊗ dy. In particular, 
with C depending only on κ, L, Λ and T . Letting N → ∞, by Fatou's lemma and Jensen's inequality, we obtain
This proves the desired estimates as well as the fact that Φ · (y s,y · ) is a continuous and uniformly integrable semi-martingale for almost every y ∈ R d .
The second generalization of the Itô-Kunita-Wentzell formula concerns jump processes; it will be applied to the square of the state sequence. For simplicity, we consider the one-dimensional case, although there is no essential difficulty in extending it to multi-dimensional cases.
is a continuous semi-martingale depending on a parameter x ∈ R such that Φ, Ψ, Υ and F areP ⊗ B(R)measurable and continuous with respect to the space variable x,
and Φ t (x) is continuously differentiable with respect to the space variable x with the first-order derivative satisfying the linear growth condition:
where C 0 and C 1 are two constants. Then, for each x ∈ R, it holds almost surely that
Proof. The case without Brownian motions is proved in [29, Theorem 3.1]; their proof readily extends to our situation as illustrated in what follows. Define
and moreover,
Integrating both sides of the above equality over R with respect to the space variable y, we obtain through integration-by-parts formula along with Fubini's theorem ([32, Theorem 64 and 65, pp. 210-212]) that
for all t ∈ [s, T ]. We note that as x s,x · ∈ S 2F ([s, T ]), all the above integrals on R are taken on a compact set for almost every ω ∈ Ω and thus make sense. Since the sequence of convolutions indexed by n approximates to the identity, letting n → ∞, we obtain (3.11).
Proof of the verification theorem
Before proving the verification theorem, we first give a lemma on the set of admissible controls. A similar result has been established in [15] for the Markovian case. 
13)
with the positive constant C being independent of t, x,ρ andξ.
Proof. Assume first that x ≥ 0. For the admissible control (ξ, ρ), let (x t ) ∈ S 2F ([0, T ]) be the unique solution of the following stochastic differential equatioñ
where f + := max{f, 0} for f =x s , ξ s or ρ s . Set
It is easy to check that (ξ,ρ) ∈ L 2F (0, T ) × L 2F (0, T ; L 2 (Z)) is an admissible control pair with less or equal costs and that x 0,x;ξ,ρ · is decreasing almost surely.
Since 
which by Gronwall's inequality (see [11, Corollary B1, Appendix B] ), implies
The case for x ≤ 0 follows in a similar way.
Remark 3.3. Lemma 3.5 allows us to seek the optimal control in a smaller class (denoted by A ) of the admissible controls (ξ, ρ) with the corresponding state processes x 0,x;ξ,ρ · being monotone. It is obvious that A is non-empty.
We are now ready to give the proof of the verification theorem.
Proof of the verification theorem. By assumption ̺ −1 u ∈ H 1 loc (T ), an application of Proposition A.1 with G = ̺ −1 u r for any r < T along with Remark 3.1 yields
For each (ξ, ρ) ∈ A , by Lemma 3.5 and Remark 3.3, we have E sup
We now apply first the generalized Itô-Kunita-Wentzell formula of Lemma 3.2 to ̺ −1 (y 0,y t )u t (y 0,y t ), and then, Lemma 3.4 allows us to apply a generalized Itô-Kunita-Wentzell formula to the process ̺ −1 (y 0,y t )u t (y 0,y t )|x 0,x;ξ,ρ t | 2 to obtain the stochastic differential equation it follows. Applying the standard Itô formula to the product of this function with the function ̺(y 0,y t ), we finally obtain the stochastic differential equation followed by u t (y 0,y t )|x 0,x;ξ,ρ t | 2 . By direct computation and thanks to (3.3), we obtain for almost every y ∈ R d , It remains to show that the feedback control (ξ * , ρ * ) defined in (3.5) is admissible and satisfies the above inequality with equality. We plug the feedback control into the state process to get:
for all t ∈ [0, T ). Thus, x * · is monotone and as t ↑ T ,
From the definition of ρ * and ξ * , we immediately infer that ρ * ∈ L 2F (0, T ; L 2 (R d )) and ξ * ∈ L 2F (0, r) for each r ∈ (0, T ).
By Lemma 3.2 and 3.4, in a similar way to (3.15), we see that
holds almost surely for 0 ≤ t ≤ r < T . Letting r → T , we obtain for all t ∈ [0, T ) that
from which we have ξ * ∈ L 2F (0, T ). Thus, (ξ * , ρ * ) ∈ A is an admissible control pair.
In view of (3.16), (3.17) and (3.18) , when r → T , then E u r (y 0,y r )|x * r | 2 |F t → 0 and u t (y 0,y t )|x * t | 2 = J(t, x * t , y 0,y t ; ξ * , ρ * ).
Hence, u t (y 0,y t )|x * t | 2 coincides with the value function for almost every y and the optimal control is given by (3.5).
Existence of the solution for BSPDE (2.8)
For BSPDE (2.8) , an immediate consequence of Theorem 3.1 is the uniqueness of the solution satisfying (̺ −1 u, ̺ −1 ψ) ∈ H 1 loc (T ) × L 2 F ;loc (0, T ; H 1,2 ) and the boundedness relation (3.3) . In this section, we shall focus on the existence of the solution to BSPDE (2.8) that satisfies the assumptions of the verification theorem. In what follows, we set
Our proof of existence uses the stochastic penalization method: we obtain a solution to our singular BSPDE as the limit of a sequence of solutions to BSPDEs with finite, yet increasing terminal values. More precisely, for each N ∈ N we consider the BSPDE
This BSPDE corresponds to the singular BSPDE (2.8), with F and the singular terminal condition replaced byF and u T = N , respectively. In order to carry out the existence proof, we first need to prove existence of a solution to the preceding BSPDE with finite terminal value.
Remark 4.1. We notice that one cannot directly appeal to Proposition A.1, due to the quadratic dependence of the non-linearityF on |φ(y)| for which no general theory exists, to the best of our knowledge. On the other hand, one expects the BSPDE to be related to the value function and hence v N to be finite. This suggests that a solution can be constructed by a standard truncation procedure. 
, P ⊗ dt ⊗ dy-a.e., and almost surely
Proof. First, we prove the existence. By Proposition A.1, for each M ∈ N there exists a unique solution
to the following BSPDE
Hence, when M > N + ΛT , (v N,M , ζ N,M ) is independent of M and is in fact a solution to BSPDE (4.1).
For any two solutions (v N , ζ N ) and (ṽ N ,ζ N ) which lie in
with ̺v N and ̺ṽ N belonging to L ∞ F (0, T ; L ∞ (R d )), there must be some M ∈ N which is so big that both (v N , ζ N ) and (ṽ N ,ζ N ) are the solutions to BSPDE (4.2) associated with the fixed M . The uniqueness of the solution for BSPDE (4.2) implies that (v N , ζ N ) and (ṽ N ,ζ N ) coincide with each other. We prove the uniqueness. The proof is complete.
In view of the above proof for Proposition 4.1, we see that each solution pair (v N , ζ N ) of BSPDE (4.1) coincides with that of BSPDE (4.2) with some M ∈ N. An immediate consequence is the following corollary, which establishes a comparison principle from which we shall later establish the existence of a solution to our singular BSPDE by taking the limit of an increasing sequence of solutions to BSPDE with finite terminal values. 
, is a solution pair to the following BSPDE
We are now ready to prove existence of a solution to our singular BSPDE that satisfies the assumptions of the verification theorem. 
4)
with c 0 and c 1 being two positive constants.
Proof. By Proposition 4.1, for each natural number N > 2Λ + κ 0 µ(Z), there exists a unique pair
such that ̺v N ∈ L ∞ F (0, T ; L ∞ (R d )) and such that almost surely
In view of Corollary 4.2, we see that v N is increasing in N . On the other hand, letting
and by direct verification one checks that (ũ N , 0) and (ū N , 0) are the solutions to BSPDE (4.1) (guaranteed by Proposition 4.1) with the triple (λ, γ, η) being replaced by (Λ, +∞, Λ) and (0, 0, κ 0 ), respectively. From Corollary 4.2, we conclude that for almost every y ∈ R d , it holds almost surely that
Denoting by v the limit of the increasing sequence {v N } N >2Λ+κ0µ(Z) , we have for almost every y ∈ R d that almost surely
and for each τ ∈ (0, T ),
Denote by
) the unique solution for the following BSPDE (guaranteed by Proposition A.1)
Then in view of estimate (A.2) of Proposition A.1, we have as N → +∞,
, for each δ ∈ (0, τ ) there exists τ 1 ∈ (τ − δ, τ ] such that v(τ 1 ) ∈ L 2 (Ω, F τ1 ; H 1,2 (R d )), and by Proposition A.1, we further have
Since τ ∈ (0, T ) and δ ∈ (0, τ ) are arbitrary,
is a solution to BSPDE (2.8). Obviously, (̺ −1 u, ̺ −1 ψ) ∈ H 1 loc (T ) × L 2 F ;loc (0, T ; H 1,2 ), and by (4.6), there holds estimate (4.4) with c 0 = κ 0 e −µ(Z)T and c 1 = Λe 2T .
Minimal solution, uniqueness in a larger class and regularity
Along with the verification theorem the previously constructed solution of the BSPDE (2.8) coincides with the value function and is hence unique. In the sequel we show that u is the minimal non-negative solution of (2.8) and prove that uniqueness of solutions actually holds in a larger class of stochastic processes.
Minimal solution and uniqueness in a larger class
We shall now prove that (u, v) is the minimal nonnegative solution. Subsequently we address the issue of uniqueness in a larger class. 
Before proving Theorem 5.1, we state the following lemma along with a sketched proof.
Lemma 5.2. Let θ be a continuous and bounded function satisfying assumption (A1) and the Lipschitz continuity of assumption (A2). Then, for any (u, ξ) ∈ and for each k, θ k satisfies (A1) and (A2) with the same parameters Λ and L. Moreover, for each k
Hence, in view of (5.1) and assertion (i), the second assertion follows from letting k → ∞. Noting that
we have, for any φ 1 , φ 2 ∈ L 0 (R d ) with φ 1 ≥ 0 and φ 2 ≥ 0, (F (t, y, φ 1 (y)) − F (t, y, φ 2 (y))) (φ 1 (y) − φ 2 (y)) ≤ 0, P ⊗ dt ⊗ dy-a.e..
(5.3)
Now, set (ṽ,ζ) = (v N −v, ζ N −ζ). As σ andσ are bounded and Lipschitz continuous, then so is a. By Lemma 5.2 and Itô formula for BSPDEs in Appendix A.3, we obtain for T 0 ∈ (0, T ) and t ∈ (0, T 0 ) that 
ds (By Assumption (A1) and (A3) and δ being so small that δΛ 2 ≤ κ 4 )
(ε being so small that 1 1+δ + ε ≤ 1)
where the summation convention is in force for repeated indices. By Gronwall's inequality, we have
with C being independent of T 0 and t. As ̺v N ∈ L ∞ F (0, T ; L ∞ (R d )) and v N ∈ H 1 by Proposition 4.1, andṽ
we have by Fatou's lemma
Hence, (5.2) holds. This completes the proof.
The next theorem states that the BSPDE (2.8) has a unique bounded non-negative solution in a larger class and that this solution does automatically satisfy the specific asymptotic behavior needed for the verification theorem.
Theorem 5.3. The solution (u, ψ) to BSPDE (2.8) that has the following additional properties is unique and coincides with the one constructed in Theorem 4.3:
Proof. The solution constructed in the proof of Theorem 4.3 is bounded from below by c0 T −t for some positive constant c 0 . By Theorem 5.1 it is the minimal non-negative solution; as a result,
We shall now verify that there exists a constant C such that
To this end, we consider the function
Then, (ū, 0) is a solution to BSPDE (2.8) with the triple (λ, γ, η) being replaced by (Λ, +∞, Λ). Moreover, due to the time-homogeneity, (ū, 0) remains a solution when shifted in time, i.e., for every 0 < δ < T , (ū · +δ , 0) solves BSPDE (2.8) associated with triple (Λ, +∞, Λ), but with singularity at t = T − δ. Since u ∈ L ∞ F ;loc (0, T ; L ∞ (R d )), there holds for each t ∈ [t 0 , T − δ), u t (y) ≤ū t+δ , P ⊗ dt ⊗ dy-a.e.,
for some t 0 < T − δ large enough. By Corollary 4.2, we conclude that for each t ∈ [0, T − δ),
Letting δ → 0, we prove (5.5) with C = Λ e 2T . Now, by Theorem 3.1, u t (y)x 2 coincides with the value function of (2.5). Hence, we deduce the uniqueness and conclude that (u, ψ) coincides with the solution constructed in Theorem 4.3. We complete the proof. 
Regularity
coincides with the value function of (2.5) for almost every y ∈ R d and the optimal (feedback) control is given by (3.5) . Inspired by the L p -theory of BSPDEs, we shall study the regularity of u such that the above function V (t, y, x) coincides with the value function of (2.5) not only for almost every y ∈ R d but also for every y ∈ R d . We make the following additional assumption:
(A4) σ is invariant in (does not depend on) the space variable.
For each N ∈ N, let (v N , ζ N ) be the unique pair for BSPDE (4.1) in Proposition 4.1. Set
By the Itô-Wentzell formula for distribution-valued processes (see [23, Theorem 1]), we have 
a ij t (y y t )y i y j .
On the other hand, by Proposition A.1, there exists a unique solution 
coincides with the value function of (2.5) for every y ∈ R d and the optimal (feedback) control is given by (3.5).
Remark 5.1. In [9] , an L p -theory is given for the Cauchy problem of BSPDEs, separately for the case of p ∈ (1, 2] and for the case of p ∈ (2, ∞). Except that the coefficient before ∂ yζ is spatial-invariant, the L p -theory (p > 2) requires a very strict condition (see (6.10) of [9] ), which actually does not allow the linear term ofζ like β Tζ to appear in the drift part of BSPDE (5.9) . This is why we made the coordinates transformation (5.7) in the beginning of the deduction.
Conclusion
This paper analyzed a class of BSPDEs with singular terminal condition arising in models of optimal portfolio liquidation. Overall, we have proved the following theorem: coincides with the value function of (2.5) for almost every y ∈ R d and the optimal (feedback) control is given by (3.5) . In particular, if we assume further that σ is invariant in the space variable, then, When all the coefficients b, σ,σ, λ, η, γ are deterministic functions, the optimal control problem is Markovian and the corresponding BSPDEs (2.6) and (2.8) become two deterministic parabolic partial differential equations coincides with the continuous value function for every y ∈ R d . It is worth noting that, because of our general assumptions (A1) − (A3), PDE (6.1) in this case holds not in the classical sense but in the distributional (or weak) sense and the derivatives exists for almost every y ∈ R d . Hence, even for the Markovian case, our results seem to be new.
A Three results on BSPDEs
For the reader's convenience this appendix recalls three results on BSPDEs which are used throughout this paper.
A.1 An existence and uniqueness result for BSPDE
The following existence and uniqueness of solutions result for BSPDEs is established in [9, Theorem 5.5].
Proposition A.1. Let the coefficients b, σ andσ satisfy Assumptions (A1) − (A3). Suppose that the random function f (·, ·, ·, ϑ, y, z) ∈ L 2 F (0, T ; L 2 (R d )) for any (ϑ, y, z) ∈ R×R d ×R m and that there exists a positive constant L 0 such that for all (ϑ 1 , y 1 , z 1 ), (ϑ 2 , y 2 , z 2 ) ∈ R × R d × R m and (ω, t, x) ∈ Ω × [0, T ] × R d , |f (ω, t, x, ϑ 1 , y 1 , z 1 ) − f (ω, t, x, ϑ 2 , y 2 , z 2 )| ≤ L 0 (|ϑ 1 − ϑ 2 | + |y 1 − y 2 | + |z 1 − z 2 |).
Then, for any given G ∈ L 2 (Ω, F T ; H k,2 (R d )) with k ∈ {0, 1}, the BSPDE where G ∈ L 2 (Ω, F T , L 2 (R d )); f, g i ∈ L 2 F (0, T ; L 2 (R d )), i = 0, 1, . . . , n; and ζ ∈ L 2 F (0, T ; L 2 (R d )). Then, there holds almost surely 
