This paper presents a method for discriminating the location of the sound source (talker) using only a single microphone. In a previous work, the single-channel approach for discriminating the location of the sound source was discussed, where the acoustic transfer function from a user's position is estimated by using a hidden Markov model of clean speech in the cepstral domain. In this paper, each cepstral dimension of the acoustic transfer function is newly weighted, in order to obtain the cepstral dimensions having information that is useful for classifying the user's position. Then, this paper proposes a feature-weighting method for the cepstral parameter using multiple kernel learning, defining the base kernels for each cepstral dimension of the acoustic transfer function. The user's position is trained and classified by support vector machine. The effectiveness of this method has been confirmed by sound source (talker) localization experiments performed in different room environments.
I. INTRODUCTION
For human-human or human-computer interaction, the talker's location is an important cue that determines who is talking. This information can be helpful, especially in multiuser conversation scenarios, such as a meeting system, robotic communication, and so on. There have been studies aimed at understanding a conversation scene based on the talker localization approach (e.g., Refs. 1 and 2). An approach using the turn-taking information obtained from DOA (direction-of-arrival) estimation results for the discrimination of system requests or users' conversations has also been proposed. 3 Many systems using microphone arrays have been tried in order to localize sound sources. Conventional techniques, such as MUSIC (multiple signal classification), CSP (crosspower spectrum phase), and so on (e.g., Refs. [4] [5] [6] [7] [8] [9] , use simultaneous phase information from microphone arrays to estimate the direction of the arriving signal. There have also been studies on binaural source localization based on interaural differences, such as interaural level difference and interaural time difference (e.g., Refs. 10 and 11). However, the methodology of the sound source localization using only a single microphone has not been established yet. If singlechannel sound source localization becomes available, it may be possible to apply this technique to devices, such as wearable computers, spy microphones, and so on, that are even smaller than existing small devices such as smart phone and some mobile computers.
In our previous work, 12 we discussed a method for discriminating the location of the sound source using only a single microphone. In that report, the acoustic transfer function was estimated from observed (reverberant) speech using a clean speech model without texts of the user's utterances, and a hidden Markov model (HMM) was used to model the features of the clean speech.
Using HMM separation, 12 it is possible to estimate the acoustic transfer function using some adaptation data (only several words) uttered from a given position. For this reason, measurement of impulse responses is not required. Because the characteristics of the acoustic transfer function depend on each position, the obtained acoustic transfer function can be used to localize the talker. This estimation is performed in the cepstral domain employing an approach based upon maximum likelihood. Using the estimated frame sequence data, the Gaussian mixture model (GMM) of the acoustic transfer function from each position is trained to deal with the influence of a room impulse response. Then, for each test utterance, the position of the sound source is determined from a set of pre-trained positions by finding a maximumlikelihood GMM from among the estimated GMMs corresponding to each pre-trained position.
We employ the cepstrum as the feature vector. This is because the cepstral parameters are an effective representation for retaining useful clean speech information, and it works better for model-based separation of the acoustic transfer function. In the case of the location discrimination step, however, it is difficult to say that all of the cepstral parameters are suitable for discriminating the acoustic transfer function. In each cepstral dimension of the acoustic transfer function, some dimensions may be strongly affected by the impulse response of the user's position, and others may be affected only minimally. However, the GMM-based discrimination approach dealt with in our previous work does not consider the dimensional feature weights for discrimination.
In this paper, each cepstral dimension of the acoustic transfer function is newly weighted in order to obtain the cepstral dimensions having useful information for classifying the user's position. Then, we propose a feature-weighting method for the cepstral parameter based on multiple kernel learning (MKL). The MKL approach 13 is originally used to combine classifiers of various kernels by weighting each classifier (kernel) in order to improve the classifier performance. In our proposed method, the base kernels are defined for each cepstral dimension (scalar). Then, each kernel weight that is trained by MKL works as the dimensional feature weight. The set of feature weights is trained for each position of the sound source. For each position, this tells us the cepstral dimensions having information that is useful for classifying the position. The user's position is trained and classified based upon the support vector machine (SVM). The results of our talker-localization experiments show the effectiveness of our method.
This paper is organized as follows: Sec. II describes the procedure of the estimation of the acoustic transfer function. Section III introduces the dimensional feature-weighting method based upon MKL. Section IV shows the experiment results, and finally, conclusions are drawn in Sec. V.
II. ESTIMATION OF THE ACOUSTIC TRANSFER FUNCTION
A. System overview Figure 1 shows the system overview. First, we record the reverberant speech data O ðhÞ train from each position h in order to train the acoustic transfer function for h. Next, the frame sequence of the acoustic transfer functionĤ ðhÞ train is estimated from the reverberant speech O ðhÞ train using phoneme HMMs of clean speech. Then, using the frame sequence of the estimated acoustic transfer functionĤ ðhÞ train , the cepstral parameters of estimated acoustic transfer function and the feature weights are trained for each user's position h based upon MKL-SVM. For test data O ðhÞ test (any utterance), the acoustic transfer functionĤ ðhÞ test is estimated in the same way as the training data using a label sequence obtained from a phoneme recognition. The talker positionĥ is estimated by discrimination of the acoustic transfer function based on SVM. Figure 2 shows the detail of the estimation of the acoustic transfer function using phoneme HMMs of clean speech. In advance, the phoneme HMMs of clean speech are trained using a clean speech database. Next, the phoneme sequence of the reverberant speech data is recognized by using each phoneme HMM of clean speech data. Using the recognition results, the phoneme HMMs are concatenated, and the frame sequence of the acoustic transfer functionĤ ðhÞ is estimated from the reverberant speech O ðhÞ based upon a maximumlikelihood (ML) estimation approach using the concatenated HMM.
B. Maximum-likelihood-based parameter estimation
This section describes a method for estimating the frame sequence of the acoustic transfer function. 12 The estimation is implemented by maximizing the likelihood of the observed speech data from a user's position.
The observed signal (reverberant speech), o(t), in a room environment is generally considered to be the convolution of clean speech and the acoustic transfer function oðtÞ ¼ P LÀ1 l¼0 sðt À lÞhðlÞ, where s(t), h(l), and L are a clean speech signal, an acoustic transfer function (room impulse response) from the sound source to the microphone, and the length of the acoustic transfer function, respectively. There have been studies on modeling the reverberant speech in the spectral domain correctly. 14, 15 In this paper, we employ a simpler modeling of the observed signal in the spectral 
Here O spc (x;n), S spc (x;n), and H spc (x;n) are the short-term linear complex spectra of the frame n. 
However, S cannot be observed actually. Therefore, H is estimated by maximizing the likelihood of reverberant speech using clean-speech HMMs. From the following paragraph, these cepstral variables O cep , S cep , and H cep are described as O, S, and H for simplicity, respectively. The frame sequence of the acoustic transfer function in Eq. (3) is estimated in an ML manner by using the expectation maximization (EM) algorithm, which maximizes the likelihood of the observed speecĥ
Here, k S denotes the set of concatenated clean speech HMM parameters, while the suffix S represents the clean speech in the cepstral domain. The EM algorithm is a two-step iterative procedure. In the first step, called the expectation step, the following auxiliary function is computed
Here 
where n, a, and w represent the frame, the transition probability, and the mixture weight, respectively. N(O;l,R) denotes the multivariate Gaussian distribution, and l ðSÞ p;j;k and R ðSÞ p;j;k are the mean vector and the (diagonal) covariance matrix to mixture k of state j in the concatenated clean speech HMM, respectively. Equation (5) is expanded and we focus only on the term involving H 
c p;j;k ðnÞ ¼ PrðOðnÞ; p; j; kjk S Þ:
Here D is the dimension of the observation vector O n , and l 
III. DIMENSIONAL FEATURE WEIGHTING AND CLASSIFICATION USING MKL-SVM
In our previous work, 12 using the estimated frame sequence data of the acoustic transfer function, the GMM for the acoustic transfer function was trained for each user's position. For test data, the talker position was estimated by finding a GMM having the maximum-likelihood from among the estimated GMMs corresponding to each position. In each cepstral dimension of the acoustic transfer function, however, some dimensions may be strongly affected by the impulse response of the user's position, and others may be affected only minimally. The GMM-based discrimination approach in our previous work does not consider the dimensional feature weights for discrimination. In this paper, each cepstral dimension of the acoustic transfer function is newly weighted by employing a feature-weighting method based on MKL in order to obtain the cepstral dimensions having information that is useful for classifying the user's position. Then, the estimated acoustic transfer function for each position is classified by SVM.
The MKL 13 algorithm has been used to integrate multiple conventional kernel-based methods such as SVMs, which rely only on a single kernel (see Fig. 3 , upper panel) by assigning appropriate weights to those multiple component kernels. In a MKL framework, a combined kernel function is defined as a linear combination of the base kernel
Here k l is the lth base kernel computed from the ith and jth samples of the acoustic transfer function H i and H j , and the non-negative coefficient b l represents the weight of the base kernel. The MKL approach for SVMs has been originally used to improve classifier performance by combining various classifiers with different kernels, each receiving the same feature vector (see Fig. 3 , middle panel). Longworth 17 combines various dynamic kernels, including derivative kernel and parametric kernels, using MKL for speaker verification.
In recent image recognition research, however, the MKL approach began to be used for the purpose of feature vector selection or weighting. For this purpose, the weight is independently trained for each base kernel receiving some different feature vectors. 18 In this paper, we propose a feature-weighting method for the cepstral parameter, where the weights of each cepstral dimension are trained by MKL, defining the base kernels for each cepstral dimension (scalar) of the acoustic transfer function (see Fig. 3 , lower panel)
By defining the kernels for each element of a feature vector, the information related to the correlations between the elements in the feature vector are lost. However, the cepstral parameter is a dimensionally uncorrelated feature compressed by a discrete cosine transform. Therefore, the lost information associated with the correlations should not influence the classification performance critically. We also expect that this feature-weighting method may be effective for not only our talker localization task, but also various SVM-based classification tasks in speech processing such as speaker recognition and speech emotion recognition. The kernel weight b d is trained in the SVM framework (i.e., maximum-margin based scheme). In the SVM framework, the MKL criterion is defined by the following objective function:
Here a i is the Lagrange coefficient, and y i ¼ {þ1,À1} denotes the class label of example H i . C determines the tradeoff between the margin and training data error. In Eq. (12), both a i and b d are optimized by a two-step iterative procedure. In the first step, b d is fixed and a i is updated by a standard SVM solver. In the second step, a i is fixed and b d is updated. In this paper, we use SVM light 19 to obtain a i and optimize b d by a projected-gradient scheme. 20 In this way, the feature weights and the classification boundary are trained simultaneously.
In our proposed method, the same number of boundaries as classes (positions) is trained by using a one-vs-rest method, and the set of feature weights is trained for every classification boundary. Therefore, the set of feature weights is trained for each position. This tells us, for each position, the cepstral dimensions having information that is useful for classifying the position.
IV. EXPERIMENTS A. Experiment conditions in a simulated reverberant environment
The new talker localization method was evaluated in a simulated reverberant environment. The reverberant speech was simulated by a linear convolution of clean speech and impulse response. The impulse response was taken from the real world computing partnership database in real acoustical environments. 21 The reverberation time was 300 msec, and the distance to the microphone was about 2 m. The size of the recording room was about 6.7 m Â 4.2 m (width Â depth). Figure 4 shows the experimental room environment.
The speech signal was sampled at 12 kHz and windowed with a 32-msec Hamming window every 8 msec. The experiment utilized the speech data uttered by a male in the ATR Japanese speech database. The clean speech HMM (speakerdependent model) was trained using 2620 words, and each phoneme HMM has 3 states and 32 Gaussian mixture components. The number of data used to train the acoustic transfer function and the feature weights for one location was 50 words. The test data for one location consisted of 1000 words. The number of mel-frequency spectral channels was 32 and the FFT size was 512. Sixteen-order MFCCs were used as feature vectors. The speech data for training the clean speech model, training the acoustic transfer function, and testing were spoken by the same speaker but had different text utterances. The SVM was extended by one-vs-rest method in order to carry out multi-class classification. For each test data (word), the talker position is classified by the multi-class SVM.
B. Performance in a simulated reverberant environment
The proposed method for classifying the acoustic transfer function using MKL-SVM was compared with our previous work 12 using 8-mix GMM and standard SVM with a single kernel. For the SVM-based methods, a Gaussian kernel was employed as the kernel function
and the hyper parameter C was 1. The cepstral parameter was a dimensionally uncorrelated feature compressed by a discrete cosine transform. As a result, there was the possibility that the optimal kernel parameters for each cepstral dimension might not be the same. For this reason, we handled MKL-SVM in two ways. One defines an identical kernel for each cepstral dimension. The other defines kernels having different kernel parameters (i.e., c of the Gaussian kernel) for each cepstral dimension. The kernel parameters were set empirically. We evaluated the performance of our methods in the three-position classification task, where the speaker's position for training and testing consisted of three positions (30, 90, and 130 deg). Table I shows the true positive rate of comparison methods for each position and average of true positive rates (i.e., accuracy). Table II shows the false positive rates and their average. There are no significant differences in the accuracies when using GMM and the standard SVM with a single kernel (84.2 and 85.7%, P ¼ 0.10 in Chisquare test). The difference in the accuracies when using the standard SVM and MKL-SVM with an identical kernel dimensionally was significant (85.7 and 90.0%, P ( 0:01), and this shows our proposed method using MKL-SVM improved the performance of the standard SVM classifier. By defining a different parameter for each base kernel in the MKL-SVM, the performance was improved a little more, but that difference was not significant (90.0 and 91.2%, P ¼ 0.11).
The differences in performances among comparison methods were especially large at the position of 90
in Table I  and 130 in Table II . This is because most of the test data that were uttered from 90 but failed to be recognized were recognized as those from 130 by GMM. On the other hand, our proposed method can obtain, for each position, the cepstral dimensions having information that is useful for classifying the position. This might make it possible to discriminate the test data from 90 from that from 130 . every position, the 1st order has the lowest weight. Figure 5 shows the mean acoustic transfer function values for some cepstral dimensions, where the acoustic transfer functions are calculated by Eq. (3). As shown in this figure, the acoustic transfer functions for the cepstral dimensions having the highest weights indicate that there is information useful for classifying acoustic transfer functions. For example, because the 7th order of the acoustic transfer function at 90 displays a large difference from the other positions, there is information useful for classifying them. On the other hand, because the acoustic transfer functions for the 1st order are very similar to each other, there is no information useful for classifying them. From the following experiment, we evaluated the performance of our methods using the standard SVM with a single kernel and the MKL-SVM with an identical kernel dimensionally (they will be written as simply "SVM" and "MKL-SVM", respectively) in various experimental conditions. Figure 6 shows the results for a different number of training data (words). The performance of the training using 20 words and 5 words decreased 4.7% and 8.9%, respectively, in comparison to that using 50 words due to the lack of data for training the acoustic transfer function of the position. Increasing the amount of training data improves the performance. In order to localize the talker by using a minimum of training data, more accurate estimation of the acoustic transfer function may be needed. In the following experiments, we used 50 words for training the position.
Next, increasing the number of speaker's positions, we investigated the difference in the performance. Figure 7 shows the localization (location discrimination) accuracies as a function of the number of positions. As shown in Fig. 7 , the performances degraded as the number of positions increased. There are two conceivable reasons for the degradation of the performance. The first reason is simply that the number of classes increased and the classification became difficult. The second one is that the spacing between the positions became small when the number of positions increased.
In order to investigate the influence of the spacing between the positions, we evaluated the performance using three sets of positions. The first set was three positions (30, 90, 130 deg) with a large spacing. The second one was three positions (10, 30, 50 deg) that were close to the wall and with small spacing. The third one was three positions (70, 90, 110 deg) that were far from the wall and with small spacing. Table IV shows the localization accuracies for each set of positions. When the positions with a large spacing were discriminated, these positions were discriminated with an accuracy of 90%. When it comes to positions with a small spacing, however, the discrimination performance degraded. In addition, when the positions were far from the wall and there might be little difference in the impulse responses, the discrimination performance degraded further.
In our system, the talker's position is determined by finding a most likely position from a set of pre-trained positions. We investigated what happens if a talker speaks from a position that has not been pre-trained. In this experiment, the five positions (10, 50, 90, 130, 170 deg) were trained in advance. The speech from the four positions that was not pre-trained (30, 70, 110, 150 deg) was used for the testing. Then, for each testing position, our system determines which position is the most likely one among the five pre-trained positions. Table V shows the confusion matrix, which shows the rate that the pre-trained position (predicted) was determined as the most likely position for each testing position (actual). As shown in Table V , the position that was not pretrained tended to be predicted as the closing position. So, the position that has not been pre-trained might be able to be interpolated by using the information associated with pretrained positions. Alternatively, as a way to deal with those positions, introducing a garbage class that covers all unwanted positions is also conceivable. Table VI shows the performance of the three-position classification task (30, 90, and 130 deg) in a noisy environment and for a multi-talker situation. For simulating the noisy environment, white noise with the sound pressure level (SPL) of 40 dB was added to the evaluation data. For simulating the multi-talker situation, speech data uttered by a non-target speaker (female) at a position of 30 deg (that was also simulated by a linear convolution of clean speech and an impulse response) was added to the evaluation data (spoken by a male). The average SPL of the non-target speaker's speech was about 59.3 dB and that of the original evaluation data was about 54.0 dB. As shown in Table VI , the localization accuracy of the proposed method for the noisy environment and the multi-talker situation decreased 40.6% and 44.0%, respectively, in comparison to that in a noiseless environment. Table VII shows the confusion matrix for a multi-talker situation. As shown in Table VII , most of evaluation data were estimated to have a position of 30 deg at which the non-target speaker spoke. For a noisy environment, the techniques of noise reduction and model adaptation are considerable. For multi-talker situations, detecting the single-speech section that does not have the overlap of non-target speech may be important.
Our system requires the clean speech model in order to estimate the acoustic transfer function from the observed speech, and a speaker-dependent HMM was used in the above experiments. That is, the speech data for training the clean speech model, training the position, and testing were spoken by the same speaker. In real applications, however, it is difficult to record the user's clean speech sufficiently for training the speaker-dependent HMM. In the next experiment, we evaluated the use of the speaker-independent HMM and the speaker-adapted HMM for estimating the acoustic transfer function. The speaker-independent HMM was trained using clean speech uttered by 4 males and 4 females (not including the testing speaker), and the number of training data was 2620 Â 8 words. For obtaining the speaker-adapted HMM, the speaker-independent HMM was adapted to the testing speaker based on maximum likelihood linear regression. 22 Fifty words of the clean speech uttered by the testing speaker were used for this adaptation. Note that in this experiment, only the speech data for training the speaker-independent HMM was uttered by other speakers, and those for training the position and testing were uttered by the same speaker. Table VIII shows the localization accuracies in the three-position classification task (30, 90, and 130 deg). There were no significant differences between the use of the speaker-independent HMM and speaker-adapted HMM. The acoustic transfer function estimated using the speakerindependent HMM may be affected by the mismatch between training and testing speakers. However, the system trains both the characteristics of the position and the mismatch of the speakers. For this reason, when the speech data for training the position and testing are uttered by the same speaker, the performance may degrade only slightly compared to the speaker-adapted HMM.
Hence, we compared the speaker-independent HMM and speaker-adapted HMM in the case where the speech data for training the position and testing were uttered by different speakers. In this experiment, the speech data for training the position was uttered by a female, and that for testing was uttered by a male. Therefore, the speech data for training the speaker-independent HMM, training the position, and testing were uttered by different speakers. In the experiment using the speaker-adapted HMM, 50 words of the clean speech uttered by the female (speaker for training the position) were used for the adaptation when the position was trained. In testing, 50 words of the clean speech uttered by the male (speaker for testing) were used for the adaptation. Table IX shows the localization accuracies in the threeposition classification task (30, 90, and 130 deg). In comparison with Table VIII , the change of speakers degraded the performances, especially that using the speakerindependent HMM. This is because the acoustic transfer function estimated using the speaker-independent HMM retains the information of the speaker more than that using the speaker-adapted HMM, and the mismatch between training and testing speakers made it difficult to discriminate the position.
C. Experiment conditions in a real environment
The proposed method was also evaluated in a real environment. Figure 8 shows the experimental room environment and the position of the loudspeaker. Figure 9 depicts the recording environment. The size of the recording room was about 6.3 m Â 3.2 m Â 2.8 m (width Â depth Â height). The reverberation time was about 350 msec, and signal-tonoise ratio was about 41.49 [dB] . The distance from each position to the microphone was about 1.5 m. The speech signal was recorded using two microphones in order to provide a comparison with conventional CSP analysis, but the signal recorded by only one of the microphones was used for the proposed method. The microphone was a directional type (SONY ECM-66B, Tokyo, Japan). There were three loudspeaker positions (40, 90, and 130 deg) for training and testing, and one loudspeaker (BOSE Mediamate II, Framingham, MA) was used for each position.
We recorded 216 words for each location. Then, 50 of these words were used to train the acoustic transfer function for one location, and the other 166 words were used for the test data for the location. The estimation accuracy was calculated by 4-fold cross-validation. The speech data for training the clean speech model, training the acoustic transfer function, and testing were spoken by the same person but had different text utterances, respectively. The other experimental conditions are the same as that of the first simulation experiment described in Sec. IV A.
The proposed method was compared with a conventional CSP algorithm 6 based on two microphones. In this experiment using the CSP algorithm, to make a condition the same as that of our proposed method, we selected the position corresponding to the nearest direction to the DOA value among the pre-trained positions. We evaluated the performances of these methods in several testing conditions, where the orientation or location of the loudspeaker changed from that of the loudspeaker for training, or both of them matched that for training. Figure 10 shows the difference in the orientation and position of the loudspeaker. The orientation for testing changed to 0 (matched training condition), 45, and 90 deg, and the position changed to 0 (matched training condition), 15, and 30 cm. Tables X and XI show the comparisons of performances for each difference in orientation and position of the loudspeaker between that for training and testing, respectively. The difference in the accuracies when using the standard SVM and MKL-SVM under matched conditions was significant (76.4 and 79.1%, P < 0.03), and those under the other conditions were not significant. As shown in Table X , the CSP algorithm could estimate the location with an accuracy of 100% except for the case where the orientation of the loud-speaker was 90 deg. The reason why the performance of the CSP algorithm degraded when the orientation was 90 deg may be that the effect of the reflected waves from the wall (reverberation) became larger.
On the other hand, the localization accuracy of the proposed method degraded as the orientation angle of the loudspeaker changed significantly. This means that the acoustic transfer function depends on not only the position but also the orientation of the speaker, and the characteristics of the acoustic transfer function changed from that for training despite being measured from the same position. However, if the acoustic transfer function of each orientation is trained, the proposed system may be able to estimate not only the position but also the orientation of the talker's head, and the conventional microphone array systems may be able to estimate the position more accurately in combination with the proposed system even when the talker faces away from the microphone.
As shown in Table XI , the accuracy degraded drastically at the point where the difference between the positions of the loudspeaker for training and testing was 15 cm while the CSP algorithm estimated the location with an accuracy of 100% for every condition. This means the characteristics of the acoustic transfer function changed drastically at the point where the position changed by 15 cm, though the phase difference used in the CSP algorithm changed little. 
V. CONCLUSION
This paper has described a voice (talker) localization method using a single microphone. The sequence of the acoustic transfer function is estimated by HMMs of clean speech. Then, each cepstral dimension of the acoustic transfer function is newly weighted by our proposed featureweighting method based on MKL, defining the base kernels for each cepstral dimension. The set of feature weights is trained for each position, and this tells us, for each position, the cepstral dimensions having information that is useful for classifying the position. In the room environment experiment, the proposed method using MKL-SVM improved the performances of our previous work using GMM and that of standard SVM.
The localization accuracy decreased as the number of positions increased. The performance also degraded when the spacing between the positions became small. In our method, the speech signal and the acoustic transfer function are modeled by MFCC. This is because our system applies the phoneme recognition and ML estimation method using a clean speech model in order to remove the speech component and estimate the component of the acoustic transfer function from the reverberant speech signal, and the MFCC is a suitable representation for modeling the speech signal. For discriminating the talker location, however, MFCC representation with the approximation of Equation (2) might degrade the information in the impulse response, and it might be difficult to discriminate the positions close to each other. In order to solve this problem, a better formulation for modeling both the speech signal and the acoustic transfer function is needed.
The localization accuracy of the proposed method degraded as the orientation angle of the loudspeaker changed because the acoustic transfer function depends not only on the position but also on the orientation of the speaker. However, if the acoustic transfer function of each orientation is trained, the proposed system may be able to estimate not only the position but also the orientation of the talker's head. The information about the talker's head orientation may also be important, especially in multi-user conversation scenarios, because it can determine not only who is talking but also to whom he/she is talking. However, it is difficult to train all patterns of the position and the head orientation. In addition, the talkers' body influences the impulse response. There are also a number of problems to solve, e.g., the changes to the talker, talker position, and room environment. Therefore, we will study model adaptation techniques and feature transformation techniques in order to enhance the method's robustness to changes in the talker and other environmental conditions. The methods that do not require preliminary training, such as speaker-independent approaches and on-line training of positions, will be necessary for practical use. Future work also includes a study to deal with the speaker positions that have not been pre-trained. In that study, the interpolation using the information associated with pre-trained positions or rejection using a garbage class is conceivable.
Our proposed method is not as accurate as the multimicrophone-based methods yet in regard to localization accuracy. Therefore, our proposed method needs to be improved upon. The cost of computation is also an issue to be considered. In the three-position classification experiments, the average processing time was about 23.9 s on an Intel (Santa Clara, CA) Pentium 4 3.2 GB personal computer under the C programming environment. As seen above, our proposed method requires a considerable processing time while the multi-microphone method requires little time, so that it can be implemented in real time. Hence, when our current method is used in practical applications, the device may only record the speech, and the localization may be performed offline on another device. Therefore, we will investigate how to best reduce the computational cost.
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