Abstract. This paper presents some examples of ill-behaved central paths in convex optimization. Some contain infinitely many fixed length central segments; others manifest oscillations with infinite variation. These central paths can be encountered even for infinitely differentiable data.
Introduction
Penalization approaches have been central in the whole evolution of optimization techniques. Constrained problems are often solved by a sequence of resolutions of penalized problems, which depend on a single penalization parameter µ. The optimizers associated with each value of µ define a "path of optimizers", which should be well-behaved and lead to a solution to the original problem.
This approach is developed in the classical book by Fiacco and McCormick [12] , who describe external, internal, and mixed penalty methods for nonlinear programming. Internal penalty methods, also known as barrier methods, had an explosive development in the last fifteen years, due to the success of interior point methods for linear programming and for linear complementarity problems (see the monographs [10, 18, 19, 25, 27, 28, 33] ; see also the extensions to nonlinear programming in [4, 9, 11, 14, 15, 29] ). The first deep study of the path of optimizers, now known as central path, is due to McLinden [21] , followed by Bayer and Lagarias [3] and by Megiddo [22] , who gave a definitive characterization of the primal-dual central path. An introduction to path-following methods is given by Gonzaga [16] .
We know that for linear programming the path is well defined, infinitely differentiable and has a bounded length, associated with the complexity of path-following methods. The limiting behavior of the path derivatives is described by Adler and Monteiro [1] , Kojima, Mizuno and Noma [20] , Monteiro and Tsuchiya [23] and Witzgall et al. [32] , who show that the path approaches the optimal face with a well-defined inclination.
Similar results had been previously obtained for convex problems by McLinden [21] : he showed that under reasonable hypotheses, which include strict complementarity, the central path converges to a specific primal-dual optimal solution of the problem, later named the "analytic center" of the optimal set. Vavasis and Ye [30] show that for linear programs in R n the central path is composed of a sequence of no more than n 2 alternated curved and "almost straight" sectors.
From these results, it seems reasonable to expect smooth and calm sets of optimizers in convex programming problems. In this paper, however, we show that this is not necessarily true. We give examples of convex problems for which the path associated with any penalty function is undesirably weird.
We shall work with an extremely simple region in R 2 and construct increasingly complex objective functions. First, we exhibit a continuous convex function giving rise to an "antenna-like" central path, containing an infinite number of horizontal segments of constant length. The second example is obtained by slightly perturbing the first one and results in a zig-zagging central path with infinite variation. We proceed by smoothing both functions, and produce the same behaviors as before for a differentiable objective function, and finally for a C ∞ function.
We conclude that convexity, even when added to differentiability of any degree, is not a sufficiently strong property to ensure reasonably attractive central paths.
Finally, we study the effect of these results on the complexity of algorithms. We prove that no penalized function constructed as in this paper can be self-concordant, and thus it is not possible to prove polynomiality of any algorithm using Nesterov and Nemirovskii's theory. Assuming that a nice path following algorithm exists, overcoming each turn of the zig-zags in a fixed number of iterations, then this algorithm will be polynomial for our examples, but a slight change in the problem statement makes the path following algorithm converge in infinite time to a non-optimal set.
Stating the problem in Nesterov-Nemirovskii's format and defining the central path by means of a self-concordant barrier, we show the following results: for the examples in which we obtain the antenna central trajectories, the path will now be a straight line. For the zig-zag examples, the trajectories will be damped zig-zags in some cases, but we conjecture (and explain the reason for our guess) that in the simplest example of zig-zag behavior (Example 3), the self-concordant barrier will still generate a zig-zag with infinite length, for which good path following algorithms will be polynomial, which is amazing.
Background
We are interested in nonlinear programming problems with the shape minimize f (x) subject to c i (x) ≥ 0, i = 1, . . . , m, where f : R n → R and (−c i ) : R n → R are closed convex functions.
A penalty method is based on some penalty function p : R m → R ∪ {+∞} and proceeds by solving problems of the form min f (x) + µ p(c(x)),
for some penalty parameter µ > 0. If these problems are well-defined, the image of the set-valued map (R ++ denotes the set of positive real numbers) µ ∈ R ++ → χ (µ) A simple way of visualizing the central path is the following. Assume thatx ∈ χ (µ) for some µ > 0. Thenx also solves
Pictorially, this means that central points are points where f and (p • c) have tangent level curves. Let us particularize this to a very simple 2-dimensional problem. Let F : z = (x, y) ∈ R 2 → R be a closed convex function. We study problems like minimize F (x, y) subject to y ≥ 0,
and assume that its solutions are on the x-axis {(x, 0) : x ∈ R}. For this extremely simple feasible set, most penalty functions (e.g., those studied in [2] ) give the same sets of optimizers, those described by
Depending on whether the penalties are internal or external, y will assume positive or negative values. We consider here the case of interior point methods and parameterize the central path by y > 0:
We denote by {e 1 , e 2 } the canonical basis of R 2 and by N the set of nonnegative integer numbers.
Examples with continuous objectives
This section is devoted to the construction of examples of weird central paths associated with continuous convex objectives. After two trivial examples, we construct Example 3, which has a cross-shaped central path. The constructions made for this example are then used as building blocks for Example 4, the most interesting one in the paper: here we generate central paths shaped as a TV antenna with an infinity of branches or as a zig-zag with unbounded variation (see Figure 3) .
Let us start with two simple examples of problems with obvious central paths.
Example 1. The function F is defined by (x, y) ∈ R 2 → F (x, y) = a y + b, where a > 0 and b ∈ R. In this case, χ(y) = R for any y > 0.
where a > 0, b and ε ∈ R, with ε = 0. Now, χ(y) = ∅ for any y > 0.
We now perturb the functions in Examples 1 and 2 to obtain the first non-trivial example. Let y k > 0 be a given number (the index k ∈ N will be useful in a moment) and define the function g 0 k by
where · denotes the 2-norm, and
k takes the value 0. This function is also differentiable everywhere but at the points z
In our constructions, we use convex functions g k that are smoothings of g 0 k , satisfying
for z in a large region. We can now give our first non trivial example, the function f k . It is obtained by adding to the function of Example 2 (with a, b, and ε indexed by k), the convex perturbation function g k just described, multiplied by a positive constant c k , and the constant −a k y k .
Example 3. Let a k , b k , c k , and y k be positive parameters and ε k ∈ R. Then, function f k is defined by
where the convex function g k : R 2 → R satisfies (7) with g 0 k given by (5) .
To get familiar with function f k , which will be used continually, consider two particular cases with g k ≡ g 0 k . -If ε k = 0, we have Example 1 with an added perturbation c k g 0 k (·). Let c k be positive, but small enough such that problem (2) has its solutions on the x-axis. We easily see using (4) that for any y > 0, χ(y) = {0} if y = y k , and χ(y k ) = [−1, +1]. The central path is the cross, depicted on the left in Figure 1 .
-Suppose now that ε k is nonzero, but small in module, |ε k | < c k say. For y = y k , x → f k (x, y) is strictly convex with compact level sets, so that χ(y) is a singleton. Suppose now that y = y k . Observe that f k (z
The central path is perturbed sideways, like on the right in Figure 1 : the path deviates to the left or to the right respectively if ε k > 0 or ε k < 0. The remarkable examples of this paper are constructed with infinitely many copies of the function f k , defined in Example 3, with various coordinates y k and coefficients a k , b k , c k , and ε k . These functions are tangent to a support function (x, y) ∈ R × [−0.5, 1] → ψ(y), where ψ : [−0.5, 1] → R has the following properties:
Clearly, these properties imply that ψ(y) > 0 and ψ (y) > 0 for all y ∈ (0, 1]. The functions f k are tangent to the support function ψ in the sense that the coefficients a k and b k are chosen using the slope and value of ψ at y k , as below:
From the assumptions (9) made on ψ, the sequences {y k }, {a k }, and {b k } are positive, decreasing, and converge to zero, when k → ∞. We still have some freedom for the determination of each f k , due to the unspecified parameters c k > 0 and ε k , and the function g k . The parameters c k and ε k will be fixed to control the overlapping of two consecutive functions f k and f k−1 , in order to get particular properties of the central path; while the function g k will be an appropriate modification of g 0 k to get smoothness properties. The fine control of the objective function in the next examples need only to be done in the closed rectangle of R 2 defined by
For example, smoothness results will be proved for points in only. These properties can easily be extended to the whole R 2 , by a procedure shown at the end of the paper (in Section 7). At places, we shall pay attention to particular properties satisfied in the horizontal strips of , defined for k = 1, 2, . . . by
Our main concern now is to define the perturbation parameters c k , and next ε k . Let us examine two consecutive functions f k−1 and f k , for some index k ≥ 1 (see Figure 2 ).
We want the functions f k−1 and f k to "cross" in the strip k , with a positive slack r k at y k and y k−1 between the linearized models (see Figure 2 ). The slack r k must satisfy
These inequalities are compatible with the positivity of r k , since the right hand sides are positive by the strict convexity of ψ on [0, 1]. Our choice for r k , k ≥ 1, is: Therefore, {r k } is positive and tends to zero, when k → ∞. Now, one sets (to start the induction, set r 0 = +∞ and ε −1 = +∞):
and either ε k = 0 for all k
Therefore, either the sequence {|ε k |} is identically zero or it is positive and non-increasing. Note that r k ≤ b k−1 /2. Hence r k+1 ≤ b k /2 and
We can now specify our 4th example of objective function. (13)- (15) . The convex functions g k are unspecified, but must satisfy (7) on . The objective function F is then defined for z ∈ by
In the rest of this section, we highlight some interesting features of the objective function F introduced in Example 4, including the shape of its central path. We start with an overlapping property of two successive functions f k−1 and f k , which implies that these functions cross in the strip k . 
Proof.
On the other hand,
because a k ≤ a k−1 , y ≤ y k and g k (·) ≥ 0. Grouping (20) and (21): 
This completes the proof of (18) . The proof of (19) is similar.
Observe that Lemma 1 implies that in
Lemma 2. Let the functions f k and F be defined as in Example 4, and z = (x, y) ∈ . Then lim k→∞ f k (z) = 0. In addition:
Proof. Let z = (x, y) ∈ . Then lim k→∞ f k (z) = 0, since g k satisfies (7) on , g 0 k is bounded by 2 on , and all the coefficients of f k converge to 0.
(ii) and (iii) follow immediately from Lemma 1. 
Furthermore, for y ∈ (y k , y k−1 ), argmin |x|≤1.5 F (x, y) is reduced to a single point. This point is x = 0 when ε k = ε k−1 = 0.
Proof. Function F is clearly convex, since it is the supremum of the convex functions f k . On the other hand, the functions f k are bounded on (by 1.5 a 0 +b 0 +2c+1.5 ε 0 , wherē c is a bound on {c k }), hence so is F . As a bounded convex function, F is continuous. When g k ≡ g 0 k and y = y k , we can use the properties of the function f k given after
and if ε k < 0, χ(y k ) = {+1}. This leads to formula (22) .
Consider now the case when (·, y) are both minimized at x = 0, hence so is F (·, y). If ε k = 0, since F (·, y) is strictly convex (maximum of two strictly convex functions), it has still a unique minimizer at some x ∈ (−1.5, 1.5). (i) The points z
Proof. Items (i) to (iii) follow directly from Lemma 3. Let us prove (iv).
The map y ∈ (0, 1] → χ(y) is outer semicontinuous (in the sense of Rockafellar and Wets [26, Section 5.B]) because of the following: if y →ȳ > 0 and some x y ∈ χ(y) →x, thenx ∈ χ(ȳ), as can be seen by taking the limit in the inequality F (x y , y) ≤ F (x, y) for any x s.t. |x| ≤ 1.5. Now, if ε k = 0 for all k ∈ N, then Lemma 3 implies that χ(y) is a singleton. This and the facts that the path is in the bounded set and χ(·) is outer semicontinuous imply that y → χ(y) is a continuous curve, completing the proof.
From this theorem we can recognize the behavior of the path, as shown in Figure 3 . If ε k = 0, then the path is like a TV antenna with infinitely many branches (left picture). If ε k = 0, then the curve is continuous and visits alternately the points z − k for k even, and z + k for k odd, resulting in a zig-zag with infinite variation (right picture). This example shows that a continuous convex problem can give rise to ill-behaved central paths y → χ(y). We have constructed a path that is not a curve, with χ(y) alternating between a point and a line segment an infinite number of times, and another one that is a curve making a zig-zag with unbounded variation.
The optimal solutions in this example do not satisfy strict complementarity, since F (x, y) = 0 if y ≤ 0. The central paths do not change, however, if a term ay, with a > 0, is added to F . Then, strict complementarity holds. Note that the shape of the central paths is compatible with McLinden's result [21] , according to which, when strict complementarity holds, the limit points of any convergent selection of central points are in the analytic center of the optimal set. Here, the analytic center is identical to the optimal set since the single constraint is always active at the solutions.
In this example, F is convex but non-smooth and the resulting central paths are not smooth curves. Sections 5 and 6 will be dedicated to obtaining similar paths for smooth problems. Before this, we settle technical tools that will be useful for smooting function F of Example 4. 
Smoothing the maximum of two functions
This is a self-contained section, in which we show how to smooth the maximum of two real-valued convex functions. This operation will be needed in the subsequent sections to generate examples with smooth objectives similar to the one in Example 4. Consider two functions f 1 , f 2 : R n → R, both convex of class C q , where q is a nonnegative integer or q = ∞. The maximum of f 1 and f 2 is denoted by f max :
This function is in general only continuous but it can be smoothed in a simple way, by rounding it around its kinks, with no changes far from it. Since, for t 1 and t 2 ∈ R,
, the max-function can be smoothed by introducing a smooth approximation of the absolute value. This is the track we follow.
Let ϕ : R → R be a convex function of class C q , with the following property:
An example of such a function is given in the left picture in Figure 4 and a concrete construction will be detailed below. Function ϕ is a C q version of the absolute value that does not modify it for |w| ≥ 1. It will be necessary to make this approximation more and more precise. Let r > 0 be a scalar measuring the precision of the approximation, which increases when r → 0, and consider the convex function ϕ r : R → R defined by
Of course ϕ r is convex and ϕ r (w) = |w| for |w| ≥ r. It follows from the convexity of ϕ r that, for any w and w ∈ R:
Given r > 0, we introduce the function M r : which is a smooth version of the max-function. It is therefore natural to approximate the function f max by (see the picture on the right in Figure 4 ):
The next lemma claims that M r is convex and increasing, while Lemma 5 shows in what sense the function f defined by (27) is a convex smoothing of the maximum function.
Lemma 4. The function M r defined by (26) is convex and increasing: if
Proof. The convexity of M r is a clear consequence of that of ϕ r . For the monotonicity, use (25) :
Lemma 5. Let f 1 and f 2 be two convex functions of class C q , with 0 ≤ q ≤ ∞, and
Consider the function f defined by (27) , where M r is constructed as above, with a function ϕ of class C q . Then
Proof. (i) The convexity of f follows from that of f 1 and f 2 and from the convexity and monotonicity of M r provided by Lemma 4. (ii) This follows from the fact that f 1 , f 2 , ϕ, ϕ r , and M r are all of class C q .
(iv) From (25) with w = 0 and w ∈ R, |w| ≤ ϕ r (w) ≤ |w| + r. Then, according to (27) :
which is (iv).
Examples of C 1 and C ∞ smoothing
We now discuss the construction of a class of smoothing functions by integrating twice a probability density function. This smoothing technique is proposed by Chen and Man-gasarian in [6] and [7] . We start with a probability density function w ∈ R → σ (w) ∈ R with compact support:
Defineφ by integrating σ twice:
This function is convex and satisfies (23) . Its smoothness depends on that of σ . We now provide two examples. The first one is based on the pulse function defined below and will be used in Section 5:
Integrating twice this pulse function, we obtain a continuously differentiable smoothing function The second example, used in Section 6, is a smoothing function of class C ∞ but not analytic. To obtain this example, consider initially a classical example of a non-analytic function of class C ∞ (see [13, page 51]) defined by
For w = 0 and q ∈ N, the qth order derivatives θ (q) (w) can be computed by elementary calculus. For w < 0, θ (q) (w) = 0; while for w > 0, θ (q) (w) is a polynomial of degree 3q in w −1 , times θ(w). It is known that
so that θ (q) (0) = 0, for any q ∈ N. Now, define
where β > 0 is such that
This is a probability density function, with derivatives of any order that vanish out of [0, 1]. Finally the non-analytic smoothing function ϕ of class C ∞ is obtained by twice integrating this density function.
A continuously differentiable example
Our aim now is to smooth the objective function F introduced in Example 4, without modifying the layout of the central paths obtained for ε k = 0 (antenna) and ε k = 0 (zig-zag). A close examination of the construction of F shows that to reach this goal, it is necessary to smooth the elementary functions f k introduced in (8) , which in turn requires the smoothing of g 0 k , and the "sup" operator appearing in (17) . Smoothing g k 0 is very easy, while smoothing the sup operation will use the results of the previous section. We start by showing how these operations are performed, and end up with Example 5, in which the central path has again the antenna and zig-zag behaviors. The zig-zag central path is still non-smooth, however.
Then we improve the smoothing to obtain a C q example, with q > 1: again the same shapes for the central paths appear, but now the zig-zag path is (q − 1) times differentiable.
An example of class C 1
Let us first consider the smoothing of the elementary functions f k . For this, we must construct g k in formula (8) as a smooth approximation of the continuous only function g 0 k given by (5) . The analysis of Section 3 has shown that the lemmas involving g k remain true if that function takes nonnegative values not exceeding those of g 0 k ; see condition (7) . In other words, this smoothing operation has to be done from below, by decreasing g 0 k . The reason is that for ε k = 0 the horizontal segment of the central path will remain central, while for ε k = 0 the central path will do even larger loops. Therefore, the weird pattern of the previous central paths will be preserved.
For this example, we define g k :
Lemma 6. The function g k defined by (33) , with g 0 k given in (5) , is convex, continuously differentiable, and satisfies (7) on .
Proof. The function g 0 k is convex and takes nonnegative values, and t ∈ R + → t 2 /4 is convex and increasing. Therefore, g k is convex.
On the other hand, g 0 k is of class C ∞ near any z ∈ \{z
The continuous differentiability of g k follows from a well-known result of convex analysis (see [17, remark VI.6 
.2.6]).
To conclude, note that g k satisfies (7) on , since by (6), g 0 k (z) ≤ 2 on that set.
We now describe our 5th example. 
Conditions in (9) are satisfied. -For k ∈ N, g k is the function defined by (33) , where g 0 k is given by (5) . According to Lemma 6, g k is a convex C 1 function satisfying (7). -The elementary functions f k , k ∈ N, are then defined by (8) (as in Example 3), with coordinate y k and coefficients a k , b k , c k and ε k satisfying (10) and (13)- (15) . -The smoothing function ϕ is given by (29) .
The objective function F is now constructed by a recursive process.
where r k is defined by (13) , and M r k is defined by (24) and (26) .
Then F is obtained as the pointwise limit of the functions F k :
The next lemma gives some elementary properties of the functions F k and F . We denote by int = {(x, y) ∈ R 2 : |x| < 1.5, − 0.5 < y < 1} the interior of the set .
Lemma 7.
Let k ∈ N. The function F k defined in Example 5 is convex and continuously differentiable on int . Furthermore:
Proof. Convexity and differentiability are proven by induction. According to (8) and Lemma 6, F 0 = f 0 is convex and C 1 . Suppose now that k ≥ 1 and that F k−1 is convex and C 1 . Since f k is convex and C 1 (like f 0 ), then (35), the fact that ϕ is C 1 , and Lemma 5 show that F k is also convex and C 1 .
(i) From Lemma 5(iv) and definition (35):
gives us
Based on Lemma 5(iii) and definition (35), we have F k+1 (z) = F k (z).
For the same z ∈ , one has y ≥ y k ≥ y k+1 , so that the result just proven shows that
The definition (36) of F now leads to the result. (ii) By induction: by definition F 0 = f 0 . Assume now that (ii) holds for k − 1, with k ≥ 1, and let z ∈ be such that y ≤ y k . By induction and Lemma 1:
Hence, according to Lemma 5(iii) and the definition (35), we have
The lemma above shows that the recursive construction is in fact not needed. The function F can be defined simply by applying (iv) for k ∈ N. Denote byf = sup k∈N f k the objective function of Example 4 with the data of Example 5. Then Lemma 7(iv) and Lemma 5(iv) yieldf
This shows that function F is a smoothing off . The smoothing process rounds up the kinks within each strip k , and the smoothing of each kink does not affect the others.
Lemma 8. The function F constructed in Example 5 is convex and continuously differentiable on int .
Proof. We know from Lemma 7(iii) that F (x, y) = 0 if y ≤ 0. Hence F is convex and
Let us now show that F is convex and
that F is convex and smooth on this set. Since k is arbitrary and + = ∪ k∈N O k , F is convex and smooth on + .
Note that F is continuous on . Indeed by Lemmas 2 and 3,f vanishes on − and is continuous on , so that (37) implies the continuity of F at any point (x, 0) ∈ . To show the convexity of F , consider two points z ∈ − and z ∈ + , and a scalar t ∈ [0, 1]. Since F vanishes on − , it is enough to show that F ((1−t)z + tz ) ≤ tF (z ). This inequality clearly holds if (1−t)z + tz ∈ − , since then the left hand side vanishes and F (z ) ≥ 0 (use (37) and the non-negativity off on + ). Otherwise, let z be the point in
Since F is nonnegative and convex on the closure of + [17, proposition IV.1.
2.6] and F (z ) = 0, one deduces F ((1−t)z + tz ) = F ((1−t )z + t z ) ≤ t F (z ) ≤ tF (z ).
We still have to prove that F is C 1 at an arbitrary point z = (x, 0) with −1.5 < x < 1.
It is enough to show that ∂F (z) = {0}. Let δ ∈ ∂F (z). Along any direction
According to Lemma 7, The antenna and zig-zag central paths for the C 1 objective function of example 5 are given in Figure 6 (the zig-zag is the dashed curve).
An example of class C q with q > 1
It is straightforward to modify the ingredients determining the function F in Example 5 to get a smoother objective function. Let q ≥ 2 be an integer specifying the required degree of smoothness (q = 1 in Example 5). The modifications to bring are the following. First, instead of defining g k by (33), set
The support function ψ : [−0.5, 1] → R in (34) is now defined by
and the smoothing function ϕ : R → R + in (29) is now obtained as in Section 4, starting with the probability density function
where β > 0 is set to have σ (w)dw = 1. It can be shown, using arguments similar to those of Sections 5 and 6 that, with these modifications, the objective function in Example 5 is convex and of class C q . The next lemma gives conditions ensuring the smoothness of the zig-zag central path. The one corresponding to the C 2 objective function, obtained with q = 2 in the data above, is the continuous curve in Figure 6 .
Lemma 9. Consider Example 5, in which
g k = γ • g 0 k ,
where γ : R → R is twice differentiable and satisfies γ (0) = 0, as well as γ (t) > 0 and γ (t) > 0 when t > 0. Suppose also that the smoothing function ϕ is twice differentiable and that the objective function F is convex and of class C q , with q ≥ 2. Then, the zig-zag central path is a function of class C q−1 of y > 0.
Proof. The central path is defined by (4) , where χ is a priori multivalued. Since F is convex and differentiable, a point z = (x, y) is on the central path if and only if it satisfies the optimality condition
We want to show that χ is single valued and of class C q−1 . Since ∇F is C q−1 , this is a clear consequence of the implicit function theorem, if ∇ 2 xx F (x, y) is nonzero along the zig-zag central path. Actually, we are going to show that ∇ 2 xx F (x, y) > 0, which will conclude the proof.
Let z = (x, y), with y > 0, be an arbitrary point on the zig-zag central path. Observe that when ε k > 0:
Similarly, when ε k < 0: F (z
By the assumptions and the smoothness of g 0 k around z:
This derivative vanishes only if x = 0. On the other hand, for x = 0:
This quantity vanishes only if y = y k . Since (0, y k ) is not on the zig-zag central path, one deduces that
By construction of ϕ in (23), |ϕ r (t)| ≤ 1 for any t ∈ R. Hence, the three terms in the main parenthesis above are all nonnegative. On the other hand, we have shown that ∇ 2 xx f k (z) > 0 and ∇ 2 xx f k−1 (z) > 0, and since the factor of each of these two quantities cannot both vanish, one deduces that ∇ 2 xx F (x, y) > 0.
An example of class C ∞
This section is quite technical, but solves our final quest: constructing an infinitely smooth example. The construction is very similar to the one in Section 5, but now all functions involved in the construction and smoothing of F must be of class C ∞ . Again we obtain the antenna and zig-zag paths, and the zig-zag path is an infinitely differentiable curve. 
where θ is the C ∞ function given in (30) -The perturbation functions g k : → R, for k ∈ N, are now obtained by smoothing with θ the functions g 0
-The smoothing function ϕ is now the C ∞ function given at the end of Section 4, using function θ and the probability density function defined by (32) .
Let us motivate the choices made in Example 6. It is easy to check (calculating second derivatives), that θ is strictly convex on (0, √ 2/3). Therefore, the support function ψ satisfies the conditions in (9) . On the other hand, we know by (6) that, for z ∈ , 0 ≤ g 0 k (z) ≤ 2. Hence, g ∞ k is convex in , as a composition of a convex nondecreasing function and a convex function. It is easy to check that for w ≥ 0, 0 ≤ θ(w) ≤ w. Hence, for z ∈ , we have 0 (7) is satisfied. Our main work in this section is to prove that F is of class C ∞ (its convexity and the behavior of the central paths will result from arguments similar to those in Section 5). For this, we use the following result quoted by Fleming [13, page 50] as a special case of a theorem of Whitney [31] . Then there exists a functionφ of class C q on R 2 such thatφ(z) = φ(z) for every z ∈ . In particular, φ is of class C q on .
In plain words, this lemma ensures that if any partial derivative of order q of φ on 0 can be continuously extended to , then φ is of class C q on .
According to Lemma 10, we have to look at the partial derivatives of the functions involved in the definition of F , and to control their behavior near possible singular points. We do so in sequence for g 0 k , θ, g ∞ k , f k , ϕ, and finally F .
Derivatives of g 0 k . The next lemma establishes a bound for these derivatives. Lemma 11. For any q ∈ N, there exists a positive constant N q such that, for all k, m, n ∈ N with m + n = q and all z ∈ with g 0 k (z) > 0, there holds
Proof. When q = 0, the result is true with N 0 = 1. Now let us fix k, m, n ∈ N with m + n = q > 0. For z ∈ with g 0 k (z) > 0,
Calculating these derivatives, we obtain
where Q ∓ q,k (in this sentence, the order of the superscripts + and − matters) is a sum of products of a constant (depending on m and n) times q factors chosen among (x ± 1) and (y − y k ). Because |x ± 1| and |y − y k | are bounded by z − z ∓ k , there is a constant N m,n independent of k such that
Using the triangle inequality and z
The result follows with
Derivatives of a composite function. Consider the composite function φ = γ • η, where γ : R → R and η : R 2 → R are functions of class C q . Let m, n ∈ N be such that q := m + n > 0. The partial derivative of φ can be written as a finite sum of the form
where α j are integers, l j ∈ {1, 2, . . . , q}, and P j are products of l j partial derivatives of η at z, with sum of orders equal to q. Derivatives of θ. The derivative of order l ∈ N of θ defined in (30) at w is given by
where P 3l : R → R is a polynomial of degree 3l.
Derivatives of g ∞ k . We now apply the results above to obtain a bound on the derivatives of g ∞ k defined in (43). The next lemma also shows that g ∞ k is of class C ∞ , which extends Lemma 6 to Example 6. 
Proof. Let k, m, n ∈ N be fixed, q = n + m. For q = 0, the fact that g 0 k is bounded by 2 on readily implies (47) with K 0 = θ (2) . On the other hand g ∞ k is clearly continuous on . Therefore, we can assume q > 0. To simplify the notation we set g(·)
To show its smoothness at z ± k , we prove that any partial derivative of order q of g ∞ converges to zero when z → z ± k and apply Lemma 10.
Let us compute the derivatives of g ∞ k at a point z ∈ \{z
As above:
where α j are integers, l j ∈ {1, 2, . . . , q}, and P j are products of l j partial derivatives of g, with sum of orders equal to q. We know from (46) that, if g 0 k (z) = 0, then θ (l j ) (g(z)) = 0 for all j , so that
where P 3l j : R → R is a polynomial of degree 3l j . On the other hand, each derivative of g satisfies (44); hence
whereN q := max {1, N 1 , . . . , N q } and r j ≤ q. Combining this with (49) and (48) yields
,
otherwise.
Let us now prove that g ∞ k is C ∞ at z We still have to prove (47). From (31), the function
is continuous and g 0 k takes its values in the compact set [0, 2]. Therefore, from (50), there exists a positive constant K q dependent only on q, such that for any z ∈ :
Recall that f k is defined by (8) , in which g k = g ∞ k is now given by (43). Since g ∞ k is convex and of class C ∞ on (Lemma 12), so is f k . Also, the smoothing function ϕ is convex and C ∞ . It is then possible to extend Lemma 7.
Lemma 13. For any k ∈ N, the function F k of Example 6 is convex and of class C ∞ and all the properties (i)-(iv) in Lemma 7 hold.
Proof. The proof is similar to that of Lemma 7.
To proceed, we need a technical result.
Lemma 14.
For k sufficiently large,
Proof. We simplify the notation by setting
By (10) and (13), r k = 1 2 min {α k , β k }. Let us first prove that β k ≤ α k , for k ≥ 1. Since ψ is positive and increasing on (0, 1), we have from (42):
Now consider (51) for k ≥ 1, and use the following facts:
, and y k ≤ 1/2. We get
Hence
, we obtain
Since e −3/y 2 k (1+8/y 2 k ) is positive and tends to zero (by (31)), we have for k large enough
proving the first bracketing. For the second one, just observe that, by (10) and (42),
Derivatives of f k . The first derivatives at z ∈ are
Its higher order derivatives for m, n, q ∈ N such that m + n = q ≥ 2 are
Lemma 15. Let m, n ∈ N, such that q := m + n ≥ 1. For any k ≥ 0:
Furthermore, there is a positive constant R q , such that for z ∈ and k sufficiently large:
Proof. The first claim of the lemma follows immediately from the formulas of f k and its derivatives (see (52) and (53)), from the bound (47) obtained in Lemma 12, and the fact that a k , b k , c k , and ε k tend to zero. The second result is proven by examining three cases, depending on the values of q, m, and n.
-Case 1: q ≥ 2. Using (53), the bound (47), and the fact that both c k−1 and c k do not exceed r k /4 (see (14)), we obtain for any k ≥ 1:
Hence, (55) follows with R q = K q /2, because y k ≤ 1. 
Inequality (55) follows as in case 1. -Case 3: q = n = 1. Using (52), the bound (47), the fact that both c k−1 and c k do not exceed r k /4, and a k ≤ a k−1 ≤ 3r k /y 3 k (see Lemma 14) , we obtain for k large enough:
since y k ≤ 1. Inequality (55) follows.
Derivatives of ϕ:
We do not need an explicit expression for the derivatives of the smoothing function ϕ, but just bounds. From (23) , if |w| ≥ 1, then ϕ (w) = ±1 and ϕ (l) (w) = 0 for l ≥ 2. Therefore, since ϕ ∈ C ∞ , for any integer l ≥ 1, there exists a positive constant S l , such that
The main result of this section is the following.
Lemma 16. The cost function F of Example 6 is convex and of class
Proof. Using the same arguments as in the beginning of the proof of Lemma 8, we have that F vanishes on − = {(x, y) ∈ int | y < 0} and is C ∞ on + = {(x, y) ∈ int | y > 0}. It is also convex and continuous on . We still have to show that F is C ∞ on , knowing that it has this smoothness on 0 = − ∪ + . For this, we apply Lemma 10: it is sufficient to show that any partial derivative of F has a continuous extension from 0 to . This extension at a point (x, y) ∈ \ 0 , with y = 0, is straightforward; therefore, we concentrate on those points of the formz = (x, 0), with x ∈ [−1.5, 1.5].
Let us fix m, n ∈ N, such that q := m+n > 0. It is sufficient to show that ∂ q F ∂x m ∂y n (z i ) converges to zero when z i = (x i , y i ) ∈ 0 converges toz. We can assume that y i > 0, since otherwise the partial derivative vanishes (an easy case).
For any i ∈ N, there exists k i ∈ N such that z i belongs to the strip k i . Let us simplify the notation by setting, for z ∈
From Lemma 13,
When z i →z, k i → ∞, and thus Lemma 15 implies that the first two terms in (57) tend to zero. Using (45), the last term in (57) can be written
where α j are integers, l j ∈ {1, 2, . . . , q}, and P j are products of l j partial derivatives of h k i at z i , with sum of orders equal to q. By (56), for all l j ∈ {1, 2, · · · , q}
whereS q := max {1, S 1 , . . . , S q } is independent of i. Let us now examine the product P j :
By Lemma 15, for i (hence k i ) sufficiently large 
By (31) and y k i → 0, the right hand side of this inequality converges to zero.
To conclude, let us look at the central path (4), associated with function F in Example 6. It depends on the values of ε k satisfying (15) .
If ε k = 0 for all k ∈ N, the central path shows an antenna pattern, as before. Indeed, for y ∈ (y k , y k−1 ), f k (·, y) and f k−1 (·, y) are both uniquely minimized at x = 0 (g 0 k (·, y) is positive and strictly convex and θ is strictly convex on (0, 2/3)), hence so is F (·, y) (see .
If ε k = 0 and |ε k | is sufficiently small, for all k ∈ N, the central path shows a zig-zag pattern with infinite variation. Indeed, F (·, y k ) is minimized at a single point
We have
Then an easy calculation shows that, if ε k > 0 is small enough, the minimizer x ∈ [−1.5, −1), and if −ε k > 0 is small enough, the minimizer x ∈ (1, 1.5]. On the other hand, due to the convexity of g k and Lemmas 13-7, the central path is entirely in and, by Lemma 9, it is a C ∞ function of y > 0.
Additional notes
In the last examples we proved smoothness results for F in ⊂ R 2 . It is easy to modify these examples so that the central path does not change much and F becomes smooth or C ∞ in the whole space. Define the following smooth convex function:
where α > 0 is large and ψ is the support function used to form F , and setF (·) = max{F (·), q(·)}. This function coincides with F in the region of interest (for |x| ≤ 1.4 and y ∈ [−0.5, 1]). SmoothingF by the method of Section 4 makes it as smooth as F , and the central path stays almost the same. As we did in the end of Section 3, strict complementarity will be satisfied by all our examples by adding a linear term ay to F .
It is not possible to construct an antenna-like or a zig-zag central path with an objective function that is analytic. Monteiro and Zhou [24] ensure indeed that if the functions involved in the definition of the problem are analytic, together with some other mild assumptions, then the primal central path is a curve that converges to a single point in the optimal set (related results are given by Cominetti [8] and Champion [5] ). It is therefore remarkable that C ∞ smoothness still allowed us to construct central paths with weird layout.
Complexity results
We now discuss the consequences of these examples on the complexity of path-following algorithms. Here the problem dimension is fixed, and we seek complexity results in terms of the precision of a solution. We shall establish polynomiality for some algorithms in the sense that for any > 0 given, the algorithm reaches points (x j , y j ) such that y j ≤ y * + in h = O(| ln |) iterations, where y * is the optimal value of y.
We shall establish the following facts.
(i) No penalized function in the format used here can be self-concordant, and hence polynomiality of path-following algorithms cannot be proved using the approach of Nesterov and Nemirovskii. (ii) If we assume that a predictor-corrector scheme needs only a fixed number of steps to overcome each turn of the zig-zag, then the algorithm will be polynomial. (iii) A slight change in the problem statement destroys the property above, and worse, makes the predictor-corrector method converge to a non-optimal set in infinite time. (iv) Using the Nesterov-Nemirovskii formulation of the problem with a self-concordant barrier, the trajectory will be a straight line for ε k = 0 and a zig-zag for the case ε k = 0. This zig-zag will be damped with the changes introduced in (iii), but we explain why we believe that it may be of unbounded variation.
Below, we consider any function F of class C 3 , constructed as in Section 5 or 6, and any penalty function (x, y) → p(y).
Outcome (i): lack of self-concordance of the penalized functions
To prove (i), we use the following result quoted from Nesterov and Nemirovskii [25, Corollary 2.1.1].
Lemma 17. Let be self-concordant on
Item (i) above follows from the following lemma.
Lemma 18. The function
(the proof is similar to the one in Lemma 9). The result follows from Lemma 17, completing the proof.
Outcome (ii): polynomiality of an ideal predictor-corrector algorithm
Imagine that a predictor-corrector method (possibly using an oracle to perform perfect corrector steps) follows the central path for some of our zig-zag examples so that each turn of the zig-zag is overcome in less than P steps, for some fixed P ∈ N. Then starting from z = (0, 1), a point z = (x, y) such that y ≤ = 2 −L , L > 0, would be achieved in no more than P L steps, because of our definition y k = 2 −k . Hence such a predictorcorrector algorithm would be polynomial. Note that this argument would not hold for less favorable choices of the parameters y k .
Outcome (iii): examples without convergence
The examples become more interesting with the following modification. Let a > 0 and 0 < δ < 1 be given constants, and F be any of our functions with a zig-zag central path.
Consider the problem minimize F (z) + ay subject to y ≥ −δ.
The function F is flat in a large region ϒ ⊂ {z ∈ | y ∈ [−δ, 0]}. The central points for y > 0 are the same zig-zag as for our examples. Although we are not interested in the central points for y ∈ [−δ, 0], it is easy to see that all points in ϒ are central. Now let us examine the behavior of a predictor-corrector algorithm. It will be the same as for the case (ii). The sequence (x i , y i ) generated by the method will satisfy y i → 0, and hence no accumulation point of the sequence can be optimal: the sequence converges to the non-optimal set {z ∈ R 2 | y = 0}.
Outcome (iv): self-concordant barrier
We now discuss the central paths for our problems using a self-concordant barrier. This discussion will not be rigorous, because this is difficult material, beyond the scope of this paper.
Let us state the problem according to Nesterov and Nemirovskii: minimize t subject to G(x, y) − t ≤ 0 y ≥ −δ, where G(x, y) = F (x, y) + ay, δ ≥ 0, a ≥ 0 and F is the objective function in any one of our examples. Let z * = (x * , y * ) be an optimal solution and define G * = G(x * , y * ). We shall parameterize the central path as a set of centers: for each T ∈ (G * 
(T ), (x(T ), t (T ))
is the minimizer of p T in the constant y slice of T , represented in Figure 7 right.
To reason with analytic centers, let us use the following intuitive assumption: the centers of both two-dimensional sets above are well approximated by the analytic centers of these sets considered as two-dimensional, i.e., using the universal barrier defined for these two-dimensional sets. Then we can state some reasonable guesses on the centers.
Assume that y(T ) = 2 −k for some k ∈ N. From Figure 7 right, we see that if ε k < 0, then x(T ) > 0, if ε k > 0, then x(T ) < 0, and the trajectory makes a zig-zag.
The value |x(T )| depends on the relation between |ε k | (the tilt in the basis of the set) and the height T − G(0, 2 −k ). Let us assume that δ = 0. The case δ > 0 is simpler and we comment it below. As T approaches zero (remember that T ∈ (0, 1]), the ratio y(T )/y + (T ) must tend to a constant. Due to the simple shape of the set in Figure 7 left, this constant should be positive. By the same reasoning, as T → 0, the following relation will also converge to a constant:
G(0, y(T )) T − G(0, y(T ))
→ c ∈ (0, 1).
Let us examine the sequence T k → 0 chosen so that y(T k ) = 2 −k (the turns of the zig-zag). Define z k = (0, y(T k ) ). We have G(z k ) = ψ(2 −k ) + 2 −k a, where ψ is the support function defined by (9) . Hence
We have two cases: a > 0. In all our examples, lim y→0 + ψ(y)/y = 0. Hence ψ(2 −k )/2 −k → 0 and we conclude from (60) that
Since ε k < ψ(2 −k ) by construction,
This means that the zig-zag is damped. If δ > 0 and a > 0, as T → −δ, the zig-zag will also be damped by a slight adaptation of the same reasoning. The last part of the trajectory, for T ≤ 0, will be a straight line.
There is another way of proving that the trajectory will be a damped zig-zag: a predictor-corrector algorithm developed in Nesterov and Nemirovskii [25] (see Section 3.5 -primal parallel trajectories method) has polynomial complexity. We have seen that if the zig-zag is not damped, the predictor-corrector algorithm will converge to a wrong point in infinite time. a = 0. This is the most interesting case, for which we only have a guess at the present state of our research. Assume that we are using the simplest objective function, as in Example 3. Then ε k is of the order of ψ(2 −k ) and we conclude from (60) that
wherec is a constant. We arrive to the following amazing conclusion (if our guesses are correct): in this case the trajectory will still be a zig-zag with infinite variation. But the predictor-corrector algorithm will be polynomial, as we saw in (ii), and is proved by Nesterov and Nemirovskii.
