SUMMARY Service differentiation is one of the key issues in the current Internet. In this paper, we focus on a recent proposal for proportional loss rate differentiation which employs a single FIFO queue, an AQM algorithm for computing the packet drop probability, and a counter-based packet dropping routine for achieving the intended proportional loss rate differentiation among classes. It is first shown that, when the target dropping probability of a class is large, the counter-based packet dropping routine may yield a significant amount of error between the target and measured drop probabilities for the class, and subsequently, fails to maintain the loss rate ratios between classes as intended. To avoid this problem, a new compensatory packet dropping routine is developed in this paper. Then, a series of simulation experiments are conducted using the ns-2 simulator to assess the performances of the two dropping routines under various congestion conditions and quality spacings between classes. The simulation results show that, unlike the counter-based dropping routine, the proposed compensatory dropping routine is effective in keeping the loss rate ratios between classes closely on target regardless of the degree of congestion and quality spacing between classes, while the two dropping routines perform similarly in terms of throughput and queueing delay in the bottleneck link. In addition, such robustness of the proposed routine is achieved without any additional control parameter or computational effort compared to the counter-based routine. key words: Proportional loss rate (PLR) differentiation, Active queue management (AQM), Differentiated Services (DiffServ, DS), Packet dropping routine.
Introduction
Differentiated Services (DiffServ, DS) [1] has recently become a preferred method for providing Quality of Service (QoS) for IP networks. The main goal of DS is to provide different users with different QoS in largescale IP networks [2] . To achieve this goal, DS is equipped with two important functions, namely, initial classification of packets entering the DS network and differential treatment of the classified packets on routers [1] . To provide such service differentiation, numerous models [3] - [14] have been proposed. These can be broadly classified into the absolute differentiation a) E-mail: yoonhs@kt.co.kr b) E-mail: bjyum@kaist.ac.kr model originally proposed in [3] and the relative differentiation model originally proposed in [5] .
In the assured service model [4] for absolute service differentiation, a minimum throughput (also called the committed information rate (CIR) or contracted target rate) is provided to the client as contracted with the DS provider. In order to assure the contract even in the case of congestion, the packets entering the edge routers are monitored by a meter or a traffic conditioner (e.g., Token Bucket and Time Sliding Window, etc.), and then each is marked as either a high priority (e.g., marked as IN) or a low priority (e.g., marked as OUT) packet. When congestion occurs in the network, active queue management (AQM) with In/Out schemes deployed in core routers gives a preferential treatment to high priority packets. Nevertheless, a recent study [13] points out that the assurance service is not sufficient to provide service classes with throughputs (or bandwidths) proportional to the target rates when the network is over-subscribed or over-provisioned. In addition, as pointed out in [7] , such an absolute differentiation architecture is not widely adopted in today's networks due to the complexities in building routers, pricing infrastructure, inter-domain policies and their monitoring, and maintenance and debugging of networks for such services.
To alleviate the above problems with absolute service differentiation, a simpler QoS architecture called the proportional differentiation model has been proposed for relative service differentiation [5] - [12] , [14] . This model guarantees assurances for the proportional quality in terms of one or more local (per-hop) performance measures (e.g., throughput, packet loss rate, and delay) according to the predefined ordering of service classes. The actual level of service in a class is relative to the other classes and is not an absolute guarantee in terms of the performance measures since there is no admission control or resource reservation. This paper focuses on proportional loss rate (PLR) differentiation. The relative or proportional throughput differentiation is also conceivable. However, as stated in [6] , it may fail to consistently maintain the class relative ordering in short timescales since the short-term class loads may deviate from the long-term class loads over significantly large time intervals. In addition, delay differentiation is not considered in this paper since a model with a single FIFO queue for all service classes is assumed, and therefore, the average queueing delays for all classes should be theoretically the same (also see the simulation results in Section 4.3). As for another reason why loss is in general becoming a more dominant parameter than delay in today's networks of high-speed links, see [15] .
Recently, several authors [9] - [12] proposed PLR differentiation models using a single FIFO queue (for the works using a non-FIFO queue with a scheduler, see [5] - [8] , [14] ). An important advantage of employing a single FIFO queue for all service classes is that it can avoid such complexities as memory allocation across different queues, introduction of a scheduler, etc. that should be added when multiple queues are employed, one for each service class. In general, employing multiple queues, and subsequently, introducing a scheduler is beneficial to delay guarantees, while is of limited benefit when losses are of primary concern. The above models [9] - [12] consist of an AQM algorithm for computing the packet dropping probability and the packet dropping routine for achieving PLR differentiation among classes. Both of the works by Aweya et al. [11] , [12] and Bodin et al. [9] are concerned not only with the long-term but also with the short-term performance of their algorithms, while the short-term performance is not considered in Zhang, et al. [10] . As explained in [6] , it is important that the service differentiation is predictable in short time scales to give users the assurance of intended differentiation whenever they monitor the network. Comparing the models in Aweya et al. [11] , [12] and Bodin et al. [9] shows that the former is simpler than the latter in terms of the number of control parameters.
Based on the above, we are concerned with the works by Aweya et al. [11] , [12] in this paper. Of particular interest is the ability to keep the pre-determined loss rate ratios between classes as intended since this is one of the most important functions of PLR differentiation. We first show that, when the target drop probability of a class is large, the counter-based packet dropping routine proposed in [11] , [12] may yield a significant amount of error between the target and measured drop probabilities for the class, and subsequently, fails to maintain the loss rate ratios between classes as intended. To avoid this problem, a new compensatory packet dropping routine is developed in this paper. Then, a series of simulation experiments are conducted using the ns-2 simulator to assess the performances of the two dropping routines under various conditions of congestion and quality spacing between classes. It is found among other things that the proposed compensatory packet dropping routine yields a negligible amount of error between the target and measured drop probabilities for each class, and thereby, keeps the loss rate ratios between classes closely on target regardless of the degree of congestion and quality spacing between classes, while this is not the case for the counter-based dropping routine in [11] , [12] . Additional experimental results indicate that such robustness of the proposed compensatory routine is achieved without any serious loss in the aggregated bottleneck link performance metrics (i.e., throughput and queueing delay) compared to the counter-based routine. Besides, the proposed routine does not require any additional control parameter or extra computational effort compared to the counterbased routine.
The rest of this paper is organized as follows. Section 2 overviews the related works and AQM-based PLR differentiation models. In Section 3, the problem with the counter-based packet dropping routine in [11] , [12] is examined through the mathematical analysis, and a new compensatory packet dropping routine is developed. Section 4 compares the two routines through ns-2 simulation under various conditions of congestion and quality spacing between classes. Finally, Section 5 concludes the paper and discusses future research areas.
Related Works

PLR differentiation scheme using FIFO queue
The proportional loss rate (PLR) differentiation scheme provides a way of achieving the target loss rate spacing between classes locally at each hop, independent of the class loads. According to this scheme, packet loss rates are ratioed proportionally to the class differentiation parameters chosen by the network operator.
Let l i be the average loss rate, and N the total number of classes. The PLR differentiation scheme requires that the loss rates of classes be spaced as l j /l i = σ j /σ i , where σ's are the loss rate differentiation parameters and are ordered as 0 < σ 1 < σ 2 < · · · < σ N . In this particular definition, lower classes have better performance in terms of loss rates. These differentiation parameters can be manipulated by the network operator to adjust the quality spacing between classes, regardless of the class loads. It is explained in [6] that when this spacing is feasible in short time scales, it can lead to predictable and controllable class differentiation.
For the FIFO queue-based PLR differentiation, several models have been proposed in [9] - [12] . These differ in: (1) the AQM scheme for monitoring the aggregate load and computing the packet dropping probability; and (2) the routine for dropping packets. One of the earliest and most widely known AQM schemes is Random Early Detection (RED) [16] . An AQM scheme is run on the gateway for early congestion detection and for sending feedback signals to the sources, while primitive drop tail queues do not offer any special congestion control mechanism. In the PLR differentiation models [9] - [12] , the packet dropping routine determines which packets to drop for achieving the pre-determined loss rate in each service class, and PLR differentiation is mainly achieved by such a routine. Table 1 classifies the FIFO queue-based PLR differentiation models [9] - [12] with respect to the above two aspects.
Many AQM schemes [17] - [19] have been proposed to achieve high utilization and low packet loss. These AQM schemes perform differently in terms of performance metrics (e.g., link utilization and packet loss rate). On the other hand, an AQM scheme has the same effect on all classes in terms of performance metrics, and does not have any function to differentiate the loss rate ratios between classes. Therefore, in the present study, we do not consider the effect of the AQM type on PLR differentiation, and use the AQM scheme proposed in [11] , [12] without modification.
PLR differentiation model with counter-based packet dropping routine
In [11] , [12] , the DRED AQM scheme and the counterbased packet dropping routine are employed for PLR differentiation. First, the AQM scheme can be summarized as follows.
• Let δt be the packet sampling interval of the AQM scheme • At each sampling time nδt, n = 1, 2, 3, · · · , observe instantaneous queue size: q(nδt) • Calculate the discrete time low pass filtered queue size using an exponentially weighted moving average filter with gain 0 < α < 1:
• Compute the current error signal using the current target threshold, T (nδt): e(nδt) = q(nδt) − T (nδt) • Calculate the current overall drop probability with control gain k:
Compute the target loss probability per class to distribute packet losses among different service classes in proportion to their loss rate differentiation parameters
σ j In the above, T (nδt) could be fixed or dynamically varied. In the present investigation, it is fixed to one half of the buffer size as recommended in [12] . In addition, θ is taken as 1 according to [12] .
Next, for each class i, i = 1, 2, · · · , N , the packet dropping routine calculates the inter-drop interval D I,i as 1/p d,i , and drops a packet in every D I,i packets, where x denotes the largest integer less than or equal to x. The packet dropping routine is summarized as follows.
• Initialize counting for each class i, i = 1, 2, · · · , N :
and observe instantaneous queue size, q(nδt):
The drop controller does not drop packets when q(nδt) < L in order to maintain high link utilization and also not to further penalize sources which are in the process of backing off in response to (previous) packet drops [12] . Parameter L is set to be less than the target level T (i.e., L = 0.9T in this investigation as recommended in [12] ) to help maintain high link utilization and keep the queue size around the target level [12] .
Compensatory Packet Dropping Routine
In this section, the packet dropping routine in [11] , [12] is revised and a new packet dropping routine called "compensatory packet dropping routine" is proposed. In addition, the same AQM scheme as in [11] , [12] is employed for comparison.
Bias caused by counter-based packet dropping
In this section, it is shown that the error between the target and measured packet dropping probabilities could be significant in counter-based packet dropping proposed in [11] , [12] .
Let p d,i be the packet drop probability for class i (i = 1, 2, · · · , N ). Then, one in every 1/p d,i packets should be dropped. However, 1/p d,i may not be an integer, and therefore, the inter-drop interval in counterbased dropping is determined as D I,i = 1/p d,i . As a result, one in every D I,i packets is dropped, and the measured proportion of dropped packets to the total number of incoming packets is 1/D I,i . Let E i be the error between p d,i and 1/D I,i . That is, . The packet drop probability does not take a large value if careful capacity planning or rate limiting is employed at ingress nodes as in the networks for absolute service differentiation. However, the PLR differentiation scheme does not involve any capacity planning or rate limiting task, and therefore, the packet drop probability could take a large value. For instance, the Internet traffic measurement results in [20] show the cases where the period over which the packet drop probability is much larger than 0.1 persists for hours on a daily basis. In such cases, the error in Eq. (1) becomes large and subsequently the counter-based dropping routine Table 1 A Taxonomy of PLR differentiation approaches using an AQM scheme PLR model (1) AQM scheme (2) packet dropping routine ADD [9] RED Average drop distances algorithm WSAP [10] Simple adaptive Weighted simple adaptive proportional AQM proportional random dropping Counter-based [11] , [12] cannot differentiate the service classes as intended. In Section 4, simulation results are presented to confirm this problem with the counter-based dropping routine.
Compensatory packet dropping routine
In this section, a new packet dropping routine is developed to compensate the difference between the target and measured packet dropping probabilities that could be significantly large when the counter-based dropping routine [11] , [12] is employed. Suppose that the target dropping probability is p d,i for service class i, and the inter-drop interval (interval i ) is 1/p d,i = D I,i +∆ where D I,i is the integer part and ∆ is given by
If ∆ is 0, no error is introduced in the counter-based routine, and therefore, we consider the case where 0 < ∆ < 1 in this investigation. The packet dropping procedure of the counterbased dropping routine is illustrated in Fig. 2 (the packet count is depicted as a linear function of the packet number for convenience, while it actually is a step function). Note that K out of KD packets are dropped for any positive integer K, and therefore, the actual drop probability is always given by 1/D(= K/(KD)), which is greater than or equal to the target drop probability p d,i .
The idea of the proposed compensatory dropping routine is as follows. The proposed routine drops one packet in every D + 1 or D packets as illustrated in If there exist two positive integers s and t such that s(1 − ∆) = t∆, then by dropping a packet s times with a delay and t times in advance, the error between the measured and target drop probabilities can be made zero. Note that ∆ is a rational number since a computer-generated number always has a finite number of digits. Therefore, it can always be expressed as a fraction and such s and t can always be found (with a reduction if necessary). That is,
which implies that
Using the above idea, we develop a compensatory routine which requires no additional parameter and computational effort compared to the counter-based routine. The packet dropping probability is calculated using the AQM scheme employed in [11] , [12] . The proposed compensatory routine can be described as follows. 
In the compensatory routine, count i (j) is a continuous variable, while it is a discrete variable in the counter-based routine. Table 2 
for which s = 14 and t = 11. As can be seen in Table 2 , there exist 14 (= s) delayed and 11 (= t) advanced packet drops until the updated count becomes zero. This constitutes one cycle of the proposed packet dropping routine and it consists of s(D I,i + 1) + tD I,i = 14 × 3 + 11 × 2 = 64 (6) packets. Since 25 (= s + t) packets are dropped during a cycle, the actual drop probability is 0.3906 (= 25/64) which is close to the target p d,i (= 0.39). Note that the actual drop probability of the counter-based routine is 0.5 (= 1/D I,i = 1/2). In general, the actual ratio of the dropped packets to the incoming packets during a cycle in the proposed compensatory packet dropping routine is given by
In other words, the proposed compensatory packet dropping routine can maintain the packet dropping probability as intended (when ∆ is approximated to some decimal place, each equality in the above equation is changed to an approximate equality).
Simulation Experiments
A series of simulation experiments are conducted using the ns-2 simulator [21] to compare the proposed compensatory routine with the counter-based routine in [11] , [12] .
Simulation configuration
The network topology used in the simulation is illustrated in Fig. 4 . The topology consists of two routers and 900 source-destination pairs. Source Si is connected to its destination Di (i = 1, 2, · · · , 900). The bottleneck link between routers R1 and R2 has a capacity of 45 Mbps, and each of the other links has a capacity of 100 Mbps.
As in [22] , the end-to-end propagation delay (from Si to Di) of each TCP flow is assumed to be a Pareto random variable Ψ with mean 100 ms. In particular, we generated 900 propagation delay random deviates from a Pareto distribution with parameters γ and δ, which is defined by its complementary distribution function as follows [22] .
The mean of Ψ is given by E[Ψ] = δγ/(γ − 1). In the present investigation, γ is set to 1.2, which implies that V ar[Ψ] = ∞, and δ is set to 50/3 to make the mean of Ψ equal to 100 ms [22] . Then, propagation delays are configured in such a way that the delay of each link between a source and R1 is randomly varied while those of the other links are fixed. That is, the bottleneck link has a link delay of 25 ms and each link between R2 and a destination has a delay of 5 ms. As a result, each link between a source and R1 has a link delay of (Ψ − 30) ms.
The link between routers has a DRED AQM queue while each of the other links has a drop tail queue. The buffer size is 1300 packets. The network employs TCP Reno with a window size of 128 segments.
The PLR differentiation in this paper supports three classes at each router, although more classes can be supported if necessary. Sources S1 ∼ S300, S301 ∼ S600, and S601 ∼ S900 are considered as Classes 1, 2, and 3, respectively. For the traffic of each class, the dropping rate differentiation parameter σ i is determined depending on the simulation scenario described in Section 4.2. Every source host runs a bulk-data traffic application (FTP) according to the simulation scenario, and each application sends packets of 1000 Bytes to its destination. The size of each TCP segment is 1040 Bytes.
The AQM parameters for calculating the overall packet dropping probability are set to α = 0.002, k = 
Simulation Scenario
The performance metrics considered for comparing the two PLR differentiation schemes are the packet dropping probability determined by the AQM scheme, the measured dropping probability, the error between the two probabilities, and the loss rate ratio between classes. Although our primary concern is to compare the two PLR differentiation schemes in terms of these loss-related metrics, we also collected such secondary metrics as throughput and queueing delay for further comparisons. Each metric is computed per class at every 1 second starting from the 20-th second in the total of 100 seconds of the simulation time. In practice, the loss rate differentiation parameters may not be frequently changed. However, in the present simulation experiment, they are changed in each scenario in order to evaluate how the proposed compensatory routine can keep the packet dropping probabilities as intended under diverse quality spacings between classes. Table 3 shows the degree of quality spacing and loss rate differentiation parameters in each simulation scenario.
Under each scenario in Table 3 , we gradually increase the number of TCP flows to reflect the case where congestion becomes heavier. Table 4 shows the number of TCP flows in each source during simulation. For instance, from 0 to 20 sec. in the simulation time, the TCP agents in Sources S1 ∼ S60, S301 ∼ S360, and S601 ∼ S660 all generate 60 flows, which corresponds to the case of light congestion.
Simulation Results
For all scenarios, the simulation results for the counterbased and compensatory routines are presented in the left and right hand sides of Figs. 5-7, respectively. In each figure, panels (a) and (b) compare the overall and per-class target packet dropping probabilities, panels (c) and (d) compare the measured packet dropping probabilities, and panels (e) and (f) compare the errors between the target and measured dropping probabilities of the two routines. In addition, panels (g) and (h) compare the loss rate ratio between classes of the two routines, which is the most important metric in PLR differentiation.
Figs. 5(a)-(h) show the results of Scenario 1. During the light congestion period (i.e., from 0 to 40 sec.), the per-class packet dropping probabilities for both routines do not exceed 0.1 (see panels (a) and (b)), the measured, per-class packet dropping probabilities for both routines behave similarly (see panels (c) and (d)), both dropping routines yield a negligible amount of error for each service class (see panels (e) and (f)), and keep the loss rate ratios between classes as intended (see panels (g) and (h)). On the other hand, as congestion becomes heavier (after 40 sec.), the per-class drop probabilities increase (see panels (a) and (b)) and the two routines show different behaviors. For the counterbased routine, the error between the target and measured drop probabilities for each class becomes evident (see panel (e)), and subsequently, the loss rate ratios between classes are not well maintained as intended (see panel (g)). However, the proposed compensatory routine still yields a negligible amount of error and keeps the loss rate ratios between classes closely on target (see panels (f) and (h)).
For Scenarios 2 and 3 (see Figs. 6 and 7, respectively), similar results are obtained as for Scenario 1. As the degree of congestion increases, the amount of error produced in the counter-based routine (see panel (e) of Figs. 6 and 7) becomes more prominent. Consequently, the loss rate ratios between classes are not well maintained as intended (see panel (g) of Figs. 6 and 7). Note that such is not the case for the proposed compensatory routine (see panels (f) and (h) of Figs. 6 and 7).
The reason why such phenomena as above occur when the counter-based routine is employed may be explained as follows. As congestion becomes heavier, the overall target packet drop probability increases, and so are the per-class target drop probabilities. As discussed in Section 3, the amount of error between the target and measured drop probabilities for each class becomes severe as the former increases. Since the target drop probability of a lower-priority class (i.e., a class with a larger value of i) is larger than that of a higher-priority class, the amount of error produced for the former is more prominent than that for the latter. As a result, the loss rate ratio between the two classes cannot be well maintained as intended. For instance, Fig. 7 shows that as the degree of congestion increases the target drop probability of Class 2 or 3 becomes large while that of Class 1 is consistently small (see panel (a)). As a result, the error between the target and measured probabilities for Class 2 or 3 is much larger than that of Class 1 (see panel (e)). Therefore, the loss rate ratio between Classes 1 and 2 or between Classes 1 and 3 is not well maintained as intended. The two PLR schemes are also compared with respect to throughput and queueing delay. Fig. 8 shows per-class throughputs and delays for both schemes under Scenario 3 (see Table 3 ). First of all, we observe that per-class queueing delays are almost the same in each scheme (see panels (c) and (d), Fig. 8 ). This is expected since the present study employs a single FIFO queue for all service classes. In addition, queueing delays show cyclic behaviors with a cycle of about 20 sec. This is due to the increase in the number of TCP flows every 20 sec. (see Table 4 ) and the nature of TCP congestion control mechanism. Finally, queueing delays for both schemes are of similar magnitude and pattern. Panels (a) and (b) in Fig. 8 show perclass throughputs for the counter-based and compensatory PLR schemes, respectively. According to [7] , the loss rate differentiation parameters affect the throughput ratios between classes in a square root law. It is known that this law approximately holds when loss rate is 'small' [23] . In the present simulation study, loss rates are relatively large, and therefore, throughput data do not follow this law. Nevertheless, class relative ordering with respect to throughput is consistently maintained for both schemes. In addition, per-class throughputs for both schemes behave similarly in pattern and magnitude. The above observations also hold for Scenarios 1 and 2 in Table 3 . In summary, the simulation results under all scenarios show that the proposed compensatory routine introduces a negligible amount of error under various degrees of congestion and quality spacing between classes, and subsequently, maintains the loss rate ratios as closely as intended. In addition, this is achieved without any serious loss in throughput and queueing delay compared to the counter-based dropping routine.
Conclusion
In this paper, it is shown through mathematical analysis and simulation that: 1) the existing counter-based packet dropping routine [11] , [12] may not differentiate the loss rate ratios between service classes as intended, especially when the degree of congestion is heavy and the quality spacing between classes is large; 2) the proposed compensatory packet dropping routine, which employs a continuous packet count variable, yields a negligible amount of error between the target and measured drop probabilities for each class, and thereby keeps the loss rate ratios between classes closely on target regardless of the degree of congestion and qual-ity spacing between classes; and 3) the two routines perform similarly in terms of such bottleneck link performance metrics as throughput and queueing delay. In addition, the proposed routine does not require any additional control parameter or computational effort compared to the counter-based routine. This and the robustness of the proposed compensatory routine should help network administrators implement sophisticated loss rate differentiation between service classes in an effective manner under various traffic load conditions. In summary, the proposed routine can be recommended when relative loss rate differentiation is of interest as an alternative to complicated absolute differentiation, a single FIFO queue is employed, and the network often experiences the periods of large (> 0.1, say) packet drop probabilities. An effective loss rate differentiation on a per-class basis does not necessarily guarantee the fair packet loss rate on a per-flow basis within a service class. To the best of the authors' knowledge, no loss rate differentiation approaches exist for guaranteeing the fair packet loss rate on a per-flow basis, and therefore, we recommend that future research effort be made in this direction.
