Chemical chronic toxicity, referring to the toxic effect of a chemical following long-term or repeated sub lethal exposures, is an important toxicological end point in drug design and environmental risk assessment.
Introduction
Chronic toxicity refers to the general toxicological effects in animals occurring as a result of repeated exposure (oral, dermal or inhalation) to a substance over a specic period of time.
1 It is one of the toxicological endpoints posing the highest concern of people. Generally, chronic toxicity is oen assessed in rodents with various doses of test chemicals over a long period of time (unusually more than 180 days). 2 The chronic studies are used to establish a dose metric for risk assessment, the lowest observed adverse effect level (LOAEL) or no observed adverse effect level (NOAEL). LOAEL is the lowest dose that induces an adverse effect and NOAEL indicates the dose at which no effects are observed. 3 For NOAEL and LOAEL, the measurement unit is expressed as mg per kg per day.
Chemicals in drugs and consumer goods are an integral part of our everyday life, and we are exposed to these chemicals over longer periods of time. Therefore, it is quite important to evaluate the chronic toxicity of chemicals in consumer goods and pharmaceutical compounds. The accurate determination of chemical chronic toxicity should be performed by long-term animal studies. However, this approach is very expensive and time consuming; especially, it is not appropriate for screening of large-batch compounds or virtual molecules. Thus, the application of in silico approaches could provide an alternative means of estimating chemical chronic toxicity.
Since chronic toxicity is not really a single endpoint, the mechanisms of a multitude of biological effects are quite diverse. It is a great challenge for accurate prediction of chronic toxicity nowadays. In the past decades, there have been only a few attempts to develop QSAR models for chronic toxicity in mammalian. In 2005, de Julian-Ortiz et al. 4 used a dataset of 234 compounds with LOAEL data compiled from different sources to model chronic toxicity by multilinear regression (MLR) and linear discriminant analysis (LDA). Variable selection was performed by means of the Furnival-Wilson algorithm in MLR. In addition, a subset contained 86 compounds extracted from U.S. EPA documents was also assessed by MLR analysis. The performance on the homogeneous subset was signicantly better (coefficient of determination (R 2 ) was 0.647 and root mean square error (RMSE) was 0.66) than that on the structurally heterogeneous dataset (R 2 ¼ 0.524 and RMSE ¼ 0.74). Unfortunately, the models were not validated with external set. Subsequently, García-Domenech et al. 5 and external validation set were 0.795 and 0.712, respectively. García-Domenech's model showed good performances both on internal and external validation. However, the generalizability of the model was restricted due to the lack of structural diversity. Mazzatorta et al. 2 reported an excellent study on the in silico prediction of LOAEL based on two-dimensional chemical descriptors and multivariate analysis. They constructed a data set of 567 entries referring to 445 different chemicals with LOAEL data (180 days or more of oral exposure in rats) selected from several sources. Then, an integrated approach of genetic algorithm (GA) and partial least squares (PLS) was applied to select variables. Finally, leave-one-out stepwise multiple linear regression (LOO-SMLR) was used to generate the predictive model. The RMSE of the predictive model is 0.73 (in a logarithmic scale) on the leave-one-out (LOO) cross validation and is close to the estimated variability of experimental values (0.64). One of the most recent models for the prediction of LOAEL was reported by Gadaleta et al. 6 They employed a customized knearest neighbors (k-NN) approach for predicting sub-chronic oral toxicity (from 84 to 98 days) in rats. A training set of 254 chemicals was used to derive models and the predictive power of models was evaluated on an external dataset comprising 179 chemicals. The models give good results with R 2 $ 0.543 on external validation. The primary goal of toxicity prediction is to distinguish between toxicologically active and inactive compounds. The classication model can also play an important role in risk assessment. However, there have been few reports on the classication models for chronic toxicity prediction, although it is difficult for regression models to achieve the desired predictive power. In this study, we focused on the development of classication models and the identication of structural alerts for oral rat chronic toxicity. Since there is lack of specic thresholds to discriminate chemicals with chronic toxicity from those without chronic toxicity, we tested four LOAEL values as thresholds to nd the most suitable threshold for denition of toxicity category. On the basis of a large and open source data set, we proposed a series of binary models using different molecular ngerprints along with different machine learning algorithms. Furthermore, substructure frequency analysis method based on SubFP ngerprints was employed for the identication of privileged substructures responsible for chemical chronic toxicity.
Materials and methods

Data preparation
In this study, all the data were collected from two sources, totally containing 576 chemicals with oral rat chronic toxicity in LOAEL values.
The rst data set was obtained from Mazzatorta's work. 2 The data set was carefully prepared in the following steps: (1) removing mixtures, inorganic and organometallic compounds; (2) salts were converted to their corresponding acidic or basic forms, and water molecules were removed from the hydrates; (3) removing compounds with molecular weights less than 40 or more than 800; (4) only one stereoisomer was retained because the 2D ngerprints of a pair of stereoisomers are identical; (5) for the chemicals with two or more entries, the averaged LOAEL values were used aer removing duplicated molecules. The nal data set contained 431 compounds with measured LOAEL values.
To further evaluate the predictive ability of the models, compounds with oral rat chronic toxicity were extracted from the U.S. EPA's Toxicity Reference Database (ToxRefDB) 7 and used as an external validation set. Aer removal of duplicates, the external validation set contained 145 compounds. All data sets were given in Table S1 of the ESI. † Since there is a lack of specic threshold for discriminating chemicals with chronic toxicity from those without chronic toxicity, we tested four LOAEL values (5 mg per kg per day, 10 mg per kg per day, 50 mg per kg per day and 100 mg per kg per day) as thresholds to nd the most suitable threshold for our data set. Moreover, the chemicals with LOAEL # 10 mg per kg per day were labeled as strong chronic toxicity, chemicals with LOAEL > 50 mg per kg per day were labeled as weak chronic toxicity and chemicals with LOAEL ranged from 10 to 50 mg per kg per day were labeled as medium chronic toxicity.
Calculation of molecular ngerprints
Molecular ngerprints have been widely used in similarity searching and classication modeling, [8] [9] [10] [11] [12] since ngerprints were generated directly from chemical structures, and could be easily translated into two-dimensional fragments. Each molecule was described as a binary string of structural keys. The predened dictionary contained a SMARTS list of substructure patterns. For a SMARTS pattern, if a specied substructure is presented in the given molecule, the corresponding bit is set to "1"; conversely, it is set to "0". In the present work, six types of ngerprints were used, including the CDK ngerprint (FP, 1024 bits), CDK extended ngerprint (extended, 1024 bits), estate ngerprint (estate, 79 bits), MACCS keys (MACCS, 166 bits), PubChem ngerprint (PubChem, 881 bits) and substructure ngerprint (SubFP, 307 bits). All the ngerprints were calculated by the PaDEL Descriptor soware. 13 
Model building
Five machine learning methods were employed for model building, including support vector machine (SVM), k-nearest neighbor (kNN), C4.5 decision tree (C4.5),random forest (RF) and naive Bayes (NB) algorithms. SVM algorithm was implemented in the open source LIBSVM (LIBSVM 3.16 package), 14 and the other four algorithms were performed in Orange 2.6 (version 2.6.1, freely available at http://www.ailab.si/ orange/).
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Support vector machine (SVM). SVM is a kernel-based tool for binary data classication and regression introduced by Vapnik, 16 which has been widely used to solve binary classi-cation problems. 8, 9, 11, 12, 17, 18 This algorithm aims to construct an optimal hyperplane separating two sets of positives and negatives. The performance of SVM for the classication depends on the combination of several parameters. In this study, the Gaussian radial basis function (RBF) kernel was used, and the parameters C and g for RBF kernel were selected with grid search method.
k-Nearest neighbor (kNN). The kNN algorithm is a nonparametric method for classifying objects based on closest training examples in the feature space. 19 An object is classied by a majority vote of its neighbors, with the object being assigned to the class most common among its k nearest neighbors. In this study, the nearness was measured by Euclidean distance metrics, and the parameter of k ¼ 5 was used.
C4.5 decision tree (C4.5 DT). C4.5 DT is an algorithm used to generate a decision tree developed by Quinlan.
20 At each node of the tree, C4.5 DT chooses the attribute of the data that most effectively splits its set of samples into subsets enriched in one class or the other. The attribute with the highest normalized information gain is chosen to make the decision.
Random forest (RF). RF is an ensemble learning method developed by Breiman for classication and regression. 21 Each tree in the ensemble is formed by rst selection at random and a small group of input coordinates (features or variables hereaer) to split on at each node. Then, the best split is calculated based on these features in the training set. The tree is grown up to maximum size without pruning.
Naive Bayes (NB). NB is a simple probabilistic classier based on the Bayes rule for the conditional probability. 22 This statistical is attractive due to the simplicity, it performed well even in high dimensional space, and the models can be generated in linear time.
In the present work, the parameters of C4.5 DT, RF and NB algorisms were default in Orange toolbox.
Assessment of model performance
All models were validated by 5-fold cross validation and a diverse external validation set. The performances of models were assessed by several statistical parameters. The sensitivity (SE) and specicity (SP) are two measures applicable to binary classications, which denote the ratios of positive instances and negative instances correctly identied, respectively. The accuracy (Q) is the total correct predictive accuracy of samples, and the Matthews correlation coefficient (MCC) is generally regarded as a balanced measure which can be used even if the classes are of very different sizes. MCC returns a value between À1 and 1. A coefficient of 1 represents a perfect prediction, 0 means no better than random prediction and À1 indicates total disagreement between prediction and observation. These parameters can be calculated with eqn (1)-(4).
In these equations, TP, TN, FP, FN are the numbers of true positives, true negatives, false positives and false negatives, respectively.
In addition, the AUC value, which means the area under the receiver operating characteristic (ROC) curve, was also computed to estimate the predictive accuracy of the models. The AUC value is the probability of positive compounds being ranked earlier than decoy compounds, it ranges from 0.5 (useless random classiers) to 1 (perfect classiers).
Identication of structural alerts or privileged substructures
Structural alerts (SAs) or privileged substructures are dened as molecular functional groups that can cause toxicity, and their presence alerts investigators to the potential toxicities of test chemicals. 23, 24 SAs are important predictive tools for toxicity. They can be derived directly from mechanistic knowledge.
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In this study, we analyzed the privileged substructure fragments using substructure frequency analysis 26 methods based on SubFP. If a substructure was more frequently presented in chemicals with strong chronic toxicity (LOAEL # 10 mg per kg per day) than those with weak chronic toxicity (LOAEL > 50 mg per kg per day), this substructure was called a privileged substructure involved in chemical chronic toxicity. The "frequency of a fragment" enrichment factor in chemicals was dened as follows:
where N fragment_class is the number of compounds containing the fragment in each class; N total is the total number of compounds with strong chronic toxicity and weak chronic toxicity; N fragment_total is the total number of compounds containing the fragment; and N class is the number of compounds in each class.
Results and discussion
Data analysis
For purpose of ensuring the data homogeneity, our analysis was restricted to chronic (dened as longer than 180 days), rat and oral studies. Aer careful data preparation, a large diverse and high quality of chronic toxicity database was constructed, which contained 576 unique chemicals with oral rat chronic toxicity in LOAEL values. The training set and external validation set contained 431 and 145 compounds, separately. The statistics of the training and external validation sets were summarized in Table 1 .
As we known, the diversity of data set is a key issue for global model development. QSAR models based on relatively small dataset or homologous compounds always resulted in poor generalization abilities. In this study, the radar chart analysis was performed to explore the chemical space of the entire data set. As shown in Fig. 1 , the A log P ranged from À4.22 to 10.45, molecular solubility ranged from À12.00 to 0.97, molecular weights ranged from 42.04 to 745.98, the number of Hacceptors ranged from 0 to 14, and the number of H-donors ranged from 0 to 7. These data indicated that the 576 compounds used in our data set covered a sufficient large chemical space.
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In order to further explore the chemical diversity of our data set, the Tanimoto similarity index 28 was also calculated with ECFC-4 ngerprint, which has been widely used to evaluate similarities among chemicals. The entire data set was separated into 100 clusters, and the heat map of Tanimoto similarity index of the cluster center molecules was plotted in Fig. 2 . The average Tanimoto similarity index was 0.191, indicating that the chemicals in our data set were evidently diverse.
Performance of different models
Based on four different LOAEL threshold values, the binary classication models were built using ve machine learning algorithms along with six ngerprint types. As a result, there were a total of 120 models generated by combination (30 models for each threshold). When developed the models, the parameters of C4.5 DT, RF and NB algorisms were default in Orange toolbox. For kNN algorism, the parameter of k ¼ 5 was used and the nearness was measured by Euclidean distance metrics. The SVM parameters C and g for all models were selected with grid search method and shown in Table S2 . †
The 5-fold cross validation technique was used to evaluate the model robustness, and performances of the models were shown in Table S3 of the ESI. † We can found that the models at Fig. 1 The radar chart of five simple descriptors: molecular solubility (solubility), A log P, molecular weight (M W ), the number of hydrogen bond acceptors (H-acceptors) and the number of hydrogen bond donors (H-donors) for the entire data set of 576 compounds were presented. Each color line represents a compound.
5 mg per kg per day threshold performed better than the others. Three algorisms namely SVM, Random Forest and kNN yielded the best predictive performances. The model developed by Random Forest algorism along with SubFP ngerprint at 5 mg per kg per day threshold had the best predictive ability for 5-fold cross validation and yielded overall accuracy of 84.2%.
External validation of models
An external validation set independent of the training set was used to further evaluate the robustness and prediction ability of the models. As the external validation set was not used to develop the models, the performances on external validation could objectively reect the predictive capability of the models. The performances of models on external validation can be seen in Table S4 . † It is easy to see that the values of overall accuracy among the models at threshold with 5 mg per kg per day, 10 mg per kg per day, 50 mg per kg per day and 100 mg per kg per day range from 72.4% to 86.2%, 61.4-77.2%, 49.7-71.0% and 52.4-69.0%, respectively. Similar to the 5-fold cross validation results, the models at 5 mg per kg per day threshold also performed best on external validation, especially, the kNN model based on estate ngerprint yielded the accuracy of 86.21%.
Models with strong and weak chronic toxicity (LOAEL # 10 mg per kg per day or LOAEL > 50 mg per kg per day)
As mentioned before, the chemicals in our data set were also grouped into three classes: strong chronic toxicity (chemicals with LOAEL # 10 mg per kg per day), weak chronic toxicity (chemicals with LOAEL > 50 mg per kg per day) and medium chronic toxicity (chemicals with LOAEL from 10 to 50 mg per kg per day). In the studies of QSAR modeling, people always considered all available information by using all of the compounds for model building. However, the predictive power of models is oen affected by the error range of the experimental results. To avoid this problem, Roche, et al. 29 proposed the "likeness concept", which only uses the extremes of the data set (strong and weak chronic toxicity classes in this study). This concept has been used in many studies in the past years. [30] [31] [32] [33] In the present study, we also developed a series of models followed this concept. The training set contained 133 chemicals with strong chronic toxicity (LOAEL # 10 mg per kg per day) and 165 chemicals with weak chronic toxicity (LOAEL > 50 mg per kg per day), meanwhile the validation set contained 49 chemicals with strong chronic toxicity and 51 chemicals with weak chronic toxicity.
A total of 30 classication models were also developed by combination of ve machine learning methods and six nger-print types. The performances of models for the 5-fold cross validation and external validation were shown in Table 2 . We can nd that the model built with SVM algorithm and MACCS keys gave the best result on 5-fold validation with prediction accuracy 76.9%, SE 70.7%, SP 81.8%, and MCC close to 0.529. For external validation, the MACCS-SVM model also achieved high prediction accuracy at 75.0%, and the values of sensitivity, specicity and MCC were 73.5%, 76.5% and 0.500, respectively. Another model, FP-SVM, gave good results on the validation set with prediction accuracy 75.0% and MCC close to 0.500, too.
Effects of machine learning algorisms and ngerprints used in model building
We used ve machine learning methods for model building in this study. The results indicated that the models built with kNN and SVM algorisms performed much better both on 5-fold validation and external validation. These two machine learning methods are easier to use than the others and the parameters in the model are easy to organize. SVM has been well known as a powerful tool for the nonlinear problems, especially for binary classication. It can provide a good out-of-sample generalization with the appropriately selected parameters. kNN can give good results in model building should be attributed to its special algorithm and the structural characterization methods used in this study. The toxicity of compounds are always caused by some structural features, which can be represented by the molecular ngerprints. The same category must have some ngerprint similarity, thus a compound can be classied in accordance with the majority of its nearest neighbors.
From the performance of models, we can nd that the models used MACCS ngerprints as attributes were always better than the others. MACCS ngerprints package is based on the well-dened structural fragments dictionary. It contains much structural information. This result is in agreement with several previously published work that the MACCS keys is a good structural characterization method for chemical toxicity prediction.
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Relevance of thresholds to chronic toxicity There is a lack of denite threshold for discrimination of chemicals with chronic toxicity from those without chronic toxicity, which made it a great challenge for chronic toxicity prediction. Herein, we selected four LOAEL values (5, 10, 50 and 100 mg per kg per day) as thresholds for model building. The results revealed that models built with threshold 5 mg per kg per day achieved the best performance. The models at threshold 5 mg per kg per day have high predictive accuracies both on 5-fold validation (from 71.0% to 84.2%) and external validation (from 72.4% to 86.2%). However, the predictive ability of these models were still unsatisfactory because of the low SE (from 21.3% to 55.3% for 5-fold validation and 19.4-66.7% for external validation) values resulted from the huge imbalance between positive and negative compounds (94 and 337). Besides, molecules with similar features were oen classied into different classes based on individual thresholds. This kind of situation should always affect the predictive power of the models.
To avoid this problem, we also grouped the chemicals in our data set into three classes (strong chronic toxicity, moderate chronic toxicity and weak chronic toxicity) and developed models using the extreme parts (strong and weak chronic toxicity). Compared with the models built at threshold 5 mg per kg per day, the SE values of models using the extreme parts were signicantly improved and more balanced with SP values, although the overall prediction accuracies were slightly lower. In fact, it is very difficult to develop QSAR models for chronic toxicity with prediction accuracies as high as the single toxic endpoints with specic mechanism(s). Because the mechanisms of action of general toxicity are quite complex and diverse, which always involved with a wide range of possible adverse effects.
Analysis of structural alerts
Structural alerts have been well dened and widely used in chemical carcinogenicity research. In the present study, Table 3 . Phosphonic acid derivative and phosphoric trimester were phosphorus fragments, which exist in a large class of pesticides as organophosphates. Chemicals contained these two fragments can inhibit the activity of cholinesterase and result in the accumulation of acetylcholine, which is a neurotransmitter of the cholinergic receptor. They can also take direct effect on the cholinergic receptor, which can lead the next neuron or effector to excessive excitement or inhibition. 8, 34 The chronic toxicity of chemicals contained nitrile mainly due to the release of cyanide anions through hydrolysis. 8, 35 The fragments phosphoric acid derivative, phosphoric triester, sulfenic derivative, chloroalkene and nitrile were also identied as structural alerts responsible for acute toxicity. 8 As structural constituents, diaryl ether group is also common in numerous pesticides, such as nitrodiphenyl ethers, pyrethroids, pyrimidinyloxybenzoates, and so on. We believe these meaningful substructures can potentially provide scaffolds and be interpreted by chemists to gain understanding and guide modication information to reduce chemical chronic toxicity.
Conclusions
In this study, we focused on the in silico prediction of chemical chronic toxicity. A large diverse data set contained 567 unique compounds with rat oral chronic toxicity data was used for model building. Since there is a lack of denite threshold for discrimination of chemicals with chronic toxicity from those without chronic toxicity, we selected four LOAEL values (5, 10, 50 and 100 mg per kg per day) as thresholds for model building. A series of binary classication models were developed using ve machine learning methods along with six ngerprint types. All the models were validated on 5-fold validation and external validation. The models at threshold 5 mg per kg per day performed better than others, but the predictive ability of these models were still unsatisfactory because of the low SE values. As molecules with similar features are oen classied into different classes based on individual thresholds, we also grouped the chemicals into three classes (strong chronic toxicity, moderate chronic toxicity and weak chronic toxicity) and developed models using the extreme parts (strong and weak chronic toxicity). The models achieved good predictive ability with high values of accuracy, SE and SP. Models developed in this study will provide critical information and useful tools for chemical chronic toxicity assessment of chemical compounds.
In addition, we proposed eight privileged substructures using substructure frequency analysis method. These fragments present more frequently in compounds with high chronic toxicity, indicated that they should be responsible for chemical chronic toxicity. On some level, the privileged substructures could reect the common chemical structure features and explain the mechanisms of chronic toxicity. They could be treated as structural alerts, and also useful for chronic toxicity assessments in drug discovery and environmental risk assessment.
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