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Abstract
The South African Business Cycle
and the application of
Dynamic Stochastic General Equilibrium
models
K. L. Kotzé
Department of Economics,
Stellenbosch University,
Private Bag X1, Matieland 7602,
South Africa.
Dissertation: PhD (Economics)
December 2014
This dissertation considers the use of Dynamic Stochastic General Equilibrium
(DSGE) models for the analysis of South African macroeconomic business cycle
phenomena. It includes four separate, but interrelated parts, which follow a
logical sequence.
The ﬁrst part motivates the use of these models before establishing the
theoretical foundations for these models. The theoretical foundations are ac-
companied by detailed derivations that are used to construct a model for a
small open economy.
The second part considers the properties of South African macroeconomic
data that may be used to estimate the parameters in these models. It includes
a discussion of the variables that may be included in such a model, as well as
various methods that may be used to extract the business cycle. Thereafter,
the sample size for the dataset is established, after investigating for possible
structural breaks in the ﬁrst two moments of the data, using various univariate
and multivariate techniques. The ﬁnal chapter of this part contains an inves-
tigation into the measures of core inﬂation, whereby a comparison of trimmed
ii
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means, dynamic factor models and various wavelet decompositions are applied
to data for South Africa.
The third part considers the application of the dataset that was identiﬁed
in part two, in a DSGE model that incorporates features that are typical of
small open economies. It includes a discussion that relates to the role of the
exchange rate in these models, which is found to contain key information. In
addition, this part also includes a optimal policy investigation, which considers
the reaction function of central bank.
The ﬁnal part of this thesis considers more recent advances that have been
applied to DSGE models for the South African economy. It includes an ex-
ample of a nonlinear model that is estimated with the aid of a particle ﬁlter,
which is then used for forecasting purposes. The forecasting results of both
linear and nonlinear versions of the model are then compared with the results
from various Vector Autoregression (VAR) and Bayesian VAR models.
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Uittreksel
The South African Business Cycle
and the application of
Dynamic Stochastic General Equilibrium
models
K. L. Kotzé
Department of Economics,
Stellenbosch University,
Private Bag X1, Matieland 7602,
South Africa.
Proefskrif: PhD (Economics)
Desember 2014
Hierdie proefskrif oorweeg die gebruik van Dinamiese Stogastiese Algemene
Ewewig (Engels: Dynamic Stochastic General Equilibrium (DSGE)) modelle
vir die analise van besigheidsiklus gebeure in die Suid Afrikaanse makroekono-
mie. Dit bestaan uit vier aparte dog onderling verwante dele wat in « logiese
ontwikkeling vorm.
Die eerste deel motiveer die gebruik van dié modelle en daarna word die
teoretiese onderbou van die modelle daargestel. Die teoretiese onderbou word
aangevul met gedetaileerde stappe van die aﬂeiding van die verhoudings wat
gebruik word om « model vir « klein oop ekonomie saam te stel.
Die tweede deel oorweeg die eienskappe van Suid Afrikaanse makroekono-
miese data wat relevant is vir « ekonometriese model in hierdie konteks. Dit
sluit « bespreking in van die veranderlikes wat vir so « model gebruik kan
word, asook « bespreking van die verskeie metodes wat gebruik kan word om
die besigheidsiklus uit die data te identiﬁseer. Die steekproefgrootte van die
data word dan vasgestel, ná die moontlikheid van strukturele onderbrekings
van tendens in die eerste en tweede momente van die data ondersoek is met
behulp van verskeie enkel en meervoudige-veranderlike tegnieke. Die laaste
iv
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hoofstuk van dié deel is « studie van verskeie maatstawwe van kern inﬂasie
(core inﬂation), waar « vergelyking getref word tussen die resultate van die
volgende metodes toegepas op Suid Afrikaanse data: afgesnede gemiddeldes
(trimmed means), dinamiese faktor modelle en verskeie golfvormige onderver-
delings (wavelet decompositions).
Die derde deel gebruik die datastel, wat in deel twee ontwikkel is, in die
passing van « DSGE model wat die tipiese eienskappe van « klein oop ekonomie
inkorporeer. Dit sluit « bespreking in van die rol van die wisselkoers in hierdie
tipe modelle, en daar word empiries bevind dat die wisselkoers belangrike
inligting bevat. Hierdie deel sluit ook « ondersoek in van optimale beleid in
terme van die reaksie funksie van die sentrale bank.
Die laaste deel van die proefskrif bestudeer die resultate van onlangse ont-
wikkellinge in DSGE modelle wat toegepas word op die Suid Afrikaanse eko-
nomie. Dit sluit « voorbeeld van « nie-liniêre model wat met behulp van «
partikel ﬁlter (particle ﬁlter) geskat word en gebruik word vir vooruitskattings.
Die vooruitskattings uit beide die liniêre en nie-liniêre modelle word dan ver-
gelyk met dié verkry uit verskeie Vektor Outo-Regressie (Vector Autoregresion
(VAR)) en Bayesiaanse VAR modelle.
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CHAPTER 1. INTRODUCTION 2
1.1 Theoretical Macroeconomic Modelling
The theoretical contributions of Lucas (1976), Lucas and Sargent (1978), Kyd-
land and Prescott (1982), and Prescott (1986) resulted in dramatic changes to
the way in which empirical macroeconomic investigations are currently con-
ducted. The importance of these contributions could perhaps be gauged by
the fact that each of these authors has received the Nobel Prize in Economic
Sciences.
Prior to the publication of these important works, most empirical analyses
on macroeconomic business cycles made use of statistical models that were
based on backward-looking linear regression models. The most ambitious of
these was designed as part of the Cowles Commission, which took the form
of a large multi-equation regression model that followed the general practices
proposed by Tinbergen (1939).1 Shortly before its demise in 1972, this model
included nearly 400 equations and included a few structural non-linear repre-
sentations.2
Whilst the Cowles Commission model survived ongoing criticism through-
out its development, the Lucas (1976) critique provided compelling reasons for
a new direction in business cycle research; whereby many of the practices that
were involved in these large-scale linear regression models started to demise.
The essence of the argument put forward by Lucas (1976) suggests that these
large-scale linear regression models, that are based on historical macroeco-
nomic data, would not be able to provide prudent insight into the eﬀects of a
change in economic policy. The reason for this is the change in policy would
give rise to a new pattern of behaviour with associated shifts in the estimated
parameters of the policy model. Or in the words of (Lucas, 1976, p. 41),
Given that the structure of an econometric model consists of op-
timal decision rules of economic agents, and that optimal decision
rules vary systematically with changes in the structure of series
relevant to the decision maker, it follows that any change in policy
will systematically alter the structure of econometric models.
The new direction in modelling therefore included a procedure for deriving
policy-invariant parameters, which would need to describe certain fundamen-
tal aspects of decision making (such as those that relate to preferences and
1For an early critique of this tradition of model building, which is largely still relevant
today, see Keynes (1940).
2For a discussion on the usefulness of the Cowles Commission model, see Fair (1992).
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constraints). These parameters are often termed `structural ' or `deep' param-
eters as they relate to the essential elements that determine the choices that
individual's make, under any given policy framework.
Following the critique of Lucas (1976), a new bread of macroeconomic
models emerged, that were based on microeconomic foundations.3 Early pro-
ponents of this method included a group of Real Business Cycle (RBC) the-
orists who developed models around the concepts of utility and proﬁt max-
imisation. These models incorporated many general equilibrium features and
several stochastic properties, but excluded a number of important rigidities
and other imperfections.4
To improve upon the RBC model's characterisation of macroeconomic data
a number of important studies, including Clarida et al. (1999) and Christiano
et al. (2005), argued for the incorporation of various imperfections. These
included nominal and real rigidities in the form of sticky prices and wages,
amongst others. These characteristics seemed to be present in the data,5 as
shifts in the aggregate demand for goods and services tend to have a greater
aﬀect on output, than that which is generated by the Real Business Cycle's
perfectly competitive ﬂexible-price economy (Blanchard, 2009).6 These devel-
opments have been called New-Keynesian and the work of Galí (2008) provides
a relatively extensive discussion on the foundations of New-Keynesian models.7
These theoretical models also incorporated forward-looking behaviour on
the part of the individual, which necessitated the development of more ad-
vanced techniques for the approximation of the model solution.8 Variants of
these techniques for forward-looking linear diﬀerence equations have since been
provided by Blanchard and Kahn (1980), Sims (2001), Uhlig (1999), and Klein
(2000).9 More recently, solution methods for forward-looking nonlinear diﬀer-
3In a later paper, Lucas (1987) suggests that there should be very little diﬀerence between
the study of microeconomics and macroeconomics.
4See, Kydland and Prescott (1982) and Prescott (1986) for early variants of these models.
These models are also termed perfectly competitive ﬂexible-price models in the more recent
literature.
5Evidence for these features may be traced back to Friedman and Schwartz (1963), whilst
Christiano et al. (1999) provide more recent empirical results.
6For example, (Blanchard, 2009) suggests that changes in the nominal interest rate
would appear to aﬀect real asset prices by more than what is generated by the model. In
addition, the data would suggest that consumers appear to purchase additional goods, which
increases demand leading to an increase in output and employment, following a decline in
interest rates.
7The term New-Keynesian came into popular usage in the 1980s. It sought to describe
the incorporation of the rational expectations framework with microeconomic foundations
for imperfect competition and other rigidities (notably for prices and wages).
8This is also a common feature of many of the later Real Business Cycle models.
9A number of methods for solving forward-looking non-linear diﬀerence equations have
since been developed. These include projection methods, iterative procedures and pertur-
bation methods. Judd (1998) provides a detailed exposition of these methods.
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ence equations have been developed by Schmitt-Grohé and Uribe (2004).10
The earlier models, such as those that are contained in Kydland and
Prescott (1982), Prescott (1986), and King and Rebelo (1999), all contained
calibrated values for the parameters. After simulating the model, these re-
searches were then able to compare the moments and correlation structure of
the data that was generated by the model, with those of the actual data.
When comparing the characteristics of traditional RBC models to those
of reduced-form VARs, Pagan (2003) noted that there is usually a trade-oﬀ
between models that are designed to match theory closely and those that seek
to explain historical economic activity. Over time, this frontier has shifted
outwards, largely as a result of theoretical, statistical and computational ad-
vances. Figure (1.1) contains a diagram that is similar to that which is con-
tained in Pagan (2003), where it is noted that calibrated RBC models provide
a greater degree of theoretical coherence, whilst estimated VAR models have
traditionally provided more empirical coherence. During the development of
these techniques, there were also a number of hybrid models, which would have
included the structural VARs of Sims (1980b).
To improve upon the empirical coherence of theoretical models, Ireland
(2004a) provided a framework that may be used to estimate the parameters
in the theoretically coherent models from actual data. This framework makes
use of a state-space setup that also allows for the inclusion of a number of
unobserved variables; where the Kalman ﬁlter is used to evaluate the likelihood
10This method considers the use of second-order approximations for the model solution.
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function of a linear representation of the model. This procedure has been
used to estimate the parameters in various models, using Bayesian, maximum
likelihood, or general method of moments techniques.11
Together, these contributions are encapsulated in the framework for Dy-
namic Stochastic General Equilibrium (DSGE) models, which has elevated
this type of theoretical modelling to the forefront of current macroeconomic
research; where a great deal of convergence in both vision and methodology
exists (Blanchard, 2009). Indeed, Benassy (2011) attributes the success of this
line of research being due to the rigorous micro-foundations that allow for the
description of behaviour that may be invariant to policy changes, in response
to the Lucas critique. In addition, he notes that these models also allow for a
highly desirable integration of growth and cycle theory in a uniﬁed framework
that may be integrated with the results from observed data.
With this growing consensus, there has been a large growth in the scale
of DSGE models, where current versions incorporate open-economy features,
additional frictions (such as those that pertain to the ﬁnancial sector), and a
larger set of shocks. These models are frequently termed `medium-scale DSGE
models' and are described in the work of Smets and Wouters (2007), Adolfson
et al. (2008a,b), Gali (2010), Gertler and Kiyotaki (2010), Christiano et al.
(2010), amongst others. An example of an application of these models to
South African data is contained in Steinbach (2013).
The results from these studies suggest that modern DSGE models are able
to provide an adequate description of business cycle dynamics, which has pro-
vided valuable insights into the eﬀects of various economic shocks on an econ-
omy (c.f. Smets and Wouters 2007 and Christiano et al. 2010). As a result,
they are used by central banks and other policy-making institutions to aid
policy decisions. With this in mind, Tovar (2009) has suggested that DSGE
models provide a popular framework in most central banks for policy analysis
and forecasting purposes.
More recently, researchers have started to examine the forecasting perfor-
mance of these models. In one such investigation, Smets and Wouters (2007)
showed that a DSGE model can generate forecasts that have a lower root-
mean-squared-error (RMSE) than a similar Bayesian Vector Autoregression
(BVAR) models.12 In addition, Edge et al. (2010) has suggested that the
out-of-sample forecasting performance of the Federal Reserve Board's DSGE
model for the U.S. economy is in many cases superior to that of their large-scale
11See, Canova (2007) for a comprehensive treatment of the use of these estimation tech-
niques for DSGE models.
12They suggest that the superior performance of the DSGE model is conditional on it
containing a suﬃcient number of shocks and backward-looking features that can generate
endogenous persistence (e.g. habits and inﬂation indexation). In addition, they also main-
tain that the forecasting performance depends upon a suitable identiﬁcation of the model
parameters in the estimation.
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macro-econometric model and their own published Greenbook forecasts.13
1.2 Dynamic Macroeconometric Modelling in
South Africa
In South Africa, macroeconometric research has been conducted by the South
African Reserve Bank since 1974 (Smal et al., 2007). At a similar point in
time, Prof. Geert de Wet also started developing macroeconomic models at the
University of Pretoria for the purpose of short and medium-term forecasts.14
Shortly thereafter, the Bureau of Economic Research published the ﬁrst results
from their macroeconometric model in 1981 (Smit and Pellissier, 1997). These
models include both large structural and purely statistical varieties that were
closely associated with those of the Cowles Commission.
More recently, various examples of DSGE models have been developed for
the South African economy. Early variants include those of Liu and Gupta
(2007), which are based on calibrated versions of the Hansen (1985) closed-
economy model.15 After incorporating several open-economy features, the size
of these models grew quite rapidly, in line with the framework of Galí and
Monacelli (2005) and Justiniano and Preston (2010). These models are de-
scribed in Ortiz and Sturzenegger (2007), Steinbach et al. (2009a), and Al-
panda et al. (2010a,b, 2011). They include features that have become standard
in the small open-economy DSGE literature; such as nominal rigidities in price
and wage-setting, indexation of domestic prices and wages to past inﬂation,
habit formation in consumption, incomplete international risk-sharing, partial
pass-through of exchange rate movements to domestic inﬂation, and the use
of Taylor rules to describe monetary policy.
Other examples of DSGE models for the South African economy, include
Gupta and Steinbach (2013), which describes the use of a DSGE-VAR model
to show the relative importance of each individual rigidity when forecasting
economic variables. A closed-economy nonlinear DSGE model for the South
African economy is also presented in Balcilar et al. (2013), where it is suggested
that the explicit incorporation of nonlinearities improves upon the forecasting
performance of these models. Finally, following the events that transpired
13Edge et al. (2010) ﬁnd that their Estimated Dynamic Optimisation (EDO) model also
outperforms pure time-series models such as AR(2), VAR(1), and BVAR(2) models in terms
of forecasting performance. They nevertheless noted that DSGE models have been adjusted
over the years with hindsight of their failures, and therefore the forecasting performance of
EDO and similar models may not be as good in the future. For a forecasting evaluation
of the European Central Bank's DSGE model, which is termed the New Area-Wide model
(NAWM), see Christoﬀel et al. (2010).
14Details of this model are contained in de Wet and Dreyer (1978).
15This model was extended in Liu et al. (2010), where they use a similar model with error
terms that are speciﬁed with a VAR structure (following Ireland (2004b)). Thereafter, they
extend the model to incorporate sticky prices in Liu et al. (2009).
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during the Global Financial Crisis that started in 2007, Steinbach (2013) has
shown how it is possible to extend a model for the South African economy to
incorporate features of the ﬁnancial sector.
1.3 Motivation for this Dissertation
This dissertation seeks to improve upon our understanding of the South African
business cycle with the aid of DSGE models that could be used to assist
economic policy-making in South Africa. It considers a number of essential
research questions such as, How to structure a DSGE model for the South
African economy?
To accomplish this objective, the dissertation contains a detailed descrip-
tion of the theoretical foundations and derivations for these models in part
one. Chapter two contains a description of the stylised features of the business
cycle, which are to be incorporated in the model. It also includes a critique
of backward-looking reduced-form models that have been used for policy pur-
poses to describe business cycle phenomena. Thereafter, chapter three presents
a stylised version of early RBC models, which focuses on the household sector
of these models, where ﬁrms are perfectly competitive and prices are perfectly
ﬂexible. This model is then expanded to show how it may incorporate a role
for the central bank, albeit with various limitations.
Chapter four provides details of the rigidities that are the central feature of
New Keynesian models, following the introduction of monopolistic competitive
ﬁrms. The importance of this rigidity and how it relates to the relative non-
neutrality of monetary policy, is described with the aid of simulated model. In
the subsequent sections of this chapter, the model is extended to incorporate a
role for money and habits in consumption, which are features that are included
in the models that are estimated in the latter part of the dissertation.
Chapter ﬁve extends the model to facilitate the incorporation features that
are typical of small-open economies. It includes a discussion of the theoretical
foundations for two diﬀerent methods that may be used to ensure that these
open-economy features do not allow for persistent trends that may arise from a
continued increase in the borrowing of foreign capital. The methods include the
use of the assumption of complete asset markets or a debt-elastic interest rate
(risk) premia; and the implications of these diﬀerent methods, when applied
to South African data, is expanded upon in part three.
Whilst much of what is discussed in part one may be found in advanced
macroeconomic texts, the derivations that are provided in this part include
explicit detail. It is hoped that this detail will promote a deeper understanding
for these models, whilst also making the literature more accessible to those
who would like to conduct further research with these models. In addition, by
providing a great degree of detail (and motivation) for this particular model
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structure, the description of the models that are used in the latter parts of the
dissertation do not burden the reader with an exhaustive narrative.
After describing the theoretical features that are important to the model
structure, the second part of this dissertation seeks to address the next essential
research question, What data should be used in these models?, which is the
focus of part two in this dissertation.16 Therefore, chapter six describes the
importance of the methods that may be used to decompose the data into
components that represent the trend and the cycle for the variables that are
eventually incorporated in the model. Thereafter, chapter seven makes use of
various univariate and multivariate analyses to look for structural breaks in
the data. These results suggest that there were signiﬁcant structural breaks in
the data during the mid 1980s, and as such the starting point for the sample of
data that is to be modelled in the latter sections of this dissertation occur after
this point in time. Chapter eight then focuses on measures of core inﬂation,
which may be incorporated in the model. This chapter compares the use of
trimmed means, dynamic factor models and various wavelet decompositions.
The results suggest that the wavelet decomposition provides the most suitable
measure of core inﬂation.
The third part of the dissertation considers topics that relate to the estima-
tion and use of these models.17 In addition, it considers the essential research
question of, How do we evaluate the applicability of a DSGE model for a
16This part relies on work that has been published in:
 Du Plessis, S., Du Rand, G. and Kotzé, K. forthcoming. Measuring Core Inﬂa-
tion in South Africa. Working paper series, University of Stellenbosch.
 Du Plessis, S. and Kotzé, K. 2012. Trends and Structural Changes in South
African Macroeconomic Volatility, ERSA Working Paper No. 297.
 Du Plessis, S. and Kotzé, K. 2010. The Great Moderation of the South African
Business Cycle. Economic History of Developing Regions. 25(1):105-125.
17This part makes use of techniques that were utilised in the following published articles.
However, to ensure that the data is consistent with what is discussed in part two, the
datasets and model structures do diﬀer to those that were used in these papers:
 Alpanda, S., Kotzé, K. and Woglom, G. 2011. Forecasting Performance of an
Estimated DSGE Model for the South African Economy. South African Journal of
Economics, 79(1):50-67.
 Alpanda, S., Kotzé, K. and Woglom, G. 2010b. Should Central Banks of Small
Open Economies Respond to Exchange Rate Fluctuations? The Case of South Africa,
ERSA Working Paper No. 174.
 Alpanda, S., Kotzé, K. and Woglom, G. 2010a. The Role of the Exchange Rate
in a New Keynesian DSGE Model for the South African Economy. South African
Journal of Economics, 78(2):170-191.
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small-open economy?. After estimation the model with the aid of Bayesian
techniques in chapter nine, using the variables that are described in part two,
the model is then evaluated with the aid of impulse response functions. In
addition, the posterior parameter estimates are also discussed, with reference
to parameter estimates that have been derived for other models for the South
African economy.
This chapter also includes a discussion on the role of the exchange rate in
these models, which may be included as an observed variable after making use
of the debt-elastic interest rate (risk) premium to close oﬀ the open economy
features in the model. When using the assumptions that underpin complete
asset markets, it may be shown that it is not possible to include the exchange
rate as an observed variable. The use of a historical variance decomposition is
then used to suggest that the exchange rate contains critical information that
may be used to describe important open economy features in the model.
Chapter ten contains an optimal policy investigation, which seeks to iden-
tify optimal values for the parameters that deﬁne the central bank's reaction
function. This exercise may be used to determine, How do these models as-
sist in the policy-making process?, where the results suggest that to reduce
economic volatility, the central bank should disregard any changes to the ex-
change rate, when setting the path for the policy interest rate. In addition,
the results in this chapter also suggest that there is scope for the central bank
to react more aggressively to changes in the rate of inﬂation.
The penultimate part of this dissertation considers more recent research
into the features of DSGE models.18 It includes an example of a nonlinear
model for the South African economy, which makes use of a technique for
solving a second-order approximation of the model and a nonlinear ﬁlter for
the evaluation of the likelihood function. It considers the methods that may
be used to forecast with these models to address the essential question How
important are nonlinearities in a DSGE model for the South Africa economy?.
The results from this model are compared to linear DSGE models and a large
suite of Vector Autoregressive (VAR) and Bayesian VAR models. The results
suggest that many of the South African macroeconomic variables may include
important nonlinear features, which should be incorporated in the model.
18This part relies on work that has been published in:
 Balcilar, M., Gupta, R. and Kotzé, K. forthcoming. Forecasting Macroeco-
nomic Data for an Emerging Market with a Nonlinear DSGE Model. Economic
Modelling.
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2.1 Introduction
The business cycle constitutes a series of expansionary and contractionary
phases in economic activity that may result from various types of economic
shocks. The relative importance of these shocks is supported by empirical
evidence, where in one of the early macroeconomic models of the business
cycle, Adelman and Adelman (1959) suggested that to model cyclical behaviour
that is consistent with macroeconomic activity, one would need to incorporate
exogenous stochastic shocks to the model equations.1
Since the work of Tinbergen (1939), macroeconomists have tried to model
the relationship between variables that inﬂuence the business cycle with reduced-
form models. These models have been used in various studies to describe the
empirical relationships between money, inﬂation and the business cycle. Vari-
ants of these models are also able distinguish between long-run and short-run
behavioural relationships, which may be of interest in certain policy investi-
gations. Furthermore, as they have been used for an extremely long period of
time, they may be used as a benchmark, against which more recent models
may be compared.
Much of the discussion in this chapter (which relates to the business cycle),
will incorporate details that are encountered when investigating the conduct
of monetary policy, as these models have been extensively used and developed
within this area. In addition, exogenous changes to interest rates (which are
imposed by the central bank) may inﬂuence the economic activity of a partic-
ular country or region; since it has been suggested that they aﬀect asset prices,
expected returns, consumer spending, investment decisions, and a number of
other important economic measures.2
2.2 Historical Findings
One of the most extensive investigations into the conduct of monetary policy
is provided by Friedman and Schwartz (1963), who argued that changes in the
stance of monetary policy result in output ﬂuctuations (which inﬂuences the
business cycle).3 Their evidence goes on to suggest that a tighter monetary
1When evaluating the results of their model, they compare the model's description of
cyclical behaviour to that of the business cycle dating procedure of Burns and Mitchell
(1947).
2Reviews of suggested transmission mechanisms of monetary policy may be found in
Mishkin (1995), Boivin et al. (2010), Mukherjee and Bhattacharya (2011), and others.
3The manuscript is 860 pages and the empirical work spans the sample period 1867 to
1960, using data on the United States economy. The book is also noted for suggesting that
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policy would cause (with long and variable lag) a decline in nominal gross
domestic product.4
However, as the supply of broader monetary aggregates is endogenous,
where an economic expansion may result in an increase in money supply, this
correlation between monetary supply and output growth may be due to the
eﬀect of output growth on money supply (and not the other way around).5
This argument is in line with the earlier evidence of reverse causation that
is provided by Tobin (1970), where he suggests that it may be the case that
output growth causes an increase in money supply. It has subsequently been
supported by King and Plosser (1984) who show that the correlation between
broad money supply and output arises from the endogenous response of the
banking sector to economic disturbances that are not the result of monetary
policy.
In a more recent study, Friedman and Kuttner (1992) suggest that the re-
lationship between measures of money supply and output, where slowdowns
in money lead most business cycle downturns, no longer exists in the data
from 1982 onward. Hence, the early research which considered the relation-
ship between changes to monetary policy and its eﬀect on economic output,
has provided mixed results. One of the reasons for this could be that these
investigations did not always distinguish between the long-run and short-run
eﬀects of monetary policy, which is currently considered to be an important
aspect of such research (Walsh, 2010).
In addition, these early studies were also hampered by the inadequacies of
empirical methods that were used to identify the lag structure for the trans-
mission of monetary policy. For example, much of this research was conducted
with the aid of correlation statistics and basic linear regression models.
2.3 Reduced-Form Modelling
To summarise the more recent evidence on the short term eﬀects of monetary
policy, we may consider the results of various reduced-form models. With the
aid of these techniques, one is able to employ formal statistics that include
Granger causality tests, impulse response functions, and variance decompo-
sitions, to describe the behaviour of variables in a multivariate setting. In
excessively tight monetary policy that followed the boom of the 1920s turned an otherwise
severe recession into the Great Depression of the 1930s.
4Whilst a more expansionary monetary policy would result in output growth that is
temporarily above the long-term trend.
5In the famous debate that was published in the Journal of Post Keynesian Economics,
Basil Moore (1988, 1989) made a strong argument against Charles Goodhart (1989) that
the supply of money is endogenous, as households and ﬁrms have access to credit, which
would prevent central bankers for exuding complete exogenous control over monetary supply.
During an economic expansion, households and ﬁrms would have access to additional credit
in the presence of constant interest rates, as their credit rating would improve.
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addition, this framework would also facilitate investigations into the identi-
ﬁcation of the lag structure, and the distinguishing features of long-run and
short-run behaviour.
Early variants of reduced-form models included the linear simultaneous
equation models, which were developed by the Cowles Commission in 1932.6
This programme sought to develop a synthesis between mathematical mea-
surement and economic theory, by estimating the parameters in a model that
embodied a Keynesian variety of aggregate demand and supply curves. Un-
fortunately, this programme was perceived to be an empirical failure, by the
mid 1960s and was abandoned during the 1970s (Heckman, 2000).
Following concerns relating to the incredible nature of the identiﬁcation
restrictions that were applied to the Cowles Commission model, Sims (1972,
1980a) advocated the use of loosely speciﬁed economic models, such those
that utilise a vector autoregressive (VAR) framework. These models formed
an integral part of monetary policy research, where a number of diﬀerent
identiﬁcation schemes were used to investigate the eﬀects of monetary policy
shocks. An extensive review of this literature is provided by Christiano et al.
(1999), who suggest that when using various forms of VAR models that are
applied to data from the United States, there is a great degree of consensus
that:
. . . after a contractionary monetary policy shock, short term in-
terest rates rise, aggregate output, employment, proﬁts and vari-
ous measures of wages fall, the aggregate price level responds very
slowly, and various measures of wages fall, albeit by very modest
amounts.
To quantify the eﬀect of a monetary policy shock on other critical macroe-
conomic variables Christiano et al. (1999) look to estimate the policy rule of
the Federal Reserve. Whilst their model has an elaborate VAR structure with
a number of important identifying restrictions that allow for more complex
interactions, the policy rule essentially takes the form,
it = %iit−1 + %y,1yt + %y,2yt−1 + %pipit + %ppt + %mmt−1 + t (2.3.1)
where it is the Federal Funds rate, yt is the real GDP growth rate, pit is
the change in the GDP deﬂator (i.e. inﬂation), pt is the change in commodity
prices, mt represents a vector for the change in monetary aggregates, and t is
the monetary policy shock.
This model may be estimated using ordinary least squares (OLS) and the
eﬀects of t on the respective variables (it, yt, pit, pt and mt) can be constructed
6For further details on the Cowles Commission and an evaluation of its contribution to
econometric modelling, see Christ (1995), Epstein (1987), and Morgan (1990).
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from the impulse response functions, which can be derived from the partial
derivatives,
IRFi,j =
∂it+j
∂t
, IRFy,j =
∂yt+j
∂t
,
IRFpi,j =
∂pit+j
∂t
, , IRFm,j =
∂mt+j
∂t
These impulse response functions, which describe the dynamic responses
of the above variables to a monetary policy disturbance, are contained in
ﬁgure (2.1).7 They suggest that a contractionary monetary policy shock of
one standard deviation would cause the Federal Funds rate to increase by
0.75% during the initial period, before it returns to its long-run level after 5
quarters. The shock also results in a decline in output that reaches a trough
after 5 quarters, where it declines by 0.5%, before it slowly moves back towards
its long-term level. Note that after 15 quarters, output is yet to return to
its original level, which would suggest that whilst the response of output to
monetary policy is relatively large, these eﬀects are also relatively persistent
(but not permanent).
With regards the response of broad based inﬂation, it takes over 4 quarters
to respond to the monetary policy shock. This has lead researchers to suggest
that the transmission of monetary policy to inﬂation occurs largely through a
persistent reduction in output growth (Christiano et al., 1999). In addition, it
also may support the argument that the response of dynamic economic agents
may result in behaviour that arises in the presence of signiﬁcant price rigidities
(Galí, 2008).
Note that whilst there is broad agreement about the direction of these
variables, there is some disagreement about the quantum of the movements
that should be provided by the impulse response functions. In addition, there
is also some disagreement about the fraction of variation in each variable that
is explained by a monetary policy shock. For example more recently, Uhlig
(2005) has suggested that monetary policy shocks account for between 5% and
10% of output volatility, which is similar to that of the ﬁndings in Altig et al.
(2011) where they account for 9% of the volatility. These ﬁndings would seem
to contradict those of Christiano et al. (2005), who suggested that monetary
policy accounts for between 15% to 38% of output volatility.
2.4 South African Evidence
All of the quantitative results that were presented above made use of data from
the United States. When considering the eﬀects of a South African monetary
policy shock on output, Du Plessis et al. (2007) and Cuevas and Topak (2009)
7A conﬁdence interval of 95% is included in these diagrams.
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Figure 2.1: Impulse Response Functions - Christiano et al. (1999)
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 2. STYLISED BUSINESS CYCLE FEATURES 17
have suggested that this eﬀect may be smaller than what is reported for the
United States. In particular, Du Plessis et al. (2007) noted that for a monetary
policy shock of one standard deviation, the real interest rose by approximately
3.5%, which resulted in an output decline of less than 0.5% after 5 quarters
before it returned to its original level. Furthermore, when considering the
eﬀect of a monetary policy shock on South African inﬂation, the results of the
South African Reserve Bank Core Forecasting Model suggested that inﬂation
reacted by about 0.35% after 7 quarters, following a 1% change in interest
rates (Smal et al., 2007).
More recently, Gumata et al. (2013) made use of a large-scale Bayesian
VAR model to consider the eﬀects of a monetary policy shock of 1%. The
eﬀect of this shock on output and inﬂation may be seen in ﬁgure (2.2), where
output declined by less than 0.05% after 4 quarters and inﬂation declined by
about 0.12% after 5 quarters.8 These results would support previous ﬁndings,
which suggested that the eﬀect of a monetary policy shock in South Africa
may be smaller than what is reported for the United States. However, there is
some disagreement on the exact quantum of the response of key macroeconomic
variables to such a shock.9
2.5 Critique of Reduced-Form Evidence
One of the most important critiques of these traditional types of reduced-form
models is that they do not allow for the explicit incorporation of expected
future values of variables. This would prevent these models from describing
behaviour that is consistent with the forward-looking decisions of economic
agents, since the identiﬁcation of the impulse response functions and the timing
of these responses would be incorrect. As such, reduced-form models would
not be able to provide a suitable description of an inﬂationary process that
may depend upon the economic agent's expectations of future activity.
This feature is also important within the context of monetary policy, where
central banker's make use of expected future values of key macroeconomic
variables before they set interest rates. In particular, when implementing an
inﬂation forecast targeting framework, policy-makers are guided by the ex-
pected future value of inﬂation, which may be provided by various forecasting
models.10 After evaluating the behaviour of the South Africa Reserve Bank,
8After comparing various transmission mechanisms in their model that includes 165
variables, Gumata et al. (2013) ﬁnd that the transmission of a South African monetary
policy shock largely occurs through output (i.e. the interest rate channel).
9The studies that have been cited above make use of diﬀerent datasets and sample
periods. As such, one should expect to ﬁnd some variation in the eﬀect of shocks on other
variables.
10See, Svensson (1997) and Svensson (2005) for an articulate description of the inﬂation
forecast targeting framework.
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Figure 2.2: Impulse Response Functions - South Africa - Gumata et al. (2013)
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Du Plessis (2002) has suggested that this practice has also been followed by
the domestic central bank.
Further critiques are provided by those who consider the applicability of
these models. For example, Heckman (2000) has noted that it is often diﬃcult
to interpret the results of unrestricted VAR-based models, particularly when
they make use of a relatively large number of variables in the policy function.
In such cases, it is often diﬃcult to determine which of the variables in the
model is responsible for generating the results. He also added support to the
critique of Leamer (1983), who argued that in many of these models, the choice
of variables would appear to be somewhat arbitrary, which may detract from
their relevance.
In addition, Rudebusch (1998) has noted that a number of important empir-
ical results from VAR models would appear to be unreasonable. For instance,
a number of models (including Christiano et al. (1999)) have suggested that
prices would initially rise after a rise in interest rates, which gives rise to a
price puzzle. Whilst the inclusion of commodity prices in the model would
appear to minimise this eﬀect, it is nervertheless apparent in many results.
Sims (1992) suggested that this result may be attributed to the fact that VAR
models are not able to include variables that may be used to predict future
inﬂation. Hence, when these omitted variables intimated an increase in inﬂa-
tion, the central bank would increase interest rates. As such, an increase in
interest rates may be associated with an increase in observed inﬂation over the
short-term.
This argument is of importance within the context of VAR models, as
an increase in interest rates that is due to the omitted variables would be
incorporated in the residual. This would imply that the error term may contain
information that is not consistent with a deﬁnition of unexplained monetary
policy shocks (i.e. they are incorrectly identiﬁed), which would result in biased
impulse response functions (Stock and Watson, 2001).
After investigating the residuals from a number of VAR models, which are
used to characterise monetary policy shocks, Rudebusch (1998) noted that the
shocks from these models did not correspond with the policy actions of the
central bank that had occurred during the period under investigation. Hence,
none of the speciﬁcations that he considered were able to provide a suitable
description of past monetary policy actions.
In addition, Rudebusch (1998) has also noted that the residuals from the
various VAR models that he speciﬁed were not highly correlated, which would
suggest that the results of these models are not consistent. This ﬁnding is
supported by Stock and Watson (2001), where after implementing modest
changes to the speciﬁcation of the monetary policy rule, they noted substantial
changes in the impulse response functions. They also found that there is
widespread instability in the parameters of policy rules that were speciﬁed
with VAR models in their earlier research (Stock and Watson, 1996).
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2.6 Conclusion
This stylised representation of temporary economic ﬂuctuations suggest that
monetary policy aﬀects the business cycle over a number of periods. However,
the use of reduced-form models are severely limited in the sense that they are
not able to account for the forward-looking decisions of economic agents and
may provide results that are largely inﬂuenced by shocks that have been poorly
identiﬁed. These mis-speciﬁcation errors would appear to provide a relatively
poor description of the eﬀects of a monetary policy shock on inﬂation, which
may limit their usefulness when used for policy investigations.
In an eﬀort to provide a consistent description of the business cycle and
the eﬀects of monetary policy, Kydland and Prescott (1982), Galí (2002) and
many others, sought to make use of an alternative modelling framework that
incorporated explicit microeconomic foundations. This lead to a new direction
in the empirical research that was conducted on business cycles and these
eﬀorts have been described in the following two chapters.
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3.1 Introduction
The foundations for many modern structural macroeconometric models for the
business cycle, arise out of the Real Business Cycle (RBC) literature, which
places emphasis on the eﬀect of real shocks on the business cycle.1 These
models integrate aspects that aﬀect economic growth and business cycle ﬂuc-
tuations within a single framework, where agents maximise their intertemporal
utility, subject to the shocks that have already been realised, as well as those
that are expected in the near future.
The literature builds upon the work of Kydland and Prescott (1982), who
made use of a dynamic general equilibrium model to describe the behaviour of
economic agents that form rational expectations about the future. Their re-
sults suggest that these models describe certain features of the macroeconomic
data particularly well.2 Additional key references of models from the original
RBC literature include, Hansen (1985), Prescott (1986), King et al. (1988a),
King et al. (1988b), Cooley and Prescott (1995), King and Rebelo (1999), and
King et al. (2002).
RBC techniques have been used extensively in the literature, and as a result
they serve as an important benchmark, against which subsequent developments
are currently assessed. In addition to their use for describing and forecasting
economic behaviour, they have been used for general policy analysis and for
investigations into optimal ﬁscal and monetary policy.3 This is an important
aspect of macroeconomic modelling; for as Lucas (1980) notes,
One of the functions of theoretical economics is to provide fully ar-
ticulated, artiﬁcial economic systems that can serve as laboratories
in which policies that would be prohibitively expensive to experiment
with in actual economies can be tested out at much lower cost.
In this chapter we introduce a simple economic model that has a number
of features that are characteristic of the original RBC model of Kydland and
Prescott (1982) to show the eﬀect of a technology shock on output in section
3.2. This model seeks to describe the role of a number of representative agents
1An example of a real shock would include a change to the nature of the production
process, which may be reported as shock to technology with the use of the speciﬁcation of
Solow (1956, 1957).
2The work of Kydland and Prescott (1982) builds on prior work by Lucas and Prescott
(1977). The ﬁt of the Kydland and Prescott (1982) model is assessed by comparing corre-
lations of the model variables with correlations of actual economic data.
3The parameters in these models may be policy invariant, which would infer that these
models satisfy the Lucas (1976) critique, when used to consider the eﬀects of a change to
economic policy.
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for households and ﬁrms. The agents will then interact in the goods and
labour markets to derive some form of steady state (or equilibria), which may
be described by a linearised closed-form solution.
Important extensions to early real business cycle models, incorporate a role
for central banks within this modelling framework, to allow for an analysis into
the role of monetary policy. Early variants of these models included the work
by Cooley and Hansen (1989), which maintained the standard RBC features
of perfect competition and fully ﬂexible prices and wages. An example of
these types of models is contained in section 3.3, where we will see that this
framework suggests that monetary policy does not have a signiﬁcant impact
on real variables (such as output and employment).4
3.2 The Eﬀects of Technology Shocks
In the following model, we describe the foundations of the RBC model with
capital accumulation, in an extremely small model that seeks to focus our
attention on the eﬀects of a technology shock. As such, this model is able
to capture most of the essential characteristics of the model of Kydland and
Prescott (1982).5
3.2.1 Households
In this model, it is assumed that households maximise consumption, Ct and
leisure, 1−Nt, where Nt represents labour input. In this case we make use of
a simple logarithmic utility function,
U = E0
∞∑
t=0
βt [logCt + ψ log(1−Nt)] (3.2.1)
where the subjective time preference factor, β, is used to infer that the
household has a preference for consuming sooner rather than later. It may then
be assumed that in this closed-economy model, the national income identity
assumes that income, Yt, is either consumed, Ct, or invested, Xt. This provides
us with the expression,
Yt = Ct +Xt (3.2.2)
To describe the evolution of capital, we assume that the capital stock,
Kt, depreciates by δ; whilst investment, Xt would replenish the capital stock.
Hence,
Kt+1 = (1− δ)Kt +Xt (3.2.3)
4This ﬁnding is in contrast with a large body of evidence, including Friedman and
Schwartz (1963) and Christiano et al. (1999).
5This model is notably smaller than that which is presented in Kydland and Prescott
(1982), to facilitate as easier explanation.
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which could be used to describe investment as Xt = Kt+1 − (1− δ)Kt.
Income in this model is derived from the total factor payments (as there is
no proﬁt or dividend distribution that is transferred back to the household).
This would imply that income is derived from wages Wt and interest (or cost
of capital) rt, where,
Yt = WtNt + rtKt (3.2.4)
Therefore, in any given period, the consumer faces a tradeoﬀ between con-
suming and investing their income, as suggested by (3.2.2). If they should
choose to invest then they will increase the capital stock, as suggested by
(3.2.3). This would allow them to increase their income, as suggested by
(3.2.4), which may allow them to consume more in future.
Combing (3.2.4), (3.2.2) and (3.2.3) would also allow us to write the budget
constraint as,
Ct +Xt = WtNt + rtKt
∴ Ct +Kt+1 = WtNt + rtKt + (1− δ)Kt
This budget constraint could be thought of as an accounting identity, with
total expenditures on the left-hand-side and revenues (which include the liq-
uidation value of capital stock) on the right-hand-side.
To derive the maximum amount of consumption, labour and capital stock,
we can establish the Lagrangian,
LCt,Nt,Kt+1 = E0
∞∑
t=0
βt {[logCt + ψ log(1−Nt)] + . . .
. . . λt [WtNt + rtKt + (1− δ)Kt − Ct −Kt+1]}
with the accompanying partial derivatives,
∂L
∂Ct
=
1
Ct
− λt = 0 (3.2.5)
∂L
∂Nt
=
ψ
1−Nt + λtWt = 0 (3.2.6)
∂L
∂Kt+1
= −λt + βrt+1λt+1 + β(1− δ)λt+1 = 0 (3.2.7)
Summarizing expression (3.2.5) and (3.2.6),
λt =
1
Ct
and Wt =
ψ/(1−Nt)
λt
which leaves us with the labour supply equation that links labour positively
to wages and negatively to consumption (i.e. the wealthier the representative
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agent, the more leisure they make use of, if they were encountered a signiﬁcant
decrease in their marginal utility of consumption).
ψ
Ct
1−Nt = Wt (3.2.8)
Similarly, using (3.2.7) and (3.2.5),6
λt = βEtrt+1λt+1 + βEt(1− δ)λt+1 where λt = 1Ct and λt+1 =
1
Ct+1
This provides us with the Euler equation in consumption, which captures
the intertemporal tradeoﬀ between consuming during the present or future
period,
1
Ct
= βEtrt+1
1
Ct+1
+ βEt(1− δ) 1
Ct+1
= βEt
[
1
Ct+1
(1 + rt+1 − δ)
]
(3.2.9)
Note that this expression suggests that the decision to consume either now
or in the future is dependent upon the interest rate (rate of the return on
capital) and the rate of depreciation.
3.2.2 Firms
If we assume that the representative ﬁrm faces a neoclassical production func-
tion, with constant rate of substitution, which is deﬁned as,
Yt = K
α
t (e
AtNt)
1−α (3.2.10)
where α is the capital elasticity in the production function, with 0 < α < 1.
In this case, At captures labour augmenting technology which evolves according
to an autoregressive process,
At = ρAt−1 + t (3.2.11)
where ρ is a parameter that captures the persistence of a shock to the
technological process, and the properties of the stochastic shock are, t ∼
N (0, σ). The ﬁrm would then seek to maximise proﬁts, Πt, for a given price
level and wage rate, such that,
Πt = Yt −WtNt − rtKt (3.2.12)
6Note, we make use of the expectations operator to establish that the expectations for
the values of variables in period t+ 1 are formed in period t.
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where they now need to pay interest on borrowed capital, rtKt. Hence, to
maximise proﬁts ﬁrms would need to minimise real costs that depend upon
the respective values of Nt and Kt. Therefore, the problem of the ﬁrm, which
is subject to the constraint of the production function, may be summarised by
the Lagrangian,
LΠ,t = Yt −WtNt − rtKt + λt
[
Kαt (e
AtNt)
1−α − Yt
]
This expression allows one to derive the partial derivatives,7
∂LΠ,t
∂Yt
= 1− λt = 0
∂LΠ,t
∂Nt
= −Wt + λt
[
(1− α)Kαt (eAtNt)1−αN−1t
]
= 0
∂LΠ,t
∂Kt
= −rt + λt
[
αKα−1t (e
AtNt)
1−α] = 0
Now, since λt = 1, the other expressions will simplify to,
Wt = (1− α)Kαt (eAtNt)1−αN−1t (3.2.13)
rt = αK
α−1
t (e
AtNt)
1−α (3.2.14)
These expression could be combined to derive the capital to labour ratio
(which describes the relationship between payments to factors of production),
so by dividing (3.2.14) by (3.2.13), we get,
rt
Wt
=
αKα−1t (e
AtNt)
1−α
(1− α)Kαt (eAtNt)1−αN−1t
=
αK−1t
(1− α)N−1t
=
α
(1− α)
Nt
Kt
Hence,
rtKt =
α
(1− α)NtWt (3.2.15)
This relationship suggests that the capital to labour ratio is dependant
upon the elasticity of capital, as well as the respective interest and wage rate.
7Note that we may express the derivative of f = ax as f ′(x) = x(a)x−1 or f ′(x) =
x(a)x(a)−1.
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3.2.3 Choice of parameter values
This model makes use of six parameters for, α, β, δ, ψ, ρ, and σ, which may
be used to simulate the eﬀect of technology shock. Calibration techniques
may then be used to mimic features of an actual economy. These techniques
may also be used to consider the implications of changes to economic policy
as described in Lucas (1980).8 In addition, when defending the use of these
techniques, Prescott (1986) notes,
The models constructed within this theoretical framework are nec-
essarily highly abstract. Consequently, they are necessarily false,
and statistical hypothesis testing will reject them. This does not
imply, however, that nothing can be learned from such quantitative
theoretical exercises.
The values for these parameters are largely calibrated to those that are
contained in Kydland and Prescott (1982). The parameter α represents the
percentage of total output that goes towards the costs of capital used in pro-
duction, and (1−α) represents labour's share of output. Using microeconomic
evidence for the United States, Kydland and Prescott (1982) suggested that
for their sample period, this parameter should have a value of 0.36.
Similarly, they suggest that the subjective time discount factor is assumed
to take a value of 0.99 and the rate of depreciation is given as 10% per annum.
To characterise the results from non-separable utility from leisure at diﬀerent
points in time, we make use of a Frisch elasticity of labour supply of 1.75, which
is within the range proposed by King and Rebelo (1999). The persistence of a
technology shock is purported to be quite high, where a value of 0.95 is used in
this empirical exercise and the standard deviation of the shock to technology
would induce an initial increase of 1% in technology.
3.2.4 Model results
The impulse response functions for this model are provided in ﬁgure (3.1).
They suggest that a shock to technology has resulted in an initial increase in
technology of 1%. Thereafter, the value of at returns towards its steady-state
over an extended period of time. Note that the shock to technology has also
resulted in a relatively large and persistent eﬀect on output, which initially
increased by over 1%. The remaining impulse response functions suggest that
most of the other variables are pro-cyclical, as consumption, capital, employ-
ment and productivity (output per worker) all move with output.
These results provide empirical support for the argument of Kydland and
Prescott (1982), who suggested that shocks to real variables may inﬂuence the
8A more detailed discussion of this practice is contained in Kydland and Prescott (1991,
1996).
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 3. THE REAL BUSINESS CYCLE MODEL 28
business cycle, despite the fact that this particular model does not incorporate
a role for monetary policy. This ﬁnding was extremely important at the time,
as Friedman (1968) had suggested that the dominant cause of business cycle
ﬂuctuations was monetary policy.
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Figure 3.1: Impulse Response Functions - RBC model with technology shock
When considering the data adherence of this model we can compare the
statistical properties of the model generated variables with the moments of
observed data. Since the focus of this evaluation is on the degree to which the
model ﬁts the business cycle, we focus primarily on the second moments (or
volatility) of the respective data. In addition, researchers also usually compare
the degree to which the respective variables are correlated with output, as well
as their ﬁrst order autocorrelation, which gives an indication of persistence.
To extract the business cycle component from a particular variable, one
would usually remove the long-term trend from the data. Deviations from
this trend are then referred to as the cyclical component. The most widely
used technique for extracting the (stochastic) trend from economic data is to
make use of the ﬁlter that was developed by Hodrick and Prescott (1980).
Tables (3.1) and (3.2) summarise the results that are provided in Kydland and
Prescott (1982), where the moments for the data relate to the post war sample
for the United States between 1950Q1 and 1979Q2.9
The autocorrelation coeﬃcients in table (3.1) suggest that the level of per-
sistence in output data is replicated by model. In addition, the standard devi-
ations of the variables in the model are largely consistent with the data, where
table (3.2) suggests that the volatility of consumption is much less than the
9In this example, the autocorrelations from the ﬁltered data are compared to the simu-
lated data that is provided by the model.
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AC (1) AC (2) AC (3) AC (4) AC (5) AC (6)
Model 0.71 0.45 0.28 0.19 0.02 -0.13
Data 0.84 0.57 0.27 -0.01 -0.20 -0.3
Table 3.1: Autocorrelation of Output - RBC model with technology shock
volatility that in investment, whilst the volatility in productivity is less than
the volatility in employment. Furthermore, when considering the correlation
of the model variables with output, we note once again, that almost all the
variables are strongly pro-cyclical, as consumption, investment, employment,
productivity and inventories all move with output.
Standard Deviation Correlation with Yt
Model Data Model Data
Yt 1.8 1.8 - -
Ct 0.63 1.3 0.94 0.74
Xt 6.45 5.1 0.8 0.71
Nt 1.05 2 0.93 0.85
Productivity 0.9 1 0.9 0.1
Inventories 0.89 1.7 -0.15 0.51
Table 3.2: Standard Deviation and Correlation with Output
3.2.5 Criticism of Kydland and Prescott (1982)
Whilst the methodological contribution of this paper is extremely impressive,
there are a number of characteristics that are not replicated by the data.
For example, most RBC models perform poorly when seeking to replicate the
volatility of interest rate data. In addition, real interest rates are usually too
pro-cyclical relative to the data, where they lead output in the model, whereas
actual data suggests that interest rates should lag output (King and Watson,
1996).
Several authors have also criticized RBC models on the grounds that they
don't seem particularly realistic (Summers, 1986). For example, to generate
ﬂuctuations that resemble those in the United States, one needs large, high
frequency variation in the technology shock. Within the conﬁnes of this broad
RBC structure, no other shock (e.g. government spending, preferences, mon-
etary policy, etc.) can be the main driving force behind the data, although
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adding other shocks could improve the overall correlations. Hence, there is a
limited role for stabilisation policy through either monetary or ﬁscal policy.10
In addition, Summers (1986) notes that the use of a technology shock that is
normally distributed is unappealing in the sense that there should be an equal
amount of positive and negative technology shocks. There are also diﬃculties
that surround the deﬁnition of negative technology shocks, which would be
required to induce a recession or trough in the cycle.
Owing to these critiques, much of business cycle research since the 1980s
has been involved in modifying the basic model to allow for other shocks to
matter in a way that they can't in this model (e.g. incorporate meaningful
monetary policy shocks that may aﬀect the values of real variables). In addi-
tion, researchers also sought to generate better and more realistic mechanisms
that would allow for smaller shocks (as opposed to large technology shocks) to
produce observed business cycle behaviour.
3.3 Monetary Policy in a Flexible-Price Model
The inﬂuential work of Cooley and Hansen (1989) and others allowed for the
incorporation of money into an RBC model. This model makes use of the
popular Cash-In-Advance speciﬁcation, which is discussed in Lucas and Stokey
(1987), where agents are required to carry over money from the previous period
to make their purchases. This allowed for early investigations into the eﬀects
changes in monetary stocks and prices, which are important facets of monetary
policy (and were particularly relevant during this period of time).
Modern monetary policy is largely conducted with the aid of policy rules,
such as those discussed in Woodford (2003). The essential features of a RBC
model that may be used to investigate the eﬀects of monetary policy, where
there is perfect competition and ﬂexible prices, is discussed below. In this
model, it is not necessary to include the Cash-In-Advance speciﬁcation and
to simplify the description of the model, we abstract from this additional
feature.11
10The use of a logarithmic utility and Cobb-Douglas production functions may also give
rise to low variations in hours worked, since the income eﬀect cancels out the substitution
eﬀect. In an attempt to address this feature of the model, Hansen (1985) developed a
speciﬁcation that incorporated an indivisible labour function.
11Galí (2008) shows that the inclusion of money in the utility function does not aﬀect
the quantitative implications of the model, with respect to the eﬀects of a shock on the real
variables that have been included in this speciﬁcation.
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3.3.1 Households
Consider the household of a representative economic agent that seeks to max-
imise the following utility function,
max
Ct,Nt
U = E0
∞∑
t=0
βt [Ct, Nt] (3.3.1)
where Ct and Nt refer to consumption and labour at time t. Total utility
is represented by U , the subjective discount factor is β, and E0 is the expec-
tations operator that is conditional on current information. As in most eco-
nomic problems, it is assumed that utility increases with additional amounts
of consumption (and less units of labour), but at decreasing rates. As such
the marginal utility of consumption is positive and non-increasing, whilst the
marginal disutility of labour is positive and non-decreasing.12
This maximisation problem is subject to the following budget constraint,
PtCt +QtBt = WtNt +Bt−1 +Ht (3.3.2)
where Pt is the price of consumable goods, Bt is the quantity of bonds,
and Qt represents the diﬀerence between the principle amount invested and
the maturity value.13 Wages are reﬂected by Wt and the nominal lump-sum
transfers are represented by Ht (which could include proﬁt distributions).
14
In addition to the above constraint, we also assume that the household is
subject to a solvency constraint that prevents it from engaging in Ponzi-type
12Here we make use of a non-separable utility function. In the following section we make
use of separable utility function, which features more prominently in applied research.
13Note that we could avoided the use of Qt to rather express the budget constraint in
terms of, Bt = (1+it)Bt−1, where it is the real interest rate. This would imply thatQt = (1+
it)
−1, such that the budget constraint could be written as, PtCt+Bt = WtNt+Bt−1(1+it)+
Ht, which could be expressed as, PtCt+(Bt −Bt−1) = WtNt+(it)Bt−1+Ht. Alternatively,
we could make use of the timing convention, PtCt + ∆Bt+1 = WtNt + (it)Bt +Ht. In this
case, the left-hand side represents household expenditure, which incorporates consumption
expenditure and savings. Similarly, the right-hand side represents household income, which
incorporates wages from labour, interest on savings and lump-sum transfers that include the
repatriation of proﬁts back to households. The reason for making use of the expression Qt
in the above budget constraint, instead of it, is that we are going to log-linearise this model
around the steady-state. In this case, taking the logarithmic transformation of the interest
rate would be inappropriate, as interest rates are already expressed in percentage terms. To
avoid the use of exponential terms in this expression, (i.e. exp(1 + it)), we rather make use
of Qt. Therefore, when log-linearising Qt we will derive an expression for the interest rate,
logQt = log
(
1
exp(1 + it)
)
= −(1 + it)
No matter which budget constraint you are more familiar with, you should appreciate that
they are essentially describing the same phenomena.
14Introducing prices for consumer goods allows us to consider the evolution of consumer
price inﬂation.
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schemes, where,
lim
T→∞
= Et (BT ) ≥ 0 (3.3.3)
As such, households are not able to borrow indeﬁnitely, but they are allowed
to save (until the end of time). For the above utility function, budget constraint
and the Ponzi constraint, the ﬁrst order conditions could be found by setting
up the Lagrangian,
LCt,Nt,Bt = E0
∞∑
t=0
βt
{[
UCt , U
N
t
]
+ . . .
. . . λt [WtNt +Bt−1 +Ht − PtCt −QtBt]}
with the accompanying partial derivatives,
∂L
∂Ct
= UCt − λtPt = 0 (3.3.4)
∂L
∂Nt
= UNt + λtWt = 0 (3.3.5)
∂L
∂Bt
= −Qtλt + βEtλt+1 = 0 (3.3.6)
Note that (3.3.6) is possibly not as straightforward as the previous results,
since we need to diﬀerentiate Bt−1 with respect to Bt. which requires the
use of λt+1. This expression would also need to be multiplied through by the
subjective time preference rate β1, since it relates to future behaviour.
Hence, for the expressions (3.3.4) and (3.3.5),
UCt = λtPt and λt = −U
N
t
Wt
UCt = −
UNt
Wt
Pt s.t.
UCt
UNt
= − Pt
Wt
This would leave us with the expression,
−U
N
t
UCt
=
Wt
Pt
(3.3.7)
where the left-hand-side represents the marginal rate of substitution be-
tween consumption and labour and the right-hand-side is the relative price of
leisure.
Similarly, using (3.3.6) and (3.3.4),
Qt = βEt
λt+1
λt
where λt =
UCt
Pt
and λt+1 =
UCt+1
Pt+1
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Substituting in for λt and λt+1,
Qt = βEt
[(
UCt+1
Pt+1
)
Pt
UCt
]
and rearranging,
Qt = βEt
[(
UCt+1
UCt
)
Pt
Pt+1
]
(3.3.8)
where the right-hand-side represents the marginal rate of substitution be-
tween Ct and Ct+1 to the relative price of consumption in period t, which is a
function of interest rates (as provided on the left-hand-side).
3.3.2 Incorporating separable preferences
To derive a more meaningful result, we may invoke the use of a utility func-
tion with separable preferences for consumption and labour. The most pop-
ular speciﬁcation was originally applied in King et al. (1988a), where they
incorporate σ, which represents the inverse of the intertemporal elasticity of
substitution in consumption. Similarly, γ, represents the inverse of the Frisch
elasticity of labour supply.15
max
Ct,Nt
U = E0
∞∑
t=0
βt
[
C1−σt
1− σ −
N1+γt
1 + γ
]
(3.3.9)
Using the utility function in (3.3.9), the budget constraint in (3.3.2), and
the Ponzi constraint in (3.3.3), the ﬁrst order conditions could be found by
setting up the Lagrangian,
LCt,Nt,Bt = E0
∞∑
t=0
βt
{[
C1−σt
1− σ −
N1+γt
1 + γ
]
+ . . .
. . . λt [WtNt +Bt−1 +Ht − PtCt −QtBt]}
where we can derive the partial derivatives,
∂L
∂Ct
= C−σt − λtPt = 0 (3.3.10)
∂L
∂Nt
= −Nγt + λtWt = 0 (3.3.11)
∂L
∂Bt
= −Qtλt + βEtλt+1 = 0 (3.3.12)
15The speciﬁcation of this utility function is consistent with the neoclassical growth
model, where balanced growth occurs along the optimal steady-state. A full description
and derivation of the implications of this utility function is provided in King et al. (2002).
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Hence, for the expressions (3.3.10) and (3.3.11),
1
Cσt
= λtPt and λt =
Nγt
Wt
1
Cσt
=
Nγt
Wt
Pt s.t.
1
Cσt N
γ
t
= Pt
Wt
This would leave us with,
Wt
Pt
= Cσt N
γ
t (3.3.13)
Similarly, using (3.3.12) and the (3.3.10),
Qt = βEt
λt+1
λt
where 1
λt
= Pt
C−σt
and λt+1 =
C−σt+1
Pt+1
Substituting in for λt and λt+1,
Qt = βEt
[(
C−σt+1
Pt+1
)
· Pt
C−σt
]
and rearranging,
Qt = βEt
[(
Ct+1
Ct
)−σ
Pt
Pt+1
]
(3.3.14)
Hence, the use of the relative price of leisure (3.3.13) and the intertem-
poral rate of consumption (3.3.14), would summarise the optimal activities of
households in this economic model. We may then derive log-linear expressions
for these solutions as described in the appendix.16 Hence, for (3.3.13),
wt − pt = σct + γnt (3.3.15)
where the lowercase letters, wt, pt, ct and nt refer to the log-linear coun-
terparts of Wt, Pt, Ct and Nt, respectively. This expression could suggests
that the quantity of labour is a function of the real wage and the level of
consumption.
The log-linear expression for (3.3.14) could also be derived for the rela-
tionship that described intertemporal consumption for deviations from steady
state,17
ct ≈ Et [ct+1]− 1
σ
(it − ρ− Et [pit+1]) (3.3.16)
16See, (B.3.6).
17See, (B.3.5).
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3.3.3 Firms
Assume that the representative ﬁrm has a type of Cobb-Douglas production
function that is given by,
Yt = AtN
1−α
t (3.3.17)
where Yt represents output and At represents the level of technology. The
parameter α is then used to describe the elasticity of labour. It is further
assumed that technology shocks are fairly persistent, and as such, we make
use of an AR(1) process to describe these features of the shock,
at = ρ
aat−1 + at
where the distribution of the stochastic shock takes the form, at ∼ [0, 1].
Each ﬁrm would then seek to maximise proﬁts, Πt, for a given price level and
wage rate, such that,
max
Πt
Πt = PtYt −WtNt
To maximise this function, subject to the constraint in (3.3.17), formulate
the Lagrangian as,
LΠ,t = PtYt −WtNt + λt
(
AtN
1−α
t − Yt
)
This expression allows one to derive the partial derivatives,
∂LΠ,t
∂Yt
= Pt − λt = 0 (3.3.18)
∂LΠ,t
∂Nt
= −Wt + λt(1− α)AtN−αt = 0 (3.3.19)
Making use of (3.3.18) we can derive the expression,
λt = Pt
which can be substituted into (3.3.19), such that,
Wt = Pt(1− α)AtN−αt
∴ Wt
Pt
= (1− α)AtN−αt (3.3.20)
This would imply that the ﬁrm hires labour and makes use of the level of
available technology, up to the point where marginal product equals the real
wage. This expression can then be expressed in log-linear terms,18
wt − pt = at − αnt (3.3.21)
18See, (B.3.7).
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3.3.4 Monetary policy rules & shocks
One of the most insightful papers in the monetary policy literature is that
of Taylor (1993). He suggested that during the Greenspan period, the stance
of monetary policy could be explained by the output gap and a deviation
in inﬂation from a 2% target.19 The speciﬁcation of the monetary policy
reaction function has been modiﬁed slightly in more recent models and it may
be argued that the central bank currently conducts policy by changing the
nominal interest rate according to the following rule,
it = %iit−1 + (1− %i) [%pipit + %yy˜t] + it (3.3.22)
In this speciﬁcation, the term %i is termed the smoothing parameter and
usually takes on a value of 0.75, whilst %pi and %y refer to the reaction of
central bank to inﬂation and deviations from the output gap (which usually
take values of approximately 1.5 and 0.5 for the United States). The monetary
policy shock is then described by it that results from a sudden rise in the central
bank interest rate. It is assumed that the distribution of this stochastic shock
would take a form, where it ∼ [0, 1].20
Where we would look to incorporate an expression for an inﬂation forecast
targeting central bank, then we could rewrite the above monetary policy rule
as,
it = %iit−1 + (1− %i) {%piEt [pit+1] + %yy˜t}+ it
Note that the relationship between real and nominal interest rates is given
by the expression, rt = it − Et [pit+1]. In the RBC model, it is assumed that
prices are perfectly ﬂexible, and as such they will adjust to any shock to
nominal interest rates, to leave real interest rates unchanged. This would
imply that real interest rates are unaﬀected by changes to monetary policy,
which is an important consideration that forms the basis of the New Keynesian
framework.
3.3.5 Steady-state & technology shocks
The underlying presumption of these models is that the economic system is
stable in that there are forces that will draw it to a point of general equilibria.
19This rule also takes on a normative perspective, as Taylor (1993) argued that it could
be used as a general guiding principle to describe the degree to which central banks should
change interest rates in response to changes in the inﬂation and the output gap. Indeed, Tay-
lor (2009) has suggested that one of the contributing factors to the recent Global Financial
Crisis, of 2007/8 was that the Federal Reserve Bank strayed too far from this rule.
20Since these expressions are linear, no further manipulation is necessary. Whilst the
monetary policy rule that is provided in (Galí, 2008, ch. 2), diﬀers slightly to that which is
provided here, it captures many of the same features.
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However, this system is also subject to various stochastic shocks which will
temporarily move the system away from these points of equilibria. After de-
scribing the behaviour of household, ﬁrm and central bank one is able to derive
the relationships that describe the steady-state and the subsequent eﬀect of
shocks.
To identify the steady-state, we would need to set the log-linear expressions
oﬀ against one another. In this model the goods market will clear when all
output is consumed, as we have not included aggregate demand components
like investment, government purchases, or net exports.21 Therefore,
yt = ct (3.3.23)
Making use of the Cobb-Douglas aggregate demand function in (3.3.17),
we may describe output in log-linear terms,22
yt = at + (1− α)nt (3.3.24)
The equilibrium levels of employment and output could be derived by
combining the log-linear expressions (3.3.15) and (3.3.21), with (3.3.23) and
(3.3.24).
wt − pt = wt − pt
∴ σct + γnt = at − αnt
∴ σ [at + (1− α)nt] + γnt = at − αnt
∴ σ(1− α)nt + γnt + αnt = at − σat
∴ [σ(1− α) + γ + α]nt = (1− σ)at
∴ nt =
1− σ
σ(1− α) + γ + αat (3.3.25)
This expression may be summarised to show that the equilibrium levels of
employment is a function of technology,
nt = ψ
naat (3.3.26)
where, ψna = 1−σ
σ(1−α)+γ+α .
Then by substituting this expression into (3.3.24), it may be shown that
for output,
yt = at + (1− α)nt
= at + (1− α) (1− σ)
σ(1− α) + γ + αat
=
[σ(1− α) + γ + α] + [(1− α)(1− σ)]
σ(1− α) + γ + α at
=
1 + γ
σ(1− α) + γ + αat
21See, (B.3.2) for the log-linearisation.
22See, (B.3.1).
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Once again, this could be summarised to show that the equilibrium level
of output is also a function of technology,
yt = ψ
yaat (3.3.27)
where, ψya = 1+γ
σ(1−α)+γ+α .
We may then derive an expression for the implied real interest rate, rt,
where rt = it − Et [pit+1], using (3.3.16) and (3.3.23).
yt = Et [yt+1]− 1
σ
(it − ρ− Et [pit+1])
∴ 1
σ
(it − Et [pit+1]) = Et [yt+1]− yt + 1
σ
ρ
∴ it − Et [pit+1] = σ (Et [yt+1]− yt) + ρ
∴ rt = σEt [∆yt+1] + ρ
Using the expression for yt in (3.3.27), we may write the above expression
as,
rt = ρ+ σψ
yaEt [∆at+1] (3.3.28)
Where the real interest rate is also a function of technology.
Then ﬁnally, the equilibrium real wage ωt = wt − pt is derived from com-
bining (3.3.21) and (3.3.25).
ωt = at − αnt
= at − α
[
(1− σ)
σ(1− α) + γ + αat
]
=
[
σ(1− α) + γ + α
σ(1− α) + γ + α
]
at . . .
· · · −
[
α(1− σ)
σ(1− α) + γ + αat
]
=
[{σ(1− α) + γ + α} − {α(1− σ)}
σ(1− α) + γ + α
]
at
=
[
σ + γ
σ(1− α) + γ + α
]
at
which may be summarised as,
ωt = ψ
waat (3.3.29)
where, ψωa = σ+γ
σ(1−α)+γ+α .
In this simple model, output, employment and the real wage rate rise with
productivity, when ψya, ψna, ψωa > 0. Hence, in this example technology is
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the only real driving force, although it would be relatively straightforward to
introduce other real driving forces like variations in government purchases. In
addition, note that the equilibrium dynamics of employment, output, and the
real interest rate are all largely driven by the technology shock. Hence, there
equilibrium values are not aﬀects by monetary policy, which is implemented
through changes to the nominal interest rate. In other words, monetary policy
is neutral with respect to these real variables.
3.4 Conclusion
This chapter introduced a simple economic model that can be used to describe
the behaviour of representative agents for the households and ﬁrms. This
framework may be used to investigate the eﬀect of a technology shock on the
business cycle, where after characterising the model of Kydland and Prescott
(1982), we note that a shock to technology could induce behaviour that is
consistent with certain features of the business cycle.
The model is then extended to incorporate a role for the central bank.
This model makes use of a number of log-linearised expressions for which we
are able to derive a solution to a simple forward-looking rational expectations
problem. After deriving analytical solutions for the dynamic equilibria, we are
then able to show that deviations from the steady state for output, inﬂation
and real interest rates are largely driven by technology shocks in this model.
In addition, it was noted that when prices are perfectly ﬂexible, any changes
to the nominal interest rate will result in a similar (immediate) change in
inﬂation, to leave the real interest rate unaﬀected. This would imply that
monetary policy is neutral, which is not consistent with the characterisation
of the business cycle in the previous chapter. In addition, in this case the
nominal interest rate and rate of inﬂation are not determined by any of the
real variables.
In the following chapter, we consider the introduction of price rigidities
that allow for cases where changes in nominal interest rates inﬂuence the real
variables in the model.
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4.1 Introduction
The canonical New Keynesian model introduces a number of frictions, partic-
ularly with regards to the way in which prices adjust. This exposition assumes
imperfect competition in the goods market, where ﬁrms produce diﬀerentiated
goods and reset a proportion of the prices of these goods during each period,
using the staggered price setting mechanism of Calvo (1983).1
An important feature of the New Keynesian model is that it allows for cases
where changes to the short-term nominal interest rate are not matched by a
simultaneous changes to expected inﬂation. This would imply that a change
in monetary policy may result in temporary variations in the real interest rate,
which would eﬀect other real variables (such as output).2
These models are largely based on three broad relations. The ﬁrst describes
aggregate demand, where output is determined by demand, and demand de-
pends in turn on anticipations of both past as well as future output, as well as
ex ante real interest rates. The second contains an expression for the Phillips-
curve (for the supply side of the model), in which inﬂation depends on both
past and expected future inﬂation, as well as the marginal costs of ﬁrms. Then
lastly, a monetary policy rule is used to describe monetary policy, which is con-
ducted by adjusting the nominal interest rate in response (largely) to changes
in output and inﬂation. These relationships allow for the explicit incorpora-
tion of the economic-agents expectations of future activity, which could play
an important role when describing current economic activity.3
Once the model has been derived, we are able to illustrate the importance
of these price rigidities with the aid of models that have been simulated with
various calibrated parameter values. These results show how it is possible to
structure a model that allows for the non-neutrality of monetary policy.
The use of additional extensions to the household sector are then con-
sidered in subsequent sections of this chapter. The ﬁrst of these extensions
incorporates a description for money in the model, by making provision for
1Early variants of these models were termed real business cycle (RBC) models with
monopolistic competition, as in Galí (2002); whilst more recently, these models are also
referred to as sticky-price models.
2In the case of South Africa, Gupta and Steinbach (2013) show that the addition of price
rigidities, where ﬁrms are constrained by the amount of times (or frequency) with which
they change prices, improves the explanatory power of these models.
3The seminal papers that lead to the development of this literature include Clarida et al.
(1999) and Ireland (2004b). Excellent textbook references include Woodford (2003), Galí
(2008), and Walsh (2010).
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it in the utility function.4 Thereafter, the subsequent extension illustrates
the importance incorporating habits in consumption, where the agent derives
utility from the level of consumption, relative to the past level of consumption.
4.2 Households
In this case, households once again seek to maximise consumption and min-
imise labour, but they now consume a selection of j goods, which spans over
the interval [0, 1]. Hence, we now deﬁne the consumption index, Ct, by making
use of an integral for j goods,
Ct =
[∫ 1
0
C
1− 1

j,t dj
] 
−1
(4.2.1)
where, Cj,t is the quantity of good j consumed by each household and  is
the marginal rate of substitution between goods. In this example we follow Galí
(2008) where the behaviour of the household is used to show how we can derive
an expression that relates the price index for aggregate goods to the price of
all the diﬀerent j goods in the economy.5 In the ﬁnal part of this analysis, we
summarise these expressions for the representative household, to arrive at the
behavioural equations that may be incorporated in the ﬁnal model.
4.2.1 Deriving a price index for goods
Turning our attention to the budget constraint, we would now also need to
make allowance for the range of j goods. Hence, we include the integral,∫ 1
0
Pj,tCj,t dj, to describe consumption expenditures in the expression,∫ 1
0
Pj,tCj,t dj +QtBt = WtNt +Bt−1 +Ht (4.2.2)
Once again, we are also going to assume the solvency constraint for no-
Ponzi conditions, limT→∞ = Et (BT ) ≥ 0. To simplify notation and focus on
the relevant variables, we assume Zt = QtBt −WtNt −Bt−1 −Ht.
This allows us to set up the Lagrangian for the maximisation of consump-
tion,
LCj,t =
[∫ 1
0
C
1− 1

j,t dj
] 
−1
− λt
(∫ 1
0
Pj,tCj,t dj− Zt
)
= 0 (4.2.3)
4As an alternative, one may wish to include money by constructing a Cash-in-Advance
structure that is described in Walsh (2010), amongst others.
5Alternatively, one could make use of separate roles for intermediate and ﬁnal goods
producers, which may be used to derive equivalent expressions.
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Note that the integrals in the above expression are with respect to j diﬀer-
entiated goods. To derive the ﬁrst order condition, we need to ﬁnd the partial
derivative with respect to Cj,t, which would be set equal to zero.

−1
[∫ 1
0
C
1− 1

j,t dj
] 
−1−1 −1

C
−1

−1
j,t = λt [Pj,t]
∴
[∫ 1
0
C
1− 1

j,t dj
] 
−1− −1−1
C
−1

− 

j,t = λt [Pj,t]
∴
[∫ 1
0
C
1− 1

j,t dj
] 1
−1
C
− 1

j,t = λt [Pj,t]
∴
([∫ 1
0
C
1− 1

j,t dj
] 
−1
) 1

C
− 1

j,t = λt [Pj,t]
∴ C
1

t C
− 1

j,t = λt [Pj,t] (4.2.4)
where we are able to move from the third to the ﬁnal line by making use
of the fact that the original consumption index in (4.2.1) is given as
Ct =
[∫ 1
0
C
1− 1

j,t dj
] 
−1
Using the expression for the maximisation of j goods in (4.2.4), we could
similarly write for k goods,
C
1

t C
− 1

k,t = λt [Pk,t]
where λt =
C
1

t C
− 1

k,t
Pk,t
Substituting this expression for λt into (4.2.4) we have,
6
C
1

t C
− 1

j,t =
C
1

t C
− 1

k,t
Pk,t
[Pj,t]
∴ C−
1

j,t =
C
− 1

k,t
Pk,t
[Pj,t]
∴ C−
1

j,t =
Pj,t
Pk,t
[
C
− 1

k,t
]
∴
(
C
− 1

j,t
)−
=
(
Pj,t
Pk,t
[
C
− 1

k,t
])−
∴ Cj,t =
[
Pj,t
Pk,t
]−
Ck,t
6Note, these variables are eventually all going to be log-linearised so there should be no
problem with raising the expression by an exponent.
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Now, at the point where consumption for k goods is maximised, it will be
the case that the budget constraint is eﬀectively spent,
∫ 1
0
Pk,tCk,t dj−Zt = 0.
Similarly, for the aggregate consumption index, Ct, we would have, PtCt−Zt =
0. Hence at the point of optimal consumption it would be the case that,∫ 1
0
Pk,tCk,t dj = PtCt. This allows us to substitute PtCt into expression (4.2.5),
such that,
Cj,t =
[
Pj,t
Pt
]−
Ct (4.2.5)
This expression suggests that the demand for each good depends nega-
tively on its relative price and positively on aggregate consumption. Since 
is the marginal rate of substitution between goods, as  → 1 the goods are
perfect substitutes as a small change in Pj,t will result in large changes in the
consumption of that good. This would be the case of perfect competition.7
Now since it is given, that at the optimal consumption point,∫ 1
0
Pj,tCj,t dj = PtCt (4.2.6)
Taking the aggregate measures to the left-hand-side and substituting in for
Cj,t we have,
PtCt =
∫ 1
0
Pj,t
[
Pj,t
Pt
]−
Ct dj (4.2.7)
We can then take out of the integral the variables that are not indexed by
j on the right hand side (since we are primarily interested in relating Pt to
Pj,t). Hence,
PtCt =
∫ 1
0
Pj,t
[
Pj,t
Pt
]−
Ct dj
∴ PtCt = CtP t
∫ 1
0
P 1−j,t dj
∴ Pt = P t
∫ 1
0
P 1−j,t dj
∴ P 1−t =
∫ 1
0
P 1−j,t dj
Therefore, the aggregate price index could be expressed as,8
Pt =
[∫ 1
0
P 1−j,t dj
] 1
1−
(4.2.8)
7The marginal rate of substitution is sometimes referred to as being the elasticity of
consumption demand.
8This is the expression that we wanted to derive. It will be used later on when we discuss
the ﬁrms price setting behaviour.
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4.2.2 Deriving optimal levels of consumption
Now to return to the problem of deriving optimal levels of consumption and
labour for the household. Using the argument in equation (4.2.6) for the point
of optimal consumption, we may substitute PtCt into the budget constraint in
(4.2.2), such that,
PtCt +QtBt = WtNt +Bt−1 +Ht (4.2.9)
This is equivalent to the expression for the budget constraint that we had
in the RBC model that we previously encountered. Therefore, when combined
with the utility function with separable preferences, we have,
U = E0
∞∑
t=0
βt
[
C1−σt
1− σ −
N1+γt
1 + γ
]
We are then able to derive the optimal level of consumption/savings and
labour supply as before,
Wt
Pt
= Cσt N
γ
t
Qt = βEt
[(
Ct+1
Ct
)−σ
Pt
Pt+1
]
(4.2.10)
From these expressions we may derive the log-linear expressions,
wt − pt = σct + γnt (4.2.11)
ct = Et [ct+1]− 1
σ
(it − ρ− Et [pit+1]) (4.2.12)
This feature of the model is not surprising since the household is eﬀectively
a price taker and has little inﬂuence over the way in which prices are set in
the model economy.
4.3 Price Setting Behaviour
Following Calvo (1983), the parameter θ is used to describe the proportion of
goods for which the current price, Pt, is equal to that of the previous period
(i.e. Pt−1).9 Hence, as θ → 0 we have perfectly ﬂexible prices. Similarly,
this expression implies that each ﬁrm has the probability, 1− θ, of being able
to change the price of the goods that are produced. In the notation that
follows, we use P ?t for those prices that have been changed. Therefore, given
the aggregate price index that was derived in (4.2.8),
Pt =
[∫ 1
0
P 1−j,t dj
] 1
1−
9These producers face sticky-prices.
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We may now include expressions that allow us to distinguish between the
j goods for those that have the old price, Pt−1, and those that have the new
price, P ?t .
Pt =
[
θ(Pt−1)1− + (1− θ)(P ?t )1−
] 1
1−
which is equivalent to,
P 1−t = θ(Pt−1)
1− + (1− θ)(P ?t )1−
After dividing through by (Pt−1)
1−, we are able to get a measure for the
change in prices on the left-hand side. We summarise this measure using the
notation, Φt =
Pt
Pt−1
, and similarly so for Φ?t =
P ?t
Pt−1
. Hence we are able to write
this expression as, (
Pt
Pt−1
)1−
=
θ(Pt−1)1− + (1− θ)(P ?t )1−
(Pt−1)1−
∴ Φ1−t = θ + (1− θ) [Φ?t ]1−
For which the log-linear expression is,10
(1− )(Φt − 1) ≈ (1− θ)(1− )(Φ?t − 1)
With the use of the expression for inﬂation, pit = (Pt − Pt−1)/Pt−1 we may
then derive,
pit =
Pt
Pt−1
− Pt−1
Pt−1
= Φt − 1
Therefore, Φt = (1 + pit) and Φ
?
t = (1 + pi
?
t ) = (p
?
t − pt−1). This allows us
to use the above log-linear expression to describe the inﬂationary process as,
(1− )pit = (1− θ)(1− )pi?t
∴ pit = (1− θ)pi?t
= (1− θ)(p?t − pt−1) (4.3.1)
This expression suggests that inﬂation arises from those ﬁrms that are able
to set new prices in the economy.
10See, (B.3.9).
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4.4 The Behaviour of the Firm
Once again, it is assumed that all ﬁrms use the same technology, as represented
by the production function,
Yj,t = AtN
1−α
j,t
We have changed the notation slightly in this case, as the ﬁrms now produce
an array of j goods. Hence output in the current period is given as Yj,t, which
is derived from the labour that were employed in the production of j goods.
In this case, technology is the same across all ﬁrms.
Since ﬁrms seek to maximise proﬁt, they will change the price of goods (i.e.
choose P ?t ) to maximise the diﬀerence between their revenue (i.e. the price
that the ﬁrm would receive multiplied by the number of goods that are pro-
duced/consumed) and their production costs (i.e. the average cost of producing
a good multiplied by the number of goods that are produced/consumed).
When setting the price for the current period, ﬁrms would also like to take
into account future proﬁtability and as such their optimisation problem would
take on a forward looking perspective, where future proﬁtability is considered
to be slightly less important than current proﬁtability. In this case, we make
use of the household's subjective time discount factor, Qt,t+k, since the house-
hold eﬀectively owns the ﬁrms. When setting prices they also need to take
into account the probability of being stuck with the current price, k periods
ahead, which may be summarised by θk.
Hence, when choosing to set prices in a particular period, the objective
function of a ﬁrm is to set its price, P ?t , that would maximise current and
future proﬁtability. This could be derived from the revenue function,
max
P ?t
Et
∞∑
k=0
θk
[
Qt,t+k
(
P ?t Yt+k|t −Ψt+kYt+k|t
)]
where Ψt+k(·) is used to summarise the cost function, and Yt+k|t denotes
output in period t+ k for a ﬁrm that last reset prices in period t.
This objective function is subject to the constraint from consumer demand,
which describes the relationship between output, consumption, prices, and the
marginal rate of substitution in consumption,11
Yt+k|t =
(
P ?t
Pt+k
)−
Ct+k
= (P ?t )
− P t+k Ct+k (4.4.1)
11Note that in this case we are primarily interested in the goods, Yt+k|t, that are produced
at the new price, P ?t . Note that this expression is very similar to (4.2.5), which describes
the substitution eﬀects between two goods.
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After inserting the constraint into the objective function we can solve this
expression as if it were an unconstrained optimisation problem. The La-
grangian would then take the form,
LP ?t = Et
∞∑
k=0
θk
[
Qt,t+k
(
P ?t
{
(P ?t )
− P t+k Ct+k
}−Ψt+k {(P ?t )− P t+k Ct+k})]
= Et
∞∑
k=0
θk
[
Qt,t+k
({
(P ?t )
1− P t+k Ct+k
}−Ψt+k {(P ?t )− P t+k Ct+k})]
= 0
with the accompanying partial derivative,
∂L
∂P ?t
= Et
∞∑
k=0
θk
[
Qt,t+k
(
1− {(P ?t )− P t+k Ct+k} . . .
−ψt+k|t
{− (P ?t )−−1 P t+k Ct+k})] = 0
= Et
∞∑
k=0
θk
[
Qt,t+k
(
1− {(P ?t )− P t+k Ct+k} . . .
+ ψt+k|t (P ?t )
−1 {(P ?t )− P t+k Ct+k})] = 0
= Et
∞∑
k=0
θk
[
Qt,t+k
({
Yt+k|t
}− 
− 1ψt+k|t (P
?
t )
−1 {Yt+k|t})] = 0
= Et
∞∑
k=0
θk
[
Qt,t+kYt+k|t
(
P ?t −

− 1ψt+k|t
)]
= 0 (4.4.2)
where ψt+k|t is used to reﬂect the nominal marginal costs in period t + k
for a ﬁrm that last set its price in period t, where ψt+k|t = Ψ′t+k(Yt+k|t). This
expression could then be summarised to provide a description for P ?t ,
12
Et
∞∑
k=0
θk [P ?t ] =

− 1
Et
∑∞
k=0 θ
k
[
Qt,t+kYt+k|t
(
ψt+k|t
)]
Et
∑∞
k=0 θ
k
[
Qt,t+kYt+k|t
] (4.4.3)
where P ?t is a function of the marginal rate of substitution and the marginal
costs, ψt+k. As previously noted, the marginal costs would be inﬂuenced by the
wages and technology, which are identical for all ﬁrms. Hence, when marginal
costs increase, this expression would suggest that the optimal price will also
increase. In the limiting case, where we tend towards fully-ﬂexible prices (i.e.
when θ → 0); this condition would represent the familiar optimal price-setting
condition where there are no price rigidities,
P ?t =

− 1ψt|t
12We are able to remove P ?t from the brackets as it is not indexed by k.
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This allows us to interpret 
−1 as the desired markup, in the absence of
constraints on the price adjustment mechanism. Note also that in the steady-
state, where Qt,t+k and Yt+k take on constant values, then one may deﬁne the
relationship, ψ¯ = −1

P¯ ?.
4.4.1 Log-linearisation
After specifying the way in which ﬁrms set prices, we are able to change the
prices of certain goods, we are then able to log-linearise the optimal condition
that is given by (4.4.2), around the steady-state of zero inﬂation. Hence, it
would be the case that at the steady-state,
P ?t
Pt−1
=
P ?t
Pt
= Pt
Pt+k
= Pt+k
Pt−1
= 1. In
addition, it is also usually more convenient to deﬁne prices in terms of inﬂation,
and as such we divide through by Pt−1, such that the ﬁrst order condition may
be expressed as,
Et
∞∑
k=0
θk
[
Qt,t+kYt+k|t
(
P ?t
Pt−1
− 
− 1
ψt+k|t
Pt−1
)]
= 0
Multiplying the last terms by Pt+k/Pt+k and rearranging, where real marginal
costs are equivalent to nominal marginal costs when they are divided though by
the relevant price index,MCrt+k|t = ψt+k|t/Pt+k.
13 Furthermore, after denoting
Φt,t+k = Pt+k/Pt, we are then able to write the above condition as,
Et
∞∑
k=0
θk
[
Qt,t+kYt+k|t
(
P ?t
Pt−1
− 
− 1 MC
r
t+k|tΦt−1,t+k
)]
= 0
After substituting the Euler equation (4.2.10), forQt = β
k
[
C−σt+k C
σ
t Pt P
−1
t+k
]
,
and after making use of, Φ?t = Pt/Pt−1, we have an expression,
Et
∞∑
k=0
(θβ)k
[
C−σt,t+k C
σ
t Pt P
−1
t,t+kYt+k|t
(
Φ?t −

− 1 MC
r
t+k|tΦt−1,t+k
)]
= 0
For which we have the log-linear expression,14
Et
∞∑
k=0
(θβ)k [pi?t ] = Et
∞∑
k=0
(θβ)k
[
m̂ct+k|t + pit−1,t+k
]
Et
∞∑
k=0
(θβ)k [p?t − pt−1] = Et
∞∑
k=0
(θβ)k
[
m̂ct+k|t + pt+k − pt−1
]
13This would relate to the real marginal costs that arise in period t+ k, for the ﬁrm that
last set prices in period t.
14See, (B.3.10)
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To remove the inﬁnite summation operator from the term on the left-hand
side, we need to make use of the following property of discounted sums, which
is described in (A.1.1).
Hence, we can then rewrite the previous expression as,
p?t−pt−1
1−θβ = Et
∞∑
k=0
(θβ)k
[
m̂ct+k|t + pt+k − pt−1
]
∴ p?t − pt−1 = (1− θβ)Et
∞∑
k=0
(θβ)k
[
m̂ct+k|t + pt+k − pt−1
]
(4.4.4)
where m̂ct+k|t represents the log deviation of marginal costs from its steady-
state, such that m̂ct+k|t = mct+k|t − m¯c. The use of µ = −m¯c, allows us to
derive the expression,
p?t = (1− θβ)Et
∞∑
k=0
(θβ)k
[
mct+k|t − m¯c+ pt+k
]
∴ p?t = µ+ (1− θβ)Et
∞∑
k=0
(θβ)k
[
mct+k|t + pt+k
]
As we already have a relationship between the new prices charged by ﬁrms
and marginal costs in (4.4.3), which at the steady-state is ψ¯ = −1

. Then after
expressing ψ¯ = (− 1/)P¯ ?, in terms of real marginal costs and given that at
the steady-state, P ?t /Pt+k = 1, we are then able to derive m¯c = log
−1

. For
values of 
−1 that are close to one, this is approximately equal to (

−1 − 1),
which may be interpreted as the net markup.
Where we made use of the expression MCrt=k|t = ψt+k|t/Pt+k, then we are
able to describe nominal marginal costs in log-linear terms as mct+k|t + pt+k.
Hence, ﬁrms that are able to reset prices in period t, will choose a price that
corresponds to the desired markup over a weighted average of current and
expected nominal marginal costs, where the weights are inﬂuenced by the
probability of being able to charge a new price during each horizon and the
subjective discount factor.
4.4.2 Goods Market
As we had before, the goods market will clear when the economy is at a point
of equilibrium. In the case of diﬀerentiated goods, we would have,
Yj,t = Cj,t
Therefore, since it is given that
Yt =
[∫ 1
0
Y
−1

j,t dj
] 
−1
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it would imply that in the case of all goods,
Yt = Ct (4.4.5)
Using this condition, we could substitute into the log-linear expression for
the household's consumption Euler equation,15
yt = Et [yt+1]− 1
σ
(it − ρ− Et [pit+1])
4.4.3 Labour Market
As in the case of other markets, labour can also be diﬀerentiated, where market
clearing conditions in the labour market require that the broad index is an
aggregate of diﬀerentiated labour supply,
Nt =
[∫ 1
0
Nj,t dj
]
We can then use the production function of the ﬁrm to substitute in for
Nj,t
Yj,t = AtN
1−α
j,t
∴ Nj,t =
(
Yj,t
At
) 1
1−α
This would leave us with the expression for the broad employment index,
Nt =
∫ 1
0
(
Yj,t
At
) 1
1−α
dj (4.4.6)
To express this condition in terms of Yt, we could make use of the house-
holds consumption index with the goods markets, where,
Cj,t =
[
Pj,t
Pt
]−
Ct
s.t. Yj,t =
[
Pj,t
Pt
]−
Yt
We could then substitute in for Yj,t to derive,
Nt =
(
Yt
At
) 1
1−α
∫ 1
0
(
Pj,t
Pt
)− 
1−α
dj
15Note that one could have made use of the consumption Euler expression if you also
include the market clearing condition, ct = yt.
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where the expression
∫ 1
0
(
Pj,t
Pt
)− 
1−α
dj is a measure of relative price disper-
sion. We can then log-linearise this expression to derive.
(1− α)nt = yt − at + dt
where dt is used to summarise for (1− α)
∫ 1
0
(
Pj,t
Pt
)− 
1−α
dj.
It can be shown that in the neighbourhood of a zero inﬂation steady-state,
dt ∼ 0, when taking a ﬁrst-order Taylor series approximation to linearise this
function. Therefore, after rearranging, this allows us to write the expression
for the labour market,
yt = at + (1− α)nt (4.4.7)
4.4.4 Marginal Costs
For the production function, Yj,t = AtN
1−α
j,t , we can derive the marginal pro-
ductivity of labour,
∂Yj,t
∂Nj,t
= At(1− α)N−αj,t (4.4.8)
After log-linearising this expression we would be left with,
mpnt = at − αnt (4.4.9)
After including the employment index (4.4.6), we may then deﬁne the to-
tal cost function for the ﬁrm, which is dependant on wages and the level of
employment,
WtNt = Wt
∫ 1
0
(
Yj,t
At
) 1
1−α
dj
To calculate the marginal costs for an additional amount of output, we
would then take the derivative,
∂WtNt
∂Yj,t
= Wt
1
(1− α) {At}
−1
1−α
∫ 1
0
{Yj,t}
1
1−α−1 dj
= Wt
1
(1− α) {At}
−1
1−α {At}
1−α
1−α {At}−1
∫ 1
0
{Yj,t}
α
1−α dj
= Wt
1
(1− α) {At}
−α
1−α {At}−1
∫ 1
0
{Yj,t}
α
1−α dj
= Wt
1
(1− α) {At}
−1
∫ 1
0
{
Yj,t
At
} α
1−α
dj
= Wt
1
(1− α)
1
At
Nαt
= Wt
(
At(1− α)N−αj,t
)−1
(4.4.10)
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 4. NEW KEYNESIAN MODELLING 53
Note that in this case we are once again looking to diﬀerentiate with respect
to Yj,t , whilst the integral is only with respect to j. To move to the second last
line we substituted in for the employment index (4.4.6), once again. Given this
expression, we can see how it is related to the marginal production function in
(4.4.8), which is used to describe the individual ﬁrms marginal costs in terms
of the economy's average costs. Hence, the eﬀective marginal costs of the ﬁrm
are positively inﬂuenced by the wage rate and negatively inﬂuenced by the
marginal productivity of labour.
We can then divide through by prices, to deﬁne the relationship between
real marginal costs and the marginal productivity of labour,
MCt =
Wt
Pt
(
At(1− α)N−αj,t
)−1
=
Wt
Pt
(MPNt)
−1
After log-linearising this function, we are able to derive the expression,
mct = wt − pt −mpnt
for which we could use (4.4.9) to expand the expression,
mct = wt − pt − (at − αnt)
Now that we have an expression for the aggregate production function in
(4.4.7), which may be expressed in terms of nt, we have,
mct = wt − pt −
(
at − α
[
yt − at
1− α
])
= wt − pt −
[
at(1− α)− αyt + αat
1− α
]
= wt − pt − 1
1− α [at − αyt] (4.4.11)
We may then deﬁne real marginal cost in period t + k, given the costs in
period t,
mct+k|t = wt+k − pt+k −mpnt+k|t
= wt+k − pt+k − 1
1− α
[
at+k − αyt+k|t
]
(4.4.12)
We are then able to combine (4.4.12) with (4.4.11) to derive an expression
for the diﬀerence in marginal costs,
mct+k|t −mct+k =
{
wt+k − pt+k − 1
1− α
[
at+k − αyt+k|t
]}
. . .
−
{
wt+k − pt+k − 1
1− α
[
at+k − αyt+k|t
]}
=
1
1− α
[
αyt+k|t − αyt+k
]
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This relationship could be expressed in terms of prices after making use of
the demand schedule Yt+k|t = (P ?t /Pt+k)
− Yt+k, which may be log-linearised
as,
yt+k|t = − (p?t − pt+k) + yt+k
Hence,
mct+k|t −mct+k = α
1− α [− (p
?
t − pt+k) + yt+k − yt+k]
= − α
1− α [p
?
t − pt+k] (4.4.13)
When there are constant returns to scale, (i.e. α = 0), then the marginal
costs are constant across all ﬁrms, as mct+k|t −mct+k.
To derive an expression for inﬂation, which will provide us with the New
Keynesian Phillips Curve, we return to the expression that describes the opti-
mal price setting behaviour of the ﬁrm, in (4.4.4), which is given as,
p?t − pt−1 = (1− θβ)Et
∞∑
k=0
(θβ)k
[
m̂ct+k|t + pt+k − pt−1
]
Now after making use of (4.4.13), we may derive,
p?t − pt−1 = (1− θβ)Et
∞∑
k=0
(θβ)k
[
m̂ct+k − α
1− α [p
?
t − pt+k] + pt+k − pt−1
]
∴ p?t − pt−1 + α1−α [p?t ] = (1− θβ)Et
∞∑
k=0
(θβ)k
[
m̂ct+k +
(1− α) + α
1− α [pt+k]− pt−1
]
∴ (1−α)+α
1−α [p
?
t ]− pt−1 = (1− θβ)Et
∞∑
k=0
(θβ)k
[
m̂ct+k +
(1− α) + α
1− α [pt+k]− pt−1
]
∴ p?t − pt−1 = (1− θβ)Et
∞∑
k=0
(θβ)k [Θm̂ct+k + pt+k − pt−1]
where we use, Θ = 1−α
(1−α)+α and also add
[
(1−α)+α
1−α pt−1 − pt−1
]
to both
sides to derive the ﬁnal expression. To further simplify this expression we could
make use of the following property of forward looking diﬀerence equations.
After writing out this expression as,
p?t − pt−1 = (1− θβ)Et
∞∑
k=0
(θβ)k [Θm̂ct+k] . . .
+ (1− θβ)Et
∞∑
k=0
(θβ)k [pt+k − pt−1]
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We note that the last term on the right-hand side could be expanded as,
⇒ (1− θβ)Et
[
(θβ)0 (pt − pt−1) + (θβ)1 (pt+1 − pt−1) + (θβ)2 (pt+2 − pt−1) + . . .
]
⇒ Et
[
(θβ)0 (pt − pt−1) + (θβ)1 (pt+1 − pt−1) + (θβ)2 (pt+2 − pt−1) + . . .
]
. . .
−Et
[
(θβ)1 (pt − pt−1) + (θβ)2 (pt+1 − pt−1) + (θβ)3 (pt+2 − pt−1) + . . .
]
⇒ Et
[
(θβ)0 (pit) + (θβ)
1 (pit+1) + (θβ)
2 (pit+2) + . . .
]
⇒ Et
∞∑
k=0
(θβ)k [pit+k]
This allows us to summarise this using the property of discounted sums,
such that,
p?t − pt−1 = (1− θβ)Et
∞∑
k=0
(θβ)k [Θm̂ct+k] + Et
∞∑
k=0
(θβ)k [pit+k]
Then ﬁnally. we could write the above with more compact notation, using
the property of diﬀerence equations that is described in (A.1.2).
This would allow for the above expression to be written as,
p?t − pt−1 = (1− θβ) [Θm̂ct] + pit + (θβ)
[
p?t+1 − pt
]
And after making use of the relationship that is described in (4.3.1),
pit
1−θ = (1− θβ) [Θm̂ct] + pit + (θβ)
Et [pit+k]
1− θ
∴ pit−pit(1−θ)
1−θ = (1− θβ) [Θm̂ct] +
(θβ)Et [pit+k]
1− θ
∴ θpit = (1− θ) (1− θβ) [Θm̂ct] + (1− θ) (θβ)Et [pit+k]
1− θ
∴ pit =
(1− θ) (1− θβ)
θ
[Θm̂ct] + β Et [pit+k]
This can be summarised as,
pit = λm̂ct + β Et [pit+k] (4.4.14)
where, λ = (1−θ)(1−θβ)
θ
Θ.
This expression would suggest that the level of current inﬂation is posi-
tively dependent on marginal costs. Hence, inﬂation would largely be due to
the purposeful price-setting decisions of ﬁrms, which adjust prices in light of
current and anticipated inﬂationary conditions. Since it is forward looking (i.e.
pit is inﬂuenced by pit+1), it will eﬀectively also be inﬂuenced by the expected
future marginal costs as well. The discount factor β will inﬂuence the degree
to which more distant expected increases in marginal costs will impact on cur-
rent inﬂation. Furthermore, since ∂λ
∂θ
< 0, it would suggest that θ increases, λ
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decreases. This would imply that with more stickiness, the pricing mechanism
would take longer to adjust to economic shocks. Hence, stimulus programs of
government would be more inﬂuential (with a greater impact on output).
It is also worth noting that in the New Keynesian model, inﬂation results
from the price setting decisions of ﬁrms, where they adjust prices after consid-
ering current and future cost conditions. This diﬀers to the characterisation
of inﬂation in the Real Business Cycle model which resulted from changes in
the aggregate price level following some form of technology shock.
To complete the model we would like to relate the evolution of inﬂation
to output on the supply side of the model. Using the expressions for the
households optimality condition that was derived in (4.2.11) earlier, wt− pt =
σct +γnt, and the aggregate production function in (4.4.7) to substitute in for
at = yt − (1− α)nt, we may show that,
mct = (σct + γnt)− (yt − nt)
Since it is assumed that the goods market is in equilibrium, yt = ct, we
may show that,
mct = (σyt + γnt)− (yt − nt)
= (σyt − yt) + (1 + γ)nt
Using the aggregate production function in (4.4.7) once again to substitute
in for nt =
yt−at
1−α .
mct = (σyt − yt) + (1 + γ)yt − at
1− α
= σyt − 1− α
1− αyt +
1 + γ
1− αyt −
1 + γ
1− αat
=
(
σ +
γ + α
1− α
)
yt − 1 + γ
1− αat (4.4.15)
We could make use of a similar expression for the marginal costs under
fully ﬂexible prices. Under such conditions (in the absence of frictions), the
marginal costs are assumed to be constant over time (mc), and the level of
output would be at its natural level, which we term ynt . Hence,
mc =
(
σ +
γ + α
1− α
)
ynt −
1 + γ
1− αat (4.4.16)
Subtracting equations (4.4.16) from (4.4.15) would provide an expression
for the deviation of output from its natural level.
m˜ct =
(
σ +
γ + α
1− α
)
[yt − ynt ]
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This deviation is termed the output gap in the literature and we could
use, y˜t = yt − ynt , to describe this variable. We could also then substitute the
marginal costs into the previous expression for the New Keynesian Phillips
curve that we derived in (4.4.14). The advantage of doing so is that we can
express the inﬂationary process in terms of one of the key variables in the
model, the output gap. Hence,
pit = κy˜t + βEtpit+1 (4.4.17)
where κ = λ
(
σ + γ+α
1−α
)
.
4.4.5 Real Interest Rates & Dynamic Output
Using the households expression for the optimal level of consumption in (4.2.12)
and assuming that the goods market clears,
ct = Et [ct+1]− 1
σ
(it − ρ− Et [pit+1])
s.t. yt = Et [yt+1]− 1
σ
(it − ρ− Et [pit+1])
With the deﬁnition of the real interest rate, rt = it − Et[pit+1], the above
expression would take the form, yt = Et [yt+1] − 1σ (rt − ρ), which could be
utilised to deﬁne the natural output as a function of the natural real interest
rate,
ynt = Et
[
ynt+1
]− 1
σ
(rnt − ρ) (4.4.18)
The evolution of the output gap may then be derived as,
y˜t = yt − ynt
=
{
Et [yt+1]− 1
σ
(it − ρ− Et [pit+1])
}
−
{
Et
[
ynt+1
]− 1
σ
(rnt − ρ)
}
= Et [y˜t+1]− 1
σ
(it − Et [pit+1]− rnt )
Using (4.4.16) we can then solve for the natural level of output,
ynt =
(
1− α
σ(1− α) + γ + α
)(
1 + γ
1− α
)
at +
(
1− α
σ(1− α)γ + α
)
mc
=
(
1 + γ
σ(1− α) + γ + α
)
at +
(
(1− α)mc
σ(1− α)γ + α
)
= ψnyaat + ϑ
n
y
where, ψnya =
1+γ
σ(1−α)+γ+α and ϑ
n
y =
(1−α)mc
σ(1−α)γ+α . The ﬁrst diﬀerence of this
expression could then be written as, ∆Et
[
ynt+1
]
=
{
ψnya∆at+1
}
. To deﬁne the
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natural rate of interest, we make use of our expression for the natural rate of
interest (4.4.18),
rnt = σ
(
Et
[
ynt+1
]− ynt )+ ρ
= σ
(
ψnyaEt {∆at+1}
)
+ ρ (4.4.19)
At this point we been able to explain the evolution of prices in terms of
future inﬂation and output. And we have been able to explain output in terms
of future output and interest rates. If we could then present an expression for
interest rates in terms of either output or inﬂation (or a combination of the
two), we would then be able to close the model.
4.5 Monetary Policy Rules
The speciﬁcation of the monetary policy rule within the context of a New
Keynesian model would be equivalent to those that were considered in the
previous chapter, for the RBC model. Hence, where the central bank changes
nominal interest rates according to the changes in inﬂation and the output
gap,
it = %iit−1 + (1− %i) {%pipit + %yy˜t}+ εit (4.5.1)
where εit describes the monetary policy shock that may be subject to certain
degree of persistence (that may be modelled as an ﬁrst-order autoregressive
process).
4.5.1 Essential behavioural equations
The following expressions may be used to describe the dynamic behaviour of
the agents,
 The New Keynesian Philips Curve:
pit = βpit+1 + κy˜t;
 The Dynamic IS equation:
y˜t = − 1
σ
(it − pit+1 − rnt ) + y˜t+1
 Monetary Policy Rule:
it = %iit−1 + (1− %i) {%pipit + %yy˜t}+ εit
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 4. NEW KEYNESIAN MODELLING 59
 Production Function:
yt = at + (1− α)nt;
 Natural Interest Rate:
rnt = σψn,ya(at+1 − at)
 Real Interest Rate:
rt = it − E [pit+1]
 Steady-State of Output:
ynt = φ ∗ at
 Output Gap:
y˜t = yt − ynt
 Persistence in Monetary Policy Shock:
εit = ρ
iεit−1 − it
 Persistence in Technology Shock:
at = ρ
aat−1 − at
where the ﬁrst three expressions summarise the essential behavioural equa-
tions of the respective agents in the model.
4.5.2 Choice of parameter values
In this model we have seventeen parameters for,
σ, φ, %i, %pi, %y, θ, ρi, ρa, β, ζ, η, α, ,Ω, ψ
n
ya, λ and κ.
Values for these parameters may be calibrated to simulate the eﬀect of the
respective technology and monetary policy shocks, at and 
i
t . The values for
these parameters are taken from Galí (2008),
The size of the monetary policy shock is then set to 25 basis points per
quarter (i.e. approximately 1% per year) and the technology shock is assumed
to be 1%. To describe the eﬀects of a model that exhibits near perfect price
ﬂexibility, we simulate a second model and set the Calvo parameter, θ, to 0.01.
The results from both of these simulations are provided in ﬁgure (4.1).
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Parameter Value Description
σ 1 log utility
φ 1 unitary Frisch elasticity
%i 0.75 smoothing in Taylor Rule
%pi 1.5 inﬂation feedback Taylor Rule
%y 0.5/4 output feedback Taylor Rule
θ 2/3 Calvo parameter
ρi 0.5 autocorrelation monetary policy shock
ρa 0.9 autocorrelation technology shock
β 0.99 discount factor
ζ 0.8 habits in consumption
α 1/3 capital share
 6 demand elasticity
Ω (1− α)/(1− α + α ∗ )
ψnya (1 + φ)/(σ ∗ (1− α) + φ+ α)
λ (1− θ) ∗ (1− β ∗ θ)/θ ∗ Ω
κ λ ∗ (σ + (φ+ α)/(1− α))
Table 4.1: Calibrated Parameter Values - New Keynesian Model
4.5.3 Model results
The impulse response function in ﬁgure (4.1) suggests that a monetary policy
shock of 25 basis points (in a quarter), has a similar eﬀect on nominal interest
rates in both the sticky and ﬂexible price models. However, the eﬀect of this
shock on inﬂation is very diﬀerent as prices are allowed to adjust in the model
where prices are nearly perfectly ﬂexible, which would leave real interest rates
(almost) unchanged. In the model that incorporates price rigidities, inﬂation
does not adjust to the same degree during the initial periods, and as such,
the monetary policy shock has a relatively large eﬀect on real interest rates.
This would explain the eﬀects of this shock on output, where monetary policy
has no eﬀect on output when the model is speciﬁed with near perfect price
ﬂexibility, whilst it has a large eﬀect on output when the model incorporates
sticky prices.
4.6 Money in the Utility Function
To introduce money into the model, we deﬁne it as anything that serves as a
medium of exchange, unit of account, or store of value. Given this deﬁnition,
the agents that have described in the previous model would not willingly hold
money, at the steady-state, as it does not pay interest. Any rational agent
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Figure 4.1: Monetary Policy Shock - New Keynesian Model
would prefer to use money to save in capital goods or bonds, which would pay
a rate of return.
However, one should acknowledge that money has the ability to alleviate
some of the problems that are incurred in a system of exchange, such as one
that is based on barter. Therefore, if we propose that the representative agent
expresses a desire for holding money, based on the fact that it makes conducting
exchange easier, we could allow for the instance where agents derive utility
from holding money. This could be included in the model, in a highly tractable
manner, to allow for the possibility that the economic agents have a demand
for real money balances.16
For example, consider the case where utility is separable,
max
Ct,Nt,Mt/Pt
U = E0
∞∑
t=0
βt
[
C1−σt
1− σ +
(Mt/Pt)
1−υ
1− υ −
N1+γt
1 + γ
]
(4.6.1)
where, Xt = Mt/Pt, is the demand for real monetary balances and the
parameter υ is used to describe the preference for holding money. The budget
16Fernández-Villaverde (2010) notes that whilst the incorporation of money in the util-
ity function is not particularly elegant, as it may miss important channels through which
money matters and would not be invariant to policy changes, it is currently one of the most
eﬃcient ways of justifying the existence of money within the context of a model. For a more
comprehensive discussion of this topic see, Wallace (2001).
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constraint for this problem could then be given as,
PtCt +QtBt + Xt = WtNt +Bt−1 + Xt−1 +Ht
By letting Dt = Bt−1 +Xt−1, which seeks to describe total ﬁnancial wealth
at the beginning of the period, and assuming that the price of the consumed
good is 1, we can write the budget constraint as,
Ct +QtDt+1 + (1−Qt)Xt = WtNt +Dt +Ht (4.6.2)
Using the utility function in (4.6.1), the budget constraint in (4.6.2), and
the Ponzi constraint, the ﬁrst order conditions could be found by setting up
the Lagrangian,
LCt,Nt,Dt+1,Xt = E0
∞∑
t=0
βt
{[
C1−σt
1− σ +
X 1−υt
1− υ −
N1+γt
1 + γ
]
+ . . .
. . . λ [WtNt +Dt +Ht − Ct −QtDt+1 − (1−Qt)Xt]}
where we can derive the partial derivatives,
∂L
∂Ct
= C−σt − λ = 0 (4.6.3)
∂L
∂Nt
= −Nγt + λWt = 0 (4.6.4)
∂L
∂Dt+1 = −Qtλt + βEtλt+1 = 0 (4.6.5)
∂L
∂Xt = X
−υ
t − λ [1−Qt] = 0 (4.6.6)
Hence, as expressions (4.6.3) and (4.6.4) are as before, the combination of
these conditions would leave us with,
Wt = C
σ
t N
γ
t
Similarly, using (4.6.5) and (4.6.3), we would be left with,
Qt = βEt
[(
Ct+1
Ct
)−σ]
These two expressions give us the same log-linear expressions,17
wt = σct + γnt
ct = Et [ct+1]− 1
σ
(it − ρ)
17Note that we assumed Pt = 1, which allows us to omit pt for the following log-linear
expression.
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For the ﬁnal condition, note that after substituting (4.6.3) into (4.6.6), and
where Xt = Mt/Pt, we are able to derive the expression,
X−υt = C−σt [1−Qt](
Mt
Pt
)−υ
= C−σt [1−Qt]
Taking the log-linear transformation of this expression, would leave us
with,18
mt − pt = σ
υ
ct − 1
υ
it (4.6.7)
Note that after including an additional endogenous variable in the model,
Mt, we have included a further equation that describes its evolution. This
expression is rather intuitive, as it suggests that the demand for nominal money
increases with the price level, such that changes to real monetary balances may
be explained by changes in consumption and the interest rate. In addition,
where the rate of consumption and the interest rate remain unchanged, an
increase in prices (i.e. positive inﬂation) may cause the agent to increase their
holding of money to pay for consumption goods that are going to become more
expensive.
The relationship between the demand for real monetary balances and con-
sumption is also intuitive as it describes instances where relatively wealthy
agents, enjoy higher levels of consumption and greater monetary balances.
Hence,with this expression money takes the functional form of a normal good.
Furthermore, since the nominal interest rate is the opportunity cost of holding
money, this relationship suggests that any increase in the real interest rate
would be accompanied by a decrease in nominal monetary holdings.
When incorporating this feature in a model that is speciﬁed in terms of
inﬂation we may take the ﬁrst diﬀerence of the expression in (4.6.7), such that
we report on changes in money growth. The results in ﬁgure (4.2) suggest
that to implement a monetary policy shock that will result in a rise in nominal
interest rates, the central bank must reduce monetary supply.
4.7 Habits in Consumption
In each of the models that have been considered, it has been assumed that
utility was derived from the level of consumption. As an alternative theoretical
postulate, one could consider the case where the agent becomes accustomed
to a certain level of consumption, and to derive greater utility, the new level
of consumption must be higher than the previous level.19 To simplify the
18See, (B.3.8).
19In this section we consider the eﬀects of including habits in consumption, to ascertain
whether the inclusion of this feature would improve the model's characterisation of observed
economic behaviour.
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exposition, we make use of a separable utility function without real balances
for money,
max
Ct,Nt
U = E0
∞∑
t=0
βt
[
(Ct − ζCt−1)1−σ
1− σ −
Nt
1+γ
1 + γ
]
(4.7.1)
where the parameter ζ refers to the degree of habits in consumption. The
accompanying budget constraint may then be given as,
PtCt +QtBt = WtNt +Bt−1 +Ht (4.7.2)
These expressions allow us to establish the Lagrangian,
LCt,Nt = E0
∞∑
t=0
βt
{[
(Ct − ζCt−1)1−σ
1− σ −
Nt
1+γ
1 + γ
]
+ . . .
. . . λ [WtNt +Bt−1 +Ht − PtCt −QtBt]}
where we can derive the partial derivatives,
∂L
∂Ct
= (Ct − ζCt−1)−σ − ζβEt(Ct+1 − ζCt)−σ − λPt = 0 (4.7.3)
∂L
∂Nt
= −Ntγ + λWt = 0 (4.7.4)
∂L
∂Bt = −Qtλt + βEtλt+1 = 0 (4.7.5)
after simplifying for
Nγt
Wt
= λ, and substituting,
Zt = (Ct − ζCt−1)−σ − ζβEt(Ct+1 − ζCt)−σ
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we can then derive the expression,
Zt = λPt and Zt = N
γ
t Pt
Wt
s.t.
Zt
Nγt
=
Pt
Wt
and
Wt
Pt
=
1
Zt ·N
γ
t
If there are no habits in consumption, such that ζ = 0, then we have,
Zt = Ct−σ, and,
Wt
Pt
= Ct
σNt
γ
However, in cases where ζ 6= 0 this expression can get quite cumbersome to
work with. One simpliﬁcation that is often applied is due to Abel (1990), where
additional utility is derived from deviations from aggregate consumption. This
behaviour has been used to describe cases where the rational economic agent
would derive additional utility when consuming more than his/her neighbour.
However, in a model with a single representative agent, the aggregate con-
sumption is usually interpreted as the average consumption level.20 Hence,
the utility function could be expressed as,
max
Ct,Nt
U = E0
∞∑
t=0
βt

(
Ct − ζC˜
)1−σ
1− σ −
Nt
1+γ
1 + γ
 (4.7.6)
where, C˜ is average consumption. After setting up the Lagrangian, the
partial derivative with respect to consumption would be,
∂L
∂Ct
=
(
Ct − ζC˜
)−σ
− λPt = 0 (4.7.7)
which would allow us to derive,
Wt
Pt
=
(
Ct − ζC˜
)σ
Nt
γ (4.7.8)
Note that this expression is not all that diﬀerent to what was derived in
the previous chapter. In this case, changes in consumption would have a much
smaller initial eﬀect on the real wage, particularly when ζ is large.
When including this feature in a model, we usually observe humped-shaped
impulse response functions in consumption; following the imposition of an
identiﬁed shock (i.e. monetary policy shock). An example of this is provided
in ﬁgure (4.2), where ζ is calibrated to a value of 0.7. This would aﬀect most
20Some researchers have also used the steady-state level of consumption as a proxy for
the aggregate consumption.
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of the other variables in the model, including output and inﬂation, which also
take on impulse response functions that are more humped-shaped.
Since most of the stylised facts in chapter two suggest that the full eﬀects
of most shocks only impact after a relatively short period of time, most of
the impulse response functions should be characterised with a humped-shaped
pattern. Generating such behaviour without the inclusion of habits in con-
sumption is a signiﬁcant challenge, and as such, most modern models include
this feature.
4.8 Conclusion
Whilst it is desirable to incorporate nominal and real rigidities in a dynamic
stochastic general equilibrium model, the manner in which one embarks on
this task requires careful manipulation of the model equations. In this chap-
ter we have constructed a closed-economy model that is consistent with the
framework of the New Keynesian theorists. It seeks to describe the behaviour
of the representative agents with the aid of a linear New Keynesian Phillips
Curve for the evolution of prices that takes the form, pit = κy˜t + βEtpit+1,
where κ = (1−θ)(1−θβ)
θ
(
σ + γ+α
1−α
)
. Demand is then described with the aid
of a New Keynesian IS Curve, which may be expresses as, y˜t = Et [y˜t+1] −
1
σ
(it − rnt − Et [pit+1]) and monetary policy is described with the aid of a Tay-
lor rule, it = ρiit−1 + (1− ρi) [%pipit + %yy˜t] + it.21
Following the introduction of sticky-prices, the eﬀect of a nominal interest
rate shock may result in a temporary change in the real interest rate, as in-
ﬂation would not be able to react instantaneously to this disturbance. This
change to the real interest rate would subsequently aﬀect the other real vari-
ables in the model, including the measure of the output gap. In this case,
monetary policy is no longer neutral, since it has ability to aﬀect real and
nominal variables.
This description of the aﬀect of a monetary policy shock would appear to be
consistent with the stylised features of the business cycle that were presented
in chapter two. Furthermore, with the inclusion of habits we are also able to
produce the hump-shaped nature of the stylised impulse response functions.
After developing a model that is able to replicate important features of
the business cycle, we are then able to consider the inclusion of open-economy
features that also have the ability to inﬂuence the business cycle of a small
open economy in the next chapter.
21Note that in terms of these expressions, inﬂation is described by the discounted stream
of current and future output gaps. And the output gaps are inﬂuenced by the discounted
stream of current and future real interest rates.
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5.1 Introduction
The introduction of the small open-economy New Keynesian model is described
in Galí and Monacelli (2005) and Monacelli (2003). It incorporates expres-
sions for exchange rates, terms of trade, exports, imports, and international
ﬁnancial market interaction. Many inﬂuential papers have made use of this
framework, and perhaps one of the most signiﬁcant has been Justiniano and
Preston (2010), where they show that the central banks of most small open
economies should not react to exchange rate movements.
Two variants of these models have been applied to South African macroe-
conomic data. The ﬁrst type of small open-economy models, which assume
complete asset markets and perfect risk sharing is provided in Steinbach et al.
(2009a), and later variants, which allow for incomplete asset markets and a
debt-elastic interest rate (risk) premium is provided in Alpanda et al. (2010a,
2010b, 2011).
These models provide for a relatively rich characterisation of the data and
their out-of-sample properties would appear to be superior to those of most
other types of reduced form models. In addition, when using this framework
one is able to analyse a number of interesting policy questions, such as whether
or not it would be optimal for the central bank to react to exchange rate
ﬂuctuations, when setting the nominal interest rate.
5.2 Households
Households would once again seek to maximise the consumption of goods, but
in this case they may choose to consume either domestic or foreign goods,
where foreign goods may come from one of a number of countries.
5.2.1 Consumption of locally produced goods
To describe the consumption of domestically produced home goods, CH,t, we
could use an expression that is similar to those that were derived for the
closed economy. Therefore, where the household is able to consume j diﬀerent
goods, within the continuum j ∈ [0, 1]; in the presence of constant elasticity
of substitution, which is described with the aid of the parameter, ,
CH,t =
[∫ 1
0
C
−1

H,j,t dj
] 
−1
(5.2.1)
We are then able to derive the demand function, which is similar to what
was derived earlier, where the demand for the diﬀerentiated goods is dependent
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upon relative prices and the degree of substitution between goods,
CH,j,t =
PH,j,t
PH,t
−
CH,t (5.2.2)
Thereafter, we were able to derive the price index,
PH,t =
(∫ 1
0
PH,j,t
1− dj
) 1
1−
(5.2.3)
Then ﬁnally, we can combine expression (5.2.2) with the price index in
(5.2.3) and the consumption index in (5.2.1) to derive the relationship be-
tween the measure of broad consumption expenditure and the consumption
expenditure on disaggregated items,∫ 1
0
PH,j,tCH,j,t dj = PH,tCH,t (5.2.4)
5.2.2 Consumption of foreign goods
To incorporate the consumption of foreign goods into the model, we assume
that domestic consumers purchase CF,t goods using the interval i ∈ [0, 1] for
the diﬀerent countries. This allows us to construct an index for all imported
(foreign) goods, using the familiar expression,
CF,t =
[∫ 1
0
C
γ−1
γ
i,t di
] γ
γ−1
(5.2.5)
where γ represents the substitutability of goods between the i foreign coun-
tries, and Ci,t is the index of goods that are imported from country i, for do-
mestic consumption in the home economy. We could then proceed as before
to derive the demand function,
Ci,t =
Pi,t
PF,t
−γ
CF,t (5.2.6)
and the price index for foreign goods,
PF,t =
(∫ 1
0
Pi,t
1−γ di
) 1
1−γ
(5.2.7)
This would allow us to describe the consumption of goods from all i coun-
tries as, ∫ 1
0
Pi,tCi,t di = PF,tCF,t (5.2.8)
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5.2.3 Consumption of diﬀerent imported goods
We could then allow for the case where each of the i country's produces j
diﬀerent goods, where Ci,j,t describes the domestic consumption of good j,
that was imported from country i. This would involve making use of a similar
integral,
Ci,t =
[∫ 1
0
C
−1

i,j,t dj
] 
−1
(5.2.9)
Note that we can use  in this expression as it describes the substitution
eﬀects in the home country, with respect to its demand for the j diﬀerent
goods. Using this equality, we may then derive the demand function,
Ci,j,t =
Pi,j,t
Pi,t
−
Ci,t (5.2.10)
and the price index is as expected,
Pi,t =
(∫ 1
0
Pi,j,t
1− dj
) 1
1−
(5.2.11)
This would allow us to describe the consumption of j goods in country i
as, ∫ 1
0
Pi,j,tCi,j,t dj = Pi,tCi,t (5.2.12)
5.2.4 Aggregate consumption
Since the broad consumption index, Ct, would comprise of the consumption of
locally produced goods, CH,t, and foreign imported goods, CF,t, we may then
express the broad consumption index as,
Ct =
[
(1− α) 1η (CH,t)
η−1
η + α
1
η (CF,t)
η−1
η
] η
η−1
(5.2.13)
In this case, α refers to the degree of openness, such that (1 − α) would
indicate the degree of home bias. Similarly, η would refer to the measure
of substitutability between domestic and foreign goods from the viewpoint of
the domestic consumer. Furthermore, the optimal allocation of expenditures
between domestic and imported goods is given by,
CH,t = (1− α)PH,t
Pt
−η
Ct ; CF,t = α
PF,t
Pt
−η
Ct (5.2.14)
Similarly, the broad consumer price index could be described as,
Pt =
[
(1− α) (PH,t)1−η + α (PF,t)1−η
] 1
1−η (5.2.15)
One is then able to log-linearise the price index in (5.2.15), to provide,
pt = (1− α)pH,t + αpF,t (5.2.16)
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5.2.5 Household's budget constraint
This information could be used to derive the budget constraint for the house-
hold, which could then be given as,∫ 1
0
PH,j,tCH,j,t dj +
∫ 1
0
∫ 1
0
Pi,j,tCi,j,t dj di + . . .
Et
[
Qt|t+1Dt+1
] ≤ Dt +WtNt + Tt (5.2.17)
where PH,j,t is the price of good j that has been locally produced and Pi,j,t
is the price of good j that has been produced by country i. The dividends and
interest earned on investment in the following period are denoted Dt+1, the
stochastic discount factor is Qt|t+1, nominal wages are represented by Wt and
lump sum taxes or transfers are denoted Tt.
Given that PH,tCH,t + PF,tCF,t = PtCt, the budget constraint can then be
expressed as,
PtCt + Et
[
Qt|t+1Dt+1
] ≤ Dt +WtNt + Tt (5.2.18)
5.2.6 Deriving optimal levels of consumption
Now to return to the problem of deriving optimal levels of consumption and
labour for the household. Using the budget constraint in (5.4.5), and the utility
function with separable preferences,
U = E0
∞∑
t=0
βt
[
C1−σt
1− σ −
N1+γt
1 + γ
]
we are then able to derive the optimal level of consumption/savings and
labour supply as before,
Wt
Pt
= Cσt N
γ
t
Qt = βEt
[(
Ct+1
Ct
)−σ
Pt
Pt+1
]
(5.2.19)
From these expressions we may derive the log-linear expressions,
wt − pt = σct + γnt (5.2.20)
ct = Et [ct+1]− 1
σ
(it − ρ− Et [pit+1]) (5.2.21)
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5.3 The Real Exchange Rate and the Terms of
Trade
5.3.1 The terms of trade
The price of country i's goods in terms of home goods may be expressed by
the bilateral terms of trade,
Si,t =
Pi,t
PH,t
The eﬀective terms of trade would then be given by,
St =
PF,t
PH,t
=
(∫ 1
0
S1−γi,t di
) 1
1−γ
(5.3.1)
This expression could be log-linearised around the steady state, Si,t = 1,
with the aid of a ﬁrst order Taylor series approximation, such that,
st =
∫ 1
0
si,t di (5.3.2)
where st = logSt = pF,t− pH,t. Making use of the log-linearised expression
in (5.2.16), we can substitute in for pF,t − pH,t, such that,
pt = (1− α)pH,t + αpF,t
= pH,t + α(pF,t − pH,t)
= pH,t + αst (5.3.3)
This would imply that where inﬂation is given as, pit = pt+1 − pt, domestic
inﬂation and the terms of trade would be given as, piH,t = pH,t+1 − pH,t, and,
∆st = st+1 − st, respectively. We may then express inﬂation as,
pit = piH,t + α∆st (5.3.4)
where the gap between the two measures of inﬂation is proportional to the
change in the terms of trade and the degree of openness.
5.3.2 Law of one price
If we are to assume that the law of one price holds for individual goods at
all times, then Pi,j,t = Ei,tP ii,j,t, where Ei,t is the nominal exchange rate for
country i and P ii,j,t is the price of good j that was imported from country i
(expressed in the currency of country i). Hence, making use of the expression
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in (5.2.11), we have the index Pi,t = Ei,tP ii,t. Substituting this expression into
the deﬁnition of PF,t and log-linearising around the steady state,
1
pF,t =
∫ 1
0
(di,t + p
i
i,t) di
= dt + p
w
t (5.3.5)
where pii,t =
∫ 1
0
pii,j,t dj, is the domestic price index for country i, expressed
in terms of its own currency. The eﬀective nominal exchange rate is given as,
dt =
∫ 1
0
di,t di, and the world price index is given by, p
w
t =
∫ 1
0
pii,t di.
Combining the expression in (5.3.5) with st = pF,t − pH,t, we get,
st + pH,t = dt + p
w
t
st = dt + p
w
t − pH,t (5.3.6)
To derive an expression for the relationship between the terms of trade and
the real exchange rate, note that after the nominal exchange rate has been
deﬂated by the ratios of the two countries consumer price indices (expressed
in their own currencies) the bilateral real exchange rate may be deﬁned by,
Qi,t = Ei,tP
i
t
Pt
(5.3.7)
Where the logarithm of the bilateral real exchange rate, qi,t = logQi,t, and
real eﬀective exchange rate is, qt =
∫ 1
0
qi,t di, we may then derive,
qt =
∫ 1
0
(di,t + p
i
i,t − pt) di
= dt + p
w
t − pt
= st + pH,t − pt
= (1− α)st (5.3.8)
where the ﬁrst line is given by the log-linearisation of Qi,t = Ei,t P
i
t
Pt
. We are
then able to move from the ﬁrst to the second line by using (5.3.5). Thereafter,
substituting in for dt + p
w
t , using (5.3.6); and using (5.3.3), to substitute in
for pH,t − pt, we are then able to derive the ﬁnal condition. This expression
relates the terms of trade to the exchange rate and the degree of openness,
which would make it extremely useful.
5.4 Closing Small open-economy Models
This model allows for the economic agent from the small open-economy to hold
an international asset. However, these agents are unable to aﬀect the price of
1Note that the superscript indicates that these prices are denominated in the foreign
country.
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this asset. Given this condition, if the real rate of return of the international
asset exceeds the subjective discount (or real domestic interest rate), then
there would be no reason to hold the domestic asset at any point in the future.
This would imply that any shock that aﬀects domestic interest rates would
have long-run eﬀects, which may induce random walk behaviour.2
In addition, since these models allow for the small open-economy to run a
current account deﬁcit, against which they would need to borrow. However,
we need to ensure that this borrowing is limited by some mechanism, or else
the representative agents from the small open-economy would continue to bor-
row without any restraint, to the point where this borrowing could only be
explained by an explosive process.3
The imposition of constraints that prevent the small open-economy from
engaging in unbounded lending is termed closing-oﬀ the model. These con-
ditions allow for researchers to derive stable-steady conditions around which
we are able to ﬁnd the model solution. To ensure that the model provides
a dynamic characterisation that is consistent with the phenomena of a gen-
eral equilibrium model, Schmitt-Grohe and Uribe (2003) shows how to employ
various techniques to induce stationarity for describing the open-economy dy-
namics. This section includes a description of the conditions for complete
asset markets with international risk sharing, which is followed by the case of
incomplete asset markets with a debt-elastic interest rate (risk) premium.
5.4.1 Complete Asset Markets with International
Risk-Sharing
Under the assumptions of complete markets for international securities, Galí
and Monacelli (2005) include the stochastic discount factor for the purchase
of goods from country i (in their prices). Under such conditions, they account
for the change in prices P it /P
i
t+1 in each country (as measured in their local
currency), and the change in the nominal exchange rate, E it/E it+1. Hence, they
use of the expression,
Qit = βEt
[(
Cit+1
Cit
)−σ (
P it
P it+1
)( E it
E it+1
)]
(5.4.1)
where they make use of the expression for the households stochastic dis-
count factor, Qt in (5.2.19), and combining it with (5.4.1) together with the
2It is worth noting that these conditions for closing oﬀ the open-economy features in the
model are not purely micro-founded.
3One is not able to model an explosive process, within the present framework.
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deﬁnition of the real exchange rate in (5.3.7),
Qt = Q
i
t
βEt
[(
Ct+1
Ct
)−σ (
Pt
Pt+1
)]
= βEt
[(
Cit+1
Cit
)−σ (
P it
P it+1
)( E it
E it+1
)]
(
Ct−1
Ct
)σ (
Pt−1
Pt
)
=
(
Cit−1
Cit
)σ (
P it−1
P it
)(E it−1
E it
)
(
C´t
)σ
P´t =
(
C´it
)σ
P´ it E´ it(
C´t
)σ
=
(
C´it
)σ
E´ it
P´ it
P´t
Ct = ϑiC
i
tQ
1
σ
i,t (5.4.2)
where the notation is such that P´t = Pt−1/Pt, and similarly so for the other
variables. They are able to move to the last equality by making use of the
constant ϑi, which will depend on initial conditions regarding relative net
asset positions.4 Without loss of generality symmetric initial conditions are
assumed, such that ϑi = ϑ = 1 for all i.
5
Taking the logarithm of both sides and integrating over the consumption
goods from i countries to derive the world consumption index, cwt =
∫ 1
0
cii,t di,
would provide us with,
ct = c
w
t +
1
σ
qt (5.4.3)
Making use of the relationship between qt and st in (5.3.8) would then
yield,
ct = c
w
t +
(
1− α
σ
)
st (5.4.4)
This relationship combines world consumption and the terms of trade to
describe consumption in a particular country. As noted in Galí (2008), it may
be shown that the terms of trade are a function of current and anticipated real
interest rate diﬀerentials, where if we allow for the household to invest in both
domestic and foreign bonds, the households budget constraint may be written
as,
PtCt + Et
[
Qt|t+1Bt+1
]
+ Et
[
Q?t|t+1B
?
t+1
] ≤ Bt + EB?t +WtNt + Tt (5.4.5)
4The relative net asset position at the beginning of the period would be given by
Cσt−1Pt−1 = (C
i
t−1)
σP it−1E it−1.
5Equivalently, we could assume zero net holdings.
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The optimality conditions with respect to these assets would be given by:
1 = βEt
{
Q−1t|t+1
(
Ct+1
Ct
)−σ
Pt
Pt+1
}
(5.4.6)
1 = βEt
{
Q?−1t|t+1
(
Ct+1
Ct
)−σ
Pt
Pt+1
}
(5.4.7)
After dividing (5.4.6) by (5.4.7) we obtain:
Q?t|t+1
Qt|t+1
= Et
{Et+1
Et
}
Log-linearising this expression would provide the familiar uncovered inter-
est rate parity condition, where the domestic nominal interest rate is equal to
the foreign interest rate plus the expected rate of currency depreciation.
it = i
?
t + Et∆et+1 (5.4.8)
This expression could then be used to relate the interest rate diﬀerential
to the terms of trade or real exchange rate, using any of the above conditions.
5.4.2 Debt-Elastic Interest Rate (Risk) Premium
Following Lubik (2007), the speciﬁcation for a debt-elastic interest rate as-
sumes that interest rates are a function of net foreign assets. If a country is
a net foreign borrower, it pays an interest rate that is higher than the world
interest rate. In this way, it will pay a risk premium, when the net foreign
assets are above the steady-state value.
We may the specify the risk premium as,
riskt = 
risk
t + χnfat
where riskt captures time varying risk premium and nfat is the net foreign
asset position of a country. The parameter χ is an elasticity parameter, as in
Schmitt-Grohe and Uribe (2003), and would take on a positive value. Hence,
when a country takes on a large net foreign asset holding, it would experience
a positive risk premium. The inclusion of the term riskt follows Justiniano
and Preston (2010), which allows for shocks to the risk premium that may be
modelled as an autoregressive process.
To allow for the risk premium to inﬂuence the amount of interest that is
paid by a country, we may specify the condition,
E[qt+1]− qt = (it − E[pit+1])−
(
i?t − E[pi?t+1]
)
+ riskt
where we assume the foreign (world) interest rate, inﬂation and the ex-
change rate are largely inﬂuenced by exogenous factors, any increase in the
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risk premium will result in an increase in the real interest rate that is applica-
ble to the small open-economy.
To complete this speciﬁcation, we may allow for deviations from the law of
one price, such that (5.3.8) may be written as,
qt = (1− α)st + ψft
where ψft represents the deviations from one price. The change in the net
foreign asset position of a country would be determined by the level of output
and consumption in the small open-economy, as well as its terms of trade and
any deviations from the law of one price. This would allow us to make use of
the expression,
nfat − 1
β
nfat−1 = (yt − ct)− α(st + ψft )
A comparison of the results that are derived from the diﬀerent methods
that are used to close oﬀ the open economy features of the model is contained
in part three.
5.5 Firms in a Small open-economy
If we assume that the ﬁrm in the home country produces a diﬀerentiated good
with a production function that makes use of linear technology, with constant
returns to scale,
Yj,t = AtNj,t (5.5.1)
To allow for a technology shock that may aﬀect the production function
during certain periods of time, we would want to include an exogenous stochas-
tic term, t. Hence, where at = logAt, and it is assumed that the tech-
nology shock is relatively persistent, we can make use of the AR(1) process,
at = ρaat−1 + t, to describe the eﬀects of a technology shock.
In this case the marginal productivity of labour would be
∂Yj,t
∂Nj,t
= At, for
which the log linear term is, mpnt = at. Furthermore, since the real marginal
costs (expressed in terms of domestic prices) will be common across domestic
ﬁrms,
mct = wt − pH,t −mpnt
= wt − pH,t − at (5.5.2)
5.5.1 Price Setting Behaviour
Once again, we can make use of the sticky-price mechanism of Calvo (1983),
where each ﬁrm has the probability (1 − θ) of being able to change the price
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of the goods that are produced. In the notation that follows, we use P ?t for
those prices that have been changed.
As shown in the derivation of the New Keynesian model, the optimal price
setting strategy for the domestic ﬁrm could be given as,
p?H,t = µ+ (1− βθ)
∞∑
k=0
(βθ)k Et
[
mct+k|t + pH,t+k
]
where p?H,t is the newly set domestic prices and µ = log

−1 is the gross
markup in the steady state.
5.6 Aggregate Demand and Output
Determination
The domestic market for j ∈ [0, 1] goods will clear in the home country when
all the locally produced goods are consumed. In an open-economy setting,
the locally produced goods may be consumed by the local market CH,j,t, or
they may be consumed by one of the i ∈ [0, 1] foreign countries, which may be
represented as
∫ 1
0
CiH,j,t di. Hence,
Yj,t = CH,j,t +
∫ 1
0
CiH,j,t di (5.6.1)
Now by combining (5.2.2) and (5.2.14), we have,
CH,j,t =
(
PH,j,t
PH,t
)−
· CH,t (5.6.2)
=
(
PH,j,t
PH,t
)−
·
[
(1− α)
(
PH,t
Pt
)−η
Ct
]
(5.6.3)
If we assume that there are symmetric preferences across countries, this
would imply that the home country preferences for foreign goods is equivalent
to the foreign countries preference for local goods. Then, after making use of
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(5.2.10), (5.2.6), and (5.2.14), and the expression PH,t = Ei,tP ii,t, we have,
CiH,j,t =
(
P ii,j,t
P ii,t
)−
· Cii,t
=
(
P ii,j,t
P ii,t
)−
·
(
P ii,t
P iF,t
)−γ
· CiF,t
=
(Ei,tPH,j,t
Ei,tPH,t
)−
·
(
P ii,t
P iF,t
)−γ
· α
(
P iF,t
P it
)−η
Cit
= α
(
PH,j,t
PH,t
)−(
PH,t
Ei,tP iF,t
)−γ (Ei,tP iF,t
PH,t
)−η
Cit
This allows us to rewrite the market clearing conditions for the j diﬀerent
goods in (5.6.2) as,
Yj,t =
(
PH,j,t
PH,t
)−
·
[
(1− α)
(
PH,t
Pt
)−η
Ct + . . .
α
∫ 1
0
(
PH,t
Ei,tP iF,t
)−γ (
P iF,t
P it
)−η
Cit di
]
(5.6.4)
In this case, we can make use of the relationship between aggregate domes-
tic output, and the output that is produced for each of the j goods, which is
equivalent to the relationship in the closed economy New Keynesian model,
Yt =
(∫ 1
0
Yj,t
1− 1
 dj
) 
−1
; Yj,t =
(
PH,j,t
PH,t
)−
Yt (5.6.5)
We may then express the above market clearing conditions in (5.6.4) in
terms of Yt.
Yt =
[
(1− α)
(
PH,t
Pt
)−η
Ct + α
∫ 1
0
(
PH,t
Ei,tP iF,t
)−γ (
P iF,t
P it
)−η
Cit di
]
Thereafter, using the fact that PH,t = Ei,tP ii,t,
Yt =
[
(1− α)
(
PH,t
Pt
)−η
Ct + α
∫ 1
0
(Ei,tP iF,t
PH,t
)γ (Ei,tP iF,t
PH,t
)−η
Cit di
]
=
[
(1− α)
(
PH,t
Pt
)−η
Ct + α
∫ 1
0
(Ei,tP iF,t
PH,t
)γ−η
Cit di
]
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Making use of the expression Qi,t = Ei,tP ii,t/Pt and PH,t = Ei,tP ii,t, such that
Qi,t = PH,t/Pt,
Yt =
(
PH,t
Pt
)−η [
(1− α)Ct + α
∫ 1
0
(Ei,tP iF,t
PH,t
)γ−η
Qηi,t Cit di
]
=
(
PH,t
Pt
)−η [
(1− α)Ct + α
∫ 1
0
(
PH,t
P ii,t
P iF,t
PH,t
)γ−η
Qηi,t Cit di
]
Then lastly, where the bilateral terms of trade for the home country, be-
tween itself and country i is Si,t = P
i
i,t/PH,t, then the bilateral terms of trade
for country i, that imports home country goods is Sit = PH,t/P
i
F,t, and the con-
dition that links consumption in country i with broad consumption in (5.4.2)
allows for,6
Yt =
(
PH,t
Pt
)−η
Ct
[
(1− α) + α
∫ 1
0
(
Sit Si,t
)γ−ηQη− 1σi,t di] (5.6.6)
In the case of the speciﬁc preferences (i.e. σ = η = γ = 1), the previous
condition could be rewritten as,
Yt = CtS
α
t (5.6.7)
which would suggest that output is dependent on the level of consumption
in the home country, the terms of trade for this country and its degree of
relative openness. However, where we allow for various diﬀerent preferences
we may derive the following ﬁrst order log-linear approximation of (5.6.6),
given that the terms of trade in the steady-state are,
∫ 1
0
sit di = 0,
yt = ct + αγst + α
(
η − 1
σ
)
qt
Furthermore, using the relationship in (5.3.8), it may be shown that,
yt = ct + αγst + α
(
η − 1
σ
)
(1− α)st
= ct +
(αω
σ
)
st (5.6.8)
where ω = σγ + (1 − α)(ση − 1). By aggregating over all countries, the
market clearing should ensure that,
ywt =
∫ 1
0
yit di
=
∫ 1
0
cit di
= cwt (5.6.9)
6After manipulating this expression, Cit = CtQ
− 1σ
i,t , where ϑ = 1.
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where ywt and c
w
t are the indices for world output and consumption. Com-
bining (5.6.9) with (5.6.8) and (5.4.4) provides,
yt = c
w
t +
(
1− α
σ
)
st +
(αω
σ
)
st
yt = y
w
t +
1
σα
st (5.6.10)
where σα =
σ
1+α(ω−1) ≥ 0.
And then ﬁnally, after combining (5.6.8) with the consumption Euler equa-
tion in (5.2.21), we are left with,
yt − αω
σ
st = Et{yt+1} − Et
{αω
σ
st+1
}
− 1
σ
[it − Et{pit+1} − ρ]
yt = Et{yt+1} − 1
σ
[it − Et{pit+1} − ρ]− α ω
σ
Et{∆st+1}
Now, given the expression in (5.3.4) and making use of (5.6.10), where
∆st = σα(∆yt −∆ywt ), it may be shown that,
yt = Et{yt+1} − 1
σ
[it − Et{piH,t+1} − αEt{∆st+1} − ρ]− α ω
σ
Et{∆st+1}
= Et{yt+1} − 1
σ
[it − Et{piH,t+1} − ρ]− α Θ
σ
Et{∆st+1}
= Et{yt+1} − 1
σα
[it − Et{piH,t+1} − ρ] + α ΘEt{∆ywt+1}
where Θ = (σγ − 1) + (1− α)(ση − 1) = ω − 1. Note that expected future
output / income on world markets will aﬀect current output levels in the home
country, and the quantum of the change is dependent on the degree of openness
in the home country (where we assume that Θ > 0).
5.6.1 Trade Balance
If we denote net exports in terms of domestic output, expressed as a fraction
of the steady state output, Y¯ , as
nxt =
(
1
Y¯
)(
Yt − Pt
PH,t
Ct
)
(5.6.11)
Then in the case where, σ = η = γ = 1 we would have PH,tYt = PtCt, since
there is a preference for the consumption of home goods, they will will all be
consumed locally. However, to allow for a more general setting, taking a ﬁrst
order approximation would leave us with nxt = yt − ct − αst, which could be
combined with (5.6.8) to provide,
nxt = α
(ω
σ
− 1
)
st (5.6.12)
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5.6.2 Aggregate output and employment
The aggregate measure of output may once again be given as,
Yt =
(∫ 1
0
Yj,t
1− 1
 dj
) 
−1
(5.6.13)
This measure may be combined with the aggregate production function in
(5.5.1), where Nj,t = Yj,t/At, and the functional form of the aggregate demand
functions in (5.2.2), where market clearing conditions ensure that Yt = Ct,
Nt =
∫ 1
0
Nj,t dj
=
1
At
∫ 1
0
Yj,t dj
=
Yt
At
∫ 1
0
(
Pj,t
Pt
)−
dj
In this case, the expression, dt =
∫ 1
0
(
Pj,t
Pt
)−
dj is of second order and
would not aﬀect the result when taking a ﬁrst order approximation. Hence,
we would be left with the result,
yt = at + nt (5.6.14)
5.6.3 Marginal costs and inﬂation dynamics
As shown in the description of the New Keynesian model, the optimal price
setting condition for ﬁrms may be combined with the condition that describes
the evolution of inﬂation (as a function of newly set prices) to provide an
expression for domestic inﬂation, in the New Keynesian Phillips curve,
piH,t = βEt{piH,t+1}+ λmct (5.6.15)
where λ = (1−βθ)(1−θ)
θ
.
The marginal costs in the open-economy may be derived from the produc-
tion function of the ﬁrms (5.5.2), where we can also make use of the house-
hold's labour supply equation (5.2.19) and the expression for the terms of trade
(5.3.3),
mct = −υ + (wt − pH,t)− at
= −υ + (wt − pt) + (pt − pH,t)− at
= −υ + σct + ϕnt + αst − at
After making use of (5.6.14), (5.4.4) and (5.6.9),
mct = −υ + σ
(
cwt +
[
1− α
σ
]
st
)
+ ϕ(yt − nt) + αst − at
= −υ + σywt + ϕyt + st − (1 + ϕ)at (5.6.16)
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Substituting in for st, with the use of (5.6.10), allows for domestic output
and productivity to be rewritten as,
mct = −υ + (σα + ϕ)yt + (σ − σα)ywt − (1 + ϕ)α (5.6.17)
Here we can see that in the open-economy, a change in domestic output
eﬀects marginal costs through its impact on employment (captured through
ϕ) and the terms of trade (captured by σα), which is a function of openness
and the substitutability between domestic and foreign goods. Similarly, world
output aﬀects marginal costs through its eﬀects on consumption (and hence
the eﬀect on the real wage is captured by σ) and the terms of trade (captured
by σα).
It may be worth considering that under ﬂexible prices, where mct = −µ,
the natural level of output in the open-economy would be given by,
ynt = Γ0 + Γaat + Γwy
w
t (5.6.18)
where Γ0 =
−µ
σα+ϕ
, Γa =
1+ϕ
σα+ϕ
≥ 0, and Γw = −αΘ σασα+ϕ .
5.6.4 Characterising output and inﬂation dynamics
Where the output gap is represented as y˜t = yt − ynt and it is given that
world output levels are not aﬀected by domestic conditions, it may be assumed
that domestic real marginal costs and the output gap are related through the
expression,
mct = (σα + ϕ)y˜t (5.6.19)
Combining this expression with the New Keynesian Phillips curve in (5.6.15)
allows for the more convenient expression in terms of output,
piH,t = βEt{piH,t+1}+ καy˜t (5.6.20)
where κα = λ(σα + ϕ). Note that the degree of openness, α, aﬀects do-
mestic inﬂation through σα. As such, where an increase in openness would
lower σα, the eﬀects of an increase in domestic output (which may cause real
depreciation of the currency), may not result in a large increase in marginal
costs or inﬂation.
Using (5.6.11), we may once again express the New Keynesian IS curve in
terms of the output gap,
y˜t = Et{y˜t+1} − 1
σ
(it − Et{piH,t+1} − rnt ) (5.6.21)
where the natural interest rate is given as,
rnt = ρ− σαΓa(1− ρa)at +
αΘσαϕ
σα + ϕ
Et{∆ywt+1}.
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This relationship would suggest that the forward looking New Keynesian
IS curve for the small open-economy is similar to what was produced for the
closed economy. However, in this case, the degree of openness aﬀects the sen-
sitivity of the output gap to interest rate changes and the natural interest rate
would often depend on both the expected world output growth and domestic
productivity.
5.7 The Interest Rate Rule
We could make use of an interest rate rule as was discussed in the closed
economy New Keynesian model, which is given as,
it = %iit−1 + (1− %i) [%pipiH,t + %yy˜t] + it (5.7.1)
Certain variants of this rule have sought to suggest that the central bank
may (or should) respond to exchange rate variations (Ball, 1999). Under these
conditions, monetary policy may be implemented with the aid of a generalised
Taylor rule that includes a measure for the external value of the currency,
where,
it = %iit−1 + (1− %i) [%pipiH,t + %yy˜t + %ddt] + it (5.7.2)
In part three we consider whether or note it would be optimal for the
central bank to respond to changes in the exchange rate.7
5.8 Conclusion
The small open-economy model provides a rich characterisation of economic
behaviour, particularly for economies such as South Africa. In addition, the
out-of-sample properties of these models would appear to suggest that they ﬁt
the data particularly well.8
After discussing the use of data in this model, we then turn our attention
to the use of this model structure in part three, where we also ask a number
of policy relevant questions, such as would it optimal to include the exchange
rates in the reaction function of the central bank?.
7Justiniano and Preston (2010) and Alpanda et al. (2010a) suggest that incorporating
the exchange rate in the response function would lead to greater volatility in inﬂation, output
and exchange rate volatility. However, Kumhof et al. (2010) would appear to suggest that
for diﬀerent speciﬁcations of the model, these results may not hold.
8For example, Alpanda et al. (2011) and Steinbach et al. (2009b) suggest that the fore-
casting performance of these models compares favourably to other forecasting models that
are used by central banks.
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6.1 Introduction
The seminal contribution of Burns and Mitchell (1947) established a framework
for cataloguing the empirical features of business cycles in the United States.
Their methodology for isolating the business cycle from the slowly moving
trend and the regular seasonal component has been applied in several countries,
including South Africa. Whilst this practice for analysing the business cycle
has intuitive appeal, it is extremely time consuming, which has lead to the use
of alternative methods by many researchers and policy-makers.1
When making use of a particular technique to identify the business cycle,
Prescott (1986) notes that all of these measure of the business cycle are impre-
cise; and hence one should always scrutinise the results to determine whether
they are representative of business cycle facts. Therefore, diﬀerent speciﬁca-
tions for the respective techniques that may be used to identify the business
cycle from measures of economic output are considered in this chapter, to
ensure that a consistent measure is used in the modelling in part three.
The variables that are use to model South African business cycle phenom-
ena include: measures of economic output, aggregate prices, consumer prices,
nominal wages, labour productivity, nominal interest rates, exchange rates,
foreign economic output, foreign prices, and foreign nominal interest rates.
Since measures of economic output are only available at a quarterly frequency
all the variables are transformed to quarterly measures. These are displayed
in ﬁgure 6.1 for the period 1975Q1 to 2012Q4, (i.e. the post Bretton-Woods
period).2
A preliminary inspection of this data would suggest that, with the exception
of interest rates, most of these variables exhibit positive trending behaviour.
This is important, since the properties of the data should be consistent with
what is to be described in the empirical model. Therefore, if we have for-
mulated a model around the cyclical behaviour of macroeconomic data (that
ignores the trends that may be present in the data), then we would ﬁrst need
to distinguish between the trend and cycles, before incorporating the variables
in the model.
In addition, it is worth noting that most statistical time-series models have
been developed for covariance-stationary data (obviously with the exception
of the cointegrated VAR model). Yule (1926) showed that when we include
1This method originally considered the variation in approximately 400 diﬀerent variables
to identify periods of relative expansion and relative decline.
2In August 1971, Richard Nixon announced the temporary suspension of the dollar's
convertibility into gold; and by March 1973 most of the the major currencies began to ﬂoat
against each other.
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Figure 6.1: Macroeconomic data in levels (1975Q1-2012Q4)
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trending variables in such a model, which assumes that the data is stationary,
then we run the risk of generating spurious results. Hence, if the model is not
able to deal with trends, then we need to ensure that they are removed from
the data. At this point, it is worth noting that DSGE model solutions are
expressed in terms of temporary departures from steady state values, which
would imply that the data should exhibit stationary characteristics.
6.2 Decomposing the data into trends & cycles
There are many ways to decompose the data into components that represent
the trend and the cycle. Baxter and King (1999) suggest that a business cycle
would normally extend from 6 to 40 quarters. In what follows, we focus on
several widely used methods that have been be used to transform the data for
use in many DSGE models.3
To ensure that the data is consistent with the structure of the model, most
methods employ a logarithmic transformation, as the theoretical models that
have been described in parts one and three of this dissertation, make use of
log-linear approximations of the structural equations.4 When making use of
the ﬁrst diﬀerence of the logarithm of a variable, the result may be interpreted
as a growth rate, which is particularly convenient in many cases.
When making use of a proxy for the foreign economy, we make use of
data for the United States economy as it was South Africa's single largest
trading partner over the sample period. In certain instances it may have been
desirable to make use of trade weighted data, however, whilst the eﬀective
nominal exchange rate is calculated by the South African Reserve Bank, the
distribution of a trade weighted output and prices variables are not publicly
available. In an attempt to remain consistent we only therefore make use of
US data for the foreign economy.
6.2.1 Output:
The measure of output is provided by seasonally adjusted Gross Domestic
Product (GDP) at constant (or chained) prices.5 This variable represents real
GDP, which exhibits strongly trending behaviour.
In several monetary models that rely on variants of the Taylor rule to de-
scribe policy makers behaviour, the primary interest is in incorporating a mea-
3Note that there is no guarantee that that the data will be covariance stationarity after
one has removed the trend to focus on the cycle, and as such it usually prudent to investigate
the properties of the data before it is included in the ﬁnal model.
4In addition, the use of logarithmic transformation also ensures that the data is scaled
to a certain degree.
5The data was obtained from the South African Reserve Bank (Code: KBP6006D -
Gross Domestic Product at Real Prices).
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sure of the output gap in the model.6 To derive a measure of the output gap
many economists rely on ﬁlter based techniques or model based approaches.
The most widely used ﬁltering technique is to apply the ﬁlter that was de-
veloped by Hodrick and Prescott (1997), which may be used to identify the
trend in output. The diﬀerence between the trend and the actual data is then
termed the output gap, which may represent the cyclical component of out-
put. A popular model-based alternative approach makes use of a structural
vector autoregressive (SVAR) model, along the lines proposed by Blanchard
and Quah (1989) and Clarida and Gali (1994). The later of these techniques
has been applied to South African data by Du Plessis et al. (2008).7
6.2.1.1 The Hodrick-Prescott ﬁlter
To apply the Hodrick-Prescott ﬁlter, it may be speciﬁed as the minimisation
of the following expression, where y¨t represents the logarithmic value of output
and y¯t is the trend of this process.
T∑
t=1
(y¨t − y¯t)2 + λ
T−1∑
t=2
[(y¯t+1 − y¯t)− (y¯t − y¯t−1)]2 (6.2.1)
In this case, λ is a constant, which reﬂects the penalty of incorporating
ﬂuctuations in the trend. If λ is a very large number, then the second part
of this expression is all important. Hence, as λ→∞, we would minimise the
second part of the expression by choosing a values for y¯t, where (y¯t+1 − y¯t) =
(y¯t − y¯t−1). This point would be achieved when the value for all y¯t are constant,
such that we are left with a linear trend. Alternatively, when λ approximates
a very small number (i.e. λ → 0), then the ﬁrst part of the expression will
dominate and the minimisation of the diﬀerence between the observed variable
and the trend, (y¨t − y¯t), would imply that all the values for y¯t would follow y¨t.
The actual value that is assigned to λ is dependent upon the frequency of
the data. When applied to US data, Hodrick and Prescott (1997) chose a value
of 1, 600 for quarterly data, as they felt that such a value provided a suitable
result for the approximation of the post-war United States business cycle. The
use of the Hodrick-Prescott ﬁlter for South African and United States output
is displayed in ﬁgure (6.2).
The practice of adopting this value of λ to other countries may be prob-
lematic as the ﬁlter may assign parts of the low frequency cyclical ﬂuctuations
to the trend (and vice verse). For example, if a particular country experiences
shorter cycles than the US, then a portion of the trend component for this
country would be assigned to cyclical component. This lead to the develop-
ment of empirical techniques to derive appropriate values for λ, particularly
6See, Taylor (1999), as well as part one of this dissertation.
7A review of these practices, when applied to South African macroeconomic data, is
provided by Klein (2011).
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Figure 6.2: Hodrick-Prescott ﬁlter for output trend and cycle (1975Q1-2012Q4)
for cases where this ﬁlter is applied to the data of countries that may not
be equivalent to that of the United States. Two popular approaches include
the spectral techniques of Pedersen (2001) and the minimisation routines of
Marcet and Ravn (2003).
The spectral technique that was employed in Pedersen (1998), seeks to
identify a complete cycle by approximating an ideal high pass ﬁlter that cuts oﬀ
components that are below some pre-speciﬁed cut-oﬀ frequency, whilst leaving
components at higher frequencies unchanged. This technique was applied to
South African Gross Domestic Product data in the analysis of Rand and Tarp
(2002) and Du Toit (2008). After replicating this technique for our sample, we
ﬁnd that when considering that the duration of the South African cycle may
extend over ﬁve, six, seven, or eight years, which produce values for λ of 177,
352, 524 and 1339, respectively.
An alternative means of ﬁnding an optimal value of λ may be obtained
by equating the constraint for the sum of squared second diﬀerences in South
African to that of the United States. This would suggest that the acceler-
ation and amplitude of the cycle is at least equivalent in the two countries.
This methodology was originally developed by Marcet and Ravn (2003) who
formulate the minimisation problem,
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min [gt]Tt=1
T∑
t=1
(yt − gt)2 (6.2.2)
subject to
∑T−1
t=2 [(gt+1 − gt)− (gt − gt−1)]2∑T
t=1(yt − gt)
≤ V (6.2.3)
where V ≥ 0 is a constant that is speciﬁed by the researcher to approx-
imate the acceleration in the trend relative to the variability of the cyclical
component. Setting V constant across countries ensures comparability across
countries in the sense that the variability of the acceleration of the trend rel-
ative to the variability of the cyclical component is common.
Now if we multiply both sides of equation (6.2.2) by
∑T
t=1(yt − gt)2 then
the Lagrangian of the above minimisation problem solves:
min
[gt]Tt=1
(1− λ¯V )
T∑
t=1
(yt − gt)2 + λ¯
T−1∑
t=2
((gt+1 − gt)− (gt − gt−1))2 (6.2.4)
where λ¯ is the Lagrange multiplier of the transformed constraint in equation
(6.2.2). The solution to this Lagrangian and the Hodrick-Prescott ﬁlter are
equivalent if:
λ =
λ¯
1− λ¯V (6.2.5)
The usual value of λ = 1600 can then be interpreted as the value of λ that
satisﬁes equation (6.2.5) when λ¯ is the Lagrange multiplier of the rewritten
constraint in (6.2.2) for the US value of V . The λ for South Africa will be
endogenously determined by solving the Lagrange multiplier for the constraint
in equation (6.2.2). Computation of V requires the use of a iterative scheme,
where for a given value of λ we compute the trend on the basis of the Hodrick-
Prescott ﬁlter for each possible value of λ and deﬁne the function,
F (λ) ≡
∑T−1
t=2 [(gt+1(λ)− gt(λ))− (gt(λ)− gt−1(λ))]2∑T
t=1(yt − gt(λ))
(6.2.6)
where gt refers to the trend component that relates to λ.
To measure the robustness of the results, Marcet and Ravn (2003) explore
a second method that replaces equation (6.2.2) with the following constraint,
1
T − 2
T−1∑
t=2
[(gt+1 − gt)− (gt − gt−1)]2 ≤ W (6.2.7)
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. SOUTH AFRICAN BUSINESS CYCLE DATA 93
This constraint restricts the variability of the acceleration in the trend
component directly and λ will now have the interpretation of the Lagrange
multiplier on equation (6.2.7). To implement this procedure we choose W on
the basis of the value implied by applying the standard Hodrick-Prescott ﬁlter
to the United States.
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Figure 6.3: Output gap based on Hodrick-Prescott ﬁlter for diﬀerent values of λ
(1975Q1-2012Q4). The top panel displays the cyclical component and the bottom
panel considers diﬀerence between the two optimal values and the standard value of
1600.
The diﬀerence between these two constraints is that whilst the second im-
poses the same variability of the growth of the trend across countries, the ﬁrst
constraint allows for a larger variability in the growth rate in countries with
a more volatile cyclical component. i.e. you would want to impose the sec-
ond constraint if you believed that South Africa and the United States share
common trends, whilst the ﬁrst constraint would be used where the researcher
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believes that the two countries grew at very diﬀerent rates. When applying
this technique to the South African GDP series we note that the value of λ
ranges from 1675 using the ﬁrst constraint and 1772 using the second con-
straint, where the values for V andW are 0.000004 and 0.000187, respectively.
After performing this analysis, it is worth noting that the spectral technique
of Pedersen (2001) suggests that one should employ a smaller value for λ,
whilst the optimisation approach of Marcet and Ravn (2003) suggests that a
larger value should be used. The inner bounds of these measures for λ have
been used and are depicted in the top panel of ﬁgure (6.3), where it is noted
that the diﬀerence would appear to be extremely marginal and the resulting
turning points are much the same. The bottom panel in this ﬁgure represents
the diﬀerence between the two optimal values and the standard value of 1600,
where the scale of horizontal axis is extremely small.
6.2.1.2 The structural vector autoregressive model
The alternative method of using a structural vector autoregressive model to
identify the output gap, as proposed by Du Plessis et al. (2008). This model
is used to identify aggregate demand and supply shocks to economic activity,
using measures of real output, as well as ﬁscal and monetary policy measures.8
The identiﬁed (structural) shocks can then be used in a historical decomposi-
tion of aggregate demand to distinguish between actual and potential output.
This measure is then used to derive a measure of the South African business
cycle.
The result of this analysis is contained in ﬁgure (6.4), where it is suggested
that the output gap exhibits a strong stochastic trend. Whilst the existence
of such a trend may reﬂect the actual behaviour of this unobserved measure,
it should be noted that this series would most probably be covariance non-
stationary. Hence, if were one to use this measure for the output gap in a
DSGE model, we would ﬁrst need to remove the trend before it could be used
in the model that we have developed. The removal of the trend from the data
would also make the interpretation of the ﬁnal results somewhat problematic,
as they would need to be interpreted in terms of a de-trended output gap.
Given the results of the above analysis, it is decided to proceed with the
traditional Hodrick-Prescott ﬁlter with a value of λ = 1600 for the smoothing
parameter.
6.2.2 Price Deﬂators:
Broad measures of the cyclical behaviour of price movements are described
by GDP price deﬂators. The measurement of these diﬀers slightly in South
8The variables that were used in Du Plessis et al. (2008), include the ﬁrst diﬀerence of
log real GDP, ratio of government consumption to GDP, and the real interest rate.
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Figure 6.4: SVAR measure of the output gap (1960Q2 - 2006Q4)
Africa to that of the United States (since in the US an index for price deﬂator
is provided). In South Africa this measure is calculated from the diﬀerences
between nominal and real GDP. Hence, where ~t represents the GDP deﬂator
and y˜t represents nominal GDP, the transformation for South African data
is calculated as ~t = [y˜t/yt] × 100. This represents an index of broad price
movements that is equivalent to the index that is provided in the United
States. To calculate the change in prices we calculate, pi~t = log[~t/~t−1] for
South Africa and pi~,?t = log[~?t/~?t−1].9
6.2.3 Wages & Productivity:
Wage inﬂation is derived from the nominal index of total remuneration per
worker in the non-agricultural sector, and growth in productivity is derived
from the labour productivity in the manufacturing sectors.10
9Data for measures of the Price Deﬂators was obtained from the South African Reserve
Bank (Codes: KBP6006D & KBP6006L - Gross Domestic Product at Real Prices & Gross
Domestic Product at Current Prices) and the Bureau of Economic Analysis (Code: Table
1.1.4 - Price Indexes for Gross Domestic Product). As noted previously, the United States
was South Africa's single biggest trading partner over the entire sample. Therefore, we
consistently make use of US data to proxy the foreign economy for measures of output,
prices, interest rates and exchange rates.
10The broader measure of labour productivity for all non-agricultural sectors went
through several changes in its data collection process, which resulted in noticeable break-
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Both of these measures for wages and productivity are provided in the
form of indices which facilitates a relatively straightforward means of trans-
formation, where the change is represented as piwt = log[wt/wt−1] and ∆zt =
log[zt/zt−1], respectively.11
6.2.4 Interest rates:
The well developed South African capital markets generate a large number of
interest rates with respect to various risk and maturity proﬁles. To describe
the conduct of South African monetary policy, following the adoption of the
inﬂation targeting regime one would prefer to use the Repurchase Rate, which
is applied to loans provided by the central bank. However, this rate only came
into existence following the introduction of this operating procedure and as
such we need to make use of an alternate short-term interest rate. The most
widely used of these, which extends back over a suﬃcient period of time is the
3-month Treasury Bill rate (which is highly correlated with Repurchase Rate
over the common sample). This interest rate, i¯t, is provided on a weekly basis
so we would need to take the average over the respective weeks in quarter.
Thereafter, as the data is quoted as an annual rate, we convert it to the
respective amount of interest that is earned over the quarter, using the annu-
alisation formula, it = [1 + (¯it/100)]
0.25 − 1.12
Foreign interest rates are represented by the monthly United States Federal
Funds rate, which is also converted into the average quarterly rate, before it
is annualised.13 It is represented by the expressioni?t .
6.2.5 Nominal exchange rate:
The depreciation rate for the value of South Africa currency is represented by
the quarterly percentage change in the South African rand relative to the US
dollar.14 Hence, the data is transformed by taking ∆dt = log[dt/dt−1].
points in 2002q3, 2004q4 and 2006q2. Therefore, in this case the use of labour productivity
from the manufacturing sector was deemed prudent.
11Data for measures of the Wages & Productivity was obtained from the South African
Reserve Bank (Codes: KBP7013L & KBP7079L - Total remuneration per worker [non-agric]
& Manufacturing: Labour productivity).
12Data for the short-term interest rate was obtained from the South African Reserve
Bank (Code: KBP1405W - Discount rates on 91-day Treasury Bills).
13Data for measures of the Foreign Interest Rate was obtained from the Federal Reserve
Bank (Code: H15 - Eﬀective Federal Funds Rate).
14Data for measures of the nominal exchange rate was obtained from the South African
Reserve Bank (Code: KBP5339M - Foreign exchange rate: SA cent / USA dollar).
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6.2.6 Consumer Prices:
The construction of South African consumer price indices has recently under-
gone a signiﬁcant structural break, to ensure that they are consistent with
international practices. Details of the change in methodology are contained in
a number of governmental reports, including Statistics South Africa (2009a,
2009b). In addition, the construction of this price index for this period is dis-
cussed in greater detail in chapter 8, where we also seek to identify a measure
of core inﬂation.15
In many monetary models that are formulated for policy-making purposes
central bankers are primarily concerned with an underlying measure of inﬂa-
tion, as they would not wish to formulate policy (that may aﬀect the economy
for many years to come) on the basis of a temporary shock to aggregate con-
sumer price data. Such a measure of underlying inﬂation is often termed
core-inﬂation and the methods used for its calculation are relatively extensive.
In chapter 8 we make use of a number of these methods to derive a consistent
estimate of core inﬂation for South Africa.
At this point it is worth noting, that to derive a measure of core inﬂation
we use a year-on-year measure of annual inﬂation, which may be converted to
the amount of inﬂation for the quarter, using the same annualisation formula
that was applied to interest rates.
6.3 Conclusion
This chapter considers the use of various transformations that may be ap-
plied to the variables that may be included in a dynamic stochastic general
equilibrium model for a small-open economy. One of the key variables that
is usually included in these models is a measure of the cyclical component in
economic output. We note that the use of an optimal measure for the smooth-
ing coeﬃcient in the Hodrick-Prescott ﬁlter, when applied to South African
data, does not seem to have a large inﬂuence over the characterisation of the
business cycle. In addition, this chapter also included details of the various
transformations that may be applied to the other key variables in the model.
The following chapter considers the identiﬁcation of an appropriate starting
point for the dataset, as we would like to avoid the inclusion of large structural
breaks. It includes an analysis of the ﬁrst two moments of several macroeco-
nomic variables with the aid of univariate and multivariate techniques.
15Data for consumer prices was obtained from Statistics South Africa (Code: P0141.1 -
CPI: All items - Index 2005=100 & CPI: Headline Inﬂation - Index 2012=100).
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7.1 Introduction
Since the volatile 1970s, the economies of several developed and developing
countries have become considerably more stable, with lower volatility for real
output (and other macroeconomic series) coupled with low and stable inﬂa-
tion.1 This development has been called the great moderation and was ﬁrst
observed in the economy of the United States, with comparable evidence soon
emerging for other developed economies.2 Du Plessis et al. (2007) and Burger
(2008) have subsequently identiﬁed a similar moderation for the South African
economy since the early to mid-nineties.
The existence of such phenomena may be reﬂected as a structural break in
the behaviour of several macroeconomic variables. Ideally, one would not wish
to include such an event in the dataset that is used in any empirical model
that does not explicitly cater for such behaviour, as it would make it more
challenging to identify consistent estimates of the parameters in the model.3
Hence, whilst this event is highly desirable from a welfare perspective, some
attempt should be made to understand and identify the timing of these events.
Popular hypotheses ascribe the causes of the event to good policy, an
evolution of the economic structure, good luck, or a combination of these
factors.4 Examples of good policy would include successful anti-cyclical
monetary and ﬁscal policies by government, and/or better management of
inventory investment by the private sector (Du Plessis et al., 2007). Struc-
tural hypotheses focus on the importance of the relative expansion of the less
volatile services sectors of the economy as an explanation for the great mod-
eration. In contrast with the structural and good policies hypotheses, the
good luck hypothesis suggests that the increasingly interlinked international
economy (with more trade and capital ﬂows) coincided with an exception-
ally benign period of modest shocks that followed the spate of international
disturbances of the seventies.
Burger (2008) recently considered three possible causes of the great moder-
ation in South Africa (better monetary policy, a more eﬃcient ﬁnancial sector,
and improved inventory management), all of which concern domestic factors
1A wealth of literature describes the nature and possible causes of this decline in volatility
across many macroeconomic series since the volatile 1970s. The seminal papers with respect
to the U.S. economy include: Kim and Nelson (1999), McConnel and Perez Quiros (2000),
and Blanchard and Simon (2001).
2The early papers with evidence of the great moderation beyond the U.S. economy are
Stock and Watson (2005) and Stock and Watson (2003b).
3The DSGE framework that is used in part three does not allow for the explicit inclusion
of structural breaks.
4See, for example, Gali and Gambetti (2009).
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and could be grouped under the structure and good policy headings. His ev-
idence supported two of the three hypotheses, that is, better monetary policy
and a more eﬃcient ﬁnancial sector contributed to greater economic stability,
whilst better inventory management did not. His evidence on monetary policy
extends earlier work by Du Plessis et al. (2007), Du Plessis et al. (2008) and
Du Plessis (2006) who provided evidence from a number of diﬀerent analytical
perspectives that monetary policy explains a large part of the great moderation
in South Africa, with ﬁscal policy also contributing to this event.5.
It has further been argued that the political situation in South Africa con-
tributed to higher levels of economic volatility during the seventies, and Burger
(2008) used the Soweto riots of 1976 and the political transition of 1994 as plau-
sible boundaries for the period of macroeconomic instability in South Africa,
while Du Plessis et al. (2007) also used the 1994 transition as the demarcation
line between the earlier period of instability and the more stable recent period.
In addition to local politics and policy, the stability of the South African
economy is also aﬀected by the international environment, especially since the
economy is relatively small and open to both large capital ﬂows and signiﬁcant
international trade. The international literature has attributed an important
role in the great moderation to a more benign international environment,6
which was transmitted to local economies via trade and capital market con-
nections. This is an increasingly important factor in the South African context
because it coincided with the liberalisation of the capital account and the pro-
motion of greater trade liberalisation after the late eighties.7
The evidence on causes of the great moderation cannot, however, be sepa-
rated from the question of dating the great moderation, as the identiﬁcation
of changes in policy, practice or international conditions need to match the
observed changes in macroeconomic volatility to support these particular hy-
potheses. In contrast with the international literature, where much eﬀort has
been spent investigating this question, less attention has been directed towards
this area of research in South Africa, with authors like Du Plessis et al. (2007)
using the political transition of 1994 as an implicit start, while Burger (2008)
used ocular inspection to split the post-1960 history into three samples: 1960
to 1976 (a period of stability), 1976 to 1994 (a period of high volatility) and
5There has been some controversy in the South African literature over the extent to
which ﬁscal policy has stabilised the economy. A number of authors have argued that ﬁs-
cal policy has become pro-cyclical in recent years, including Burger and Jimmy (2006) and
Frankel et al. (2007) This has been attributed to ineﬀective automatic stabilisers by, for ex-
ample, Swanepoel and Schoeman (2003) and Swanepoel (2004). More recently, this evidence
has been disputed after the cyclical component of government revenue was estimated using
more rigorous techniques and model-based assessments of the cyclicality of ﬁscal policy, by
Du Plessis and Boshoﬀ (2007) and Du Plessis et al. (2007).
6See, Ahmed et al. (2004), Blanchard and Simon (2001), and Sensier and Dijk (2004).
7The extent of trade liberalisation in South Africa is discussed in Edwards and Lawrence
(2006). A historical account of the liberalisation of the South African capital account can
be found in Gidlow (2002).
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post-1994, a period of great moderation.
The contribution of this chapter lies ﬁrstly in a more rigorous identiﬁcation
of the start of the great moderation in South Africa, and secondly, it motivates
the use of time-varying stochastic volatility models to describe the nature of
the declines in volatility. Such models have been used to good eﬀect by Stock
and Watson (2003a), who conduct an extensive investigation into the time-
varying characteristics of volatility in the United States.
After describing the nature of changes to the ﬁrst two moments of South
African macroeconomic data with the aid of the stochastic volatility model,
we then utilise the model to identify break-points in the variation of several
macroeconomic variables (over time), using the method that is developed in
Quandt (1960), Bai (1997), Hansen (1997) and Bai et al. (1998). This proce-
dure also allows us to identify whether a break-point is a result of a signiﬁcant
change in either the ﬁrst or the second moment of a time-series.
In the following sections, we describe the data before we present the formu-
lation of the stochastic volatility model. This is followed by the results of the
model and a number of break-point tests in both univariate and multivariate
settings to derive a speciﬁc date for the observed changes.
7.2 The volatility of South African
macroeconomic data
To provide an initial description of the South African business cycle, we make
use of a Band-Pass and Hodrick-Prescott ﬁlter to identify the cyclical compo-
nent of South African real GDP, reported in ﬁgure 7.1. We note that during
the 1960s and early 1970s the cycle seems to be relatively volatile, although
the amplitude of the cycle is not too dramatic. During the mid 1970s to the
early 1980s, the cycle seems to be less volatile, but in this case, the amplitude
of the cycle increases signiﬁcantly. During the late 1980s to the most recent
ﬁnancial crisis, the cycle seems to have become stretched8 (i.e. longer phases)
with lower volatility. This observation is conﬁrmed in table 7.1, where we note
that the year-on-year volatility of GDP ﬁrst increased and then decreased over
the ﬁve decades in the sample.
Such a decline in volatility has important implications for policy makers,
given the welfare gains that may be derived from a less volatile business cy-
cle. For example, lower volatility may reduce uncertainty surrounding future
economic events, which contribute towards better decision making by most
economic agents. In addition, lower economic volatility would also contribute
towards a lower county risk-rating, which would lead to a decline in the aver-
age interest rate on national debt. Policy lessons could also be derived from
understanding the nature and cause of the changes in volatility. A further
8See also, Du Plessis (2004).
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 7. TRENDS AND STRUCTURAL CHANGES IN SOUTH
AFRICAN MACROECONOMIC DATA 102
1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 20150.04
0.03
0.02
0.01
0
0.01
0.02
0.03
0.04
0.05
 
 
HP filter
BP filter
Figure 7.1: South African Business Cycle
(technical) reason for investigating the time varying properties of the business
cycle is that it may aﬀect the formulation of appropriate econometric business
cycle models.
Period Mean Std Dev
1960:1 1969:4 5.6 1.8
1970:1 1979:4 3.2 2.2
1980:1 1989:4 2.2 3.2
1990:1 1999:4 1.4 2.3
2000:1 2009:4 3.6 2.1
2000:1 2011:4 3.5 1.9
1960:1 2011:4 3.1 2.7
Table 7.1: Year-on-year growth rates for South African gross domestic product
In the following analysis, we investigate the properties of the expenditure
and production components of GDP, as well as measures of employment, wages,
inﬂation, production, interest rates, and exchange rates. This data is measured
at a quarterly frequency after eliminating trends and obvious non-stationarity.
In terms of the components of GDP and prices, these are all expressed as
ﬁrst-diﬀerence growth rates (i.e. log(y1/y2)), and interest rates are expressed
as annualised ﬁrst diﬀerences (i.e. y1 − y2).9
9Comprehensive details of the data sources, acronyms and transformations are provided
in table A.1, which is contained in the appendix for additional details in (A.2.1).
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To summarise the changes in the volatility of South African components
that are likely to impact on the GDP growth rate, table 7.2 reports the stan-
dard deviations of 32 economic time series for each decade over the period
1960q2 to 2011q4. Each decade's standard deviation is scaled by the standard
deviation of the full sample for that series, with values less than one indicating
a period of low volatility relative to the full sample period.
Std deviation Std deviation relative to 1960-2011
code 1960-2011 1960-1969 1970-1979 1980-1989 1990-1999 2000-2009 2000-2011
GDP 0.027 1.1 0.81 1.24 1.08 0.77 0.71
CONS 0.029 0.89 1.03 1.31 0.91 0.89 0.83
CDUR 0.122 1.04 0.98 1.45 0.56 0.83 0.86
CSDU 0.055 0.74 1.08 1.15 0.72 1.18 1.11
CNDU 0.028 0.99 0.92 1.02 1.2 0.93 0.87
CSER 0.031 0.79 1 1.52 0.8 0.62 0.6
GOV 0.046 1.32 1.08 0.9 1.03 0.28 0.27
GFCF 0.086 1.04 0.89 1.32 0.88 0.8 0.77
GFCR 0.121 1.2 0.87 1 0.73 1.14 1.14
GFCN 0.124 0.9 0.95 1.12 1.22 0.61 0.58
INV 0.024 1 1.32 1.16 0.74 0.53 0.52
GDE 0.05 1.13 1.11 1.25 0.74 0.59 0.56
EXP 0.065 0.74 0.94 1.29 1.08 1.44 1.33
IMP 0.132 1.17 1.03 1.34 0.61 0.77 0.74
GVAP 0.057 0.84 0.82 0.76 1.65 0.44 0.55
GVAS 0.049 1.26 0.79 1.21 0.93 0.93 0.87
GVAT 0.023 1.13 0.98 1.14 1.01 0.67 0.65
GVA 0.026 1.04 0.76 1.25 1.13 0.79 0.73
EMP 3.474 . 1.3 0.91 0.84 0.98 0.92
WAGE 0.041 . 0.92 0.99 0.93 1.05 1.02
CPI 0.038 . 0.23 1.12 0.7 1.23 1.25
DEF 0.05 1.31 0.88 1.29 0.65 0.56 0.54
PRND 0.289 . 0.66 1.45 0.73 0.99 0.98
PRDU 0.116 0.85 0.89 1.14 1.02 1.05 0.99
PROD 0.124 0.72 0.99 1 0.99 1.51 1.4
LPR 0.038 0.93 0.75 1.29 1.07 1.19 1.23
LCT 0.065 1.1 0.84 1.18 1 0.94 0.9
NOTI 0.009 . . . 0.99 1.65 1.54
TBIL 0.008 . . 1.43 0.78 0.68 0.64
GOVS 0.005 . . . 0.75 1.47 1.4
ESK 0.005 0.64 0.73 1.41 1.09 1.73 1.6
EXCH 0.156 . 0.68 1.13 0.52 1.25 1.24
Table 7.2: Standard deviations of economic time series
According to this measure, the volatility of the majority of the variables
in table 7.2 were highest during the eighties. These high levels of volatility
subsequently subsided, though the disruption of the international ﬁnancial
crisis and associated local recession raised the volatility of a few series during
the 2000s to levels above their full sample averages. The latter are consumption
of semi- and non-durable goods, ﬁxed capital formation of residential buildings,
exports of goods and services, and manufacturing production. Although we
do not report the results here, it is worth noting that until the recent ﬁnancial
crisis, none of the major components of GDP was more volatile in the 2000s
than over the full period. To investigate the nature and timing of this decline
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in economic volatility, we use a time-varying stochastic volatility model that
is described in the following section.
7.3 Modelling time-varying stochastic volatility
To model changes to the behaviour of variables that may be inﬂuenced by non-
stationary characteristics, we make use of a state-space model that includes
time-varying parameters.10 In this framework, the evolution of an observed
variable of interest is modelled by latent (or unobserved) state variables in what
is called the measurement equation, while the evolution of the state variables is
described by respective state (or transition) equations. When this framework
includes state equations that are used to describe the volatility of a time series,
it is often termed a stochastic volatility (SV) model. These models facilitate
an intuitive representation of volatility, which is seldom constant, predictable,
or directly observable.
Stochastic volatility models have been used extensively in mathematical
ﬁnance to model the volatility of securities and these models have a simi-
lar structure to the widely used generalised autoregressive conditional het-
eroskedasticity (GARCH) models. These two types of models have been used
to describe the same stylised facts, that relate to the volatility of a time se-
ries. However, where the GARCH model is formulated to model the total
conditional variance of a variable, the SV model treats volatility as a latent
stochastic process (where shocks to the volatility may be isolated from the
underlying signal for this process).
The basic SV model describes deviations of an observed economic variable,
yt, from its mean, µ; as the product of its volatility, σt, and a stochastic error
term, t. Hence the measurement equation may be speciﬁed as,
yt − µ = σtt where t ∼ i.i.d.N
[
0, ς2t
]
. (7.3.1)
The distribution of volatility may then vary over time by including an
unpredictable component, υt, in the speciﬁcation of the σt process. Hence, the
speciﬁcation of the state equation that may be used to describe the volatility
of the observed variable, σt, may be expressed as,
log σ2t = log σ
2
t−1 + υt where υt ∼ i.i.d.N
[
0, ς2υt
]
, (7.3.2)
where the use of logarithms ensures non-negative conditional variances.11
10See, Durbin and Koopman (2001) for a textbook reference on these methods
11For the interested reader, Shephard (1996) provides an introductory survey of SV and
ARCH models. Ghysels et al. (1996) provides a mathematical review, and Shephard (2005)
provides a more recent review of important SV papers. Note that in this speciﬁcation, we
are seeking to obtain parameter values for the variance of two shocks (i.e. one for σt and
one for t) using information from a single observed variable, yt. This may result in several
diﬃculties with parameter estimation in such a model.
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To allow for various degrees of persistence and parameter-drift in the mean
of the respective time series, we followed Stock andWatson (2003a) and assume
that the data follow AR(4) processes that are subject to time-varying mean
behaviour.12 The inclusion of parameter drift in this instance is supported by
our earlier ﬁndings, and several authors including Cogley and Sargent (2001),
suggest that by allowing for such behaviour we are at least consistent with
certain elements of the Lucas (1976) critique.
Therefore, we extend the above measurement equation in the model and
assume that the stochastic factors are independent and identically distributed
with zero mean and unit variance, such that,
yt =
4∑
j=1
αj,tyt−j + σtt; where t = i.i.d.N [0, 1] (7.3.3)
with the state vector that describes the time-varying persistence of the
data,
αj,t = αj,t−1 + θjϕj,t; where ϕt = i.i.d.N [0, 1] . (7.3.4)
This formulation suggests that following the arrival of new information,
changes to the economy take place that aﬀect αt, which is modelled as a
random walk process. The value for θj is then calibrated at θj = 7/T , which is
consistent with the estimate of Stock and Watson (2003a) for parameter drift
in autoregressions.13
The time-varying volatility of the variable may then be described by the
second state equation,
log σ2t = log σ
2
t−1 + υ
2
t . (7.3.5)
To allow for large jumps or breaks in the variance (σ2t ) we use a mixture of
distributions for υt, which include a period of low volatility, υt = N(0, τ
2
1 ) with
probability q, and a period of high volatility, υt = N(0, τ
2
2 ) with probability
1− q. In this instance, we set τ1 = 0.04 and τ2 = 0.2, as per the estimates of
Stock and Watson (2003a).14 The probability of the variable being in a state
12The use of diﬀerent autoregressive structures, including AR(2), AR(3), AR(6) and
AR(8) processes did not inﬂuence our ﬁndings signiﬁcantly. If anything, the use of additional
autoregressive lags identiﬁed more potential break-points. However, the pronounced decline
during the 1980s was material and consistent, across all lag lengths.
13We considered the implications of using diﬀerent measures of θj and found that the
respective variables are extremely insensitive to the degree to which the persistence is allowed
to vary. When we decrease the value of θj the results do not change materially, whilst much
larger values of θj increase the signiﬁcance of our ﬁndings.
14Our results are not sensitive to the speciﬁc choice of these values. Varying the value of
τ1 hardly aﬀects the results reported in the text; while a lower value of τ2 results in slightly
smoother time-varying volatility and a larger value leads to a slight increase in the volatility
of each of the respective time series.
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of low volatility at a particular point in time is calibrated at 0.95.15
A non-Gaussian smoothing algorithm was then used to identify the trend
in the unobserved volatility of the respective time series. This was necessary
as the conventional linear Gaussian model framework with a small amount of
noise for the variance often fails to detect large jumps in volatility (which may
be due to shocks) or gradual (smooth) changes to the trend. In addition, the
exclusion of a large amount of noise in the variance of the stochastic factor, υt,
would introduce several inappropriate high-frequency elements to the trend of
a linear Gaussian model (Kitagawa, 1987).
The parameters in the model are estimated using Bayesian techniques,
where initial conditions are established with ﬂat priors. Thereafter, diﬀuse
conjugate priors were used to obtain parameter estimates. In such a setup, we
are able to make use of the extremely powerful Markov Chain Monte Carlo
(MCMC) methods for the non-Gaussian smoother, as suggested by Stock and
Watson (2003a).
Where Y = y1, ..., yT , A = αj,t; j = 1, ..., 4; t = 1, ..., T and S = σ1, ..., σT ,
the MCMC algorithm is formulated to iterate between the following three con-
ditional distributions of [Y |A, S], [A|Y, S], and [S|A, Y ]. The ﬁrst two condi-
tional distributions are normal and the third is computed by approximating the
distribution of log 2t with a mixture of normal distributions that have means
and variances that match the ﬁrst four moments of the logχ21 distribution, in
the multi-move Bayesian sampler of Shephard (1994).
After the parameter values have been estimated with the use of non-
Gaussian smoothing algorithm, the estimated instantaneous auto-covariances
of yt are then computed using σ
2
t|T and αj,t|T , which converge on the condi-
tional means of σ2t and αj,t, given the observed time series. The smoothed
instantaneous variance in the growth rates are then calculated by summing up
the instantaneous auto-covariance functions in chronological order.
7.3.1 Results of time-varying stochastic volatility model
The resulting time-varying stochastic volatility of South African GDP is de-
picted in ﬁgure 7.2, where the line with a great degree of deviation depicts
the mean absolute deviation16 and the smoother line is the estimate of time-
varying volatility (from the stochastic volatility model).
This graph shows that the decline in real output volatility in South Africa
may have started as early as the middle of the 1980s, as the volatility of the
series declines sharply between 1983 and 1987. Figure 7.2 also shows steadily
declining volatility from 1992 onwards. When considering the graphs for the
15The results that we report are not largely dependent on the calibrated value of q.
Decreasing the probability of an event arising during a period of low volatility increases the
reported time-varying volatility, whilst increasing the value of q produces a ﬂatter overall
trend for the time varying volatility.
16The absolute diﬀerence between each yt and the full sample mean.
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Figure 7.2: Time varying standard deviations of South African GDP
constituent parts of South African GDP expenditure that are included in ﬁgure
Du Plessis and Kotzé (2012), we note that the large decline in volatility during
the 1980s is relatively widespread. For example, consumption, government
expenditure, and investment (over output) all seem to experience a similar
decline. Gross ﬁxed capital formation and imports also experience such a
decline, but it would appear to take place later (i.e. only starting in 1987),
whilst exports maintain a relatively constant level of volatility over this period.
In addition, we also detect similar ﬁndings with regard to the value-added side
of the economy (with the exception of the primary sector).
With regard to employment measures, we observe little change to the
volatility of the respective series, whilst the volatility of the consumer price
index was higher in the eighties, declined during the nineties and has lately
been on an upward trend again. The higher volatility of interest rates since
the mid-nineties is clearly depicted in the remaining few graphs.
The following tentative conclusions are possible at this stage: ﬁrstly, real
output and its major constituent parts experienced signiﬁcant shifts in their
mean growth rates and volatility, rejecting any notion of co-variance station-
arity. Secondly, a sizeable downward shift in the conditional variance of real
output seems to have started in the early to mid-eighties; a date which is much
earlier than previously estimated in the South African literature, but in line
with the estimated start of the international `great moderation' (especially for
the United States).
7.4 Break-point investigation
It is possible to identify the likely start of the great moderation in South Africa
more rigorously by applying break-point tests to the conditional volatility se-
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 7. TRENDS AND STRUCTURAL CHANGES IN SOUTH
AFRICAN MACROECONOMIC DATA 108
ries. We ﬁrst apply a simple turning-point test that was popularised by Wecker
(1979), whereby potential downturns start at local peaks in the series under in-
vestigation (yt−4, yt−3, yt−2, yt−1 < yt > yt+1, yt+2, yt+3, yt+4) and upturns start
at local troughs, that is, (yt−4, yt−3, yt−2, yt−1 > yt < yt+1, yt+2, yt+3, yt+4).
These turning-points provides us with a set of possible break-points in the
volatility of the respective variables, and they have been included in ﬁgures
7.2. To ascertain whether these turning points are statistically signiﬁcant,
we subject the series to a number of break-point tests that also determine
whether the change in volatility is associated with changes in its time-varying
mean (or trend), or with its associated conditional variance (or volatility).
Distinguishing between these types of breaks is important, since changes to the
trend may be associated with changes in economic policy or other events that
evolve over time, whilst changes to the conditional variance would be associated
with the frequency and amplitude of economic shocks that are generally of
shorter duration.
Essentially, these tests seek to identify changes in the parameters of the
following autoregressive model.
yt = φt + βt(L)yt−1 + εt (7.4.1)
where,
φt + βt(L) =
{
φ1 + β1(L), t ≤ ξ
φ2 + β2(L), t > ξ
}
(7.4.2)
and,
ε2t =
{
ε21, t ≤ ζ
ε22, t > ζ
}
(7.4.3)
These tests make use of the heteroskedasticity-robust Quandt (1960) like-
lihood ratio (QLR) statistic that was implemented with the method of Bai
(1997) to test for changes in the autoregressive parameters. In this speciﬁ-
cation the date of the break-point in the conditional time-varying mean is
represented by ξ, which may diﬀer from the date of the break-point in the
condition variance that is given by ζ.
The results for GDP are reported in tables 7.3 and 7.4. The ﬁrst col-
umn provides the least squares estimate of the break date, the second column
provides the 67% conﬁdence interval around this date, and the ﬁnal column
provides an estimate of the signiﬁcance of the break using the technique of
Hansen (1997). The results for breaks in the trend refer to the φ and β pa-
rameters in equation (7.4.1), whilst the results for the conditional variance
correspond to the εt in the same equation.
The results in table 7.3 suggest that there are several instances where the
mean growth rate has been subject to signiﬁcant structural changes, whilst
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Break Conﬁdence p value
1967:4 1967:2 - 1968:2 0.00
1976:4 1976:2 - 1977:2 0.00
1981:4 1981:2 - 1982:2 0.00
1992:4 1992:2 - 1993:2 0.05
1997:2 1996:4 - 1997:4 0.00
Table 7.3: Break-point tests for the GDP mean
Break Conﬁdence p value
1986:1 1985:3 - 1988:1 0.00
Table 7.4: Break-point tests for the GDP variance
table 7.4 indicates that there is only one instance where we observe signiﬁcant
changes in the conditional variance of the series. When we consider these
results in conjunction with those of the SV model, we note that most of the
break-points coincide with the turning points in the earlier investigation. In
addition, it is particularly interesting to note that the dramatic decline in
output volatility that started after the fourth quarter of 1981 may be largely
attributed to changes in the time-varying mean growth rate.17 This signiﬁcant
decline in economic volatility came to an end at the start of 1986, after which
the conditional volatility remained at a more consistent (or constant) level.
During the early 1980s, the monetary authorities in South Africa moved
decisively away from direct controls and towards a market-oriented framework
in domestic monetary policy and capital controls, following the publication of
the interim report of the De Kock Commission18 in 1978. The implementation
of the commission's recommendations established a single exchange rate for the
South African economy, which was allowed to ﬂoat against other currencies.19
The improved access to international capital markets and removal of direct
controls domestically were meant to provide the capital market instruments
that would smooth economic activity from the early 1980s onwards.
However, the South African economy's exposure to foreign debt had in-
17There is some evidence to suggest that there could be a joint break in both the mean and
the conditional variance. This is the only instance where there may be a joint break in the
conditional mean and variance of GDP growth (when measured in each of the subsamples at
the 5% level of signiﬁcance). However, since there is no corresponding separate break in the
conditional variance at this point in time, we presume that the break is largely attributed
to developments in slower changing components of real output, that is, structural factors.
18Important impetus for this development derived from the De Kock Commission. See,
De Kock Commission (1978) and De Kock Commission (1984).
19The uniﬁcation of exchange rates took place in February 1983 to establish a single
managed ﬂoating exchange rate mechanism.
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creased dramatically by the mid 1980s (from 20.3% of GDP in 1980 to 50.1%
of GDP in 1985) and, what is more, was of a short-term nature.20 Servicing
this debt became particularly onerous as the rand depreciated on foreign ex-
change markets. In addition, this change to the structure of the capital account
also raised the vulnerability of the economy to the adverse economic shocks
that were imposed by the trade and ﬁnancial sanctions, following the perceived
abandonment of political reform in President P.W. Botha's Rubicon speech
in August 1985. The rapid decline in output volatility that had been observed
up to this point was arrested by the ensuing economic disruption.
These ﬁndings are largely supported by the CUSUM test statistics that
are reported in ﬁgure 7.3 and 7.4. The ﬁrst of these graphs relates to the
cumulative sum of the one-step ahead forecasting errors for the residuals from
the AR(4) model for output growth. It suggests that in the early 1980s, the
forecasting errors increased somewhat to a level where they exceed the con-
ﬁdence levels, before continuing in a steady downward direction throughout
the rest of the 1980s and early 1990s. Similarly in the second of these graphs,
which relates to forecasting errors of the residuals from an AR(1) model for the
volatility of output, we see that the forecasting errors exceed the conﬁdence
level around 1986 (at a point in time where they experienced a rapid change
in direction).21
Figure 7.3: CUSUM test - GDP mean
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Such break-points, around the early to mid-1980s, have also been found
in similar analyses that have been conducted for developed world economies;
however, in many of these studies, including Sensier and Dijk (2004), Ahmed
et al. (2004), and Stock and Watson (2005), the break-points were largely
20See, Khan (1987) and Farrel and Todani (2004).
21The measure of volatility is derived from the above stochastic volatility model with
the time-varying parameters. Since the model makes use of single lagged regressor in the
volatility equation and four lags in the measurement equation we use an AR(4) for the mean
and an AR(1) for the volatility.
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Figure 7.4: CUSUM test - GDP volatility
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attributed to changes in the conditional variance attributable to benign shocks,
rather than structural developments. By contrast, owing to the prominence of
the break-point in the mean of real GDP, the South African evidence suggests
a greater role for structural factors in the early phases of the great moderation.
Using the breakpoints of 1981q4 and 1986q1 we then consider which of
the components of GDP had the largest inﬂuence over the observed decline
in output volatility in table 7.5. After weighting the components according to
their contribution to output, we may then identify those variables that have a
p-value that is close to zero, where the break occurs at a point in time that is
similar to that of output volatility (i.e. the column for conditional variance).
It is not surprising to observe that the decline in the volatility of consumption
had a pronounced impact on the changes in output volatility over this period
(especially as it is responsible for a large share of output). Other important
contributors include changes in the volatility of government expenditure, cap-
ital formation, investment expenditure and imports. When considering those
variables that contribute to output from a value added perspective, we note
that the aggregate for gross value added activities is responsible for a signif-
icant contribution to the overall reduction in volatility in 1986, however, it
would be diﬃcult to attribute this break to any of the underlying components
of this measure. In addition, other measures of economic activity, such as the
broad price deﬂator and the long term interest rate, also report large declines
in aggregate volatility during this period.
7.5 Multivariate estimation of break-points
The great moderation refers to a period of benign stability in many macroe-
conomic aggregates and across most sectors of the economy. To complement
the results for real output reported in the previous section, this section inves-
tigates possible break-points from a multivariate setting to identify common
break points across various time series.
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Cond Mean Cond Variance (break) Cond Var (trend & break)
Series p break conf. int. p break conf. int. p trend p break break
GDP 0 1976:4 1976:2 - 1977:2 0 1986:1 1985:3 - 1988:1 0.87 0.01 1986:1
CONS 0 1976:1 1975:3 - 1976:3 0 1984:4 1984:2 - 1986:1 0.51 0 1984:4
CDUR 0.04 1997:1 1996:3 - 1997:3 0 1987:2 1987:1 - 1989:4 0.65 0.01 1987:2
CSDU 0.02 1987:1 1986:3 - 1987:3 0 1984:3 1983:3 - 1987:2 0.12 0 1984:3
CNDU 0 1984:3 1984:1 - 1985:1 0 1988:1 1987:3 - 1989:2 0.99 0 1988:1
CSER 0 1977:1 1976:3 - 1977:3 0 1994:2 1993:4 - 1996:1 0.29 0 1994:2
GOV 0 1992:3 1992:1 - 1993:1 0 1987:3 1987:1 - 1989:2 0.99 0.05 1987:3
GFCF 0 1987:3 1987:1 - 1988:1 0 1988:2 1987:4 - 1989:4 0.96 0.03 1988:2
GFCR 0 1971:3 1971:1 - 1972:1 0.01 1989:2 1987:4 - 1993:2 0 0.08 .
GFCN 0 1992:2 1991:4 - 1992:4 0 2002:2 2002:1 - 2004:1 0.03 0 1996:3
INV 0.48 . . - . 0 1986:1 1985:3 - 1988:2 0 0.22 .
GDE 0.05 1973:3 1973:1 - 1974:1 0 1995:3 1995:1 - 1997:3 0 0.16 .
EXP 0 2004:2 2003:4 - 2004:4 0.06 . . - . 0 0 1979:1
IMP 0.03 1973:3 1973:1 - 1974:1 0 1988:2 1987:4 - 1990:2 0.3 0 1988:2
GVAP 0.02 1970:4 1970:2 - 1971:2 0 1996:2 1995:4 - 1998:3 0.11 0 1996:2
GVAS 0 1981:3 1981:1 - 1982:1 0 1978:1 1976:4 - 1980:3 0 0 2003:4
GVAT 0 1970:1 1969:3 - 1970:3 0 1969:4 1969:3 - 1970:4 0 0 1969:4
GVA 0 1976:4 1976:2 - 1977:2 0 1986:3 1986:1 - 1988:3 0.99 0.08 .
EMP 0.07 . . - . 0.02 1978:1 1977:3 - 1980:3 0.8 0.04 1978:1
WAGE 0 1992:4 1992:2 - 1993:2 0.05 . . - . 0.98 0.6 .
CPI 0 1982:1 1981:3 - 1982:3 0.92 . . - . 0.52 0.53 .
DEF 0 1994:1 1993:3 - 1994:3 0.01 1985:4 1985:1 - 1990:2 0 0 1968:4
PRND 0.17 . . - . 0.13 . . - . 0 0 1978:4
PRDU 0 1995:2 1994:4 - 1995:4 0 1980:2 1975:2 - 1982:1 0.99 0.27 .
PROD 0.14 . . - . 0 1993:2 1985:4 - 1994:2 0.93 0.34 .
LPR 0 1994:1 1993:3 - 1994:3 0.88 . . - . 0.33 0.24 .
LCT 0.02 1992:3 1992:1 - 1993:1 0.5 . . - . 0.86 0.68 .
NOTI 0 2001:2 2000:4 - 2001:4 0.23 . . - . 0.93 0.42 .
TBIL 0.85 . . - . 0 1986:3 1986:1 - 1987:4 0 0 1998:2
GOVS 0 2001:1 2000:3 - 2001:3 0.25 . . - . 0.99 0.69 .
ESK 0.01 2002:1 2001:3 - 2002:3 0 1975:1 1965:4 - 1975:4 0 0 1990:1
EXCH 0.05 1985:4 1985:2 - 1986:2 0.05 1998:2 1992:1 - 2000:3 0.46 0.05 1998:2
Table 7.5: Break points in mean and variance
Following Bai et al. (1998) we specify a low dimensional VAR model that
makes use of multiple equations to obtain accurate conﬁdence intervals for
break-points in multivariate time series with either stationary or non-stationary
characteristics.22 This method can be regarded as an extension of the univari-
ate regression that is described in equation (7.4.1).
Under consideration is a null hypothesis of no break-point against the al-
ternative hypothesis of a common break in the system of equations. We tested
three systems of equations with this approach: ﬁrst, a decomposition of real
GDP into its expenditure components, and second, a decomposition of real
GDP into its value added components. The test statistic is the QLR statistic
that is computed using the absolute values of the VAR residuals. The OLS
estimates of the break date in the mean absolute residual and the associated
conﬁdence intervals are also reported in table 7.6.23
The results of these multivariate tests would appear to support those of
the univariate studies, where the joint consideration of the expenditure com-
ponents of GDP (line 1) suggests a break in volatility during the mid 1980s.
22This statistic would only be valid for large samples.
23To avoid overﬁtting the model we keep the VAR coeﬃcients constant.
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Variable # variables QLR p Break Conf. interval
consumption, gov exp, 5 0.00 1988:1 1987:2 - 1988:3
GFCF, exports, imports
GVA primary, GVA 3 0.00 1970:3 1969:3 - 1971:2
second, GVA tertiary
cons durable, cons semi-dur, 4 0.00 1987:1 1986:1 - 1988:1
cons non-dur, cons services
gdp, gdp deﬂator, cpi, tbil, 7 0.03 1988:1 1987:1 - 1989:1
wages, labour prod., exch. rate
Table 7.6: Common break-points in the variances of VAR residuals
The decomposition of output volatility into the value added components
would suggest a signiﬁcant decline in volatility in the late 1960s and early
1970s. From the univariate results, this ﬁnding for the value added components
is probably largely inﬂuenced by the tertiary sector. However, after removing
the tertiary sector data from the value added components, the most prominent
suggested break in the bivariate VAR arises in 1996, with a conﬁdence interval
that would include the period of political transition in 1994. When considering
these results, in conjunction with those from the univariate regressions, it
would appear as if this sector is going to provide ambiguous results.
In the third model, we consider a decomposition of household consumption
expenditure, since it has substantially inﬂuenced the decline in GDP volatility
between 1981q4 and 1986q1. This model produces similar results to the VAR
for the expenditure components and suggests that the most prominent change
in 1987q1. The ﬁnal model, combines the domestic variables that are discussed
in chapter 6, and were also used in a recent macroeconomic forecasting model
for South Africa.24 These results are similar to those of the ﬁrst and third
model, with a suggested break taking place in 1988.
7.6 Conclusion
This chapter sought to identify major breakpoints in the ﬁrst two moments
of several South African macroeconomic time series over the period 1960q1 to
2011q4. The results suggest that the most signiﬁcant change occurred during
the 1980s, when output volatility declined by a signiﬁcant amount between
1982 and 1986. This ﬁnding is consistent with the international literature that
dates the great moderation during a similar period. However, in contrast
with the international literature, such as what is considered in Stock and Wat-
son (2005) and Stock and Watson (2003b), longer run factors seem to have
played a more important role in the moderation locally.
24See, Alpanda et al. (2011) for a discussion of the variables in their DSGE and BVAR
models.
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The gradual decline of volatility is consistent with a description of the
South African economy undergoing a slow structural shift, with the evolution
of macroeconomic policy away from direct controls and towards market-based
interventions and with improved private sector management of inventories.
The dramatic increase in the smoothing of consumption, government expendi-
ture, investment expenditure, capital formation and imports during the early
1980s would also suggest that economic agents were able to make better inter-
temporal decisions over this period of time, which would have been possible
following the liberalisation of, inter alia, the capital account.
The role of a decline in the conditional volatility of real output suggests
that in South Africa, as elsewhere, a more benign environment (fewer and less
disruptive shocks) also played an important role. Since this result emerges for
many countries over the same period, it has been plausibly connected with a
period of benign international development, following the global shocks of the
seventies. That the progress towards a more stable conditional variance was
halted at the time of the most intense trade and capital sanctions provides
further support for the suggestion that the international environment was an
important factor in the South African great moderation.
Given the large and signiﬁcant changes that aﬀected most macroeconomic
variables during the 1980s, we only use data from 1990Q1 in the dynamic
stochastic general equilibrium models in part 3.
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8.1 Introduction
The inﬂationary process inﬂuences future economic activity through a number
of channels. It directly aﬀects the real rate of return and the expected rate
of future inﬂation, which inﬂuences the cost of living, increases in nominal
wages, grants, agreements, and long-term contracts. In addition, inﬂationary
pressure imposes adjustment costs on the economy, lowering the information
content of price changes, while adversely aﬀecting the distribution of income.
Bernanke and Gertler (1999) have also noted that inﬂation contributes towards
increased volatility in asset prices, which imposes a direct cost on the economy.
Hence, measures of inﬂationary pressure play a critical role in policy-making,
particularly for central banks in inﬂation targeting countries that are explicitly
responsible for anchoring price levels.
When formulating policy, decision-makers usually focus on the persistent
sources of inﬂationary pressures that are not inﬂuenced by temporary short-run
price deviations from the underlying trend. This is because changes to policy
often have lasting eﬀects that may result in signiﬁcant transition costs (Blinder,
1997). This measure of the underlying rate of inﬂation is often termed core
inﬂation, and it is used by the South African Reserve Bank (SARB) to inform
policy.1 Furthermore, as core inﬂation should be less volatile than changes in
the price level, by focusing on the trend in the process, the central bank would
not need to make as many changes to interest rates. This would reduce the
number of policy shocks, thus providing an environment that would facilitate
stable economic growth.
It has also been suggested that measures of core inﬂation would assist
in identifying the economic behaviour that is responsible for generating the
underlying inﬂationary process, after excluding the noise in the process that is
largely attributable to relative price shocks (Bryan and Cecchetti, 1994). This
would imply that when using core inﬂation to inform policy, the central bank
would not respond to the type of price shocks that are not under its control.
For example, relative shortages in the supply of a particular commodity may
result in a sudden (relative) price increase of that commodity, which is beyond
the control of the central bank. If the measure of core inﬂation were to exclude
the relative increase in the short-term price of this commodity, then the central
bank would not respond to it.
In this chapter, we consider the relative merits of the methods that have
been developed to measure core inﬂation. These include various trimmed
1Ruch and Bester (forthcoming) have noted that the oﬃcial statements of the central
bank make reference to measures of core inﬂation and the forecasts of this unobserved
variable. An example of such a statement is provided by Marcus (2011).
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means estimates that allow for diﬀerent forms of asymmetry, which have been
used by many central banks (Cecchetti, 2009). An example of such a measure
that has been derived for the South African economy is described in Blignaut
et al. (2009). This measure was constructed from a subsample of the weighted
disaggregated consumer prices, after the most volatile constituents have been
removed. In addition, we make use of dynamic factor models to derive an
index that describes the common variation in the disaggregated data.2 Finally,
we also use more recently developed wavelet transformations that are able to
distinguish between the trend and short-term noise in the aggregated data.
This computationally eﬃcient method is able to preserve the informational
content of time-series data despite the inﬂuence of non-stationarity behaviour.3
When making use of criteria for comparing these estimates of core inﬂation,
there are largely two aspects of relevance. Firstly, Blinder (1997) emphasised
the out-of-sample properties of these estimates, where core measures are evalu-
ated on the basis of their ability to predict future inﬂation (which would imply
that they should also provide an accurate measure of the second-round inﬂa-
tionary eﬀects).4 Since these measures of core inﬂation may also be used in
various multivariate models for policy-making and forecasting purposes, this
measure would need to provide insight into the evolution of the expected un-
derlying inﬂationary process.5 To satisfy this criteria for the evaluation of
measures of core inﬂation, we generate out-of-sample statistics for successive
1 to12 step ahead forecasts over the ten year period 2003M1-2012M12. These
forecasts are generated with the aid of a Kalman ﬁlter in a state-space model
that allows for time-varying parameters.
Then secondly, Bryan and Cecchetti (1994) and Cecchetti (2009) have
noted that the in-sample statistics of core inﬂation measures are also of impor-
tance when evaluating their potential usefulness. In particular, these measures
should provide an accurate estimate of the mean and a lower variance, when
compared with the actual reported measure of aggregate inﬂation. In addi-
tion, they also note that the price indices, which may be generated from the
measures of core inﬂation, should share a common stochastic trend with the re-
ported aggregate consumer price index (CPI). To satisfy the aforesaid criteria,
we also consider these in-sample statistics for the estimates that are derived
2Examples of dynamic factor models that have been used for measures of core inﬂation
include, Cristadoro et al. (2005) and Giannone and Matheson (2007), among others.
3Examples of measures of core inﬂation that have been derived by wavelet methods
include Dowd et al. (2010) and Baqaee (2010).
4The core inﬂation estimate that is able to outperform other inﬂation forecasts would
provide a better estimate of expected second-round eﬀects, which are of importance to central
banks. A recent statements by the Governor of the SARB was as follows: Whilst the current
rate of inﬂation has increased above the target range, we have not increased interest rates,
since we believe that the present rise is transitory and will have little second-round eﬀects.
(Marcus, 2011).
5This measure of core inﬂation will be used in the models that are contained in part
three of this dissertation.
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from the respective models.
In addition to the computation and evaluation of various measures of core
inﬂation, this chapter also considers the properties of the South African price
indices, and the eﬀect of changes to the methodology that is used to compile
these indices. While changes in the behaviour of economic agents necessitate
changes to the way in which we measure economic activity, a change in the
technique that is used to measure broad-based prices may result in the impo-
sition of a structural break in the data. When deriving estimates for South
African core inﬂation we need to be cognisant of such an event, as it will aﬀect
the way in which certain methods may be applied, particularly when using dis-
aggregated data or when applying these methods to year-on-year, as opposed
to month-on-month, inﬂationary data.
The following section of this chapter contains a discussion on the various
methods that have been used to measure price movements in South Africa.
This section also considers the implications of changes to the methodology
that is used to calculate price indices, when deriving various measures of core
inﬂation. Thereafter, in section 8.3 we provide an explanation of the trimmed
means, while section 8.4 contains a discussion on the estimation of the dynamic
factor model that is used to measure core inﬂation. Section 8.5 seeks to explain
the use of wavelet methods for this purpose, while section 8.6 contains the
comparative results of the out-of-sample and in-sample analyses.
8.2 Constructing Price Indices for South Africa
Over the period January 1975 to December 2008, consumer price data was
reported monthly for 33 sub-categories.6 The basket of goods remained con-
sistent over this period, but the weights were amended periodically to reﬂect
changes in consumer preferences. Aron and Muellbauer (2004) suggest that
the construction of South African price indices over this period was subject
to several methodological inconsistencies and a general lack of transparency,
where the construction of seasonally adjusted CPI involved the assimilation of
various seasonally unadjusted weighted subcomponents. After attempting to
recreate the index from the sub-categories, they suggested that this measure
was constructed as a chained Laspeyres index, which compares the old basket
of goods, q0, at the respective old prices, p0, and new prices pt. This would
imply that the aggregate price index has been constructed from
Pt =
∑N
n=1(Pn,t · q0)∑N
n=1(Pn,0 · q0)
, (8.2.1)
6Consumer price data is available for earlier periods, but for these earlier periods, the
data was reported for fewer sub-categories. For the purposes of this investigation, a starting
date of 1975 gives us more than enough data.
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where level factors are used to ensure that the data from diﬀerent base years
are comparable.7
This measure of consumer prices was complemented by a second mea-
sure that was termed CPIX, which was provided over the period 1997M1
to 2008M12 by government's oﬃcial reporting agency, Statistics South Africa
(StatsSA). It eﬀectively sought to exclude the eﬀects of mortgage costs from the
consumer price index, in order to avoid the self-referential impact of changes
due to the central bank interest rate.8 This measure of prices was used to
determine a rate of inﬂation, which provided the initial target in the SARB's
inﬂationary target framework (Van der Merwe, 2004).9
Following a review of the practices that were used to construct these indices
by StatsSA, it was decided that a new methodology for calculating consumer
inﬂation would be adopted from January 2008. This revision in methodology
ensures that the current calculation is consistent with international practice,
and a new basket has been used to reﬂect consumers' current preferences,
which would have been inﬂuenced by changes in taste and technology over the
last three decades.10 As a result, CPIX was no longer calculated and the more
encompassing measure, which is termed headline inﬂation, has been used as
the target for monetary policy.
This process was conducted in a highly transparent manner, and we now
have the ﬁrst release of a document that describes the methodology that is
followed to construct this important index.11 As a result, we can now conﬁrm
7Note, that while Aron and Muellbauer (2004) suggests that the construction of the
aggregate measure of total inﬂation prior to 2008 was derived from seasonally adjusted
composite series, we found that when using a seasonal ﬁlter on the composites, the aggregate
measure of total inﬂation was extremely close to that of the combined seasonally unadjusted
weighted inﬂation rates, to the extent that there are no obvious gains from applying the
seasonal ﬁlter. It is also worth noting that since the early 1990s, the new approach of using
the weighted price indices approximates the reported measure of inﬂation more closely than
the weighted inﬂation rates of the composites. Aron and Muellbauer (2004) also suggest
that the use of a logged seasonally adjusted series may be appropriate; however, we found
that the construction of such a series does not replicate that of reported inﬂation. This may
in part be due to the diﬀerent sample that we have used in this study.
8Since, the interest rate on mortgages is highly correlated with the central bank interest
rate, any increase in the rate of the policy instrument would positively inﬂuence inﬂation.
9In certain respects, this measure is similar to those estimates of core inﬂation that
have been derived by other central banks, which often exclude the eﬀects of energy and
food. These methods of calculating core inﬂation have fallen out of favour, as the estimates
are often more volatile than the measure of reported aggregate csonsumer price inﬂation
(Cogley, 2002).
10The new methodology is in accordance with the practice of the International Labour Or-
ganisation (ILO) through the application of the United Nations Statistical Division (UNSD)
Classiﬁcation of Individual Consumption by Purpose (COICOP).
11See the website http://www.statssa.gov.za/cpi/index.asp for a list of articles that have
been published by Statistics South Africa regarding the change in methodology. Much
of what is contained in this discussion relates to the documents: Shopping for two:
The CPI new basket parallel survey - results and comparisons with published CPI data
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 8. MEASURES OF CORE INFLATION 120
that the current practice for calculating inﬂation in South Africa makes use of
a Jevons Index for the prices of disaggregated goods and services,
Pn, t =
K∏
k=1
(
pk, t
pk, t−1
) 1
K
, (8.2.2)
where pk, t is the price of a particular good that may be found on the shelf of
a particular store at a particular point in time. The aggregate price of these
goods across all stores and regions is then given as Pn, t. The price indices for
the respective goods are then multiplied by the basket weights to compile a
Lowe's index for the aggregate CPI,12,13
CPIt =
N∑
n=1
(Pn, t · qmn ) . (8.2.3)
This aggregation is performed on highly disaggregated Jevons indices that
are not reported by StatsSA; however, by combining the indices of the reported
disaggregates, the truncating error is extremely small.14 This measure is used
to derive the month-on-month rate of inﬂation, which is calculated as a simple
growth rate,
pit =
(
CPIt
CPIt−1
)
− 1 . (8.2.4)
For the purpose of this analysis, it is worth noting that it is possible to
arrive at a similar result for reported headline inﬂation by calculating the rate
of inﬂation for each of the underlying price indices and multiplying them by
their respective basket weights,15
p˜it =
N∑
n=1
(pin, t · qmn ) . (8.2.5)
In addition to establishing a clear methodological framework, this measure
of headline inﬂation makes use of information from the new Income and Ex-
penditure Survey (IES) to determine the weights of the basket items, which
(Statistics South Africa, 2009a) and The South African CPI Sources and Methods Manual
(Statistics South Africa, 2009a).
12A Lowe's index may be interpreted as a modiﬁed Laysperes Index.
13Prior to the changes that took place in 2008, the aggregate price index was termed
`CPI - all items'.
14There are 33 reported disaggregates for the older measure of inﬂation, while there
are 44 reported disaggregates for the new measure over the sample that has been used
in this chapter. From January 2013, the number of disaggregated items increased to 45,
which further complicates the calculation of measures of core inﬂation that are provided
by trimmed means and dynamic factor models (but not those that are provided by wavelet
estimates).
15This is of particular importance for when we start calculating trimmed means and
dynamic factor model estimates.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 8. MEASURES OF CORE INFLATION 121
now include a larger number of disaggregate price series that are reported by
StatsSA. The statistics agency is also no longer reliant on retailers to provide
information on prices, as it currently employs ﬁeld teams to collect this in-
formation. Importantly, interest rates are also no longer used as an indicator
of housing costs, as this measure has been replaced by a measure of owners'
equivalent rent.16
During the implementation phase of this project, data was collected ac-
cording to both methodologies from January 2008 to December 2008.17 This
allows for twelve overlapping data points for the price indices - which enables
one to smooth over the month-on-month inﬂation measures for eleven observa-
tions - to construct a combined measure of inﬂation over the structural break,
where the weighting is calculated as
pˆit =
11∑
ω=1
( ω
12
· p˜i[New, t]
)
+
11∑
ω=1
([
1− ω
12
]
· p˜i[Old, t]
)
. (8.2.6)
To calculate year-on-year inﬂation from this measure, we can convert the
month-on-month series into a index of prices and recalculate the rate inﬂation
series to allow for the maximum amount of smoothing.18 It is also worth noting
that as the broad-based measures of inﬂation are calculated at a more disag-
gregated level, than what is provided to the public, there is a slight diﬀerence
between the weighted value of the disaggregate items and the reported broad-
based measures of inﬂation. This diﬀerence reaches a year-on-year maximum
of 2.8% when comparing the old measure of inﬂation, while a maximum dis-
crepancy of 1.9% is found for the new measure of inﬂation. Figure 8.1 depicts
the respective year-on-year measures of inﬂation over the out-of-sample period,
taking into account the period where there were two overlapping measures of
inﬂation.
16In addition, the old alcoholic beverages has been split up into spirits, wine and beer;
the old housing has been split into actual rentals, owners equivalent rent, maintenance and
repairs, water and other services, and electricity and other fuels. The old line items for
household services has been incorporated into domestic workers' wages; the old healthcare
has been split into medical products and medical services; petrol is now included as a
separate, weighted component; and the old communication has been split into postal services
and telecommunication. The old recreation has been slit into recreational equipment and
recreational cultural services; the old education has been split into primary and secondary,
and tertiary education. A number of other items have been included for restaurants, hotels,
insurance, and ﬁnancial services.
17Although new data was collected from 2008, comparable data for the new price indices
has been provided back to 2007. However, it is important to note that these values are
only approximations and they do not include estimates for some of the new sub-categories,
notably, the way in which changes to house prices and rentals are now calculated.
18Alternatively, one could combine the year-on-year estimates from the two price indices,
but this would not allow for any overlap.
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Figure 8.1: Year-on-year inﬂation (2003M1-2012M12)
8.3 Trimmed Means Estimates of Core
Inﬂation
A trimmed means estimate of core inﬂation would exclude extreme price move-
ments in the disaggregated data items, as these may be attributed to short-
term phenomena that may not inﬂuence the persistent rate of inﬂation. For
example, if there is a temporary shortage in the supply of sugar products,
we would expect that the relative price of sugar would increase sharply for a
short period of time. However, this shortage may be quickly rectiﬁed, and as
a result, we would not wish for this temporary disturbance to aﬀect long-term
monetary policy decisions.
To derive this statistic, we follow Blignaut et al. (2009), who make use of
an asymmetric trimmed mean estimate, which is calculated after arranging the
disaggregated data in ascending order. Thereafter, a number of disaggregated
indices may be excluded from the combined measure by setting to zero the
corresponding weights for the items that ﬁnd themselves at the upper and
lower ends of the distribution. Hence, this statistic may be calculated as
p˜iT[γ1,γ2; t] =
∑N
n=1 pin, t · ωn, t∑N
n=1 ωn, t
. (8.3.1)
where γ1 and γ2 refer to the amount that is trimmed from each side of the
distribution.19
19An asymmetric trimmed mean estimate would allow for γ1 to diﬀer from γ2.
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While this statistic may be calculated for both month-on-month and year-
on-year inﬂation, it is worth noting that when performing it on month-on-
month inﬂation, where the variation in each disaggregate series is often zero,
the combined trimmed means estimates are largely determined by arbitrary
rules, and the resulting measures of core inﬂation are often extremely volatile.20
In contrast, the use of year-on-year data has more variation, and as such, the
resulting measure would appear to be more reasonable, although this would
not allow one to smooth over the structural break, since the ﬁrst measure of
year-on-year inﬂation for the new series is January 2009 and the last measure
of year-on-year inﬂation that uses the old method is December 2008.
As an alternative to this trimmed means estimate, we derive an additional
trimmed means estimate that excludes those items that experienced the largest
deviation, irrespective of whether this change was positive or negative. To
derive this measure, we take the absolute value of the respective disaggregated
inﬂation rates to identify the subcategories that are to be trimmed, prior to
sorting the observations. Thereafter, we construct the trimmed means estimate
using the data that is available prior to taking the absolute value. Doing so
allows us to provide more reliable estimates for month-on-month rates of core
inﬂation that are substantially less volatile. However, while this method is
intuitively appealing, it is noted that the mean of the process is much lower
than the reported measure of aggregate inﬂation, as large positive price shocks
are more common than large negative shocks.
When reporting on the results, we refer to the asymmetric trimmed mean
estimate for the traditional trimmed mean estimate that was calculated ac-
cording to the method employed in Blignaut et al. (2009), while the absolute
value trimmed mean estimate refers to the result from the alternative trimmed
means method.
8.4 Dynamic Factor Model Estimates of Core
Inﬂation
Dynamic factor models have been utilised by several researchers to construct
measures for core inﬂation in a number of countries.21 These models rely on the
assumption that the underlying core inﬂation rate is driven by a small number
of common factors, and that the noise in the inﬂation process is related to
20For example, where one is looking to trim a single series from a number of zero rates of
inﬂation, the choice of which zero to trim would inﬂuence the result depending on whether
its respective weight is relatively large or small. Unfortunately, there is no intuition that
could be used to guide this decision, and as a result the choice is largely arbitrary.
21Recent studies for estimating core inﬂation with dynamic factor models include: Am-
stad and Potter (2009) for the United States, Cristadoro et al. (2005) for the European
Union, Amstad and Fischer (2004) for Switzerland, and Giannone and Matheson (2007) for
New Zealand.
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localised shocks that aﬀect a limited number of the disaggregated price series.
Therefore, the model may be speciﬁed as
p˜in,t = µn + λnFt + n,t , (8.4.1)
where, Ft = (f1,t, . . . , fq,t)
′ represents the r common dynamic factors and λn
is the matrix of factor loadings that has dimensions n×q. The variable-speciﬁc
shocks are then contained in the vector n,t. To give the model a dynamic
characterisation, it is assumed that the factors have a vector autoregressive
structure, where χq(L)Ft = υt.
To estimate this model we make use of the procedure of Doz et al. (2011),
as it allows for the model to be estimated in the presence of missing data. This
is of importance in the current setting, since we need to make use of the data
that seeks to approximate the new method for calculating consumer prices for
the in-sample period 2002M1-2007M12 to derive a consistent estimate for core
inﬂation in 2009M1.22
This procedure also facilitates the procedure for generating forecasts within
the uniﬁed framework, using the Kalman ﬁlter with the measurement equation
in the state-space representation of the model that treats the vector of factors
as an unobserved process. In this case, the autoregressive state equation allows
for time-varying parameters in all of the models that are used to generate
forecasts.
The number of factors that are included in the optimal dynamic factor
model is determined by out-of-sample statistics, allowing various combinations
for a maximum of q = 10 and s = 1. Note that the decision to utilise a single
autoregressive element is due to the to need to restrict the dimensionality of
the comparative investigation, where all the forecasts for competing models
make use of an equivalent state-space framework.23
8.5 Wavelets Estimates of Core Inﬂation
Most of the commonly used decompositions in economics, such as those that
were designed by Hodrick and Prescott (1997), Baxter and King (1999) and
Christiano and Fitzgerald (2003), make use of expressions from the time do-
main. All of these techniques seek to approximate ideal ﬁlters, where one is
able to identify the trend, cycle and noise components that are located at
diﬀerent periodicities.
Alternatively, these time domain decompositions may be represented in the
frequency domain, where the components may be expressed as elements that
22Such data was approximated at a disaggregated level for most, but not all respective se-
ries; for example, there is no data for owner's equivalent rental income for 2002M1-2007M12.
23If we made use of two autoregressive elements, we would not only generate 20 forecasts
for the dynamic factor models, but we would also need to generate twice as many forecasts
for all the other models, for which we make use of a similar state-space model.
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arise at diﬀerent Fourier frequencies.24 This methodology eﬀectively breaks
down a time series into a number of sine and cosine functions, which deﬁne the
rate at which the time series oscillates. It is important to note, that applying
these transformations results in the loss of all time-based information, where it
is assumed that the periodicity of all the components are consistent throughout
the entire sample.
To allow for changes in the periodicity of the respective components, Gabor
(1946) developed the Short-Time Fourier Transform (STFT) technique, which
involves applying of a number of Fourier transforms to diﬀerent subsamples of
the data.25 Although this technique would provide potentially useful informa-
tion on the timing of an event that may have arisen at a particular frequency,
it is limited in that the precision of the analysis is aﬀected by the size of the
subsample. For instance, one would need a large subsample to identify changes
that arise at a low frequency, and small subsamples to identify changes in the
higher frequency components.
To overcome the limitations of the above frequency domain techniques,
wavelet transformations were developed to capture features of time-series data
across a wide range of frequencies that may arise at diﬀerent points in time.
This technique makes use of a number of wavelet functions that are stretched
and shifted to describe features that are localised in frequency and time. For
example, the wavelet function would be expanded over a relatively long period
of time when identifying low-frequency events, and it would be relatively nar-
row when describing high frequency events.26 After shifting all of these wavelet
functions that have diﬀerent amplitudes over the entire sample of data, one
is able to associate the components with speciﬁc time horizons that occur at
diﬀerent locations in time.
Early work with wavelet functions dates back to Haar (1910), who used
a number of square-wave functions to decompose time-series data. Unfor-
tunately, the properties of square-wave functions were found to be limited,
and as such, a number of alternatives were developed, including those that
are discussed in Grossmann and Morlet (1984) and Daubechies (1992).27 For
the computation of these transformations, which make use of various wavelet
functions at diﬀerent scales, most studies currently employ the multiresolution
decomposition of Mallat (1989) and Strang and Nguyen (1996).
To describe the use of this technique, one could allow for the case where a
24Shumway and Stoﬀer (2010) suggest that the use of the frequency domain is more ap-
propriate for decompositions of time-series variables into trend, cycle and noise components.
25Gencay et al. (2010) refer to the subsample as a data window, where the technique
involves sliding the window across the time series and taking a Fourier transform of each
subsample.
26The wavelets literature refers to the use of scales rather than frequency bands, where
the highest scale refers to the lowest frequency and vice versa.
27See, Hubbard (1998) and Heil and Walnut (2006) for a detailed account of the history
of wavelet analysis.
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variable is composed of a trend and a number of higher-frequency components.
In this instance, the trend may be represented by a father wavelet, φ(t), while
the mother wavelets, ψ(t), are used to describe information at lower scales
(i.e. higher frequencies). Using an orthogonal wavelet transformation, one
could then describe variable xt as
xt =
∑
k
s0,kφ0,k(t) +
J∑
j=0
∑
k
dJ,kψJ,k(t) , (8.5.1)
where J refers to the number of scales, and k refers to the location of the
wavelet in time. The s0,k coeﬃcients are termed smooth coeﬃcients, since
they represent the trend, and the dJ,k coeﬃcients are termed the detailed
coeﬃcients, since they represent ﬁner details in the data.
The mother wavelet functions, ψJ,k(t), . . . , ψ1,k(t), are then generated by
shifts in the location of the wavelet in time and scale, such that
ψj,k(t) = 2
−j/2ψ
(
t− 2jk
2j
)
, j = 1, . . . , J , (8.5.2)
where the shift parameter is represented by 2jk and the scale parameter is
2j.28 As depicted in the daublet wavelet functions in ﬁgure 8.2, smaller values
of j (which produce a smaller scale parameter 2j), would provide the relatively
tall and narrow wavelet function on the left. For larger values of j, the wavelet
function is more spread out and of lower amplitude. In addition, after shifting
this function by one period, we produce the function that is depicted on the
right of ﬁgure 8.2.
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Figure 8.2: Daublet (4) wavelet functions - ψ1,0(t) and ψ2,1(t)
Early applications of wavelet methods in economics include the work of
Ramsey and Zhang (1997), which made use of a wavelet decomposition of
28This choice of dyadic scaling factors is arbitrary but eﬃcient (Daubechies, 1992).
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exchange rate data to describe the distribution of this data at diﬀerent fre-
quencies. In addition, Ramsey and Lampart (1998b) made use of a decompo-
sition of money and income data to describe the relationship between these
variables at diﬀerent frequencies, while Ramsey and Lampart (1998a) consid-
ered the relationship between income and expenditure (i.e. permanent income
hypothesis) at diﬀerent time scales.29 More recently, Dowd et al. (2010) and
Baqaee (2010) describe the use of wavelets in the derivation of measures for
core inﬂation in the United States and New Zealand.30
In this study we make use of a maximum overlap discrete wavelet transform
(MODWT), which does not restrict the sample size to a multiple of 2j. In
addition, this technique is also able to preserve the phase properties of the
data, where it can match the smoothed terms to the underlying price index.
As we are primarily interested in removing the noise from the data, we make use
of various smoothed wavelet functions that include diﬀerent daublets, coiﬂets
and symlets, where J is set at 2 and 3, respectively.31, 32
8.6 Results
8.6.1 Out-of-sample results
To generate forecasts for each of the respective models we make use of a
Kalman ﬁlter, after the model has been cast in the following state-space frame-
work, with respective measurement and state equations,33
pˆit = µ+ αtpˆit−1 + εt (8.6.1)
αt+1 = αt + ζt (8.6.2)
where αt is the time-varying parameter. This would ensure that the frame-
work that is used to generate the forecasts for all the models is equivalent to
that which is employed by the dynamic factor model. For completeness, we
have also included forecasts that were generated from the reported measure of
29Using a wavelet decomposition, Ramsey and Lampart (1998b) is able to explain the
conﬂicting results from Granger causality tests that were usually performed on the levels of
these variables.
30See Ramsey (2002), Schleicher (2002) and Crowley (2007) for a more general overview
of the use of these methods in economics.
31Speciﬁcally, we make use of daublets 2-6, coiﬂets 1-5, and symlets 2-6, where higher
orders refer to functions that focus more intently on higher frequency information.
32In this study we perform a simple wavelet analysis that seeks to identify the trend, or
father wavelet. Note that these methods could also be used to remove noise from each of the
respective scales, should they extend over a particular threshold, before each of the signals
is combined to represent the de-noised signal.
33Note, that if we had made use of more than one autoregressive element in the dynamic
factor model, we would have needed to make use of more than one state-space framework to
generate equivalent forecasts for the other models. This would have resulted in an extremely
large number of diﬀerent forecasts that would need to be evaluated.
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aggregate consumer price inﬂation. This model is used to generate forecasts
that extend from 1-12 steps ahead, over the ten-year period, 2003M1-2012M12.
These forecasts are compared to the own forecast values of future inﬂation, by
calculating the root-mean squared errors and the statistics of Diebold and
Mariano (1995).34 To calculate the own forecasts, we make use of the reported
measure of headline inﬂation in the above state-space model to generate the
respective forecast.
Figure 8.3 displays the respective root-mean square error statistics for the
average of the 1-12 step ahead forecasts. In this case we report only on the
optimal speciﬁcations for each of the above classes of models, which are those
that have the lowest average root-mean squared errors over time. All of these
measures report relatively high forecasting errors from 2003-2004 and from the
period 2007-2009. These periods relate to those where year-on-year inﬂation
was at a reasonably high level (i.e. well in excess of the target rate, as may be
seen in ﬁgure 8.1).
During these periods, the dynamic factor model would appear to do rela-
tively poorly (particularly after a change in the trend of the process), while
it does particularly well when inﬂation is more stable and predicable. The
asymmetric trimmed means estimate would appear to do relatively well after
the process has remained stable for an extended period of time, but at other
times its forecasting error is relatively large. Similarly so for the absolute value
trimmed mean estimate, although at almost all points in time its forecasting
error is larger than the asymmetric trimmed means estimate. The wavelets es-
timate would appear to provide relatively smaller errors when inﬂation is high
(or trending either upwards or downwards), while its errors are often somewhat
larger when inﬂation is low (where there is less of a positive or negative trend).
The wavelets estimate would also appear to perform poorly when there is a
change in the direction of the trend.35
To determine whether the forecasting errors from the core inﬂation mea-
sures are signiﬁcantly diﬀerent from those that are provided by the own fore-
casts that make use of the reported measure of headline (aggregate) inﬂation,
table 8.1 summarises the sum of the signiﬁcant Diebold and Mariano statistics.
These results suggest that on 46 occasions the dynamic factor model produced
forecasts that were signiﬁcantly superior to those that were generated by the
equivalent models for the reported measure of headline inﬂation, while on 20
occasions it was signiﬁcantly inferior. The wavelets estimates also generated
a large number of forecasts that signiﬁcantly outperformed those of the own-
inﬂation forecasts, while both trimmed means estimates generated the largest
34The Diebold and Mariano statistics may be used to determine whether the diﬀerences
in the root-mean squared errors of competing models are statistically signiﬁcant.
35These results for the wavelets estimates should not be surprising, since the technique is
able to explicitly model any trend in the process, including those that may exhibit stochastic
tendencies.
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Figure 8.3: Root-mean squared error (2003M1-2012M12): year-on-year inﬂation
number of estimates that are signiﬁcantly inferior.36
Factor Model Wavelet Trim - Absol Trim - Asymm
Superior 46 46 25 30
Inferior 20 38 69 52
Table 8.1: Summary of Diebold and Mariano statistics (2003M1-2012M12): year-
on-year inﬂation
We turn our attention to each of the individual step ahead forecasts, where
we report on each 1-12 step ahead forecast, after taking the average of these
measures for the entire out-of sample period. The results are shown in ﬁgure
8.4 where we note that the wavelets measure of core inﬂation is consistently
below that which is provided by the own inﬂation forecast at almost all hori-
zons. At short to medium horizons, the dynamic factor model would appear to
perform rather poorly; however, as the forecast horizon increases, so too does
36Tables A.2 to A.4 contains the relative root-mean squared errors and Diebold and
Mariano statistics for each period of time, where the relative root-mean squared error is
calculated as [(RMSEDFM/RMSEactual) −1]× 100.
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its relative forecasting potential. The trimmed mean estimates would appear
to provide similar results, although the trimmed mean absolute value hardly
manages to outperform the forecasts that use aggregated inﬂation data, while
at longer horizons, the errors from the asymmetric trimmed mean estimate are
equivalent to those of the dynamic factor model.
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Figure 8.4: Root-mean squared error (1-12 step ahead): year-on-year inﬂation
To investigate the statistical signiﬁcance of these results, we have sum-
marised the Diebold and Mariano statistics for the 1-12 step ahead forecasts
in table 8.2. In this case there are four occasions where the wavelets measure
is superior, while there are no occasions where it is inferior. This contrast
strongly with the other measures, which are never signiﬁcantly superior, while
they are inferior on a number of occasions.
Factor Model Wavelet Trim - Absol Trim - Asymm
Superior 0 4 0 0
Inferior 5 0 3 4
Table 8.2: Summary of Diebold and Mariano statistics (1-12 step ahead): year-on-
year inﬂation
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8.6.2 In-sample results
Bryan and Cecchetti (1994) suggest that estimates of core inﬂation should
provide an accurate estimate of the ﬁrst moment of actual inﬂation, while the
second moment for core inﬂation should be lower than actual inﬂation. In
addition, they also suggest that the measure of core inﬂation should be cointe-
grated with the actual measure of inﬂation. When we consider the in-sample
statistics for the models that were generated over the full year-on-year sample
of 1976M1-2012M12, we note in table 8.3 that the estimates that provide the
most appropriate approximation of the mean and median of actual inﬂation
are derived from the wavelets and dynamic factor models, while the greatest
discrepancy is provided by the two trimmed means estimates. The standard
deviation for all the estimates are below actual inﬂation, which implies that
they all satisfy this criterion.
Actual Factor Model Wavelet Trim - Absol Trim - Asymm
mean 9.95 9.95 9.95 8.5 9.78
median 10 9.89 10.25 8.79 9.79
std 4.5 4.38 4.46 3.84 4.4
Table 8.3: In-Sample Descriptive Statistics (1976M1 - 2011M4): Year-on-Year
In addition, we note that with the exception of the absolute-value trimmed
mean estimate for core-inﬂation, all of the measures of core inﬂation would
appear to be cointegrated when using the Engle-Granger method.37 The ﬁnal
optimal estimates are then illustrated in ﬁgure 8.5 over both the entire sample
period and the out-of-sample period.
8.7 Conclusion
This chapter considers the use of various methods that may be used to provide
an estimate for core inﬂation in South Africa. It focuses on the application of
asymmetric trimmed mean, dynamic factor models, and wavelet approaches,
where we estimate a total of 224 diﬀerent estimates for this key variable. The
results are then evaluated using both out-of-sample and in-sample methods.
We ﬁnd that when comparing the out-of-sample estimates over the ten-
year period, 2003M1-2012M12, the only measure of core inﬂation that is able
to improve upon the actual inﬂation forecasts over all (or for most) horizons,
37When testing for cointegration, we ﬁrst convert the year-on-year measures of inﬂation
(including those for core inﬂation) into approximate price indices, which are integrated of
the ﬁrst order.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 8. MEASURES OF CORE INFLATION 132
1975
5
10
15
20
25
YO
Y
 1980 1985 1990 1995 2000 2005 2010 2015
time
Dynamic Factor Model
Absolute Value Trimmed Mean
1975
5
10
15
20
25
YO
Y
 1980 1985 1990 1995 2000 2005 2010 2015
time
1975
5
10
15
20
25
YO
Y
 1980 1985 1990 1995 2000 2005 2010 2015
time
1975
5
10
15
20
25
YO
Y
 1980 1985 1990 1995 2000 2005 2010 2015
time
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013
2
4
6
8
10
12
14
time
YO
Y
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013
2
4
6
8
10
12
14
time
YO
Y
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013
2
4
6
8
10
12
14
time
YO
Y
Wavelet
Dynamic Factor Model
Absolute Value Trimmed Mean
Asymmetric Trimmed Mean
Asymmetric Trimmed Mean
2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 20130
2
4
6
8
10
12
14
YO
Y
Wavelet
Actual
Actual
Actual
Actual
Actual
Actual
Actual
Actual
time
Figure 8.5: Estimates of core inﬂation (year-on-year)
is provided by wavelet estimates. This measure would also appear to provide
suitable estimates of future inﬂation during most periods of time when com-
pared with other models. The only exception would appear to be when there is
a change in the trend of the underlying process. For this reason, we make use
of this measure of core inﬂation in the subsequent dynamic stochastic general
equilibrium model that is described in part 3.
Before closing this chapter, it is also worth noting that over much longer
forecasting horizons (i.e. one year), the dynamic factor model and the asym-
metric trimmed means approach improve upon the out-of-sample results of
the wavelets methods. In addition, the results from these estimates would also
appear to be most encouraging when the trend in the underlying process is
relatively ﬂat. Therefore, these results suggest that the long-term forecasts of
most measures of core inﬂation would appear to outperform equivalent fore-
casts that make use of actual headline inﬂation, which should encourage further
research into measures of this key unobserved variable.
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9.1 Introduction
Theoretical macroeconometric models provide economists with an organised
framework that can be used to analyse economic phenomena. When utilising
a Dynamic Stochastic General Equilibrium (DSGE) framework, such models
may include forward looking behaviour, several nominal and real rigidities,
a combination of observed and unobserved variables, as well as a relatively
large number of shocks. These models provide a popular framework for policy
analysis and are used by most central banks for forecasting purposes (Tovar,
2008). Examples of small open-economy DSGE models for the South African
economy may be found in Ortiz and Sturzenegger (2007), Steinbach et al.
(2009a), Alpanda et al. (2010a), Alpanda et al. (2010b), Alpanda et al. (2011)
and Steinbach (2013).
To close oﬀ the open-economy features of this model, the debt-elastic inter-
est rate (risk) premium that is described in chapter ﬁve, has been employed in
the initial speciﬁcation of the model. As noted in Lubik (2007) and Justiniano
and Preston (2010), this speciﬁcation allows for the introduction of country-
risk premium shocks that accounts for deviations from uncovered interest rate
parity. This condition would prevent unstable borrowing through a relation-
ship that attributes the diﬀerence in interest rates to changes in the exchange
rate and a risk premium (which is a function of the net foreign asset position
and a stochastic shock).
The model in this chapter diﬀers from those of Ortiz and Sturzenegger
(2007), Steinbach et al. (2009a), Alpanda et al. (2010a), and Alpanda et al.
(2010b) in number of other important ways. Firstly, we make use of a large
number of observed variables to identify the variance of the shocks and the
mean of the structural parameters. In many of the earlier DSGE models,
researchers advocated the use of a large set of shocks to generate persistence, as
in Christiano et al. (2005), Smets and Wouters (2003) and Smets and Wouters
(2007).1 However, more recently Iskrev (2010), Canova and Sala (2009) and
Chari et al. (2008) have suggested that the inclusion of too many of these
elements may result in identiﬁcation problems, particularly when the number
of observed variables is small. Therefore, we specify the model with an equal
number of shocks and observed variables, where the stochastic elements in the
model are eﬀectively `just identiﬁed' by actual data. In total we make use of
ten observed variables, as we are of the opinion that the use of a relatively
1These models were developed for the United States economy. They include a number of
open-economy features, where the domestic economy is relatively inﬂuential (when compared
to the models for a small-open economy that have been used for South African data).
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large set of variables provides for a interesting characterisation of the dynamic
features of the economy.2
Another important feature of this model is that it makes very little use of
calibration, as the vast majority of the structural parameters are estimated us-
ing Bayesian techniques. In addition, we also allow for an inﬂation-forecasting
central bank; as it is our understanding that this is consistent with the current
practice of the SARB.3
After estimating the model with Bayesian techniques, the results are then
assessed by considering the posterior values of the model parameters, before we
discuss the results of the simulated impulse response functions. Further details
of the estimates for the central bank's reaction function are also discussed,
with reference to the degree to which monetary policy has been conducted in
response to past interest rates, expected inﬂation, current output gap, and the
exchange rate; where monetary policy follows a generalised Taylor rule.
The essential features of this model are then compared to a model that
makes use of an alternative method for closing oﬀ the open-economy features
of the model. Following the speciﬁcation that is include in Galí and Mona-
celli (2005) and Steinbach et al. (2009a), we now assume that international
asset markets are complete (i.e. a complete set of contingent claims can be
traded across international borders). In addition, they also assume that the
risk-premium on domestic assets relative to foreign assets is inﬂuenced by the
diﬀerence between foreign and domestic demand shocks. Therefore, as de-
scribed in chapter ﬁve, such a condition would prevent unstable borrowing as
the diﬀerence in interest rate would be curtailed by movements in the exchange
rate.
In the following section, we describe the basic features of the model. Sec-
tion 9.3 contains details of the estimation and prior distributions for the pa-
rameters. Section 9.4 discusses the results from the model, including posterior
parameter estimates, simulated moments, impulse response functions and vari-
ance decomposition. Thereafter, section 9.5 describes the use of the alternative
method for closing-oﬀ the open economy features in the model, which are then
compared with the aid of historical variance decompositions. Section 9.6 con-
cludes.
2Whilst having many more shocks than observed variables may give rise to identiﬁcation
problems, having more observed variables than shocks will result in stochastic singularity
problems. Ruge-Murcia (2007) discuss the implications of stochastic singularity in DSGE
models that make use of frequentist estimation techniques.
3See, Kahn (2008) for details on the activities and challenges that are encountered when
making Monetary Policy decisions in emerging market economies. Svensson (1997), Svensson
(2005) and Woodford (2007) establish the general theory on the practice of inﬂation-forecast
targeting.
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9.2 The Model Economy
9.2.1 Households
The model utilises a unit measure of identical and inﬁnitely lived representative
households. The household's preferences over consumption, Ct, and labour, Nt,
may be described by the following utility function:
Et
∞∑
τ=t
βτ−t
[
Θτ
{(
C¯τ − ζCτ−1
)1−σ
1− σ −
N1+γτ
1 + γ
}]
(9.2.1)
where t indexes time, β is the time-discount factor, σ is the inverse intertemporal-
elasticity of substitution, and γ is the inverse Frisch labour supply elasticity.
Habits in consumption are represented by ζ, which depend on past aggregate
consumption, Ct−1 (Abel, 1990).4 Θ is an exogenous demand shock, whose
natural logarithm follows an AR(1) process, with persistence parameter ρc
and error, c,t.
In a closed-economy model, the budget constraint for the representative
household may then be expressed as,
PtCt + Et
[
Qt|t+1Dt+1
] ≤ Dt +WtNt
where dividends and interest earned on investment in the following period are
denoted Dt+1, the stochastic discount factor is Qt|t+1, and nominal wages are
represented by Wt. The term for dividends and interest would incorporate
the returns from domestic bonds, Bt, which pay a gross nominal interest of it.
However, in an open-economy model, the household is also able to hold foreign
bonds, B∗t , which pay a gross nominal interest of i
∗
tφt−1, where i
∗
t is the foreign
gross nominal interest rate, and φt is a risk-premium factor. Where et is the
nominal exchange rate, we may express the households bond holdings with,
Bt + etB
∗
t ≤ it−1Bt−1 + i∗t−1φt−1etB∗t−1
Hence, the budget constraint for the open-economy household may be given
by,
PtCt +Bt + etB
∗
t ≤ it−1Bt−1 + i∗t−1φt−1etB∗t−1 +WtNt (9.2.2)
which is similar to the condition that is contained in Justiniano and Preston
(2010).5
4In equilibrium, Ct = C¯t, and the degree of habit persistence is treated as an externality
by the households.
5As is discussed below, in equation (9.2.7), the term φt−1 will include a stochastic term
for imperfect risk-sharing.
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After introducing the foreign economy, we need to expand the consumption
index, Ct, which combines a composite of a home good, Ch,t, and a foreign
good, Cf,t. The broad consumption index may therefore be described as,
Ct =
[
(1− α) 1η C
η−1
η
h,t + α
1
ηC
η−1
η
f,t
] η
η−1
(9.2.3)
where α may be termed the level of openness, which is expressed as a level
parameter that is determined by the importance of foreign goods in overall
consumption. The parameter η > 0 is then used to represent the elasticity of
substitution between home and foreign goods.
Using this notation, it should be noted that the home good, Ch,t, are then
purchased from the domestic ﬁnal goods producers, at a price of Pt. Similarly,
the foreign good that are imported into the domestic economy, Cf,t, at a price
of Pf,t, which is denominated in local currency. As noted in chapter 5, the
consumption price index, Pc,t, is related to the domestic and foreign goods
prices, through the expression,
Pc,t =
[
(1− α)P 1−ηt + αP 1−ηf,t
] 1
1−η (9.2.4)
and the consumer price inﬂation is deﬁned as piCt = PC,t/PC,t−1. The price of
the composite consumption good, as PC,t, allows us to write the consumption
aggregate,
Ct =
Pt
PC,t
Ch,t +
Pf
PC,t
Cf,t (9.2.5)
where the aggregate consumption index implies that in equilibrium the share
of home goods and foreign goods in overall consumption are given respectively
by,
Ch,t
Ct
= (1− α)
(
Pt
Pc,t
)−η
and
Cf,t
Ct
= α
(
Pf,t
PC,t
)−η
. (9.2.6)
The risk-premium factor, φ, is then expressed as,
φt−1 = exp (Φt−1 − χat−1) (9.2.7)
where, Φt is an exogenous risk-premium shock that has stochastic properties,
and χ > 0 regulates the sensitivity of the risk-premium to changes in the ratio
of foreign bond holdings to the trend in output, at, which is deﬁned as,
at−1 =
et−1B∗t−1
Y
(9.2.8)
where Y is the steady-state value of real output and the exogenous risk-
premium shock is assumed to follow an AR(1) process.
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It is also assumed that the household supply of labour is provided to ﬁrms
that produce intermediate goods in a way that is described by monopolistic
competitive behaviour. In addition, the labour supply may be diﬀerentiated
over the continuous interval, k ∈ [0, 1], where the constant elasticity of substi-
tution is used to provide the aggregate wage index,
Wt =
[∫ 1
0
W 1−ξwk,t dk
] 1
1−ξw
(9.2.9)
When setting wages, it is assumed that households employ staggered con-
tractual agreements, as in Erceg et al. (2000), where in every period there is
the probability 1 − θw for each household to reset its existing wage. Hence,
the aggregate overall wage evolves according to the condition,
Wt =
[
θw (Wt−1pit−1)
1−ξw + (1− θw) W˚ 1−ξwt
] 1
1−ξw
(9.2.10)
where W˚t is the new wage that is applied by those households that reset their
wage.
9.2.2 Final Goods Producers
The producers of ﬁnal-goods are perfectly competitive. They purchase from
a selection of j goods from intermediate goods producers, which are diﬀer-
entiated over the continuous interval, j ∈ [0, 1]. Aggregating over all the
diﬀerentiated goods would yield the ﬁnal good, yt, with the aid of the func-
tion:
Yt =
[∫ 1
0
Y
θt−1
θt
j,t dj
] θt
θt−1
(9.2.11)
where θt is the elasticity of substitution between the intermediate goods, and
θ is the steady-state value of θt. The gross mark-up over marginal cost that
monopolistically competitive intermediate ﬁrms charge when they make their
pricing decisions at the steady-state is then given as, θ/ (θ − 1).6
This speciﬁcation allows for the incorporation of a mark-up shock, µt, which
is modelled as a AR(1) process that is related to the above expression through,
µt = θt/ (θt − 1), such that at the steady-state, µ = θ/ (θ − 1).7
The goods of the ﬁnal producers are either consumed domestically or
they are exported abroad, C∗h,t. Hence, from a production perspective, Yt =
Ch,t+C
∗
h,t. This would imply that since the ﬁnal-goods producers are perfectly
6A description of the monopolistically competitive intermediate ﬁrms is provided in the
subsequent subsection.
7See, Rabanal and Rubio-Ramirez (2005) and Smets and Wouters (2003) for more on
this.
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competitive, their proﬁt maximisation problem would be,
max PtCh,t + eP
∗
h,tC
∗
h,t −
∫ 1
0
Pj,tYj,tdj (9.2.12)
where Pj,t is the price of the intermediate good j. The export price of the
home-origin good in units of the foreign currency is P ∗h,t, and et is the nominal
exchange rate (in units of domestic currency per unit of foreign currency). We
assume that the ﬁnal-goods producers do not price discriminate when they
export, hence, etP
∗
h,t = Pt. Therefore, the ﬁnal-goods producer maximisation
problem yields the demand function for intermediate goods,
Yj,t =
(
Pj,t
Pt
)−θt
Yt (9.2.13)
The foreign demand for home-goods is determined by the relationship,
C∗h,t =
(
C∗h,t−1
)δ [
α∗Y ∗t
(
Pt
etP ∗t
)−η]1−δ
(9.2.14)
where δ is a persistence parameter determining the extent to which current
level of exports are determined by past exports.8 The share of the home-
produced consumption goods in the overall expenditure of foreigners is sum-
marised by the parameter, α∗, and the foreign aggregate output level, Y ∗t ,
follows an AR(1) process.
9.2.3 Intermediate Goods Producers
The production function for the intermediate goods producers is speciﬁed as,
Yj,t = ZtNj,t (9.2.15)
where Zt is the aggregate productivity shock, and Nj,t is the amount of (homo-
geneous) labour input used in the production of the intermediate j goods. The
aggregate productivity shock, Zt, is then speciﬁed to follow an AR(1) process.
We incorporate the sticky-price mechanism of Calvo (1983), to describe the
manner in which the ﬁrms for intermediate goods set prices, where each ﬁrm
has the probability (1− θh) of resetting its price. In addition, as we allow for
an array of j diﬀerent goods, the aggregate price index may be given as,
Ph,t =
[
θh
(
Ph,t−1piδh,t−1
)1−ξh + (1− θh) P˚ 1−ξht ] 11−ξh (9.2.16)
8This persistence can be motivated by a habit speciﬁcation in the utility of foreigners
Lim and McNelis (2008).
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These ﬁrms discount future earnings at the same rate as households, such
that their objective function may be expressed as,
maxEt
∞∑
τ=t
βτ−tQt,t+kYj,t+k
[
P˚h,tpi
δ
h,t+k−1 −MCt+kPh,t+k
]
(9.2.17)
where the total nominal cost function is given as, TCt = WtNj,t.
9.2.4 Foreign Producers
Foreign producers can also be modelled in a similar fashion, where we assume
that foreign goods are imported directly from foreigners who engage in mo-
nopolistic competition themselves, and that they price-to-market when they
sell their goods to the domestic market.9 The evolution of prices for foreign
goods that are consumed by the domestic economy is then expressed as,
pif,t − ϕfpif,t−1 = βEt [pif,t+1 − ϕfpif,t] + θ − 1
κ∗
(qt − St + Ψt) (9.2.18)
where pif is the inﬂation in the foreign goods price; pif,t = Pf,t/Pf,t−1. The
parameter, ϕf , is for indexation purposes, and κ
∗ is the foreign cost of price-
adjustment. Analogous to the domestic mark-up shock, Ψt is an exogenous
cost-push shock whose logarithm is assumed to follow that of an AR(1) process.
The real exchange rate, qt, is deﬁned as qt = etP
∗
t /Pt, and the terms-of-
trade, St, is deﬁned as Pf,t/Pt.
10 Their diﬀerence is analogous to the marginal
cost of foreign producers (actually intermediaries) who buy the product at
etP
∗
t and sell it at Pf,t. This diﬀerence can also be thought of as the deviation
from the law-of-one-price, ψf,t = et + P
∗
t − Pf,t = qt − St.11
9.2.5 Central Bank
The central bank makes use of the nominal interest rate as its policy instrument
in generalised Taylor rule that allows for the inclusion of the exchange rate in
its reaction function. In addition, we assume that the central bank targets the
expected future value of inﬂation, and as such we make use of an expectational
operator for this critical variable. Hence,
it = ρ it−1 + (1− ρ)
[
%piEt
(
pict+1
)
+ %yy˜t + %ddt
]
+ εi,t (9.2.19)
where ρ determines the extent of interest rate smoothing. The parameters %pi,
%y, %d determine the importance of CPI inﬂation, de-trended output and the
9A related approach would be to assume that foreign goods are intermediated by domes-
tic importers which mark up the foreign price in a staggered fashion Justiniano and Preston
(2010).
10We assume that the law of one price holds at the steady-state; hence, q = 1, where a
bar over a variable indicates its steady-state value.
11See, Monacelli (2003).
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nominal depreciation of the exchange rate in the Taylor rule. The last term,
εi, is an AR(1) interest rate shock.
12
9.2.6 Log-linear conditions
In what follows, we brieﬂy describe the equations that characterise the equilib-
rium conditions of the model after all variables are log-linearised around their
steady-state.
The domestic household's Euler condition yields a partially forward-looking
IS curve in consumption:
ct =
1
1 + ζ
Et [ct+1] +
ζ
1 + ζ
ct−1 − 1− ζ
σ (1 + ζ)
(
it − Et
[
pict+1
]−Θt) (9.2.20)
where σ is the inverse intertemporal-elasticity of substitution and habits
in consumption are represented by ζ. The exogenous demand shock, is repre-
sented by Θ, whose natural logarithm follows an AR(1) process, with persis-
tence parameter ρc, and error, c,t ∼ i.i.d.N [0, σ2c ]. The rate of consumer price
inﬂation is expressed as pict .
The relation between consumption and domestic output can be derived
from the goods market clearing condition as:
yt = (1− α)ct + [(1− α)ηα + ηα] st + αy?t + ηαψf,t (9.2.21)
where α is the share of imports in consumption, η is the elasticity of substi-
tution between domestic and foreign goods, yt and y
?
t are domestic and foreign
output, respectively, whilst st = pf,t− ph,t is the terms of trade, and ψf,t is the
deviation of imported goods prices from the law-of-one-price.
Time diﬀerencing the terms-of-trade yields st = st−1 + pf,t − ph,t, where
ph,t and pf,t are inﬂation rates associated with the domestic and foreign goods
prices, respectively. The domestic producer's problem yields a partially forward-
looking New Keynesian Phillips curve for domestic price inﬂation:
pih,t =
δ
1 + δβ
pih,t−1 +
β
1 + δβ
Et[pih,t+1] +
(1− θh)(1− θhβ)
θh(1 + δβ)
mct (9.2.22)
where β is the time-discount parameter, δ determines the degree with which
prices are indexed to past domestic price inﬂation, and θh is the probability
that the ﬁrms cannot adjust their prices in any given period. The above
Phillips curve ties current domestic inﬂation rate to past and expected future
inﬂation as well as the marginal costs of the ﬁrm. Marginal cost is mct =
$t−at+γst+ηpt , where $t is the real wage rate, at is the level of productivity
12We also estimated our model using current inﬂation and output in the Taylor rule, but
this alternative speciﬁcation generated very similar results. This is in line with the ﬁndings
in Taylor (1999).
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in the production function that follows an exogenous AR(1) process, and ηpt is
a domestic cost-push shock that also follows an AR(1) process.
Similarly, foreign goods price inﬂation follows a forward-looking Phillips
curve:
pif,t = βE[pif,t+1] +
(1− θf )(1− θfβ)
θf
ψf,t (9.2.23)
where θf is the probability that the importers cannot adjust their prices in
any given period. Overall consumer price inﬂation in the domestic country is
given by pit = (1− α)pih,t + αpif,t.
Staggered wage setting by households yields the following wage inﬂation
Phillips curve:
piw,t − ϕwpit−1 = βEt[piw,t+1]− ϕwβpit + (1− θw)(1− θwβ)
θw(1 + ξwγ)
µwt (9.2.24)
where piw,t is the nominal wage inﬂation, ϕw is a parameter determining
the degree of inﬂation indexation of nominal wage inﬂation, γ is the inverse of
the elasticity of labour supply, and w is the elasticity of substitution between
diﬀerentiated labour services of households in the labour aggregator function.
The wedge between the real wage and the marginal rate of substitution between
consumption and labour in the household's utility function is µw, which may
be expressed as,
µwt =
σ
1− ζ (ct − ζct−1) + γ(yt − at)−$t + η
w
t (9.2.25)
where ηwt is a wage cost-push shock that follows an AR(1) process. The
relationship between nominal wage inﬂation and real wages can be expressed
as piw,t = $t −$t−1 + pit.
The uncovered interest parity (UIP) condition is given by,
E[qt+1]− qt = (r − E[pit+1])− (r?t − Et[pi?t+1])) + φt (9.2.26)
where qt = et + p
?
t − pt is the real exchange rate, which is related to the
terms-of-trade and the gap from the law-of-one-price as qt = (1 − α)st + yf,t.
Time diﬀerencing the real exchange rate yields the relationship between real
and nominal depreciation rates as qt − qt−1 = ∆et + pi?t − pit. The variable
φt = µ
φ
t + χ · nfat captures time-varying country risk-premia, and is the sum
of an exogenous component, µφt , which follows an AR(1) process, and the net
foreign asset position of the country, nfat, where χ is an elasticity parameter.
The net asset position of the country evolves over time according to
nfat − 1
β
nfat−1 = yt − ct − α(st − φf,t). (9.2.27)
Monetary policy is then conducted via a Taylor rule for the nominal interest
rate, as in (9.2.19), which is already linear and requires no further manipula-
tion.
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The rest of the world is modelled as a closed economy version of the do-
mestic economy, which can be represented by an IS curve:
y?t =
1
1 + ζ
Et[y
?
t+1] +
ζ
1 + ζ
y?t−1 −
1− ζ
σ?(1 + ζ)
(
r?t − Et[pi?t+1] + µd?t
)
(9.2.28)
a New Keynesian Phillips curve,
pi?t =
δ?
1 + δ?β
pih,t−1 +
β
1 + δ?β
Et[pi
?
h,t+1] +
(1− θ?)(1− θ?β)
θ?(1 + δ?β)
mc?t (9.2.29)
where the foreign marginal cost is given by,
mc?t =
(
σ?
1− ζ + γ
?
)
y?t −
(
σ?ζ
1− ζ
)
y?t−1 − (1 + γ?)a?t + µw,?t (9.2.30)
and a foreign Taylor rule speciﬁed as,
i?t = ρ
?i?t−1 + (1− ρ?)
[
%?pipi
?
t + %
?
yy˜
?
t
]
+ i?t (9.2.31)
9.3 Estimation, Data and Prior Distributions
9.3.1 Bayesian Estimation
In this model we estimate most of the parameters and make very little use of
calibration. The structural parameters are stacked in the vector Ξ, which may
be expressed as
Ξ = [β ζ σ γ η α χ ϕh ϕf ϕw θh θf θw . . .
. . . ρ%pi %y %d ρz ρc˜ ρh ρf ρw ρi ρΦ˜ ρ
∗
pi ρ
∗
y ρ
∗
i
]′
. (9.3.1)
The dynamic linear system of equations characterising equilibrium can be
summarised as
Et [f (ξt+1, ξt, ξt−1, υt; Ξ)] = 0, υt ∼ NID
[
0, V(Ξ)
]
(9.3.2)
where ξt is the vector of variables, υt is the vector containing the orthogonal
Gaussian shocks whose variance-covariance matrix is given by the diagonal
matrix V , which is also estimated using Bayesian techniques.13,14 For given
parameter values, the Blanchard-Kahn method can be used to ﬁnd the policy
13Since the foreign shock processes are speciﬁed as AR(1) processes, the vector of current
variables ξt includes the ﬁrst lags of the foreign variables.
14Note that we set Φ = − log (βi∗) to ensure that (nx/Y ) = a = 0, but we do not need to
set speciﬁc values for Φ and i∗ since they do not enter any of the log-linearised equilibrium
conditions. Similarly, the export parameter, γ∗, does not enter any of the log-linearised
equations; hence, is ignored in the estimation.
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functions that describe how the variables, ξt, evolve over time as a function of
their past values, ξt−1, and the current realisation of shocks, υt, under rational
expectations. These policy functions, g, are linear in the variables, and can be
written as15
ξt = g (ξt−1, υt; Ξ) = gξ (Ξ) ξt−1 + gu (Ξ) υt. (9.3.3)
The above solution can be thought of as the transition equation of a state-
space representation, describing the evolution of all variables in the model,
including the unobservables. The measurement equation describes how the
full set of variables are related to the observed variables, ξ∗t . Since we assume
that the observed variables encounter a very small measurement error, ε˘t, our
measurement equation is given by16
ξ∗t = Mξt + ε˘t (9.3.4)
where M is a matrix that picks the elements of ξt that are observable.
Given a prior density for the parameters, Υ (Ξ), and the observable series
ξ∗ = {ξ∗t }Tt=1, Bayes' rule implies that the posterior distribution of the param-
eters is proportional to the product of the prior and the likelihood function
Υ (Ξ|ξ∗) ∝ L (ξ∗|Ξ) Υ (Ξ) (9.3.5)
where the likelihood function, L (ξ∗|Ξ), is evaluated using the Kalman ﬁlter
(Hamilton (1994) and Ireland (2001)). To construct the entire posterior dis-
tribution and identify its corresponding moments, Markov Chain Monte Carlo
(McMc) simulation methods are employed (An and Schorfheide (2007) and
Fernandez-Villaverde and Rubio-Ramirez (2004)).17
9.3.2 Data
The dataset that we have used to estimate the model has been discussed exten-
sively in part two, for the period 1990Q1 to 2012Q4. Essentially, we estimate
the model with ten observed variables for measures of: domestic output gap, y˜,
GDP-deﬂator inﬂation, pi, the wavelets measure of core-inﬂation, pic, nominal
interest rate, i, nominal wage inﬂation, piw, nominal productivity, z, nominal
currency depreciation, d, foreign output gap, y∗, foreign GDP-deﬂator inﬂa-
tion, pi∗, and foreign nominal interest rate, i∗.
15See Blanchard and Kahn (1980), Uhlig (1999), and Adjemian et al. (2011) for more on
this.
16Since the observed data are not perfectly measured we apply a small measurement
error of 0.25% to capture the high frequency component that would not necessarily relate
to business cycle phenomena.
17Christopher Sim's csminwel optimisation algorithm is used to ﬁnd the mode (Sims,
2001), and the Metropolis-Hastings algorithm provides the corresponding moments of the
posterior distribution. The estimated means of the posterior distributions are then used
in constructing the policy functions using the Blanchard-Kahn method. All of these calcu-
lations are performed with the aid of the Dynare software that is currently developed by
Adjemian et al. (2011).
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9.3.3 The Prior Distributions
The prior distributions for the parameters, which are similar to the ones used
in Alpanda et al. (2011), are provided in table 9.1.18 The only parameters that
we calibrate pertain to the time-discount parameter, β, and the import-share
parameter, α. Doing so ensures that the model's steady-state will be able to
match the features of the observed data (Ireland, 2001). Therefore, we set
β = 0.99, reﬂecting a 4% annual real interest rate at the steady-state. The
ratio of South African Imports to GDP averaged 28% over the sample period;
hence we set α = 0.28. All of the remaining parameters in the model are
estimated.
The estimation had a little trouble identifying the elasticity of the risk-
premium with respect to the ratio of foreign debt to GDP parameter, χ; hence
we follow Justiniano and Preston (2010) and set its mean equal to 0.01 and
specify a relatively narrow standard deviation of 0.001. The prior for the habit
parameter, ζ, is slightly more informative than that of Alpanda et al. (2010b),
and has a beta distribution with a mean of 0.7 and standard deviation of 0.1.
The risk-premium for the South African economy is captured by the modiﬁed
UIP condition, φ, which takes the form of an elasticity and is assumed to be
positive, with a mean of 0.01 and a standard deviation of 0.2.
For σ, the inverse of the elasticity of intertemporal substitution, we specify
a gamma prior with a mean of 1.5 and a standard deviation of 0.37. The
parameter η has a gamma prior with a mean of 1.5 and a standard deviation of
0.25, reﬂecting a priori expectation of a high elasticity of substitution between
home and foreign goods. The parameter γ also has a gamma prior with a
mean of 2 (reﬂecting a Frisch-elasticity of labour supply of 0.5) and a standard
deviation of 0.75.
The use of uninformative priors for the price-indexation parameters ϕh and
ϕf generated low posterior estimates; which results in the model failing to gen-
erate inﬂation persistence, and hump-shaped impulse responses for inﬂation.
Therefore, we made use of beta distributions with a mean of 0.7 and a stan-
dard deviation of 0.05 for these parameters.19 The same prior is used for the
degree of indexation in wages, ϕw.
20
The degree of price-stickiness, which appear in the respective domestic
and foreign Phillips curve expressions are estimated with a prior mean for the
θh and θf parameters of 0.5. We use the same prior for the degree of price-
stickiness in the staggered wage contracts. The relatively high and informative
18The abbreviations used in the table for the prior distributions are: C: calibrated; B:
beta; N: normal; G: gamma; IG: inverse gamma. The mean and standard deviations of the
prior densities are given in parentheses.
19These priors are slightly more informative than Justiniano and Preston (2010), but in
line with Smets and Wouters (2003).
20In contrast with Steinbach et al. (2009a), who calibrate all but one of these parameters,
we are able to estimate of the parameters in the staggered wage contracts, as we include
data on wages and productivity.
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priors that are used for the price-adjustment cost parameters help match the
magnitudes of the impulses generated from our model, especially for inﬂation
and output, to the corresponding impulses generated by the core forecasting
model of the South African Reserve Bank.21
For the Taylor rule parameters, we follow Justiniano and Preston (2010),
and assume that the priors for %pi, %y, and %d all have a gamma distribution with
means of 1.5, 0.25 and 0.25, respectively. A relatively large second moment
is assigned to each of these parameters, to allow for a signiﬁcant amount of
revision after the priors have been taken to the data. The prior for the interest
rate smoothing parameter, ρ, is assigned a beta distribution with a mean of
0.5 and a standard deviation of 0.25. Similar priors have been used in other
models that have been applied to South African data, such as Steinbach et al.
(2009a) and Alpanda et al. (2010a).22
The prior distributions used for the persistence in all the foreign and domes-
tic shocks are assigned relatively uninformative priors where the persistence is
moderate. The distributions for the persistence parameters take a beta dis-
tribution with a mean of 0.5, and the standard deviation of 0.2. Similarly,
the standard deviations of the shocks are assumed to be uninformative i.i.d
processes that take inverse-gamma distributions, with a mean of 0.5% and an
inﬁnite standard deviation.
9.4 Results
9.4.1 The Posterior Moments
The estimates for the mean and the 10%-90% conﬁdence marks of the posterior
distributions of the estimated parameters are reported in table 9.1. The density
functions for the posteriors are plotted along with their priors in ﬁgures (9.1)-
(9.2).23
The mean estimates for the Taylor rule parameters are consistent with
previous estimates in the literature regarding monetary policy in South Africa,
including Woglom (2005), Ortiz and Sturzenegger (2007), and Steinbach et al.
(2009a). The Taylor rule is fairly persistent with mean ρ equal to 0.7, and the
mean estimates for %pi, %y, and %d are 1.8, 0.3 and 0.03 respectively, implying
21See, Smal et al. (2007) for a description of the core forecasting model of the domestic
central bank.
22Alpanda et al. (2010a) note that there results were very similar when they made use
of slightly diﬀerent priors for the Taylor rule parameters. In particular, they tried a gamma
distribution with a mean of 0.125 and a standard deviation of 0.125 for the output coeﬃcient
%y, and a beta prior for ρi with a mean of 0.7 and a standard deviation of 0.1, as in Rabanal
and Rubio-Ramirez (2005). This would suggest that the data contains suﬃcient information
to identify these parameters.
23For the Metropolis-Hastings algorithm in Dynare, we use two chains of 100,000 draws
each with a 45% initial burn-in phase. The acceptance rate for each chain is about 28%.
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Prior distribution Posterior mean [10% 90%]
Structural Parameters
β Time discount factor C [0.99]
ζ Habit in consumption B [0.70, 0.100] 0.854 0.812 0.897
σ Inverse intertemp. subst. G [1.50, 0.370] 1.196 0.891 1.501
γ Inverse of labour supply G [2.00, 0.750] 2.606 1.778 3.434
η Home/foreign subst. G [1.50, 0.250] 0.641 0.579 0.704
α Import share in consumption C [0.28]
χ Debt elasticity risk premium N [0.01, 0.001] 0.010 0.009 0.011
φ Modiﬁed UIP condition B [0.10, 0.200] 0.269 0.247 0.291
θh Calvo: domestic prices B [0.50, 0.100] 0.850 0.824 0.876
θf Calvo: foreign prices B [0.50, 0.100] 0.450 0.418 0.483
θw Calvo: wage prices B [0.50, 0.100] 0.789 0.756 0.823
ϕh Indexation: domestic prices B [0.70, 0.050] 0.584 0.524 0.645
ϕf Indexation: foriegn prices B [0.70, 0.050] 0.679 0.627 0.732
ϕw Indexation: wage prices B [0.70, 0.050] 0.694 0.642 0.745
Taylor Rule Parameters
ρ Interest rate smoothing B [0.75, 0.100] 0.680 0.633 0.727
%pi Reaction to inﬂation G [1.50, 0.250] 1.807 1.490 2.124
%y Reaction to output gap G [0.25, 0.120] 0.297 0.196 0.399
%d Reaction to exchange rate G [0.12, 0.050] 0.029 0.017 0.042
Persistence Parameters
ρz AR(1): productivity B [0.50, 0.200] 0.826 0.795 0.856
ρw AR(1): wages B [0.50, 0.200] 0.879 0.850 0.909
ρh AR(1): domestic cost push B [0.50, 0.200] 0.270 0.210 0.33
ρf AR(1): foreign cost push B [0.50, 0.200] 0.952 0.938 0.966
ρw AR(1): wage cost push B [0.50, 0.200] 0.331 0.265 0.398
ρd AR(1): depreciation (risk) B [0.50, 0.200] 0.826 0.785 0.867
ρi AR(1): monetary B [0.50, 0.200] 0.662 0.597 0.727
ρy? AR(1): foreign output B [0.50, 0.200] 0.924 0.907 0.942
ρpi? AR(1): foreign inﬂation B [0.50, 0.200] 0.61 0.542 0.679
ρi? AR(1): foreign interest rate B [0.50, 0.200] 0.932 0.915 0.949
Shocks
z i.i.d.: productivity IG [0.0050, ∞] 0.020 0.018 0.021
c i.i.d. : wages IG [0.0050, ∞] 0.003 0.002 0.003
h i.i.d.: domestic cost push IG [0.0050, ∞] 0.008 0.008 0.009
f i.i.d.: foreign cost push IG [0.0050, ∞] 0.045 0.038 0.051
w i.i.d.: wage cost push IG [0.0050, ∞] 0.014 0.013 0.016
d i.i.d.: depreciation (risk) IG [0.0050, ∞] 0.005 0.004 0.006
i i.i.d.: monetary IG [0.0050, ∞] 0.003 0.002 0.003
y? i.i.d.: foreign output IG [0.0050, ∞] 0.012 0.011 0.013
pi? i.i.d.: foreign inﬂation IG [0.0050, ∞] 0.002 0.002 0.002
i? i.i.d.: foreign interest rate IG [0.0050, ∞] 0.001 0.001 0.001
Table 9.1: Estimated Posterior Parameters Values
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that the central bank reacts strongly to changes to inﬂation, whilst its reaction
to changes in exchange rate are extremely small. Note that the estimates for
api and %y are inﬂuenced by the choice of the prior, as can be seen from by the
respective prior and posterior densities.
The shocks are also fairly persistent, partly due to the prior distributions
assumed for these parameters. The innovations to the risk premium and the
external cost-push shocks have fairly large standard deviations, while the in-
novation to the Taylor rule has a standard deviation of 0.3% (i.e. just over
1% when annualised), similar to the estimates for the U.S. and the European
Union (Smets and Wouters, 2003). The persistence and the standard devia-
tion parameters of the productivity shock are not well identiﬁed by the data,
as the prior and the posterior distributions for these parameters are almost
identical.24
The habit parameter, ζ, has a mean of 0.85, which is fairly high, despite
the uninformative prior that was imposed in the estimation. The indexation
parameters in the Phillips curves, ϕh and ϕf , have estimated means of 0.58
and 0.68; whilst the indexation in wages, ϕw, is slightly higher at 0.69. When
we initially estimated these parameters with uninformative priors, we found
that the mean of their posteriors had very low values; this did not generate
hump-shaped impulse responses for output and inﬂation, which is more in line
with previous VAR evidence. Smets and Wouters (2003) ﬁnd that habits and
price indexation play an important role in generating intrinsic persistence in
the model; this led us to employ more informative priors for these parameters.
24Both the mark-up shock and the productivity shock aﬀect marginal costs in a similar
fashion, so separate identiﬁcation of these shocks requires more data than was used in the
estimation. We choose not to do this here since we have abstracted from capital in the
production function.
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Figure 9.1: Posterior Parameter Estimates
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The mean of the posterior distribution for γ is 2.47, corresponding to a
labour supply elasticity of 0.4, which is within the range of values typically
obtained in the literature. The elasticity of substitution between home and
foreign goods, η, is estimated at 0.7, which is similar to the results of Justiniano
and Preston (2010), despite the high prior mean. The mean estimates for the
price-stickiness parameters, θh and θf , are 0.92 and 0.44, which suggests that
there are a number of nominal rigidities in the domestic market. Similarly,
the price-stickiness of wages in the domestic market is also relatively high,
as θw is 0.9. These parameters are all fairly well identiﬁed.
25 The estimates
for domestic price-stickiness are somewhat higher than those found in other
international studies such as Smets and Wouters (2003), but consistent with
those that have been applied to South African data.
9.4.2 Impulse Responses
The Bayesian impulse response functions for model are contained in ﬁgures
(9.4)-(9.7). These impulse responses indicate the response of key variables to
a one standard-deviation innovation in each shock, for a maximum of forty
quarters.When considering the eﬀects of the respective shocks on the nominal
and real exchange rates, the impulse response functions reﬂect the depreciating
values of the respective measures of the external value of the currency.26
Following a positive innovation in the Taylor rule (i.e. a positive innovation
on εi), output, consumption, and domestic inﬂation all decline, while the cur-
rency strengthens at impact (where we have negative currency depreciation).
The eﬀect on the real exchange rate is more persistent, as the rate of inﬂation
declines. The real interest rate is positively inﬂuenced by the increase in nom-
inal interest rates and the decline in inﬂation. The shape of the response by
output and consumption is hump-shaped, which is consistent with literature.
In this model, the eﬀect of an interest rate shock on output is both much
greater and more persistent than the eﬀect of this shock on inﬂation.
A positive innovation to productivity, εz, increases output in a hump-
shaped manner. The shock also eases inﬂationary pressure, which leads to
a reduction in the interest rate (since the Taylor rule coeﬃcient on inﬂation is
stronger than the coeﬃcients on output and depreciation).
The impulse responses also move in the expected directions following an
innovation to the consumption demand shock, εc. A positive demand shock
increases consumption and output, which fuels inﬂation and causes the interest
rate to rise. In addition, the currency depreciates along with a deterioration
in the trade-balance-to-GDP ratio.
25This is in contrast with the results of Alpanda et al. (2010b), which uses the Rotemberg
(1982) mechanism for price-stickiness. In addition, the model of Alpanda et al. (2010b) does
not include any wage or productivity data.
26Where applicable, the impulse response functions reﬂect annual rates. They include a
conﬁdence interval of one standard deviation.
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A positive innovation to the mark-up shock, εh, increases inﬂation and
lowers output and consumption (through its aﬀect on labour). As such, a
positive mark-up shock acts as a cost-push shock, which shifts the Phillips
curve and presents a less favourable tradeoﬀ between inﬂation and output
to the central bank. The currency depreciates after the impact period while
interest rates rise after two quarters, since the Taylor rule places more emphasis
on rising inﬂation.
A shock to the risk premium through a positive innovation to εd raises
the domestic interest rate, causing a depreciation of the currency and higher
inﬂation. Output increases due to the improved terms of trade, even though
consumption initially declines. However, the persistence of the increase in
output ensures the consumption eventually increases.
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Figure 9.3: Bayesian Impulse Response Function for i
Figure 9.4: Bayesian Impulse Response Function for z
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Figure 9.5: Bayesian Impulse Response Function for c
Figure 9.6: Bayesian Impulse Response Function for h
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Figure 9.7: Bayesian Impulse Response Function for d
9.5 Alternative Method for Closing-Oﬀ the
Model
To close the model with an international risk-sharing condition, as in Galí and
Monacelli (2005) and Steinbach et al. (2009a), replace the domestic IS curve
(equation 9.2.20) and the balance-of-payments expression (equation 9.2.27)
with the condition:27
σ
1− ζ (ct − ζct−1) =
σ?
1− ζ (y
?
t − ζy?t−1) + qt (9.5.1)
and replace the risk variable in the interest parity condition (equation
9.2.26) with the diﬀerence of the demand shocks in the domestic and foreign
economies,
E[qt+1]− qt = (r − E[pit+1])− (r?t − Et[pi?t+1])) + (µdt − µd?t ) (9.5.2)
The international risk-sharing condition (equation 9.5.1) implies that the
marginal utility of consumption in South Africa is proportional to the product
of marginal utility of consumption in the foreign sector and the real exchange
rate (Galí and Monacelli, 2005) . Since domestic and foreign output and in-
ﬂation rates are relatively smooth in the data, this condition helps generate
low volatility in the exchange rate. It also creates a singularity problem in
the estimation when the depreciation rate is used as an observable along with
27Part one contains a more detailed discussion of alternative methods for closing-oﬀ the
small open-economy model.
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domestic and foreign output and inﬂation rates. This is because the model
cannot match the observed series on interest rates, inﬂation rates and devalu-
ations rates point-by-point while satisfying equation (9.5.1).
The UIP condition in the risk-sharing model (i.e. equation 9.5.2) ties the
country risk-premium to the diﬀerence between demand shocks in the do-
mestic and foreign economies. Under this condition, it is assumed that the
interest rate on household assets is equal to the policy rate plus a demand/risk-
premium shock in the two respective economies. The application of UIP and
complete risk-sharing conditions then imply that the country risk-premium
is captured by the diﬀerence in these shocks. This feature of relating risk-
premia to demand shocks is due to Smets and Wouters (2007), which makes
use of this condition in a closed production economy with capital inputs. The
demand/risk-premia shocks in this model would then link the required return
on household assets to the cost of capital faced by ﬁrms to capture the ﬁnancial
accelerator mechanism, as in Bernanke et al. (1999).
In contrast with Smets and Wouters (2007), the model of Steinbach et al.
(2009a) does not make provision for capital or investment, and as such, their
UIP condition equates the expected depreciation rate with the diﬀerence in the
foreign and domestic interest rates faced by the respective households in each
country (rather than the interest rate diﬀerentials in the policy rates set by the
respective central banks.) This assumption is somewhat restrictive, because
it links foreign and domestic demand shocks with expected depreciations, and
thus reduces the role of demand shocks in the model.
9.5.1 Historical Decompositions
Using the dataset that is described in part two, we make use of historical
decompositions to compare the results of the models that make use of diﬀer-
ent ways of closing-oﬀ the open-economy features of the model. Figures 9.8
through 9.11 reﬂect these decompositions for the output gap, consumer price
inﬂation, nominal interest rate, and the exchange rate; for the sample period
1990-2012. The top panel in each of these ﬁgures is used to show the results for
the risk-premium condition and the bottom panel is used for the risk-sharing
condition.
To calculate the historical contribution of a given shock, we isolate its
eﬀects by setting all other shocks to zero, and simulate the key model variables
using the (Kalman-smoothed) estimates of the given shock. This procedure
is then repeated for all shocks, where the sum of the simulations for a given
variable matches the models overall estimate of that variable (which would
match the data if the variable is observed). For example, the top panel of
ﬁgure 9.9 suggests that the decline in consumer price inﬂation, during the
recent global ﬁnancial crisis (2009-2011), may largely be attributed to changes
in the risk-premium, demand, production and external shocks. In contrast, the
use of the risk-sharing condition, which is displayed in the bottom panel, would
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describe this decline in consumer price inﬂation, as the result of production,
demand and monetary shocks.28
An immediate, apparent diﬀerence in the two panels of each of the ﬁgures
is the importance of the risk-premium shock in the top panels. For example,
output is dominated by demand shocks in the risk-sharing model, which is
often oﬀset by monetary policy shocks, whilst changes to the risk-premium also
inﬂuence the value of this variable in the top panel of ﬁgure 9.8. Similar results
are apparent for consumer price inﬂation and interest rates in the respective
top and bottom panels of ﬁgures 9.9 and 9.10. For the nominal exchange
rate, the top panel would suggest that changes to the risk-premium are largely
responsible for the value of this variable, however, in the risk-sharing model
the value of the variable is largely determined by demand shocks. Note also
that the scale of the vertical axis suggests that the volatility in the unobserved
exchange rate (in the bottom panel) is signiﬁcantly lower than the volatility
in the top panel, which is consistent with the observed values for this variable.
It is also interesting to note that when we compare the results for interest
rates during the more recent emerging market currency crisis in 2001 and
the more recent global ﬁnancial crisis, the inﬂuence of the risk-premium would
appear to have declined (in the top panel). This would suggest that the central
bank does not react strongly to factors that inﬂuence the nominal exchange
rate, which supports the ﬁndings of Woglom (2003), Ortiz and Sturzenegger
(2007) and Alpanda et al. (2010a).
After considering all of the graphs together, we note that the inﬂuence of
the external shock in the risk-sharing models (that are not able to include
the exchange rate as an observed variable) is very small. Hence, this model
would suggest that the economy is not inﬂuenced by external shocks, which is
a characteristic of a closed-economy. In contrast with this result, the sum of
the risk-premium and external shocks in the speciﬁcation of the risk premium
model (that includes the exchange rate as an observed variable) is relatively
large. This would suggest that the economy is inﬂuenced by global economic
events, as is the case for most small open-economies.
28The early years of these plots are less reliable because there is no information about
the cumulated shocks in the ﬁrst observation. Instead, it is assumed that the share of each
shock in explaining the ﬁrst observation is the same as its share in the asymptotic variance
decomposition.
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9.6 Conclusion
This chapter considered the construction of a small open-economy New Key-
nesian DSGE model that may be used to describe the South African economy.
The model makes use of ten observed variables which are used to identify an
equivalent number of shocks. Almost all of the parameters are estimated with
the aid of Bayesian techniques, where only two of the thirty-eight parameters
are calibrated. Using priors that are consistent with those that are found in
the existing literature, we ﬁnd reasonable the posterior distributions, when
compared to previous studies for the South African economy. In addition,
the more complicated moments, as represented by the impulse response func-
tions, would appear to provide a suitable description of the eﬀects of suitably
identiﬁed shocks to key variables in the model.
After describing the basic features of the model, we then make use of an
alternative method for closing-oﬀ the open-economy features of a small open-
economy DSGE model. As noted in Alpanda et al. (2010a), when we treat
the exchange rate in each model as an unobserved variable, then the results
are similar, which supports the ﬁndings of Schmitt-Grohe and Uribe (2003),
which were obtained with the use of a calibrated Real Business Cycle model
for the United States.
Furthermore, due to the diﬀerence in the degree of volatility between the
nominal exchange rate and the respective demand shocks in the domestic and
foreign economies, one is not able to include the exchange rate as an observed
variable in the model that imposes risk-sharing conditions. However, after
making use of the risk-sharing condition (which no longer associates changes in
the exchange rate with diﬀerences in demand shocks), we are able to included
the relatively volatile nominal exchange rate as an observed variable in the
model. The nominal exchange rate is then used to partially identify the shocks
in the risk premium, which would appear to inﬂuence most of the observed
variables in the model.
Hence, after considering the results of the historical decompositions, we
note that the information that is contained in the exchange rate may be used
to infer that external shocks and changes to the risk-premium inﬂuence the
variables that aﬀect the South African business cycle. This would be consistent
what one would expect for a small open-economy, such as South Africa. In
addition, the ﬁndings that are reported in this chapter also support those of
Alpanda et al. (2010a), despite the fact that the dataset and model structure
that were utilised in this chapter diﬀer to those that were used in this paper.
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Figure 9.8: Historical Decomposition - Output Gap
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Figure 9.9: Historical Decomposition - Consumer Inﬂation
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Figure 9.10: Historical Decomposition - Interest Rates
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Figure 9.11: Historical Decomposition - Nominal Exchange Rate
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10.1 Introduction
Dynamic Stochastic General Equilibrium (DSGE) models allow for researchers
to ask `what if?' questions, as it is assumed that the parameters in the model
are based on fundamental aspects of decision making that will not change after
a policy intervention.1 In this chapter we investigate the eﬀects of a change
to the monetary policy rule in terms of its impact on economic volatility. We
assume that monetary policy is conducted with a forward-looking generalised
Taylor rule that conditions the central bank's response to past interest rates,
expected future inﬂation, as well as the current output gap and exchange rate.2
Following the framework of Alpanda et al. (2010b), we initially consider
the eﬀects of varying each of the coeﬃcients in the reaction function individu-
ally, to identify any constraints that may prevent us from obtaining reasonable
estimates for the optimal coeﬃcients when all of the coeﬃcients are allowed
to vary simultaneously. After identifying these constraints we are then able to
derive optimal estimates for each of the coeﬃcients for a number of diﬀerent
loss functions. The results suggest that the central bank should possibly con-
sider a stronger reaction to changes inﬂation and a smaller reaction to changes
in the output gap, which may allow for greater interest rate smoothing.
In the ﬁnal part of this analysis we construct an eﬃciency frontier for the
generalised Taylor Rule as in Clarida et al. (1999), to consider the trade-oﬀ
between output and inﬂation variability. These results suggest that when on
the eﬃciency frontier, a relatively small change in inﬂation volatility may result
in a relatively larger change in output volatility. However, it is also noted that
the points on the eﬃciency frontier are only obtained with unreasonably large
coeﬃcients in the reaction function.
In what follows, we consider the general framework for an optimal policy
investigation in section 10.2, before we derive partially optimal values for the
central bank's reaction function in 10.3. The result from this investigation are
considered before we conduct a fully optimal investigation in 10.4. Section
10.5 then considers the tradeoﬀ between output and inﬂation variability with
the aid of eﬃciency frontiers before section 10.6 concludes.
1The critique of Lucas (1976) noted that one would not be able to consider the eﬀects of
a change to policy in a model where the parameters are not structural (or time invariant),
as in the case of most reduced-form models.
2Optimal policy investigations within open-economy DSGE models are considered in
Justiniano and Preston (2010) for Australia, Canada, New Zealand; Alpanda et al. (2010b)
for South Africa; and Smets and Wouters (2002) for the Euro area.
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10.2 Optimal Policy in a Small Open-Economy
The structure of the model that we have used for the optimal policy investiga-
tion follows chapter 9, which assumes that monetary policy is conducted with
the aid of a generalised Taylor rule that takes the form:
it = ρit−1 + (1− ρ)
[
%piEt
(
pict+1
)
+ %yy˜t + %ddt
]
+ εi,t
When estimating the parameters for this reaction function in chapter 9, we
found that ρ = 0.7, %pi = 1.5, %y = 0.4, and %d = 0.04. To conduct an optimal
policy investigations we may then construct a loss function that is dependent
on the volatility of critical macroeconomic variables. Such a loss function may
take on a number of diﬀerent functional forms and this section we consider the
results from four diﬀerent functions.
Such policy investigations have been used to investigate whether a cen-
tral should react to changes in the exchange rate when it sets its interest
rate policy. Exchange rate movements directly aﬀect the foreign component
of consumer price inﬂation, and indirectly aﬀect the domestic component of
consumer price inﬂation through their eﬀect on the marginal cost of domes-
tic producers. Hence, higher currency depreciation warrants a contractionary
response by the central bank through an increase in the interest rate. In the
presence of volatile exchange rates, however, this would cause frequent changes
in interest rates and increase the variability of output. The optimal response of
a central bank is therefore ambiguous and depends on the quantitative impor-
tance of these eﬀects (Monacelli (2003) and Justiniano and Preston (2010)).
For the speciﬁcation of the Taylor rule that has been used in this model, where
the central bank conditions on future expected inﬂation rates and the current
rate of currency depreciation (which may impact on inﬂation in the near future
- i.e. over a period that is longer than one quarter), there may be an informa-
tional gain on the part of policy-makers to warrant conditioning on exchange
rate movements.
In Alpanda et al. (2010b) it is suggested that it would not be optimal for
South Africa to condition on exchange rate movements, which supports the
ﬁndings of Justiniano and Preston (2010) who make use of a similar model
for other small open-economies. The analysis in this chapter diﬀers slightly
to that of Alpanda et al. (2010b) in that it focuses on the tradeoﬀ between
conditioning on changes in output and inﬂation.
10.2.1 The Loss Function of the Central Bank
The loss function for policy-maker's follows the speciﬁcation in Justiniano and
Preston (2010), which depends on the variation in consumer price inﬂation,
the output gap, and the nominal interest rate. The inclusion of these variables
ensures that the loss function is consistent with the speciﬁcation of decision
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making rule of the central bank in equation (10.2.1).3
Lt (%pi, %y, ρi) =
∞∑
τ=t
βτ−t
[
(pict )
2 + λyy˜
2
t + λi (it)
2] (10.2.1)
where λy, λi ≥ 0 are the weights on variation in output and interest rates
relative to the variation in inﬂation.
The loss function (10.2.1) can be evaluated for each set of policy parameters
in the Taylor rule, %pi, %y, and ρi. Since all the other parameters are structural,
we assume that they cannot be aﬀected by monetary policy makers. We also
ignore parameter uncertainty, and keep the values of the structural parameters
at the estimated means of their posterior distribution.
Considering the limiting case with β = 1, the objective function of the
policy makers is analogous to minimising a weighted sum of the unconditional
variances:
L (%pi, %y, ρi) = var (pit
c) + λy var (y˜t) + λi var (it) . (10.2.2)
For given values for the weight parameters, λy and λi, we calculate the
set of policy parameters that minimises the above loss function. We restrict
attention to policy parameters which are consistent with long-run stability;
hence %pi > 1 and 0 ≤ ρ < 1. Since the choice of weights is somewhat arbitrary,
we repeat this procedure for diﬀerent values of λy and λi.
10.3 Partially Optimal Taylor Rule Coeﬃcients
As a preliminary exercise, we ﬁrst ﬁx three of the four policy parameters to the
estimated values of their posterior mean, and then compute the loss function
for all possible values of the remaining policy parameter. The results are given
in ﬁgure (10.1), where we care equally about the variation in inﬂation, output
and interest rates, by setting λy = 1 and λi = 1. The sum of standard deviation
of these variables is depicted on the vertical axis whilst the coeﬃcient values
are on the horizontal axis.
The partially optimal policy (keeping two of the three coeﬃcients equal
to their estimated values) prefers higher long-run response coeﬃcients for in-
ﬂation, where we can achieve a signiﬁcant reduction in volatility (note the
relative scale of the vertical axis). When, after the coeﬃcient exceeds a value
of 3.4, it is not possible to obtain a further reduction in economic volatility.
For output, it would appear as if the model may prefer smaller values although
the increase in volatility for higher values is only marginal greater. Similarly,
for interest rates, where slightly higher rates of interest rate smoothing may
3Note that from a utility maximising perspective, minimising the variation in output may
not be optimal if most of the variation in detrended output is due to changes in productivity
(i.e. changes in the natural rate of output).
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reduce volatility by a small amount. These partially optimal coeﬃcients are
3.4, 0.2 and 0.8 on inﬂation, output, and interest rate smoothing, respectively.
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Figure 10.1: Loss functions for individual policy parameters
10.4 Optimising over the loss function
During the subsequent exercise, we allow the %pi, %y, and ρi policy parameters
to vary simultaneously and report on the results in table 10.1. For reference,
the estimated values from the model are given in column (1), for which we
provide the value of the loss function, as well as the standard deviations.4
In column (2) we make use of the loss function, where λy = 0.5 and λi = 1.
In this case the optimal long-run response coeﬃcients for inﬂation, output
and interest rates are found to be 2.13, 0.35, and 0.89, respectively. Note that
the coeﬃcients on inﬂation and interest rates are higher than the estimated
Taylor rule coeﬃcients, and the coeﬃcient on the output gap is somewhat
reduced. This results in lower variability in the rate of inﬂation, interest rate
and exchange rate; whilst the variability in the output gap has increased.
Columns (3)-(4) illustrate how the optimal policy varies for diﬀerent policy
weights on the output variance, where λy = 1 and λy = 0. Column (5)
illustrates the sensitivity of the results, where the relative weight on interest
rate smoothing, λi = 0.5 and λy = 0.5. In each of these case, one is able to
obtain a lower loss function by increasing the reaction to changes in inﬂation,
whilst maintaining a higher level of interest rate smoothing, which comes at
the expense of a decrease in the reaction to changes in the output gap.
4When we allow the policy parameter that is associated with the exchange rate to vary
simultaneously, we note that there is very little diﬀerence in the loss function (i.e. economic
volatility) for diﬀerent values of this coeﬃcient. Hence, the forward-looking inﬂationary
policy reaction function may account for most of the pass-on inﬂationary eﬀects that may
result from any currency depreciation. Furthermore, when making any changes to the loss
function the optimal coeﬃcients will vary to a degree that is unreasonable, which would
suggest that the optimal coeﬃcients for the central bank's reaction to exchange rate may
not be suitably identiﬁed. Therefore, we follow Alpanda et al. (2010b) and set the coeﬃcient
to its estimated value, which is very small and consistent with the policy recommendation
of Justiniano and Preston (2010).
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(1) (2) (3) (4) (5)
Est. Optimal Rule with weights (λy, λi)
Coeﬃcients (0.5, 1) (1, 1) (0, 1) (0.5, 0.5)
Inﬂation %pi 1.55 2.13 2.65 2.02 2.5
Output %y 0.45 0.35 0.35 0.32 0.32
Interest rate ρ 0.71 0.89 0.86 0.93 0.87
Exchange rate %d 0.04 - - - -
Loss fnc. (×10−4) 3.05 1.81 1.93 1.31 1.19
std. dev. (%)
Inﬂation pit 3.04 2.16 1.8 2.54 1.87
Output yt 2.23 3.27 2.96 4.21 3.04
Interest rate it 4.03 2.84 2.71 2.58 2.73
Exchange rate dt 8.64 7.93 7.49 8.93 7.57
Table 10.1: Optimal Taylor Rule Coeﬃcients
When we consider these changes in variability in percentage terms, we note
the the diﬀerence that are aﬀected by changes in the central bank's reaction
function are relatively large. For example, the result of increasing the response
to changes in inﬂationary bring about a reduction in the variability of inﬂation
by between 16% and 41%, whilst output variability rises to between 32% and
89%. The increase in the interest rate smoothing, would also reduce interest
rate volatility, which decreases by between 29% and 36%. All of these changes
have a negligible eﬀect on the volatility of the exchange rate, which decreases
by a maximum of 13%.
We would expect to ﬁnd that the model's optimal Taylor rule coeﬃcient
values are larger than the estimated coeﬃcients, since the SARB would be
more cautious in its monetary policy in the presence of data, model and pa-
rameter uncertainty (which we do not account for in the model). We indeed
ﬁnd larger optimal response coeﬃcients for inﬂation and output, but surpris-
ingly the optimal coeﬃcient for currency depreciation is much smaller than
the estimated value, and close to zero.
In support of the ﬁndings in Justiniano and Preston (2010) we ﬁnd a rela-
tively large tradeoﬀ between output and inﬂation volatility, where policy can
has a signiﬁcant inﬂuence on variability of these variables. In addition, with
the addition of more recent data we ﬁnd that the optimal coeﬃcients for in-
terest rate smoothing should be larger than what has been estimated, which
would obviously reduce the standard deviation in the interest rate. This would
imply that over the recent global ﬁnancial crisis, the central bank may not have
been as systematic as what it was prior to the crisis (when we compare these
ﬁndings to Alpanda et al. (2010b)).
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Figure 10.2: Eﬃciency frontier
10.5 Policy Analysis with Eﬃciency Frontiers
To further consider the tradeoﬀ between output and inﬂation variability we
make use of eﬃciency frontiers for the central banks reaction function. Similar
tools were employed in Taylor (1979), Clarida et al. (1999) and Cecchetti
et al. (2001); to determine whether an economy is at a point that is close to
the frontier for stable inﬂation and output growth.
When applying this methodology to South African data, Du Plessis and
Smit (2003) and Du Plessis (2003) found that the volatility of output and
inﬂation between 1994 and 2002, was much lower than the volatility in the
preceding period (between 1986 and 1993). After decomposing this improve-
ment into a part that may be attributed to potentially better policy-making
and a part that may be attributed to a more stable economic environment,
they found that 55% of the decline in output and inﬂation volatility may be
attributed to improved policy-making.
The objective of the investigation in this chapter, is to ascertain whether
the central bank has operated close to the eﬃciency frontier, over the period
1990Q1 to 2012Q4, to ascertain whether or not there is scope for potential
improvement. This investigation has been conducted within the context of a
rational expectations model, as per Taylor's (1979) original suggestion, and is
similar to that which was employed in Alpanda et al. (2010a).
Once again, it is assumed that the reaction function of the central bank
follows the generalised Taylor rule that is provided above. In addition, we
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assume that the objective of the central bank is to minimise a loss function
composed of a weighted average of the variance of output, inﬂation and nominal
interest rate, which is consistent with what is provided above:
Lt (%pi, %y) =
∞∑
τ=t
βτ−t
[
(pict )
2 + λy (y˜t)
2 + λi (it)
2] (10.5.1)
In this exposition, we once again assume that the central bank places equal
weights on interest rate and inﬂation volatilities. For a given λy, we then cal-
culate the long-run response coeﬃcients in the Taylor rule, %pi and %y, which
minimises the central bank's loss function, keeping all the other parameter val-
ues the same.5 We repeat this procedure for diﬀerent values of λy between 0
and 2, and calculate the optimal Taylor rule coeﬃcients and the corresponding
standard deviation of inﬂation and output implied by these coeﬃcients. This
procedure derives the eﬃciency frontier for the central bank as in (Clarida
et al., 1999), which is plotted in ﬁgure 10.2, along with the volatility implica-
tions of the Taylor rule parameters that were estimated in chapter 9.
The eﬃciency frontier points to the short run trade-oﬀ faced by the central
bank with respect to the variability of output and inﬂation. This is reminiscent
of the results in Clarida et al. (1999). In their model, optimal policy does
not include a smoothing motive, and the output variable in the loss function
of the central bank is the output gap (i.e. per cent deviations from a time-
varying model-implied natural rate of output) rather than the de-trended level
of output we use here (i.e. per cent deviation from the stochastic trend that
is not necessarily model-consistent). This set-up dictates that demand shocks
be fully oﬀset and productivity shocks be fully accommodated by the central
bank; this leaves the cost-push shocks that present a trade-oﬀ between inﬂation
and output volatility at the eﬃciency frontier. Since we include an interest
rate smoothing motive, our results do not imply a full and immediate oﬀset
for demand shocks, but rather a gradual one. Also, since we do not use the
model implied output gap in our loss function, productivity shocks are treated
analogous to cost-push shocks by the central bank in our calculations. Despite
these diﬀerences, our results are fairly similar in spirit to those of Clarida et al.
(1999).
The results point to a substantial reduction in volatility if the central bank
were able to move towards the eﬃciency frontier, from the estimated Taylor
rule. In the previous sections it was noted that this could possibly be achieved
with the aid of a stronger reaction by the central bank to changes in the price
level. Furthermore, when one is on the eﬃciency frontier, we also note that a
5We set the smoothing parameter, ρ, to its estimated value, and do not search for the
optimal coeﬃcient on this Taylor rule parameter. This would ensure that our results are
comparable to Justiniano and Preston (2010) and Alpanda et al. (2010a), who ﬁnd that the
smoothing parameter is driven to unreasonably high numbers in the context of the above
loss function.
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small reduction in inﬂation volatility would result in a slightly larger increase
in output volatility. Note however that these results are somewhat misleading,
since the Taylor rule coeﬃcients associated with the eﬃciency frontier are both
extremely large and unrealistic. Similar results were obtained for the eﬃciency
frontier for the model of Steinbach et al. (2009a) and Alpanda et al. (2010a).
10.6 Conclusion
In this paper, we make use of the small open-economy DSGE model that was
described in chapter 9, to analyse the conduct of optimal monetary policy
in South Africa. The optimal coeﬃcients for the policy rule are obtained by
minimising a loss function that includes the variance of inﬂation, output, and
the interest rate. In the initial analysis we ﬁnd that the optimal policy places a
heavier weight on the central bank's reaction to inﬂation and a smaller possible
value to the reaction to changes in output, when compared to the estimated
Taylor rule for South Africa.
The results support the ﬁnding of Alpanda et al. (2010b) in that it suggests
that the central bank could aﬀord to react more vigilantly to changes in inﬂa-
tion.6 However, it should be noted that this result should be interpreted with
caution, as we do not allow for parameter uncertainty, which would imply that
the optimal coeﬃcients that we have reported are usually much larger than
they would have been, if parameter uncertainty were included.
In the ﬁnal part of the analysis we make use of eﬃciency frontiers for the
policy reaction function to investigate the tradeoﬀ between inﬂation and out-
put variability. These results suggest that reductions in inﬂation and output
volatility could be achieved by moving from the estimated Taylor rule to the
model-implied eﬃciency frontier. However, it was noted that this would re-
quire the use of much larger response coeﬃcients in the Taylor rule.
6This is despite the fact that the use of the model structure and dataset diﬀer to those
that were utilised in this study.
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11.1 Introduction
Dynamic stochastic general equilibrium (DSGE) models are frequently used
by central banks and other policy-making institutions for forecasting pur-
poses.1 Smets and Wouters (2007) suggest that when these models incorporate
suﬃcient nominal and real rigidities, as well as a relatively large number of
shocks, they are able to outperform other multivariate models when applied
developed-world macroeconomic data. Most of the DSGE forecasting models
that are used by policy-making institutions make use of linearised state-space
system to characterise the equilibrium dynamics of business cycle ﬂuctuations;
however, as noted in Del Negro and Schorfheide (2011), such a linear approxi-
mation may be unreliable when applied to an economy that is aﬀected by large
shocks, as is the case for most emerging market economies.2
Against this backdrop, the objective of this chapter is to analyse whether
the nonlinearities would improve upon the out-of-sample ﬁt of a New Keynesian
DSGE model that may be applied to macroeconomic data from an emerging
market economy. In addition, we also compare the forecasting performance of
the nonlinear DSGE model with a large variety of BVAR models. In this study,
the data for the emerging market economy pertains to South Africa, which was
recently included in the BRICS nations of fast-growing newly industrialised or
emerging economies. When compared with Brazil, Russia, India and China,
it is worth noting that South Africa is signiﬁcantly smaller, accounting for
approximately 2% of combined BRICS economic output, which may imply
that it would be susceptible to large shocks, where nonlinearities could be of
greater importance.3
The forecasting performance of linear DSGE models that have been applied
to South African data has been somewhat mixed. Initial studies by Liu and
1See, Tovar (2009) for an overview of the use of these models in central banks. Edge
et al. (2010) provides details of the DSGE model that has been used at the Federal Reserve
Bank, while Ratto et al. (2008) describe the model that has been used at the European
Central Bank. An early exposition of the multi-country DSGE model that has been used at
the International Monetary Fund (IMF) is provided in Carabenciov et al. (2008).
2In addition, Fernández-Villaverde and Rubio-Ramirez (2005) and Fernández-Villaverde
(2010) note that linearisation would result in an approximation error that inﬂuences the like-
lihood function and the eventual parameter estimates. When combined with the assump-
tion of Gaussian errors, it would also eliminate the possibility of investigating asymmetries,
threshold eﬀects and time-varying volatility (as in Fernández-Villaverde et al. (2011) and
Binsbergen et al. (2012)).
3South Africa is classiﬁed as an emerging market economy by the International Mon-
etary Fund 2013, as well as by the FTSE, S&P, Dow Jones, and MSCI. The data for
nominal GDP in USD terms for each of the BRICS nations was obtained from the
International Monetary Fund (2013).
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Gupta (2007), Liu et al. (2009), Liu et al. (2010), and Gupta and Kabundi
(2011) suggest that the forecasting potential of Bayesian vector autoregres-
sive (BVAR) models may be superior to that of small closed-economy DSGE
models, for key macroeconomic variables. However, studies by Steinbach et al.
(2009a), Gupta and Kabundi (2010), Alpanda et al. (2011) and Gupta and
Steinbach (2013) indicate that when one allows for open-economy features and
a relatively large number of rigidities, DSGE models would appear to compete
favourably with BVAR models.
The structure of the DSGE model in this chapter follows the speciﬁcation
of Pichler (2008), who found that there was little diﬀerence in the forecasting
performance of linear and nonlinear models, when applied to data for the
United States economy. Therefore, the use of this speciﬁcation would allow
for us to compare the results from an emerging market with those from a
developed-world economy. In addition, the results of previous studies that were
applied to South African data suggest that the forecasting performance of small
closed-economy DSGE models is usually inferior to that of other forecasting
models (such as those that employ a VAR structure). Hence, if we ﬁnd that
the forecasting performance of this nonlinear model is superior to that of other
models, it would suggest that there could be important nonlinear features in
the underlying South African data-generating process for this emerging market
economy.
As noted above, the majority of DSGE models that are used for forecasting
purposes would usually make use of a ﬁrst-order linear approximation of the
theoretical model that incorporate several nonlinear features and a number of
forward-looking expressions.4 After applying such a log-linear approximation,
one is able derive the model solution, before making use of the Kalman ﬁlter to
approximate the likelihood function of the model (which may include several
unobserved variables).5 While this procedure has been successfully applied
to many problems, as noted above, a ﬁrst-order linear approximation may
exclude important nonlinearities and the possibility of large deviations from
the steady-state of the respective variables.
The use of DSGE models that are estimated with higher-order approxi-
mations and nonlinear ﬁlters is not as widespread when used for forecasting
purposes.6 An (2008) and Del Negro and Schorfheide (2011) suggest that one
reason for this may be the computational complexities that are involved in the
4The proliferation of forecasting models that make use of ﬁrst-order approximations has
been facilitated by the development of the excellent software platform, Dynare. Further
details of which can be found in Adjemian et al. (2011).
5Solution methods for linear rational expectations problems are provided by, Blanchard
and Kahn (1980), Klein (2000), Sims (2001), and Uhlig (1999), among others.
6Early advocates of this procedure for parameter estimation include, Fernández-
Villaverde and Rubio-Ramirez (2005), An and Schorfheide (2007), An (2008), Primiceri and
Justiniano (2008), and DeJong and Dave (2007). These studies would usually employ the
second-order solution method proposed by Schmitt-Grohé and Uribe (2004), before utilising
a particle ﬁlter to evaluate the likelihood function.
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estimation of these models, when both the state and measurement equations
are nonlinear.7 In addition, Andreasen et al. (2014), Den Haan and De Wind
(2012) and Kim et al. (2008) have noted that the use of higher-order approx-
imations may result in an unstable model solution, since it would consider
additional points around which the approximate solution may be unstable.8
These reasons also motivate for the use of a relatively simple closed-economy
modelling framework when evaluating the relative forecasting potential of these
models.
To the best of our knowledge, the current literature does not include an
example of a nonlinear DSGE model that is applied to the macroeconomic
data of an emerging market economy.9 Such an investigation would be of in-
terest, as one would expect that this data would incorporate larger deviations
from the steady-state (as well as potentially more complex nonlinear relation-
ships). Hence, it may be the case that when applied to an emerging market
economy, the nonlinear DSGE model may provide a superior out-of-sample ﬁt,
when compared with its linear counterpart. In addition, it also may have the
potential to outperform other reduced-form forecasting models.
In this chapter we estimate a linear and nonlinear DSGE model (as well as
a large selection of competing forecasting models) for the South African econ-
omy. The competing forecasting models include classical vector-autoregressive
(VAR) models and a number of BVAR varieties. These BVAR models have
been estimated with various forms of the Minnesota prior and stochastic vari-
able selection (SVS) techniques.10 Some of the BVAR models that employ
SVS have been extended to allow for time-varying parameters, endogenous
structural breaks, and least absolute shrinkage and selection operators.
7Nonlinear ﬁlters have been applied in many settings to model various features of time-
series data. The forms that some of these ﬁlters take is discussed in Kitagawa and Gersch
(1996), Doucet et al. (2000), DeJong and Dave (2011), and others. While most of the
research that makes use of nonlinear DSGE models utilise a particle ﬁlter to derive the
likelihood function, DeJong and Dave (2011) suggest that using the Eﬃcient-Information-
Sampling ﬁlter may lead to improved results when applied to structural macroeconometric
models.
8The latest version of Dynare, version 4.2.2, can be used to estimate parameters in a
nonlinear model with the aid of the methods that were applied in Fernández-Villaverde
and Rubio-Ramirez (2005). However, at the time of writing, these routines do not allow
for the generation of forecasts with the particle ﬁlter. It is hoped that the results in this
chapter will motivate those who are involved with this impressive project to include second-
order forecasting options in future versions of Dynare, while encouraging further eﬀorts that
consider more eﬃcient algorithms for nonlinear models, such as those that are considered in
Andreasen et al. (2014) and Maliar et al. (2013).
9In addition, Pichler (2008) is the only example of a forecasting study that makes use
of a nonlinear DSGE model that has been applied to a developed-world economy.
10The speciﬁcation of BVAR models with a Minnesota prior is discussed in Litterman
(1986a), Litterman (1986b), Doan et al. (1984) and Sims and Zha (1998). The application
of SVS techniques in a BVAR model is described in Koop and Korobilis (2010) and Korobilis
(2011).
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The results of this investigation suggest that the nonlinear DSGE model
appears to outperform its linear counterpart for all variables in most instances.
In addition, the ﬁndings suggest that these improvements are statistically sig-
niﬁcant when forecasting consumer inﬂation and interest rates over the medium
to long horizon, as well as output over short to medium horizons.11 The non-
linear DSGE model also appears to outperform the VAR and BVAR models
when forecasting consumer inﬂation.12 In addition, when forecasting output
over longer horizons, the predictive ability of the nonlinear DSGE model would
appear to be superior, while over a shorter horizon, there are a few cases where
a BVAR model generates better forecasts. The forecasts for interest rates are
all fairly similar; however, one of the BVAR models with the Minnesota prior
is able to outperform the nonlinear DSGE over the medium to long horizon.
The remainder of this paper takes the following form. Section 2 describes
the theoretical structure and empirical techniques that are employed to es-
timate the DSGE models. Section 3 considers the speciﬁcation of the wide
selection of VAR and BVAR models. In section 4, we describe the data that
is used in this study and the parameter estimates from the DSGE model, be-
fore we discuss the results in section 5. The ﬁnal section comprises of the
conclusion.
11.2 Dynamic Stochastic General Equilibrium
Models
11.2.1 Theoretical structure
The structure of the DSGEmodels is consistent with the New Keynesian frame-
work in that it incorporates features that describe monopolistic competition,
capital accumulation, capital adjustment costs and various other nominal and
real rigidities. In many respects, this model may be considered as a sim-
pliﬁed version of Fernández-Villaverde and Rubio-Ramirez (2006), which has
been used in several investigations that relate to nonlinear DSGE models.13
Therefore, the economic environment is described by the actions of households,
11These forecasts are evaluated after calculating the relative-root-mean squared errors and
the Diebold and Mariano (1995) statistics, which consider the signiﬁcance of any observed
improvement.
12The BVAR with Minnesota prior appears to provide the second-best results in this
instance.
13In contrast to the models that were discussed in part one, this model includes a detailed
description of the steady-state conditions, which may diﬀer from zero. This would also imply
that in contrast to the models that have been discussed earlier, the data that is applied to this
model is not demeaned. In addition, the model that is used in this chapter is notably smaller
than those that were discussed previously, mainly due to the computational complexities
and time taken to estimate these models.
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intermediate producers, ﬁnal good producers, and the central bank.14
Households maximise utility for diﬀerent measures of consumption, real
money balances, and leisure activities, such that after incorporating separable
preferences, their utility function can be expressed as
E0
∞∑
t=0
βt U
[
Θt
(
c1−τt − 1
1− τ
)
+ χm log
{
Mt
Pt
}
+ ηh (1− ht)
]
(11.2.1)
where, β represents the subjective time discount factor, Θ represents the
eﬀect of a demand shock, ct represents consumption, τ represents the house-
holds preference for consumption, Mt/Pt represents real monetary balances,
χm represents the households preference for monetary holdings, (1− ht) rep-
resents leisure, and ηh represents the households preference for leisure. It is
assumed that the demand shock follows an autoregressive structure, such that
log Θt+1 = ρΘ log Θt + Θ,t+1, where Θ,t+1 ∼ N(0, σ2Θ) (11.2.2)
where ρΘ represents the persistence in the aggregate demand shock and
Θ,t+1 represents the stochastic demand shock. The household's utility function
is then subject to a budget constraint that incorporates capital adjustment
costs,
Mt−1 +Bt−1 +Wtht +Qtkt +Dt + Lt
Pt
≥ ct + xt + ψk
2
(
xt
kt
− δ
)2
kt +
Bt/it +Mt
Pt
(11.2.3)
where, Bt represents bond holdings, Wt represents the wage rate, Qt repre-
sents the rate of return on capital, kt represents productive capital, Dt repre-
sents dividend payments, Lt represents lump-sum transfers from government,
xt represents investment, and it represents the gross nominal interest rate. The
δ parameter represents the depreciation rate of capital, and ψk is the param-
eter for the adjustment cost of capital. The inclusion of ψk, which regulates
the extent to which changes to the current cost of capital are indexed to past
values, is similar to Fernández-Villaverde and Rubio-Ramirez (2006), where
certain costs would be imposed when the rate of investment deviates from the
rate that would result in a balanced growth path.
The capital stock is then assumed to evolve according to the expression
14The structure of this model follows Pichler (2008). This allows for a comparison between
the results of the models that have been applied to the macroeconomic data of a developed
and emerging market economy. Hence, if the predictive ability of this nonlinear model
is superior to that of its linear counterpart, then the result could be attributed to the
underlying characteristics of the data-generating process in the emerging market economy,
given the results that are reported in Pichler (2008).
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kt+1 = (1− δ)kt + xt (11.2.4)
The ﬁrms that are involved in the production of ﬁnished goods make use
of constant returns-to-scale production technology where the j intermediate
goods, yt(j), serve as the only inputs. Hence, the quantity of ﬁnished goods
that are produced is determined by the expression
yt =
[∫ 1
0
yt(j)
(θ − 1)
θ
dj
] θ
(θ−1)
(11.2.5)
where θ represents the elasticity of substitution between intermediate in-
puts. The gross markup over marginal costs that monopolistic competitive
intermediate ﬁrms charge would then be equivalent to θ/(θ − 1).15
The price of these goods is then given by
Pt =
[∫ 1
0
Pt(j) (θ − 1) dj
] 1
(1−θ)
(11.2.6)
where the demand for each intermediate good is given by
yt(j) =
(
Pt(j)
Pt
)−θ
yt (11.2.7)
Firms that are involved in intermediate production face a Cobb-Douglas
production function with labour augmenting technology change, where α rep-
resents capital's share of output and at is the technology shock. This could be
expressed as
yt(j) = kt(j)
α
(
atht(j)
)1−α
(11.2.8)
The technology shock is then assumed to follow an autoregressive process
log at+1 = (1− ρa) log a¯+ ρa log at + a,t, where a,t ∼ N(0, σ2a) (11.2.9)
where the steady-state of at is denoted by a¯ and the persistence in the
technology shock is captured by ρa. The stochastic cost-push shock is then
represented by a,t. Sticky-prices are introduced through quadratic functions
15See Alpanda et al. (2010a) for further details of the application of Rotemberg (1982)
pricing to South African data.
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that describe the cost of adjusting prices. The speciﬁcation follows the cost of
price adjustment mechanism of Rotemberg (1982),
PACt(j) =
ψp
2
[
Pt(j)/Pt−1(j)
p¯i
− 1
]2
ytPt (11.2.10)
where p¯i denotes the steady-state value for inﬂation, and ψp represents the
size of the adjustment costs of prices. At the end of period t the ﬁrms distribute
proﬁts to the respective households through dividend payments, where
Dt(j) = Pt(j)yt(j)−Wtht(j)−QtKt(j)− ψp
2
[
Pt(j)/Pt−1(j)
p¯i
− 1
]2
ytPt(11.2.11)
The objective of each ﬁrm is then to maximise their total market value, for
which we construct the optimisation problem
max
ht(j),kt(j),Pt(j)
E0
∞∑
t=0
βtλt
Dt(j)
Pt
(11.2.12)
where λ is the Lagrangian multiplier. Finally, to close the model, we assume
that the central bank conducts monetary policy by following a variant of the
Taylor rule that may be described as
log
it
i¯
= φi log
it−1
i¯
+ φy log
yt
y¯
+ φpi log
pit
p¯i
+ i,t, where i,t ∼ N(0, σ2i ).(11 2.13)
where i¯ and y¯ refer to the steady-state values of interest rates and output.
The φi parameter would then refer to the degree of interest rate smoothing,
while φy and φpi refer to the response of the central bank to deviations from
the steady-state values of output and inﬂation. The term i,t is the stochastic
shock to interest rates, which is assumed to be i.i.d.16
11.2.2 Model solution, likelihood functions and
parameter estimates
The nonlinear DSGEmodel is solved using second-order perturbation methods,
as described by Schmitt-Grohé and Uribe (2004). For comparative purposes
we make use of the ﬁrst order approximation method of Klein (2000), which
16In contrast to the model of Fernández-Villaverde and Rubio-Ramirez (2006), this model
does not include a government sector, wage rigidities, or shocks to labour supply and
investment-speciﬁc technology.
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is used to approximate a linear DSGE model.17 The likelihood function may
then be constructed with the following measurement equation in a state-space
representation
Yt = g (Xt, υt,Ξ) (11.2.14)
where Yt represents the observed variables, which are related to the full
set of variables in Xt. The measurement errors are contained in υt ∼ N(0, σ2υ),
where it is assumed that the oﬀ-diagonal elements in σ2υ = 0. The parameters
in the model are contained in the Ξ vector. To describe the transition of the
variables in the model, we may use the state equation
Xt = ξ (Xt−1, t; Ξ) (11.2.15)
where t is a vector that contains the three stochastic shocks. The function
ξ would then deﬁne how the variables evolve over time, which is dependent on
previous values for the variables, current realisations of shocks, and the pa-
rameters in the model. When describing the evaluation the likelihood function
of the nonlinear model, we refer to the function ξ˜, while for the linear model
we use the notation ξ¯. We make use of Monte Carlo methods and the particle
ﬁlter that was used in Fernández-Villaverde and Rubio-Ramirez (2005), which
would imply that the parameters in the model are random variables, such that
Ξ = [µ,Συ]. The speciﬁcation of this ﬁlter for the nonlinear model may then
be expressed as
`
(
YTt |ξ˜,Ξ
)
=
T∏
t=1
1
N
N∑
n=1
p
(
Yt|x˜nt|t−1; ξ˜,Ξ
)
(11.2.16)
where p denotes the probability density and
∑N
n=1 x˜
n
t|t−1 represents draws
from each density in the sequence
∏T
t=1 p
(Xt|YT−1t ; Ξ). The speciﬁcation of the
likelihood function for the linear model, ξ¯, makes use of a traditional Kalman
ﬁlter that is provided by Hamilton (1994), such that
`
(YTt |ξ¯,Ξ) = T∏
t=1
p
(Yt|YT−1t ; ξ¯,Ξ)
=
T∏
t=1
∫
p
(Yt|Xt,YT−1t ; ξ¯,Ξ) p (Xt|YT−1t ; ξ¯,Ξ) dXt(11.2.17)
17Once again, we make use of the approach that was followed in Pichler (2008) to derive
the model solution and parameter estimates, to allow for a comparison of the results for an
emerging market economy with those for a developed-world economy.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 11. NONLINEAR DSGE MODELS AND THEIR FORECASTING
POTENTIAL 183
It is worth noting that these likelihood functions are extremely complex,
where portions of them are ﬂat and the possibility of several local minima and
maxima would often arise.18 Furthermore, when using the particle ﬁlter for
the nonlinear model, the likelihood function is not continuous with respect
to the parameter vector Ξ. In cases such as this, Judd (1998) suggests that
traditional gradient-based numerical optimisation techniques may be of little
use when seeking to maximise the likelihood function. As an alternative, we
employ the simulated annealing global optimisation approach, as in Fernández-
Villaverde and Rubio-Ramirez (2005), which provide much-improved results.
After estimating the parameters in the model, we are then able to generate
the respective h-step ahead forecasts, Et[Yt+h], given the most recent values
of all variables, Yt, and the estimated parameters values, Ξˆ. When seeking
to generate values for the linear model, one is able to use the Kalman ﬁlter
to derive the expected values, Et
[
Yt+h|Xt; ξ¯, ˆ¯Ξ
]
. Similarly, for the nonlinear
model, one is able to make use of either Monte Carlo methods or numerical
integration to generate the future expected values, Et[Xt+h], with the aid of the
particle ﬁlter. In this case we follow Pichler (2008) and make use of numerical
integration to derive Et
(
Yt+h|Xt; ξ˜, ˆ˜Ξ
)
.
11.3 Vector Autoregressive Models
The competing forecasting models make use of various VAR representations for
the variables that are observed.19 These models include classical unrestricted
VAR models and restricted BVAR models.
11.3.1 Classical unrestricted VAR models
The classical unrestricted VAR models make use of the structure
zt = c+ ϕ1zt−1 + ϕ2zt−1 + · · ·+ ϕszt−s + εt (11.3.1)
where the lag length, s, was determined by the Schwartz-Bayes information
criterion. After estimating successive models for the respective end-of-sample
periods, 2000Q1 to 2011Q4, we found that each model suggested an optimal
lag length of two periods. This maximum lag length was also applied to all
the reduced-form models that are discussed below.
18See, Canova and Sala (2009) for more on the complexity of the likelihood functions
in DSGE models. Such complexities may result in potential diﬃculties with parameter
identiﬁcation.
19The observed dataset for the reduced-form and DSGE models include measures of
output, inﬂation, and interest rates. Further details of the data are provided in section 11.4.
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11.3.2 Bayesian VAR models
11.3.2.1 Minnesota shrinkage priors
The ﬁrst group of BVAR models make use of shrinkage priors that follow the
work of Litterman (1986a), Litterman (1986b), Doan et al. (1984), and Sims
and Zha (1998). These models make use of a small selection of hyperparam-
eters that impose various prior restrictions on the model for the estimated
coeﬃcient mean, ˆ¯ϕ, tightness, ζ, decay, κ, and variation due to other-lagged
variables, ω.20
Since the data in all the BVARmodels is assumed to be stationary, the prior
means follow the speciﬁcation for white-noise, where all these hyperparameters
(including the ﬁrst own-lag) are set to zero. Hence, in the above model the
prior is set such that ˆ¯ϕ = 0.
When seeking to specify the variance-covariance elements, νı,℘, we impose
the following speciﬁcation for the priors of variable  in equation ı and lag ℘:
νı,℘ =
{
ζ /κ ℘ if ı = 
ζ ω σ2ı
κ ℘ σ2
if ı 6= 
The selection of hyperparameters for the Minnesota prior in this chapter
is based on the general practice of Ba«bura et al. (2010) and Korobilis (2011),
who search over a grid of values to identify those values that may provide a
superior model ﬁt (based on the preliminary results of a training sample).21
Gupta and Steinbach (2013) apply a similar strategy when seeking to forecast
South African data. However, as Gupta and Steinbach (2013) are primarily
concerned with identifying the model that performs best in absolute terms,
they evaluate the forecasts that are provided by each of the diﬀerent Minnesota
priors. We follow the practice of Gupta and Steinbach (2013) and evaluate a
total of thirteen diﬀerent BVAR models that employ diﬀerent hyperparameters
to specify the Minnesota prior.
In this speciﬁcation, the values for the ζ hyperparameter control the degree
to which the coeﬃcient of the ﬁrst lag of the dependent variable is believed
to be concentrated around zero. Various values for this tightness parameter
have been used, from between 0.1 and 2.0, where small values will force the
own-lags of the dependent variable to be close to the prior mean.
Since it is assumed that the coeﬃcients for more immediate lags are possibly
going to be more inﬂuential, we assume that the variance for these coeﬃcients
will decrease with an increasing lag length, ℘. Once again, we make use of
various values for the decay, where κ ranges between 0 and 2.
20Of course, the posterior estimates may override these prior restrictions if the data
provides strong evidence that the prior is inappropriate.
21As an alternative Giannone et al. (forthcoming) consider using an optimisation routine
that is applied to these hyperparameters to improve the in-sample ﬁt of the model.
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In addition, it is assumed that most of the variation in each of the respective
variables may be explained by the variation in their respective lags. Therefore,
for the explanatory variables that are not lagged dependent variables, a smaller
variance is assigned (in relative terms) by choosing a value for ω that is between
0 and 1, where the ratio σ2ı /σ
2
 accounts for the diﬀerences in the variability
of the respective variables.
To ensure that the models that we have considered do not favour any of
these prior speciﬁcations, we consider the eﬀects of a relatively large number
of values for ζ, κ, and ω. Similar investigations have also been performed in
other forecasting studies for the South African economy, as in Gupta et al.
(2010).
11.3.2.2 BVAR models with stochastic variable selection
The speciﬁcation of the BVAR models with SVS follow Koop and Korobilis
(2010) and Korobilis (2011). Using the formulation of an unrestricted vector
autoregressive model in equation (11.3.1), we allow for the respective coeﬃ-
cient matrices, ϕ, to be multiplied by the indicator matrix, γı,, which has
elements that take on a Bernoulli distribution. Essentially, these indicator pa-
rameters determine whether or not the variable should be included in the ﬁnal
representation that will be used to generate the forecasts. Using a Bayesian
framework, these parameters are treated as random variables, for which we as-
sign a prior that is taken to the likelihood function to derive the ﬁnal posterior
values.22
In addition to the basic model that employs these variable selection tech-
niques, we also include a model where γı, = 1 to investigate whether or not
these techniques make a signiﬁcant diﬀerence to the forecasting performance.23
Thereafter, we include a model that makes use of priors which impose hierar-
chical Bayesian shrinkage using least absolute shrinkage and selection operators
(LASSO). Several studies have suggested that these priors have outperformed
other types of hierarchical Bayesian shrinkage estimates (such as the Normal-
Jeﬀreys priors), while providing comparable forecasting results to the models
that employ a Minnesota prior.24 When specifying this model, we condition
the coeﬃcient matrix by assuming that the oﬀ-diagonal elements of the co-
variance matrix are zero.
We have also included the results of a BVAR model with SVS and time-
varying parameters. In this case the coeﬃcients in equation (11.3.1) may be
22These posterior values are generated from simulation techniques that make use of a
Gibbs sampler.
23This model would take the form of a traditional BVAR model, which is estimated with
the aid of a Gibbs sampler and a ﬂat prior. The results from this model could be compared
to the VAR, which is estimated with frequentist techniques.
24See Korobilis (2011) for further details on the comparative performance of LASSO and
Normal-Jeﬀreys priors.
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expressed as, ϕı,t = ϕı,t−1 + ϑı,t, where ϑi,t ∼ N(0, σ2ϑ). Hence, this model
would allow for a degree of stochastic variation in each of the coeﬃcients. The
ﬁnal BVAR model with SVS allows for an endogenous structural break. This
is achieved by incorporating a restricted Markov chain, where the respective
processes are able to move to a second regime (during a structural break).
However, in contrast with a traditional regime-switching model that makes
use of a Markov chain, the process is not able to move back into the initial
regime, and as such, it starts afresh from the breakpoint in the time series.
11.4 Data and Parameter Estimates
11.4.1 Data
The respective DSGE and reduced-form models make use of three observed
variables, namely detrended output (in logarithms), yt, quarter-on-quarter
consumer price inﬂation, pit, and a measure of the nominal interest rate, it.
The data is measured at a quarterly frequency from 1960Q1 to 2011Q4, with
the start and end date of the sample being governed by data availability. To
derive a measure of detrended output, we took the logarithm of real gross
domestic product, from which we removed the linear trend.25 The data on
the seasonally adjusted real gross domestic product at constant prices (for the
year 2005) was obtained from the South African Reserve Bank.26 The data for
the interest rate relates to the three-month Treasury bill, which was obtained
from the International Financial Statistics (IFS) database, that is maintained
by the International Monetary Fund (IMF). Consumer price inﬂation was de-
rived from the ﬁrst diﬀerence of the logarithm of the consumer price index.
The data on the seasonally-unadjusted Consumer Price Index was obtained
from the Global Financial Database.27 The seasonal was removed with the
aid of the X-12 procedure, which has been developed by the Department of
Commerce, U.S. Census Bureau.
As discussed above, we select the time period 1960Q1 through 2011Q4 for
our analysis. This gives a total sample of 208 observations on each series, where
the ﬁrst 160 observations (1960Q1 through 1999Q4) were used for the initial
in-sample analysis, following the existing literature on forecasting for South
Africa. The remaining 48 observations (2000Q1 through 2011Q4) were used for
the out-of-sample forecasting evaluation, for which the models are recursively
estimated by increasing the size of the in-sample by one observation to produce
25When applying South African data to a DSGE model, Alpanda et al. (2010a) apply
the same transformation to output.
26For the BVAR models, we had to use the growth rates of detrended output, due to
issues of convergence. So, after generating all the forecasts from the BVARs, we transform
this variable back into detrended output, before calculating the evaluation statistics.
27Data from the Global Financial Database can be obtained from
http://www.globalfinancialdata.com.
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one- to eight-step ahead forecasts. Note, the choice of the starting point of the
out-of-sample period coincides with South Africa's decision to move formally
to an inﬂation-targeting regime in February of 2000. When evaluating the
forecasts we transform the variables to consider quarter-on-quarter consumer
price inﬂation, the log-level of output, and an annual measure of the nominal
interest rate.
11.4.2 Parameter Estimates of DSGE model
Despite seeking to estimate as many of the parameters as possible, it was
necessary to calibrate certain parameters in the DSGE model. In cases where
the parameters are not successfully identiﬁed, we follow Liu et al. (2009), and
set the elasticity of output with respect to capital to 0.26, the depreciation rate
was set to 0.019, the capital adjustment costs parameter was set to 10, and
the elasticity of substitution between intermediate goods was set to 6, as in
Alpanda et al. (2010a). Furthermore, the parameters corresponding to leisure
and real money balances in the utility function, where ﬁxed at values that
assume that households spend 30% of their time working in the steady-state
(to match the steady-state ratio between real balances and quarterly output).
Finally, as in Pichler (2008), the measurement error variances were calibrated
to be 10% of the variance of the respective data series.28
The results from the maximum likelihood estimates of the remaining pa-
rameters are contained in table (11.1). Note that the shocks in the nonlinear
model are all much larger, where in the case of interest rates, the shock is over
75% greater than the linear estimate. This is in strong contrast to the ﬁnd-
ings of Pichler (2008), where the size of the shocks were similar in both linear
and nonlinear speciﬁcations, when applied to macroeconomic data for the U.S.
economy. In addition, the coeﬃcients for the central banks reaction function
are all much smaller than in the linear model. Importantly, in the nonlinear
model the monetary authority reaction following a change to inﬂation, relative
to its response to output, is four times greater than in the linear case. The
preference for consumption is also signiﬁcantly lower in the nonlinear model,
while the remaining parameter estimates are fairly similar.
To show how the forecasts of the linear and nonlinear DSGE models diﬀer,
ﬁgure (11.1) contains the results of forecasts for each variable, which were gen-
erated when the diﬀerence in the forecasting error was greatest (as measured
at an eight step-ahead horizon). Note that the horizontal axis for time diﬀers
for each of these graphs, as we are purely interest is displaying the results
where the diﬀerence is greatest. The left column of graphs is then used to
show those forecasts which favour the nonlinear model and the right column
shows those forecasts that favour the linear speciﬁcation.
28Real money balances is measured by M2 deﬂated by the consumer price inﬂation, and
covers 1965Q1-2011Q4, since M2 is only available from 1965Q1.
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Parameter Description Linear Nonlinear
β Time discount factor 0.9914 0.993
ψp Adjustment cost of prices 33.4637 32.4482
p¯i Steady-state of inﬂation 1.0066 1.0085
a¯ Steady-state of technology 6824.7289 7034.5183
ρΘ Persistence in demand shock 0.981 0.980
ρa Persistence in technology shock 0.9743 0.978
φi Interest rate smoothing 0.8471 0.7507
φy Central bank reaction of output 0.002 0.0006
φpi Central bank reaction of inﬂation 0.3443 0.2561
τ Preference for consumption 2.5241 1.874
σi Shock to interest rates 0.0018 0.0032
σΘ Shock to aggregate demand 0.0343 0.0449
σa Shock to technology 0.0127 0.0175
Table 11.1: Parameter estimates - linear & nonlinear DSGE model
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Figure 11.1: Comparative linear and nonlinear DSGE eight step-ahead forecasts
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11.5 Out-of-Sample Results
In total we make use of twenty-two models that have been estimated forty-one
times times to generated forecasts for the period 2000Q1 to 2011Q4. When
comparing these models, we consider the results for each of the 1, 2, . . . , 8
step-ahead forecasts over the entire out-of-sample period. In addition, we
brieﬂy discuss the results from the average of the one- through eight-step
ahead forecast that were generated at each time period.29
In the following sub-sections we investigate the forecasting performance for
each of the respective variables. The respective root-mean squared errors for
each step ahead have also been summarised in ﬁgure (11.2), where we show
the results for the linear and nonlinear DSGE model, along with the results
from a random walk, classical VAR and best BVAR models that employ either
a Minnesota prior or stochastic variable selection techniques.30
Additional details relating to these results have been included in tables
(11.2) through (11.4) for all the of the models that were considered in this
study. The ﬁrst line of these tables contains the root-mean squared error for
the nonlinear DSGE model. This statistic is then used to calculate the rela-
tive root-mean squared error for the other models.31 The Diebold and Mariano
(1995) statistic is used to determine whether this diﬀerence in forecasting per-
formance is statistically signiﬁcant.
Figures (11.3) through (11.5) have then been used to illustrate how these
forecasts performed over diﬀerent periods of time. For this calculation we
consider the average root-mean squared error from the one- to eight-step ahead
forecasts that arise at each point in time. The results from this exercise are
discussed in relation to the business cycle phases that have been identiﬁed in
the South African Reserve Bank Quarterly Bulletin 2014, where it is noted
that South Africa experienced an upward phase between September 1999 and
November 2007. Over this extended period of time, the rate of economic
growth would appear to have undergone a signiﬁcant increase towards the
end of 2003. This phase drew to a close in December 2007, following the
onset of the Global Financial Crisis, during which the economy experienced
a downward phase that lasted 21 months. In September 2009 the economy
entered an upward phase once again, which has continued until early 2014.
29Further details of the forecasting results are included in the appendix, under
(A.3.2),where additional details relating to diﬀerent horizons are also considered.
30To identify the best BVAR models we calculate the sum of all step-ahead forecasts over
time.
31For example, the relative root-mean squared-error for the classical-VAR at a one-step
ahead forecasting horizon is calculated as [(RMSEclassical-VAR/RMSEnonlinear-DSGE) −1] ×
100, where RMSE is the one-step ahead root-mean squared-error over 2000Q1 to 2011Q4.
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Figure 11.2: One through eight step-ahead forecasts (average root-mean squared-
error over all time periods)
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11.5.1 Consumer price inﬂation
In the top panel of ﬁgure (11.2) we note that the nonlinear DSGE model is able
to provide forecasts that are at least equivalent to those of other forecasting
models, when we consider the root-mean squared errors for the respective
models. In addition, this graph could also suggest that the nonlinear model
would possibly outperform all of the models at longer forecasting horizons.
The results also show that the random walk model would appear to provide
relatively poor forecasts.
When considering the detailed results for the pit forecasts that are contained
in table (11.2), we note that there are only 7 negative relative root-mean
squared errors, and the largest negative value is −0.34. In contrast, there are
161 instances where a positive relative root-mean squared error is observed.
The largest positive value is 27.97. This would suggest that in the vast majority
of cases, the nonlinear DSGE model is able to provide superior forecasts
The models that are able to provide a comparatively lower root-mean
squared error (when compared with the nonlinear DSGE model) are the ﬁrst
three BVAR models with Minnesota prior. These instances occur at the six
and seven step ahead forecasts.32 The Diebold-Mariano statistic for these 7
negative relative root-mean squared errors are all particularly small, and as
such, it is not surprising to note that there are no occasions where any of the
competing models are able to generate statistically signiﬁcant improvements.
Furthermore, what is also worth noting is that when we compare the non-
linear DSGE model with the linear variant, the nonlinear model provides a
lower root-mean squared error at all but the one-step ahead forecast horizon.
However, at the longer forecasting horizon, the nonlinear DSGE is clearly su-
perior, as the six, seven and eight step-ahead Diebold-Mariano statistics are
all well below negative two.33
To ensure that these results have not been overly inﬂuenced by an outlying
forecast that may have been generated for a particular point in time, we also
count the number of signiﬁcant Diebold-Mariano statistics that were generated
for each forecast from 2000Q1 to 2011Q4. In this case, the number of signiﬁcant
Diebold-Mariano statistics at the two step-ahead horizon continues to favour
the nonlinear DSGE model.34 Over longer horizons the results of the nonlinear
DSGE are more impressive, which would conﬁrm that it is responsible for
signiﬁcantly smaller forecasting errors at longer horizons.35
32The only exception arises at a one-step ahead forecasting horizon, where the root-mean
squared error of the linear DSGE model is slightly lower.
33The nonlinear DSGE model is also clearly superior to that of a Random-Walk.
34Further details of this analysis are contained in the supplementary material. When
using this method of evaluation, the most impressive of the competing vector autoregressive
models is the BVAR with Minnesota prior, which has 12 signiﬁcant statistics, whereas the
nonlinear DSGE has 14. Over this horizon, the results of the linear and nonlinear DSGE
models are almost equivalent.
35The nonlinear DSGE model is responsible for four additional signiﬁcant Diebold-
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Figure 11.3: Inﬂation forecasts over time (average one through eight step-ahead
root-mean squared-error)
Mariano statistics, when compared with the vector autoregressive models at the four step-
ahead horizon. At the eight step-ahead horizon, the nonlinear DSGE generates ﬁve addi-
tional signiﬁcant Diebold-Mariano statistics. The results for the linear and nonlinear model
are similar at the four step-ahead horizon, but the diﬀerence in the number of signiﬁcant
Diebold-Mariano statistics at the eight step-ahead horizon is eight, which is in favour of the
nonlinear model.
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1 step 2 step 3 step 4 step 5 step 6 step 7 step 8 step
Nonlinear 0.0091 0.011 0.0113 0.0116 0.0123 0.0124 0.0121 0.0115
Linear -0.28 0.24 1.32 2.36 3.98 5.73 6.9 8.77
[0.29 ] [-0.21 ] [-1.09 ] [-1.41 ] [-1.83 ] [-2.3 ]?? [-2.53 ]?? [-2.8 ]??
RW 10.18 18.27 20.61 21.33 27.2 27.97 24.7 17.67
[-1.73 ] [-2.46 ]?? [-2.44 ]?? [-2.52 ]?? [-3.49 ]?? [-2.94 ]?? [-2.28 ]?? [-1.76 ]
VAR 3.88 3.39 4.09 5.94 3.18 2.44 3.38 6.3
[-1.48 ] [-0.89 ] [-0.73 ] [-0.92 ] [-0.47 ] [-0.33 ] [-0.41 ] [-0.65 ]
BVAR 3.87 3.43 4 5.86 3.13 2.34 3.21 6.18
[-1.49 ] [-0.91 ] [-0.72 ] [-0.91 ] [-0.47 ] [-0.32 ] [-0.39 ] [-0.64 ]
Minnes1 3.11 1.92 1.72 3.01 0.94 -0.19 -0.23 1.85
[-1.52 ] [-0.61 ] [-0.4 ] [-0.56 ] [-0.16 ] [0.03 ] [0.03 ] [-0.2 ]
Minnes2 3.05 1.51 1.47 2.89 0.64 -0.34 -0.08 2.24
[-1.4 ] [-0.47 ] [-0.33 ] [-0.53 ] [-0.11 ] [0.05 ] [0.01 ] [-0.23 ]
Minnes3 2.15 0.77 1.22 2.83 0.24 -0.34 0.67 3.32
[-0.91 ] [-0.21 ] [-0.25 ] [-0.48 ] [-0.04 ] [0.05 ] [-0.08 ] [-0.32 ]
Minnes4 1.84 0 2.02 4.17 0.26 0.17 2.28 5.49
[-0.46 ] [0 ] [-0.31 ] [-0.58 ] [-0.04 ] [-0.02 ] [-0.25 ] [-0.48 ]
Minnes5 0.82 0.31 1.39 3.06 0.11 -0.06 1.63 4.44
[-0.32 ] [-0.08 ] [-0.25 ] [-0.48 ] [-0.02 ] [0.01 ] [-0.19 ] [-0.41 ]
Minnes6 1.01 0.45 3.15 5.2 0.63 0.58 2.91 6.1
[-0.23 ] [-0.07 ] [-0.43 ] [-0.66 ] [-0.08 ] [-0.07 ] [-0.31 ] [-0.52 ]
Minnes7 3.56 2.74 3.84 5.91 2.98 2.59 4.04 7.17
[-1.24 ] [-0.66 ] [-0.66 ] [-0.9 ] [-0.44 ] [-0.35 ] [-0.48 ] [-0.72 ]
Minnes8 2.88 2.15 4 6.31 2.99 3.02 5.15 8.5
[-0.85 ] [-0.44 ] [-0.63 ] [-0.91 ] [-0.43 ] [-0.4 ] [-0.59 ] [-0.82 ]
Minnes9 3.83 2.46 5.79 8.29 3.56 3.82 6.62 10.19
[-0.68 ] [-0.36 ] [-0.74 ] [-1.05 ] [-0.47 ] [-0.47 ] [-0.72 ] [-0.92 ]
Minnes10 1.85 2.07 4.63 7 3.25 3.58 6.19 9.58
[-0.5 ] [-0.37 ] [-0.67 ] [-0.96 ] [-0.45 ] [-0.46 ] [-0.69 ] [-0.89 ]
Minnes11 3.33 3.25 6.93 9.2 3.86 4.07 6.95 10.48
[-0.55 ] [-0.42 ] [-0.82 ] [-1.1 ] [-0.49 ] [-0.5 ] [-0.74 ] [-0.93 ]
Minnes12 3.86 3.39 4.09 5.94 3.18 2.44 3.39 6.31
[-1.48 ] [-0.89 ] [-0.73 ] [-0.92 ] [-0.47 ] [-0.33 ] [-0.41 ] [-0.65 ]
Minnes13 3.62 1.88 3.26 5.19 2.06 1.69 2.96 5.6
[-1.04 ] [-0.42 ] [-0.55 ] [-0.81 ] [-0.32 ] [-0.24 ] [-0.36 ] [-0.56 ]
SVS 1.35 1.27 2.5 4.53 1.65 1.24 2.5 5.46
[-0.53 ] [-0.31 ] [-0.45 ] [-0.71 ] [-0.25 ] [-0.17 ] [-0.29 ] [-0.52 ]
SVS-TVP 1.69 1.87 3.19 4.36 0.72 0.81 2 4.51
[-0.67 ] [-0.46 ] [-0.57 ] [-0.69 ] [-0.11 ] [-0.11 ] [-0.24 ] [-0.43 ]
SVS-SB 1.95 2 2.57 4.11 1.5 0.55 1.91 5.05
[-0.8 ] [-0.51 ] [-0.48 ] [-0.68 ] [-0.24 ] [-0.08 ] [-0.24 ] [-0.52 ]
SVS-LAS 1.77 1.86 3.1 5.08 1.91 1.49 3.05 6.13
[-0.68 ] [-0.45 ] [-0.55 ] [-0.78 ] [-0.29 ] [-0.2 ] [-0.36 ] [-0.59 ]
Table 11.2: Consumer inﬂation - root mean square errors and Diebold and Mariano Statis-
tics ( average 2000Q1-2011Q4). Nonlinear DSGE model absolute RMSE and competing
models relative RMSE with corresponding DM statistics in parenthesis. ?? signiﬁcant in
favour of Nonlinear DSGE. ? signiﬁcant in favour of competing model. Model acronyms
described in footnote 37.
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The results from the root-mean squared-errors that were generated at each
point of time, which are displayed in ﬁgure (11.3) would appear to suggest that
over the period that preceded the Global Financial Crisis, the reduced-form
models appear to outperform the DSGE models. However, after the onset
of the crisis, the DSGE models would appear to provide better forecasting
results. Similar results are also evident following the sudden change in the
rate of inﬂation at the end of 2003, where the DSGE model would appear to
outperform the reduced-form models during 2004.36
11.5.2 Output
In the middle panel of ﬁgure (11.2) we note that over shorter horizons, the
reduced-form models would appear to provide superior forecasts, although the
diﬀerence is relatively small. At longer horizons there would appear to be lit-
tle diﬀerence between the reduced-form and nonlinear DSGE models. At most
forecasting horizons the nonlinear model clearly outperforms its linear coun-
terpart, while once again, the random-walk would appear to perform relatively
poorly.
The relative root-mean square errors for the forecasts of yt, which are con-
tained in table (11.3), describe these results in more detail. In this case, the
nonlinear DSGE would once again model provide lower root-mean squared
errors at the longer horizon, when compared with the various vector autore-
gressive and random walk models.37
Furthermore, there are a number of occasions where the Diebold-Mariano
statistic suggests that the nonlinear model provides signiﬁcantly better results
when the forecasting horizon is at least a year.38 However, at the shorter
horizon, some of the BVAR models with Minnesota prior (as well as the BVAR
model without stochastic variable selection) appear to provide slightly better
forecasts.39
36Model acronyms: Nonlinear - Nonlinear DSGE model; Linear - Linear DSGE model;
RW - Random Walk model; VAR - classical VAR; BVAR - Bayesian VAR; Minnes1 - BVAR
with Minnesota prior (ζ = 2, κ = 2, ω = 0.001); Minnes2 - (ζ = 0.3, κ = 0.5, ω = 0.001);
Minnes3 - (ζ = 0.2, κ = 1ω = 0.001); Minnes4 - (ζ = 0.1, κ = 1, ω = 0.001); Minnes5 -
(ζ = 0.2, κ = 2, ω = 0.001); Minnes6 - (ζ = 0.1, κ = 2, ω = 0.001); Minnes7 - (ζ = 0.3, κ =
0.5, ω = 0.05); Minnes8 - (ζ = 0.2, κ = 1, ω = 0.05); Minnes9 - (ζ = 0.1, κ = 0.1, ω = 0.05);
Minnes10 - (ζ = 0.2, κ = 2, ω = 0.05); Minnes11 - (ζ = 0.1, κ = 2, ω = 0.05); Minnes12
- (ζ = 2, κ = 0, ω = 1); Minnes13 - (ζ = 0.3, κ = 0.5, ω = 0.5); SVS - BVAR with SVS;
SVS-TVP - BVAR with SVS and time varying parameters; SVS-SB - BVAR with SVS and
endogenous structural break; SVS-LAS - BVAR with SVS and LASSO prior.
37At the eight step-ahead horizon the vector autoregressive and random-walk models all
have positive relative root-mean squared errors.
38Indeed, there are 18 occasions where the Diebold-Mariano statistic indicates that the
nonlinear DSGE model is able to signiﬁcantly improve upon the forecasts of the various
vector autoregressive models.
39In this case, some of the BVAR models provide statistically signiﬁcant improvements
on six occasions.
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Once again, when comparing the nonlinear DSGE model with its linear
counterpart, we note that the nonlinear DSGE model would appear to gen-
erate a lower loss function on most occasions. However, in this case the root
mean squared errors for the nonlinear model are much lower at the short and
medium-term horizon, while over the longer term, the results are fairly sim-
ilar.40 At the one, two and three step-ahead horizons, the Diebold-Mariano
statistics indicate that the forecasts of the nonlinear DSGE model are signiﬁ-
cantly better.
When considering the results of the root-mean squared-errors at each point
of time, we note that the nonlinear DSGE model would appear to detect
changes to the rate of output growth relatively quickly. However, when the
cycle extends for a protracted period, the VAR model would appear to out-
perform the DSGE model. Evidence of this is provided in ﬁgure (11.4) where
we note that the nonlinear forecasts for output from early 2004 are clearly
superior. However, as this period of accelerated economic growth continued
into 2006, the reduced-form models would appear to provide better forecasts.
40 It is also worth noting that when we count the number of signiﬁcant Diebold-Mariano
statistics for the forecasts that were generated at each point in time, we note that 13 statistics
favour the nonlinear model, whilst 6 favour the linear model (when we consider the eight
step-ahead horizon). At the shorter horizons these statistics favour the nonlinear DSGE
model by a larger degree.
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Figure 11.4: Output forecasts over time (average one through eight step-ahead
root-mean squared-error)
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1 step 2 step 3 step 4 step 5 step 6 step 7 step 8 step
Nonlinear 0.0065 0.0111 0.0144 0.017 0.0194 0.0219 0.0245 0.0272
Linear 77.76 54.04 33.31 20.02 12.2 6.24 2.03 -1.58
[-4.03 ] ?? [-3.87 ]?? [-3.07 ]?? [-1.96 ] [-1.25 ] [-0.7 ] [-0.23 ] [0.19 ]
RW 4.18 13.02 21.33 28.62 32.51 32.99 32.15 30.23
[-0.47 ] [-1.47 ] [-2.22 ]?? [-2.69 ]?? [-2.92 ]?? [-2.81 ]?? [-2.55 ]?? [-2.27 ]??
VAR -5.88 -9.99 -8.47 -7.06 -5.69 -4.67 -2.31 0.04
[1.64 ] [2.55 ] [2.45 ] [1.56 ] [0.93 ] [0.62 ] [0.28 ] [0 ]
BVAR -6 -10.21 -8.71 -7.26 -5.84 -4.82 -2.45 -0.14
[1.69 ] [2.59 ]? [2.5 ]? [1.59 ] [0.95 ] [0.64 ] [0.29 ] [0.02 ]
Minnes1 -8.32 -2.68 8.06 16.08 20.74 21.77 21.43 19.48
[0.82 ] [0.27 ] [-0.82 ] [-1.46 ] [-1.82 ] [-1.96 ] [-1.99 ] [-1.84 ]
Minnes2 -7.98 -1.93 8.77 16.83 21.46 22.45 22.04 20.03
[0.8 ] [0.2 ] [-0.9 ] [-1.53 ] [-1.89 ] [-2.03 ]?? [-2.05 ]?? [-1.89 ]
Minnes3 -7.27 -0.12 10.12 18.05 22.39 23.18 22.57 20.51
[0.77 ] [0.01 ] [-1.08 ] [-1.69 ] [-2.03 ]?? [-2.16 ]?? [-2.14 ]?? [-1.94 ]
Minnes4 -4.8 3.58 12.9 20.36 24.16 24.57 23.63 21.42
[0.57 ] [-0.44 ] [-1.43 ] [-1.97 ] [-2.27 ]?? [-2.36 ]?? [-2.28 ]?? [-2.04 ]??
Minnes5 -5.79 3.07 12.52 20.08 23.95 24.41 23.51 21.31
[0.66 ] [-0.37 ] [-1.38 ] [-1.93 ] [-2.24 ]?? [-2.34 ]?? [-2.26 ]?? [-2.03 ]??
Minnes6 -3.31 6.13 14.75 21.8 25.26 25.42 24.29 21.98
[0.42 ] [-0.8 ] [-1.68 ] [-2.14 ]?? [-2.41 ]?? [-2.48 ]?? [-2.36 ]?? [-2.1 ]??
Minnes7 -6.76 -9.97 -8.15 -6.27 -4.73 -3.71 -1.49 0.62
[1.84 ] [2.44 ]? [2.2 ]? [1.3 ] [0.75 ] [0.49 ] [0.18 ] [-0.07 ]
Minnes8 -6.36 -8.71 -6.61 -4.2 -2.45 -1.43 0.56 2.34
[1.72 ] [2.15 ]? [1.68 ] [0.81 ] [0.37 ] [0.18 ] [-0.07 ] [-0.26 ]
Minnes9 -7.41 -6.9 -3.55 0.27 2.66 3.83 5.43 6.55
[1.67 ] [1.49 ] [0.72 ] [-0.04 ] [-0.36 ] [-0.46 ] [-0.61 ] [-0.7 ]
Minnes10 -3.95 -6.16 -4.52 -2.05 -0.34 0.56 2.32 3.9
[1.18 ] [1.76 ] [1.2 ] [0.4 ] [0.05 ] [-0.07 ] [-0.27 ] [-0.43 ]
Minnes11 -5.7 -4.97 -1.88 1.95 4.28 5.3 6.67 7.6
[1.42 ] [1.17 ] [0.39 ] [-0.31 ] [-0.58 ] [-0.65 ] [-0.76 ] [-0.82 ]
Minnes12 -6.02 -10.03 -8.51 -7.08 -5.71 -4.69 -2.32 0.03
[1.67 ] [2.55 ]? [2.45 ]? [1.56 ] [0.93 ] [0.62 ] [0.28 ] [0 ]
Minnes13 -8.4 -8.92 -4.17 -0.6 1.38 2 2.95 3.24
[1.47 ] [1.41 ] [0.72 ] [0.09 ] [-0.19 ] [-0.26 ] [-0.37 ] [-0.4 ]
SVS -10.1 -5.94 -1.73 2.43 4.75 5.57 6.91 7.97
[1.43 ] [0.99 ] [0.29 ] [-0.35 ] [-0.6 ] [-0.64 ] [-0.75 ] [-0.83 ]
SVS-TVP -10.59 -5.83 -1.75 2.36 4.71 5.47 6.75 7.91
[1.68 ] [1.1 ] [0.31 ] [-0.33 ] [-0.57 ] [-0.61 ] [-0.72 ] [-0.81 ]
SVS-SB -9.44 -8.28 -5.33 -2.35 -0.39 0.5 2.2 3.89
[1.86 ] [1.74 ] [1.1 ] [0.38 ] [0.05 ] [-0.06 ] [-0.25 ] [-0.41 ]
SVS-LAS -10.46 -7.06 -3.29 0.48 2.7 3.52 4.98 6.15
[1.63 ] [1.29 ] [0.61 ] [-0.07 ] [-0.36 ] [-0.42 ] [-0.57 ] [-0.67 ]
Table 11.3: Output - root mean square errors and Diebold and Mariano statistics (average
2000Q1-2011Q4). Nonlinear DSGE model absolute RMSE and competing models relative
RMSE with corresponding DM statistics in parenthesis. ?? signiﬁcant in favour of Nonlinear
DSGE. ? signiﬁcant in favour of competing model. Model acronyms described in footnote
37.
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11.5.3 Interest rates
In the lower panel of ﬁgure (11.2), we note that the forecast errors for interest
rates are relatively small, as there are relatively few changes to the interest
rates. As such, this is the only case where the random-walk forecast is able
to compete with the other models. When forecasting this variable, the DSGE
models perform relatively poorly, although the diﬀerence is extremely small.
An evaluation of the selected models ability to forecast it is contained in
table (11.4). In this case, most of the relative-root-mean squared errors would
indicate that competing models would often generate a lower forecasting error.
However, with the exception of one of the BVAR models, these improvements
are usually insigniﬁcant.41
When comparing the results for the nonlinear DSGE model with its lin-
ear counterpart, we note that the linear model appears to provide forecasts
that are signiﬁcantly superior at the one step-ahead horizon. However, as the
horizon increases the nonlinear model starts to perform signiﬁcantly better,
particularly for six, seven and eight step-ahead forecasts. In addition, when
we compare the individual forecasts that were generated for each point in time,
we note that the results for the two and four step-ahead horizon are extremely
similar, while the results at the eight step-ahead horizon would indicate that
the nonlinear model is clearly superior.42
When considering the results of the root-mean squared-errors at each point
in time, we note once again that the nonlinear DSGE model would appear to
detect changes relatively quickly. However, as the cycle continues, the relative
strength of the reduced-form models becomes more apparent. Figure (11.5)
would suggest that during the extended business cycle, running up to the
Global Financial Crisis, the reduced-form models provided better forecasts,
while the DSGE model picked up the ﬁrst signs of relative stability earlier
than the other models.
41One of the BVAR models that makes use of a Minnesota prior is able to generate
signiﬁcantly better forecasts when the horizon is at least a year. One reason why so many of
these improvements are insigniﬁcant is that the forecasting errors for it are mostly extremely
small for all models. As such, an improvement of 0.01 over 0.11 generates quite a large
relative root-mean squared error, which in most cases is insigniﬁcant. The small forecasting
errors can largely be attributed to the high degree of persistence in this variable. For
example, when the parameters in a Taylor rule are estimated for the South African economy,
the smoothing coeﬃcient (which in this case is φi) is usually above 0.9. See, Alpanda et al.
(2010b) for further details on the values of the estimated Taylor rule coeﬃcients in structural
macroeconometric models.
42On 16 occasions the nonlinear DSGE model generates signiﬁcantly better forecasts (as
measured by the Diebold-Mariano statistic), when considering the eight step-ahead horizon.
This contrasts with the 9 occasions where the linear model is responsible for improvements
that are statistically signiﬁcant.
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Figure 11.5: Interest Rate forecasts over time (average 1 through 8 step-ahead
root-mean squared-error)
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1 step 2 step 3 step 4 step 5 step 6 step 7 step 8 step
Nonlinear 0.0019 0.0032 0.0045 0.0055 0.0064 0.0071 0.0074 0.0075
Linear -3.36 -0.97 1.03 2.7 4.57 6.3 8.5 10.91
[2.4 ]? [0.49 ] [-0.5 ] [-1.16 ] [-1.66 ] [-2.00 ]?? [-2.34 ]?? [-2.56 ]??
RW -0.21 5.01 0.6 -3.26 -6.32 -7.74 -6.7 -3.36
[0.01 ] [-0.24 ] [-0.04 ] [0.27 ] [0.59 ] [0.77 ] [0.68 ] [0.35 ]
VAR -25.49 -10.34 -9.26 -10.95 -12.55 -13.95 -14.64 -13.62
[1.61 ] [0.66 ] [0.76 ] [1.18 ] [1.62 ] [1.92 ] [1.97 ] [1.79 ]
BVAR -25.5 -10.4 -9.34 -11.04 -12.58 -13.96 -14.58 -13.55
[1.61 ] [0.67 ] [0.77 ] [1.18 ] [1.62 ] [1.93 ] [1.97 ] [1.79 ]
Minnes1 -20.5 -6.92 -8.05 -11.01 -13.27 -14.74 -14.96 -13.07
[1.22 ] [0.4 ] [0.59 ] [1.03 ] [1.44 ] [1.72 ] [1.75 ] [1.52 ]
Minnes2 -17.96 -5.65 -7.38 -10.48 -12.96 -14.43 -14.28 -12.03
[1.02 ] [0.31 ] [0.52 ] [0.94 ] [1.35 ] [1.6 ] [1.6 ] [1.35 ]
Minnes3 -12.57 -2.5 -5.39 -8.93 -11.83 -13.4 -12.95 -10.38
[0.67 ] [0.13 ] [0.36 ] [0.77 ] [1.17 ] [1.41 ] [1.38 ] [1.12 ]
Minnes4 -0.92 2.77 -2.83 -7.53 -11.25 -13.18 -12.65 -9.94
[0.05 ] [-0.14 ] [0.19 ] [0.63 ] [1.07 ] [1.32 ] [1.28 ] [1.03 ]
Minnes5 -7.27 0.51 -3.4 -7.31 -10.47 -12.09 -11.45 -8.65
[0.38 ] [-0.03 ] [0.22 ] [0.61 ] [1.01 ] [1.23 ] [1.18 ] [0.9 ]
Minnes6 -0.88 2.8 -2.81 -7.51 -11.23 -13.16 -12.63 -9.92
[0.04 ] [-0.14 ] [0.19 ] [0.63 ] [1.07 ] [1.32 ] [1.28 ] [1.03 ]
Minnes7 -24.09 -10.31 -9.79 -11.5 -13.17 -14.35 -14.39 -12.7
[1.42 ] [0.61 ] [0.76 ] [1.17 ] [1.59 ] [1.85 ] [1.84 ] [1.61 ]
Minnes8 -20.27 -8.16 -8.64 -10.68 -12.67 -13.82 -13.39 -11.17
[1.12 ] [0.45 ] [0.63 ] [1.03 ] [1.43 ] [1.65 ] [1.61 ] [1.35 ]
Minnes9 -7.74 -1.78 -5.46 -9.02 -12.07 -13.66 -13.08 -10.53
[0.4 ] [0.09 ] [0.38 ] [0.81 ] [1.24 ] [1.47 ] [1.42 ] [1.16 ]
Minnes10 -16.97 -5.96 -7.15 -9.46 -11.66 -12.8 -12.1 -9.57
[0.91 ] [0.32 ] [0.51 ] [0.88 ] [1.26 ] [1.47 ] [1.4 ] [1.11 ]
Minnes11 -7.68 -1.55 -5.31 -8.95 -12.05 -13.66 -13.05 -10.47
[0.4 ] [0.08 ] [0.37 ] [0.8 ] [1.22 ] [1.46 ] [1.41 ] [1.15 ]
Minnes12 -25.49 -10.35 -9.27 -10.96 -12.56 -13.96 -14.64 -13.61
[1.61 ] [0.66 ] [0.76 ] [1.18 ] [1.62 ] [1.92 ] [1.97 ] [1.79 ]
Minnes13 -10.95 -12.11 -13.9 -15.83 -17.96 -19.41 -19.88 -18.97
[0.73 ] [0.92 ] [1.45 ] [2.03 ]? [2.46 ]? [2.68 ]? [2.6 ]? [2.37 ]?
SVS -20.87 -7.4 -8.68 -11.75 -14.06 -15.61 -15.9 -14.11
[1.25 ] [0.43 ] [0.64 ] [1.11 ] [1.54 ] [1.83 ] [1.86 ] [1.65 ]
SVS-TVP -18.49 -5.02 -6.51 -10.89 -14.3 -15.54 -15.32 -13.14
[1.08 ] [0.28 ] [0.46 ] [0.95 ] [1.39 ] [1.61 ] [1.6 ] [1.35 ]
SVS-SB -21.04 -7.28 -8.3 -11.21 -13.43 -14.69 -14.58 -12.47
[1.24 ] [0.41 ] [0.6 ] [1.02 ] [1.41 ] [1.64 ] [1.63 ] [1.38 ]
SVS-LAS -21.25 -7.83 -8.86 -11.75 -13.99 -15.47 -15.71 -13.93
[1.26 ] [0.45 ] [0.66 ] [1.12 ] [1.55 ] [1.84 ] [1.87 ] [1.65 ]
Table 11.4: Interest rates - root mean square errors and Diebold and Mariano statistics
(average 2000Q1-2011Q4). Nonlinear DSGE model absolute RMSE and competing models
relative RMSE with corresponding DM statistics in parenthesis. ?? signiﬁcant in favour of
Nonlinear DSGE. ? signiﬁcant in favour of competing model. Model acronyms described in
footnote 37.
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11.6 Conclusion
The results suggest that the forecasting performance of the nonlinear DSGE
model is at least comparable, and in many cases superior, to that of an equiv-
alent linear model for South African macroeconomic data. The improvements
are statistically signiﬁcant at the medium to longer horizons for inﬂation and
interest rates, and at shorter horizons for output growth. Hence, given the
improved out-of-sample ﬁt of the nonlinear DSGE model (over its linear coun-
terpart), these results suggest that there are important nonlinear features (or
relatively large departures from the steady state) in the underlying data gen-
erating process of this emerging market economy.
This ﬁnding is in contrast to the result of Pichler (2008), which suggests
that the incorporation of nonlinear features in the model solution does not
improve upon the out-of-sample ﬁt of such models, when applied to data from
the United States economy. Indeed, our results suggest that when seeking to
make use of a structural macroeconomic model to inform policy in an emerging
market economy, one should possibly seek to incorporate potentially important
nonlinearities, or the eﬀect of large shocks, in the model solution.
In addition, the results of this investigation also suggest that the nonlinear
DSGE model is also able to improve upon the forecasting performance of most
reduced-form vector autoregressive and random-walk models. However, there
are a number of instances where certain BVAR models may provide signiﬁ-
cant improvements (when forecasting output and interest rates). This usually
occurs at the shorter horizon when forecasting output. When forecasting in-
ﬂation at most horizons and output at longer horizons, the nonlinear DSGE
model is often superior. The results also suggest that the nonlinear DSGE
forecasts may possibly be attributed to their ability to detect changes in the
cycle at a relatively early point, when compared with the other reduced-form
models.
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12.1 Summary
This dissertation considered the theoretical construction and use of Dynamic
Stochastic General Equilibrium (DSGE) models for South African macroe-
conomic data. The ﬁrst two chapters seek to provide some perspective, by
incorporating a brief review of the stylised features of the data and the early
use of reduced-form macroeconometric models that were used to analyse the
business cycle. The various shortcomings of this approach lead to a new di-
rection in the development of macroeconometric models, which were based on
micro-founded theoretical structures that describe the invariant behaviour of
economic agents. Therefore, it has been suggested that these models satisfy
the Lucas (1976) critique, which implies that they could be used to investigate
the eﬀects of a change in policy.
To describe the development of theoretical macroeconometric models, chap-
ter three provides details on the endeavours of real business cycle (RBC) the-
orists. It includes an overview of the work of Kydland and Prescott (1982),
Prescott (1986), King et al. (1988a), and Cooley and Prescott (1995), who were
largely responsible for the developing the initial theoretical models that were
used to analyse various features of the data. One of the important features of
these models is that the representative ﬁrm is characterised as perfectly com-
petitive, and as such inﬂation would adjust instantaneously to any monetary
policy shock. The result of this condition is that changes to monetary policy
would not inﬂuence the real variables in the model, which is contrary to what
is observed in the data.
The inclusion of rigidities in the pricing mechanism allowed for the charac-
terisation of a ﬁrm that is monopolistically competitive, following the work of
Galí (2002). This additional feature of the model is consistent with the view of
the New Keynesian theorists who emphasise the importance of rigidities in the
economy. In addition, this condition facilitated an explicit role for monetary
policy as the nominal interest rate would inﬂuence the behaviour of the real
economic variables in the model. Additional features of the model that have
facilitated a better description of economic behaviour (which is consistent with
the stylised features of the business cycle) include the speciﬁcation of habits in
consumption and money in the utility function. A description of these features
is included in chapter four.
The ﬁnal chapter in part one considers the manner in which the New Key-
nesian model may be extended to incorporate features that characterise a small
open-economy. It includes a discussion of two methods that may be used to
close the open economy features of the model. The ﬁrst of these makes use
of the risk-sharing conditions and the second makes use of a debt-elastic risk-
premium. Both of these conditions were incorporated in the RBC model of
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Schmitt-Grohe and Uribe (2003), which was calibrated to describe the essential
features of the United States economy. A detailed analysis of the importance of
these conditions, when applied to South African data, is undertaken in chapter
nine of this dissertation.
The second part of this dissertation considers the properties of South
African macroeconomic data that may be incorporated in the model. Chap-
ter six initiates this part of the thesis and contains an investigation into the
methods that may be used to identify the respective trend and the cyclical
components of economic output. The use of the Hodrick-Prescott ﬁlter for
the extraction of the business cycle is then considered in greater detail, where
we make use of various methods to identify an optimal smoothing coeﬃcients
for this ﬁlter. The results of this investigation suggest that there is very little
diﬀerence between the various measures of the business cycle that are provided
by the ﬁlter. As such, the standard smoothing coeﬃcient is utilised for the
purposes of identifying the South African business cycle. This chapter also
includes a description of the transformations that may be applied to the other
variables in the model.
Chapter seven considers the identiﬁcation of structural breaks in the ﬁrst
two moments of the data. After making us of a stochastic volatility model with
a time-varying mean and a non-Gaussian smoothing algorithm that allows for
jumps in either the mean or the volatility of each variable, we are able to
identify periods where a signiﬁcant change may have occurred. The results of
this investigation are them compared to those of multivariate models, before
we conclude that the most signiﬁcant structural break in many of the variables
occurred between 1986 and 1987, which was at the height of apartheid. This
is used to establish the starting date for the data that is utilised in part 3.
In the ﬁnal chapter of this part we seek to identify a consistent measure
of core inﬂation, which seeks to account for underlying inﬂationary pressure.
When considering the eﬀects of inﬂation, policy-makers often refer to the be-
haviour of core-inﬂation, and it would be possible to make use of this variable
in the model if it is appropriately identiﬁed. The various techniques that are
used to derive a measure of core inﬂation in this chapter include a number
of trimmed means estimates, several dynamic factor models and a selection
of wavelet decompositions. After comparing the in-sample and out-of-sample
results, the wavelets estimate was found to provide a most suitable measure of
this important variable.
The third part of this dissertation makes use of the dataset that was iden-
tiﬁed in part two, which is then applied to a DSGE model that incorporates
features of a small open-economy, which were described in part one. The
model is estimated with the aid of Bayesian techniques in chapter nine and
the posterior parameter estimates are discussed in relation to previous ﬁndings
from macroeconomic models that were applied to South African data. There-
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after, the results of impulse response functions are considered to ensure that
the eﬀects of the shocks in the model are consistent with the stylised features
of the macroeconomic data. This chapter also considers the application of
the diﬀerent methods that may be used to close the open-economy features
in the model. When using the risk-sharing condition, we ﬁnd that it is not
possible to include the nominal exchange rate as an observed variable, as the
volatility in the nominal exchange rate is so much greater than the diﬀerence
in the demand shocks between the domestic and foreign economy. However, in
the case of the model that makes use of debt-elastic risk-premium conditions
we are able to include the exchange rate as an observed variable, where the
shocks to the exchange rate populate the term for the stochastic risk-premium.
When comparing the historical variance decompositions of the two models, it
is noted that the model with the risk-sharing condition would suggest that
economy behaves similar to that of a closed-economy, where external shocks
have a very small eﬀect on each of the key observed variables. In contrast with
these ﬁndings, the historical variance decompositions of the model that makes
use of the debt-elastic risk-premium suggest that the sum of the risk-premium
and external shocks inﬂuence most of the key observed variables. In this case,
the use of the debt-elastic risk-premium would allow for the variables in the
model to be inﬂuenced by events in the foreign country, which would imply
that it behaves as if it were an open-economy model.
Chapter ten then proceeds to make use of a policy investigation that seeks
to identify optimal values for the parameters that deﬁne the central banks
reaction function. Such a policy investigation is consistent with the premise
of Lucas (1980), and may be employed when the parameters are structural.
After considering the eﬀect on economic volatility of a change in each of the
individual parameters in the policy reaction function (with the aid of a grid-
search technique), an optimisation routine is employed to identify the joint
parameter values that would minimise aggregate economic volatility in all of
these variables. The results of this investigation suggest that the central bank
could reduce economic volatility with a slightly stronger response to changes
in the rate of inﬂation. To ascertain the current eﬃciency of monetary policy
and whether there is scope for a change in policy to result in lower volatility
in both output and inﬂation, we construct an eﬃciency curve that follows the
methodology of Taylor (1979). These results suggest that the central bank
could reduce output and inﬂation volatility by a relatively large margin.
The ﬁnal part of this dissertation considers more recent advances that have
been applied to DSGE models for the South African economy. It includes an
example of a nonlinear DSGE forecasting model that is solved with the second-
order perturbation technique of Schmitt-Grohé and Uribe (2004). The values
for the unobserved variables are then generated with the aid of a nonlinear par-
ticle ﬁlter, which is also applied to obtain values for the respective forecasts.
Most of the parameters in this model are estimated using maximum likelihood
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techniques. For comparative purposes, we include an equivalent linear model
that makes use of a ﬁrst-order perturbation technique and a Kalman ﬁlter.
When comparing the parameter estimates of these two models, it is noted that
the size of the shocks in the nonlinear model are much larger, which is consis-
tent with theory. In addition, the forecasts of these models are compared to a
wide selection of vector autoregressive (VAR) models that are estimated with
classical and Bayesian techniques. The Bayesian VAR models include those
that employ techniques for stochastic-variable-selection, time-varying parame-
ters, endogenous structural breaks and various forms of prior-shrinkage, where
the Minnesota prior is included as a special case. The models are applied to the
South African macroeconomic data for an initial in-sample period of 1960Q1
to 1999Q4. This data is used to generate the ﬁrst eight-step ahead forecast,
before the models are then estimated recursively, by extending the in-sample
period by a quarter (to generate successive forecasts over the out-of-sample
period, 2000Q1 to 2011Q4). The results of this exercise suggest that the fore-
casting performance of the nonlinear DSGE model is almost always superior
to that of the linear counterpart; particularly over longer forecasting horizons.
In addition, the nonlinear DSGE model would also appear to outperform the
selection of VAR models in most cases.
In terms of future directions of this research, the indications from the ﬁnal
chapter would appear to indicate that nonlinear DSGE model may be used to
good eﬀect in an emerging market. To extend this model to allow for open-
economy features, it is going to be necessary to employ recent developments,
such as those in Andreasen et al. (2014) or Kim et al. (2008), to prevent the
model from being evaluated in an indeterminate parameter space. In addition,
the use of Bayesian techniques may also provide a number of advantages in this
regard, although they generally require additional computational time (which
is already substantial). As most of the computational time is spent evaluating
the likelihood function with the aid of a nonlinear ﬁlter, it would also be
worthwhile to consider the use of other sequential Monte-Carlo methods, such
as those of DeJong et al. (2013). After incorporating many of these methods
into a single model, it may be possible to estimate a nonlinear small open-
economy model, where one would hope to observe signiﬁcant improvements in
forecasting performance.
There are also other nonlinear methods that may be employed within a
DSGE framework, such as those that characterise regime-switching behaviour.
Examples of these models have been included in Farmer et al. (2011) and
when applied to South African data, we have obtained interesting (unpub-
lished) results with the use of a more elaborate regime-switching small open-
economy model. This research project could be extended to consider the use
of a regime-switching DSGE framework in a forecasting application. Such an
extension may incorporate an evaluation of the forecasting densities and the
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methods that may be used to evaluate such densities.1 In addition, when con-
sidering the existence of regime-switching behaviour one could also move onto
topics that consider changes into the underlying dynamics of the models that
may have implications for whether or not the parameters in the model are
indeed structural. An interesting line of research in this regard is considered
in Fernández-Villaverde and Rubio-Ramírez (2008), among others.
1While point estimates of various forecasts are of importance, it is also important to
evaluate the conﬁdence with which these forecast are made.
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A.1 Mathematical properties
A.1.1 Properties of Perpetuities
Consider the expression for a particular variable, xt,
Xt =
∞∑
k=0
(ξ)kxt
Provided that ξ < 1 we will place less weight on subsequent values, such
that ξ∞ ∼ 0. In addition, as long as the values of xt do not grow over time we
can write,
Xt = xt + ξ
1xt + ξ
2xt + ξ
3xt + · · ·+ ξ∞xt
= xt(1 + ξ
1 + ξ2 + ξ3 + · · ·+ ξ∞xt)
Multiplying both sides by ξ,
Xtξ = xt(ξ
1 + ξ2 + ξ3 + ξ4 + · · ·+ ξ∞+1xt)
Now taking Xt −Xtξ we have,
Xt −Xtξ = xt(1− ξ∞+1)
Xt =
xt(1− ξ∞+1)
1− ξ
where ξ∞+1 ∼ 0 we have,
Xt =
xt
1− ξ
A.1.2 Properties of Inﬁnite Summation Operators
A relatively simple way of removing an inﬁnite sum of the variable xt+k, could
be derived using the properties of diﬀerence equations,
Xt =
∞∑
k=0
(ξ)kxt+k
where Xt and Xt+1 could be written as,
Xt = xt + ξ
1xt+1 + ξ
2xt+2 + ξ
3xt+3 + . . .
Xt+1 = xt+1 + ξ
1xt+2 + ξ
2xt+3 + ξ
3xt+4 + . . .
Note that after multiplying Xt+1 by ξ
1, we can summarise all the terms
that fall on the right hand-side of Xt, with the exception of xt. Hence we could
summarise this expression as,
Xt = xt + ξ
1Xt+1
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A.2 Data Description
A.2.1 Trends and Structural Changes in South African
Macroeconomic Data - Data Description
Description Acronym Code Trans.
Gross domestic product at market prices gdp KBP6006D 1
Final consumption expenditure by households: Total cons KBP6007D 1
Final consumption expenditure by households: Durable goods cdur KBP6050D 1
Final consumption expenditure by households: Semi-durable goods csdu KBP6055D 1
Final consumption expenditure by households: Non-durable goods cndu KBP6061D 1
Final consumption expenditure by households: Services cser KBP6068D 1
Final consumption expenditure by general government gov KBP6008D 1
Gross ﬁxed capital formation gfcf KBP6009D 1
Gross ﬁxed capital formation: Residential buildings - Total gfcr KBP6110D 1
Gross ﬁxed capital formation: Non-residential buildings - Total gfcn KBP6114D 1
Change in inventories inv = inv / gdp KBP6010D 2
Gross domestic expenditure gde KBP6012D 1
Exports of goods & services exp KBP6013D 1
Imports of goods & services imp KBP6014D 1
Gross value added at basic prices of primary sector gvap KBP6630D 1
Gross value added at basic prices of secondary sector gvas KBP6633D 1
Gross value added at basic prices of tertiary sector gvat KBP6637D 1
Gross value added at basic prices of all industries gva KBP6645D 1
Total employment in the non-agricultural sectors emp KBP7009Q 2
Total remuneration per worker in the non-agric. sector wage KBP7013L 1
Total consumer prices (Metropolitan areas) cpi P0141.1* 1
Deﬂator: Gross domestic product at current and market prices def =
gdp [nom]
gdp [real]
KBP6006L 1
Manufacturing : Volume of production of non-durable goods prn KBP7084N 1
Manufacturing : Volume of production of durable goods prdu KBP7083N 1
Manufacturing : Total volume of production prod KBP7085N 1
Manufacturing: Labour productivity lpr KBP7079L 1
Manufacturing: Unit labour costs lct KBP7080L 1
Notice deposits with clearing banks : 32 days noti KBP1414M 2
Discount rates on 91-day Treasury Bills tbil KBP1405W 2
Yield on loan stock traded on the bond exchange: Government stock govs KBP2003M 2
Yield on loan stock traded on the bond exchange: Eskom stock esk KBP2004M 2
Foreign exchange rate : SA cent per USA dollar (R1 = 100 cents) exch KBP5339M 1
Table A.1: Data sources, acronyms, transformations and description
In the above table the transformation codes refer to:
1. First diﬀerence of the logarithm.
2. First diﬀerence.
* Combination of month-on-month inﬂation rates for the series that ended in
December 2008 (CPI: All items - Index 2005=100), and the new series that
was measured from January 2008 (CPI: Headline Inﬂation - Index 2005=100).
Data provided by Statistics South Africa.
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A.3 Additional Results
A.3.1 Measures of Core Inﬂation
Actual DFM Wavelet Trim - Abs Trim - Asym
RMSE RRMSE DM RRMSE DM RRMSE DM RRMSE DM
2003M1 7.13 0.31 -0.4 37.6 -3.3 -28.66 3.45 -32.64 3.37
2003M2 6.83 12.92 -2.99 -30.26 3.04 -28.77 3.55 -28.66 3.59
2003M3 6.58 19.27 -3.67 -52.8 3.19 -19.9 3.82 -25.52 3.63
2003M4 6.94 12.14 -3.25 -29.08 3.9 -25.67 4.87 -18.89 5.2
2003M5 6.31 19.85 -4.16 -23.02 3.66 -21.78 5.23 -6.63 6.95
2003M6 6.21 16.87 -5.01 -41.78 4.29 -21.07 5.55 -4.29 6.36
2003M7 5.82 11.21 -5.48 -38.58 4.47 -18.39 6.11 -2.33 6.92
2003M8 4.9 15.78 -7.91 -60.29 5.55 -9.31 4.55 15.18 -7.37
2003M9 5.12 3.55 -9.32 -57.78 7.31 -13.68 6.2 0.48 -0.77
2003M10 4.33 3.7 -3.51 -62.63 7.41 -14.68 5.08 8.25 -8.25
2003M11 2.36 43.54 -16.68 -49.12 3.87 -4.58 1.12 88.53 -21.37
2003M12 0.79 197.96 -7.19 160.31 -1.98 95.45 -4.43 415.73 -9.79
2004M1 0.76 122.03 -4.36 240 -2.3 91.5 -3.52 327.25 -6.98
2004M2 0.69 88.52 -3.44 277.61 -2.43 21.89 -1.75 279.79 -5.56
2004M3 0.88 45.36 -4.13 124.01 -1.75 9.22 -0.3 256.99 -6.92
2004M4 0.6 71.57 -2.04 248.78 -2.74 44.19 -1.65 376.21 -6.05
2004M5 0.74 -7.93 0.27 195.24 -3.36 57.15 -2.91 192.6 -3.82
2004M6 0.66 -9.59 0.45 258.18 -3.94 119.93 -3.99 182.92 -3.5
2004M7 0.75 4.36 -0.15 192.99 -4.27 168.15 -4.81 134.15 -3.04
2004M8 0.62 16.84 -0.75 -6.35 1.21 139.43 -4.06 53.6 -1.48
2004M9 0.89 -23.89 2.11 14.95 -1.73 129.01 -8.13 -36.57 1.35
2004M10 0.87 -14.71 2.43 136.92 -4.73 157.69 -8.68 -31.53 1.41
2004M11 0.49 36.76 -1.22 152.78 -3.84 219.48 -5.17 19.62 -1.21
2004M12 1.02 -23.7 1.67 138.04 -3.47 55.18 -2.22 -52 3.7
2005M1 0.47 97.47 -1.68 710.49 -2.9 292.44 -5.03 -6.93 0.33
2005M2 0.36 112.57 -1.71 17.21 -1.1 210.2 -3.6 -0.77 0.06
2005M3 0.41 59.07 -1.17 332.08 -4.11 216.17 -5.59 8.61 -0.92
2005M4 0.41 77.5 -1.77 83.31 -2.19 85.07 -2.18 31.43 -1.21
2005M5 0.4 106.13 -1.51 26.9 -1.22 77.59 -2.17 64.35 -1.38
2005M6 0.5 65.18 -1.85 20.04 -1.77 74.71 -1.9 64.99 -1.32
2005M7 0.71 -3.97 0.19 13.53 -1.3 76.94 -5.8 62.66 -4.18
2005M8 0.54 23.18 -1.09 58.98 -1.26 125.13 -2.52 79.68 -1.66
2005M9 0.64 -2.4 0.11 -6.67 0.45 86.68 -1.96 83.24 -1.89
2005M10 0.77 -25.98 2.42 202.84 -4.49 55.68 -1.25 9.63 -0.33
2005M11 0.67 -25.73 2.71 94.87 -3.62 153.78 -2.33 78.65 -2.26
2005M12 1.02 -55 2.18 3.18 -1.2 65.72 -4.44 59.1 -6.45
Table A.2: Relative root-mean squared Error and Diebold and Mariano statistics
(2003M1-2012M12)
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Actual DFM Wavelet Trim - Abs Trim - Asym
RMSE RRMSE DM RRMSE DM RRMSE DM RRMSE DM
2006M1 0.79 -25.86 2.04 92.83 -2.61 161.3 -3.55 58.64 -4.04
2006M2 0.99 -49.49 2.84 35.06 -2.62 138.01 -4.14 90.22 -5.29
2006M3 0.95 -54.89 3.29 27.07 -3.1 131.65 -4.45 136.99 -6.54
2006M4 1.59 -54.51 4.06 41.44 -3.95 68.55 -9.14 49.55 -12.64
2006M5 1.95 -43.04 3.71 38.54 -3.93 41.38 -9.58 34.62 -22.57
2006M6 1.55 -26.04 1.98 4.27 -6.42 81.26 -8.61 70.12 -22.01
2006M7 1.21 -42.34 1.74 -48.89 1.88 93.51 -7.73 95.71 -16.61
2006M8 1.27 -51.42 2.13 -27.65 1.5 115.6 -6.22 76.87 -10.3
2006M9 1.22 -70.56 2.47 -57.79 2.07 86.76 -6.48 71.16 -7
2006M10 1.31 -55.34 2.89 -70.52 3.15 82.17 -7.09 35.07 -6.99
2006M11 1.45 -40.35 2.57 -9.53 2.66 46.14 -5.62 37.38 -4.84
2006M12 1.74 -36 2.43 -48.43 3.11 52.58 -6.32 24.68 -4.79
2007M1 1.68 -25.52 1.81 -32.67 2.56 63.81 -5.81 60.08 -6.89
2007M2 1.92 -31.59 2.07 -56.55 2.47 67.26 -5.65 42.48 -6.05
2007M3 2.43 -27.33 2.27 -26.62 3.05 47.18 -7.51 49.13 -8.52
2007M4 2.65 -24.08 2.08 -17.45 2.7 45.45 -5.79 27.95 -6.01
2007M5 2.18 -14.06 1.6 -26.85 2.22 84.54 -4.76 38.47 -2.81
2007M6 2.71 -25.82 2.34 -77.79 2.23 59.31 -5.17 7.89 -2.85
2007M7 2.99 -24.77 2.61 -62.41 2.65 45.36 -5.06 8.85 -2.83
2007M8 3.4 -21.24 2.73 -36.77 2.93 35.5 -5.84 16.99 -3.55
2007M9 4.05 -19.78 3.2 -10.57 4.26 26.68 -6.95 12.54 -4.47
2007M10 4.1 -14.41 2.67 -1.05 1.51 26.83 -8.23 16.03 -5.07
2007M11 3.68 -7.82 1.74 -21.55 2.99 48.92 -7.8 21.92 -5.47
2007M12 3.24 -3.67 0.96 -39.86 3.58 60.51 -8.87 32.11 -5.78
2008M1 2.93 -12 2.14 -58.47 3.34 57.4 -10.37 54.89 -8.4
2008M2 2.53 207.28 -11.13 -28.07 0.89 69.58 -8.34 51.89 -7.31
2008M3 1.9 318.83 -7.74 1.74 -0.04 96.92 -6.1 109.29 -7.1
2008M4 1.22 533 -7.25 61.95 -1.14 163.19 -3.85 241.68 -6.14
2008M5 1.31 417.79 -7.66 103.45 -1.71 78.38 -2.02 117.09 -3.12
2008M6 2.71 110 -4.89 16.99 -2.24 -20.24 0.76 -4.24 0.11
2008M7 3.11 40.67 -1.78 5.85 -2.32 -29.28 1.2 -26.98 0.79
2008M8 4.75 13.01 -0.46 13.14 -2.72 -39.69 2.6 -56.65 1.92
2008M9 5.29 -10.84 0.41 14.28 -2.95 -43.95 3.04 -63.73 2.55
2008M10 5.14 -23.51 0.96 -2.65 2.04 -25.11 4.36 -60.41 2.91
2008M11 4.69 -16.14 0.64 -29.47 2.9 -37.71 3.44 -60.75 2.7
2008M12 4.04 -17.03 0.68 -11.72 3.1 -31.7 3.8 -29.31 3.99
Table A.3: Relative root-mean squared error and Diebold and Mariano statistics
(2003M1-2012M12)
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Actual DFM Wavelet Trim - Abs Trim - Asym
RMSE RRMSE DM RRMSE DM RRMSE DM RRMSE DM
2009M1 3.2 -9.64 0.36 -33.69 2.93 -23.85 2.97 -47.32 2.19
2009M2 2.54 -2.89 0.08 -66.65 2.81 -2.12 0.55 -28.95 2.6
2009M3 3.79 -56.87 2.77 -63.09 4.42 7.09 -1.67 -36.26 4.8
2009M4 3.83 -66.51 4.15 -42.12 4.88 12.23 -3.37 -11.93 6.05
2009M5 3.29 -59.35 4.3 -13.09 3.24 -2.54 6.92 -10.39 3.51
2009M6 2.74 -62.03 4.16 -61.03 4.11 2.9 -9.69 6.14 -4.39
2009M7 1.84 -61.76 2.53 -72.78 2.9 41.57 -5.67 26.35 -9.43
2009M8 1.73 -47.31 1.56 -65.52 2.1 46.34 -6.57 56 -7.76
2009M9 1.66 -33.77 1.01 -58.8 1.75 34.65 -6.28 65.79 -6.43
2009M10 1.62 -39.59 1.35 -64.37 2.12 21.34 -4.09 37.87 -5.81
2009M11 1.84 -46.41 1.77 -48.82 2.67 -15.98 2.27 30.14 -6.27
2009M12 1.86 -51.86 2.17 -62.55 2.98 -2.91 0.96 35.08 -5.37
2010M1 2.19 -68.84 3.74 -25.27 4.7 -14.8 4.79 3.03 -4.77
2010M2 2.03 -74.12 5.19 46.27 -3.95 -32.72 6.23 14.94 -5.39
2010M3 2 -61.36 5.99 15.16 -7.24 -41.53 6.36 -0.04 0.16
2010M4 1.37 -45.62 5.56 -20.96 3.45 -72.17 5.18 -16.88 6.17
2010M5 1.23 -43.31 4.93 -56.12 3.96 -70.9 4.48 -50.87 5.04
2010M6 1.09 -35.41 3.72 8.96 -0.26 -63.33 4.28 -49.13 5.52
2010M7 0.81 -37.67 2.68 47.05 -0.87 6.64 -0.17 -40.68 3.82
2010M8 0.49 -29.71 1.45 261.61 -2.19 243.07 -2.93 1.7 -0.36
2010M9 0.57 -41.69 1.14 233.69 -2.52 206.17 -3.31 -0.53 0.02
2010M10 0.93 -73.78 2.07 96.16 -2.79 99.12 -4.62 -41.25 2.21
2010M11 0.91 -19.44 1.38 67.7 -2.6 139.47 -3.38 -18.33 1.7
2010M12 1.19 -14.73 1.45 43.93 -2.84 70.41 -3.56 -18.95 2.6
2011M1 1.59 -19.91 2.65 14.71 -3.17 33.6 -4.34 -38.29 3.14
2011M2 1.34 -2.46 0.93 19.18 -3.5 74.97 -3.78 -22.33 3.7
2011M3 1.71 -27.34 5.53 9.5 -3.99 23.69 -4.54 -20.92 4.86
2011M4 1.33 -40.96 3.53 -8.47 3.36 39.07 -4.45 -12.38 5.77
2011M5 1.54 -51.86 4.51 -25.56 3.98 22.52 -6.47 -1.57 0.89
2011M6 1.12 -55.36 3.35 -55.01 3.52 63.88 -5.54 -1.97 4.37
2011M7 0.85 -33.62 1.38 16.73 -0.37 58.74 -6.1 -29.34 4.38
2011M8 0.6 -50.32 2.34 91.36 -1.2 67.16 -3.29 10.73 -1.39
2011M9 0.7 -65.49 3.5 29.42 -0.59 42.02 -3.49 -12.11 1.91
2011M10 0.55 -55.63 3.13 28.11 -1.15 38.45 -1.48 6.66 -0.39
2011M11 0.62 -16.88 0.91 78 -2.43 -21.74 0.7 -21.87 0.69
2011M12 0.51 21.82 -1.48 203.64 -3.01 13.74 -2.03 -10.52 0.39
2012M1 1 -29.01 1.9 64.57 -3.5 -57.2 2.74 -45.77 3.16
Table A.4: Relative root-mean squared error and Diebold and Mariano statistics
(2003M1-2012M12)
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Actual DFM Wavelet Trim - Abs Trim - Asym
RMSE RRMSE DM RRMSE DM RRMSE DM RRMSE DM
1 step 0.62 139.03 -3.18 7.54 -1.2 132.56 -5.6 153.56 -5.17
2 step 1.09 87.61 -2.87 -9.64 1.17 50.17 -3.72 65.99 -4.21
3 step 1.48 65.5 -2.64 -17.55 2.01 26.72 -2.52 37.78 -3.31
4 step 1.84 50.16 -2.4 -19.79 2.26 15.41 -1.66 22.89 -2.4
5 step 2.18 37.91 -2.16 -18.93 2.19 8.99 -1.07 13.61 -1.64
6 step 2.51 27.44 -1.9 -16.69 2.02 4.62 -0.6 6.89 -0.95
7 step 2.82 18.07 -1.56 -15.32 1.92 2.26 -0.32 2.05 -0.31
8 step 3.07 10.55 -1.1 -15.41 1.95 1.42 -0.21 -1.22 0.19
9 step 3.31 4.34 -0.51 -13.8 1.8 0.61 -0.09 -3.9 0.59
10 step 3.53 -0.93 0.11 -10.45 1.4 -0.15 0.02 -6.16 0.9
11 step 3.7 -5.66 0.69 -6.89 0.93 -0.37 0.06 -7.86 1.11
12 step 3.83 -9.75 1.13 -4.63 0.63 -0.26 0.04 -9.41 1.29
Table A.5: Relative root-mean squared error and Diebold and Mariano statistics
(1-12 step ahead)
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A.3.2 Nonlinear DSGE Models and their Forecasting
Potential
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B.1 Introduction
Many economic problems require the use of approximation methods that are
able to express nonlinear functional relationships with a linear representation.
Possibly one of the crudest methods for approximating nonlinear functions is by
way of a local approximation. In this case, one would make use of information
about a function and its derivatives (at a local point), to construct a function
that matches the properties of the function around that point. One of the
most popular forms of local approximation is through the use of a Taylor series
expansion. After obtaining the linear approximation of a nonlinear function
we could then make use of one of the many methods that have been developed
to solve systems of linear diﬀerence rational expectations equations.1
Since economists often want to derive unit-free measures to express their
results in terms of elasticities or rates of substitution, they may seek to log-
linearise an equation at a local point. Where the local point is the steady-state
of a variable, this form of approximation would convert a nonlinear equation
into an equation that is linear in terms of the log-deviations of the associated
variables from the steady-state. For small deviations from the steady-state,
log-deviations can be manipulated so that they can be interpreted as the per-
centage deviation from the steady-state.
B.2 Taylor series approximation
The essential postulate of Taylor's theorem is that we can diﬀerentiate any
nonlinear function n-times to form the polynomial approximation,
f(Xt) ≈ f(x¯) + f ′(x¯)(Xt − x¯) + f(x¯) + f ′′ (x¯)(Xt − x¯)
2
2!
+ . . .
+f (n)
(x¯)(Xt − x¯)n
n!
(B.2.1)
and the resulting error will be smaller than any of the terms. The expression
in (B.2.1) would represent an nth order Taylor series approximation near the
value of x¯.2 In this course we restrict ourselves to a ﬁrst-order Taylor series
approximation, where,
f(Xt) ≈ f(x¯) + f ′(x¯)(Xt − x¯) (B.2.2)
1Popular methods for solving systems of linear diﬀerence rational expectations equations
include, Blanchard and Kahn (1980), Uhlig (1999), Klein (2000), and Sims (2001).
2Note that when we move from x¯, the accuracy of this approximation may become rather
poor and may be no better than an approximation at any other point (Judd, 1998, p. 197)
.
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This would imply that to take a ﬁrst-order Taylor series approximation of
a nonlinear function all we need to do is calculate the ﬁrst-order derivative of
the function, which is multiplied by the deviation from the steady-state. The
resulting calculation would then need to be added to the steady value. With
this in mind, it is worth recalling a few important properties of derivatives,
1. For the exponential function:
f(Xt) = βe
αXt
f ′(x¯) = αβeαx¯
2. For the logarithmic function:
f(Xt) = β logXt
f ′(x¯) =
β
x¯
3. For an arbitrary constant:
f(Xt) = α + βXt
f ′(x¯) = β
Hence by way of example, consider the following expression,
f(At) = (1 + α)At
In this case, we may express the ﬁrst-order derivative at point a¯ is,
f ′(a¯) = (1 + α)
where the ﬁrst-order Taylor series approximation would be given by,
f(A) ≈ (1 + α)a¯+ (1 + α)(At − a¯)
If we assume that the variables in the model are demeaned, then a¯ = 0,
and this expression could then be summarized as,
f(At) ≈ (1 + α)At
Note that in this case, the ﬁrst-order Taylor series approximation of a linear
expression does not diﬀer to the initial expression, which should not come as
a surprise to anyone (as the original expression is linear).
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B.2.1 Multivariate extensions
When there is more that one variable in the expression, as in the case where
we have f(X, Y ), then the ﬁrst-order local approximation about the points x¯
and y¯ would be,
f(Xt, Yt) ≈ f(x¯, y¯) + f ′x(x¯, y¯)(Xt − x¯) + f ′y(x¯, y¯)(Yt − y¯) (B.2.3)
where fx and fy denote the derivatives with respect to x and y, respec-
tively. This result may be explained by way of example, where we consider
the expression,
f(At, Ct) = (1 + α)At + Ct
The ﬁrst-order derivatives at point a¯ and c¯ are,
f ′(a¯) = (1 + α)
f ′(c¯) = 1
Such that we would be left with the Taylor series approximation,
f(At, Ct) ≈ [(1 + α)a¯+ c¯ ] + (1 + α)(At − a¯) + (1)(Ct − c¯)
B.3 Log-linearising
To log-linearise an expression simply take the natural logarithm of all the
variables before taking a Taylor series approximation of the function. Note
that if we are to apply the above result for derivatives of logarithmic functions,
then the ﬁrst-order Taylor series approximation of log f(Xt) would be given
as,
log f(Xt) ≈ log f(x¯) + f
′(x¯)
f(x¯)
(Xt − x¯)
Similarly, for the multivariate case we could derive expressions from,
f(Xt) = f(Yt) · f(Zt)
where after taking the natural logarithm,
log f(Xt) = log f(Yt) + log f(Zt)
In this case we can use the derivatives,
f ′(x¯) =
f ′(x¯)
f(x¯)
, f ′(y¯) =
f ′(y¯)
f(y¯)
, f ′(z¯) =
f ′(z¯)
f(z¯)
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which would leave us with the ﬁrst-order Taylor series approximations for
the linear representation,
log f(x¯) +
f ′(x¯)
f(x¯)
(Xt − x¯) ≈ log f(y¯) + log f(z¯) + . . .
f ′(y¯)
f(y¯)
(Yt − y¯) + f
′(z¯)
f(z¯)
(Zt − z¯)
Note that since it is given that log f(Xt) = log f(Yt) + log f(Zt), we may
summarize this expressions as,
f ′(x¯)
f(x¯)
(Xt − x¯) ≈ f
′(y¯)
f(y¯)
(Yt − y¯) + f
′(z¯)
f(z¯)
(Zt − z¯)
Whilst this answer is often used when constructing models, some authors
may choose to express these results in terms of percentage deviations of Xt
about x¯, which is given as (Xt− x¯)/x¯. Therefore, the notation xt = (Xt− x¯)/x¯
seeks to describe deviations from the steady state. Hence by multiplying and
dividing through by x¯ the left-hand term could be expressed as,
x¯ f ′(x¯)
f(x¯)
(Xt − x¯)
x¯
=
x¯ f ′(x¯)
f(x¯)
xt
To summarize, the procedure of log-linearising an expression would require
one to take the natural logarithm of the original expression, before making
use of a Taylor expansion around a local point (usually the steady-state). To
end oﬀ this discussion, take a look at the following examples, which include
expressions for the Cobb-Douglas production function, accounting identity,
capital accumulation equation, consumption Euler equation, amongst others.3
B.3.1 Example: Production Function
Consider a Cobb-Douglas production function, Yt = AtK
α
t N
1−α
t , for which we
can take the natural logarithm,
log Yt = logAt + α logKt + (1− α) logNt
This expression would have the derivatives,
f ′(y¯) =
1
y¯
, f ′(a¯) =
1
a¯
f ′(k¯) =
α
k¯
, f ′(n¯) =
(1− α)
n¯
3It is worth noting that Galí (2008) makes use of the method proposed byUhlig (1999)
to derive log-linear approximations of functions. In the examples that we consider, these
methods are equivalent, up to an arbitrary constant. In a model that is primarily concerned
with deviations from the steady-state, the inclusion of an arbitrary constant is not going to
aﬀect the results.
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Hence, putting it all together, we could express the log-linear expression
as,
log(y¯) +
1
y¯
(Yt − y¯) ≈ log(a¯) + α log(k¯) + (1− α) log(n¯) + . . .
1
a¯
(At − a¯) + α
k¯
(Kt − k¯) + (1− α)
n¯
(Nt − n¯)
Note that the since log Yt = logAt + α logKt + (1− α) logNt it will be the
case that, log y¯ = log a¯+α log k¯+ (1−α) log n¯, so we could cancel these terms
to derive,
1
y¯
(Yt − y¯) ≈ 1
a¯
(At − a¯) + α
k¯
(Kt − k¯) + (1− α)
n¯
(Nt − n¯)
Now if we express yt as a percentage deviation from the steady-state, such
that,
yt =
(Yt − y¯)
y¯
and likewise for the other variables, then we are able to summarize the
log-linear expression as,
yt ≈ at + αkt + (1− α)nt
B.3.2 Example: Accounting Identity (I)
Consider the accounting identity, Yt = Ct, for which we can take the natural
logarithm,
log Yt = logCt
This expression would have the derivatives,
f ′(y¯) =
1
y¯
, f ′(c¯) =
1
c¯
Hence, putting it all together, we could express the log-linear expression
as,
log(y¯) +
1
y¯
(Yt − y¯) ≈ log c¯+ 1
c¯
(Ct − c¯)
Note that the since log y¯ = log c¯, we could cancel these terms to derive,
1
y¯
(Yt − y¯) ≈ 1
c¯
(Ct − c¯)
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Now if we express yt as a percentage deviation from the steady-state, such
that,
yt =
(Yt − y¯)
y¯
Using similarly percentage deviations for the steady-state variables, would
allow us to derive,
yt ≈ ct
B.3.3 Example: Accounting Identity (II)
Consider the accounting identity, Yt = Ct + It, for which we can take the
natural logarithm,
log Yt = log(Ct + It)
This expression would have the derivatives,
f ′(y¯) =
1
y¯
, f ′(c¯) =
1
c¯+ i¯
, f ′(¯i) =
1
c¯+ i¯
Hence, putting it all together, we could express the log-linear expression
as,
log(y¯) +
1
y¯
(Yt − y¯) ≈ log(c¯+ i¯) + 1
c¯+ i¯
(Ct − c¯) + 1
c¯+ i¯
(It − i¯)
Note that the since log y¯ = log(c¯+ i¯), we could cancel these terms to derive,
1
y¯
(Yt − y¯) ≈ 1
c¯+ i¯
(Ct − c¯) + 1
c¯+ i¯
(It − i¯)
Now if we express yt as a percentage deviation from the steady-state, such
that,
yt =
(Yt − y¯)
y¯
To derive a similar expression for ct =
(Ct−c¯)
c¯
, we have,
(Ct − c¯)
c¯+ i¯
=
(Ct − c¯)
c¯+ i¯
c¯
c¯
=
(Ct − c¯)
c¯
c¯
c¯+ i¯
=
(Ct − c¯)
c¯
c¯
y¯
=
c¯
y¯
ct
Using similarly percentage deviations for it, would allow us to derive,
yt ≈ c¯
y¯
ct +
i¯
y¯
it
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B.3.4 Example: Capital Accumulation
Consider the capital accumulation equation, Kt+1 = It + (1− δ)Kt, for which
we can take the natural logarithm,
logKt+1 = log (It + (1− δ)Kt)
This expression would have the derivatives,
f ′(k¯+1) =
1
k¯
, f ′(¯i) =
1
i¯+ (1− δ)k¯ , f
′(k¯) =
1− δ
i¯+ (1− δ)k¯
Hence, after putting it all together we could express the log-linear expres-
sion as,
log(k¯) +
1
k¯
(Kt+1 − k¯) ≈ log
(
1
i¯+ (1− δ) k¯
)
+ . . .
1
i¯+ (1− δ)k¯ (It − i¯) +
(1− δ)
i¯+ (1− δ)k¯ (Kt − k¯)
Note that the since logKt+1 = log (It + (1− δ)Kt), we could cancel these
terms,
1
k¯
(Kt+1 − k¯) ≈ 1
i¯+ (1− δ)k¯ (It − i¯) +
1− δ
i¯+ (1− δ)k¯ (Kt − k¯)
Now at the steady-state, k¯ =
(¯
it + (1− δ) k¯t
)
, which allows for the expres-
sion,
1
k¯
(Kt+1 − k¯) ≈ 1
k¯
(It − i¯) + 1− δ
k¯
(Kt − k¯)
We can then express kt =
(Kt−k¯)
k¯
and after multiplying investment by i¯
i¯
, we
can derive,
kt+1 ≈ i¯
k¯
(It − i¯)
i¯
+ (1− δ)kt
≈ i¯
k¯
it + (1− δ)kt
B.3.5 Example: Intertemporal Consumption
The log-linear expression for Qt = βEt
[(
Ct+1
Ct
)−σ
Pt
Pt+1
]
:
Take the natural logarithm,
logQt = log β − σlogEt [Ct+1] + σlogCt + logPt − logEt [Pt+1]
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This expression would have the derivatives,
f ′(c¯) =
σ
c¯
, f ′(p¯) =
1
p¯
It is further given that, logQt ≈ −it, log β ≡ ρ and pit = pt+1 − pt.
Hence, after putting it all together we could express the log-linear expres-
sion as,
−it ≈ −ρ− log(c¯) + log(c¯)− σ
c¯
(Et [Ct+1]− c¯) + σ
c¯
(Ct − c¯) . . .
+ log(p¯)− log(p¯) + 1
p¯
(Pt − p¯)− 1
p¯
(Et [Pt+1]− p¯)
which may be summarised as,
−σ
c¯
(Ct − c¯) ≈ −σ
c¯
(Et [Ct+1]− c¯) + it − ρ . . .
+
1
p¯
(Pt − p¯)− 1
p¯
(Et [Pt+1]− p¯)
where the variables are expressed as deviations from steady state,
−σct ≈ −σEt [ct+1] + it − ρ+ pt − Et [pt+1]
ct ≈ Et [ct+1]− 1
σ
(it − ρ− Et [pt+1 − pt])
≈ Et [ct+1]− 1
σ
(it − ρ− Et [pit+1])
B.3.6 Example: Relative Price of Leisure
Consider the labour-supply condition, Wt/Pt = C
σ
t N
γ
t , for which we can take
the natural logarithm,
logWt − logPt = σ logCt + γ logNt
This expression would have the derivatives,
f ′(w¯) =
1
w¯
, f ′(p¯) =
1
p¯
f ′(c¯) =
σ
c¯
, f ′(n¯) =
γ
n¯
Hence, putting it all together, we could express the log-linear expression
as,
log(w¯) +
1
w¯
(Wt − w¯)− log(p¯)− 1
p¯
(Pt − p¯) ≈ . . .
σ log c¯+
σ
c¯
(Ct − c¯) + γ log n¯+ γ
n¯
(Nt − n¯)
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Note that the since logWt − logPt = σ logCt + γ logNt, we could cancel
these terms to derive,
1
w¯
(Wt − w¯)− 1
p¯
(Pt − p¯) ≈ σ
c¯
(Ct − c¯) + γ
n¯
(Nt − n¯)
Now if we express wt as a percentage deviation from the steady-state, such
that,
wt ≈ (Wt − w¯)
w¯
and likewise for the other variables, then we are able to summarize the
log-linear expression as,
wt − pt = σct + γnt
B.3.7 Example: Cost of Production
Consider the ﬁrms optimal use of labour, Wt/Pt = (1 − α)AtN−αt , for which
we can take the natural logarithm,
logWt − logPt = log(1− α) + logAt − α logNt
This expression would have the derivatives,
f ′(w¯) =
1
w¯
, f ′(p¯) =
1
p¯
f ′(a¯) =
1
a¯
, f ′(n¯) =
α
n¯
Hence, putting it all together, we could express the log-linear expression
as,
log(w¯) +
1
w¯
(Wt − w¯)− log(p¯)− 1
p¯
(Pt − p¯) ≈ . . .
log(1− α) + log(a¯) + 1
a¯
(At − a¯)− α log(n¯)− α
n¯
(Nt − n¯)
Note that the since, logWt − logPt = log(1 − α) + logAt − α logNt, we
could cancel these terms to derive,
1
w¯
(Wt − w¯)− 1
p¯
(Pt − p¯) ≈ 1
a¯
(At − a¯)− α
n¯
(Nt − n¯)
Now if we express the variables in terms of a percentage deviation from the
steady-state, then we are able to summarize the log-linear expression as,
wt − pt ≈ at − αnt
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B.3.8 Example: Demand for Real Monetary Balances
Consider the demand for real monetary balances,
(
Mt
Pt
)−υ
= C−σt [1−Qt], for
which we can take the natural logarithm,
−υ logMt + υ logPt = −σ logCt + log [1−Qt]
This expression would have the derivatives,
f ′(m¯) =
υ
m¯
, f ′(p¯) =
υ
p¯
, f ′(c¯) =
σ
c¯
where we again have, logQt ≈ −it, which allows us to state, log[1−Qt] ≈ it.
Hence, putting it all together, we could express the log-linear expression
as,
− log(m¯)− υ
m¯
(Mt − m¯) + log(p¯) + υ
p¯
(Pt − p¯) ≈ −σ log c¯− σ
c¯
(Ct − c¯) + it
Note that the since, −υ logMt + υ logPt = −σ logCt + log [1−Qt], we
could cancel these terms to derive,
υ
m¯
(Mt − m¯)− υ
p¯
(Pt − p¯) ≈ +σ
c¯
(Ct − c¯)− it
Now if we express the variables in terms of a percentage deviation from the
steady-state, then we are able to summarize the log-linear expression as,
υmt − υpt ≈ σct − it
mt − pt ≈ σ
υ
ct − 1
υ
it
B.3.9 Example: Price setting with the Calvo (1983)
mechanism
Consider the price setting behaviour,
Φ1−t = θ + (1− θ) [Φ?t ]1−
To log-linearise this expression we start by taking the natural logarithm of
both sides. Hence for the expression,
Φ1−t = θ + (1− θ) [Φ?t ]1−
(1− ) log Φt = log
{
θ + (1− θ) [Φ?t ]1−
}
= log {θ + (1− θ) exp [(1− ) log Φ?t ]}
The steady-state derivatives may then be expressed as,
f ′(Φ¯) =
1− 
Φ¯
and f ′(Φ¯?) =
(1− θ)(1− ) exp [(1− ) log Φ¯?]
Φ¯?
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If we are to assume that there is no reason for prices to change at the
steady-state, even for those producers that have the opportunity to change
prices, then Φ¯? = P¯ ?/P¯ = 1 and Φ¯ = P¯ /P¯ = 1. This enables us to write,
f ′(Φ¯?) =
(1− θ)(1− ) exp [(1− ) log(1)]
Φ¯?
=
(1− θ)(1− )
Φ¯?
Putting this all together, the log-linear expression may be given as,
(1− ) log(Φ¯) + (1− )
Φ¯
(Φt − Φ¯) ≈ . . .
log
[
θ + (1− θ) exp{(1− ) log(Φ¯?)}]+ (1− θ)(1− )
Φ¯?
(Φ?t − Φ¯?)
Removing the expression,
(1− ) log(Φ¯) = log [θ + (1− θ) exp{(1− ) log(Φ¯?)}]
Leaves us with,
(1− )
Φ¯
(Φt − Φ¯) ≈ (1− θ)(1− )
Φ¯?
(Φ?t − Φ¯?)
Substituting in the steady-state values provides the ﬁnal log-linear repre-
sentation,
(1− )(Φt − 1) ≈ (1− θ)(1− )(Φ?t − 1)
B.3.10 Example: The behaviour of a New-Keynesian
Firm
Given the expression for the behaviour of the ﬁrm,
Et
∞∑
k=0
(θβ)k
[
C−σt,t+k C
σ
t Pt P
−1
t,t+kYt+k|t
(
Φ?t −

− 1 MC
r
t+k|tΦt−1,t+k
)]
= 0
We may write this in terms of left-hand and right-hand side expressions
that can be linearised separately. Hence,
Et
∞∑
k=0
(θβ)k
[
C−σt,t+k C
σ
t Pt P
−1
t,t+kYt+k|t (Φ
?
t )
]
= . . .
Et
∞∑
k=0
(θβ)k
[
C−σt,t+k C
σ
t Pt P
−1
t,t+kYt+k|t
(

− 1 MC
r
t+k|t Φt−1,t+k
)]
= 0
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Taking the natural logarithm of the expression within the brackets,
⇒ Et
∞∑
k=0
(θβ)k [−σ logCt,t+k + σ logCt + logPt . . .
− logPt,t+k + log Yt+k|t + log Φ?t
]
We can then perform the Taylor series approximation to complete the log-
linearisation,
⇒ Et
∞∑
k=0
(θβ)k[−σ log c¯+ σ log c¯+ log p¯− log p¯+ log y¯ + log Φ¯? . . .
−σ
c¯
(Ct,t+k − c¯) + σ
c¯
(Ct − c¯) + 1
p¯
(Pt − p¯)− 1
p¯
(Pt,t+k − p¯) . . .
+
1
y¯
(Yt+k|t − y¯) + 1
Φ¯?
(Φ?t − Φ¯?)]
Now, as we have seen on many occasions before, the original logarithmic
expression will cancel out the natural logarithm at the steady-state, which
after expressing the terms as percentage deviations, leaves us with,
⇒ Et
∞∑
k=0
(θβ)k[−σct,t+k + σct + pt − pt,t+k + yt+k|t + pi?t ]
Then turning our attention to the right-hand side of the expression, where
after taking the natural logarithm of the expression,4
⇒ Et
∞∑
k=0
(θβ)k [−σ logCt,t+k + σ logCt + logPt − logPt,t+k . . .
+ log Yt+k|t + logMCrt+k|t + log Φt−1,t+k
]
We can then perform the Taylor series approximation to complete the log-
linearisation,
⇒ Et
∞∑
k=0
(θβ)k
[−σ log C¯ + σ log C¯ + log P¯ − log P¯ . . .
+ log M¯C + log Φ¯ +  log P¯ + log Y¯
]
. . .
−σ
c¯
(Ct,t+k − c¯) + σ
c¯
(Ct − c¯) + 1
p¯
(Pt − p¯)− 1
p¯
(Pt,t+k − p¯) . . .
+
1
y¯
(Yt+k|t − y¯) + 1
M¯C
(MCrt+k|t − M¯C) +
1
Φ¯
(Φt−1,t+k − Φ¯)
4By now you have probably noted that we can eﬀectively remove any constants when
log-linearising, as a constant term would not deviate from it's steady-state.
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Now after removing the original logarithmic expression as well as the ex-
pressions that relate to the deviations from constants, we are left with,5
⇒ Et
∞∑
k=0
(θβ)k[−σct,t+k + σct + pt − pt,t+k + yt+k|t + m̂ct+k|t + pit−1,t+k]
We may then write the combined expression as,
Et
∞∑
k=0
(θβ)k[−σct,t+k + σct + pt − pt,t+k + yt+k|t + pi?t ] = . . .
Et
∞∑
k=0
(θβ)k[−σct,t+k + σct + pt − pt,t+k + yt+k|t + m̂ct+k|t + pit−1,t+k]
This may be summarised as,
Et
∞∑
k=0
(θβ)k [pi?t ] = Et
∞∑
k=0
(θβ)k
[
m̂ct+k|t + pit−1,t+k
]
Et
∞∑
k=0
(θβ)k [p?t − pt−1] = Et
∞∑
k=0
(θβ)k
[
m̂ct+k|t + pt+k − pt−1
]
B.4 Conclusion
Whilst this method for obtaining a set of linear diﬀerence equations that is
extremely convenient, it should be noted that local approximations are only
valid around the steady-state. Hence, if a variable experiences relatively large
departures from the steady-state, or if these departures are described by a
nonlinear process, then it would be better to make use of perturbation or
projection methods that can solve for higher-order approximations.6 The use
of these techniques requires more advanced computational methodologies that
are beyond the scope of this manuscript.7 The interested reader is referred to
Fernández-Villaverde and Rubio-Ramirez (2005), An and Schorfheide (2007),
An (2008), Primiceri and Justiniano (2008), Pichler (2008), DeJong and Dave
(2011), DeJong et al. (2013), and Balcilar et al. (2013).
5Hence, we use the notation m̂ct+k|t for the percentage deviation from steady-state to
simplify on the notation later on.
6Schmitt-Grohé and Uribe (2004) describe how to solve second-order rational expecta-
tions problems. For more on perturbation techniques, see Judd (1998).
7For example, these models usually require the use of symbolic computation to derive the
model solution. In addition, a combination of global optimisation techniques and nonlinear
ﬁlters are normally required for the evaluation of the likelihood function.
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C.1 Introduction
During the year of 1763, the Royal Society of London published a posthumous
article that described the thoughts of Reverend Thomas Bayes (born circa
1702; died 1761). The paper, which is titled An Essay Towards Solving a
Problem in the Doctrine of Chances, established the basis of a method that
determines the chance of realising an uncertain event through the accumulation
of evidence, using what is now termed Bayes theorem.1 This technique can
be used to estimate parameters, in the sense that we can accumulate evidence
from data, to determine the chance of realising certain parameter values.
The popularity of the Bayesian approach to econometric modelling contin-
ues to enjoy a growing number of followers and many macroeconomists argue
that it has many important advantages over the classical (frequentist) ap-
proach.2 Support for this point of view can be found in Schorfheidede and Ne-
gro (2011), Fernández-Villaverde et al. (2010), and Koop and Korobilis (2010),
where it is argued that Bayesian methods provide the following advantages:
• Identiﬁcation issues : Most classical techniques require large data
samples if the technique is to generate valid parameters. With the
application of Bayesian methods, as long as the prior distributions
are suitable, the results will be valid and a lack of identiﬁcation does
not present any conceptual diﬃculties. This feature is particularly
important when dealing with macroeconometric models that make
use of many variables and relatively short datasets, as Bayesian
methods would not suﬀer from insuﬃcient degrees of freedom.
• Combining diﬀerent sources of data: One could use the prior to
incorporate ﬁndings from other studies. In this way macroeconomic
models could include micro-level information to good eﬀect.
• Misspeciﬁcation & uncertainty : Since Bayesian methods treat pa-
rameters as random variables, it is relatively easy to identify cases
where a parameter is not correctly identiﬁed by the data (as the
likelihood for the parameter will usually be ﬂat). In addition, since
the result provides an indication of possible alternative parameter
estimates, around the measure of central tendency, one is able to
measure uncertainty, which may be an important consideration in
various empirical investigations.
1The popular historian, Bill Bryson, has suggested that whilst Bayes was an extremely
gifted mathematician, he was a poor preacher.
2Although it has been acknowledged for some time, that the Bayesian approach has
many useful econometric applications, it is only with the recent advances in computing
power that we are able to exploit its true potential.
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• Eﬃcient Computation: The continued development of eﬃcient Markov-
Chain Monte-Carlo methods (and Gibbs sampling techniques) has
allowed for Bayesian methods to be applied to many interesting
applications. In addition, these techniques are also very adept at
dealing with latent (unobserved) variables, which are often included
in macroeconometric models.
When using these techniques for the estimation of parameters in macroe-
conometric models, I would also argue that one of the most important reasons
for making use of Bayesian methods is that it provides a useful synthesis be-
tween estimation and calibration techniques, as you will see a little later.
In what follows we will consider some of the basic concepts of Bayesian
modelling. For those looking for a complete treatment of the application of
these techniques, see Geweke (2005), Koop (2003), Koop et al. (2007), Lan-
caster (2004), Poirier (1995) or Zellner (1971).
C.2 The Bayesian Paradigm
Essentially the Bayesian approach to econometrics is based on a few simple
rules of probability that determine whether we are to change our beliefs fol-
lowing the accumulation of evidence. These rules facilitate:
• parameter estimation (e.g. ﬁnd coeﬃcient values)
• model comparison (e.g. conduct hypothesis testing)
• prediction (e.g. forecast future values or states)
Such a methodology is particularly relevant to most econometric analy-
ses, where we confront an economic model with evidence, where the model
usually describes relationships between variables that may be summarised by
parameters and the evidence is provided by the data. For example, consider
an economic model that describes the hypothetical relationship between con-
sumption (C) and income (Y ).
Ct = α + βYt + t, t ∼ [0, σ2] (C.2.1)
where α, β and σ2 are the parameters that are summarized by θ. Since
there may be many possible values for θ from the population Θ, we may use
the expression, θ ∈ Θ. We can then test our initial assertions regarding θ
using data on C and y to determine whether these assertions are consistent
with the evidence, or whether other values are more probable. In essence this
amounts to the estimation of a probability distribution over possible structures
in Θ. This distribution would then enable one to determine the most probable
values of the parameters for the given data. Thereafter, once we have suitably
identiﬁed the parameters in the model, we are then able to predict the values
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that are not included in the sample set, if the objective is to forecast future
macroeconomic values of the variables.
C.2.1 Bayesian Theory
To illustrate the simplicity of the methodology that underlies this approach,
consider two events, A and B. The rules of probability would then imply:3
p(A,B) = p(A|B)p(B) or p(A,B) = p(B|A)p(A) (C.2.2)
where p(A,B) is the joint probability of A and B occurring, p(A|B) is the
conditional probability of A occurring given that B occurred, and p(B) is the
marginal probability of B occurring.
Equating the two expressions for p(A,B) in (C.2.2) provides us with Bayes'
rule for conditional probabilities that underlies the methodology of Bayesian
Econometrics:
p(A|B) = p(B|A)p(A)
p(B)
or p(B|A) = p(A|B)p(B)
p(A)
(C.2.3)
When applying Bayes' rule to an econometric problem we usually conceive
that p(A) refers to a measure of the strength in the belief that A is true, given
B. In this case, we assume that A refers to one of many parameter estimates
in Θ. Hence, we could use this premis to conclude that whilst the parameter
estimates in θ1 are unlikely, those in θ2 are quite probable (where θ1 and θ2
are both contained in vector A, which is a sample of Θ).4
To determine whether either θ1 or θ2 is more likely, we need to test them
against data, which is contained in vector B. If we are to presume initially
that these sets of parameter estimates are equally probable then our prior
belief is that p(θ1) = p(θ2) = 0.5. Given the content of the theory we are then
able to express our beliefs, which may be formulated as probabilities, that will
then be taken to the data to provide evidence to support either of these sets
of parameter estimates.5 If we believe that the data will suggest that θ1 is
unlikely and θ2 is likely then we could write, p(B|θ1) = 0.1 and p(B|θ2) = 0.6.
This would enable us to calculate:
3The law of conditional probability is usually stated as p(A|B) = p(A∩B)p(B) , where p(A∩B)
is the joint probability of A and B occurring. This law holds for as long as p(B) 6= 0.
4Bayesians apply probability theory more liberally, to all events, whether they are re-
peatable or not.
5Further details of how the data may be expressed as a probability is provided in the
following sub-section.
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p(B) = p(B|θ1)p(θ1) + p(B|θ2)p(θ2) = 0.1× 0.5 + 0.6× 0.5 = 0.35, (C.2.4)
p(θ1|B) = p(B|θ1)p(θ1)
p(B)
=
0.05
0.35
=
1
7
, (C.2.5)
p(θ2|B) = p(B|θ2)p(θ2)
p(B)
=
0.30
0.35
=
6
7
. (C.2.6)
These results suggest that after presenting the data, θ2 is six times more
probable than θ1. The important point of this exercise is to note that after we
subjected our prior beliefs to the data, our understanding changed and that
this revision of beliefs would have happened no matter what the value of the
priors might have been. The only exceptions to this would be:
• p(θ1)=0 or p(θ2)=0; where no credence is given to a structure you
will not learn that it is right
• p(B|θ1)= p(B|θ2); where the data is equally probable for the given
theories, we will not learn anything from it.
C.3 Regression Analysis & Coeﬃcient
Estimation
Most econometric models seek to identify a vector or matrix of coeﬃcients, θ,
based on a vector or matrix of data, y. Bayesians econometricians would thus
replace the above A event with θ and the B event with y to obtain,
p(θ|y) = p(y|θ)p(θ)
p(y)
(C.3.1)
This equation basically states that we are trying to learn as much as we
can about something that is unknown (i.e. the θ parameters) given something
that is obtainable (i.e. the data in y). According to Bayes, the conditional
probability of the unknown given the known is the best way of summarizing
what we wish to learn. It is important to note that in this case, the parameters
of interest, θ, remain unknown (unobserved) both before and after the data is
collected, however, the data is known (observed) once it has been collected.
Having thus established that p(θ) is of fundamental interest we can ignore
the term p(y) since it does not involve θ. This enables us to rewrite (C.3.1)
as:
p(θ|y) ∝ p(y|θ)p(θ) (C.3.2)
where the term ∝ is the sign for `proportional to'. In this equation:
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Figure C.1: Beta Distribution
• p(θ|y) is the posterior density (probability attached to particular
parameter values after observing the data)
• p(y|θ)p(θ) = p(y, θ) is the econometric model (joint probability
distribution of the data and the parameters) that consists of:
• p(y|θ) is the likelihood function (density of the data condi-
tional on the parameters in the model, which describes what
the data would look like for particular values of θ ∈ Θ)
• p(θ) is the prior density (what we know about θ prior to
seeing the data)
Hence this equation basically states that to estimate θ given the data (i.e.
p(θ|y)), we need to multiply our prior knowledge of θ (i.e. p(θ)) by a likelihood
function that is used to describe the data generating process that is conditional
on various values of θ, (i.e. p(y|θ)).
C.3.1 The prior [p(θ)]
Bayesian techniques require the speciﬁcation of a prior distribution for each
parameter that is to be estimated.6 Since the parameters in these models
are random variables, the prior should contain information about the ﬁrst two
moments of a distribution (as a minimum). The formulation of priors is a topic
around which a great deal has been written. This discussion only provides
basic details on how to formulate a prior for most dynamic stochastic general
equilibrium models. For those who are looking for additional details on the
formulation of priors, see the references that were provided in the introduction.
Most macroeconomic models make use of a combination of beta, gamma,
normal, and inverse gamma distributions. These have been included in the di-
agrams (C.1) through (C.4). Note that for the beta distribution has the limits
[0, 1], whilst the normal distribution may take on either positive or negative
values. In addition, you should note that the gamma distribution is extremely
6You could think of the prior as being analogous to the starting values when applying
maximum likelihood techniques.
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ﬂexible, whilst the inverse gamma distribution is largely concentrated around
zero. Hence, if your parameter relates to a probability (such as the degree of
price stickiness) that occurs between the values of 0 and 1, then a beta distri-
bution is appropriate, whilst if we are uncertain whether the parameter should
be positive or negative (such as for the degree of risk aversion) then we would
make use a normal distribution.7 In addition, the use of an inverse gamma
7In this case we could impose artiﬁcial limits to the normal distribution if necessary.
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distribution would be particularly useful when specifying the distribution of
stochastic errors as we would usually assume that the values of unexplained
shocks are quite small.
When specifying these priors in the software platform that we will be using,
we also need to specify the ﬁrst two moments. Obviously the speciﬁcation of
these moments needs to be permissible. For example, one could not make use
of a mean of 2 for a parameter that is assumed to take on a beta distribu-
tion. When choosing the ﬁrst moment, we usually make use of those that are
contained in the literature. For example, interest rate smoothing is usually
around 0.7, the reaction of the central bank to inﬂation is around 1.5, etc.
When choosing to specify the second moment of these distributions, you
should bear in mind that when choosing to specify a very narrow distribution,
you are essentially telling the model that you are fairly certain about the chosen
prior mean value of this parameter. As such the impact of the likelihood is
going to be minimal and such priors are usually termed dogmatic. In contrast
a ﬂat prior is one has a fairly large second moment and the posterior density
of this parameter will largely be inﬂuenced by the likelihood function.8
C.3.2 The Posterior [p(θ|y)]
The posterior density represents your beliefs about θ given your prior beliefs
and the beliefs embodied in the likelihood. This computation may be extremely
intensive as it usually involves taking the product of distributions, before sam-
pling the joint distribution to derive the individual parameter estimates. For
example, ﬁgure (C.5) displays the resulting posterior for a parameter, given
the likelihood and prior. Note that the posterior falls within the distributions
of the prior and posterior. In this example, the prior was relatively ﬂat (when
compared to the likelihood) and as a result, the posterior approximates the
likelihood more closely.
C.4 Conclusion
This brief note sought to provide some of the basic details that may be useful
when seeking to estimate a macroeconometric model with Bayesian techniques.
For a formal treatment of the use of Bayesian techniques in dynamic macroe-
conometric models, see chapter 14 in DeJong and Dave (2011) or chapter 9 in
Canova (2007); whilst inﬂuential articles include Smets and Wouters (2007),
An and Schorfheide (2007), and DeJong et al. (2000), amongst many others.
8The use of extremely ﬂat (or uniform) priors in econometric models would derive an
equivalent maximum likelihood estimate with the use of MCMC methods. This approach to
econometric modelling has been termed quasi-maximum likelihood in some of the literature.
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