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Traditional mathematical models of epidemic disease had for decades conventionally considered
static structure for contacts. Recently, an upsurge of theoretical inquiry has strived towards render-
ing the models more realistic by incorporating the temporal aspects of networks of contacts, societal
and online, that are of interest in the study of epidemics (and other similar diffusion processes).
However, temporal dynamics have predominantly focused on link fluctuations and nodal activities,
and less attention has been paid to the growth of the underlying network. Many real networks grow:
online networks are evidently in constant growth, and societal networks can grow due to migration
flux and reproduction. The effect of network growth on the epidemic properties of networks is
hitherto unknown—mainly due to the predominant focus of the network growth literature on the
so-called steady-state. This paper takes a step towards alleviating this gap. We analytically study
the degree dynamics of a given arbitrary network that is subject to growth. We use the theoretical
findings to predict the epidemic properties of the network as a function of time. We observe that
the introduction of new individuals into the network can enhance or diminish its resilience against
endemic outbreaks, and investigate how this regime shift depends upon the connectivity of newcom-
ers and on how they establish connections to existing nodes. Throughout, theoretical findings are
corroborated with Monte Carlo simulations over synthetic and real networks. The results shed light
on the effects of network growth on the future epidemic properties of networks, and offers insights
for devising a-priori immunization strategies.
I. INTRODUCTION
Mathematical models of infectious disease, now over
two centuries old [1, 2], seek to quantify the spread of
a disease and aim to predict its prevalence. In their
inchoate forms, they assumed an all-to-all (well-mixed)
contact pattern for the individuals in the population.
Attention to the structure of connections is a compara-
tively recent development, with myriads of studies from
different disciplines investigating the effects of network
structure on disease dynamics [2]. Most of these analy-
ses have predominantly focused on long-time predictions.
Recent advances in network epidemiology are seeking to
alleviate this shortcoming along two main theoretical
directions. The first is extending the analysis beyond
the confines of the steady-state, and focusing on the
dynamics at intermediary or short time regimes. Re-
cent examples of studies that undertake this approach
include studying the time evolution of predictability of
the eventual outbreak size of an epidemic as a func-
tion of the time passed since its inception [3], the time-
dependent survival probability of the outbreak after an
observation at a given time [4], the feasibility of quar-
antine strategies as a function of the time passed since
the inception of an epidemic [5], adaptive immuniza-
tion strategies that are continuously optimized based
on the local hitherto-available information on the his-
tory of epidemic outbreak cycles [6], and estimating the
past states and the source of the spread based on obser-
vations at later times [7, 8]. The second major theme
of research (which also subsumes the present paper) in-
corporates the time-dependence of the medium through
which the pathogen spreads, namely, the web of con-
nections. Examples of approaches within this strand of
research include incorporating into the models tempo-
ral fluctuations of contacts and burstiness of nodal ac-
tivities and inetractions [9–13] (also see [14]), studying
how the epidemic dynamics and thresholds are affected
by, for instance, distribution of enter-event times [15–
18], strength of ties [19], and heterogeneous link life-
times [20], as well as adaptive models in which the struc-
ture of the contact network adapts to the epidemic pro-
cess [21–23]—that is, the social ties evolve in response
to the infection status of nodes. The said studies do
envisage dynamism for the network structure, but with
fixed size. That is, links do fluctuate or rewire, but num-
ber of nodes do not vary. However, many real networks
grow in size. Almost all social networks do. There is
a paucity of research on the effects of network growth
an its concomitant structural changes in the epidemic
behavior of the system. The present paper takes a step
towards alleviating this gap.
The peaks of epidemic cycles for different diseases can
be several years apart e.g., 8-10 years for syphilis [24], 8
years for hepatitis A [25], < 5 years for pertussis [26, 27]
and measles [28, 29], ' 5 years for mumps [30] and
meningitis [31]. In the meantime, populations can grow
due to reproduction and migration. This can alter the
network structure—the smaller the community, the more
substantial the potential change can be. Due to the ob-
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2vious imperativeness of intervention, it would be highly
beneficial to utilize the data from the past in order to
estimate the epidemic properties of the present. More-
over, sexual contacts networks grow in size and there is
evidence that their growth mechanism has preferential-
attachment characteristics [32]. Given data on their cur-
rent and past size and structure, it would be highly valu-
able if we could theoretically provide predictions for the
future epidemic properties of the network.
Motivations for extending epidemic models to grow-
ing networks also exist beyond the realm of epidemiol-
ogy. The versatility of basic compartmental models of
epidemic spread have led researchers to employ them
in modeling diffusion processes other than the spread of
pathogen. For example, the mathematical models of epi-
demic diseases shares similarities with those employed
for the studying of the diffusion of malware, informa-
tion and emotions on online networks [33–36]. Note
that all these networks are growing networks. Simi-
larly, the WWW is also growing, and the study of the
spread of computer and mobile viruses and malware on
the web is also mathematically akin to epidemic diseases,
hence they can be formulated under the same overarch-
ing framework [37–42]. The diversity of these potential
applications motivates the extension the study of epi-
demic models to growing networks. In this paper, we
take a first step towards this aim. We need to first ana-
lyze the structure of growing networks theoretically, and
calculate how the structural properties of a given (ar-
bitrary) network evolves over time. We employ a basic
model that exists in the network growth literature, as
discussed below.
The network growth literature was initiated (or, con-
sidering [43], revived) by the seminal Baraba´si-Albert
(henceforth BA) model posited initially in [44]. The
main motivation of network growth studies has been to
link micro processes that underlie the growth mechanism
to macro properties of the network (such as a power-law
degree distribution in the case of the BA model). Ex-
amples of other growth models include models with edge
growth [45], aging effects [46], node deletion [47], accel-
erated growth [48], copying [49], as well as fitness-based
models [50, 51].
In all the examples mentioned above, the analysis is
confined to the steady-state limit, that is, the limit as
t→∞. The initial network is conventionally a small one
whose effects vanish in the steady state. Thus, the avail-
able theoretical results are not suitable for the purposes
of the present paper. The minimum that is required for
our purposes is a time-dependent solution (at arbitrary
times, not necessarily large times) for the degree distri-
bution of an arbitrary network (with arbitrary topology
and size, not necessarily small). This would constitute
the minimum required information to conduct a basic
heterogeneous mean-field analysis to conventional epi-
demic models [2]. For more rigorous analysis, one would
require further temporal solutions (e.g., time-dependent
degree correlations). In this paper, we only consider the
basic setup, and we focus on the degree distribution.
For the growth mechanism, we consider the case of
preferential growth with initial attractiveness, in which
the growth kernel is linear with a constant shift [52].
This model is versatile for subsuming growth processes
with diverse underlying mechanisms. The basic version
of the model can be interpreted as simple preferential
attachment where each node is endowed with an initial
chance of receiving links [53]. Furthermore, the local
version of the preferential attachment, which does not
require knowledge of the global network topology for in-
coming nodes—for which each new node first chooses an
existing node randomly and then redirects its links to the
neighbors of the target node—can be reformulated as a
shifted-linear model. Moreover, the directed version of
the preferential attachment growth—in which the like-
lihood of each node to receive a link from newcomers
linearly depends on both its in-degree and out-degree—
can be expressed as a shifted-linear growth problem [53].
The shifted-linear preferential growth model has the
advantage that it can interpolate between preferential
attachment and uniform growth. As shall be discussed
in the text, in this model, each new node that is added
to the network forms new connections to existing nodes,
and the probability that an incoming node with degree
k receives a link is proportional to k + θ, where θ is the
initial attractiveness. For large values of θ, the influence
of the preferential part of the connection kernel is re-
duced, and the growth mechanism becomes agnostic to
the degrees of the existing nodes. On the other extreme,
if θ = 0, we recover the conventional BA model.
The rest of this paper is organized as follows. First,
we introduce the growth mechanism and quantify the
evolution of the quantities of interest via a rate equation
approach. We solve the resulting difference-differential
equation and find a closed-form solution for the de-
gree distribution as a function of time for arbitrary
initial conditions—which, as a byproduct of this pa-
per, can be fruitful contribution for studying diverse
processes on growing networks. We then employ the
solution to analyze the SIR and SIS models of epi-
demic spread on top of various topologies. The re-
sults indicate that the future epidemic properties of a
network can change dramatically—even in intermediary
time regimes—depending on the value of the initial at-
tractiveness and on the number of initial connections
that each incoming node establishes. Note that through-
out the paper, the calculated epidemic properties are in-
stantaneous, that is, they pertain to potential epidemic
outbreaks. We are not considering the problem where
the spread of disease is concurrent with network growth,
where the two dynamic processes would influence one
another. In the problem that we focus on, the assump-
tion is that the growth process is much slower than the
time scales of the epidemic disease (e.g., seasonal flu epi-
demics as compared to population growth). This is ef-
3fectively an adiabatic approximation, and implies that
the growth process is slow enough so that the network
size can be assumed constant during the disease lifetime.
Studying the evolution of such instantaneous properties
can help us characterize the variation of the susceptibil-
ity of the network against potential disease outbreaks at
different times. Throughout, we corroborate the theo-
retical results with Monte Carlo simulations. Theoret-
ical predictions are in good agreement with simulation
results.
II. GROWTH MODEL
The growth process starts from a given initial network
with N(0) nodes and L(0) links, with known degree dis-
tribution pk(0). The network grows via the successive
addition of new nodes. At each time step a new node
is born, and it forms β links to existing nodes in the
following way: the probability that an existing node x
receives a link from the new node at timestep n is pro-
portional to kx(n)+θ, where kx(n) is the degree of node
x at timestep n, and θ is the initial attractiveness, a
positive constant of the model. To obtain normalized
probabilities, we need to divide kx(n) + θ for each x by
the sum of this quantity over every node. The sum over
kx yields twice the number of links at timestep n, which
is 2L(0) + 2βn. The sum over θ yields θN(n), where
N(n) is the number of nodes at timestep n, which equals
N(0) + n. Thus, the probability that node x receives a
link emanated from the newly-born node equals
pix(n) =
kx + θ
2L(0) + 2βn+ θN(0) + θn
. (1)
Hereinafter, we will denote 2L(0)+θN(0) by ζ, and 2β+θ
by ν. So (1) transforms into
pix(n) =
kx + θ
ζ + νn
. (2)
III. EVOLUTION OF THE DEGREES
At each timestep, we can quantify the expected change
in Nk(n), which is the number of nodes in the network
that have degree k at timestep n. The value of Nk(n)
can be altered if at time n, an existing node with de-
gree k receives a link from the newly-born node (which
would increment the degree of the receiving node to k+1,
decrementingNk), or if an existing node with degree k−1
receives a link (which would increment the degree of the
receiving node to k, incrementing Nk). For each incom-
ing node, Nβ(n) increments. The following rate equation
quantifies the evolution of Nk(n):
Nk(n+ 1)−Nk(n) =
β
[
(k − 1 + θ)Nk−1(n)− (k + θ)Nk(n)
ζ + νn
]
+ δk,β . (3)
This is a two-dimensional difference equation in n and
k. Let us consider the time-continuous analog of Nk(n),
and denote it by Mk(t). The values of Mk(t) at discrete
time points t = n is intended to be a good approximation
for Nk(n). At the outset, we have Mk(0) = Nk(0),∀k.
Also, in the limit at t → ∞, we require that the ratio
Mk(n)
Nk(n)
approach unity. Finally, we require that for every
n > 0, the error be reasonably small. We define the
error as Ek(n)
def
= Nk(n) − Mk(n). The first step we
undertake is solving the following difference-differential
equation, which is the time-continuous analog of (3):
∂Mk(t)
∂t
= β
[
(k − 1 + θ)Mk−1(t)− (k + θ)Mk(t)
ζ + νt
]
+ δk,β .
(4)
After solving this equation, we will investigate the be-
havior of error Ek(n) both analytically and via simu-
lations, and show that the error is remarkably small,
which evinces the high accuracy of the approximation
employed.
To solve (4), we define the generating function:
ψ(z, t)
def
=
∞∑
k=1
Mk(t)z
−k. (5)
This is the conventional Z transform. We multiply
both sides of (4) by z−k and sum over k. The left hand
side yields ∂ψ∂t . For the terms on the right hand side,
we use two standard properties of the Z-transform: if
the generation function of some sequence ak is given by
A(z), then (1) the generating function for sequence kak
is given by −z dA(z)dz , and (2) the generating function for
the sequence ak−1 is given by z−1ak. Using these two
properties, Equation (4) yields
∂ψ(z, t)
∂t
=
β
ζ + νt
[
(z − 1) ∂ψ(z, t)
∂z
+ θ(z−1 − 1)ψ(z, t)
]
+ z−β .
(6)
This can be rearranged and recast as
∂ψ(z, t)
∂t
− β
ζ + νt
(z − 1) ∂ψ(z, t)
∂z
=
βθ
ζ + νt
(z−1 − 1)ψ(z, t) + z−β . (7)
4In Appendix A we solve this partial differential equation.
Let us define
c
def
= 1−
(
ζ
ζ + νt
) β
ν
F (z, t)
def
=
(ζ + νt)
β
∞∑
m=0
(−1)m z
−ν
β −m−β
ν
β +m+ β + θ
.
(8)
Using these definitions, the solution to (7) reads
ψ(z, t) = F (z, t)
+ zθ
(
z − c
1− c
)−θ [
ψ
(
z − c
1− c , 0
)
− F
(
z − c
1− c , 0
)]
.
(9)
Note that ψ
(
z−c
1−c , 0
)
is obtained by taking the Z-
transform of the sequence Nk(0) (which is given as the
initial condition) and then replacing z by z−c1−c . In Ap-
pendix B we take the inverse transform of ψ(z, t) to ob-
tain Mk(t). Taking the inverse transform of (9)—which
is given by (B7)—and dividing the result by the number
of nodes at time t, we arrive at the following expression
for the degree distribution of the network at time t:
Pk(t)= (1− c)θck N(0)
N(0) + t
k∑
r=1
Pr(0)
(
1− c
c
)r (
k + θ − 1
r + θ − 1
)
+
1
β
ζ + (2β + θ)t
N(0) + t
Γ(k + θ)
Γ(β + θ)
Γ
(
β + 2 + θβ + θ
)
Γ
(
k + 3 + + θβ + θ
)u(k − β)
− ζ(1− c)
θck
β
Γ
(
β + 2 + θβ + θ
)
N(0) + t
Γ(k + θ)
Γ(β + θ)
k∑
r=β
(
1− c
c
)r
(k − r)!Γ
(
r + 3 + θβ + θ
) , (10)
where, as mentioned above, and repeated here for convenience of reference, we have c = 1 −
(
ζ
ζ+(2β+θ)t
) β
2β+θ
, and
also ζ = 2L(0) + θN(0) is obtained from initial conditions. Note that for the special case of θ = 0, the result in (10)
correctly reduces to that previously found in the literature [54].
The first term on the right hand side of (10) is the
effect of initial nodes. In the long time limit, the N(0)+t
in the denominator makes this term vanish. Moreover,
in the limit as t → ∞, we have c → 1, which means
that every (1− c)r term as well as the (1− c)θ prefactor
tend to zero in the long time limit. Note that the cr in
the denominator will not cause divergence, because the
ck prefactor removes the singularity. So the first term
on the right hand side of (10) vanishes in the long time
limit, as we intuitively expect.
The second term on the right hand side of (10) reaches
a horizontal asymptote in the long time limit. In this
limit, we have ζ+(2β+θ)tN(0)+t → 2β + θ.
Finally, the last term on the right hand side of (10)
vanishes in the long time limit for the same reasons de-
lineated above for the first term. So in the steady state,
the first and third terms have no share in the degree
distribution, and the second term dominates. We have:
limt→∞ Pk(t) =
(
2 +
θ
β
)
Γ(k + θ)
Γ(β + θ)
Γ
(
β + 2 + θβ + θ
)
Γ
(
k + 3 + θβ + θ
)u(k − β).
(11)
This is in agreement with the results in [52]. Finally,
we can set θ = 0 to recover the degree distribution of
the conventional Baraba´si-Albert model:
lim
t→∞P
BA
k (t) = 2
(k − 1)!
(β − 1)!
(β + 1)!
(k + 2)!
u(k − β)
=
2β(β + 1)
k(k + 1)(k + 2)
u(k − β). (12)
This is in agreement with the long-known result, as
given for example in [52, 53].
To assess the accuracy of the theoretical prediction
given in (10), we run Monte-Carlo simulations to com-
pare the theoretical prediction with simulation results.
For the first setup, we consider a small-world network,
5constructed as follows. Consider a 2b-regular ring of
N(0) nodes, which is similar to a ring, but instead of
each node being connected to one node to the left and
one node to the right, it is connected to b nodes from
each side. Then, create each nonexistent link with prob-
ability pSW . Hereinafter, we denote a network that is
constructed this way by SW (b,N(0), pSW ), where SW
stands for small world. The first simulation comprises
a SW (3, 400, 0.05) network. For the growth process, ex-
ample values of β = 4 and θ = 5.2 are considered. Fig-
ure 1 depicts the degree distribution at several arbitrary
timesteps, to emphasize the strength of the analysis pre-
sented here: that the analysis is in no way limited to the
long-time limit. The remarkable accuracy of the pre-
diction is visible. Note that the evolution of the degree
distribution can be grasped conceptually as follows. The
initial substrate has a concentrated degree distribution,
which is expected from SW networks. As the network
grows, nodes with initial degree β are introduced to the
network. Hence, a peak emerges at k = β, more prob-
ability mass moves from the initial peak towards the
new peak at β as time progresses, since more and more
nodes with degree β are being introduced. The initial
lump in the degree distribution—which was the effect of
the nodes in the initial substrate—becomes smaller as it
loses mass throughout time, and lends its mass to the
new nodes, and in the limit as t → ∞, the effect of ini-
tial conditions would vanish altgether and a power-law
degree distribution would materialize.
As the second simulation setting for the assessment of
the theoretical prediction on the degree-distribution, we
consider the following setup. First, consider a complete
graph of β0 nodes, and let the network grow according
to the shifted-linear model discussed in this paper until
its size reaches some given N(0) > β. We denote such
a network by SL(β0, N(0), θ). For the second simula-
tion, we take a SL(5, 2000, 0) network, and apply to it
a growth process with different β and θ than those with
which the initial network was constructed. We chose
the example values β = 3 and θ = 0. Simulation re-
sults are depicted along with theoretical prediction (10)
in Figure 2. We chose θ = 0 for convenience of visible
interpretation: in the substrate, we have a classical BA
model, with the degree distribution peak in at β0. As
the network grows, the peak of the probability distribu-
tion moves from β0 towards β, due to the introduction
of new nodes who all have degree β upon birth, which
results in probability mass being transferred towards β.
The degree distribution at intermediate times are all cap-
tured by the theoretical prediction(10) with remarkable
accuracy.
As the third example, we study the accuracy of the
theoretical prediction for the Erdo˝s-Re´nyi (hereinafter
ER) graph. We consider an ER network of 150 nodes,
where the probability of existence for each link is 0.05.
The growth parameters are θ = 2.1 and β = 3. The
results are depicted in Figure 3.
k
FIG. 1. (Color online) Simulation results for the assess-
ment of the theoretical prediction of the time-dependent de-
gree distribution (10). Markers represent simulation results,
averaged over 50 Monte Carlo trials. Shaded areas pertain
to the theoretical prediction. Shades are used instead of
linear plots for better visibility. The initial substrate is a
SW (3, 400, 0.05) network, as described in the text. The de-
gree distribution of the initial substrate corresponds to the
curve depicted for t = 0. The parameters of the growth
mechanism are β = 4 and θ = 5.2, which are example
values chosen for expository purposes. As time progresses,
the initial lump, which is concentrated around the mean
degree of the initial substrate—that can be obtained from
2× 3 + 0.05× (400− 2× 3), which is close to 26—loses its
mass, because new nodes are being introduced to the net-
work. Newcomers have initial degree β = 4, hence proba-
bility mass shifts leftwards. Note that the time axis is not
linear: few timesteps are chosen for illustrative purposes to
maintain convenience of vision.
We also test the theoretical prediction of Pk(t) on real
networks. In Appendix E, we use the social network
of dolphins [55], the network of collaborations between
scholars working in the field of network science [56], as
well as condensed matter [57] as substrates, in order to
simulate the growth mechanism. Theoretical predictions
and simulation results consistently agree.
IV. THE SIS MODEL
A basic compartmental model of the spread of in-
fectious diseases is the SIS model [2], in which each
node is either susceptible (S) and can get infected,
or it is infected (I) and can recover and become sus-
ceptible again. The transmission rate of the disease
per infected contact is denoted by η, and the recovery
rate is denoted by µ. The control parameter λ
def
= ηµ
is used to characterize the system. We consider the
degree-based mean-field approximation [58, 59], which
is an analytically-parsimonious approach for incorpo-
rating degree heterogeneity[2]. It is based on an un-
correlated approximation, and is also able of provid-
6FIG. 2. (Color online) Simulation results for the assessment
of the theoretical prediction of the time-dependent degree
distribution (10) (The view angle is rotated to achieve better
visibility, hence the right-to-left ordering of timesteps.). The
markers represent simulation results, and filled areas repre-
sent theoretical predictions. The simulation results are av-
eraged over 50 Monte Carlo trials. The initial substrate is
a BA network of 2000 nodes, grown with β = 5. It is vis-
ible that at t = 0 the peak of the degree distribution is at
k = β0 = 5. The degree distribution of the initial substrate
is approximately power-law, starting from k = 5. As new
nodes are introduced, the population of nodes with degree
k = β = 3 increases. The lump concentrated around k = 5
loses its mass as time progresses, and the probability mass
moves towards k = 3. In the limit as t → ∞, we get a
power-law degree distribution starting at k = 3.
ing surprisingly accurate results for some correlated net-
works [60, 61]. The epidemic threshold under this ap-
proximation is given by
ΛSIS =
〈k〉
〈k2〉 . (13)
Thus, the theoretical prediction for the epidemic thresh-
old at time t is given by
ΛSIS(t) =
∑
k kPk(t)∑
k k
2Pk(t)
. (14)
Thus, we can utilize the expression for Pk(t) given
in (10) in order to predict the epidemic threshold at time
t. We examine the accuracy of this prediction on several
example topologies.
Consider an ER graph of 1000 nodes, with probability
of the existence of each link being equal to 0.02. The
epidemic threshold as given by (13) is applicable to this
setting, due to lack of degree-degree correlations. The
degree distribution is straightforward to characterize; it
is binomial with parameters 0.02 and 999, thus the epi-
demic threshold is equal to 0.47. What happens to the
epidemic threshold if the network begins to grow and
new nodes are introduced to the system? Figure 4 per-
tains to the setup where β = 12 and θ = 3.2. It can
FIG. 3. (Color online) Simulation results for the assessment
of the theoretical prediction of the time-dependent degree
distribution (10). The substrate is an ER network with 150
nodes. The existence probability of each link is 0.05. The
growth parameters are β = 3 and θ = 1.9. The markers
represent simulation results, and filled areas represent theo-
retical predictions. The simulation results are averaged over
100 Monte Carlo trials.
be observed that the epidemic threshold diminishes as
the network grows. This means that as new nodes en-
ter the network, they decrease the resilience of the net-
work against epidemic outbreaks. Note that the simu-
lations only pertain to the network growth process, and
the epidemic thresholds pertain to potential outbreaks,
and not the concurrent evolution of network size and
disease spread. This is in accordance with the adiabatic
assumption discussed above.
The second example we consider is the SW network.
Consider a SW (10, 1000, 0.05). The degrees of adjacent
nodes are uncorrelated by construction, since attach-
ments are agnostic on destination degrees. Figure 5 de-
picts the temporal evolution of the epidemic threshold.
The growth parameters are β = 10 and θ = 12.5 (we
choose noninteger example values for θ merely to reflect
the fact that θ is arbitrary, and need not be an integer).
The simulation results are again in good agreement with
the theoretical prediction. As Figure 5 illustrates, the
epidemic threshold first decreases up to some time, and
increases afterwards. This means that after a short ini-
tial period, the incoming nodes begin to increase the
resilience of the system against epidemic outbreaks.
We can also have a setting in which the epidemic
threshold begins to grow monotonically as the incoming
nodes enter. Consider an ER network of 1000 nodes and
let the existence probability of each link be 0.1. We con-
sider a growth mechanism on this substrate. The results
for the growth parameters β = 1 and θ = 50 are depicted
in Figure 6. The epidemic threshold grows monotoni-
cally, which indicates that incoming nodes bring more re-
silience to the network against endemic outbreaks, with-
out a transient phase—which was the case in Figure 5.
To verify the accuracy of the theoretical predictions
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FIG. 4. (Color online) Temporal evolution of the epidemic
threshold for the SIS model. The initial substrate is an Erdo˝s-
Re´nyi network of 1000 nodes, where the probability of exis-
tence for each link is equal to 0.02. The growth parameters
are β = 12 and θ = 3.2. The error bars pertain to 1000 Monte
Carlo simulations. The solid line represents the theoretical
prediction (14). The inset shows the theoretical prediction
for the second moment of the degree distribution, that is in-
voked in the calculation of the epidemic threshold (13), which
also exhibits good agreement between theoretical prediction
and simulation results.
for diverse substrates, in addition to the ones considered
above, we have considered more synthetic networks with
different topologies (namely, a ring, a complete graph,
and a random recursive tree [62]). The results of these
topologies are presented in Appendix F—despite lending
more credibility to the theoretical predictions, they offer
no new conceptual insight, so we omit them from the
main text.
Finally, let us consider an example where the substrate
is a real network. We consider the social network of dol-
phins [55]. It has 62 nodes. We consider the initial
connectivity of β = 1, and investigate the temporal evo-
lution of the epidemic threshold for different values of θ.
The results are depicted in Figure 7. The graph indicates
that as θ increases, the future epidemic threshold will in-
crease at a faster rate. Conversely, for low values of θ
(e.g., for θ = 0, which is the conventional preferential
attachment in the BA model), the epidemic threshold
decreases over time, which means that the introduction
of new nodes makes the system more susceptible to fu-
ture endemic outbreaks.
V. THE SIR MODEL
Epidemic Threshold: Now we consider the SIR
model of epidemic spreading, as analyzed in [63, 64].
Unlike the SIS model, the infected individuals do not
return to the S state. Instead, they either recover and
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FIG. 5. (Color online) Temporal evolution of the epidemic
threshold for the SIS model. The initial substrate is a small-
world network, namely, a SW (10, 1000, 0.05) network. The
growth parameters are β = 10 and θ = 12.5. The error bars
pertain to 1000 Monte Carlo simulations. The solid line rep-
resents the theoretical prediction (14). The inset shows the
theoretical prediction for the second moment of the degree
distribution.
remain immune thereafter, or they die and get removed.
The epidemic threshold is given by
ΛSIR =
〈k〉
〈k2〉 − 〈k〉 . (15)
Thus, the theoretical prediction for the epidemic thresh-
old at time t is given by
ΛSIR(t) =
∑
k kPk(t)∑
k(k
2 − k)Pk(t) . (16)
To test this result, we first consider an ER graph of
500 nodes, with link creation probability 0.2. Accord-
ing to (15), the epidemic threshold of this graph is 0.01
Now let us consider a growth mechanism with initial at-
tractiveness θ = 20 and initial connectivity β = 5. The
results are presented in Figure 8. When the incoming
nodes are added to the network, the epidemic threshold
increases.
Now let us shift our focus and study the evolution of
a quantity that is also central in the mathematical mod-
els of epidemic disease, which is the basic reproduction
number (denoted by R0). It is the expected number of
susceptible individuals that an infected node transmits
the disease to, before recovery, in a fully-susceptible pop-
ulation. If R0 < 1, the disease will die out. It can cause
an outbreak otherwise. We only study R0 for the SIR
model for space limitations (the case of SIS is conceptu-
ally congruent to SIR).
Basic Reproduction Number: We now use the
theoretical findings to make predictions about the tem-
poral behavior of the basic reproduction number, which
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FIG. 6. (Color online) Temporal evolution of the epidemic
threshold for the SIS model. The initial substrate is a an
ER network with 1000 nodes. the existence probability of
links is 0.1. The growth parameters are β = 1 and θ = 50.
The error bars pertain to 1000 Monte Carlo simulations. The
solid line represents the theoretical prediction (14). The inset
shows the theoretical prediction for the second moment of the
degree distribution. As a result of the addition of new incom-
ing nodes to the network, the epidemic threshold increases,
making the network more resilient to endemic outbreaks.
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FIG. 7. (Color online) Temporal evolution of the epidemic
threshold for the SIS model. The initial substrate is the social
network of dolphins [55]. The initial connectivity of incoming
nodes is β = 1. The markers represent simulation results, av-
eraged over 100 Monte Carlo trials. The solid line represents
the theoretical prediction (14).
is indicative of the potential of a certain disease to be-
come endemic. For the SIR model, as studied in [64, 65],
the basic reproduction number of a disease with trans-
mission rate η and recovery rate µ under the mean-field
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FIG. 8. (Color online) Temporal evolution of the epidemic
threshold for the SIR model. The initial substrate is an
Erdo˝s-Re´nyi network with 500 nodes, with link creation prob-
ability of 0.2. The growth parameters are β = 5 and θ = 20.
The error bars pertain to 1000 Monte Carlo simulations. The
solid line represents the theoretical prediction (16). The in-
set shows the theoretical prediction for the second moment
of the degree distribution, which is invoked in the calculation
of the epidemic threshold (16).
approximation is given by
R0 = η
η + µ
(
〈k〉 − 1 + 〈k
2〉 − 〈k〉2
〈k〉
)
. (17)
Thus, at arbitrary time t, we have:
R0(t) =
η
η + µ
[∑
k
kPk(t)− 1 +
∑
k k
2Pk(t)− (
∑
k kPk(t))
2∑
k kPk(t)
]
.
(18)
Let us investigate the accuracy of this result. For sim-
ulation purposes, we first consider a tree, namely, a BA
graph of 100 nodes with β = 1. That is, the growth
process begins with a single node and each incoming
node attaches to one existing node selected according to
degree-proportional probabilities. Figure 9 depicts the
simulation results and theoretical predictions for exam-
ple values of ν = 0.05 and µ = 0.2, and the initial at-
tractiveness is θ = 5.2. It can be observed from Figure 9
that, although R0 for the initial substrate is below unity,
incoming nodes can elevate the value of R0 and drive the
network towards an endemic potential. The higher the
value of β is, the more R0 will increase in time. This
means that if the incoming nodes are highly connected,
they can be detrimental to the epidemic properties of
the system, which is intuitively expected.
For the second case study, we consider an uncorrelated
network, namely, an ER network with 200 nodes, with
the probability of existence for links equal to 0.1. The
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FIG. 9. (Color online) Temporal evolution of the basic
reproduction number in the SIR model. The initial substrate
is a BA tree with 100 nodes. The initial attractiveness is
θ = 5.2. The transmission rate is η = 0.05 and the recovery
rate is µ = 0.2. The solid markers are averaged over 100
Monte Carlo trials. The solid line represents the theoretical
prediction (18). The initial network is secure, as R0 is below
unity. As the network grows, the incoming node can drive
R0 above unity, making the system susceptible to endemic
disease outbreaks.
initial attractiveness is θ = 10. The transmission rate is
η = 0.01 and the recovery rate is µ = 0.2. The results are
depicted in Figure 10. Similar to the case of the BA tree,
for large enough values of β, the incoming nodes are able
to increase the basic reproduction number above unity.
For the third case study, we consider the social net-
work of dolphins. We consider a growth process with
θ = 5, and investigate R0(t) for different values of β.
The results are depicted in Figure 11. As the figure il-
lustrates, increasing the value of β increases the rate of
increase in R0(t). This means that the more gregarious
the new incoming individuals are, the more they will
drive the network towards the outbreak threshold (i.e.,
R0 = 1). Furthermore, Figure 12 illustrates the results
for fixed connectivity of incoming nodes, β = 2, for dif-
ferent values of θ. It can be observed that higher values
of θ are better for the system in the sense that they
decrease the basic reproduction number in time. This
means that the more preferential the growth mechanism
is, the more susceptible the network will be against fu-
ture endemic outbreaks. This is intuitively expected,
because lower values of θ are closer to the conventional
preferential attachment, for which it is known that the
epidemic threshold vanishes in the long-time limit.
VI. SUMMARY AND DISCUSSION
The first contribution of this paper is providing an an-
alytical expression for the degree distribution of a grow-
ing network as a function of time, where the initial net-
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FIG. 10. (Color online) Temporal evolution of the basic
reproduction number in the SIR model. The initial substrate
is an ER network with 200 nodes. The probability of exis-
tence of links is 0.1. The initial attractiveness in the growth
process is θ = 10. The transmission rate is η = 0.01 and
the recovery rate is µ = 0.2. The solid markers are averaged
over 100 Monte Carlo trials. The solid line represents the
theoretical prediction (18). The initial network is secure, as
R0 is below unity. As the network grows, if β is sufficiently
large, incoming node can drive R0 above unity, making the
system susceptible to endemic disease outbreaks.
work on top of which the growth takes place can be ar-
bitrary. The growth mechanism considered in this pa-
per was shifted-linear growth, where nodes are endowed
with initial attractiveness. We corroborate the theoreti-
cal findings with Monte Carlo simulations.
The time-dependent degree-distribution is then used
to analyze the epidemic threshold and the basic repro-
duction number of growing networks as a function of
time. The results are shown to be in good agreement
with simulations. We observe that as the new incoming
nodes are added to the network, the epidemic threshold
and the basic reproduction number change. Hence, new
nodes can increase or decrease R0, which depends on the
growth parameters (i.e., initial attractiveness and the
initial connectivity of newcomers). This means that if a
network whose R0 is below unity (hence resilient against
endemic outbreaks) grows by the addition of new nodes
to the system, R0 can be elevated above unity, chang-
ing the state of the epidemic. The reverse can also oc-
cur. The results indicate that opposing effects from two
sources compete on altering the value ofR0 in time. The
first source is θ, the initial attractiveness incorporated
into the growth mechanism. As θ increases, the growth
mechanism is more agnostic to the degrees of destination
nodes, hence it is less preferential. Increasing θ increases
the resilience of the network against endemic outbreaks.
The second source is β, which is the number of initial
connections that each newcomer establishes. Increasing
β renders the network more susceptible to endemic out-
breaks.
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FIG. 11. (Color online) Temporal evolution of the basic
reproduction number in the SIR model for the social network
of dolphins. The initial attractiveness in the growth process
is θ = 5. The transmission rate is η = 0.04 and the recovery
rate is µ = 0.22. The solid markers are averaged over 100
Monte Carlo trials. The solid line represents the theoretical
prediction (18). It is readily discernable that higher values
of β result in faster rates of increase in R0. This means that
the more gregarious the newcomers are, the more the network
will be driven towards a potential endemic.
These results shed light on the impact of population
growth and migration processes on the epidemic charac-
ter of a networked society, and takes a step towards the
prediction of such impact.
A plausible extension of the problem analyzed in
this paper is to generalize it to networks with non-
negligible degree-degree correlations, for which the epi-
demic threshold obtained via the annealed mean-field
approximation depends on the spectral properties of the
branching matrix [2] (also called the connectivity ma-
trix [63, 66]). To that end, the rate equation for the evo-
lution of the degree correlations must be solved, so that
the result can be used to construct the time-dependent
branching matrix. Moreover, for regions with high levels
of migration, there is evidence that migration processes
are partly driven by the network of connections between
prospective migrants and those who have already mi-
grated [67–70], which leads to a self-perpertuating flow
of migrants [71]. Using the existing data from the mi-
gration networks can help develop models for how the
network grows, and consequently, predict the concomi-
tant changes in the epidemic properties.
Moreover, a more realistic depiction of the disease
spread can ensue if one moves beyond the adiabatic ap-
proximation considered in the present paper, and study
the interplay between disease dynamics and network
growth in the case where time scales of the two dynamics
are comparable.
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FIG. 12. (Color online) Temporal evolution of R0 in the
SIR model for the social network of dolphins. The initial
connectivity of incoming nodes is β = 2. The transmission
rate is η = 0.04 and the recovery rate is µ = 0.22. The solid
markers are averaged over 100 Monte Carlo trials. The solid
line represents the theoretical prediction (18). The figure
indicates that the higher the value of θ (initial attractiveness),
the more will be the future resilience of the network against
endemic outbreaks. This means that less values of θ, which is
tantamount with more weight to be given by incoming nodes
to the degrees of existing nodes, the more susceptible the
network will be against endemic outbreaks.
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Appendix A: Solving the PDE in (7)
The PDE we need to solve is:
∂ψ(z, t)
∂t
− β
ζ + νt
(z − 1) ∂ψ(z, t)
∂z
=
βθ
ζ + νt
(z−1 − 1)ψ(z, t) + z−β.
(A1)
We employ the method of characteristic curves to solve
this equation (see for example [72], for background on
this method). We need to first solve the following system
of equations:
dt
1
=
dz
− β
ζ + νt
(z − 1)
=
dψ
βθ
ζ + νt
(z−1 − 1)ψ(z, t) + z−β
.
(A2)
From the first equation we get
dt
1
=
dz
− β
ζ + νt
(z − 1)
=⇒ (z − 1) νβ (ζ + νt) = C.
(A3)
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The second equation is
dz
− β
ζ + νt
(z − 1)
=
dψ
βθ
ζ + νt
(z−1 − 1)ψ(z, t) + z−β
.
(A4)
This can be rearranged and rewritten as follows
dψ
dz
− θ
z
ψ =
−z−β(ζ + νt)
β(z − 1) . (A5)
Using (A3), this transforms into
dψ
dz
− θ
z
ψ =
−Cz−β
β
(z − 1)−νβ −1. (A6)
This is an ordinary first-order linear differential equa-
tion, with integrating factor z−θ. The solution is given
by
ψ = zθ
[ −C
β
∫ z
z′−β−θ(z′ − 1)−νβ −1dz′ + Φ(C)
]
,
(A7)
where Φ(C), according to the method of characteris-
tics, is an arbitrary function of C that is uniquely speci-
fied for given initial conditions. We expand the integrand
before performing the integration. We have
(z − 1)−νβ −1 = z −νβ −1
∞∑
m=0
( ν
β +m
m
)
z−m. (A8)
Plugging this into (A7), we get
ψ(z, t)= zθ
[
−C
β
∞∑
m=0
( ν
β +m
m
)∫ z
z′
−ν
β −1−m−β−θdz′ + Φ(C)
]
= zθ
[
+C
β
∞∑
m=0
( ν
β +m
m
)
z
−ν
β −m−β−θ
ν
β +m+ β + θ
+ Φ(C)
]
=
C
β
∞∑
m=0
( ν
β +m
m
)
z
−ν
β −m−β
ν
β +m+ β + θ
+ Φ(C)zθ.
(A9)
Now we use (A3) to plug in the explicit expression for C
into (A9): Plugging this into (A7), we get
ψ(z, t) =
(z − 1) νβ (ζ + νt)
β
∞∑
m=0
( ν
β +m
m
)
z
−ν
β −m−β
ν
β +m+ β + θ
+ Φ
[
(z − 1) νβ (ζ + νt)
]
zθ. (A10)
Let us define
F (z)
def
=
(z − 1) νβ
β
∞∑
m=0
( ν
β +m
m
)
z
−ν
β −m−β
ν
β +m+ β + θ
(A11)
Then (A10) can be rewritten as follows:
ψ(z, t) = (ζ + νt)F (z) + zθΦ
[
(z − 1) νβ (ζ + νt)
]
.
(A12)
We need to uniquely determine Φ(·). At time t = 0,
Equation (A17) becomes
ψ(z, 0) = ζF (z) + zθΦ
[
(z − 1) νβ ζ
]
=⇒
Φ
[
(z − 1) νβ ζ
]
= z−θ
[
ψ(z, 0)− ζF (z)
]
=⇒
Φ(X) =
[(
X
ζ
) β
ν
+ 1
]−θ
×
[
ψ
((
X
ζ
) β
ν
+ 1, 0
)
− ζF
((
X
ζ
) β
ν
+ 1
)]
. (A13)
Also, let us define
c
def
= 1−
(
ζ
ζ + νt
) β
ν
. (A14)
Then it follows that
(z − 1)
(
ζ + νt
ζ
) β
ν
+ 1 =
z − c
1− c . (A15)
Using (A15), (A14), we can simplify (A13) into the fol-
lowing:
zθΦ
[
(z − 1) νβ (ζ + νt)
]
=
zθ
(
z − c
1− c
)−θ [
ψ
(
z − c
1− c , 0
)
− ζF
(
z − c
1− c
)]
(A16)
Substituting the last term on the right hand side
of (A17) with the expression in (A16), we arrive at
ψ(z, t) = (ζ + νt)F (z)
+ zθ
(
z − c
1− c
)−θ [
ψ
(
z − c
1− c , 0
)
− ζF
(
z − c
1− c
)]
.
(A17)
Appendix B: Taking the Inverse Transform of (9)
Now we need to take the inverse transform of this ex-
pression. We do this term by term. First, we take the
inverse transform of F (z). We have
12
F (z) =
(z − 1) νβ
β
∞∑
m=0
( ν
β +m
m
)
z
−ν
β −m−β
ν
β +m+ β + θ
=
z
ν
β (1− z−1) νβ
β
∞∑
m=0
( ν
β +m
m
)
z
−ν
β −m−β
ν
β +m+ β + θ
=
(1− z−1) νβ
β
∞∑
m=0
( ν
β +m
m
)
z−m−β
ν
β +m+ β + θ
=
1
β
∑
m,r
(−1)r z
−m−β
ν
β +m− r + β + θ
( ν
β +m− r
m− r
)( ν
β
r
)
.
(B1)
The inverse Z-transform of z−a for some integer a is
δ[k − a]. So we take the inverse transform of F (z) term
by term:
F (z)
Z−1−−−→
1
β
∑
m,r
(−1)r δ[k −m− β]ν
β +m− r + β + θ
( ν
β +m− r
m− r
)( ν
β
r
)
=
1
β
∑
r
(−1)r
ν
β + k + θ − r
( ν
β + k − β − r
k − β − r
)( ν
β
r
)
(B2)
Now we utilize the following identity:∑
r
(−1)r
ν
β + k + θ − r
( ν
β + k − β − r
k − β − r
)( ν
β
r
)
=
Γ(k + θ)Γ(β + νβ + θ)
Γ(β + θ)Γ(k + 1 + νβ + θ)
(B3)
The proof of this identity is given in Appendix D. Us-
ing this result to perform the summation in (B2), we
obtain
F (z)
Z−1−−−→ 1
β
Γ(k + θ)Γ(β + νβ + θ)
Γ(β + θ)Γ(k + 1 + νβ + θ)
. (B4)
This yields the inverse transform of the first term on
the right hand side of (A17). For the second and third
terms, we first ask: if the inverse transform of some func-
tion F (z) is known, and is given by, say, fk, then what
is the inverse transform of zθ
(
z−c
1−c
)−θ
F
(
z−c
1−c
)
? We
have:
zθ
(
z − c
1− c
)−θ
F
(
z − c
1− c
)
= (1− c)θ(z − c)−θzθ
∑
r
fr
(
z − c
1− c
)−r
= (1− c)θzθ
∑
r
fr(1− c)r
(z − c)r+θ = (1− c)
θ
∑
r
frz
−r(1− c)r
(1− cz−1)r+θ
= (1− c)θ
∑
r
∑
j
frz
−r(1− c)rcj
(
r + θ + j − 1
j
)
z−j
= (1− c)θ
∑
k
[∑
r
fr(1− c)rck−r
(
k + θ − 1
k − r
)]
z−k.
(B5)
So the inverse transform of zθ
(
z−c
1−c
)−θ
F
(
z−c
1−c
)
is given
by
zθ
(
z − c
1− c
)−θ
F
(
z − c
1− c
)
=⇒
ck(1− c)θ
∑
r
fr
(
1− c
c
)r (
k + θ − 1
r + θ − 1
)
. (B6)
Using this result, we can take the inverse transform of
the other two terms on the right hand side of (A17). We
obtain
Mk(t) = (1− c)θck
k∑
r=1
Nr(0)
(
1− c
c
)r (
k + θ − 1
r + θ − 1
)
+
[
ζ + (2β + θ)t
]
β
Γ(k + θ)
Γ(β + θ)
Γ
(
β + 2 + θβ + θ
)
Γ
(
k + 3 + θβ + θ
)u(k − β)
− ζ(1− c)
θck
β
Γ
(
β + 2 +
θ
β
+ θ
)
Γ(k + θ)
Γ(β + θ)
k∑
r=β
(
1− c
c
)r
(k − r)!Γ
(
r + 3 + θβ + θ
) . (B7)
Appendix C: The time-continuous approximation
Now we focus on the error of the approximation made
by assuming time to be continuous, as done in (4). Let
us repeat the equation for convenience of reference:
∂Mk(t)
∂t
= β
[
(k − 1 + θ)Mk−1(t)− (k + θ)Mk(t)
ζ + νt
]
+ δk,β .
(C1)
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Let us use the Taylor expansion of Mk(t), around
timestep n (for which we have t = n), in the interval
t ∈ [n, n+ 1]. The Taylor theorem states that for some
ξn ∈ [n, n+ 1], we have:
Mk(t) =Mk(n) +
∂Mk(t)
∂t
∣∣∣∣
t=n
(t− n)
+
∂2Mk(t)
∂t2
∣∣∣∣
t=ξn
(t− n)2
2
. (C2)
Rewriting this equation at t = n + 1, and employ-
ing (C1) to express ∂Mk(t)∂t
∣∣∣
t=n
, we get
Mk(n+ 1)−Mk(n) = δk,β
+ β
[
(k − 1 + θ)Mk−1(n)− (k + θ)Mk(n)
ζ + νn
]
+
1
2
∂2Mk(t)
∂t2
∣∣∣∣
t=ξn
. (C3)
Combining this with (3), we arrive at the following re-
currence for the error Ek(n) = Mk(n)−Nk(n) with the
boundary condition Ek(0) = 0 ∀k:
Ek(n+ 1)− Ek(n) =
β
[
(k − 1 + θ)Ek−1(n)− (k + θ)Ek(n)
ζ + νn
]
+
1
2
∂2Mk(t)
∂t2
∣∣∣∣
t=ξn
. (C4)
If we take the time-derivative of both sides of (C1), and then employ (C1) itself to express the first time derivatives
appearing on the right hand side, and after straightforward algebraic steps, we arrive at the following expression for
the second time derivative of Mk(t):
∂2Mk(t)
∂t2
=
β
ζ + νt
[
(k + θ − 1)δk,β+1 − (k + θ)δk,β
]
+
β2
(ζ + νt)2
[
(k + θ − 1)(k + θ − 2)Mk−2(t)− 2(k + θ − 1)
(
k + θ − 1
2
+
ν
2β
)
Mk−1(t) + (k + θ)
(
k + θ +
ν
β
)
Mk(t)
]
(C5)
Now let us find an upper bound for
1
2
∂2Mk(t)
∂t2
. Since
it has Mk(t) terms in it, we need bounds for terms in
Mk(t) as they appear on the right hand side of (B7).
For the first term, note that we have
k∑
r=1
(1− c)r+θck−r
(
k + θ − 1
r + θ − 1
)
≤
k∑
r=1
(1− c)r+θck−r
(
k + dθe − 1
r + dθe − 1
)
= (1− c)θ−dθe+1
k∑
r=1
(1− c)r+dθe−1ck−r
(
k + dθe − 1
r + dθe − 1
)
= (1− c)θ−dθe+1
k+dθe−1∑
r′=dθe
(1− c)r′ck+dθe−1−r′
(
k + dθe − 1
r′
)
≤ (1− c)θ−dθe+1
k+dθe−1∑
r′=0
(1− c)r′ck+dθe−1−r′
(
k + dθe
r′
)
= (1− c)θ−dθe+1 × 1 = (1− c)θ−bθc ≤ 1 (C6)
So for the first term on the right hand side of (B7),
we have
(1− c)θck
k∑
r=1
Nr(0)
(
1− c
c
)r (
k + θ − 1
r + θ − 1
)
≤
k∑
r=1
(1− c)r+θck−r
(
k + θ − 1
r + θ − 1
)
×
k∑
r=1
Nr(0)
≤
k∑
r=1
Nr(0) ≤ N(0). (C7)
For the second term on the right hand side of (B7), we
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have
(ζ + νt)
β
Γ(k + θ)
Γ(β + θ)
Γ
(
β + 2 + θβ + θ
)
Γ
(
k + 3 + θβ + θ
)u(k − β)
=
(ζ + νt)(
k + 2 + θβ + θ
)
β
(β+θ+1+ θβ
β+θ
)
(k+θ+1+ θβ
k+θ
)u(k − β)
≤ (ζ + νt)(
k + 2 + θβ + θ
)
β
u(k − β). (C8)
For the third term on the right hand side of (B7), we have
k∑
r=β
(1− c)θ+rck−rΓ
(
β + 2 + θβ + θ
)
Γ(k + θ)
(k − r)!Γ
(
r + 3 + θβ + θ
)
Γ(β + θ)
=
k∑
r=β
(1− c)r+θck−r
(
k + θ − 1
r + θ − 1
) Γ(r + θ)Γ(β + 2 + θβ + θ)
Γ
(
r + 3 + θβ + θ
)
Γ(β + θ)
=
k∑
r=β
(1− c)r+θck−r
(
k + θ − 1
r + θ − 1
) (β+θ+1+ θβ
β+θ−1
)
(r+θ+1+ θβ
r+θ−1
) 1
r + θ + 2 + θβ
≤
k∑
r=β
(1− c)r+θck−r
(
k + θ − 1
r + θ − 1
) (β+θ+1+ θβ
β+θ−1
)
(r+θ+1+ θβ
r+θ−1
)
≤
k∑
r=β
(1− c)r+θck−r
(
k + θ − 1
r + θ − 1
)
≤ 1 (C9)
Combining (C7), (C8), and (C9), we find the following
upper bound for Mk(t):
|Mk(t)| ≤ N(0) + (ζ + νt)(
k + 2 + θβ + θ
)
β
u(k − β) + ζ
β
.
(C10)
Let us denote θ + 2 + d θβ e by φ. This means that for the second derivative of Mk, as given in (C5), we have:
1
2
∣∣∣∣ ∂2Mk(t)∂t2
∣∣∣∣ ≤ β(k + φ)2(ζ + νt)
[
δk,β+1 + δk,β
]
+
2β2(k + φ)2
(ζ + νt)2
[
N(0) +
ζ + νt
β(k + φ− 1)u(k − β) +
ζ
β
]
≤ β(k + φ)
ζ + νt
u(k − β) + 2β
2(k + φ)2
(ζ + νt)2
[
N(0) + 2
ζ + νt
β
u(k − β)
]
≤ 5β(k + φ)
2
ζ + νt
u(k − β) + 2β
2(k + φ)2
(ζ + νt)2
N(0) (C11)
Equipped with this upper bound, we can now find an upper bound on the error. Let E1(n) denote the absolute
value of the maximum error Ek(n) over all k at timestep n, that is, maxk,k<β |Ek(n)|. Using (C12), and denoting
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kmax(0) + φ by K, we have
E1(n+ 1) = max
k,k<β
∣∣∣∣∣Ek(n) + β
[
(k − 1 + θ)Ek−1(n)− (k + θ)Ek(n)
ζ + νn
]
+
1
2
∂2Mk(t)
∂t2
∣∣∣∣
t=ξn
∣∣∣∣∣
≤ maxk,k<β
∣∣∣Ek(n) [1− β(k+θ)ζ+νn ]+ Ek−1(n) [β(k+θ)ζ+νn ]∣∣∣+ maxk,k<β 5β(k + φ)2ζ + νn u(k − β) + maxk,k<β 2β2(k + φ)2(ζ + νn)2 N(0)
≤ E1(n) + 2β
2(β + φ)2
(ζ + νn)2
N(0). (C12)
This recursion yields the following bound on the error at timestep n:
E1(n) ≤ 2β2(β + φ)2N(0)
n∑
i=0
1
(ζ + νn)2
≤ 2β2(β + φ)2N(0)
∫ n−1
−1
dt
(ζ + νt)2
≤ 2β2(β + φ)2N(0)
∫ n−1
−1
dt
(ζ + νt)2
≤ 2β2(β + φ)2N(0)
∫ n
−1
dt
(ζ + νt)2
≤ 2β
2(β + φ)2N(0)
ζ − ν
1 + n
ζ + νn
. (C13)
The error grows over time, but reaches a constant at long times. At long times, Mk(t) becomes small (because the
majority of the network become the newcomers, and the effects of the initial network vanish), and at the limit as
t→∞, all nodes in the network have degree greater than or equal to β. At this limit, Mk(t) correctly tends to zero,
as given by (B7). For short times, the maximum error is inversely proportional to ζ2. Since ζ comprises the number
of links in the initial network, the error is small. In intermediary times, it is not readily clear how the maximum
error compares with the size of the solution itself. Monte Carlo simulations of various different topologies suggest
that the error is negligibly small.
Similarly, for k ≥ β, we define E2(n) to be the maximum error. We have:
E2(n+ 1) = max
k,k≥β
∣∣∣∣∣Ek(n) + β
[
(k − 1 + θ)Ek−1(n)− (k + θ)Ek(n)
ζ + νn
]
+
1
2
∂2Mk(t)
∂t2
∣∣∣∣
t=ξn
∣∣∣∣∣
≤ maxk,k≥β
∣∣∣Ek(n) [1− β(k+θ)ζ+νn ]+ Ek−1(n) [β(k+θ)ζ+νn ]∣∣∣+ maxk,k<β 5β(k + φ)2ζ + νn u(k − β) + maxk,k<β 2β2(k + φ)2(ζ + νn)2 N(0)
≤ E2(n) + 5βK
2
ζ + νn
+
2β2K2
(ζ + νn)2
N(0). (C14)
This recursion yields the following bound on the error at timestep n:
E2(n) ≤ 5βK2
n∑
i=0
1
ζ + νn
+ 2β2K2N(0)
n∑
i=0
1
(ζ + νn)2
≤ 5βK2
∫ n−1
−1
dt
ζ + νt
+ 2β2K2N(0)
∫ n−1
−1
dt
(ζ + νt)2
≤ 5βK2
∫ n−1
−1
dt
ζ + νt
+ 2β2K2N(0)
∫ n−1
−1
dt
(ζ + νt)2
≤ 5βK2
∫ n
−1
dt
ζ + νt
+ 2β2K2N(0)
∫ n
−1
dt
(ζ + νt)2
≤ 5βK
2
ν
log
(
1 +
νn
ζ
)
+
2β2K2N(0)
ζ − ν
1 + n
ζ + νn
. (C15)
For long times, Mk(t) grows linearly, as given by (B7). In this limit, the second term in (C15) reaches a constant,
and is negligible as compared to the logarithmic term. The logarithmic term grows in time, but its ratio to the
linear growth that Mk(t) undergoes, reaches zero, which means that the relative error reaches zero at long times.
For short times, the argument of the logarithm is close to unity, hence the logarithmic term vanishes, and the second
term of (C15) prevails. This becomes similar to the case of k < β which is discussed above. For intermediary times,
eyeballing does not provide a straightforward understanding for how the error grows as compared to the size of
the solution itself. Our evidence for the negligibly-small error is the Monte Carlo simulations conducted on various
diverse topologies.
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Appendix D: Proof the the Identity Given in Equation (B3)
Let us repeat the identity (and rewrite the binomial coefficients in extended form) for easy reference:
k−β∑
r=0
(−1)rΓ (1 + ν + k − r − β)
r!(k − r − β)!Γ(1 + ν − r)(k + 2− r + θ + θβ )
=
(k + θ − 1)!
(β + θ − 1)!
Γ
(
β + 2 + θβ + θ
)
Γ (k + 1 + ν + θ)
. (D1)
We will denote the left hand side of this equality by hk. Define
H(x) def=
∑
k
hkx
k. (D2)
Also, the following identities can be immediately proved through elementary Taylor expansions:
∞∑
j=0
Γ(j + α)
Γ(α)j!
xj = (1− x)−α (D3)
∞∑
j=0
Γ(α+ 1)
Γ(α+ 1− j)j!x
j = (1 + x)α. (D4)
We will begin from the first hand side of (D1). We have:
H(x) =
∑
k
∑
r
Γ (1 + ν + k − r − β)
(k − r − β)!
(−1)r
r!Γ(1 + ν − r)
1
k + 2− r + θ + θβ
xk
=
∑
r
(−1)r
r!Γ(1 + ν − r)
∑
k
Γ (1 + ν + k − r − β)
(k − r − β)!
xk
k + 2− r + θ + θβ
=
∑
r
(−1)r
r!Γ(1 + ν − r)x
−2+r−θ− θβ
∑
k
Γ (1 + ν + k − r − β)
(k − r − β)!
xk+2−r+θ+
θ
β
k + 2− r + θ + θβ
=
∑
r
(−1)r
r!Γ(1 + ν − r)x
−2+r−θ− θβ
∑
k
Γ (1 + ν + k − r − β)
(k − r − β)!
∫ x
xk+1−r+θ+
θ
β dx
=
∑
r
(−1)rΓ(1 + ν)
r!Γ(1 + ν − r)x
−2+r−θ− θβ
∫ x ∑
k
Γ (1 + ν + k − r − β)
Γ(1 + ν)(k − r − β)! x
k+1−r+θ+ θβ dx
=
∑
r
(−1)rΓ(1 + ν)
r!Γ(1 + ν − r)x
−2+r−θ− θβ
∫ x
x1+θ+β+
θ
β
∑
k
Γ (1 + ν + k − r − β)
Γ(1 + ν)(k − r − β)! x
k−r−βdx
(D3)
=
∑
r
(−1)rΓ(1 + ν)
r!Γ(1 + ν − r)x
−2+r−θ− θβ
∫ x
x1+θ+β+
θ
β (1− x)−3− θβ dx
=
[ ∑
r
(−x)rΓ(1 + ν)
r!Γ(1 + ν − r) x
−2−θ− θβ
] ∫ x
x1+θ+β+
θ
β (1− x)−3− θβ dx
(D4)
= (1− x)2+ θβ x−2−θ− θβ
∫ x
x1+θ+β+
θ
β (1− x)−3− θβ dx. (D5)
Let us define {
f1(x)
def
= (1− x)2+ θβ x−2−θ− θβ
f2(x)
def
=
∫ x
x1+θ+β+
θ
β (1− x)−3− θβ dx.
(D6)
Then we can rewrite (D5) in the following compact form: H(x) = f1(x)f2(x). Taking the derivative of both sides,
we get
H′(x) = f1(x)f ′2(x) + f ′1(x)f2(x) = f1(x)f ′2(x) + f ′1(x)
H(x)
f1(x)
= f1(x)f
′
2(x) +
f ′1(x)
f1(x)
H(x). (D7)
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From the definition of f1(x) and f2(x), the following can be reached through elementary algebraic steps:
f1(x)f
′
2(x) = (1− x)−1xβ−1
f ′1(x)
f1(x)
=
−
(
2 + θ + θβ
)
x(1− x) +
θ
1− x.
(D8)
Using Taylor expansion, the following holds:
−
(
2 + θ + θβ
)
x(1− x) +
θ
1− x =
−θ
x
−
(
2 +
θ
β
) ∞∑
k=−1
xk. (D9)
Plugging the expansion form of H(x) given in (D2) into (D7) and using (D9) and (D8), we get∑
k
(k + 1)hk+1x
k = (1− x)−1xβ−1 +
[
− θ
x
−
(
2 +
θ
β
) ∞∑
k=−1
xk
]∑
k
hkx
k. (D10)
Equating the coefficients of xk on both sides, we get
(k + 1)hk+1 = u(k + 1− β)− θhk+1 −
(
2 +
θ
β
) k+1∑
j=0
hj . (D11)
Let us write the same equation for k rather than k + 1:
(k)hk = u(k − β)− θhk −
(
2 +
θ
β
) k∑
j=0
hj . (D12)
Subtracting (D12) from (D11), we get
(k + 1)hk+1 − khk = δ[k + 1− β]− θhk+1 + θhk −
(
2 +
θ
β
)
hk+1. (D13)
This can be expressed equivalently as follows:
hk+1 =
(θ + k)(
k + 3 + θ + θβ
)hk + 1(
k + 3 + θ + θβ
)δ[k + 1− β]. (D14)
Let us find the solution to this recurrence relation. For k = β − 1 we have
hβ =
1(
β + 2 + θ + θβ
) . (D15)
For k = β we have hβ+1 =
(β+θ)
(β+2+θ+ θβ )(β+3+θ+
θ
β )
. For k = β + 1 we have hβ+2 =
(β+θ)(β+θ+1)
(β+2+θ+ θβ )(β+3+θ+
θ
β )(β+4+θ+
θ
β )
.
The pattern is apparent. For general k we have
hk =
∏k−β−1
j=0 (β + θ + j)∏k−β
j=0
(
β + 2 + θ + θβ + j
) . (D16)
The numerator equals (k+θ−1)!β+θ−1)! . Using the properties of the Gamma function, namely the fact that
Γ(x+ 1) = xΓ(x), the denominator can be written as
Γ(k+2+θ+ θβ )
Γ(β+3+θ+ θβ )
. Pugging these two expressions into (D16), we
arrive at
hk =
(k + θ − 1)!
(β + θ − 1)!
Γ
(
β + 2 + θβ + θ
)
Γ (k + 1 + ν + θ)
. (D17)
This is identical to the right hand side of (D1), hence, the proof is concluded.
Appendix E: More Simulation Results for the
Temporal Evolution of the Degree Distribution
Here we provide more simulation results on the accu-
racy of the theoretical predictions for the degree distri-
bution as a function of time, as given in (10).
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We first take the social network of dolphins as the
substrate. The parameters of the growth process are
β = 2 and θ = 10. The substrate comprises 62 nodes.
Figure 13 depicts the results.
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FIG. 13. (Color online) Theoretical prediction and the
simulation results for the growth process, using the social
network of dolphins as the substrate. The growth parameters
are β = 2 and θ = 10.
The next network that we take as the substrate for the
growth process is the network of collaborations among
network science scholars. The growth parameters are
θ = 9.5 and β = 8. Figure 14 illustrates the results.
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FIG. 14. (Color online) Theoretical prediction and the
simulation results for the growth process, using the network
of collaborations between scholars of network science as the
substrate for the growth process. The growth parameters are
β = 8 and θ = 9.5.
Finally, we take the collaboration network of con-
densed matter physicists. The network has 13000 nodes.
We consider β = 8 and θ = 9.5 for the growth mecha-
nism. The results are presented in Figure 15.
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FIG. 15. (Color online) Theoretical prediction and the
simulation results for the growth process, using the network
of collaborations between condensed matter physicists as the
substrate for the growth process. The growth parameters are
β = 8 and θ = 9.5.
Appendix F: Simulation results for the epidemic
spread over other topologies
Here we present more simulation results for the SIS
model. Another topology to which (13) is applicable is a
regular graph. Consider a ring of 500 nodes. Every node
would have degree 2, and (13) would give the value of 0.5
for the epidemic threshold. Let us study the evolution
of the epidemic threshold as new nodes are introduced.
We consider the growth parameters β = 1 and θ = 1.1.
The results are depicted in Figure 16. In this case, we
observe a uniform increase in the epidemic threshold,
which means that the incoming nodes enhance the epi-
demic resilience of the network right from the inception
of the growth process.
A special case of a regular graph is the complete graph,
in which every node is connected to every other node.
Figure 17 depicts the temporal evolution of Λ for a com-
plete graph with 200 nodes. The growth parameters are
β = 1 and θ = 1.1. Unlike the previous case (which
was a ring), in this case, we observe that the epidemic
threshold increases as a result of the arrival of new nodes.
Note that the growth parameters of the two settings are
identical. This disparity means that in addition to the
growth parameters, the topology of the initial network
also affects the temporal evolution of the epidemic prop-
erties.
Finally, let us consider the random recursive tree (see,
for example, [62]) which is constructed as follows. Con-
sider a single node. Then introduce new nodes succes-
sively to the network, and let each incoming node con-
nect to one existing node chosen uniformly at random.
The randomness renders the network uncorrelated. for
simulation purposes, we consider a random recursive tree
with 1000 nodes as the substrate. The growth parame-
ters are β = 4 and θ = 0. In other words, the growth
mechanism coincides with the conventional preferential
attachment scheme of the BA model. The results are
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FIG. 16. (Color online) Temporal evolution of the epidemic
threshold for the SIS model. The initial substrate is a ring
with 1000 nodes. The growth parameters are β = 1 and θ =
1.1. The error bars pertain to 1000 Monte Carlo simulations.
The solid line represents the theoretical prediction (14). The
inset shows the theoretical prediction for the second moment
of the degree distribution. As a result of the addition of
new incoming nodes to the network, the epidemic threshold
diminishes, making the network more susceptible to endemic
outbreaks.
presented in Figure 18. The epidemic threshold de-
creases uniformly with time, and the simulation results
are in good agreement with theoretical predictions.
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