Motivation
Object detectors in autonomous surveillance applications need to run under different observation conditions (view angle, lighting conditions, object variation, weather, etc.). Possible variations of the observation conditions and corresponding objects appearance are usually not known in advance. When the observation conditions change, the performance of the detector often decreases [5] .
Retraining the detector on the new training data is inconvenient. It is relatively straightforward to generate a plethora of negative training samples from images that do not contain the object to be detected. On the other hand, to obtain positive training samples, manual annotation is required, which is extremely time consuming and costly. Moreover, the supervised learning of an accurate object detector often requires a huge amount of training data [17] .
We focus on the object detection in static images, i. e. either separate images or images from a video stream without considering the sequentiality of such images. In such a scenario, the goal is to create a object detector being able to correctly detect majority of objects in an image (high true positive rate) and discard most of the background (low false positive rate). Although there may already exist many annotated datasets to train detectors for a particular object detection task, they often capture the desired objects under limited viewing conditions. The task of training a detector is also harder when the positive training data are too scattered (capture the objects under too variable conditions) [1, 4] .
There is a trade-off between the speed and precision when considering the type of classifier to be used. Support vector machines (SVM) are known to have superior precision to cascaded classifiers at the cost of much slower evaluation. We are willing to sacrifice the precision for the evaluation speed.
Moreover, to the best of our knowledge, the work related to domain adaptation is focused mainly on SVMs while the sequential decision domain is yet to be fully understood and explored.
Real-life application
In order to further motivate our research, we present a real-life example of the need for domain adaptation. In the task of traffic monitoring the numbers and types of vehicles are required for further analyses. A computer vision system, performing such a task, requires a robust vehicle detector, able to detect the vehicles under various observation condition, see 
Problem formulation
In the state of the art literature, the name of this problem is still not completely settled, since the field has been relatively new. Various researchers have chosen different names ranging from adaptation [18] , detection in unseen scenes [7] , online boosting [32] , online learning [20] , attribute transfer [22] , transfer learning [11, 19] , transfer training [3] , apprenticeship learning [21] , to knowledge transfer [24, 26, 28] . Nevertheless, we believe that the most accurate name is domain adaptation (DA) [9, 10] .
In the rest of this section, the domain adaptation problem is formulated and discussed.
Consider a scenario where a classifier is trained on a (large) dataset. Both the classifier and the training data are in the following text referred to as the source. Moreover, a target dataset is given, consisting of a considerably smaller amount of data. The goal is to train a new classifier based on the few samples from the target dataset taking into account the source dataset or the source classifier.
Let us formulate the problem more precisely. Let denote D s the source samples distribution and similarly D t the distribution of target samples. We have a set of N source samples D s ∼ D s and a set of M target samples D t ∼ D t , where, usually, N M . A sample from the source dataset (x, y) s ∈ D s , where x ∈ X and y ∈ Y, is composed of an image and a corresponding label. X is the input space and Y the output space (class labels). Our goal is to find a function H t : X → Y, so that the expected classification error on the target data is small [9] . The principle is depicted in Figure 2 .1.
The adaptation depends on the relation between the data probability distributions D s and D t . If the distributions are independent then D s are useless for training a model for D t , since p(d t |d s ) = p(d t ), where d t ∈ D t and d s ∈ D s . On the other hand, if they are identical, then no adaptation is required and it is sufficient to use standard learning methods on the union D t ∪ D s .
The main problem tackled in the domain adaptation is how, when, and what to adapt in order to boost the performance on the target domain while keeping the number of samples from the target domain as low as possible.
Between and within class adaptation
As a side note, let us discuss the two variants of domain adaptation. It can be employed either between different classes or within a single class, where a class denotes the type of an object, e.g. a cow or a vehicle. The between-class adaptation is used to create classifier of a target class given source from different class (classes), such as adaptation from class motorbike to class bike [3] . The within class adaptation is concerned with using source data to correctly classify an object of a single class captured under different circumstances. In the rest of this work, we will be concerned with the within class adaptation. 
Related work
In this section, the State of the Art methods dealing with the domain adaptation are described and compared. There are two main fields, where domain adaptation is applied, namely natural language processing (NLP) and classification. Although this work aims at visual object classification, the NLP offers interesting insight into lower level domain adaptation methods. Therefore, the presented related work does not limit itself to one field only. The approaches to DA can be divided in several ways. Many researchers are trying to use well known machine learning algorithms (Boosting, SVM). They either reformulate the optimization task or simply change a machine learning algorithm so that it solves the DA problem.
Let us now inspect the probabilistic aspects of maximum likelihood estimate in DA. The labeled target D t = {(x 1 , y 1 ), . . . , (x n , y n )} and source D s = {(x 1 , y 1 ), . . . , (x m , y m )} data come from some unknown probability distributions. Let us denote the probability distribution parameters by θ with superscripts s and t for source and target, respectively. In general, the posterior probability of θ given data D is
Then we seek the maximum likelihood estimate of θ, thus we are looking for θ * such that the logarithm of the posterior probability is maximized
Consider the p s (θ|D) and p t (θ|D) distributions in a supervised training setting, where the D s are training data and D t the data, on which the classifier will be employed. The general assumption is that the training D s and test D t data come from a similar probability distribution. This assumption is unfortunately violated in many applications. The drop in performance of the classifier depends on the degree of similarity of the two distributions. Two extreme cases are: (i) the distributions are identical or the difference is small enough. Then the drop in performance is not significant and the classifiers trained on source data will perform well also on target data. If (ii) the p s (θ|D) and p t (θ|D) distributions are independent, then no adaptation is possible. In our work we assume that the two distributions are neither identical nor independent, so that DA makes sense. Then there are two possibilities. In the case of p s (θ) = p t (θ), the common approach is called instance weighting [5] . This method sets weights of the training samples according to their relevance to the target domain. When p s (θ|D) = p t (θ|D), regularization [13, 9] is usually used.
General Domain Adaptation Formulation
To the best of our knowledge, there is no general formulation of the DA, which we deem important for better understanding of DA. We suggest that most of the following DA 8 methods can be formulated as a minimization of the following formula.
where H is a classifier, the first two terms measuring the training error on source and target data, respectively. Finally, S denotes a similarity of the source classifier H s and the new one H, and also serves as a regularizer. The weights α, β and γ allow to specify the importance of each of the terms. If the source or target dataset is not available, α or β becomes zero. The loss functions l s and l t are usually identical.
Poor Man's Domain Adaptation
This section gives an overview of some primitive DA approaches. Although being really simple, these methods may find their use under some circumstances, as noted below. The implementation of these methods is straightforward and requires only a small change to existing learning algorithms.
Merged This method simply combines the training data from source and target datasets and trains a classifier using standard supervised learning methods.
Weighted Merged This is a weighted version of the previous approach. The source and target samples are weighted in order to emphasize the importance of the target samples if their number is lower than the number of source samples (which is often expected). This method is different from the instance weighting, since here only the number of source and target samples is taken into account. Usually, the weight of samples in set s is set according to w s = 1 n · #s , where n is number of sets (i.e. 2 for source and target only) and #s number of samples in the set s. This technique is also employed to re-weight negative and positive samples during training, when their numbers are not equal. The weighted samples are then passed to some supervised learning method.
Both the merged and weighted merged methods are based on the assumption that the source and target datasets are similar (or, more precisely, that the underlying probability distributions, from which the data is drawn, are similar to each other). If the target data differ from the source too much, most of the supervised training methods fail to generalize and the performance decreases [1, 4] . Experimental evaluation of this phenomenon is given by Daumé III et al. [10] . Nevertheless, these methods are not restricted to NLP domain and can be applied to any machine learning task.
Predict This method uses the output of source classifiers as another features. This method can obviously utilize any number of source classifiers of any type. The downside of this method is the low speed of classification, as the source classifiers have to be evaluated as well. One way to overcome this disadvantage is to use a fast emulator of the source classifier, as in the work ofŠochman and Matas [33] .
DA in Natural language processing
The following methods come from the Natural Language Processing (NLP) field, but their underlying ideas are also applicable in computer vision.
Feature augmentation Daumé III [9] presents an easy domain adaptation method based on feature augmentation (replication) in the field of natural language processing (NLP). The idea is that by replicating the feature vector the training algorithm can learn which features are common (general) to all domains and which ones are specific to a single domain. The normal vectors of separating hyperplanes for source w s , target w t , and general w g components are obtained by minimizing
ws,wt,wg
The weights indicate (e.g. in word tagging in the NLP fiels), whether a certain feature is common to both the domains or is specific to only one of the domains. The method is scalable to multiple source or target domains. It is also similar to the work of Chelba et al. [8] .
MEGA model Daumé and Marcu [10] develop a Maximum Entropy Genre Adaptation Model for classification of several NLP problems such as mention type, mention tagging, and recapitalization. They use conditional expectation maximization to obtain the parameters of the model and prove the convergence. The core idea of their work is that the source and target samples come from three distributions, i. e. two specific and one general. In other words, a source/target sample comes from a mixture of truly source/target and general distributions.
SVM-based
The most popular variant of DA employs a SVM classifier with slight modifications as described in this section. 
Single-KT
where w s is the normal vector of separating hyperplane, b the bias, and Γ is a scaling factor-basically a weighting factor, controlling the distance of the new model from the original one. The function φ(x i ) maps the input samples to a high dimensional feature space, induced by a kernel function K(x, x ) = φ(x)φ(x). Optimal Γ is found using cross-validation. For Γ = 0 the equation (3.5) reduces to the original LS-SVM formulation.
The authors also introduce the weighting of samples to re-balance samples proportions (i.e. the number of positive and negative samples). This is also useful to emphasize the positive sample in a one-shot learning. The proposed algorithm is fully automatic, from a set of classifiers (w, b) it finds the best scale factor Γ and the best classifier, from which to start the adaptation.
Multi-KT In their follow up work Tommasi and Orabona [29] extended the transfer of knowledge from a single classifier [28] to exploit all available source knowledge. The Multi-KT algorithm shows superior performance. When the number of known classes grows, it presents a one-shot learning behaviour. The main difference to the previous work [28] is the introduction of a vector of scaling factors Γ = (Γ 1 , Γ 2 , . . . , Γ k ), where ||Γ|| 2 ≤ 1 (introduced to select only few sources-sparsity), thus the equation (3.5) is extended as follows
The optimization process is implemented using a projected sub-gradient descent algorithm.
Domain Transfer Multiple Kernel Learning (DTMKL) Work of Duan et al. [11] emphasizes the difference between distributions of source and target samples. They propose an extension to the standard kernel learning problem, which takes into account the data distributions mismatch.
Tabula Rasa Aytar and Zisserman [3] introduce a deformable source template for Histogram of Oriented Gradients (HOG) features, which they call a flow transformation. They generalize the Adaptive-Support Vector Machine [35] (A-SVM) formulation. Their objective function is
where F is a linear mapping of the features, Γ controls the regularization towards source weights, the matrix D denotes penalty for flow between cells, l(x i , y i ; w, b) is the hinge loss
and • is the Hadamard product. They also propose a Projective Model Transfer SVM, where they minimize the projection of the target vector w onto the separating hyperplane orthogonal to w s . This modification is a convex problem as well.
On-line domain adaptation
These methods are not commonly referred to as DA methods, but their principle is very similar to DA methods. The on-line domain adaptation methods update the classifier after each received training sample (x, y) ∈ D t . There are no source training samples, only the source classifier, which is updated.
On-line WaldBoost The work of Grabner et al. [16] enables on-line adaptation of an AdaBoost classifier cascade based on Wald sequential decision [34] . The authors propose to use a pool of selectors. Each selector holds a pool of M weak classifiers. The on-line boosting is then performed on the selectors rather than on the weak classifiers in order to adapt the strong classifier complexity. The selector selects a weak classifier with the lowest estimated error. The strong classifier is then a linear combination of N weak classifiers selected by the selectors. Each training sample is first used as a testing sample to update Wald statistics and then used to adapt the strong classifier.
Online adaptation Another approach to adaptation of a classifier to a new domain is presented by Jain and Learned-Miller [18] . They propose the smoothing of the classification boundary-reclassification of points near the boundary. This is based on the assumption that similar samples should have similar classification scores. A Gaussian Process Regression (GPR) is used for the decision boundary smoothing, i.e. updating classification scores of samples near the boundary.
Cascaded online boosting Visentini et. al [32] propose an algorithm for cascaded online boosting. In their work, a cascaded classifier is employed to detect objects from video in real-time. Incremental Learning of Boosted Classifiers Sharma et al. [25] combine offline a online loss to update the weak classifiers-values of the stump functions-of the source cascade classifier.
Cascade, sequential decision
As the title suggests, this section describes approaches to DA, which are based on cascaded or sequential classifiers.
Cao2011 Cao et al. [7] present a classifier based on Viola-Jones cascade [30] . The proposed cascaded classifier is designed to accept (Y i > α i ) or reject (Y i < β i ) samples on each stage (unlike that of Viola-Jones, where a sample needs to be accepted by all stages), where Y i is the output of the i th stage and α i and β i are accept/reject thresholds. The optimization of the threshold vector Θ is done using a Cross Entropy (CE) method, which is a general Monte Carlo method. The threshold vector is defined as follows Θ = (θ 1 , . . . θ l ) = ((α 1 , β 1 ), . . . , (α l , β l )). The overall framework of the proposed method consists of two steps. First, a classifier is trained (i.e. the threshold vector Θ computed) on a training dataset or an existing classifier is taken (source knowledge). Second, the threshold vector Θ is optimized using the CE method on the target dataset as follows. The initial guess for the classifier and the sampling normal distribution are computed from the existing classifier. In each iteration of the optimization algorithm, several best performing thresholds are selected and the sampling distribution is updated accordingly (in the experiments the authors use cascaded classifier with 6 stages and 100 samples are generated using CE in each of 25 iterations). The objective function is
where l denotes the loss function and H the classifier. Discussion: There are, however, three main problems with the proposed approach. First, the convergence of the proposed method is not proven and in our experiments, the thresholds of the last stages diverged. Second, the solution returned by the CE is not guaranteed to be optimal or at least even -optimal. The number of iterations given in the paper is surprisingly small, since the number of all possible threshold combinations grows exponentially with the increasing cascade length 1 . Third, the speed of the final cascade is not taken into account during the thresholds optimization, since from the classification error point of view, it is not important, if some samples are discarded early in the cascade or in the last stage, which-from the evaluation speed point of view-is crucial.
Other approaches
Here we describe other methods, tackling DA, which are not limited to a specific classifier structure or type.
Multi Kernel Transfer Learning (MKTL)
This method is similar to the Predict method, described in Section 3.2. Jie, Tommasi, and Caputo [19] present Multi Kernel Transfer Learning (MKTL), which extends Multi-KT [29] approach to exploit all available source classifiers no matter how they are constructed by using the classifiers outputs as additional information to features computed on the data (i.e. the training data are {D 0 ∪ C i }, where D 0 is the training dataset and C i output of source classifiers). Multiple Kernel Learning algorithm is employed for finding optimal weights for combining source classifiers and features, because with high number of sources and limited number of training samples, there is a risk of overfitting. The disadvantage of this approach is a higher processing time, as the final classifier requires output of the additional (source) classifiers.
Apprenticeship Learning Kobetski and Sullivan [21] propose to use a source classifier to label unlabeled data from the target domain to increase the number of the available samples. This approach is similar to semi-supervised learning methods called co-training [6] and self-training [23] .
Flowboost The work of Ali et al. [2] is not directly aimed at DA, but raises from the same idea-to reduce the number of training examples. The authors apply motion constraints on objects in video sequences to automatically label the data in a sparsely annotated training video, which afterwards used for training.
Analysis of works of others
In order to understand in what directions is the DA going, we split the described methods into several groups. Feature augmentation [9] , MEGA [10] training from scratch -DTMKL [11] (Weighted) Merged 
Own work
We aim at fast evaluation of the final classifier on target data, i.e. at real-time detection of the objects in images. Therefore we focus on domain adaptation in the boosting framework, namely the cascaded classifier, as introduced by Viola and Jones [31] . Specifically, we use the GentleBoost [15] algorithm, as the baseline learning method.
In [14] (Appendix A) we explore a similarity transform of Haar features in a WaldBoost classifier to adapt the classifier to a target domain. We propose two methods. First, a multiview method, simultaneously training several classifiers, each specialized on a single dataset, while using information from other datasets through a feature transformation. Second, an incremental method to adapt a source classifier to a target domain, allowing similarity transform of the source features.
Thesis proposal
Domain adaptation is becoming well established in the machine learning field. The opportunity we like to explore is to use DA for cascaded/sequential decision classifiers, which was not done by others to the best of our knowledge.
Based on the research approaches described in previous section and on our previous work, we see two main aspects of DA which are worth exploring, namely the usage of source samples and DA for sequential decision processes. We also give other goals, that we aim to tackle.
• Source samples To the best of our knowledge, there is no DA method using the source training data (apart from the poor man's DA) for the adaptation. We understand the motivation behind this approach, as it is inconvenient to keep huge amount of (positive) source training data. Moreover, the original training data used for learning the source classifier may not be available at all (as is explicitly stated by e.g. Jain and Learned-Miller [18] ). The common argument is that the knowledge from the source data is already encoded in the trained classifier. This is unfortunately true only for classification in the source domain. There might be other information from the source domain required for successful classification in the target domain. Also the information contained in the source data can be invaluable for training in the target domain when the number of target training samples is very low 1 .
• Sequential decision process There are only few approaches [7, 16] applying DA to cascaded classifiers or sequential decision processes. This might be caused by the fact that DA in boosting framework is not as straightforward as e. g. in the SVM domain, where the minimized function is only expanded by some terms but the training itself is not altered in any way. We believe that the field of cascaded classifiers in DA is far from being exhausted and promises interesting results.
• Generic feature transformation A more general transformation of the features can be allowed when e. g. a thin plane spline deformation is employed (as introduced by Duchon [12] ). Such a method is frequently used for shape matching and image alignment. By using a non-rigid deformation, we are able to capture more generic transformations than with a similarity transformation only [14] .
• Large scale experiments Thanks to the Autmodo 2 project, which is aiming at automatic traffic monitoring, we have access to a growing dataset of vehicles from many viewing angles, distances and under various lighting and weather conditions. There are already 197,821 annotated bounding boxes of vehicles, labeled as car, truck, van, motorbike, bus, and supertruck (trailer). Given this opportunity we will perform extensive large scale experiments with our own methods and compare them with other state of the art methods in the DA field. Abstract. We propose a domain adaptation method for sequential decision-making process. While most of the state-of-the-art approaches focus on SVM detectors, we propose the domain adaptation method for the sequential detector similar to WaldBoost, which is suitable for real-time processing. The work is motivated by applications in surveillance, where detectors must be adapted to new observation conditions. We address the situation, where the new observation is related to the previous observation by a parametric transformation. We propose a learning procedure, which reveals the hidden transformation between the old and new data. The transformation essentially allows to transfer the knowledge from the old data to the new one. We show that our method can achieve a 60% speedup in the training w.r.t. the baseline WaldBoost algorithm while outperforming it in precision.
A. Domain Adaptation for Sequential Detection

Introduction
Object detectors need to run under different observation conditions (e.g. view angle or illumination) in autonomous surveillance applications. Possible variations of the observation conditions and corresponding objects appearance are usually not known in advance. When observation conditions change, the performance of the detector decreases. Retraining the detector on the new training data is inconvenient, since manual annotations are extremely time consuming and supervised learning of the accurate object detector often requires a huge amount of training data [1] .
To avoid the necessity of capturing and annotating a huge training dataset every time under new observation conditions, we propose to learn a new detector from (i) a small number of new data and (ii) from a collection of previous datasets captured under similar observation conditions, or a previously learned detector. By utilizing this prior knowledge, the number of training samples can be significantly reduced.
We aim at reducing the number of training samples required for a training of a multiview classifier by introducing a transformation between the views. The effect of using the transformation during the training is threefold. First, it constrains the feature selection process. In the case of Haar-like features, the space of all possible features is overcomplete, thus the reduction is significant. Second, it helps to prevent overfitting, as the transformed samples work as regularizers in fact. Third, the number of samples is effectively summed, as the training process takes information from all the views through the transformation. Contribution The vast majority of the State-of-the-Art approaches consider the previous dataset unknown and adapt only the previous classifier to the new dataset. In contrast to this, we propose to preserve the original knowledge and train completely new classifier from the previous and new data simultaneously. Furthermore, whereas most of the works on domain adaptation are restricted in the SVM classifier domain, we propose the domain adaptation for the sequential detection (e.g. WaldBoost [2] ), which is suitable for real-time processing thanks to the sequential decision-making process. We also make our dataset publicly available for comparison purposes. 1 We propose to exploit the visual similarity of objects from different views by constraining the features used for the classification.
The comparison to the other state of the art methods is given in the Section 2.
Related work
There are several approaches trying to tackle the problem of reducing the number of training samples. This section aims to give their brief overview.
SVM based classifiers
Tommasi et al. [3, 4] use the prior least-squares SVM classifiers as regularizers, so that the derived classifiers' hyperplanes are close to the original hyperplanes. This strategy is unfortunately not applicable on cascaded classifiers due to the fact, that the cascade is built incrementally, with later stages focusing on harder samples. Another approach is used by Jie et al. [5] , who add the outputs of previously trained classifiers as another features. This inevitably leads to higher processing time.
Aytar and Zissermann [6] present several modifications to standard SVM allowing adaptation to the target domain. The similarity to our work lies in the introduction of a deformable template of Histograms of Oriented Gradients (HOG).
Cascaded classifiers
In the work of Cao et al. [7] , a cascaded classifier is presented, in which each stage can either accept, reject, or pass a sample to the next stage. Once the classifier is trained on some dataset, it can be retrained using a small number of samples from a target dataset using Cross Entropy method by sampling new thresholds around the original thresholds.
The following two approaches are concerned with online adaptation of classifiers. First, the work of Grabner et al. [8] enables the on-line adaptation of WaldBoost classifier cascade based on Wald's sequential decision [9] . They introduce a pool of selectors and each selector holds a pool of weak classifiers. The on-line boosting is then performed on the selectors rather than on the weak classifiers in order to adapt the strong classifier complexity. Each training sample is first used as a testing sample to update Wald statistics and then used to adapt the strong classifier.
Second, Visentini et al. [10] propose an algorithm for cascaded online boosting. They construct a classifier for each image separately from an ensemble of weak classifiers in real-time. They employ weak classifiers with various features (Haar, Local Binary Patterns, Colour histograms). The shape of the cascade (the number of stages and the number of classifiers in each stage) is automatically adjusted to preserve the real-time constraint.
Others
Another approach to adaptation of a classifier to a new domain is presented by Jain and Learned-Miller [11] . They propose to smooth the classification boundary, which is based on the assumption that similar samples should have similar classification scores. A Gaussian Process Regression is used for the decision boundary smoothing, i.e. updating classification scores of samples near the boundary.
To the best of our knowledge, there is no other approach trying to adapt a sequential decision process classifier, i.e. WaldBoost-type cascaded classifier. The most similar approach is the On-line WaldBoost [8] by Grabner et al. But in their case, the adaptation is based only on selection of the best weak classifiers from a fixed pool, whereas we try to actively optimize each weak classifier.
Method
Given two images of an object, each capturing it from a different but similar viewpoint, there exists a transformation between non-occluded pixels in the images. We assume that there also exists a transformation mapping features from one image to the other. We aim to exploit this fact by learning this transformation during the training of the classifier. The transformation can be modeled arbitrarily in general, but we constrain the transformation to be a similarity transform in this paper. This means that the transformation can change the position and scale of the Haar features, but the type and region weights remain unchanged. The proposed approach is not limited to two views, we can consider one view as a source and look for transformations to N different views, as is shown in Figure 1 . Moreover, we treat the features in each stage of the cascaded classifier as independent, which significantly simplifies the problem at the cost of suboptimal performance. Real-time detection of objects is enabled thanks to the employed cascaded classifier structure and the use of Haar-like features in combination with integral images [12] .
Let us now introduce the required notation. Let F denote a Haar-like feature. This feature is determined by its position p, size s, and type t (rectangles and weights). Feature F maps an image x to a real number F p,s,t : x → R. Let T be a transformation of a feature T : F → F.
The transformation applied to a feature must be feasible, which means that the transformed feature F = T (F) must lie within the image borders. We may also imply other restrictions on the transformation, such that the difference in position is smaller than θ t and the change in scale smaller than θ s . If the constraints θ t and θ s are set to 0, the transformation is identity. In the other extreme, the constraints values can be so high, that the only limit is the image size. In the first case, in which T becomes identity, the feature is the same in all views. This is equivalent to training a classifier from a joint of all the views. On the other hand, if we do not restrict the transformation (i.e. the only constraint is its feasibility), then there is no connection between the data in the views. The results are equal to the training of separate classifiers, each using data only from one view. The value of the θ s , θ t parameters directly influences the training time and to some extent the precision of the final classifier. The higher the value, the more features are explored during the training, which increases the precision but on the other hand increases the time requirements. The introduction of constraints θ s and θ t reduces the search space significantly. With discretized position values (pixels) and scales we are able to perform an exhaustive search over all feasible transformations of the original feature.
The remaining question is how to determine the transformation? We propose two methods (Sections 3.1 and 3.2) to deal with this question. The first, called multiview method, attempts to train both the weak classifiers and the transformation from scratch simultaneously. The second one named incremental uses a prior classifier and builds on it. The details of both are covered in the following sections.
Let us now describe the baseline algorithm, to which the performance of our methods is compared. This training algorithm is also used to train prior classifiers.
The classifier structure is a cascade of weak classifiers, trained using the WaldBoost [2] algorithm. Each stage of the cascade, i.e. weak classifier, consists of a single regression stump function associated with a Haar-like feature F. The error of a weak classifier is given by the sum of weights of misclassified samples
where m is the number of samples, w is the weight of a sample, y its correct label, h(x) the response of the weak classifier, and 1 is the indicator function. The regression stump function h(x) splits the feature descriptor range into several bins. The value of the function h(x) in bin i is computed as a weighted mean of training samples falling into the bin i Moreover, we utilize the bootstrap method to extract negative training samples from background images by applying the classifier on those images and adding the false positives to the training set. In this way, the memory requirements of the training algorithm can be controlled.
The more stages of the cascade are evaluated, the more time it takes to decide, whether the sample belongs to the class. An early rejection mechanism is employed [13] , in order to speed up the process of classification. Negative training samples that are early rejected are also dropped from the training set and are replaced by newly bootstrapped samples. In this way, each stage is trained on harder samples than the previous one, since the simple samples are already discarded. We do not consider the early acceptance of samples, since in the situation of the rare event detection, the speedup brought about by accepting the positive samples earlier than at the last stage is negligible.
Multiview training
The first proposed method requires no prior knowledge. The weak classifiers and the transformations to the views are determined together without any further information. A new pool of n Haar-like features is generated for the training of each stage. A transformation from the feature pool to each view is determined by boosting. The optimal feature and transformations are found together.
The optimal feature is given by
where X k denotes data from the k th view. This equation takes into account the correct classification of samples in each view since the optimal transformation to view k, denoted by T * k is given by
For each feature from the pool, all feasible transformations are tested and the one with the lowest error is remembered. The feature that minimizes the maximum weak classifier error over all views is selected. The optimal transformation T * k is determined during training for every stage separately.
Incremental training
Unlike the multiview method, the incremental method takes as the input also a previously trained classifier, referred to as the prior. In this case, the training is done as follows. We do not generate a pool of Haar-like features, but instead during training of each stage, we take the corresponding feature from the prior classifier and exhaustively search the feature space as in the first method. The effect of the prior classifier is twofold. It again significantly reduces the search space and also guides the direction by restricting the features to a specific type and approximate position. On a side note, this approach can be also used for retraining classifiers in the same domain, as we can use the classical random feature sampling as a first step and finetune the features in a second training run. The final classifier is better than the prior as expected and the time required for the training is much less than if we tried to search the whole feature space exhaustively in the first place.
The parameters of the regression stump functions and the early rejection thresholds are determined from the training and validation data, respectively. No restriction is imposed on them.
Experiments
The experimental dataset consists of four sets, each one capturing the vehicles from a slightly different angle. Figure 2 shows samples from each of the views. There are 214, 172, 155, and 106 annotated cars in the respective views. The images were captured on a busy street in the heart of Prague. Although the camera was fixed in each view, the annotated vehicles in one view are not all captured from the same angle, so even in one view, there is some variability in the data. For the negative samples, there are 243 negative backgrounds-photos from an urban environment that either do not contain vehicles or only vehicles that are severely occluded (e.g. only less than 20% of the vehicle is visible). In the experiments only data from view I and II are used. This choice has no significant influence on the performance, but other combinations are not shown in this paper due to size limitation.
We have performed three different experiments to support the validity of our assumptions and ideas and to show the increase in performance compared to classically trained classifiers. The first experiment is concerned with the effects of multiview training on two views. The second experiment shows the improvement brought about by applying the incremental training on a classifier and evaluating both of them on the same data. The last experiment evaluates the improvement of the classifier performance with respect to a varying number of training samples from the target dataset. 
Multiview training
The first experiment shows the simultaneous training of two classifiers on two views I and II from the dataset. We train 5 different classifiers denoted Multiview I and II, Single view I and II and Merged. Classifiers Single view I and II are trained on view I and II, respectively, using the baseline algorithm. Classifier Merged is trained on the joint of views I and II, using the baseline algorithm as well. Classifiers Multiview I and II are trained using the multiview training method (feature transformation) on view I and II, respectively.
The transformation T (·) is constrained to be close to identity, in particular, we set θ t = 5 and θ s = 0.1. This forces the selected features to be similar to each other and also speeds up the training process, as already discussed.
In order to fairly compare the performance of the classifiers, they are shortened to the same length (12 stages, which is the length of the Multiview classifiers). We have plotted three receiver operating characteristic (ROC) curves, each for one dataset (view I, view II, and view I ∪ II). These are shown in Figures 3a, 3b , and 3c. The performance of the multiview classifiers outperforms both the baseline classifiers trained on a single view and on the merged views. Note, that the merged classifier is trained on twice as much positive samples as the single view classifiers.
Incremental training
In this experiment we explore the incremental training. We have two datasets, prior (View I) and target (View II). We want to show the effect of the transformation on the performance and also show the reduction of the time required for the training. We train three classifiers. Classifier Prior and Target are trained on the prior and target datasets, respectively, using the baseline algorithm. Classifier Incremental is trained using the incremental method given the Prior classifier and data from target dataset.
This experiment introduces two improvements. First, the performance of the Incremental classifier on the target dataset outperforms the Target classifier. Second, the time required to train the Incremental classifier is reduced. Figure 4a shows the performance of all three classifiers on the target dataset. The ROC curve of the prior classifier is shown to emphasize the boost in performance of the incremental classifier (This is more thoroughly explored in Section 4.3). Note its poor performance, which is expected and shows that the two datasets are different. More important is the increase in performance of the Incremental classifier w.r.t. the Target classifier. The decrease in time, required to train the incremental classifier is shown in Table 1 . The time requirements drop to less than 60% of the baseline algorithm.
Incremental training with variable number of training samples
We train several classifiers based on a single prior, in order to quantitatively evaluate the benefits of incremental training.
First, a Prior classifier is trained on the prior dataset (View I) using the baseline WaldBoost algorithm. Similarly a Target classifier is trained on the target dataset (View II), using the same method. Table 1 : Comparison of time required to train classifiers using the baseline, incremental and multiview methods (times averaged over 5 independent trainings) on a Intel i5-2520M CPU, 2.50GHz computer. Second, four subsets of the target dataset are randomly selected (25, 50, 75 , and 100%) and four Incremental classifiers are trained given the prior classifier and one of the subsets using the incremental method.
The Target and Incremental classifiers are compared against each other on the whole target dataset. The obtained results are shown in Figure 4b . The precision of the Target classifier is comparable to the precision of the Incremental classifiers trained on 50% and 75% of the target dataset. This shows that it is sufficient to use only half of the target dataset to achieve comparable precision. The performance of the classifier trained only on 25% of the data is lower, but the difference is not very significant. On the other hand, the performance of the Incremental classifier trained on the full target dataset outperforms the Target classifier by an order of magnitude.
Conclusion
We present our approach to adaptation of a sequential decision process-cascaded classifier based on the WaldBoost algorithm-to a target dataset. The proposed idea is to introduce a transformation between Haar-like features. In this paper, the transformation is restricted to be a similarity, but nevertheless the results show, that the idea is sound and valid. Through the experiments we have shown that by constraining the features using the transformation, we can achieve a speedup of about 160% in the training while outperforming the baseline WaldBoost algorithm in precision. The multiview training method is shown to outperform both classifiers trained on separate views (I and II) and also on the joint of the data. Moreover, our method can be used to retrain a classifier on the same data to increase its performance.
Future work
First, the transformation can be relaxed from a similarity. For example, an elastic deformation could better capture the relation between two views. Moreover, the transformation should be constant throughout the cascade in principle, since the views are also constant. Second, more experiments will be performed in order to test the performance of the incremental method with very low number of training samples to explore the field of one-shot learning.
