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Abstract
This is the second paper in the series of three. We study restricted
Lie algebras of polycyclic groups and obtain conditions for existence of
p-series with associated restricted Lie algebra abelian or free abelian
with rank equal to the Hirsch number of the group. We develop meth-
ods for constructing such series, these methods are based on construc-
tion of filtrations and valuation functions in the group rings.
This paper continues author’s work [9] and [10].
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§1. Statement of the results. Notation.
1.1. Let H be a group. A series of normal subgroups
H = H1 ⊇ H2 ⊇ · · · (1.1)
is a p-series in H if [Hi, Hj] ⊆ Hi+j and Hpi ⊆ Hip. We will denote
by Lp(H,Hi) the restricted Lie algebra associated to p-series (1.1) and by
Up(Lp(H,Hi)) its universal p-envelope. The algebra
Lp(H,Hi) =
∞∑
i=1
Hi/Hi+1 (1.2)
is obtained by the classical construction of Lazard [7]; we give in section
2 a brief description of this construction and of the main properties of it.
The properties of the algebra Lp(H,Hi) and the properties of the algebra
Up(Lp(H,Hi)) depend not only on the group H but also on choice of the
p-series in this group.
We studied in Lichtman [10] the restricted Lie algebras of polycyclic
groups and obtained necessary and sufficient conditions for existence in a
poly-infinite cyclic group with Hirsch number r a series (1.1) with associated
Lie algebra Lp(H,Hi) free abelian of rank r. We obtained also in [10] some
necessary conditions for existence of such series in an arbitrary polycyclic
group.
The main results of this paper are Theorems I-XII. We begin by formu-
lating Theorem V which will be proven in section 5.
Theorem V. Let H be an infinite polycyclic-by-finite group with Hirsh
number r. Assume that there exists a p-series (1.1) with unit intersec-
tion such that the corresponding restricted Lie algebra Lp(H,Hi) is finitely
generated. Then there exists a torsion free normal subgroup F with in-
dex a power of p such that the ideal Lp(F, Fi) associated to the p-series
Fi = F
⋂
Hi (i = 1, 2, · · · ) is a restricted free abelian subalgebra of the center
of Lp(H,Hi) with index a power of p and rank 1 ≤ r1 ≤ r.
Hence the center Z of Lp(H,Hi) has a finite index which is a power of p
and Lp(H,Hi) is a nilpotent Lie algebra.
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It is known that finitely generated restricted abelian Lie algebra F has a
representation
F = T + T0 (1.3)
where T is either a free abelian subalgebra or T = 0 and T0 is finite; this
follows also from classical theorems about modules over a polynomial ring.
We will call throughout the paper the rank of the free abelian subalgebra T
the rank of F .
We recall also that an element x of a restricted Lie algebra is nilpotent
if there exists pn such that x[p]
n
= 0, and that a finitely generated restricted
Lie algebra without nilpotent elements is free; the last fact follows also from
the representation (1.3)
Before formulating Theorems VI-XII we recall first the elementary fact
that if (1.1) is a p-series in an arbitrary group H , and H0 =
⋂∞
i=1Hi then the
Lie algebra Lp(H,Hi) is isomorphic to the restricted Lie algebra Lp(H¯, H¯i)
of the group H¯ = H/H0 associated to the series H¯i = Hi/H0 (i = 1, 2, · · · )
(see section 2). The group H¯ is a residually finite p-group, and the series
H¯i (i = 1, 2, · · · ) has unit intersection; this shows that in the study of the
algebra Lp(H,Hi) we can assume that series (1.1) has a unit intersection and,
we can consider only the case when H is a residually finite p-group. We will
use throughout the paper the notation H ∈ resNp for the fact that H is a
residually finite p-group.
Further, we will consider in this case the topology defined by series (1.1).
If
Mn(ZpH) (n = 1, 2, · · · ) (1.4)
is the series of dimension subgroups in characteristic p (see section 2)
then the topology defined by this series will be called throughout the paper
by p-topology. We will prove that if H is a polycyclic group with Hirsch
number r, (1.1) is a p-series with unit intersection and the algebra Lp(H,Hi)
is abelian of rank r then the topology defined by this series is equivalent to
the p-topology. This means that for every dimension subgroup Mn(ZpH) a
number i(n) can be found such that Hi(n) ⊆Mn(ZpH); it is worth remarking
that the inclusion Hi ⊇Mi(ZpH) (i = 1, 2, · · · ) holds in an arbitrary group.
The necessary and sufficient conditions for existence in a polycyclic group
of a p-series with associated restricted Lie algebra abelian of rank r are
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obtained in the following Theorems VII and VI.
Theorem VII. Let H be a polycyclic group with Hirsch number r. There
exists in H a p-series (1.1) with unit intersection and associated restricted
Lie algebra Lp(H,Hi) abelian of rank r if and only if H contains normal
subgroups Q ⊇ N such that the quotient group H/Q is a p-group, Q/N is a
free abelian group, N is torsion free nilpotent, and for every element h ∈ H
the following condition holds
[hp
r
, N ] ⊆ N ′Np (1.5)
or, equivalently, if R = gp(h,N) then the quotient group R¯ = R/N ′Np ∈
resNp
The necessity of the conditions of Theorem VII follow from statement
vi) of Theorem VI which we will now formulate; we will show in subsection
1.3. that the sufficiency of these conditions follows from Theorem XII and
Corollary 6.4.
Theorem VI. Let H be a polycyclic group with Hirsch number r. Assume
that there exists a p-series Hi (i = 1, 2, · · · ) with unit intersection such that
Lp(H,Hi) is abelian of rank r.
i) Let U be an arbitrary subgroup of H with Hirsch number k, Ui =
U
⋂
Hi (i = 1, 2, · · · ). Then Lp(U, Ui) is an abelian algebra of rank k.
ii) Let U be a normal subgroup of H with Hirsch number k, H¯i be the
image of the subgroup Hi in H/U . Then the subgroup
⋂∞
i=1 H¯i is finite and
the algebra Lp(H¯, H¯i) is abelian of rank r − k. In particular, if H¯ = H/U
contains no finite normal subgroups then it is a residually {finite p-group}.
iii) Let U be a normal subgroup of H. If H¯ = H/U is a residually {finite
p-group} then ⋂∞i=1 H¯i = 1.
iv) Let W be the unique maximal normal nilpotent-by-finite subgroup of
H. Then W is an extension of a torsion free nilpotent group by a finite p-
group. The quotient group H/W is an extension of a free abelian group by a
finite p-group.
v) The topology defined in H by the p-series Hi (i = 1, 2, · · · ) is equivalent
to the p-topology.
The topologies defined in an arbitrary subgroup U by the series Ui =
U
⋂
Hi (i = 1, 2, · · · ) and U
⋂
Mn(H) (n = 1, 2, · · · ) are equivalent to the
p-topology in U .
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vi) There exists an index i0 such that if i ≥ i0 then the subgroup Q = Hi
contains a torsion free nilpotent subgroup N which is invariant in H, Q/N
is free abelian, the algebra Lp(Q,Qi) is free abelian of rank r and
H/N ′Np ∈ resNp (1.6)
Clearly, H/Q is a finite p-group.
vii) Let F ⊇ S be two normal subgroups in H such that H/F and F/S
are residually {finite p-groups}. Then H/S is a residually {finite p-group}.
viii) Let
H = H∗1 ⊇ H∗2 ⊇ · · · (1.7)
be a series in H with unit intersection and finitely generated associated
graded Lie algebra Lp(H,H
∗
i ). If the topology defined by series (1.7) is equiv-
alent to the p-topology then the center of Lp(H,H
∗
i ) has rank r. Moreover,
there exists a number k such that if U = Hi (i ≥ k) then the subalgebra
Lp(U, U
∗
i )
∼= ∑i≥kHi/Hi+1 associated to the p-series U∗i = U ⋂H∗i (i =
1, 2, · · · ) is a central free abelian subalgebra of rank r.
Condition (1.5) in Theorem VII holds in an arbitrary group H which
contains a normal subgroup N such that the quotient group H/N ′Np is a
residually {finite p-group}. On the other hand, if H is a polycyclic group
with Hirsch number r which contains a p-series (1.1) with associated graded
algebra Lp(H,Hi) abelian of rank r and Q and N are the normal subgroups
obtained in Theorems VII and VI we obtain from statement vi) of Theorem
VI that H/N ′Np is a residually {finite p-group}.
Theorem VI will be proven in section 6. We will show in subsection 1.3.
that Theorem VII follows from Theorem VI and from Theorem XII which
will be formulated in subsection 1.2.
We prove in section 6 Theorem 6.1. which gives an additional information
about the normal subgroups Q and N which are obtained in Theorems VI
and VII.
Theorem V implies that if the algebra Lp(H,Hi) is finitely generated then
the rank of the center of it is less than or equal to the Hirsch number of H .
We prove in section 7 Theorems XI which gives the necessary and sufficient
conditions for the center Z to have rank equal to the Hirsch number of H .
1.2. Theorems VI and VII are related to an existence of a p-series Hi (i =
1, 2, · · · ) with associated graded Lie algebra abelian of rank r, where r is the
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Hirsch number of H . We consider the question when the algebra Lp(H,Hi)
is free abelian of rank r in Theorem XII. We have already pointed out that
we should consider only the series with unit intersection; further, it is easy
to see (Lemma 2.1.) that if the algebra Lp(H,Hi) is free abelian then the
group H must be torsion free.
Theorem XII will be proven in section 8. This theorem provides a suffi-
cient condition for existence in a torsion free polycyclic group H with Hirsch
number r of a p series (1.1) with restricted Lie algebra Lp(H,Hi) free abelian
of rank r. Theorem XII generalizes author’s results [10]; these results were
obtained for the poly-{infinite cyclic} groups.
Theorem XII. Let H be a torsion free polycyclic group with Hirsch num-
ber r, U be a normal subgroup with Hirsch number k and torsion free quotient
group H¯ = H/U .
Assume that the following 3 conditions hold.
1) There exists in U a p-series
U = U1 ⊇ U2 ⊇ · · · (1.8)
with associated restricted Lie algebra Lp(U, Ui) free abelian of rank k.
2) There exists in the group H¯ = H/U a p-series
H¯ = H¯1 ⊇ H¯2 ⊇ · · · (1.9)
with associated restricted Lie algebra Lp(H¯, H¯i) free abelian of rank r − k.
3) For for every subgroup R = gp(h, U) generated by U and an element
h ∈ H the quotient group R¯ = R/U ′Up ∈ res Np or, equivalently, [hpk , U ] ⊆
U ′Up.
Then there exists a p-series (1.1) with unit intersection and associated
restricted Lie algebra Lp(H,Hi) free abelian of rank r such that
H¯i = (HiU)/U (i = 1, 2, · · · ) (1.10)
The last statement of Theorem XII together with the classical results of
Lazard implies immediately the following corollary.
Corollary 8.3. The natural homomorphism φ : H −→ H¯ defines a ho-
momorphism of graded algebras
φ˜ : Lp(H,Hi) −→ Lp(H¯, H¯i) (1.11)
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Below are a few remarks on the conditions of Theorem XII.
First, the series Hi, Ui, H¯i (i = 1, 2, · · · ) in Theorem XII have unit inter-
section. This follows from Proposition 3.5. in Lichtman [10]; it follows also
from statement ii) of Theorem VI.
Second, everyone of conditions 1) and 3) is necessary. The necessity
of condition 1) follows from the fact that the subalgebra of a free abelian
algebra is free abelian, and the rank of Lp(U, Ui) must be k via statement i)
of Theorem VI. The necessity of condition 3) follows from statement vii) of
Theorem VI.
Third, it is easy to show that condition 3) does not follow from conditions
1 and 2 even if H ∈ resNp (see, for instance, [10], section 10.3.) but it holds
if the group H is an extension of a torsion free nilpotent group by a finite
p-group. We have for this class of groups the following immediate corollary
of Theorem XII.
Corollary 1.1. Let H be a torsion free group which contains a nilpotent
normal subgroup whose Hirsch number is r and index is a power of p. Let U
be a normal subgroup of H which satisfies conditions 1) and 2) of Theorem
XII. Then there exists in H a p-series which satisfies all the conclusions of
Theorem XII.
We have one more corollary of Theorem XII.
Corollary 1.2. Let H be a torsion free polycyclic group with Hirsch
number r which contains a nilpotent normal subgroup U with Hirsch number
k such that the quotient group H/UpU ′ is a residually finite p-group. Assume
that the quotient group H¯ = H/U is torsion free and contains a p-series
(1.9) such that the algebra Lp(H¯, H¯i) is free abelian of rank r − k. Then the
group H contains a p-series (1.1) with unit intersection such that the algebra
Lp(H,Hi) is free abelian of rank r.
Proof. The group U contains a series of normal subgroups of length k
with infinite cyclic factors. Theorem XII together with a straightforward
induction argument yields that U contains a p-series (1.8) with associated
restricted Lie algebra free abelian of rank k. We apply now Theorem XII to
the group H and its normal subgroup U and the assertion follows.
We make in the proof of Theorem XII an essential use of Theorems VI,VII,
IX and X.
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Theorem X. Let H be a torsion free polycyclic group with Hirsch number
r which contains a p-series (1.1) with unit intersection. Assume that the Lie
algebra Lp(H,Hi) is free abelian of rank r. Let Φ be a group of automorphisms
of H such that the order of every automorphism φ ∈ Φ on the quotient group
H/H ′Hp is a power of p.
Then there exists a p-series
H = H∗1 ⊇ H∗2 ⊇ · · ·
with unit intersection such that all the subgroups H∗i (i = 1, 2, · · · ) are Φ-
invariant, Φ centralizes all the factors Hi/Hi+1 (i = 1, 2, · · · ) and the algebra
Lp(H,H
∗
i ) is free abelian of rank r.
Theorem IX. Let H be a torsion free polycyclic group with Hirsch num-
ber r. Assume that there exists a p-series (1.1) with associated restricted
Lie algebra Lp(H,Hi) free abelian (abelian) of rank r. Then there exists a
p-series of characteristic subgroups with associated restricted Lie algebra free
abelian (abelian) of rank r.
Theorem IX is obtained as a corollary of the following more general result.
Theorem VIII. Let H be a finitely generated torsion free group which
has a p-series Hi (i = 1, 2, · · · ) with unit intersection and with the associated
restricted Lie algebra Lp(H,Hi) free abelian (abelian) of finite rank. Assume
that the topology defined by this p-series is equivalent to the p-topology. Then
there exists a p-series
H = U1 ⊇ U2 ⊇ · · · (1.12)
whose terms Ui (i = 1, 2, · · · ) are characteristic subgroups and the Lie
algebra Lp(H,Ui) is free abelian (abelian) of finite rank.
1.3. Derivation of Theorem VII from Theorem VI and Proposi-
tion 7.5. We have already observed that the necessity of the conditions of
Theorem VII is in fact statement vi) of Theorem VI.
To prove the sufficiency we consider the normal subgroup Q which was
obtained in statement vi) of Theorem VI. Corollary 1.2. implies that Q con-
tains a p-series with unit intersection
Q = Q1 ⊇ Q2 ⊇ · · · (1.13)
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and with associated restricted Lie algebra Lp(Q,Qi) free abelian of rank
r. We see now that sufficiency of the conditions of Theorem VII will follow
from Theorem XII and the following fact which will be proven in section 7.
Proposition 7.5. Let H be a polycyclic group with Hirsch number r, U
be a normal subgroup of finite index (H : U) = pn. Assume that there exists
p-series
U = U1 ⊇ U2 ⊇ · · · (1.14)
with unit intersection such that the algebra Lp(U, Ui) is abelian of rank r.
Then there exists a p-series (1.1) such that the algebra Lp(H,Hi) is abelian
of rank r.
1.4. Polycentral systems in rings. Our methods are based on the
results of section 3 on polycentral system in rings. Before formulating these
results we define first the following concept which will be used throughout
the whole paper.
Let R be a ring, t1, t2, · · · , tn be a system of elements in R. Assume that
the element t1 is central, the ideal (t1) generated by t1 is residually nilpotent
and t1 is regular in R or, equivalently, the graded ring associated to the
filtration (t1)
i (i = 1, 2, · · · ) is isomorphic to the polynomial ring (R/A)[t1]
(see Corollary 3.1.); further, for every 1 ≤ i ≤ n−1 the element ti+1 is central
and regular modulo the ideal Ai =< t1, t2, · · · , ti > generated by t1, t2, · · · , ti
and the ideal (ti+1) is residually nilpotent in R/Ai. If these conditions hold
we will say that this system is polycentral independent; if all the elements
ti (i = 1, 2, · · · , n) are central in R we will say that the system is central
independent.
We will also consider this situation in a more detailed way taking into
account the number of central elements in the system T and its subsystems.
Let T1 be a central independent system in R, A1 be the ideal generated
by T1; for every 1 ≤ i ≤ n − 1 let Ti+1 be a system of elements which
is central and independent modulo the ideal Ai generated by the system
T1
⋃
T2
⋃ · · ·⋃Ti. Clearly the system T =< T1, T2, · · ·Tm > is polycentral
independent in R. We will use this notation in order to make clear that T
is a polycentral independent system which is composed from the indepen-
dent systems T1, T2, · · · , Tm. It is worth remarking that we do not assume
that the subsystems Ti (i = 2, 3, · · · , m) are central in R; we assume that
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every subsystem Ti must be central (and independent) in the quotient rings
R/Ai−1 (i = 2, 3, · · · , m).
We order the elements of every Ti (i = 1, 2, · · · , m) in an arbitrary way
and then extend these orders to an order in T by assuming that the elements
of Ti preceed the elements of Ti+1. The standard monomials on T are defined
in the usual way; it is convenient to assume that 1 is a standard monomial
of degree zero. We will construct independent polycentral systems in some
classes of group rings of torsion free polycyclic groups, and in other classes
of rings but at this point we will only mention the following two cases where
these systems are obtained easily.
1) Let L is a nilpotent Lie algebra with a central series
L = L1 ⊇ L2 ⊇ · · · ⊇ Lk−1 ⊇ Lk = 0 (1.15)
We pick in every Lk−i (i = 1, 2, · · · , k − 1) a system of elements Ti
which forms a basis of the quotient space Lk−i/Lk−i+1; in particular, the
system T1 is a basis of Lk−1 and is central in L. The system of elements
T1
⋃
T2
⋃ · · ·⋃Tk−1 is an independent polycentral system in the universal
eneveloping algebra U(L).
2) Let H be a finitely generated torsion free nilpotent group. Let
H = H1 ⊇ H2 ⊇ · · · ⊇ Hk−1 ⊇ Hk = 0 (1.16)
be a central series in H with torsion free factorsHi/Hi+1 (i = 1, 2, · · · , k−1);
we recall that the factors of the upper central series of H have this property.
We pick in Hk−i (i = 1, 2, · · · , k − 1) a system of elements Ei which forms a
basis of the free abelian group Hk−i/Hk−i+1. Let Ei−1 = {e−1|e ∈ Ei} (i =
1, 2, · · · , k − 1). The system E1 − 1, E2 − 1, · · · , Ek−1 − 1 is a polycentral
independent system in the group ring KH of H over an arbitrary field.
Further, we consider the group ring of H over the ring of integers or the ring
of p-adic integers Ω; in this case the system
p, E1 − 1, E2 − 1, · · · , Ek−1 − 1 (1.17)
is an independent polycentral system in ΩH . The same is true in a group
ring CH over an arbitrary ring C of characteristic zero such that the powers
of the ideal (p) define a p-adic valuation in C.
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More generally, we consider a torsion free nilpotent group H without
elements of infinite p-height and construct filtrations and valuations in the
group rings over a field of K of characteristic p or over the ring of the integers
C. These results are obtained in Theorem IV and Corollary 4.1. We prove
also Theorem IV′ which is an analog of these results when the characteristic
of K is zero. Theorem IV′ provides also a new proof of Hall-Hartley Theorem
about the residual nilpotence of the augmentation ideal ω(KH).
Polycentral ideals were considered by J.Roseblade and by P. Smith in
group rings of polycyclic groups and in Noetherian rings (see Passman [13],
section 11), and by Passman in [14] in connection with the AR-property and
the localization theory. We consider here a different situation when the rings
are in general non-noetherian and our results are related to the valuations
defined by the polycentral systems.
Our applications of the polycentral systems are based on the following
Theorem I and II which will be proven in section 3.
Theorem I. Let R be a ring, T =< t1, t2, · · · , tn > be an independent
polycentral system in R.
The ideal A generated by the system T is residually nilpotent. If R˜ is the
completion of R in the topology defined by this ideal and X is a system of
coset representatives for the elements of the quotient ring R/A then every
element x ∈ R˜ has a unique representation
x =
∞∑
n=0
λnpin (1.18)
where λn ∈ X (n = 0, 1, · · · ), pin are standard monomials on T , and
limn→∞v(pin) =∞.
Let C be the set of integers. Here and throughout the paper we mean
that a function ρ from a ring R into the set C
⋃∞ is a pseudovaluation if
for every x, y ∈ R we have
ρ(x+ y) ≥ min{ρ(x), ρ(y)} (1.19)
ρ(xy) ≥ ρ(x) + ρ(y) (1.20)
and ρ(0) = ∞. A pseudovaluation is a valuation if relation (1.20) is
an equation. The pseudovaluations and valuations which will be considered
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throughout this paper are discrete. We will assume also that ρ(x) =∞ only
if x = 0. We refer the reader to Cohn’s book [3], or Bourbaki [2], chapter VI,
for the the basic concepts and properties of valuations and filtrations, and
the graded rings associated with them.
The following Theorem II will be applied for construction of valuations
and pseudovaluations in rings R with independent polycentral systems, and
in particular in group rings of polycyclic groups; we will use then these
pseudovaluations for the study of p-series in groups.
Theorem II. Let R be a ring, T =< t1, t2, · · · , tn > be a polycen-
tral independent system in R which is composed from the central systems
T1, T2, · · · , Tk, A be the ideal generated by the system T . Let f be a func-
tion on on T whose values are natural numbers and f(t1) > 2f(t2) for t1 ∈
Ti, t2 ∈ Ti+1 (i = 1, 2, · · · , k − 1).
Then there exists a pseudovaluation v of R such that
v(t) = f(t) if (t ∈ T ) (1.21)
and the graded ring grv(R) is isomorphic to the polynomial ring
(R/A)[t˜1, t˜2, · · · , t˜n] over the zero degree component R/A, the topology de-
fined in R by this pseudovaluation is equivalent to the topology defined by
the powers of the ideal A. Furthermore, v is a unique pseudovaluation such
that v(t) = f(t) (t ∈ T ) and the graded ring associated to it is isomorphic to
R[t˜1, t˜2, · · · , t˜n].
We have the following immediate corollary of Theorem II.
Corollary 1.3. Let R be a ring, T =< t1, t2, · · · , tn > be a poly-
central independent system in R which is composed from the central sys-
tems T1, T2, · · · , Tk, A be the ideal generated by the system T . Let Mi (i =
1, 2, · · · , k) be a system of natural numbers such that Mi > 2Mi+1 (i =
1, 2, · · · , k − 1).
Then there exists a unique pseudovaluation v of R such that
v(t) =Mi if t ∈ Ti; (i = 1, 2, · · · , k) (1.22)
and the graded ring grv(R) is isomorphic to the polynomial ring
(R/A)[t˜1, t˜2, · · · , t˜n], the topology defined in R by this pseudovaluation is
equivalent to the topology defined by the powers of the ideal A.
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Theorem II will be derived from Theorem III which is formulated and
proven in section 3.
Theorem II implies in particular that the completions R˜ρ and R˜v of R in
the ρ-topology and in the v-topology are homeomorphic. Let X be a system
of coset representatives in the quotient ring R/A for the ideal A. Theorems
I and II now yield the following corollary of Theorem III.
Corollary 3.1. An arbitrary element x ∈ R˜ρ ∼= R˜v has a unique repre-
sentation (1.18) where λn (n = 1, 2, · · · ) are elements from a system of coset
representatives X of the quotient ring R/A and pin (n = 1, 2, · · · ) are stan-
dard monomials on the system T . The length l(pin) and the value v(pin) run
to infinity if n→∞.
The following Corollary 3.8 of Theorems I and II will be proven in section
3; this corollary provides a method for construction of pseudovaluations in a
ring R using polycentral systems in a graded ring gr(R).
Corollary 3.9. Let R be a ring with a discrete pseudovaluation ρ, grρ(R)
be the associated graded ring. Assume that there exists in gr(R) an inde-
pendent polycentral sustem T , let A be the ideal generated in gr(R) by this
system. Then there exists in R a discrete pseudovaluation v such that the
graded ring grv(R) is isomorphic to a subring of the Laurent polynomial ring
in the system of variables T, t, t−1 over the ring (gr(R))/A.
Theorems I-III can be applied for constructions of valuations in some
classes of skew fields, mainly the universal field of fractions of the free ring
DK < X > over a field D.
1.4. Let H be a torsion free polycyclic group with Hirsch number r
which satisfies conditions of Theorem VI, and hence has a p-series with unit
intersection and associated graded Lie algebra Lp(H,Hi) abelian of rank r.
Theorem XII provides sufficient conditions for the existence of a p-series
with associated algebra Lp(H,Hi) free abelian of rank r. We will study the
necessary and sufficient conditions for the existence in a polycyclic group of
a series with associated graded algebra Lp(H,Hi) free abelian of rank r in
the paper [11]; the results of the current paper reduce the problem to the
case when the quotient group H/H ′ is a finite p-group. Here we will only
prove Proposition 1.1. and will sketch an example which show that there are
torsion free polycyclic group which have p-series with unit intersection and
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associated graded algebra abelian of rank equal to the Hirsch rank r of the
group, nevertheless these groups do not have series with associated graded
algebra free abelian of rank r.
Proposition 1.1. Let H be a group. Assume that the quotient group
H/γp(H) of H by the p
th term of the low central series has exponent p.
Then H can not have a p-series (1.1) with unit intersection and associated
graded algebra free abelian.
Proof. Assume that there exists a p-series (1.1) with algebra Lp(H,Hi)
free abelian. Let h be one of the elements with minimal weight, say ω(h) = k.
We consider now an arbitrary commutator u = [h1, h2, · · · , hl] with l ≥ p.
Since the algebra Lp(H,Hi) is abelian we obtain from Lemma 2.2. below that
the weight w([h1, h2]) of the commutator [h1, h2] is greater that w(h1)+w(h2),
and then that
w([h1, h2, · · · , hl]) > w(h1) + w(h2) + · · ·w(hl) ≥ lk ≥ pk (1.23)
Since the algebra Lp(H,Hi) is free abelian the weight of h
p must be pk
by Lemma 2.1. On the other hand, since hp is a product of commutators of
length greater than or equal p its weight must be greater than pk by (1.23).
This contradiction shows that Lp(H,Hi) can not be free abelian, and the
proof is complete.
Proposition 1.1. provides a method for construction groups which can
not have p-series with unit intersection and associated graded algebra free
abelian. We will briefly sketch here with a proof one example, the proof and
the computations will be given in [11]; we will provide there more examples.
Example. Let F be a free group with generators f1, f2, f3, N be a normal
subgroup such that the quotient group F/N has exponent 2. Let F¯ = F/N ′.
The group F¯ is generated by the elements f¯1, f¯2, f¯3, the images of f1, f2, f3,
and it is an extension of the free abelian group N¯ = N/N ′ by the abelian
group F¯ /N¯ ∼= F/N of exponent 2 and rank 3. The group F¯ does have a
p-series
F¯ = F¯1 ⊇ F¯2 ⊇ · · · (1.24)
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with unit intersection and associated graded algebra free abelian of rank
equal to the Hirsch rank of F¯ which is equal to 17, this series can be con-
structed by methods of Lichtman [10]. We consider then the quotient group
H of F¯ by the normal subgroup U generated by the elements
f¯ 21 [f¯3, f¯2], f¯
2
2 [f¯1, f¯3], f¯
2
3 [f¯2, f¯1] (1.25)
We will prove in [11] that the group H is torsion free; it is easy to verify
that H is an extension of a free abelian group by a group of exponent 2,
it is generated by the elements a, b, c which are the images of the elements
f¯1, f¯2, f¯3, subject to the relations
a2 = [b, c], b2 = [c, a], c2 = [a, b] (1.26)
The group H is a residually {finite 2-group}; relations (1.26) imply that
the quotient group H/H ′ has exponent 2, we conclude now from Proposition
1.1. that the group H can not contain a 2-series with unit intersection and
the algebra L2(H,Hi) free abelian.
To show that such series does not exist if p 6= 2 we observe that the group
H is not a residually-{finite p-group} for p 6= 2 so an arbitrary p-series will
have in this case a non-unit intersection.
1.5. Our results on restricted Lie algebras of polycyclic groups are related
to the cases when the algebra Lp(H,Hi) is finitely generated and we deal
almost entirely with the case when the rank of Lp(H,Hi) coincides with the
Hirsch number of H . We will construct in section 9 examples of p-series in
a free abelian group of rank 2 with associated graded algebra free abelian
of rank 1; we will construct also examples of series with associated graded
algebra infinitely generated.
§2. Preliminaries.
2.1. We give now a brief account of the main concepts and results about
the restricted Lie algebras of groups; these results are obtained in Lazard’s
article [7].
Let H be a group,
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H = H1 ⊇ H2 ⊇ · · · (2.1)
be a p-series. The restricted Lie algebra associated to series (2.1) is a
Lie algebra over the prime field Zp whose vector space is
∑∞
i=1Hi/Hi+1; an
element h˜ = hHi+1 from Hi/Hi+1 is called homogeneous of degree i and
the Lie operation for homogeneous elements is defined in the following way.
If x1 ∈ Hi1/Hi1+1, x2 ∈ Hi2/Hi2+1 and x∗α is the coset representative of
xα (α = 1, 2) then [x1, x2] is the element ofHi1+i2/Hi1+i2+1 which contains the
commutator [x∗1, x
∗
2]. This operation extends by distributivity on arbitrary
elements from
∑∞
i=1Hi/Hi+1 and it defines the structure of graded Lie algebra
on the set
∑∞
i=1Hi/Hi+1. If x ∈ Hi/Hi+1 and x∗ is its representative in H
then x[p] is defined as the homogeneous component of the element (x∗)p and
we obtain the structure of a restricted Lie algebra in Lp(H,Hi). We will
denote by h˜ the homogeneous component of an element h ∈ H .
Let U =
⋂∞
i=1Hi, H¯ = H/U, H¯i = Hi/U (i = 1, 2, · · · , ). The definition
of the algebra Lp(H,Hi) implies that there exists a natural isomorphism
between the graded algebras Lp(H,Hi) and Lp(H¯, H¯i); this fact reduces the
study of the algebra Lp(H,Hi) to the case when
⋂∞
i=1Hi = 1.
If h is an element of H and h ∈ Hi\Hi+1 then the weight w(h) of h is i;
the weight of 1 is ∞.
Let F be a subgroup of H . Then the series (2.1) induces in F a p-series
Fi = F
⋂
Hi (i = 1, 2, · · · ). We denote the associated Lie algebra of F by
Lp(F, Fi) and we will use this notation throughout the paper. There is a
natural imbedding of the graded Lie algebra Lp(F, Fi) in Lp(H,Hi); if F is
normal in H then Lp(F, Fi) is an ideal in Lp(H,Hi). Let φ : H −→ H/F = G
be an epimorphism of groups, and let Gi = φ(Hi) = (HiF )/F (i = 1, 2, · · · ).
We will make a use of the following result which is Theorem 2.4. in Lazard’s
article [7].
Proposition 2.1. Let F be a normal subgroup of H, G = H/F . The
epimorphism φ : H −→ G defines in a natural way an epimorphism φ˜ :
Lp(H,Hi) −→ Lp(G,Gi) which preserves the degrees of the homogeneous
elements. The kernel of φ˜ is the ideal Lp(F, Fi).
Corollary 2.1. Assume that the normal subgroup F in Proposition 2.1.
has finite index. Let Q be the subgroup formed by all the elements of H whose
images in G belong to
⋂∞
i=1Gi. Then Q is a normal subgroup which contains
F , the index (H : Q) is a power of p and Lp(Q,Qi) = Lp(F, Fi).
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Proof. Let G0 =
⋂∞
i=1Gi. Then Q is the inverse image of G0 in H
and Q ⊇ F . The quotient algebras Lp(H,Hi)/Lp(Q,Qi) is isomorphic to
Lp(G,Gi), so Lp(F, Fi) = Lp(Q,Qi).
The quotient group H¯ = H/Q contains a p-series H¯i = (HiQ)/Q (i =
1, 2, · · · ) with unit intersection. This series has a finite length because the
group H/Q is finite. This implies that H/Q is a finite p-group, and the proof
is complete.
The following result is the first half of Theorem 2.2. in Lazard’s article
[7].
Proposition 2.2. Let φ be a homomorphism from a group H into a
group G. Let Hi and Gi be p-series in G and H respectively and assume that
φ(Hi) ⊆ Gi (i = 1, 2, · · · ). Then φ defines in the following way a homomor-
phism φ˜ : Lp(H,Hi) −→ Lp(G,Gi) such that if h ∈ H is an element of weight
k then
φ˜(h˜) = φ(h) +Gk+1
The following two facts follow from this theorem immediately.
Corollary 2.2. Assume that the conditions of Proposition 2.2. hold. Let
h be an element of H and h˜ be its homogeneous component. The element h˜
belongs to the kernel of φ˜ iff the weight of φ(h) is greater than the weight of
h. If φ˜(h˜) 6= 0 then φ˜(h˜) = φ˜(h).
Corollary 2.3. Let Φ be a group of automorphisms of H such that
φ(Hi) = Hi (i = 1, 2, · · · ). Then the group Φ defines in a natural way a group
of automorphisms Φ˜ of the restricted Lie algebra Lp(H,Hi); the homogeneous
components Hi/Hi+1 (i = 1, 2, · · · ) are Φ˜-invariant.
Lemma 2.1. Let h be a non-unit element of H, x˜ be its homogeneous
component. Assume that w(h) = k. If w(hp
n
) = kpn then h˜pn = h˜[p
n]; if
w(h)p
n
> pnw(h) then h˜[p]
n
= 0.
The proof is straightforward.
Lemma 2.2. i) Let [h1, h2, · · · , hl] be a right normed commutator in H.
If its weight is equal to w(h1) + w(h2) + · · · + w(hl) then the homogeneous
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component of this commutator is [h˜1, h˜2, · · · , h˜l]; if its weight is greater than
w(h1) + w(h2) + · · ·+ w(hl) then [h˜1, h˜2, · · · , h˜l] = 0.
ii) Let h1, h2, · · · , hl be elements of H with the same weight q. Assume
that the weight of the element h1h2 · · ·hl is also q. Then the homogeneous
component of h1h2 · · ·hl is
h˜1 + h˜2 + · · ·+ h˜l (2.2)
If the weight of h1h2 · · ·hl is greater than q then h˜1 + h˜2 + · · ·+ h˜l = 0.
Proof. All the statements are known facts whose proofs are straightfor-
ward. For instance, the proof of statement ii) is obtained in the following
way. If the condition of the assertion hold then the image of h1h2 · · ·hl
in the quotient group Hq/Hq+1 is the sum of the images of the elements
hi (i = 1, 2, · · · , l), hence its homogeneous component is (2.2). The rest of
the statements are proven by similar arguments.
Corolllary 2.4. Let H be a nilpotent group. Then the restricted Lie
algebra Lp(H,Hi) is a nilpotent Lie algebra.
Proof. Follows immediately from statement i) of Lemma 2.2.
2.2. We need an analog of Proposition 2.1. and Lemmas 2.1. and 2.2.
for rings. Let R be a ring with a non-negative pseudovaluation v, Ri is the
filtration defined by v, that is
Ri = {r ∈ R|v(r) ≥ i} (i = 0, 1, · · · )
It is clear that the pseudovaluation function v is completely defined if the
filtration Ri is given. Let A be an ideal in R, we have in A an induced
filtration Ai = A
⋂
Ri (i = 0, 1, · · · ), let gr(R) and gr(A) be the graded ring
of R and A associated to the filtrations Ri, Ai (i = 0, 1, · · · ) respectively.
Further if X¯ denotes the image of a subset X ∈ R under the natural ho-
momorphism φ : R −→ R/A we obtained in R¯ a filtration R¯i (i = 0, 1, · · · )
and a pseudovaluation v¯ defined by this filtration. It is natural to say that
pseudovaluation v¯ is obtained from v by the homomorphism φ. The following
fact is a modified version of Proposition 2 in section 3.4. of Bourbaki [2]; its
proof can be read off from [2] or obtained by a straightforward argument.
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Proposition 2.3. The homomorphism φ : R −→ R/A defines in R¯ a
filtration R¯i (i = 0, 1, · · · ), a pseudovaluation v¯ defined by this filtration and
a homomorphism of graded rings gr(φ) : gr(R) −→ gr(R¯) with kernel gr(A).
Proposition 2.4. Let R be a ring, v and w be two non-negative pseu-
dovaluations which define equivalent topologies in R. Assume that there exists
a system of elements T ⊆ R such that v(t) = w(t) (t ∈ T ) and the graded
rings grv(R) and grw(R) are isomorphic to the polynomial rings (R/A)[T˜v]
and (R/A)[T˜w] respectively, where A is the ideal generated by T and T˜ is the
set of the homogeneous components of elements t ∈ T . Then v(r) = w(r) for
every r ∈ R.
Proof. Let X be a system of coset representatives for the quotient ring
R/A, piα (α = 1, 2, · · · , n) be distinct standard monomials with v-value k.
Then
v(
n∑
α=1
λαpiα) = k (2.3)
and
w(
n∑
α=1
λαpiα) = k (2.4)
because of the condition grv(R) ∼= grw(R) ∼= (R/A)[T˜ ]; we obtain in
particular that w(pi) = v(pi) for an arbitrary standard monomial.
Now assume that there exists an element r ∈ R such that v(r) = k and
w(r) = l > k. Let Ai, Bj (i = 0, 1, · · · ; j = 0, 1, · · · ) be the filtration defined
in R by the pseudovaluations v and w repectively. Since the topologies
defined by v and W are equivalent we can find j > k such that Aj ⊆ Bl+1.
Let R¯ = R/Aj. We have in R¯ pseudovaluations v¯ and w¯; since the v-values
and w-values of elements from Aj are greater then l we obtain that
v¯(r¯) = k, w¯(r¯) = l (2.5)
The ring R¯ has now a pseudovaluation v¯ defined by the filtration A¯i =
Ai/Aj (i = 1, 2, · · · , j, the graded ring grv¯(R¯) is an isomorphic image of the
polynomial ring (R/A)[T˜v], it is generated over the subring R/A by all the
standard monomials whose v-value less than or equal to j − 1 and the stan-
dard monomials with v-value i form a basis of the homogeneous component
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A¯i/A¯i+1 (i = 1, 2, · · · , j − 1). A routine argument shows that every element
x¯ ∈ R¯ has a unique representation
x¯ =
m∑
α=0
µαpiα (2.6)
where µα ∈ X (α = 1, 2, · · · , m) and v(piα) ≤ j − 1 (α = 1, 2, · · · , m).
Since v¯(r¯) = k we conclude that r¯ has a unique representation
r¯ =
∑
β
µβpiβ (2.7)
where all the standard monomials piβ have v-value greater than or equal
to k.
We consider now the following element r1 ∈ R
r1 =
∑
β
µβpiβ (2.8)
The image of r1 in R¯ is r¯; on the other hand representation (2.8) implies
that v(r1) = w(r1) = k. Since all the elements of Aj have v-values and
w-values greater than k we obtain that v(r¯) = w(r¯) = k. We obtained a
contradiction with relation (2.5.) and the asssertion follows.
The proof of following analog of Lemma 2.2. for rings is obtained by the
same straightforward argument.
Lemma 2.3. Let R be a ring with a pseudovaluation ρ and associated
graded ring gr(R), r1, r2, · · · , rl be elements of R with the same weight q.
i) If the weight of the element r1 + r2+ · · ·+ rl is q then its homogeneous
component in gr(R) is equal to r˜1 + r˜2 + · · · r˜l; if the weight of element
r1 + r2 + · · ·+ rl is greater than q then r˜1 + r˜2 + · · ·+ r˜l = 0.
ii) If the weight of the element r1r2 · · · rl is lq then its homogeneous com-
ponent is r˜1r˜2 · · · r˜l; if the weight of this element is greater than lq then
r˜1r˜2 · · · r˜l = 0.
2.3. Lemma 2.4. Assume that the algebra Lp(H,Hi) is generated by the
first l homogeneous components. Let h ∈ H be an element of weight r. Then
the homogeneous component h˜ is a sum of Lie monomials
[h˜α1 , h˜α2 , · · · , h˜αs ][p]
nα
(2.9)
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where the homogeneous elements h˜α1 , h˜α2 , · · · , h˜αs are taken from the first l
factors Hi/Hi+1, the weight of every monomial (2.9) is r, and
w([h˜αi, h˜α2 , · · · , h˜αs ]) = w(h˜α1) + w(h˜α2) + · · ·+ w(h˜αs) = r1 (2.10)
where r = pnαr1.
Further, if hαi is the coset representative of h˜αi (i = 1, 2, · · · , s) then the
element
[hα1 , hα2 · · · , hαs ]p
nα
(2.11)
is the representative in H of the homogeneous component (2.9).
Proof. Since the algebra Lp(H,Hi) is graded the element h˜ must be a
sum of homogeneous Lie monomials (2.9) of degree r. Lemma 2.2. implies
that if a Lie monomial (2.9) is non-zero then condition (2.10) holds, and that
the element (2.11) is a coset representative of the element (2.9) in Hr/Hr+1,
and the proof is complete.
We will make an essential use of the following fact which is proven in
Lichtman [10]. (See [10], Lemmas 2.6. and 3.1.)
Proposition 2.5. Let H be a polycyclic group with Hirsch number r.
Assume that there exists a p-series (1.1) such that the Lie algebra Lp(H,Hi)
is abelian. Then the rank of the algebra Lp(H,Hi) does not exceed r; if this
rank is equal r then the subgroup
⋂∞
i=1Hi is finite.
We will need also the following result.
Proposition 2.6. Let H be a polycyclic group with Hirsch number r, F
be an normal subgroup with a Hirsch number r1. Assume that there exists a
p-series with associated graded algebra Lp(H,Hi) abelian of rank r.
Then the Lie algebra Lp(F, Fi) associated to the p-series Fi = F
⋂
Hi (i =
1, 2, · · · ) is abelian of rank r1. The intersection of the p-series H¯i = (HiF )/Hi (i =
1, 2, · · · ) is a finite subgroup and the Lie algebra Lp(H¯, H¯i) of the group
H¯ = H/F associated to the p-series H¯i (i = 1, 2, · · · ) is abelian of rank
r − r1.
Proof. We can assume that H is infinite. Let U be a torsion free normal
subgroup of finite index, V = U
⋂
F . The subagebra Lp(U, Ui) associated to
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the p-series Ui = Hi
⋂
U (i = 1, 2, · · · ) has a finite index in Lp(H,Hi) so its
rank is equal to r; similarly the rank of the subalgebra Lp(V, Vi) is equal to
the rank of Lp(F, Fi). We see that we can assume that the group U is torsion
free. The first statement follows now from Proposition 3.5. in Lichtman [10];
the second statement follows from Proposition 3.2. in [10].
2.4. The study of p-series in groups and Lie algebras associated to them
is connected to filtrations and valuations in the group rings of these groups.
We have already observed that in the study of the properties of the algebra
Lp(H,Hi) we can assume that
⋂∞
i=1Hi = 1 and p-series (1.1) defines in
a natural way a weight function in the group H and this weight function
defines a filtration in the group ring KH (see Passman, [13]):
A0 = KH ⊇ A1 ⊇ A2 ⊇ · · · (2.12)
where An (n ≥ 1) is the K-linear span of the set of all the products
{(xα1 − 1)(xα2 − 1) · · · (xαs − 1) |
s∑
i=1
w(xαi) ≥ n} (2.13)
We recall that if Hi = Mi(KH) (i = 1, 2, · · · ) is the Lazard-Zassenhaus-
Jennings p-series (see Passman [13], section 11) then the filtration defined
by it is ωn(KH) (n = 1, 2, · · · ) where ω(KH) is the augmentation ideal of
KH . Series (2.1) defines the p-topology in the group H and filtration (2.12)
defines a topology in the group ring KH which we will call p-topology in
KH . The following fact follows easily from the classical theorems on group
rings, we give a sketch of the proof.
Lemma 2.6. If the topology defined by p-series (2.1) in the group H is
equivalent to the p-topology then the topology defined by the filtration (2.12)
in the group ring KH is equivalent to the p-topology of KH.
Proof. Let ωk(KH) be a given power of the augmentation ideal. We
have to find i = i(k) such that Ai ⊆ ωn(KH). Since (h− 1) ∈ ωn(KH) (h ∈
Mn(H)) the proof is easily reduced to the case of the group H¯ = H/Mn(H)
and the p-series H¯i = (HiMn(H))/Mn(H) (i = 1, 2, · · · ); the series H¯i (i =
1, 2, · · · ) has a finite length because there exists a number j such that Hj ⊆
Mn(H). We see that we can assume that the original series Hi (i = 1, 2, · · · )
has a finite length.
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We obtain now that the weights of the factors xα − 1 in the left side of
(2.13) are bounded; this implies that if the number n in (2.13) runs to infinity
then s −→ ∞. We obtain from this that if n is sufficiently large then s ≥ k
and Ai ⊆ ωk(KH) if i ≥ s.
If
⋂∞
n=1An = 0 the filtration (2.12) defines in a natural way a pseudoval-
uation ρ in KH : if x 6= 0 then ρ(x) is equal to the maximal n such that
x ∈ An, and ρ(0) = ∞. We will say that this pseudovaluation is defined
by p-series (2.1). We recall that this pseudovaluation is a valuation if the
graded ring gr(KH) is a domain; in the case of the group ring KH this
condition can be replaced by the equivalent condition that Up((Lp(H,Hi)) is
a domain (see Proposition 2.7. below). Further it is known that if filtration
(2.12) defines a valuation in KH the topological completion of KH must be
a domain.
We will need the following fact (see Lichtman [10], Lemma 3.2.)
Lemma 2.7. Let H be a group which contains a p-series (2.1) with unit
intersection, N be a normal subgroup of H. Assume that the topology defined
by the series Ni = N
⋂
Hi (i = 1, 2, · · · ) in N is equivalent to the p-topology
in N , and the topology defined by the series H¯i = (HiN)/N (i = 1, 2, · · · ) in
the quotient group H¯ = H/N is equivalent to the p-topology in H¯. Then the
topology defined in H by series (2.1) is equivalent to the p-topology in H.
Lemma 2.8. Let H be a free abelian group of rank r ≥ 1 which con-
tains a p-series (2.1.) with unit intersection and the associated graded algebra
Lp(H,Hi) finitely generated.
i) If the rank of H is 1 then so is the rank of Lp(H,Hi).
ii) If the rank of Lp(H,Hi) is equal to r then the topology defined by series
(2.1) is equivalent to the p-topology.
Proof. We will prove first both statements for the case when H has rank
1. Since Lp(H,Hi) is finitely generated we can find a number i0 such that
the subalgebra
∑
i≥i0
Hi/Hi+1 (2.14)
contains no nilpotent elements. Hence this subalgebra is free abelian of
rank 1.
23
On the other hand the subalgebra (2.14) is the restricted Lie algebra of
the subgroup V = Hi0 which corresponds to the p-series
V = Hi0 ⊇ Hi0+1 ⊇ · · · (2.15)
Let v be the generator of V , v˜ be the homogeneous component of v. The
weight of v is i0, since v˜ is not nilpotent we obtain from Lemma 2.2. that
the homogeneous component of the element vp
n
is equal to v˜[p]
n
and the
weight of vp
n
is pni0. We see that the topology defined in V by series (2.14)
is equivalent to the p-topology. Since the quotient group H/Hi0 is a finite
cyclic p-group we conclude from Lemma 2.7. that the topology defined in H
by series (2.1) is equal to the p-topology. This completes the proof for the
special case when the rank of H is 1.
We consider now the general case. Let u = h1, h2, · · · , hr be a free sys-
tem of generators for H , U be the subgroup generated by the element u.
Proposition 2.6. implies that the algebra Lp(U, Ui) associated to the p-series
Ui = H
⋂
Ui (i = 1, 2, · · · ) is finitely generated abelian of rank 1, that the
p-series H¯i = (HiU)/U (i = 1, 2, · · · ) in the group H¯ = H/U has a unit inte-
section and the algebra Lp(H¯, H¯i) (i = 1, 2, · · · ) is finitely generated abelian
of rank r − 1. We have already proven that the topology defined in U by
the series Ui (i = 1, 2, · · · ) is equivalent to the p-topology, and the assump-
tion of the induction implies that the topology defined in H¯ by the series
H¯i (i = 1, 2, · · · ) is equivalent to the p-topology. The assertion now follows
from Lemma 2.7.
2.5. Let H be a group, N be its normal p-subgroup and V ⊇ N ′Np be
an H-invariant subgroup of H , G = H/N . The conjugation in H defines in
a natural way a structure of a ZpH module in the quotient group N¯ = N/V ;
this module is in fact a ZpG-module.
Lemma 2.9. Assume that the module N¯ has dimension less than or equal
r. Then the following conditions are equivalent
i) For every h ∈ H there exists a number n(h) such that [hpn(h), N ] ⊆ V
ii) [hp
r
, N ] ⊆ V
iii)
⋂∞
i=1 ω
i(ZpG)
i • N¯ = 0
iv) ωr(ZpG) • N¯ = 0
Proof. See [10], Lemma 2.15.
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Corollary 2.5. Assume that H¯ = H/N ′Np is a residually {finite p-
group} and the rank of the vector space N¯ = N/N ′Np does not exceed r.
Then
ωr(ZpG) • N¯ = 0 (2.16)
and
[hp
r
, N ] ⊆ N ′Np (2.17)
Proof. If H¯ is a residually {finite p-group} then condition iii) of Lemma
2.9. holds and the assertion now follows from Lemma 2.8.
The folowing lemma is a known facts, its proof is obtained by a routine
argument.
Lemma 2.10. Let H be a group which contains a finite normal p-
subgroup U such that that quotient group H/U is an extension of a finitely
generated torsion free nilpotent group by a finite p-group. Assume also that
there exists a number l such that every hp
l
(h ∈ H) centralizes the factor
U/U ′Up. Then H contains a finitely generated torsion free nilpotent normal
subgroup V whose index is a power of p.
2.6. We will need the following fact which follows immediately from The-
orem 2.4. in Lichtman [12]; this fact is a generalization of Quillen’s theorem
[15].
Proposition 2.7. Let H be a group, (2.1) be an arbitrary p-series in H,
K be a commutative domain of characteristic p and (2.13) be the filtration
defined in KH by this p-series. Let gr(KH) be the graded ring associated to
this filtration. Let h ∈ H be an element of weight i. Then the correspondence
hHi+1 −→ (h− 1) + Ai+1 (2.18)
defines an isomorphism between the graded algebras gr(KH) and
K ⊗ Up(Lp(H,Hi)); in particular the restricted Lie subalgebra generated in
gr(KH) by all the elements h−1+Ai+1(KH) is isomorphic to the restricted
Lie algebra Lp(H,Hi). If U is a normal subgroup of H then the elements
u − 1 + Ai+1 (u ∈ U) generate a restricted Lie subalgebra isomorphic to
the subalgebra Lp(U, Ui). Further, the subring gr(KU) is isomorphic to the
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universal p-envelope Up(Lp(U, Ui) and the algebra gr(KH) is isomorphic to
a suitable smashed product of gr(KU) with the restricted Lie algebra of the
group H/U associated to the p-series (HiU)/U (i = 1, 2, · · · ).
Let R be an algebra over a field K, v be a pseudovaluation in R, Ri (i ∈
Z) be the filtration defined by v, i.e. Ri = {r ∈ R|v(r) ≥ i}, gr(R) be
the associated graded ring. We extend v in a natural way to the Laurent
polynomial ring R[t, t−1] assuming that v(t) = 1. Let V be the valuation
ring of R[t, t−1], i.e. V = {x ∈ R[t, t−1]|v(x) ≥ 0. The following fact is
Lemma 4.3. and Corollary 4.1. in Lichtman [9].
Proposition 2.8. There exists an isomorphism ψ between the rings
gr(R) and V/(t). If ej (j ∈ J) is a system of elements of Ri which gives
a basis of Ri/Ri+1 then the images of the elements ejt
−i (j ∈ J) in V/(t)
form a basis of the subspace ψ(Ri/Ri+1) of V/(t).
We consider once again now a group H with a p-series (2.1), let v be the
pseudovaluation defined in KH by this series, we have also the corresponding
filtration (2.12). Let hj be an arbitrary element of H with weight nj so
v(hj − 1) = nj, let h˜j be the homogeneous component of hj in the algebra
Lp(H,Hi). All the elements of KH have non-negative values and we see that
the quotient ring V/(t) is generated over K by the images (h− 1)t−nj (j ∈ J)
of the elements (h−1)t−nj (j ∈ J). We apply now Propositions 2.7. and 2.8.
and obtain the following representation for the algebra Lp(H,Hi).
Proposition 2.9. There exists an isomorphism θ : V/(t) ∼= Up(Lp(H,Hi))
defined by the map (hj − 1)t−nj −→ h˜j (j ∈ J). The elements (hj − 1)t−nj (j ∈
J) in V/(t) generate with respect to the Lie operations in V/(t) a subalgebra
isomorphic to Lp(H,Hi).
Now let v be a discrete pseudovaluation in the group ring KH where K
is a field of characteristic p such that v(h − 1) ≥ 1 for every h ∈ H . This
pseudovaluation defines a filtration in KH
An(KH) = {x ∈ KH|v(x) ≥ n} (n = 0, 1, · · · ) (2.19)
and also a p-series in H
Hi = {h ∈ H|v(h− 1) ≥ i} (i = 1, 2, · · · ) (2.20)
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Let ˜(h− 1) be the homogeneous component of the element h−1 in the graded
ring associated to the filtration (2.19). The following fact is a special case of
Theorem 6.6. in Lazard [7].
Proposition 2.10. The elements ˜(h− 1) (h ∈ H) generate in grv(KH)
a graded Lie subalgebra isomorphic to the Lie algebra Lp(H,Hi).
Corollary 2.6. If the pseudovaluation v in Proposition 2.10. is a valua-
tion then the algebra Lp(H,Hi) contains no nilpotent elements.
Proof. Follows from the fact that an element ˜(h− 1) ∈ gr(KH) (h ∈ H)
is not nilpotent.
Now pick a natural number n and consider a discrete pseudovaluation v1
in KH which is defined as v1(x) = nv(x) (x ∈ KH); clearly, v1 is equivalent
to v, the filtrations defined by v and v1 coincide and we obtain the same
graded ring gr(KH) for both pseudovaluations. We obtain from this the
following fact which will be used in the proof of Theorem XII.
Corollary 2.7. The pseudovaluations v and v1 in KH define in H the
same p-series Hi (i = 1, 2, · · · ) and define the same algebra Lp(H,Hi).
2.7. We will need a few facts about free abelian graded Lie algebras. We
assume that the algebras are graded by a set I, which is either the set of
natural numbers or the set of integers modulo some number m.
Lemma 2.11. Let F be a restricted graded abelian Lie algebra without
nilpotent elements over a field K. Assume that
F =
⊕
i∈I
Fi (2.21)
is a grading in F . Then the algebra F is free abelian. Further, there
exists a subset I1 ⊆ I such that
F [p] =
⊕
i∈I1
Fi (2.22)
and F has a direct sum representation
F =M + F [p] (2.23)
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where M is graded subspace of F and
M =
⊕
i∈I2
Fi (2.24)
where I2 is the complement of I1 in I. Let Ei be system of homogeneous
elements of F which forms a basis of the vector subspace Fi (i ∈ I2) and let
E =
⋃
i∈I2
Ei. Then E is a free system of generators for F , i.e. the subset
∞⋃
n=1
E[p]
n
(2.25)
is a basis of F over K. The universal p-envelope of F is isomorphic to
the symmetric algebra K[M ] which is the polynomial algebra over K in the
system of variables E.
Proof. The map x −→ x[p] (x ∈ F ) defines an epimorphism of graded
algebras F −→ F [p]. Since F contains no nilpotent elements we obtain
immediately that the images of distinct homogeneous components Fi1 and
Fi2 are distinct homogeneous components F
[p]
i1
and F
[p]
i2
in F [p] and relations
(2.23)− (2.25) follow easily.
Since E is a basis for M we obtain that it is a free sysytem of generators
for F . This completes the proof.
The subspace M ∼= F¯ is in fact a graded subspace of F and it is natural
to say that the free restricted algebra F is freely generated by the vector
subspaceM , and the universal p-envelope of F is isomorphic to the symmetric
algebra K[M ]. Every subspace Fi (i ∈ I2) generate an ideal K[Fi].
We will need a refinement of Lemma 2.11. for the case when F is a
restricted Lie algebra of a group H .
Corollary 2.8. Let H be a group which contains a p-series (2.1) with
unit intersection such that the algebra Lp(H,Hi) free abelian. Let E be a
system of elements obtained in Lemma 2.11. Then every element of ∈ E is
a homogeneous component of an element h ∈ H that is e = h˜ for a suitable
h ∈ H. Moreover, every non-zero element of the subspace Fi (i ∈ I2) is a
homogeneous component in the algebra Lp(H,Hi).
Proof. The first statement follows from the definition of E.
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We prove the second statement. Let i ∈ I2 and 0 6= h ∈ Fi. Then
x =
n∑
j=1
λjej (2.26)
where ej ∈ Ei (j = 1, 2, · · · , n) are homogeneous elements of weight i,
ej = h˜j (j = 1, 2, · · · , n) and λj ∈ Zp (j = 1, 2, · · · , n). Let 1 ≤ nj ≤ p−1 be
a natural number which is a coset representative of λj (j = 1, 2, · · · , n). We
obtain now from Lemma 2.3. ii) that the weight of the element h =
∏n
j=1 h
nj
j
is i and it is a coset representative for the the element x, that is x = h˜, and
the assertion follows.
2.8. Let R be a ring, φ be an automorphism of R. A pseudovaluation ρ
is φ-invariant if for every r ∈ R
ρ(φ(r)) = ρ(r) (2.27)
If the pseudovaluation ρ is φ-invariant the automorphism φ defines in a
natural way an automorphism φ˜ of the ring gr(R). If r˜ is a homogeneous
element of degree k in gr(R) and r is an arbitrary element of R with ρ-value
k then φ˜(r˜) = 0 if ρ(φ(r)) > k and
φ˜(r˜) = φ˜(r) (2.28)
if ρ(φ(r)) = k. We have also
φ˜(
n∑
i=1
r˜i) =
n∑
i=1
φ˜(r˜i) (2.29)
for homogeneous elements r˜i (i = 1, 2, · · · , n).
We will say that an automorphism φ of R centralizes the ring gr(R) if it
acts trivially on gr(R). This is equivalent to the condition
φ˜(r˜) = r˜ (2.30)
for all the homogeneous elements r˜ ∈ gr(R) and it means that for every
r 6= 0 there exists u ∈ R such that
φ(r) = r + u where ρ(u) > ρ(r) (2.31)
or that
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ρ(φ(r)− r) > ρ(r) (r 6= 0) (2.32)
We will need the version of these relations for group rings.
Lemma 2.12. Let H be a group, φ be an automorphism of H and assume
that a filtration and a pseudovaluation ρ of KH are defined by a φ-invariant
p-series (2.1). The automorphism φ centralizes the graded ring grρ(KH)
iff it centralizes all the factors Hi/Hi+1 (i = 1, 2, · · · ) of the series i.e. if
h ∈ Hi\Hi+1 then there exists u ∈ Hi+1 such that φ(h) = hu.
Proof. If h and u are as in the condition of the lemma then relation
hu− 1 = (h− 1) + (u− 1) + (h− 1)(u− 1) (2.33)
implies that the homogeneous components of the elements h − 1 and
hu− 1 coincide, hence the homogeneous components of the elements (h− 1)
and φ(h − 1) are equal iff the condition φ(h) = hu holds, and the assertion
follows.
Corollary 2.9. The automorphism φ centralizes the graded ring grρ(KH)
iff it centralizes the algebra Lp(H,Hi).
§3. The Lifting of the Valuations.
3.1. Let R be a ring, A be a residually nilpotent ideal
∞⋂
i=1
Ai = 0 (3.1)
and gr(R) be the graded ring associated to the filtration
R ⊇ A ⊇ A2 ⊇ · · · (3.2)
Let ρ be the pseudovaluation defined by filtration (3.2), R˜ be the com-
pletion of R in the topology defined by ρ and X be a system of coset repre-
sentatives for the quotient ring R/A. Now assume that A is generated by a
central element t then an arbitrary element r ∈ R˜ a representation
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r =
∞∑
j=0
λjt
j (λj ∈ X ; (j = 0, 1, · · · ) (3.3)
In this notation we have the following simple fact.
Lemma 3.1. Let A be a residually nilpotent ideal of R generated by a
central element t. The following three conditions are equivalent:
1) The graded ring gr(R) associated to the pseudovaluation ρ is isomor-
phic to the polynomial ring (R/A)[t].
2) Representation (3.3) is unique.
3) The element t is regular.
Proof. If condition 1) hold then every element x in the factor An/An+1
has a unique representation x = λtn (λ ∈ X ). We conclude from this that if
we take an arbitrary natural number n and consider the quotient ring R/An
then every element of R/An has a unique representation
x =
m∑
j=0
λjt
j (3.4)
where λj ∈ X (j = 1, 2, . . . , m). Since the ring R˜ is the inverse limit of the
system of rings R/An (i = 1, 2, · · · ) we obtain that every element of R˜ has a
unique representation (3.3).
Assume that condition 2) holds. We derive from this that every element
of R modulo An has a unique representation as a polynomial of degree less
than or equal n with coefficients from X and hence every element of An/An+1
has a unique representation x = λtn (λ ∈ X ).
We pick now elements tk and tl. The element tktl has a unique repre-
sentation as a monomial tk+l. Hence the associated graded ring gr(R˜) is
isomorphic to the polynomial ring (R/A)[t] and the same is true for the ring
gr(R) ∼= gr(R˜). This proves that 2) −→ 1).
We prove now the equivalence of 2) and 3). If 2) holds then the element
t is regular in R because its homogeneous component is regular in gr(R).
Conversely, assume that t is regular and let x ∈ An. There exists λ ∈ R such
that x = λtn. If now x 6∈ An+1 then λ 6∈ A; further we can assume that λ ∈ X .
We see that for every element An/An+1 there exists a representation x =
λtn (λ ∈ X ). We will now verify that if λ1 6= λ2 then λ1tn 6= λ2tn (modAn+1).
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This will prove that the factor An/An+1 is isomorphic to the vector space
(R/A)tn and hence gr(R) ∼= (R/A)[t].
In fact if (λ1−λ2)tn ∈ An+1 then there exists y ∈ R such that (λ1−λ2)tn =
tn+1y which yields tn(ty − λ1 + λ2) = 0. This contradicts the assumption
that t is regular and the proof is complete.
3.2. We consider in this subsection an ideal A of R which is generated
by a polycentral independent system of elements < t1, t2 >. We recall that
this means that t1 is a central element in R such that
⋂∞
i=1(t1)
i = 0 and the
graded ring gr(R) associated to the filtration defined by the powers of the
ideal (t1) is isomorphic to the polynomial ring R1[t], where R1 = R/(t1); the
element t2 is central modulo the ideal (t), the ideal A1 = A/(t1) generated
in the ring R1 by the element t2 is residually nilpotent and the graded ring
associated to the filtration defined by the powers of A1 is isomorphic to the
polynomial ring (R1/A1)[t2] ∼= (R/A)[t2].
Pick an arbitrary m and let X¯ be the image of a subset X under the nat-
ural homomorphism R −→ R/(t1)m. Clearly we have a natural homomor-
phism R¯ −→ R¯/(A¯) ∼= R/A and the system of elements X can be considered
also as a system of coset representatives for quotient ring R¯/A¯ ∼= R/A. We
order the system of elements < t1, t2 > assuming that t1 < t2; since there is
one to one correspondence between the systems < t1, t2 > and < t¯1, t¯1 > the
system < t¯1, t¯2 > is also well ordered. The standard monomials on < t1, t2 >
or on < t¯1, t¯2 > are defined in the usual way.
Lemma 3.2. Let
x = r1t¯2r2t¯2 · · · rnt¯2rn+1 (3.5)
where rα ∈ R¯ (α = 1, 2, · · · , n+ 1). Then there exists a representation
x = rt¯n2 + t¯1x1 (3.6)
where s ∈ R¯ and x1 ∈ A¯n−1 .
Proof. Since the element t¯1 is central modulo the ideal (t1) we obtain
that for an arbitrary r¯ ∈ R¯ there exists s¯ ∈ R¯ such that
t¯2r¯ = r¯t¯2 + t¯1s¯ (3.7)
We apply this identity to the factors t¯2 and r¯n+1 in (3.5) and obtain
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x = r¯1t¯2r¯2t¯2 · · · r¯nr¯n+1t¯2 + t¯1y¯ (3.8)
where y¯ ∈ A¯n−1. We repeat this procedure, and after n steps obtain (3.6)
where r = r¯1r¯2 · · · r¯n+1.
Corollary 3.1. For an arbitrary natural n
A¯n
⋂
(t¯1) ⊆ t¯1A¯n−1 (3.9)
Proof. Let x ∈ A¯n⋂(t¯1). Since x ∈ t¯1 we obtain from representation
(3.6) that r¯t¯n2 ∈ (t¯1). We obtain from the last inclusion that r¯ ∈ (t¯1) because
the element t2 is regular in the quotient ring R¯/(t¯1) ∼= R/(t1) = R1. We
conclude from this and Lemma 3.2. that x ∈ t¯1A¯n−1 and the proof is complete.
Lemma 3.3.
∞⋂
n=1
t¯m−11 A¯
n = 0 (3.10)
Proof. We consider the regular representation ρ of R¯ in the ideal (t¯1)
m−1
generated by the central element t¯1. We prove first of all that the kernel of
this representation is the ideal (t¯1). Clearly, the kernel contains the ideal (t¯1).
On the other hand assume that r¯ 6∈ (t¯1), r¯t¯m−11 = 0 and let r is an element
of R which is mapped in r¯ under the homomorphism R −→ R/(t1)m = R¯;
then rtm−11 = t
m
1 s for some element s ∈ R. Hence tm−11 (r − t1s) = 0 which is
impossible because t1 is a regular element. This proves that the the kernel
of ρ is the ideal (t¯1).
We obtain now that the ideal (t¯1)
m−1 = t¯m−11 R¯ is a one dimensional free
module with generator t¯m−11 over the ring R¯/t¯
∼= R/(t1) ∼= R1 and the R1-
module t¯m−11 A
n
1 is isomorphic to A
n
1 . We have now
t¯m−11 R¯ = t¯
m−1
1 R1 (3.11)
and we obtain from this that t¯m−11 A¯
n = t¯m−11 A
n
1 for every natural n .
Relation (3.10) now follows from the relation
⋂∞
n=1A
n
1 = 0. This completes
the proof.
Proposition 3.1. Let X¯ denote the image of a subset X ⊆ R under
the natural homomorphism the R −→ R/(t)m1 and assume that n ≥ (m− 1).
Then
A¯n
⋂
(t¯1)
m−1 ⊆ (t¯1)m−1A¯n−(m−1) (3.12)
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Proof. We apply induction by the number m; the initial step of the
induction when m = 1 is obvious and we can assume that the assertion has
already been proven for all the quotient rings R/(t1)
k (k = 1, 2, . . . , m− 1).
This assumption implies that
A¯n
⋂
(t¯1)
m−2 ⊆ t¯m−21 A¯n−(m−2) (3.13)
and hence
A¯n
⋂
(t¯m−11 ) ⊆ t¯m−21 A¯n−(m−2) (3.14)
and it is enough to prove that if n ≥ (m− 1) then
t¯m−21 A¯
n−(m−2)
⋂
(t¯1)
m−1 ⊆ t¯m−11 A¯n−(m−1) (3.15)
if n ≥ (m− 1).
Let y¯ be an element from the left side of (3.15). We obtain from Lemma
3.2. that y¯ is a sum of elements which either have type
t¯m−21 rt¯
k
2 (k ≥ n−m+ 2) (3.16)
or they have type
t¯m−21 t¯1y¯1 = t¯
m−1
1 y¯1 (3.17)
with y¯1 ∈ A¯n−(m−2)−1.
Since element (3.17) belongs to t¯m−11 A¯
n−(m−1) we can consider only the
case when y¯ is a sum of elements of type (3.16), that is
y¯ = t¯m−21
∑
r¯αt¯
kα
2 (3.18)
where kα ≥ n−m+ 1.
Since we assumed that y¯ ∈ (t¯1)m−1 we conclude from (3.18) that
(t¯m−21
∑
r¯αt¯
kα
2 ) ∈ (t¯)m−1 (3.19)
Let u be an element of R which is mapped in the element
∑
r¯αt¯
kα
2 under
the homomorphism R −→ R¯ = R/(t)m1 . Relation (3.19) implies that there
exist a, b ∈ R such that utm−21 = atm−11 + btm1 . Since t1 is a regular element
we can cancel the last relation by tm−21 and obtain that u = t1a+ t
2
1b. Hence
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∑
α=1(r¯αt¯
kα
2 ) ∈ (t¯1) and the relation kα ≥ (n−m+2) together with Corollary
3.1. imply that
(
∑
α=1
r¯αt¯
kα
2 ) ∈ t¯1A¯n−m+1 (3.20)
We obtain from this and (3.18) that y¯ ∈ (t¯1)m−1A¯(n−m+1) and the proof
is complete.
Corollary 3.2. Assume that the conditions of Proposition 3.1. hold.
Then the ideal A¯ of R¯ is residually nilpotent.
Proof. We recall also that the definition of the independent polycentral
system imply that the ideal A is residually nilpotent modulo (t)1 and we can
assume that A is residually nilpotent modulo (t¯1)
m−1, i. e.
∞⋂
n=1
An ⊆ (t¯1)m−1 (3.21)
We have now
∞⋂
n=1
A¯n = (
∞⋂
n=1
A¯n)
⋂
(t¯1)
m−1 ⊆ (
∞⋂
n=1
A¯n
⋂
(t¯1)
m−1) ⊆
⊆
∞⋂
n=2(m−1)
(A¯n
⋂
(t¯1)
m−1) ⊆ (
∞⋂
n=2(m−1)
(t¯1)
m−1A¯(n−m+1)) (3.22)
Lemma 3.3. implies that the the last term in (3.22) is zero. This completes
the proof.
Theorem 3.1. Let R be a ring, t1, t2 > be a polycentral independent
system in R. Let A =< t1, t2 > be the ideal generated by the elements t1, t2.
Then the ideal A is residually nilpotent.
Proof. We pick an arbitrary natural m and consider the quotient ring
R¯ = R/(t1)
m; let X¯ denote the image of a subset X ⊆ R under the natural
homomorphism R −→ R/(t1)m. Since the ideal A¯ ⊆ R¯ is residually nilpotent
by Corollary 3.2. the assertion follows now from the condition
⋂∞
m=1(t1)
m = 0.
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3.3. We assume throughout this subsection that the conditions of Theo-
rem 3.1. hold and hence
⋂∞
n=1A
n = 0. We see that the powers of the ideal
A define a topology in R; let R˜ be the completion of R. Similarly we pick
an arbitrary m and consider the ring Rm = R/(t1)
m; we denote by X¯ the
image of a subset X ⊆ R under the homomorphism R −→ Rm. Corollary
3.2. yields that the ideal A¯ is residually nilpotent in Rm. We denote by R˜m
the completion of of R¯ in the topology defined by the powers of A¯.
Let X be a system of coset representatives for the quotient ring Rm/(t¯) ∼=
R/(t). and define the standard monomials on the set T¯ in the usual way.
Proposition 3.2. Every element r ∈ R˜m has a unique representation
x = λ0 + λ1t¯1 + · · ·+ λn−1t¯m−11 (3.23)
where λα (α = 0, 1, · · · , m− 1) is a power series
∞∑
i=1
uit
i
2 (3.24)
with ui ∈ X (i = 1, 2, · · · ).
Proof. We consider the completion of the ideal (t¯1)
m−1 ⊆ Rm. Proposi-
tion 3.1. implies that the topology induced in the subring t¯m−11 Rm is equiv-
alent to the topology defined by the system of ideals (t¯1)
m−1A¯n; hence the
completion of the ideal (t¯1)
m−1 is isomorphic to the ideal t¯
(m−1)
1 R˜m of R˜m
and hence every element of this completion has a unique representation
u = t¯m−11 λ (3.25)
where λ is a power series of type (3.24). Further the ideal t¯
(m−1)
1 R˜m is
the kernel of the natural homomorphism R˜m −→ R˜m−1. We can assume that
every element y ∈ R˜m−1 has a unique representation
y = µ0 + µ1t¯1 + µ2t¯
2
1 + · · ·µm−2t¯m−21 (3.26)
where the coefficients µ0, µ1, · · · , µm−2 are power series of type (3.24) and
this representation is unique.
The vector space R˜m is a direct sum R˜m = R˜m−1 + t¯
m−1
1 R˜m. We obtain
from this and from the representations (3.25) and (3.26) that x has repesen-
tation (3.23); the uniqueness of this representation follows easily from the
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uniqueness of the representations of (3.25) and (3.26). This completes the
proof.
Proposition 3.3. Let R˜ be the completion of R in the topology defined
by the powers of the ideal A. Then every element of r ∈ R˜ has a unique
representation
r =
∞∑
j=1
λjt
j
1 (3.27)
where λj =
∑∞
i=1 ujit
i
2 (j = 1, 2, · · · ) with uji ∈ X (i = 1, 2, · · · ; j =
1, 2, · · · ).
Proof. The ring R˜ is an inverse limit of the system of rings R/(t)m (m =
1, 2, · · · ) and the existence and the uniqueness of representation (3.27) follows
from Proposition 3.2.
Corollary 3.3. Every element r ∈ R˜ has a unique representation
r =
∞∑
i=1
uiτi (3.28)
where ui ∈ X (i = 1, 2, · · · ), τi (i = 1, 2, · · · ) are standard monomials on the
set < t1, t2 > with limi→∞ l(τi) =∞.
3.4. We set up now the notation for Theorem III and Lemmas 3.4.−3.10.
Let R be a ring, T =< t1, t2, · · · , tn > be an independent polycentral system
which is composed from the central independent systems T1, T2, · · · , Tk, A be
the ideal generated by the system T , f be a function on T whose values form
a bounded set of natural numbers and f(t1) > 2f(t2) for an arbitrary pair of
elements t1 ∈ Ti, t2 ∈ Ti+1 (1 ≤ i ≤ k − 1). The definition of the polycentral
independent system implies that for an arbitrary (1 ≤ m ≤ k) the subsystem
t1, t2, · · · , tm is an independent polycentral system in R; let Am be the ideal
generated < t1, t2, · · · , tm >. Further, the system tm+1, tm+2, · · · , tn is an
independent polycentral system in the quotient ring R/Am.
Every element r ∈ A is sum
∑
µ1tβ1µ2tβ2 · · ·µktβkµk+1 (3.29)
where tβ1, tβ2 · · · , tβk are elements from T , µ1, µ2, · · · , µk ∈ R. Let M be
the maximum of the values of f(t) on T . We define now a system of subsets
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Bj (j = 0, 1, · · · ) in R as follows. Define B0 = R and then for j ≥ 1 define
that an element x belongs to Bj if there exists for it a representation (3.29)
such that every summand satisfies the condition
k∑
α=1
f(tβα) ≥ j (3.30)
It is clear that B1 = A and that 0 ∈ Bj (j = 0, 1, · · · ). Let X be a system
of coset representatives for the ideal A.
Theorem III. i) The ideal A is residually nilpotent and
⋂∞
j=0Bj = 0.
The system of subsetes Bj (j = 0, 1, · · · ) is a filtration in R.
ii) This filtration defines a pseudovaluation v such that v(t) = f(t) for
an arbitrary t ∈ T ; the homogeneous components t˜i (i = 1, 2, · · · , n) are
central in grv(R) and the ring grv(R) is isomorphic to the polynomial ring
(R/A)[t˜1, t˜2, · · · , t˜n].
The pseudovaluation v is defined uniquely by the conditions v(t) = f(t) (t ∈
T ), and grv(R) ∼= (R/A)[t˜1, t˜2, · · · , t˜n]; the topology defined by this pseudoval-
uation is equivalent to the topology defined by the powers of A.
3.5. We will prove in this subsection a few auxilary facts.
We will use throughout this subsection the notation of subsection 3.4.
and we will assume that the ideal A generated by the system T is residually
nilpotent. We will prove under this condition Lemmas 3.4.− 3.10.We point
out that Theorem 3.1. shows that the ideal A is residually nilpotent if T is
the polycentral independent system < t1, t2 > . This fact will make possible
to apply Lemmas 3.4.− 3.10. in the proofs of Theorems 3.2. and 3.3.
Lemma 3.4. Every Bj is an ideal in R,
R = B0 ⊇ B1 ⊇ B1 ⊇ · · · (3.31)
and
Aj ⊆ Bj (j = 1, 2, · · · ) (3.32)
Further
BjM ⊆ Aj (j = 1, 2, · · · ) (3.33)
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Proof. The proof of the first statement is straightforward and relation
(3.29) follows immediately as well as (3.32)
Now assume that r ∈ BjM . Then there exists for r representation where
all the summands (3.31) satisfy relation
k∑
α=1
f(tβα) ≥ jM (3.34)
We pick an arbitrary of these summands. Since f(tβα) ≤ M (α =
1, 2, · · · , k) we must have k ≥ j and hence this summand belongs to Aj .
This proves relation (3.33). The proof of the lemma is complete.
Corollary 3.4. The system of ideals Bj (j = 0, 1, · · · ) defines a pseu-
dovaluation v in R as follows
v(0) =∞; if x 6= 0 then v(x) = max{j|x ∈ Bj} (3.35)
The topology defined by this pseudovaluation is equivalent to the topology
defined by the powers of the ideal A.
An element r ∈ R has v-value greater than zero iff it belongs to the ideal
A.
If t ∈ T then v(t) ≥ f(t).
Proof. We obtain from (3.32) and the assumption
⋂∞
j=1A
j = 0 that
∞⋂
j=1
Bj = 0 (3.36)
Further the definition of the system of ideals Bj (j = 0, 1, · · · ) shows that
Bj1Bj2 ⊆ Bj1+j2. We see that the system of ideals Bj (j = 0, 1, · · · ) forms a
filtration in R so v is a pseudovaluation in R.
The definition of the pseudovaluation v shows that v(x) > 0 iff x has a
representation (3.29) with every summand containing elements of T which
means that x ∈ A.
The definition of Bj implies that if f(t) = j then t ∈ Bj , so v(t) ≥ j
which proves the last statement.
Definition 3.1. The pseudovaluation v and the filtration Bj (j = 0, 1, · · · )
will be called the pseudovaluation and the filtration defined in R by the poly-
central system T and the function f .
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Lemma 3.5. The graded ring associated to the pseudovaluation v is
generated by the zero component R/A and the set of homogeneous components
T˜ = {t˜i |(ti ∈ T, i ∈ I}.
Proof. Let r be an element of R with v(r) = j. Then r ∈ Bj and we will
consider the image of this element in the factor Bj/Bj+1. Since we consider
the image of r modulo Bj+1 we can assume that it has representation (3.29)
where every summand r1 = µ1tβ1µ2tβ2 · · ·µktβkµk+1 satisfies condition
k∑
α=1
f(tβα) = j (3.37)
and noone of these summands belongs to Bj+1. We conclude that v(r1) =
j otherwise we would have r1 ∈ Bj+1. The relation v(r1) = j implies that
v(µα) = 0 (α = 1, 2, · · · , k + 1). In fact, if we assume v(µα) > 0) for some
µα then we obtain from this assumption together with condition (3.37) that
v(r1) > j. We conclude from this and from Lemma 2.3. that the homogeneous
component r˜1 of the summand r1 has representation
r˜1 = µ˜1t˜β1µ˜2t˜β2 · · · µ˜k t˜βk µ˜k+1 (3.38)
and that
r˜ =
∑
µ˜1t˜β1µ˜2t˜β2 · · · µ˜k t˜βk µ˜k+1 (3.39)
and the assertion follows.
The following fact was established in the proof of Lemma 3.5.
Corollary 3.5. Let r be an element of R such that v(r) = j. Then
the homogeneous component r˜ is a sum of monomials (3.38) where v(u˜α) =
0 (α = 1, 2, · · · , k + 1) and ∑kα=1 v(t˜βα) = j.
Lemma 3.6. Assume that the homogeneous components t˜i (ti ∈ T ) are
central in gr(R). Let x ∈ Bj\Bj+1. Then
i) there exists a representation
x = x1 + y (3.40)
where
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x1 =
n∑
i=1
λipii (3.41)
λi ∈ X (i = 1, 2, · · · , n); pii (i = 1, 2, · · · , n) are standard monomials on
T with v-value equal j and y ∈ Bj+1.
ii) Let R˜v be the completion of R in the topology defined by v. Then the
element y in the right side of (3.40) has a representation
y =
∞∑
i=n+1
λipii (3.42)
where λi ∈ X , v(pii) ≥ j + 1 (i = 1, 2, · · · ), and limi→∞v(pii) =∞.
iii) Representations (3.40)− (3.42) yield a power series representation
x =
∞∑
i=1
λipii (3.43)
Proof. i) We have for x a representation (3.29). We consider now the ho-
mogeneous component (3.38) of one of the summands in this representation.
Since the homogeneous component t˜i (i ∈ I) are central in gr(R) we obtain
that the element (3.38) is equal to the element µ˜1µ˜2 · · · ˜µk+1pi(t˜β1 , t˜β2, · · · , t˜βk)
where v(µ˜1µ˜2 · · · ˜µk+1) = 0 and pi is a suitable standard monomial of value j
on the set of elemenrs t˜β1 , t˜β2, · · · , t˜βk .
We obtain from this
µ1tβ1µ2tβ2 · · ·µktβkµk+1 = µ1µ2 · · ·µkµk+1pi + x0 (3.44)
where pi is a standard monomial with value j on the of elements tβ1, tβ2 , · · · , tβk
obtained from pi(t˜β1 , t˜β2, · · · , t˜βk) by substitution t˜βα −→ tβα (α = 1, 2, · · · , k),
x0 ∈ Bj+1 and µ1µ2 · · ·µkµk+1 = r is an element of R. We obtain from this
that x has a representation
x =
m∑
i=1
ripii + r0 (3.45)
where pii (i = 1, 2, · · · , m) are standard monomials on T which belong
to Bj , ri ∈ R (i = 1, 2, · · · , m), r0 ∈ Bj+1. By adding, if necessary, the
coefficients of the same monomial, we can assume that that all the monomials
pii (i = 1, 2, · · · , m) are lexicographically distinct; further if a coefficient ri
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belongs to A then the product ripii belongs to Bj+1 so we can assume that
ri ∈ R\A for i = 1, 2, · · · , m. Hence, ri = λi + ui, 0 6= λi ∈ X , ui ∈ A =
B1 ⊆ B1 (i = 1, 2, · · · , m). We substitute these expressions in (3.45) and
obtain
x =
n∑
i=1
λipii +
m∑
i=1
uipii + r0 (3.46)
The summands uipii (i = 1, 2, · · · , m) belong to Bj+1, we denote now
y =
∑m
i=1 uipii + r0 and obtain relations (3.40)- (3.42).
This proves statement i).
ii) Let x ∈ R with v(x) = j. We obtain from statement i) representation
(3.40). It is important that we can assume that all the coefficients λi in the
element x1 =
∑n
i=1 λipii are non-zero otherwise we would get x ∈ Bj+1. We
consider now the element y which has v-value j1 > j. Once again, statement
i) yields that y = x2 + z, where x2 is a linear combination with coefficients
from X of standard monomials with v-value j1 and z ∈ Bj1+1.
We obtain by this argument that there exists a representation
x = x1 + x2 + x3 + · · · (3.47)
where x1 is a linear combination of monomials with value j, and x2, x3, · · ·
are linear combinations of monomials with values j1, j2, · · · greater than j.
This series converge in the ρ-topology and in the topology defined by the
pseudovaluation v. This completes the proof of statement ii) .
Statement iii) follows from i) and ii).
Corollary 3.6. Assume that the conditions of Lemmas 3.6. and 3.7.
hold. Then the homogeneous component Bj/Bj+1 is a left module over ring
R/A, the standard monomials pii with value j on the set T form a system of
generators for it.
Proof. Since ABj ⊆ Bj+1 we obtain that Bj/Bj+1 is a left module over
R/B1 ∼= R/A and the assertion now follows from Lemma 3.6.
Lemma 3.7. Assume that conditions of Lemmas 3.6. hold. Then the
following statements are equivalent:
1) Representation (3.42) is unique for every element x ∈ Bj (j = 0, 1, · · · ).
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2) The associated graded ring grv(R) is isomorphic to the polynomial ring
(R/A)[t˜1, t˜2, · · · , t˜n].
Proof. We prove first that 1) −→ 2). Assume that representation (3.42)
is unique. We recall that the zero component of gr(R) is R/A and Corollary
3.6. implies that Bj/Bj+1 is a module over the quotient ring R/A.
We show now that standard monomials with value j must be linearly
independent in Bj/Bj+1 over R/A. In fact if this is not true then there exists
an element y ∈ Bj+1 such that
y =
m∑
i=1
λipii (3.48)
where
v(pii) = j, 0 6= λi ∈ X (i = 1, 2, · · · , n) (3.49)
On the other hand, since y ∈ Bj+1 we obtain from Lemma 3.6. a power se-
ries representation for y where the minimal value of the monomials is greater
than or equal j + 1. We obtained two representations for the element y.
This contradiction shows that the standard monomials of weight j must be
linearly independent. Further, if B˜j is the completion of Bj in the v-topology
then B˜j/B˜j+1 ∼= Bj/Bj+1. But B˜j/B˜j+1 is generated over R/A by the stan-
dard monomials with value j, we obtain from that the standard monomials
on T with value j form a basis of Bj/Bj+1, the homogeneous components of
the elements of T are central in gr(R) so we conclude that the ring gr(R) is
isomorphic to (R/A)[t˜1, t˜2, · · · , t˜n]. This proves that 1 −→ 2).
Now prove that 2) −→ 1). Assume that gr(R) ∼= (R/A)[T ]. Let x ∈
Bj\Bj+1. We have for x representation (3.40) where x1 is given by (3.41) with
the coefficients λ1, λ2, · · · , λn uniquely defined. We repeat this procedure
with the element y as in the proof of statement ii) of Lemma 3.6. and obtain
a power series representation for x with uniquely defined coefficients λi ∈
X (i = 0, 1, · · · ). This completes the proof.
3.6. We use throughout this section the same notation as in subsections
3.4.−3.5. In particular, T =< T1, T2, · · · , Tk > is an independent polycentral
system, A is the ideal generated by this system and we assume that this ideal
is residually nilpotent. We consider now the central independent subsystem
T1 =< t1, t2, · · · , tn1 > and the ideal (t1) of R. Let X¯ denote the image of
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a subseteq X ∈ R under the natural homomorphism R −→ R¯ = R/(t1).
If n1 > 1 then the definition of the independent polycentral system implies
that the system T¯ =< t2, t3, · · · , tn1−1;T2, T3, · · · , Tk > is an independent
polycentral system in R¯; if n1 = 1 we obtain in R¯ an independent polycentral
system T¯ =< T2, T3, · · · , Tk >. In both cases the system T¯ ⊆ R¯ has smaller
length then the system T , we keep for the restriction of the function f on
T¯ the same notation f . We will assume in the following Lemmas 3.8. and
3.9 that the conclusions of Theorem III hold in the ring R¯ = R/(t1) for the
polycentral independent system T¯ and the function f . This means that:
1) the ideal A¯ is residually nilpotent;
2) there exists a pseudovaluation v1 such that v1(t¯) = f(t¯);
3) the homogeneous components of the elements t¯ ∈ T¯ are central in the
ring grv1R¯;
4) these homogeneous components are algebraically independent in the
graded ring grv1(R¯) over the zero degree homogeneous component (R¯/A¯)
∼=
(R/A) and that they generate the ring grv1(R¯) over R¯/A¯
∼= R/A.
Lemmas 3.8. and 3.9. will be used in the induction proof of Theorem III in
subsection 3.9. The initial step of the induction is the case when the system
T consists from one central element t such that
⋂∞
i=1(t)
i = 0 and the graded
ring gr(R) asociated to the pseudovaluation ρ defined by the powers of t is
isomorphic to the polynomial ring in the variable t over R/(t). The weight
function f(t) = M defines a pseudovaluation v which is equivalent to ρ and
we see that all the conclusions of Theorem III hold hold for the initial step
of the induction.
We consider now the homomorphism R −→ R¯. Proposition 2.3. implies
that this homomorphism defines the filtration B¯j (j = 0, 1, · · · ) and a pseu-
dovaluation v¯ defined by this filtration. We need the following fact.
Lemma 3.8. Assume that the conclusions of Theorem III hold in the
ring R¯. Then the pseudovaluation v¯ coincides with v1:
v¯(r¯) = v1(r¯) (3.50)
for every r¯ ∈ R¯.
Proof. We consider the filtration B∗j (j = 0, 1, · · · ) defined by the pseu-
dovaluation v1 and will prove that B¯j = B
∗
j (j = 0, 1, · · · ).
Assume that 0 6= x¯ ∈ B¯ and let x ∈ R be an element whose image in R¯
is x¯. Then there exists for x a representation as a sum of monomials (3.29)
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which satisfy condition (3.30). If a summand (3.29) in the representation of
x contains the factors from t1 its image in R¯ is zero. Otherwise its image is
the element
µ¯1tβ1µ¯2tβ2 · · · µ¯ktβk µ¯k+1 (3.51)
We obtain from this that x¯ ∈ B∗j which implies that B¯j ⊆ B∗j (j =
0, 1, · · · ). The proof of the reverse inclusion is immediate, and the asertion
follows.
Lemma 3.9. Assume that the conclusions of Theorem III hold in the
quotient ring R¯ = R/(t1). Then v(t) = f(t) if t 6= t1 and all the homogeneous
components t˜ (t ∈ T ) are central in the graded ring grv(R).
Proof. The definition of v shows that v(t) ≥ f(t) if t ∈ T . Since
v¯(r¯) ≥ v(r) for an arbitrary r ∈ R and v1(t)) = v¯(t) = f(t) for t 6= t1 we
obtain the first statement of the lemma.
We prove now the second statement. Lemma 3.5. implies that the graded
ring grv(R) is generated by the zero homogeneous component R/A and the
homogeneous components of the elements t ∈ T so we have to prove only
that
v([ti1 , ti2 ]) > v(ti1) + v(ti2) (3.52)
and for every t ∈ T and r 6∈ A
v([r, t]) > v(r) + v(t) (3.53)
If any of the elements ti1 or ti2 belongs to T1 then it is central and
relations (3.52) and (3.53) are obvious, so we can assume that ti1 , ti2 ∈
T2
⋂
T3
⋂ · · ·⋂Tk. We have already proven that v(ti1) = f(ti1), v(ti2) =
f(ti2) and the condition of the assertion imply that the homogeneous com-
ponents of ti1 and ti2 commute in the graded ring grv1(R¯). We have therefore
in R¯
[ti1 , ti2] = a¯ (3.54)
where
v1(a¯) = v¯(a¯) > (v¯(ti1) + v¯(ti2)) (3.55)
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We find now an element a ∈ R whose image in R¯ is a¯ and v(a) = v¯(a¯)
and obtain from (3.54)
[ti1 , ti2 ] = a+ b (3.56)
where b ∈ (t1) and a is an element with value v(a) > f(ti1) + f(ti2).
Since b is a multiple of t1 is a multiple of t1 the v-value of b is greater than
f(ti1) + f(ti2) because t1 ∈ T1, ti1 , ti2 ∈ (T2
⋂
T3
⋂ · · ·⋂Tk) and f(t1) >
2f(t) for t 6∈ T1. We conclude therefore that v(a + b) > f(ti1) + f(ti2), and
this proves (3.52)
We will now prove (3.53). The image r¯ of r does not belong to A, so
v1(r¯) = v¯(r¯) = 0 and we have now in R¯
v¯([r¯, t]) > v¯(r¯) + v¯(t) = v¯(t)
and the proof of (3.53) can be completed in the same way as of (3.52).
We can now prove Theorem 3.2. which is an important step in the proof
of Theorems I-III.
Theorem 3.2. Let R be a ring, < t1, t2 > be an independent polycentral
system, A be the ideal generated by these elements, M1,M2 be two natural
number such thatM1 > 2M2. Then there exists a pseudovaluation v such that
v(ti) = Mi (i = 1, 2, · · · ), the graded ring associated to the pseudovaluation
v is isomorphic to the polynomial ring (R/A)[t˜1, t˜2], the topology defined by
this valuation is equivalent to the ρ-topology defined by the powers of the ideal
A. The pseudovaluation v is defined uniquely by these properties.
Proof. Theorem 3.1. states that the ideal A formed by the system T =<
t1, t2 > is residually nilpotent. We consider the filtration Bj (j = 0, 1, · · · )
and the pseudovaluation v defined by the system T and the function f(ti) =
Mi (i = 1, 2) (see Definition 3.1.) Since the element t1 is central in R its
homogeneous component is central in gr(R). Lemma 3.9. implies that the
homogeneous component t˜2 is central in gr(R). Since the topology defined by
the pseudovaluation v is equivalent to the ρ-topology defined by the powers of
the ideal A we obtain from Corollary 3.3. that every element of the completion
R˜ of R has a unique representation (3.43) . We obtain now from Lemma 3.7.
that grv(R) ∼= (R/A)[t˜1, t˜2].
This completes the proof.
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3.7. We will prove in this subsection the following Theorem 3.3. which
is the main step in the proof of Theorems I-III.
Theorem 3.3. Let R be a ring, T =< t1, t2, · · · , tn > be an independent
polycentral system in R, k ≥ n be a natural numbers. Then the weight
function defined by the function fk on T as
fk(ti) = 3
k−i+1(i = 1, 2, · · · , n) (3.57)
extends to t-adic pseudovaluation v0 of R with associated graded ring iso-
morphic to the polynomial ring (R/A)[t˜1, t˜2, · · · , t˜n]. The topologies defined
by the pseudovaluation v0 and by the powers of the ideal A are equivalent.
Let R be a ring, ti (i ∈ I) be a system of elements in R, A be the ideal
generated by them. Let v be a pseudovaluation in R such that v(ti) =
mmi (i ∈ I) where m,mi (i ∈ I) is a system of natural numbers and let
t˜i be the homogeneous component of ti in the associated graded ring gr(R).
Assume that the associated graded ring gr(R) is isomorphic to the polynomial
ring over (R/A) in the system of variables t˜i (i ∈ I). Let R[t, t−1] be the
Laurent polynomial ring over R, we extend the pseudovaluation v to this
ring by defining v(t) = m. Let V = {x ∈ R[t, t−1]|v(x) ≥ 0} be the ring
of integers of R[t, t−1] and X¯ be the image of a subseteq X ⊆ V (R[t, t−1])
under the homomorphism V −→ V/(t).
Lemma 3.10. The quotient ring V¯ = V/(t) is isomorphic to the polyno-
mial ring over R/A in the system of variables ui = tit−mi (i ∈ I) .
Proof. The pseudovaluation v is equivalent to the pseudovaluation v1
defined as v1(ti) = mi (i ∈ I); v1(t) = m and the assertion now follows from
Proposition 2.8.
We have the immediate corollary of Lemma 3.10.
Corollary 3.8. The map t˜i −→ tt−mii extends to an isomorphism between
the rings gr(R) and V/(t).
Proof of Theorem 3.3. We recall that the definition of the indepen-
dent polycentral system < t1, t2, · · · , tn > implies that for every m < n the
subsystem < t1, t2, · · · , tm > is an independent polycentral system in R and
the system < tm+1, tm+2, · · · , tn > is a polycentral independent system in the
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quotient ring Rm = R/Am where Am is the ideal generated by t1, t2, · · · , tm.
We make an assumption of an induction that the assertion is proven for an
arbitrary ring S with a polycentral independent system x1, x2, · · · , xn1 of
length n1 < n and a weight function fk1 (k1 ≥ n1) defined on this system by
the function
fk1(x1) = 3
k1, fk1(x2) = 3
k1−1, · · · , fk1(xn1−1) = 3k1−n1+1 (3.58)
We have already pointed out in subsection 3.6. that the initial step of the
induction when T contains only one element is true. Further, assumption of
the induction implies in particular that for every k ≥ n − 1 there exists a
pseudovaluation vk−1 of R such that vk−1(ti) = 3
k−i+1 (i = 1, 2, · · · , n −
1) and the associated graded ring grvk−1(R1) is isomorphic to the poly-
nomial ring Rn−1[t˜1, t˜2, · · · , t˜n−1]; the definition of the independent poly-
central system implies that the element tn is central in Rn−1, the ideal
(tn)Rn−1 is residually nilpotent and the graded ring associated to the fil-
tration (tn)
iRn (i = 1, 2, · · · ) is isomorphic to the polynomial ring generated
over Rn−1/(tnRn−1) ∼= R/A by the homogeneous component of tn.
We consider now the group ring R[t, t−1] and extend vk−1 to this group
ring defining vk−1(t) = 3
k−n+2; let V = {x ∈ R[t, t−1]|vk−1(x) ≥ 0} be the
subring of vk−1-integers of V . We obtain from Lemma 3.10. that the quotient
ring V/(t) is isomorphic to the polynomial ring Rn−1[u˜1, u˜2, · · · , u˜n−1] where
u1 = t1t
−3n−2 , u2 = t2t
−3n−3 , · · · , un−1 = tn−1t−1 and vk−1(ui) = 0 (i =
1, 2, · · · , n − 1). We have in Rn−1 a central element tn which is also central
in the polynomial ring Rn−1[u˜1, u˜2, · · · , u˜n−1] and we obtain now in V an
independent polycentral system < t, tn >. We obtain now from Theorem 3.2.
that there exists a pseudovaluation v0 in V such that v0(t) = 3
k−n+2, v0(tn) =
3k−n+1 with the associated graded ring a polynomial ring in the system of
variables < t˜, t˜n > over the ring
(Rn−1)[u˜1, u˜2, · · · , u˜n−1])/(tn) ∼= (R/A)[u˜1, u˜2, · · · , u˜n−1]
The restriction of this pseudovaluation to R defines a pseudovaluation
in R; we will use for it the same notation v0. We will now verify that this
pseudovaluation satisfies all the conclusions of the theorem.
We have
t1 = u1t
3n−2 , t2 = u2t
3n−3 , tn−1 = un−1t (3.59)
which yields
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v0(ti) = v0(ui3
n−i−1t) = v0(ui) + 3
n−i−1v0(t) =
= 3n−i−1v0(t) = 3
k−i+1 (1 ≤ i ≤ n− 1); v(tn) = 3k−n+1 (3.60)
We obtain from (3.60) and (3.57) that v0(ti) = fk(ti) (i = 1, 2, · · · , n);
this proves the first conclusion of Theorem 3.3.
We have a natural imbedding grv0(R) ⊆ grv0(V ). We will prove first
that the zero component of grv0(R) is R/A. This is equivalent to the fact
that if x ∈ R then v0(x) = 0 iff x 6∈ A which we will now verify. Clearly,
if x ∈ A then v0(x) > 0 because A is generated by the system of elements
< t1, t2, · · · , tn > and the elements of this system have values greater than
zero.
Assume now that x 6∈ A. Then x 6∈ An−1 and the asssumption of the
induction implies that v1(x) = 0 and the homogeneous component of x in
the ring grv1(R) belongs to the subring R/An−1 of grv1(Rn−1) and it co-
incides with the image x¯ of x under the homomorphism R −→ Rn−1 =
R/An−1. Since x 6∈ A we obtain that it image x¯ is not contained in the
ideal (A/An−1) = (tn)Rn−1. We recall now that V/(t) ∼= grv1(Rn−1) and ob-
tain that the element x does not belong to the ideal (t, tn). We obtain from
Theorem 3.2. that v0(x) = 0 and our claim is proven.
The system of elements u˜1, u˜2, · · · , u˜n−1, t˜n, t˜ is algebraically independent
in the ring grv0(V ) over the subring R/A. We obtain now from (3.60) that
t˜i = u˜i+3
n−i−1t˜ (i = 1, 2, · · · , n−1) and conclude from this that the system of
homogeneous components t˜, t˜i (i = 1, 2, · · · , n) is also algebraically indepen-
dent and generates gr(V ). The homogeneous components t˜i (i = 1, 2, · · · , n)
belong to the subring grv0(R) ⊆ grv0(V ) as well as the subring R/A, we
conclude from this that these homogoneous components are algebraically
independent in the ring grv0(R) over subring R/A.
It remains to prove that grv0(R) is generated by the elements t˜1, t˜2, · · · , t˜n.
We consider now the natural homomorphism φ : R −→ R1 = R/(t1). We
have in R1 the polycentral independent system t2, t3, · · · , tn and the weight
function obtained by restriction of fk on the subsystem t2, t3, · · · , tn
fk(t2) = 3
k−1, fk(t3) = 3
k−3, · · · , fk(tn) = 3k−n+1 (3.61)
The assumption of the induction yields that this weight function extends
to a t-adic pseudovaluation v1 in the ring R1 = R/(t1) with associated graded
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ring isomorphic to the polynomial ring in the system of homogeneous com-
ponents of the elements t2, t3, · · · , tn over the ring R1/(t2, t3, · · · , tn) ∼= R/A;
for every 2 ≤ i ≤ n we denote by t∗i the homogeneous component of the
element ti in the ring grv1(R1).
Lemma 3.8. shows that the pseudovaluation v1 coincides with the pseu-
dovaluation v¯ defined by the natural homomorphism φ : R −→ R/(t1) = R1
via Proposition 2.3.We obtain also from Proposition 2.3. that the homomor-
phism φ defines the homomorphism of graded rings φ˜ : grv0(R) −→ grv1(R1);
the kernel of this homomorphism is the ideal grv0(A1) where A1 = (t1). The
homogeneous component of degree zero in gr(R) and in gr(R1) is R/A; since
ker(φ) ⊆ A we obtain that the restriction of φ˜ on R/A defines an isomor-
phism between the homogeneous components of degree zero of grv0(R) and
grv1(R1).
For every 2 ≤ i ≤ n we have φ(ti) = ti and v0(ti) = v1(ti) = 3k−i+1 (i =
2, 3, · · · , n). Since the weights of the elements ti (i = 2, 3, · · · , n) in R and
R1 coincide we obtain that for every 2 ≤ i ≤ n φ˜ maps the homogeneous
component t˜i ∈ grv0(R) on the homogeneous component t∗i ∈ grv1(R1). We
see that the homomorphism φ˜ is an epimorphism of the ring gr(R) on the
polynomial ring (R/A)[t∗2, t
∗
3, · · · , t∗n] which is isomorphic to the polynomial
subring (R/A)[t˜2, t˜3, · · · , t˜n] ⊆ gr(R). We obtain therefore that gr(R) is a
direct sum of the subring (R/A)[t˜2, t˜3, · · · , t˜n] and the ideal gr(A1):
gr(R) ∼= (R/A)[t˜2, t˜3, · · · , t˜n] + gr(A1) (3.62)
We will now show that the ideal gr(A1) of gr(R) is generated by the
homogeneous component t˜1.
Let x = rt1 be an element of A1. If v0(r) + v0(t1) > v0(x) then we would
have in gr(R) r˜t˜1 = 0 for the homogeneous components of r and t1. This
is impossible because gr(V ) ∼= (R/A)[t˜1, t˜2, · · · , t˜n, t] so the homogeneous
component of t1 is regular in gr(V ) and because of this it is regular in the
subring gr(R) ⊆ gr(V ). We see that v0(x) = v0(r) + v0(t) and we obtain
x˜ = r˜t˜1. This proves that
gr(A1) ∼= (t˜1)gr(R) (3.63)
Let y be a homogeneous element of degree l in gr(R). We obtain from
(3.62) and (3.63) that there exist a homogeneous element y1 ∈ (R/A)[t˜2, t˜3, · · · , t˜n]
of degree l such that y = y1 + t˜1y2 where y2 ∈ gr(R) is a homogeneous ele-
ment of degree l1 < l because the degree of t1y2 is l. We can assume that y2
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has a representation as a polynomial in t˜1, t˜2, · · · , t˜n over R/A and we obtain
from this that y is also a polynomial.
This completes the proof of Theorem 3.3.
3.8. Theorem I. Let R be a ring, T =< t1, t2, · · · , tn > be an indepen-
dent polycentral system in R.
The ideal A generated by the system t is residually nilpotent. If R˜ is the
completion of R in the topology defined by this ideal and X is a system of
coset representatives for the elements of the quotient ring R/A then every
element x ∈ R˜ has a unique representation
x =
∞∑
n=0
λnpin (3.64)
where λn ∈ X (n = 0, 1, · · · ) pin are standard monomials on T , and
limn→∞v(pin) =∞.
Proof of Theorem I. Let x ∈ ⋂∞i=1Ai; we obtain from Theorem 3.3.
that v0(x) =∞, hence x = 0. This proves the residual nilpotence of A.
We will now prove the second statement. Theorem 3.3. yields that grv0
∼=
(R/A)[t˜1, t˜2, · · · , t˜n]. We obtain from this and Lemma 3.7. that every element
of the completion of R in the v0-topology has a unique representation (3.43).
Since the v0 and ρ topology are equivalent we obtain that every element of
R˜ has a unique representation (3.64).
The proof of Theorem I is complete.
3.9. Proof of Theorem III. We assume that the assertion is proven
for the ring R¯ = R/(t1) and the polycentral system T¯ =< t2, t3, · · · , tn >;
we have already pointed out in subsection 3.6. that the initial step of the
induction is true. Lemma 3.9. now implies that the homogeneous components
t˜ (t ∈ T ) are central in grv(R). Lemma 3.6. implies that for every element r
there exists in R˜v a representation (3.43). Since the v-topology is equivalent
to the ρ-topology we obtain now from Theorem 3.3. that it is equivalent
also to the v0-topology, and we conclude from this that representation (3.43)
is unique in R˜v. Finally, we obtain now from Lemma 3.7. that grv(R) ∼=
(R/A)[t˜1, t˜2, · · · , t˜n].
The uniqueness of v follows from Proposition 2.4.
This completes the proof of Theorem III.
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Corollary 3.8. Let vm be the pseudovaluation defined in the quotient ring
Rm = R/Am by the independent polycentral system tm+1, tm+2, · · · , tn and the
restriction of the function f on this system. Then the epimorphism ψ : R −→
Rm defines in a natural way an epimorphism ψ˜ : grv(R) −→ grvm(Rm).
Proof. Lemma 3.6. implies that this statement is true for the homo-
morphism ψ1 : R −→ R1 = R/(t1). We can assume that it is true for the
epimorphism τ : R1 −→ Rm, and obtain that it is true for the product of
homomorphisms ψ1τ : R −→ Rm. This completes the proof.
Theorem II. Let R be a ring, T =< t1, t2, · · · , tn > be a polycen-
tral independent system in R which is composed from the central systems
T1, T2, · · · , Tk, A be the ideal generated by the system T . Let f be a func-
tion on on T whose values are natural numbers and f(t1) > 2f(t2) for t1 ∈
Ti, t2 ∈ Ti+1 (i = 1, 2, · · · , k − 1).
Then there exists a pseudovaluation v of R such that
v(t) = f(t) if (t ∈ T ) (3.65)
and the graded ring grv(R) is isomorphic to the polynomial ring
(R/A)[t˜1, t˜2, · · · , t˜n], the topology defined in R by this pseudovaluation is
equivalent to the topology defined by the powers of the ideal A. Further-
more, v is the unique pseudovaluation such that v(t) = f(t) (t ∈ T ) and the
graded ring associated to it is isomorphic to
(R/A)[t˜1, t˜2, · · · , t˜n].
Proof. Follows immediately from Theorem III.
We finish this section with the following corollary of the results of this
section.
Corollary 3.9. Let R be a ring with a discrete pseudovaluation ρ, grρ(R)
be the associated graded ring. Assume that there exists in gr(R) an inde-
pendent polycentral sustem T , let A be the ideal generated in gr(R) by this
system. Then there exists in R a discrete pseudovaluation v such that the
graded ring grv(R) is isomorphic to a subring of the Laurent polynomial ring
in the system of variables T, t, t−1 over the subring (gr(R))/A.
Proof. We extend the pseudovaluation ρ to the ring R[t, t−1] and apply
Proposition 2.8.We obtain that V/(t) ∼= gr(R), so the system of elements t, T
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is an independent polycentral system in V . Theorem II implies that there
exists in V a discrete pseudovaluation v such that grv(V ) ∼= (gr(R)/A)[T, t].
Since the ring R[t, t−1] is isomorphic to the ring of fractions of V with
repect to the subsemigroup S generated by the element t the pseudovalua-
tion v extends in a natural way to the ring to R[t, t−1] and the graded ring of
R[t, t−1] associated to v is isomorphic to the ring of fractions (gr(R)/A)[T, t, t−1]
of (gr(R)/A)[T, t]. Since R ⊆ R[t, t−1] we obtain that grv(R) is the subring
of this ring of fractions, and the proof is complete.
§4.
4.1. We will prove in this section Theorem IV which is an application of
Theorems I-III to the group ring of torsion free nilpotent group. Its proof is
based on the fact that if H is a finitely generated torsion free nilpotent group
then every central series with torsion free factors provides in a natural way
an independent polycentral system (see Proposition 4.1., statement ii). If H
is not finitely generated we will reduce the proof to the finitely generated
case by direct limit arguments.
Lemma 4.1. i) Let H be a torsion free nilpotent group which contains
no elements of infinite p-height. Then
i) all the factors of the upper central series contain no elements of infinite
p-height.
ii) Let H be a torsion free nilpotent group which has a central series
H = U1 ⊇ U2 ⊇ · · · ⊇ Uk−1 ⊇ Uk = 1 (4.1)
with unit intersection and all the factors Ui/Ui+1 are torsion free abelian
group without elements of infinite p-height. Then H contains no elements of
infinite p-height.
Proof. i) Let H be a torsion free nilpotent group without elements of
infinite p-height, Z be its center. We will prove that the quotient group H/Z
contains no elements of infinite p-height. Statement i) will follow from this
by an induction on the nilpotency classs of H .
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Assume that there exists a non-central element h ∈ H which has an
infinite p-height in H/Z. This means that for every given n there exist
u ∈ H and zn ∈ Z such that h = upnzn. We pick an arbitrary element
g ∈ H which does not commute with h and obtain 1 6= [g, h] = [g, upn].
Now assume that the nilpotency class of H is c, and pick n = mc where
k is an arbitrary number. Since the element h = [g, up
n
] is a products of
two elements g−1u−p
mc
g and up
mc
we obtain from Malcev’s Lemma (see, for
instance, Hartley [2], Lemma 2.4.2.) that h = vp
m
for a suitable v ∈ H .
Since m was an arbitrary integer we conclude that the element h has an
infinite p-height. We obtained a contradiction and the proof of statement i)
is complete.
ii) We can assume by an induction argument that the quotient group
H/Uk−1 contains no elements of infinite p-height. Assume that H has an
element h of infinite p-height; if the image h¯ of h in H/Uk−1 is non-unit it
must have infinite p-height in H¯ . We conclude therefore that h ∈ Uk−1. Once
again, as in the proof of statement i), if there exist elements h1, h2, · · · , hn ∈
H such that h = hp
mc
1 h
pmc
2 · · ·hpmcn then there exists u ∈ H such that h = upm.
Since the quotient group H/Uk−1 is torsion free we conclude that u ∈ Uk−1.
Since h has infinite p-height this contradicts the asssumption that all the
factors contain no elements of infinite p-height and the proof is complete.
4.2. We need a few elementary facts about Lie algebras of groups without
elements of infinite p-height. Let H be a torsion free abelian group without
elements of infinite p-height, E be a system of elements which forms a basis
for the vector space H/Hp. The system of elements E forms a free system
of generators for every quotient group H/Hp
m
(m = 1, 2, · · · ) and for the
inverse limit of this system of groups. This inverse limit is isomorphic to
the vector space Cp ⊗ H where Cp is the subring of p-integers of the field
of rationals, and the system E is also the basis of this vector space. If H0
denote the subgroup generated by E then the quotient group H/H0 is a
periodic group without elements of order p. Let Ej (j ∈ J) be the direct
system of all the finite subsystems of E, and for every j ∈ J let H0j be the
subgroup generated by Ej . Then H is isomorphic to the direct limit of the
system of group H0j (j ∈ J).
Lemma 4.2. Let H be a torsion free abelian group without elements of
infinite p-height, E be a system of elements which forms a basis of the vector
space H/Hp, K be a field of characteristic p. Then
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i) The restricted Lie algebra Lp(H,Hi) associated to the p-series
H ⊇ Hp ⊇ · · · (4.2)
is free abelian Lie algebra with system of generators E˜ formed by homo-
geneous components of elements e ∈ E.
ii) The graded ring ofKH associated to the filtration ωi(KH) (i = 1, 2, · · · )
is isomorphic to the symmetric algebra K[V ] of the vector space V = H/Hp.
iii) Algebra Lp(H) is the direct limit of the system of free abelian alge-
bras Lp(E˜i) (i ∈ I) and the graded ring gr(KH) is the direct limit of the
symmetric algebras K[Vi] (i ∈ I).
Proof. i) The group H is an inverse limit of the system of groups
Hp
n
(n = 1, 2, · · · ). For every given n the Lie algebra of the group H/Hpn
is an abelian algebra of exponent pn and it is freely generated by the first
factor H/Hp. Since the system E forms a basis of the first factor we obtain
from this statement i).
ii) The group ringKH is an inverse limit of the system of ringsKH/ωi(KH) (i =
1, 2, · · · ) where every of these rings is generated by the system E, and is iso-
morphic to the quotient ring of the polynomial ring K[E] by the ideal (E)i
where (E) is the ideal generated by the system of elements E and the proof
can be completed easily.
Now let f be an arbitrary function defined on the basis E of the vector
space V = H/Hp with values in the set of the natural numbers, K be a field
of characteristic p. This function defines in a natural way a valuation of the
ring K[V ] and of its completion K˜[V ]. Since the group ring KH imbeds
into K˜[V ] we obtain a valuation v of KH whose values on the elements of
V coincide with the values of the function f . We see that the valuation v
can be defined by its values on an arbitrary basis of the vector space H/Hp.
Since H/Hp is the homogeneous component of degree 1 in the ring K[V ] we
obtain also that the weight function f defines a weight function on the vector
space H/Hp.
4.3. Let H be torsion free nilpotent group without elements of infinite p-
height, (4.1) be a central series in H whose factors Ui/Ui+1 (i = 1, 2, · · · , k−
1) contain no elements of infinite p-height. For every 1 ≤ i ≤ k− 1 let Ei be
a system of elements in Ui which is a basis of the vector space Ui/U
p
i U
′
i and
let Ei − 1 denote the system of elements e− 1 (e ∈ Ei), and
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E − 1 =< E1 − 1, E2 − 1, · · · , Ek−1 − 1 > (4.3)
Proposition 4.1. Let H be a finitely generated torsion free nilpotent
group, R be a ring. Then
i) The system of elements E1 is an independent polycentral system in the
group ring RH.
ii) Let pi be a central regular element in R such that
⋂∞
n=1(pi)
n = 0 and the
quotient ring K = R/(t) is a field of finite characteristic p. Then the system
of elements pi, E − 1 is an independent polycentral system in the group ring
RH.
Proof. We will prove statement ii); the proof of i) is obtained by an
obvious simplification of the argument.
The system of elements Ek−1−1 is a central independent system inKUk−1
by statement ii) of Lemma 4.2. and it is central and independent in KH . The
ideal generated by this system coincides with the ideal ω(KUk−1)KH and
the quotient ring KH/(ω(KUk−1)KH) is isomorphic to the group ring of the
group H/Uk−1. The induction argument now implies that the system E − 1
is polycentral and independent in KH . We obtain from this that the system
< pi,E − 1 > is polycentral and independent in RH .
Theorem IV. Let H be a torsion free nilpotent group without elements
of infinite p-height, R be a ring which contains a central regular element pi
such that
⋂∞
n=1(pi)
n = 0 and the quotient ring K = R/(t) is a field of finite
characteristic p.
Let f be a weight function on the system < pi,E − 1 > whose values are
natural numbers and
f(pi) > 2f(e− 1) (e ∈ Ek−1);
f(e1 − 1) > 2f(e2 − 1) (e1 ∈ Ei+1, e2 ∈ Ei) (1 ≤ i ≤ k − 2) (4.4)
This weight function has a unique extension to a t-adic pseudovalua-
tion of RH with associated graded ring isomorphic to the polynomial ring
K[p˜i, ˜(E − 1)] generated by the homogeneous components p˜i, ˜(e− 1) (e ∈ E).
The epimorphism : R −→ R/(pi) defines an epimorphism of graded rings
φ˜ : K[p˜i, ˜(E − 1)] −→ K[ ˜(E − 1)].
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Proof. The system of elements Ei is a basis of the vector space Ui/U
p
i Ui+1,
we have seen in the end of subsection 4.2. that the weight function on the
system Ei extends in a natural way to a weight function on the vector space
Ui/U
p
i Ui+1; conversely a weight function on the vector space Ui/U
p
i Ui+1 de-
fines a weight function on Ei. Because of this it is possible to assume that for
every i the weight function f is defined on Ui/U
p
i Ui+1. We pick now an arbi-
trary finitely generated subgroup V ⊆ H such that V = √V i.e. if hn ∈ V for
an element h ∈ H then h ∈ V . We denote now Vi = V
⋂
Ui (i = 1, 2, · · · , k)
and obtain now in V a central series
V = V1 ⊇ V2 ⊇ · · · ⊇ Vk−1 ⊇ Vk = 1 (4.5)
The condition V =
√
V implies that for every i the torsion free abelian
subgroup Vi/Vi+1 is pure in the group Ui/Ui+1 and that the vector space
M ′i = Vi/V
p
i Vi+1 naturally imbeds in the vector space Mi = Ui/U
p
i Ui+1.
We obtain therefore a restriction of the weight function f on the subspaces
Vi/V
p
i Vi+1 (i = 1, 2, · · · , k − 1); we denote this restriction by f ′. We con-
sider the group ring KV and obtain from Proposition 4.1. and Theorem II
that there exists a valuation v in KV which extends the weight function f ′
such that the graded ring grv(KV ) is isomorphic to the symmetric algebra
K[M ′] where M ′ =
⋃k−1
i=1 M
′
i . Further, Theorem II yields that there exists
a valuation ρ on the ring RV such that ρ(pi) = f(pi), ρ(Vi) = f(Vi) (i =
1, 2, · · · , k − 1), the graded ring grρ(RV ) is isomorphic to the polynomial
ring K[p˜i, T ] where T is an arbitrary basis of V over K, and the epimorphism
RH −→ KH defines the epimorphism of graded rings K[p˜i, T ] −→ KT .
We recall now that V was an arbitrary finitely generated subgroup of H
such that V =
√
V . We construct for every Vj (j ∈ J) a valuation vj and
the proof is completed now by a standard direct limit argument.
We have the following immediate corollary of Theorem IV.
Corollary 4.1. Assume that the ring R in Theorem IV is either the
ring of integers C or the ring of p-adic integers Ω. Then the graded ring
associated to the valuation v is isomorphic to the polynomial ring Zp[t, T ]
generated by the homogeneous components p˜ = t, and all the homogeneous
components e˜− 1 (e ∈ E).
IfH is finitely generated the system of elements p, E1−1, E2−1, · · · , Ek−1−
1 is an independent polycentral system in the group ring CH or ΩH.
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4.4. Let K be a field of characteristic zero, H be a torsion free nilpo-
tent group. The same type of an argument as in Theorem IV, with some
simplifications, proves the following result.
Theorem IV′. Let H be a torsion free nilpotent group, K be a field of
characteristic zero. Let (4.1) be a central series with torsion free factors, and
let Ei be a system elements in Ui which is a maximal linearly independent
system modulo Ui+1 and let E =
⋃
Ei (i = 1, 2, · · · , k−1). Let f be a weight
function on on the system E1 such that
f(e1 − 1) > 2f(e2 − 1) (e1 ∈ Ei+1, e2 ∈ Ei) (1 ≤ i ≤ k − 2) (4.6)
This weight function defines filtration Aj (j = 0, 1, · · · ) in KH with zero
intersection and a valuation with graded ring isomorphic to K[E].
If H is finitely generated the system E is a polycentral independent system
in H.
We point out that Theorem IV′ gives a new proof Hall-Hartley Theorem
about the residual nilpotence of the augmentation ideal ω(KH) (see Passman
[13]. In fact the Hall-Hartley Theorem follows from Theorem IV′ because
ωj(KH) ⊆ Aj(KH) (j = 1, 2, · · · ).
The original proof of Hall-Hartley Theorem was based on extensive use
of commutator calculus.
§5
Lemma 5.1. Let L be a finitely generated restricted Lie algebra. Assume
that every element of L is nilpotent, i.e. for every x ∈ L there exists a
number pn such that x[p]
n
= 0 and that the Lie algebra L is nilpotent, i.e.
γc(L) = 0 for some number c. Then the algebra L is finite, and its order is
a power of p.
Proof. We will use induction by the nilpotency class of L. The assertion
is obvious if L is abelian, and we assume that it is true for the quotient
algebra of L by its center Z. Since L/Z is finite and L is finitely generated we
obtain (see [1], 2.7.5.) that the subalgebra Z is finitely generated. We obtain
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therefore that L is an extension of a finite algebra Z by a finite algebra L/Z
hence it is finite. The same argument shows that the order of L is a power
of p.
Lemma 5.2. Let L be a finitely generated restricted Lie algebra which
contains an ideal V which is nilpotent as a Lie algebra. Then there exists n
such that the ideal V [p]
n
generated by all the elements v[p]
n
(v ∈ V ) is central
in L. If the quotient algebra L/V is finite then there exists m ≥ n such that
V [p]
m
is either zero or a central free abelian subalgebra of finite rank and the
quotient algebra L/V [p]
n
is a restricted finite nilpotent algebra.
Proof. Let v be an arbitrary element of V . Then [u, v] ∈ V for an
arbitrary element u ∈ U . Since V is nilpotent we can find a number pn such
that [u, v, . . . , v]︸ ︷︷ ︸
pn
= 0 for every u ∈ L, and hence [u, v[p]n] = 0. The last
equation means that every element v[p]
n
is central.
If L/V is finite then V must be finitely generated. So V [p]
n
is a finitely
generated central subalgebra of L. Since all the nilpotent elements in V [p]
n
form a finite subalgebra we can take number m which is a suitable multiple of
n and to obtain from Lemma 2.4. that V [p]
m
is either zero or free abelian, and
the quotient algebra V/V [p]
m
must be finite by Lemma 5.1.; hence L/V [p]
m
is
finite and the proof is complete.
We need the following fact.
Lemma 5.3. Let H be a polycyclic-by-finite group. Then H contains
a normal subgroup V of finite index such that the nilpotent radical N of
V is torsion free and the quotient group V/N is free abelian. Moreover V
has an additional property that every element of it centralizes N modulo the
dimension subgroup N ′Np.
Proof. The first statement follows from the Kolchin-Malcev Theorem
(see Kargapolov and Merzlyakov [6], Theorem VII. 3.3., or Segal [17]), the
second one is obtained by a routine argument.
Theorem V. Let H be an infinite polycyclic-by-finite group with Hirsh
number r. Assume that there exists a p-series (1.1) with unit intersec-
tion such that the corresponding restricted Lie algebra Lp(H,Hi) is finitely
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generated. Then there exists a torsion free normal subgroup F with in-
dex a power of p such that the ideal Lp(F, Fi) associated to the p-series
Fi = F
⋂
Hi (i = 1, 2, · · · ) is a restricted free abelian subalgebra of the center
of Lp(H,Hi) with index a power of p and rank 1 ≤ r1 ≤ r.
Hence the center Z of Lp(H,Hi) has a finite index which is a power of p
and Lp(H,Hi) is a nilpotent Lie algebra.
Proof of Theorem V. Let V be a normal subgroup obtained in Lemma
5.3., N be its nilpotent radical. Since the quotient group H/V is finite
the ideal Lp(V, Vi) has a finite index in Lp(H,Hi) and we obtain that the
algebra Lp(V, Vi) is finitely generated. Further the nilpotence of N implies
via Corollary 2.4. that the restricted Lie algebra Lp(N,Ni) is nilpotent as a
Lie algebra. Lemma 5.2. implies that there exists a number pn such that the
subalgebra Lp(N,Ni)
[p]n is a central subalgebra of Lp(H,Hi). Let c be the
nilpotency class of N . Malcev’s Lemma (see Hartley [4]) implies that every
element of the subgroup Np
nc
has a form x = yp
n
for a suitable y ∈ N . We
consider now the normal subgroup W = Np
nc
generated by all the elements
hp
nc
(h ∈ N); every element of Lp(W,Wi) is a homogeneous component of
some element yp
n
so either its homogeneous component is y˜[p]
n
or y˜[p]
n
= 0.
We obtain from this that the subalgebra Lp(W,Wi) is central in Lp(V, Vi).
The quotient group V¯ = V/W is an extension of the finite p-group N/Np
nc
by the free abelian group V¯ /N¯ ∼= V/N , and V acts trivially on the factor
N¯/N¯ ′N¯p ∼= N/N ′Np, hence the group V¯ is nilpotent. Corollary 2.4. implies
that the restricted Lie algebra Lp(V¯ , V¯i) is a nilpotent Lie algebra. We see
that the restricted Lie algebra Lp(V, Vi) is an extension of a central ideal
Lp(W,Wi) by the algebra Lp(V¯ , V¯i) which is a nilpotent Lie algebra, hence
Lp(V, Vi) is a nilpotent Lie algebra. Lemma 5.2. now implies that there exists
a number l such that the subalgebra Lp(V, Vi)
[p]l is central in Lp(H,Hi). The
index of Lp(V, Vi) is finite because the subgroup V has a finite index in H ;
since Lp(V, Vi)
[p]l has finite index in Lp(V, Vi) we conclude that the index of
Lp(V, Vi)
[p]l in Lp(H,Hi) is finite.
We take now the subgroup Q = V p
lc
and obtain by the same argument
as above that the subalgebra Lp(Q,Qi) is central in Lp(H,Hi) and has a
finite index. Hence Lp(Q,Qi) is finitely generated once again by [1], 2.7.5.
Since Lp(Q,Qi) contains a finite number of nilpotent elements we can find a
number i0 such that the central subalgebra
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∑
i≥i0
Qi/Qi+1 (5.1)
is either the zero subalgebra or is free abelian. Subalgebra (5.1) is in fact
the restricted Lie algebra Lp(R,Ri) of the subgroup R = Qi0 associated to
the p-series Ri = Qi0
⋂
Hi ; it has a finite index in Lp(H,Hi) because Q has
a finite index in H . If Lp(R,Ri) = 0 then
⋂∞
i=1Ri = R which together with
the relation
⋂∞
i=1Ri = 1 implies R = 1. Since H is infinite and R has a finite
index in it we obtain a contradiction. This means that Lp(R,Ri) is a central
free abelian subalgebra of rank r1 ≥ 1. Proposition 2.5. implies that r1 ≤ r.
We apply now Corollary 2.1. and obtain a normal subgroup F ⊇ R with
index a power of p such that Lp(F, Fi) = Lp(R,Ri). The subgroup F is
torsion free because the subalgebra Lp(F, Fi) is free abelian. We see that the
subgroup F satisfies all the conclusion of the theorem.
We prove now the last statement of the theorem. Since Z ⊇ Lp(F, Fi) we
obtain that the index of Z is a power of p. Further, since the the quotient
algebra Lp(H,Hi)/Lp(F, Fi) is a nilpotent Lie algebra and Lp(F, Fi) is a
central subalgebra we obtain that the Lie algebra Lp(H,Hi) is nilpotent.
The proof of Theorem V is complete.
§6. Proof of Theorem VI.
6.1. Proposition 6.1. Let H be a group, U be its normal subgroup which
satisfies a law ω(x1, x2, · · · , xn) = 1. Assume that H ∈ resNp and let V ⊇ U
be the normal subgroup formed by all the elements which have an infinite
p-height in the quotient group H/U . Then V satisfies law ω.
Proof. Let φi : H −→ Hi be a homomorphism of H on a finite p-group
Hi, Xi be the image of a subset X ⊆ H under this homomorphism. The
group Vi is an extension of the normal subgroup Ui by the group Vi/Ui; since
the elements of V have an infinite p-height in the quotient group V/U , all the
non-unit elements of Vi/Ui have an infinite p-height. But the group Vi/Ui is
a subgroup of Hi which is a finite p-group . Hence Vi/Ui = 1, i.e. Vi = Ui.
We obtain therefore that ω(Vi) = 1, which implies that ω(V ) = 1 and the
assertion follows.
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Corollary 6.1. Let H be a finitely generated nilpotent-by-finite group, U
be the unique maximal nilpotent normal subgroup of H. If H is a residually-
{finite p-group} then the index of U is a power of p.
Proof. Let V be as in Proposition 6.1. Then V is nilpotent, so we obtain
that V = U . The definition of V implies that the order of an arbitrary
element of H/V = H/U must be a power of p, so H/U is a p-group.
Proposition 6.2. Let H be a finitely generated abelian-by-finite group
with Hirsh number r and without finite normal subgroups. Assume that there
exists a p-series
H = H1 ⊇ H2 ⊇ · · · (6.1)
with unit intersection such that the Lie algebra Lp(H,Hi) is abelian of rank
r. Then the topology defined by p-series (6.1.) is equivalent to the p-topology,
there exists a number i0 such that Hi0 ⊆ U where U is the unique maximal
free abelian characteristic subgroup of H, the index of U is a power of p .
Proof. The nilpotent radical ρ(H) = U is a torsion free nilpotent group.
Since it is abelian-by-finite group it must be abelian. If C(U) is the centralizer
of U then the commutator subgroup of C(U) is finite by Schur’s Theorem, so
C(U) must be abelian because H contains no finite normal subgroups. Since
U = ρ(H) we obtained that C(U) = U .
Let H¯ = H/U , H¯i (i = 1, 2, · · · ) be the image of the p-series Hi in H¯ .
We will prove now that
∞⋂
i=1
H¯i = 1 (6.2)
In fact if 1 6= h¯ ∈ ⋂∞i=1 H¯i then there exists h ∈ H such that h 6∈ U but for
every i there exists ui ∈ U such that hui ∈ Hi. This implies that [hui, u] =
[h, u] ∈ Hi (i = 1, 2, · · · ) for every u ∈ U and hence [h, u] ∈
⋂∞
i=1Hi = 1.
But the centralizer of U coincides with U , hence h ∈ U and we obtained a
contradiction, and relation (6.2) is proven.
Since the group H¯ is finite we obtain from (6.2) that there exists i0 such
that H¯i0 = 1 that is Hi0 ⊆ U ; this proves also that the index of U is a power
of p because the index of Hi0 is a power of p.
It remains to prove that the topology defined by series (6.1) is equivalent
to the p-topology. The group U is free abelian and the Lie algebra Lp(U, Ui)
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associated to the p-series Ui = U
⋂
Hi is abelian of rank r. Lemma 2.8. im-
plies that the topology defined by this series in U is equivalent to the topology
defined by the lower p-series Up
j
(j = 1, 2, · · · ). We can find therefore for
every j a number i = i(j) such that Hi ⊆ Upj ⊆ Mj(H) which proves that
the series (6.1) defines the same topology as the series Mj(H) (j = 1, 2, · · · ).
This completes the proof.
Proposition 6.3. Let H be a finitely generated abelian-by-finite group
with Hirsch number r which contains a p-series (6.1) with unit intersection
such that the algebra Lp(H,Hi) is free abelian of rank r. Then the topol-
ogy defined by this p-series is equivalent to the p-topology and there exists a
number i0 such that the subgroup Hi0 is torsion free abelian.
Proof. Let tor(H) be the unique maximal normal finite subgroup of
H . Since the intersection of the terms of series (6.1) is trivial we can finite
a subgroup F = Hi0 such that F
⋂
tor(H) = 1. The normal subgroup F
contains no finite normal subgroups and contains a series Fi = F
⋂
Hi with
unit intersection and if i ≥ i0 we have Fi = Hi. The algebra Lp(F, Fi)
is naturally imbedded in Lp(H,Hi) so it must be abelian. The quotient
algebra Lp(H,Hi)/Lp(U, Ui) is finite because the index of F in H is finite.
We conclude from this that the rank of Lp(F, Fi) is equal r, and it coincides
with the Hirsch number of F . We apply now Proposition 6.2. to the group
F and series Fi (i = 1, 2, · · · ) and obtain that there exists a number i1 ≥ i0
such that the subgroup Fi = Hi is free abelian if i ≥ i1.
Proposition 6.2. implies that the topology defined in F by the series
Fi (i = 1, 2, · · · ) is equivalent to the p-topology of this group. We ob-
tain from this that for every subgroup Mn(F ) there exists i(n) such that
Fi ⊆ Mn(F ) ⊆ Mn(H) if i ≥ i(n). This together with the fact that
Fi = Hi (i ≥ i1) implies that Hi ⊆ Mn(H) if i ≥ max{i(n), i1} and the
proof is complete.
Proposition 6.4. Let H be a finitely generated nilpotent-by-finite group
with Hirsch rank r, U be the nilpotent radical of H. Assume that there exists
a p-series Hi with unit intersection such that the Lie algebra Lp(H,Hi) is
abelian of rank r. Then the topology defined by this series is equivalent to
the p-topology. Further, there exists an index i0 such that the subgroup Hi0
is torsion free nilpotent and the index of the nilpotent radical U is a power
of p.
Proof. We consider first the special case when H contains no finite nor-
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mal subgroups. Let in this case V be a maximal abelianH-invariant subgroup
of U andW be the inverse image in H of the maximal finite normal subgroup
of H/V . Clearly V ⊆ W and W is an abelian-by-finite normal subgroup of
H which contains no finite normal subgroups. Let ρ(W ) be the nilpotent
radical of W . Then ρ(W ) ⊇ V and ρ(W ) is the unique maximal abelian
normal subgroup of W ; we obtain from this that ρ(W ) ⊆ U . Since V is a
maximal abelian H-invariant subgroup of U and ρ(W ) ⊇ V we conclude that
ρ(W ) = V . The group W contains a p-series Wi = H
⋂
W (i = 1, 2, · · · ),
the Lie algebra Lp(W,Wi) is abelian of rank r1 equal to the Hirsh number of
W by Proposition 2.6. Proposition 6.2 now implies that the index (W : V )
is a power of p and the topology defined by the series Wi in W is equivalent
to the p-topology in W .
Let H¯ = H/W . The definition of W implies that H¯ contains no finite
normal subgroups; we obtain from Proposition 2.6. that the image of the
p-series Hi (i = 1, 2, · · · ) is a p-series H¯i with the associated Lie algebra
Lp(H¯, H¯i) free abelian of rank r − r1 which is equal to the Hirsch number
of H¯ . We can assume by induction on the Hirsch number that the topology
defined by the p-series H¯i in H¯ is equivalent to the p-topology. This, together
with the fact that the topology defined by Wi in W is equivalent to the p-
topology in W implies via Lemma 2.7. that the topology defined by the
p-series Hi (i = 1, 2, · · · ) is equivalent to the p-topology.
Since H is a residually finite p-group and U is the nilpotent radical of
it we can apply now Corollary 6.1 and to conclude that H/U is a finite
p-group. Hence there exists n such that Mn(H) ⊆ U . Since the series
Hi (i = 1, 2, · · · ) and Mi(H) define the same topology we can find i0 such
that Hi0 ⊆ Mn(H) ⊆ U .
This completes the proof for the special case.
Now consider the general case. Let tor(H) be the unique maximal finite
normal subgroup of H , F = Hi1 be a term of series (6.1) that have a unit
intersection with tor(H). Then F contains no finite normal subgroups and
the assertion now follows from the proven special case by the same argument
that was used in Proposition 6.3.
Proposition 6.5. Let H be a finitely generated nilpotent-by-finite group
with Hirsch number r. Assume that there exists a p-series Hi such that the
Lie algebra Lp(H,Hi) is abelian of rank r. Let F be a subgroup of H with
Hirsch rank k, Fi = H
⋂
Hi (i = 1, 2, · · · ). Then the subalgebra Lp(F, Fi) of
Lp(H,Hi) has rank k.
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Proof. Let Hi0 = Q be the torsion free nilpotent normal subgroup of H ,
obtained in Proposition 6.4., N = F
⋂
Q, Qi = Q
⋂
Hi, Ni = N
⋂
Hi (i =
1, 2, · · · ). The algebra Lp(Q,Qi) is abelian of rank r by Proposition 2.6.;
further, Ni = Qi
⋂
N (i = 1, 2, · · · ). Since N has a finite index in F the sub-
algebra Lp(N,Ni) has a finite index in Lp(F, Fi), so it is enough to prove that
Lp(N,Ni) has rank k. We see that we can assume from the very beginning
that the group H is torsion free nilpotent, and F is a subgroup of it.
Let V be an infinite cyclic central subgroup of H such that the quotient
group H/V is torsion free, T = V
⋂
F, Ti = T
⋂
Hi (i = 1, 2, · · · ). We con-
sider now the natural homomorphism H −→ H/V = H¯ which defines the ho-
momorphism Lp(H,Hi) −→ Lp(H¯, H¯i) where H¯i = (HiV )/V (i = 1, 2, · · · ).
The restriction of this homomorphism on F defines a homomorphism F −→
F/T and a homomorphism of Lie algebras Lp(F, Fi) −→ Lp(F¯ /F¯i) where
F¯ = F/T, F¯i = (FiT )/T (i = 1, 2, · · · ); the kernel of the last homomorphism
is a Lie subalgebra Lp(T, Ti) of Lp(F, Fi).
We have two possible cases: T is the unit subgroup, or T is an infinite
cyclic subgroup of finite index in V . In the first case we obtain that F ∼= F¯
and it is naturally imbedded in the quotient group H¯ = H/V , and Lp(F¯ , F¯i)
is the Lie algebra of the subgroup F¯ = (FV )/V associated to the p-series
F¯i = F¯
⋂
H¯i (i = 1, 2, · · · ). The Hirsch number of H¯ is r − 1 and we can
assume by induction that the assertion holds for this case, that is the rank of
the algebra Lp(F¯ , F¯i) ∼= Lp(F, Fi) is equal to its Hirsh number, so it is equal
to k.
We consider now the second case. In this case the algebra Lp(F, Fi) is an
extension of the algebra Lp(T, Ti) by the Lie algebra Lp(F¯ , F¯i). The algebra
Lp(T, Ti) is an abelian subalgebra of Lp(V, Vi), its index is finite because T
has a finite index in V . Hence Lp(T, Ti) is an abelian algebra of rank 1. The
rank of Lp(F¯ , F¯i) is k − 1 by the induction argument. We obtain from this
that the rank of Lp(F, Fi) is k and the proof is complete.
6.2. Theorem VI. Let H be a polycyclic group with Hirsch number r.
Assume that there exists a p-series Hi (i = 1, 2, · · · ) with unit intersection
such that Lp(H,Hi) is abelian of rank r.
i) Let U be an arbitrary subgroup of H with Hirsch number k, Ui =
U
⋂
Hi (i = 1, 2, · · · ). Then the algebra Lp(U, Ui) is abelian of rank k.
ii) Let U be a normal subgroup of H with Hirsch number k, H¯i be the
image of the subgroup Hi in H/U . The subgroup
⋂∞
i=1 H¯i is finite and the
algebra Lp(H¯, H¯i) is abelian of rank r−k. In particular, if H¯ = H/U contains
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no finite normal subgroups then
⋂∞
i=1 H¯i = 1 and H¯ is a residually {finite
p-group}.
iii) Let U be a normal subgroup of H. If H¯ = H/U is a residually {finite
p-group} then ⋂∞i=1 H¯i = 1.
iv) Let W be the unique maximal normal nilpotent-by-finite subgroup of
H. Then W is an extension of a torsion free nilpotent group by a finite p-
group. The quotient group H/W is an extention of a free abelian group by a
finite p-group.
v) The topology defined in H by the p-series Hi (i = 1, 2, · · · ) is equiv-
alent to the p-topology. The topology defined in an arbitrary subgroup U by
the series Ui = Hi
⋂
U (i = 1, 2, · · · ) and Mn(H)
⋂
U (n = 1, 2, · · · ) are
equivalent to the p-topology in U .
vi) There exists an index i0 such that if i ≥ i0 then the subgroup Q = Hi,
contains a torsion free nilpotent subgroup N which is invariant in H, Q/N
is free abelian,
H/N ′Np ∈ resNp (6.3)
Clearly, H/Q is a finite p-group.
vii) Let F ⊇ S be two normal subgroups in H such that H/F and F/S
are residually {finite p-groups}. Then H/S is a residually {finite p-group}.
viii) Let
H = H∗1 ⊇ H∗2 ⊇ · · · (6.4)
be a series in H with finitely generated associated graded Lie algebra
Lp(H,H
∗
i ). If the topology defined by series (6.4) is equivalent to the p-
topology then the center of Lp(H,H
∗
i ) has rank r. Moreover, there exists
a number k such that if U = Hi (i ≥ k) then the subalgebra Lp(U, U∗i ) ∼=∑
i≥kHi/Hi+1 associated to the p-series U
∗
i = U
⋂
H∗i (i = 1, 2, · · · ) is a
central free abelian subalgebra of rank r.
Proof of Theorem VI. Statement ii) follows from Propositions 2.6. and
2.5.
We prove now statement i). Let r1 be the Hirsch number of the unique
maximal nilpotent-by-finite subgroup W . Proposition 2.6. implies that the
rank of the algebra Lp(W,Wi) is r1. We consider now the subgroup of
F = U
⋂
W and obtain from Proposition 6.5. that the rank of the alge-
bra Lp(F, Fi) is equal to the Hirsch number of F , say l. Now consider the
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natural homomorphism H −→ H/W and its restriction U −→ U¯ = U/F .
Statement ii) implies once again that the rank of the algebra Lp(H¯, H¯i) is
equal to the Hirsch number r− l of H¯ ; since the group H¯ is abelian-by-finite
we obtain from Proposition 6.5. that the rank of Lp(U¯ , U¯i) is equal to the
Hirsch number k − l of U¯ . We see that the restricted abelian Lie algebra
Lp(U, Ui) is an extension of an algebra Lp(F, Fi) with rank l by the algebra
Lp(U, Ui) with rank k− l. This implies that the rank of Lp(U, Ui) is k which
proves ii).
The proof of statements iv and v). The quotient group H¯ = H/W is
abelian-by-finite and it does not contain finite normal subgroups. Statement
ii) implies that Lp(H¯, H¯i) is abelian with rank equal to the Hirsch number of
H¯ which is rank r−r1, where r1 is the Hirsch number ofW and
⋂∞
i=1 H¯i = 1;
we obtain from Proposition 6.2. that the group H¯ is an extension of a free
abelian group by a finite p-group. This completes the proof of statement iv).
Corollary 6.1. implies that W is an extension of a torsion free nilpotent
group by a finite p-group, and the topology defined by the series Wi =
Hi
⋂
W (i = 1, 2, · · · ) is equivalent to the p-topology of W . Proposition
6.3. implies that the topology defined in H¯ by series H¯i (i = 1, 2, · · · ) is
equivalent to the p-topology in H¯ . We obtain now from Lemma 2.7. that
the topology defined in H by series Hi (i = 1, 2, · · · ) is equivalent to the p-
topology. We can apply this result to the subgroup U because U contains a
p-series Ui = U
⋂
Hi (i = 1, 2, · · · ) with unit intersection and with associated
graded algebra Lp(U, Ui) abelian of rank equal to the Hirsch number of U ;
the last fact follows from statement i). We obtain that the topology defined
in U by the series Ui (i = 1, 2, · · · ) is equivalent to the p-topology.
We consider now the series Mn(H)
⋂
U (n = 1, 2, · · · ). We have already
proven that there exists a number i(n) such that Ui(n) ⊆Mn(U). Hence
(Mi(n)
⋂
U) ⊆ (Hi(n)
⋂
U) ⊆ Ui(n) ⊆Mn(U) (6.5)
which proves that the topology defined by the series Mn(H)
⋂
U (n =
1, 2, · · · ) is equivalent to the p-topology in U .
This completes the proofs of statement v).
To prove statements vi) and vii) we need the following lemma.
Lemma 6.1. Let H be a group with Hirsch number r. Assume that there
exists a p-series (6.1) with unit intersection and the restricted Lie algebra
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Lp(H,Hi) abelian of rank r. Let R be a normal subgroup such that the quo-
tient group H/R is an extension of a free abelian group by a finite p-group.
Then H/Mn(R) ∈ resNp for every n.
Proof. Let H0 ⊇ R be a normal subgroup of index pk such that the
quotient group H0/R is free abelian. The group H0 has Hirsch number r
and it contains a p-series H0i = H0
⋂
Hi (i = 1, 2, · · · ) with unit intersection
such that the algebra Lp(H0, H0i) is abelian of rank r. Since H/H0 is a finite
p-group it is enough to prove that H0/Mn(R) ∈ resNp. We see that we can
assume from the very beginning that H = H0, i.e. H/R is free abelian.
Statement i) of Theorem VI implies that the group R has a p-series Ri =
Hi
⋂
R (i = 1, 2, · · · ) such that the algebra Lp(R,Ri) has rank equal to the
Hirsch number of R; statement v) implies that we can find m such Hm
⋂
R =
Rm ⊆Mn(R). Let H¯ = H/Hm, R¯ = R/Rm. Since H ′ ⊆ R we obtain
[R,H,H, · · · , H︸ ︷︷ ︸
m−1
] ⊆ (R
⋂
Hm) = Rm (6.6)
and then
[R¯, H¯, H¯, · · · , H¯︸ ︷︷ ︸
m−1
] = 1 (6.7)
Since H¯ ′ ⊆ R¯ we obtain from (6.7) that the group H¯ is nilpotent. The
group H/Mn(R) is a homomorphic image of H¯ , hence it is also nilpotent.
On the other hand, the group H/Mn(R) is an extension of a finite p-group
R/Mn(R) by a free abelian group H/R; this together with the nilpotency of
this group implies that H/Mn(R) ∈ resNp. This completes the proof of the
lemma.
Proof of statement vi) of Theorem VI. Let once again W be the
nilpotent-by-finite radical of H . Since the rank of the Lie algebra Lp(W,Wi)
is equal to the Hirsch number of W by statement i) Proposition 6.4. implies
that there exists in H a normal subgroup Wi0 = Hi0
⋂
W such that Wi0 is
torsion free nilpotent and hence the groupW is an extension of a torsion free
nilpotent group by a finite p-group. Hence we can find l such that Ml(W )
is a torsion free nilpotent group. On the other hand we obtain from Lemma
6.1. that the group H¯ = H/Ml(W ) ∈ resNp so H¯ is an extension of a finite
p-group W¯ = W/Ml(W ) by the group H¯/W¯ ∼= H/W , which contains no
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finite normal subgroups, and it is also an extension of a free abelian group
by a finite p-group; hence W¯ is the unique maximal finite normal subgroup
of H¯. Since H¯ ∈ resNp we can now find a normal subgroup S¯ with index
pn in H¯ which does not intersect W¯ . Hence S¯ is an extension of a free
abelian group by a finite p-group; let V¯ be a free abelian normal subgroup
of index pm in S¯. Its inverse image V has index pn+m in H , and V is
an extension of the torsion free nilpotent group Ml(W ) by the free abelian
group V¯ . Since the index of V is a power of p we can find k ≤ n +m such
that Mk(H) ⊆ V and statement v) implies that there exists an index i0 such
that Hi ⊆ Mk(H) ⊆ V if i ≥ i0. We pick now an arbitrary i ≥ i0 and a
subgroup Q = Hi ⊆ V and N = Hi
⋂
Ml(W ). The quotient group Q/N
is free abelian because it is a subgroup of the free abelian group V/Ml(W ).
Lemma 6.1. implies that (Q/N ′Np) ∈ resNp. Since H/Q is a finite p-group
we obtain that (H/N ′Np) ∈ resNp.
This completes the proof of statement vi).
Proof of statement vii). Since the group H/F is polycyclic it has a
unique maximal finite normal subgroup F0/F . SinceH/F ∈ resNp we obtain
that F0/F is a p-group, and hence F0/S is an extension of a residually{finite
p-group} F/S by a finite p-group F0/F . Hence (F0/S) ∈ resNp. Since
H/F0 contains no non-unit finite subgroups we obtain from statement ii)
that H/F0 ∈ resNp. We see that it is enough to prove the statement for the
normal subgroups F0 and S; we can assume from the very beginning that
F = F0 and hence H/F contains no non-trivial finite normal subgroups.
Once again, we obtain from statement ii) that the quotient group H/F
contains a p-series with a unit intersection with associated restricted Lie
algebra of rank equal to the Hirsch rank of H/F . Statement vi) now implies
thatH/F contains a poly-{infinite cyclic} normal subgroup H0/F with index
(H : H0) a power of p. Since the index of H0 is a power of p it is enough
to prove that H0 ∈ resNp. We can assume therefore that H = H0 i.e. the
quotient group H/F is poly-{infinite cyclic}.
We will now use induction on the Hirsch number of H/F . Let R ⊇ F be
a normal subgroup of H such that H/R is infinite cyclic group generated by
an element h ∈ H . Statement i) implies that the algebra Lp(R,Ri) is abelian
with rank r − 1 which is the Hirsch number of R. Since the Hirsch number
of R is r− 1 we can assume that the assertion is proven for the group R and
its normal subgroups F ⊇ S, so R/S ∈ resNp.
Let X¯ be the image of a subset X ⊆ H under the natural homomorphism
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H −→ H/S and h¯ 6= 1 be an element of H¯ . Since R/S ∈ resNp we can find
a dimension subgroup Mn(R¯) which does not contain h¯ and hence the image
of h¯ in the quotient group H¯/Mn(R¯) is an element h
∗ 6= 1. But H¯/Mn(R¯) ∈
resNp by Lemma 6.1., hence there exists a homomorphism of this group on
a finite p-group G which maps h∗ in a non-unit element. We see that the
composition of homomorphisms H¯ −→ H¯/Mn(R¯) and H¯/Mn(R¯ −→ G maps
h¯ on a non-unit element in G. This proves that H¯ ∈ resNp and completes
the proof of statement vii).
Proof of statement iii). Assume that there exists an element
1 6= x¯ ∈
∞⋂
i=1
H¯i (6.8)
Since H¯ ∈ resNp we can find Mn(H¯) such that x¯ 6∈ Mn(H¯. If x is an
element which is mapped on x¯ under the homomorphism H −→ H¯ then
x 6∈ Mn(H)U . Since the topology defined by the series Hi (i = 1, 2, · · · ) is
equivalent to the p-topology we can find i(n) such that Hi(n) ⊆ Mn(H) and
hence x 6∈ Hi(n)U . This implies that x¯ 6∈ H¯i(n) which contradicts (6.8)
Proof of statement viii). Theorem V implies that there exists a torsion
free normal subgroup F with index (H : F ) = pn such that the subalgebra
Lp(F, Fi) corresponding to the p-series Fi = F
⋂
H∗i (i = 1, 2, · · · ) is finitely
generated free abelian and central in Lp(H,H
∗
i ) and its rank is r1 ≤ r. Since
the topology defined by the series Hi (i = 1, 2, · · · ) is equivalent to the p-
topology by statement v) we can find a number i0 such that H
∗
i ⊆ F if
i ≥ i0.
On the other hand, the topology defined in H by series Hi (i = 1, 2, · · · )
is equivalent to the p-topology by statement v) so there exists i1 such that
Hi ⊆ F if i ≥ i1. Since the algebra Lp(H,Hi) is abelian of finite rank there
exists i2 such that the subalgebra
∑
i≥i2
Hi/Hi+1 is free abelian of rank r.
We pick now an arbitrary i greater than or equal k = max{i0, i1, i2} and
obtain a normal subgroup U = Hi in H with the following properties:
1) U ⊆ F ; 2) The index of U = Hi is a power of p; 3) The algebra
Lp(U, Ui) associated to the p-series Ui = U
⋂
Hi (i = 1, 2, · · · ) coincides with
the subalgebra
∑
i≥i2
Hi/Hi+1 so it is free abelian of rank r; 4) The algebra
Lp(U, U
∗
i ) associated to the p-series U
∗
i = U
⋂
F ∗i = U
⋂
H∗i (i = 1, 2, · · · )
has a finite index in Lp(H,Hi) because U has a finite index in H , so Lp(U, U
∗
i )
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is finitely generated; it is free abelian with rank r1 ≤ r because it is a
subalgebra of finite index in Lp(F, F
∗
i ).
Further since the index of U in H is a power of p a straightforward
argument show also that the topologies defined in U by the series Ui (i =
1, 2, · · · ) and U∗i (i = 1, 2, · · · ) are equivalent to the p-topology of U .
We see that the relation r1 = r will follow from the following lemma.
Lemma 6.2. Let U be an arbitrary group,
U = U1 ⊇ U2 · · · (6.9)
U = U∗1 ⊇ U∗2 ⊇ · · · (6.10)
be two p-series with unit intersection. Assume that the topologies defined
by these series are equivalent and that the algebras Lp(U, Ui) and Lp(U, U
∗
i
are free abelian; then they are isomorphic.
Proof. The algebra grρ(Zp(U, Ui)) is isomorphic to the polynomial ring
ZpT where T is a free system of generators for Lp(U, Ui). We consider now
the completion Z˜pU in the ρ-topology. A routine argument (see, for instance,
the proof of statement ii) of Lemma 3.6. or the end of the proof of Lemma
3.7.) shows that every elenment x ∈ Z˜pU has a unique representation
x =
∞∑
i=0
λipii
where λi ∈ Zp (i = 0, 1, · · · ), pii (i = 0, 1, · · · ) are standard monomials on
the set of variables T . The algebra Z˜pU has an augmentation ideal ω(Z˜pU)
which is topologically generated by the of elements T . We consider the
filtration defined by the powers of this ideal and obtain that the graded ring
of Z˜pU associated to this filtration is isomorphic to the polynomial ring Zp[T ].
Since the completion of ZpU with respect to the topology defined by
the valuation ρ∗ is isomorphic to Z˜pU (see Lemma 2.6.) we obtain that
grρ∗(ZpU) ∼= Zp[T ]. On the other hand, grρ∗(ZpU) ∼= Zp[T1] where T1 is
a free system of generators Lp(U, U
∗
i ), so we obtain that the cardinalities of
T and T1 are equal and Lp(U, Ui) ∼= Lp(U, U∗i ).
This completes the proof of the lemma and the proof of Theprem VI.
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6.3. We will need in the proof of theorem XII the following theorem
which is a refined version of statement vi) of Theorem VI.
Theorem 6.1. Let H be a polycyclic group with Hirsch number r.
Assume that there exists a p-series (6.1) with unit intersection such that
Lp(H,Hi) is abelian of rank r. Let i0 be the index defined in statement vi) of
Theorem VI. Then there exists an index i1 ≥ i0 such that if i ≥ i1 then the
subgroups Q = Hi and N obtained in Theorem VI have the following series
Q = Q(1) ⊇ Q(2) ⊇ · · · ⊇ Q(k−1) ⊇ Q(k) =
= N ⊇ Q(k+1) ⊇ · · · ⊇ Q(r−1) ⊇ Q(r) ⊇ Q(r+1) = 1 (6.11)
with following properties:
i) Every factor Q(j)/Q(j+1) (j = 1, 2, · · · , r−1) is an infinite cyclic group.
ii) Let Lp(Q
(j), Q
(j)
i ) be the restricted Lie algebra of Q
(j) associated to the
p-series Q
(j)
i = Q
(j)
⋂
Hi (i = 1, 2, · · · ). Then the algebra
Lp(Q
(j), Q
(j)
i )/Lp(Q
(j+1), Q
(j+1)
i ) is free abelian of rank 1. If qj is an el-
ement of Q(j) which generates the quotient group Q(j)/Q(j+1) then its ho-
mogeneous component q˜j in Lp(Q
(j), Q
(j)
i ) ⊆ Lp(H,Hi) generate the quotient
algebra Lp(Q
j)
i )/Lp(Q
j+1)
i ). Hence the system of elements q1, q2, · · · , qr gener-
ate the subgroup Q and the system of homogeneous components q˜1, q˜2, · · · , q˜r
freely generate the free abelian algebra Lp(Q,Qi).
We need first two lemmas.
Lemma 6.3. Let H be a group with a p-series (6.1). Assume that there
exists a normal subgroup Q with (H : Q) = pn and an index i0 such that
Hi ⊆ Q if i ≥ i0 and let
H = S1 ⊇ S2 ⊇ · · · ⊇ §n ⊇ Sn+1 = Q (6.12)
be an invariant series with factors Sj/Sj+1 (j = 1, 2, · · · , n) cyclic groups
of order p; let sj be an element of Sj which generates Sj/Sj+1 (j = 1, 2, · · · , n).
Let Sj,i = Hi
⋂
Sj (i = 1, 2, · · · ) for every given 1 ≤ j ≤ n. Then every quo-
tient algebra Lp(Sj, Sj,i)/Lp(Sj+1, Sj+1,i) has dimension 1 and is generated by
the homogeneous component s˜j (j = 1, 2, · · · , r − 1); the system of these ho-
mogeneous components together with the ideal Lp(Q,Qi) generates the algebra
Lp(H,Hi).
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Proof. We denote U = S2 and consider the series
U = S2 ⊇ S3 ⊇ · · · ⊇ Sn ⊇ Sn+1 = Q (6.13)
Let H¯ = H/U and H¯i = (HiU)/U (i = 1, 2, · · · ) . Since H¯i0 = 1 we see
that
⋂∞
i=1 H¯i = 1 so the algebra Lp(H¯, H¯i) is non-zero. On the other hand, H¯
is a cyclic group of order p so the dimension of Lp(H¯, H¯i) can not be greater
than 1. We obtain therefore that dim(Lp(H¯, H¯i) = 1, and that Lp(H¯, H¯i) is
generated by the homogeneous component s˜1. We see that the proof is now
reduced to the subgroup U = S2 and series (6.14). Since (U : Q) = p
n−1 we
obtain after n steps the system of elements s˜1, s˜2, · · · , s˜n which together with
the subalgebra Lp(Q,Qi) generates Lp(H,Hi).
Corollary 6.2. The dimension of the algebra Lp(H,Hi)/Lp(Q,Qi) is n.
Corollary 6.3. The system of elements s˜j together with the ideal Lp(Q,Qi)
generates the algebra Lp(H,Hi).
We will need in the proof of Theorem XII one more corollary of Lemma
6.3.
Corollary 6.4. Let V be a polycyclic group with Hirsch number r, W be
a finite subgroup of index p, s be an element of V \W , and let sp = a ∈ W .
Assume that there exists in V a p-series Vi (i = 1, 2, · · · ) with unit intersec-
tion such that the algebra Lp(V, Vi) is free abelian of rank r. Let ρ be the
valuation in KV defined by this series, ˜(s− 1), ˜(a− 1) be the homogeneous
components of the element s − 1, a − 1 in the rings gr(KV ) and gr(KW )
respectively.
Then the polynomial ring gr(KV ) is a simple algebraic extension of the
polynomial ring KW
gr(KV ) ∼= gr(KW )[ ˜(s− 1)] (6.14)
where the minimal polynomial of ˜(s− 1) is tp − ˜(a− 1).
Proof. Lemma 6.3. implies that the free abelian algebra Lp(V, Vi) is an
extension of the free abelian algebra Lp(W,Wi) by the one dimensional alge-
bra generated by the element s˜, which is the homogeneous component of s,
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and s˜[p] = a˜. We obtain from this that the ring Up(Lp(V, Vi)) is a simple alge-
braic extension Up(Lp(V, Vi)) ∼= Up(Lp(W,Wi))[s˜]. The assertion now follows
from the isomorphism Up(Lp(V, Vi)) ∼= gr(KV ) obtained in Proposition 2.7.
Lemma 6.4. Let H be a free abelian group of rank r. Assume that there
exists a p-series
H = H1 ⊇ H2 ⊇ · · · (6.15)
with unit intersection such that the algebra Lp(H,Hi) is free abelian of
rank r. Then there exists a free system of generators h1, h2, · · · , hr such that
the homogeneous components h˜1, h˜2, · · · , h˜r form a free system of generators
for the free abelian algebra Lp(H,Hi).
Proof. Let u1, u2, · · · , ur be a free system of generators for Lp(H,Hi).
Since the algebra Lp(H,Hi) is graded we can assume that the elements
ui (i = 1, 2, · · · , r) are homogeneous, so every element ui is the homoge-
neous component of an element vi ∈ H . We pick now a system of elements
vi ∈ H such that v˜i = ui (i = 1, 2, · · · , n); let V be the subgroup generated
by these elements.
The subgroup V contains a p-series Vi = V
⋂
Hi (i = 1, 2, · · · ) such that
the Lie algebra Lp(V, Vi) coincides with the algebra Lp(H,Hi). We claim
that this implies that the index (H : V ) is prime to p. In fact, if we assume
that p|(H : V ) then we can find a subgroup U ⊇ V with index (H : U) = p
and Lp(U, Ui) = Lp(H,Hi), but Corollary 6.2. implies that the dimension
of the algebra Lp(H,Hi)/Lp(U, Ui) is 1. We see that p is not a divisor of
(H : U) = p.
We obtain therefore that there exists in H a free system of generators
hi (i = 1, 2, · · · ) such that vi = hmii (i = 1, 2, · · · , r) where m1, m2, · · · , mr
are integers prime to p. The system of elements h1, h2, · · · , hr generates
H and the homogeneous components of these elements generate Lp(H,Hi).
This system of generators satisfies the conclusion of the assertion.
Proof of Theorem 6.1. Let i0 be as in statement vi) of Theorem
VI, Hi0 = Q0, N0 ⊆ Q0 be the torsion free nilpotent normal subgroup with
Q0/N0 free abelian. Let Z0 be the center of N0, l be its rank, and H¯ = H/Z0.
Statement ii) of Theorem VI implies and the algebra Lp(H¯, H¯i) is abelian of
rank r − l. Since H¯i0 = Hi0/Z0 is torsion free we obtain once again from
statement ii) that
⋂∞
i=1 H¯i = 1. We can now apply induction by the Hirsch
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number of H and to assume that there exists an index i1 ≥ i0 such that if
i ≥ i1 is given and Z = Hi
⋂
Z0 then the subgroup Q¯ = H¯i = Hi/Z of H¯
contains the following series with infinite cyclic factors which satisfies the
conclusions of the assertion
Q¯ = Q¯(1) ⊇ Q¯(2) ⊇ · · · ⊇ Q¯(k−1) ⊇ Q¯(k) = N¯ ⊇
⊇ Q¯(k+1) ⊇ · · · ⊇ Q¯(n−l) ⊇ Q(n−l+1) = 1 (6.16)
We obtain from this the following series in H
Q = Q(1) ⊇ Q(2) ⊇ · · · ⊇ Q(k−1) ⊇ Q(k) = N ⊇
⊇ Q(k+1)) ⊇ · · · ⊇ Q(n−l) ⊇ Q(n−l+1) = Z (6.17)
where every factor Q(j)/Q(j+1) is an infinite cyclic groups generated by
an element qj, and every quotient algebra Lp(Q
(j))/Lp(Q
(j+1)) is free abelian
of rank 1 generated by the element q˜j . We apply now Lemma 6.4. to obtain
a free system of generators whose homogeneous components freely generate
the subalgebra Lp(Z,Zi) and the assertion follows.
Let H be a polycyclic group with Hirsch number r. Assume that there
exists a p-series (6.1) with unit intersection such that Lp(H,Hi) is abelian
of rank r. We will need in the proof of Theorem XII some special system
of generators for the algebra Lp(H,Hi) which is obtained in the following
way. We obtain from Theorem VI and Theorem 6.1. that there exist a poly-
{infinite cyclic} normal subgroup Q with quotient group G = H/Q of index
pn, and a system of generators q1, q2, · · · , qr such that the free abelian algebra
Lp(Q,Qi) is freely generated by the system of elements q˜1, q˜2, · · · , q˜r. Lemma
6.3. implies that there exists a system of elements s1, s2, · · · , sn which gener-
ates the quotient group H/Q and the images of the elements s˜1, s˜2, · · · , s˜n in
Lp(H,Hi) generate the quotient algebra Lp(H,Hi)/Lp(Q,Qi) ∼= Lp(G,Gi).
We have the following corollary of the results of this subsection.
Corollary 6.5. and Definition 6.1. Assume that the conditions of
Theorem 6.1. hold. Then the system of elements
q1, q2, · · · , qr; s1, s2, · · · , sn
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generates the group H; the system of their homogeneous components
q˜1, q˜2, · · · , q˜r; s˜1, s˜2, · · · , s˜n
generates the algebra Lp(H,Hi). This system of generators for H is called a
special system of generators.
§7
7.1. Lemma 7.1. Let H(j) (j ∈ J) be a system of groups. Assume that
every group H(j) contains invariant subgroups S(j) ⊇ U (j), and U (j) contains
a p-series U
(j)
i (i = 1, 2, · · · ) with unit intersection whose terms are invariant
in S(j). Let H =
∏
j∈J H
(j), S =
∏
j∈J S
(j), U =
∏
j∈J U
(j).
There exists in U a p-series Ui (i = 1, 2, · · · ) such that all the sub-
groups Ui are S-invariant, Ui
⋂
U (j) = U
(j)
i (i = 1, 2, · · · ) and the associated
graded algebra Lp(U, Ui) is isomorphic to the direct sum of the Lie algebras
Lp(U
(j), U
(j)
i )
Lp(U, Ui) ∼=
⊕
j∈J
Lp(U
(j), U
(j)
i ) (7.1)
Proof. The p-series in U (j) defines a weight function f (j) in U (j), and
hence a weight function f on the set
⋃
j∈J U
(j). We define now a weight
function f(x) on the group U . Let
x = xj1xj2 · · ·xjn (7.2)
be an element of U . Then it weight in U is defined as
f(x) = min{f(xj1), f(xj2), · · · , f(xjn)} (7.3)
A straightforward verification shows that f([x, y]) ≥ f(x)+f(y), f(x)p ≥
p(f(x)), f(xy−1) ≥ f(x) − f(y); hence the obtained weight function f on U
defines a p-series Ui (i = 1, 2, · · · ) in U and we obtain a Lie algebra Lp(U, Ui)
corresponding to this p-series. The definition of f(x) implies that its restric-
tion on every U (j) coincides with f (j), hence we obtain a natural imbedding
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of the Lie algebra Lp(U
(j), U
(j)
i ) into Lp(U, Ui). It is clear that for every s ∈ S
f(s−1us) = f(u) so every subgroup Ui is S-invariant.
We consider now the homogeneous component of the element (7.2). As-
sume that f(x) = k. We can assume that f(xj1) = f(xj2) = · · · = f(xjl) = k
and the weights of the remaining components is greater than k. Hence, the
homogeneous component x˜ of x coincides with the homogeneous component
of the element x1x2 · · ·xl. We apply Lemma 2.2. and obtain that the homo-
geneous component of the element x is equal
x˜ = x˜j1 + x˜j2 + · · ·+ x˜jl (7.4)
where x˜jα ∈ Lp(U (jα), U (jα)i ) (α = 1, 2, · · · , l).
Hence the algebra Lp(U, Ui) is generated by the system of subalgebras
Lp(U
(j), U
(j)
i ) (j ∈ J); we see that in order to prove relation (7.1) it is enough
to verify that representation (7.4) is unique.
Assume that there exists another representation. A routine argument
shows that we can assume now that the set J is finite and that after a
suitable numeration of it this second representation has a form
x˜ = x˜1 + x˜2 + · · · x˜m (7.5)
with x˜j ∈ Lp(U (j), U (j)i ) (j = 1, 2, · · · , m). Since all the elements in the right
side of (7.5) are homogeneous we obtain that their degrees and the degrees
must be equal to k. We obtain now from (7.4) and (7.5) the following two
representation for x
x = xj1xj2 · · ·xjly1 (7.6)
and
x = x1x2 · · ·xmy2 (7.7)
where f(yβ) > k (β = 1, 2) or, equivalently, yβ ∈
∏
j∈J U
(j)
k+1 (β = 1, 2).
We compare now representations (7.6) and (7.7) for x and obtain that they
coincide modulo the subgroup
∏
j∈J U
(j)
k+1; hence l = m and after a renumera-
tion we obtain that xjα ∈ (xjU (j)k+1) (j = 1, 2, · · · , l). Hence the homogeneous
components of these elements in Lp(U, Ui) coincide which proves the unique-
ness of representation (7.4). This completes the proof.
77
Lemma 7.2. Let W = S wrG be the discrete wreath product of a group S
by a group G, S∗ be the base group of W . Assume that S contains a normal
subgroup U with an S-invariant p-series
U = U1 ⊇ U2 ⊇ · · · (7.8)
with unit intersection and let U∗i =
∏
g∈G g
−1Uig. Then there exists in U
∗
a W -invariant p-series with unit intersection
U∗ = U∗1 ⊇ U∗2 ⊇ · · · (7.9)
with Lie agebra Lp(U
∗, U∗i ) isomorphic to the direct sum of copies of the
algebra Lp(U, Ui)
Lp(U
∗, U∗i )
∼=
⊕
g∈G
Lp(U, Ui) (7.10)
Proof. We apply Lemma 7.1. and obtain a weight function f on U∗ and
a p-series in U∗; the terms of this p-series are invariant subgroups in S∗. We
will prove now that they are G-invariant and hence W -invariant.
Indeed, let u be a non-unit element of U∗, u = uj1uj2 · · ·ujk with ujα ∈
Ujα = g
−1
α Ugα (α = 1, 2, · · · , k). We can assume that f(u) = f(uj1) =
f(uj2) = · · · f(ujl) = l and the rest of the factors, ujl+1, ujl+2, · · · , ujk have
weights greater than l.
Let g be an arbitrary element ofG. Then g−1ug = (g−1uj1g)(g
−1uj2g) · · · (g−1ujkg)
where g−1ujαg ∈ g−1(g−1α Ugα)g (α = 1, 2, · · · , k) and we obtain from this
that f(g−1ug) = f(u); we see that the weight function in U∗ is G-invariant
and so is the p-series defined by it.
The rest of the statements follow immediately.
We apply now this lemma to the case when U = S and the group G is
finite. Lemma 7.1. yields a W -invariant p-series S∗i (i = 1, 2, · · · ) in the base
group S∗. We will need the following fact about this p-series.
Corollary 7.1. Assume that S contains a p-series with unit intersection
and that the topology defined by this series is equivalent to the p-topology, and
that the group G is finite. Then the topology defined by the series S∗i (i =
1, 2, · · · ) is equivalent to the p-topology in S∗.
Proof. For a given n we can find a number i(n) such that Si(n) ⊆ Mn(S)
which implies that S∗i(n) ⊆Mn(S∗) and the assertion follows.
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Proposition 7.1. Let H be a group, U be a normal subgroup which
contains a p-series (7.8) with unit intersection. Assume that there exists a
normal subgroup S ⊇ U of finite index n in H such that h−1Uih = Ui (i =
1, 2, · · · ) for all h ∈ S.
Then there exists an H-invariant p-series
U = V1 ⊇ V2 ⊇ · · · (7.11)
with unit intersection such that the algebra Lp(U, Vi) is isomorphic to a
subalgebra of the direct sum of n copies of the algebra Lp(U, Ui).
Proof. Let G = H/S. We consider the usual imbedding of H into the
wreath product W = S wrG where S is isomorphically imbedded into the
base group S∗ of W ; this base group is the direct product of (G : 1) copies
of S.
We apply now Lemma 7.2. to the subgroup U∗ =
∏
g∈G g
−1Ug and obtain
that there exists a W -invariant series (7.9).
The series Vi = U
∗
i
⋂
U (i = 1, 2, · · · ) has unit intersection and the sub-
algebra Lp(U, Vi) associated to this series is isomorphic to a subagebra of
Lp(U
∗, U∗i ) which in its turn is isomorphic to the sum of n copies of Lp(U, Ui).
This completes the proof.
Corollary 7.2. i) If the algebra Lp(U, Ui) is free abelian, (abelian),
(abelian of finite rank) then so is Lp(U, Vi.
ii) If H is a polycyclic group with Hirsch number r and Lp(H,Hi) is free
abelian, (abelian of rank r) then so is Lp(U, U
∗
i ).
Proof. We will prove statement ii); the proof of statement i) is obtained
by obvious simplification of the argument. The group U is a subgroup of the
group U∗ = U × U · · · × U︸ ︷︷ ︸
n
. The algebra Lp(U
∗, U∗i ) has rank rn because it is
a direct sum of n copies of Lp(U, Ui). Since the rank of Lp(U
∗, U∗i ) coincides
with the Hirsch number of U∗ we obtain from statement i) of Theorem VI
that the rank of the algebra Lp(U, Vi) must be equal to the Hirsch number
of U which is equal r.
Now assume that Lp(U, Ui) is free abelian. Then the direct sum of n
copies of it is free abelian. Since Lp(U, Vi) is a subalgebra of this direct sum
it must be free abelian.
This completes the proof.
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7.2. Proposition 7.2. Let H be a group which contains a p-series
H = H1 ⊇ H2 ⊇ · · · (7.12)
with unit intersection. Assume that the topology defined by this series is
equivalent to the p-topology in H. Let Φ be a group of automorphisms of H.
i) Assume that the restricted Lie algebra Lp(H,Hi) is generated by the first
l factors Hi/Hi+1 (i = 1, 2, · · · , l) where the subgroups Hi (i = 1, 2, · · · , l) are
Φ-invariant. Then all the subgroups Hi (i = 1, 2, · · · ) are Φ-invariant.
ii) If
[Φ, Hi] ⊆ Hi+1 (i = 1, 2, · · · , l) (7.13)
i.e. Φ centralizes the first l factors Hi/Hi+1 then it centralizes all the
factors Hi/Hi+1.
Proof. We will prove first statement i) for the case when series (7.12)
has a finite length, say k. Hence Hk = 1 but Hk−1 6= 1. We begin by proving
that Hk−1 is Φ-invariant. Let h ∈ Hk−1. Lemma 2.4. implies that h˜ can be
expressed in Lp(H,Hi) as a sum of the Lie monomials
[h˜α1 , h˜α2 , · · · , h˜αs ][p]
nα
(7.14)
where the homogeneous elements h˜α1 , h˜α2 , · · · , h˜αs are taken from the
first l factors Hi/Hi+1 and the weight of every such monomial is k−1. Since
Hk = 1 we see that the element
[hα1 , hα2 , · · · , hαs]p
nα
(7.15)
of the group H is a coset representative for the Lie monomial (7.15), and
hence h is a product of the elements (7.14) with weight k − 1.
Now let φ be an arbitrary automorphism from φ. We obtain that the
image of the element (7.15) is
φ([hα1 , hα2 , · · · , hαs]p
nα
) = [φ(hα1), φ(hα2), · · · , φ(hαs)]p
nα
(7.16)
Let w(x) denote the weight of an element x ∈ H . Since element (7.15) is
the representative of the monomial (7.14) we obtain from Lemma 2.4. that
its weight is
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k − 1 = pnα
s∑
i=1
w(hαi) (7.17)
Since φ(Hi) = Hi (i = 1, 2, · · · , l) we obtain that w(hαi) = w(φ(hαi)) (i =
1, 2, · · · , s) and then
w([φ(hα1), φ(hα2), · · · , φ(hαs)]p
nα
) ≥ pnα
s∑
i=1
w(hαi) = k − 1
This together with (7.16) implies that w(φ([hα1, hα2 , · · · , hαs ]pnα )) ≥ k−
1, which means that φ([hα1 , hα2, · · · , hαs]pnα ) ∈ Hk−1. Hence φ(h) is a prod-
uct of elements from Hk−1 and we obtain that φ(h) ∈ Hk−1. Since h was an
arbitrary element of Hk−1 we obtain that Hk−1 is Φ-invariant.
The group H¯ = H/Hk−1 has a p-series H¯i = Hi/Hk−1 (i = 1, 2, · · · , k−1)
whose length is shorter than the length of the series Hi (i = 1, 2, · · · , k) and
the Lie algebra Lp(H¯, H¯i) is generated by the first l factors H¯i/H¯i+1 (i =
1, 2, · · · , l) because Lp(H¯, H¯i) is a homomorphic image of Lp(H,Hi). The
action of Φ onH defines in a natural way the action of Φ on H¯ and we assume
by induction that all the subgroups H¯i (i = 1, 2, · · · , k − 1) are Φ-invariant.
This implies that their inverse images Hi (i = 1, 2, · · · , k) are Φ-invariant;
this completes the proof of statement i) for the special case when the series
(7.12) has a finite length.
We consider now the general case. To prove that the term Hi (i > l) of
series (7.12) is Φ-invariant we pick n > i and consider the quotient group
G = H/Mn(H); let Gi be the image of Hi under the natural homomorphism
H −→ G. Proposition 2.1. implies that the epimorphism H −→ G defines an
epimorphism Lp(H,Hi) −→ Lp(G,Gi). Since the algebra Lp(H,Hi) is gener-
ated by its first l factors we conclude that the algebra Lp(G,Gi) is generated
by the first l factors Gi/Gi+1 (i = 1, 2, · · · , l). There exists m ≥ i such that
Hm ⊆ Mn(H) and hence Gm = 1. We see that the series Gi (i = 1, 2, · · · )
has finite length in G and the algebra Lp(G,Gi) is generated by the factors
Gi/Gi+1 ∼= (Hi/Mn(H))/(Hi+1/Mn(H)) ∼= Hi/Hi+1 (i = 1, 2, · · · , l). The
group of automorphisms Φ acts in a natural way on G, we denote this group
by Ψ, and obtain from the proven special case that an arbitrary subgroup Gi
is Ψ-invariant; hence its inverse image Hi is Φ-invariant.
The proof of statement i) is complete.
ii) We prove now the second statement. Since all the subgroups Hi (i =
1, 2, · · · ) are Φ-invariant the action of the group Φ on H defines in a natural
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way its action on the graded Lie algebra Lp(H,Hi) by Corollary 2.3.; since Φ
centralizes the factors Hi/Hi+1 (i = 1, 2, · · · , l) which generate the algebra
Lp(H,Hi) it centralizes all the factors and the proof is complete.
Proposition 7.3. Let H be a finitely generated group, Φ be a group of
automorphisms of H. Assume that H contains a p-series (7.12) with unit
intersection such that the topology defined by this p-series is equivalent to the
p-topology and the Lie algebra Lp(H,Hi) is finitely generated, or equivalently,
is generated by a finite number of factors Hi/Hi+1 (i = 1, 2, · · · , l). Then
i) There exists a normal subgroup Φ1 of finite index in Φ such that all the
subgroups Hi (i = 1, 2, · · · , ) are Φ1-invariant and the factors Hi/Hi+1 (i =
1, 2, · · · ) are cenralized by Φ1.
ii) If the order of every automorphism φ ∈ Φ in the quotient group
H/H ′Hp is a power of p then the index of Φ1 is also a power of p.
Proof. We pick an arbitrary m > l and consider the quotient group
H¯ = H/Mm(H). The action of the group Φ on H defines in a natural way a
group Φ¯ of automorphisms of H¯ and an epimorphism Φ −→ Φ¯.
Since Φ¯ is finite we obtain a normal subgroup Φ1 ⊆ Φ which acts on H¯
trivially, hence Φ1 acts trivially on every subgroup H¯i = Hi/Mm(H) (i =
1, 2, · · · , m).
Since the subgroups H¯i (i = 1, 2, · · · , m) are Φ1-invariant subgroups of H¯
their inverse images Hi (i = 1, 2, · · · , m) are Φ1-invariant in H . Proposition
7.2 now implies that all the subgroups Hi (i = 1, 2, · · · ) are Φ1-invariant.
Finally, Φ1 acts trivially on every factor H¯i/H¯i+1 ∼= Hi/Hi+1 (i = 1, 2, · · · , l)
so statement ii) of Proposition 7.2 implies that Φ1 centralizes all the factors
Hi/Hi+1. This completes the proof of statement i).
We prove now statement ii). The subgroup Φ1 is the kernel of the map
Φ −→ Φ¯; if the order of every φ ∈ Φ in the quotient group H¯/H¯ ′H¯ ∼=
H/H ′Hp is a power of p then Φ¯ is a p-group by Burnside’s Theorem, so
the index of Φ1 is a power of p if the conditions of statement ii) hold, and
statement ii) follows.
Proposition 7.4. Let H be a finitely generated group. Assume that it
contains a p-series (7.12) with unit intersection such that the topology defined
by this p-series is equivalent to the p-topology and the Lie algebra Lp(H,Hi)
is finitely generated.
There exists a p-series
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H = V1 ⊇ V2 ⊇ · · · (7.18)
of characteristic subgroups with unit intersection whose associated graded
algebra Lp(V, Vi) is isomorphically imbeded into the direct sum of a finite
number of isomorphic copies of the algebra Lp(H,Hi).
Proof. Let Φ be the automorphism group of H . Proposition 7.3. im-
plies that there exists a normal subgroup Φ1 of finite index in Φ such that
Φ1(Hi) = Hi (i = 1, 2, · · · ). We consider now the holomorph of H , that is
the group Hol(H) which is a split extension of the group H by its automor-
phism group Φ. Let Q be its subgroup generated by H and Φ1. Then Q
is a split extension of H by Φ1, and it is a normal subgroup of finite index
in Hol(H); in fact the index of Q in Hol(H) is equal to the index (Φ: Φ1).
We apply now Proposition 7.1. and obtain that there exists in H a p-series
(7.18) whose terms are Φ-invariant and the algebra Lp(V, Vi) isomorphically
imbeded into the direct sum of a finite number of isomorphic copies of the
algebra Lp(H,Hi). This completes the proof.
Corollary 7.3. The algebra Lp(V, Vi) has the following additional prop-
erties.
i) If Lp(H,Hi) is abelian (free abelian) then so is Lp(V, Vi); if Lp(H,Hi)
is abelian of finite rank then so is Lp(V, Vi).
ii) Assume that the group H in Proposition 7.4. is polycyclic with Hirsch
number r and the algebra Lp(H,Hi) is abelian (free abelian) of rank r. Then
the algebra Lp(V, Vi) is abelian (free abelian) of rank r.
The first statement follows from Proposition 7.4. The second statement
is obtained by the same argument as Corollary 7.2.
Theorem VIII. Let H be a finitely generated group which has a p-series
Hi (i = 1, 2, · · · ) with unit intersection and with the associated restricted
Lie algebra Lp(H,Hi) abelian (free abelian) of finite rank. Assume that the
topology defined by this p-series is equivalent to the p-topology. Then there
exists a p-series
H = U1 ⊇ U2 ⊇ · · · (7.19)
whose terms Ui (i = 1, 2, · · · ) are characteristic subgroups and the Lie
algebra Lp(H,Ui) is abelian (free abelian) of finite rank.
83
Proof. The assertion follows from Proposition 7.4. and Corollary 7.3.
Theorem IX. Let H be a torsion free polycyclic group with Hirsch num-
ber r. Assume that there exists a p-series (7.12) with unit intersection and
associated graded Lie algebra Lp(H,Hi) free abelian (abelian) of rank r. Then
there exists a p-series
H = U1 ⊇ U2 · · · (7.20)
whose terms Ui (i = 1, 2, · · · ) are characteristic subgroups and the Lie
algebra Lp(H,Ui) is free abelian (abelian) of rank r.
Proof. Theorem VI implies that the topology defined by series (7.12) is
equivalent to the p-topology. The assertion now follows from Theorem VIII
and Corollary 7.3.
7.3. Theorem X. H be a torsion free polycyclic group with Hirsch num-
ber r which contains a p-series (7.12) with unit intersection. Assume that
the Lie algebra Lp(H,Hi) is free abelian of rank r. Let Φ be a group of au-
tomorphisms of H such that the order of every automorphism φ ∈ Φ on the
quotient group H/H ′Hp is a power of p.
Then there exists a p-series
H = H∗1 ⊇ H∗2 ⊇ · · · (7.21)
with unit intersection such that all the subgroups H∗i (i = 1, 2, · · · ) are Φ-
invariant, Φ centralizes all the factors Hi/Hi+1 (i = 1, 2, · · · ) and the algebra
Lp(H,H
∗
i ) is free abelian of rank r.
We recall that series (7.21) defines a weight function f in H , this weight
function defines a valuation v in the group ring KH ; conversely, the function
f completely defines series (7.21). The construction of the function f and
valuation v in the proof of Theorem X will yield the following fact about the
function f .
Corollary 7.4. Let r be the Hirsch number of H. Then f(h) ≥ 2r (h ∈
h).
Corollary 7.4. will not be used in the proofs of other results.
Proof of Theorem X and Corollary 7.4. The proof will be given in
4 steps.
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Step 1. Theorem IX implies that we can assume that all the subgroups
Hi (i = 1, 2, · · · ) are characteristic. Series (7.12) defines a valuation ρ in the
group ring ZpH with associated graded ring gr(ZpH). We extend now the
valuation ρ to the Laurent polynomial ring ZpH [t, t
−1] assuming that ρ(t) =
1; let V be the valuation ring of ZpH [t, t
−1] and X¯ be the image of a subset
X ⊂ V under the homomorphism V −→ V/(t). For an arbitrary element
hj ∈ H we denote ρ(hj − 1) = nj (j ∈ J); Proposition 2.9. implies that the
Zp-linear combinations of all the elements (hj − 1)t−nj (hj ∈ H, j ∈ J) form
a subalgebra isomorphic to Lp(H,Hi) and all these linear combinations form
the set of homogeneous elements of Lp(H,Hi), and that V/(t) ∼= Up(Lp(H)).
We will construct at this step some special free system of generators for this
algebra and a weight function f on this system of generators.
Proposition 7.3. implies that there exists a normal subgroup Φ1 in Φ which
centralizes all the factors Hi/Hi+1 and the index (Φ: Φ1) is power of p. Since
all the subgroups Hi (i = 1, 2, · · · ) are characteristic the group Φ acts as a
group of automorphisms of the algebra Lp(H,Hi) and every homogeneous
component Hi/Hi+1 is Φ-invariant; since the subgroup Φ1 acts trivially we
obtain that the finite p-group G = Φ/Φ1 acts as a group of automorphisms
of the algebra Lp(H,Hi) and of the vector spaces Hi/Hi+1 so these vector
spaces become G-modules.
Lemma 2.11 implies that the free abelian algebra Lp(H,Hi) is generated
by the vector space Q ∼= Lp(H,Hi)/L[p]p (H,Hi) which is in fact a subspace of
Lp(H,Hi); this vector space has dimension r because the rank of Lp(H,Hi) is
r and the group G acts in a natural way on this vector space. The grading in
Lp(H,Hi) defines a grading in the vector subspace Q. Since the homogeneous
components of Lp(H,Hi) are G-invariant we obtain that the homogeneous
components of Q are also G-invariant. Since Q has finite dimension r there
will be a finite number k ≤ r of non-zero homogeneous components Qi (i =
1, 2, · · · , k)
Q =
k⊕
i=1
Qi (7.22)
It is worth remarking that every element x ∈ Qi (i = 1, 2, · · · , k) is a
homogeneous element in Lp(H,Hi).
We pick now an arbitrary homogeneous component Qi and consider the
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series
Qi ⊇ ω(KG) •Qi ⊇ ω2(KG) •Qi ⊇ · · ·
· · · ⊇ ωs−1(KG) •Qi ⊇ ωs(KG) •Qi = 0 (7.23)
The inclusions in this series are strict because if two consecutive terms
had coincided, say ωn(KH) •Qi = ωn+1(KH) •Qi 6= 0, then we would have
gotten that ωj(KH) •Qi = ωj+1(KH) •Qi for all j ≥ n which is impossible
because the ideal ω(KG) is nilpotent. Since the inclusions are strict and the
dimension of Q = r we obtain that in (7.23) s ≤ r.
We pick now in ωn(ZpG)•Qi a system of elements T¯i,n which give a basis
of the quotient module (ωn(ZpG)•Qi)/(ωn+1(ZpG)•Qi) (n = 0, 1, · · · , s−1).
It is also important that all the elements in the system T¯i,n are homogeneous
elements of Lp(H,Hi). The system of elements T¯i =
⋃s−1
n=1 T¯i,n forms a basis
for Qi. We obtained a basis T¯i for every vector subspace Qi (i = 1, 2, · · · , k)
and obtain then a basis T¯ for Q taking T¯ =
⋃k
i=1 T¯i, where all the elements
of T¯ are homogeneous and T¯ freely generate the algebra Lp(H,Hi).
Letm be an arbitrary integer greater than 2r. We define a weight function
f on T¯i,n as follows
f(x) = m+ 2n + 1 if x ∈ T¯i,n (n = 0, 1, · · · , s− 1) (7.24)
Since T¯ is a disjoint union of the systems T¯i,n we obtain a weight function
f on T¯ . It follows immeadiately that
m+ 1 ≤ f(x) ≤ m+ 2r + 1 (x ∈ T¯ ) (7.25)
We complete this step by reminding that it was pointed out in the begin-
ning of the proof that V/(t) ∼= Zp[T¯ ] and that every element t¯j ∈ T¯ has in
fact a form t¯j = (hj − 1)t−nj (j = 1, 2, · · · , r) where nj = ρ(hj − 1).
Step 2. We extend now the weight function f which was defined on
the system of generators T¯ to a valuation v¯ of the algebra Zp[T¯ ] ∼= V¯ ; this
valuation will be used on Step 3 for a construction of a valuation v in V and
in ZpH . We will show now that the group G centralizes the valuation v¯.
Let x ∈ T¯ . The definition of T¯ implies that there exists a unique pair
i, n such that x ∈ T¯i,n so v¯(x) = m+ 2n+ 1. We see now from (7.23) that if
x ∈ T¯i,n the the image of the element (g−1)•x in Q belongs to ωn+1•Q. We
obtain from this that either there exists 0 6= u which is a linear combination
of elements from
⋃s−1
k=n+1 T¯i,k and y ∈ Qp such that
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g • x− x = (g − 1) • x = u+ y (7.26)
or
g • x− x = (g − 1) • x = y (7.27)
We will now show that v¯(u) and v¯(y) are greater than m+ 2n+ 2. This
will imply that the element of G centralize the elements of T¯ with respect to
the valuation v¯.
In fact, we obtain from (7.24) that the v¯-values of the elements from T¯i,l
are greater than or equal than m + 2n + 3 if l ≥ (n + 1). Further, we see
from relation (7.25) that the values of the function f(x) on the system T¯ are
greater than or equal m+1; this together with the definition of the function
v¯ implies that the v¯-values of all the elements of Q are greater than or equal
m + 1. Since the element y belongs to the subalgebra Qp the value of the
element y is greater than or equal to p(m+1) ≥ 2(m+1) > m+2r+1. We
obtain from this that in both cases, when relation (7.26) or (7.27) hold,
v¯(g • x− x) > v¯(x) + 1 (7.28)
and our claim is proven.
Step 3. Let t¯j = (h− 1)t−nj be an arbitrary element of T¯ . We de-
note now (hj − 1)t−nj (j = 1, 2, · · · , r) and obtain a system of elements
< t1, t2, · · · , tr >= T ∈ ZpH such that its image in V/(t) is T¯ .
Consider now the system of elements < t, T > in V . Since the algebra
V/(t) is isomorphic to the polynomial agebra Zp[T ] the system < t, T > is
an independent polycentral system in V . We extend now the weight function
f(x) to the system < t, T > by defining f(t) = M where M is an arbitrary
natural number greater than 2(m + 2r + 1) and f(tj) = f(t¯j). Since the
values of f on the subsystem T are less than or equal to m + 2r + 1 we
obtain that f(t) > 2f(x) for every x ∈ T and we can apply Theorem II and
obtain that this weight function extends to a valuation v in V with graded
ring isomorphic to the polynomial ring Zp[t, T ].
We will prove now that the group G centralizes the graded ring grv(V ).
Since φ(t) = t (t ∈ T ) by definition, we have to prove only that G centralizes
the elements from T . Let tj be an element from T . We have once again
t¯j ∈ T¯i,n for some pair i, n. If relation (7.26) holds in the ring V/(t) ∼= Zp[T ]
then we obtain in V
87
g • tj − tj = (g − 1) • tj = u+ y + u1 (7.29)
where u and y are the same as in (7.26) and u1 is an element from the ideal
(t). Since all the elements from the ideal (t) have values greater than or equal
2(m+2r+1) we obtain from (7.26) and (7.29) that v((g−1)• tj) > v(tj)+1;
the same relation is obtained in the case when (7.27) holds. This shows that
G centralizes the system of elements t, T ; hence it centralizes the ring grv(V ).
Step 4. We restrict now the valuation function v to the subring ZpH ⊆ V .
The graded ring grv(ZpH) is a subring of grv(V ), so grv(ZpH) is centralized
by Φ. Further, we denote
H∗i = {h ∈ H|v(h− 1) ≥ i} (i = 1, 2, · · · ) (7.30)
and obtain o in H a new p-series with unit intersection
H = H∗1 ⊇ H∗2 ⊇ · · · (7.31)
Proposition 2.10. implies that the homogeneous components ˜(h− 1) (h ∈
H) generate in grv(Zp(H)) ⊆ grv(V ) a subalgebra isomorphic to the algebra
Lp(H
∗, H∗i ). Since gr(V ) is centralized by Φ the elements of this subalgebra
are centralized by the group Φ. Since grv(V ) ∼= Zp[t, T ] we obtain that
the algebra Lp(H,H
∗
i is abelian and it contains no nilpotent elements by
Corollary 2.6., so it is free abelian.
We prove now that the rank of Lp(H,H
∗
i ) is r. The system of homo-
geneous components t and t˜j = ˜(hj − 1)t−nj (j = 1, 2, · · · , r) generate a
ring isomorphic to the polynomial ring Zp[t, T ]. This implies that the sys-
tem of elements t˜jt
−nj = ˜(hj − 1) (j = 1, 2, · · · , r) is algebraically indepen-
dent in gr(ZpH) over Zp. Since Up(Lp(H,H
∗
i )
∼= gr(ZpH) we obtain that
Up(Lp(H,H
∗
i ) is a polynomial ring with r1 ≥ r variables. On the other hand,
the rank of the algebra Lp(H,H
∗
i ) does not exceed r by Proposition 2.5. so
r1 can not be greater than r. We obtain therefore that this rank is r.
This completes the proof of Theorem X.
Lemma 7.3. Let G be a finite p-group, (G : 1) = pn. There exists a
p-series
G = G1 ⊇ G2 ⊇ · · · ⊇ Gn−1 ⊇ Gn = 1 (7.32)
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such that the restricted Lie algebra Lp(G,Gi) is abelian of dimension n
and exponent p.
Proof. Let U be a central subgroup of order p in G generated by an
element u. We can assume that there exists a p-series in the quotient group
G¯ = G/U
G¯ = G¯1 ⊇ G¯2 ⊇ · · · ⊇ G¯n−2 ⊇ G¯n−1 = 1 (7.33)
such that the algebra Lp(G¯, G¯i) is free abelian of dimension n− 1 and of
exponent p. Let m me the maximum of the weights of non-unit elements of
G¯. We pick now an integer M > pm and for un ∈ U (1 ≤ n ≤ p− 1) define
the weight of un in G as ω(u) = nM , ω(1) = ∞. We define then for an
element g 6∈ U its weight ω(g) to be equal to the weight of the coset g¯ = gU
in G¯. The weight function ω is now defined for all the elements g ∈ G and
ω(guk) = ω(g) for an arbitrary g ∈ G and a natural k.
Let gi1, gi2 be two elements of G. If the commutator [gi1 , gi2] does not
belong to U then
ω([gi1, gi2]) > ω(gi1) + ω(gi2) (7.34)
because this relation holds in G¯ for the elements g¯i1 , g¯i1. On the other
hand, if [gi1 , gi2] ∈ U then relation (7.34) holds because the elements of U
have weights greater than pm ≥ ω(gi1) + ω(gi2).
The same argument shows that
ω(gp) > pω(g) (7.35)
Relations (7.34) and (7.35) show that the weight function ω defines a
p-series with associated graded algebra abelian of exponent p. Since 1 is
the only element with infinite weight the intersection of all the terms of this
series is 1 and the dimension of the associated Lie algebra is n.
This completes the proof.
Proposition 7.5. Let H be a polycyclic with Hirsch number r, U be a
normal subgroup such that the quotient group G = H/U is a finite p-group,
(G : U) = pn. Assume that there exists a p-series
U = U1 ⊇ U2 ⊇ · · · (7.36)
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with unit intersection with the associated graded algebra Lp(U, Ui) is free
abelian (abelian) of rank r.
Then there exists a p-series
H = H1 ⊇ H2 ⊇ · · · (7.37)
with unit intersection such that the algebra Lp(H,Hi) is abelian of rank
r and the algebra Lp(U, U
∗
i ) associated to the p-series U
∗
i = U
⋂
Hi (i =
1, 2, · · · ) is free abelian of rank r (abelian of rank r).
Proof. Step 1. We consider first the case when the algebra Lp(U, Ui)
is free abelian of rank r. We pick in the group G a weight function ω(G)
obtained in Lemma 7.3. with the associated restricted Lie algebra abelian
of dimension n. Consider the wreath product W = U wrG and obtain from
Lemma 7.2. that there exists in the base group U∗ aW -invariant p-series (7.9)
such that the Lie algebra Lp(U
∗, U∗i ) is isomoprphic to the direct sum of p
n
copies of Lp(U, Ui); so it is free abelian of rank p
nr. Theorem X implies that
we can get in U∗ a G-invariant p-series Vi (i = 1, 2, · · · ) such that the group
G centralizes the algebra Lp(U
∗, Vi) and the rank of Lp(U
∗, Vi) is p
nr. Let ρ
be the weight function defined by this series and let m be the maximum of
the weights ω(g) (g ∈ G). We pick an arbitrary integer M greater than pm.
We can assume (see Corollary 2.7.) that the values of the weight function ρ
are multiples of M .
We define now a weight function Ω on W as follow.
Ω(u) = ρ(u) if u ∈ U∗; Ω(gu) = ω(g) for 1 6= g ∈ G; u ∈ U∗ (7.38)
The restrictions of Ω on the groups G and U∗ define algebras Lp(G,Gi)
and Lp(U
∗, Vi) respectively. This fact together with the definition of Ω implies
that for every two elements u1, u2 we have
Ω[u1, u2] > Ω(u1) + Ω(u2) (7.39)
in the following 2 cases:
1) If u1, u2 ∈ U∗; 2) If u1, u2 ∈ G.
We consider now the third case when when u1 = g1v1, u2 = g2v2 where
g1, g2 are non-unit elements of G, v1, v2 are non-unit elements of U . In this
case Ω(ui) = gi (i = 1, 2) and this case is reduced to case 2.
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It remains to prove relation (7.39) in the case when u1 ∈ G and u2 ∈ U∗.
SinceG centralizes the algebra Lp(U
∗, Vi) we have in this case ρ(u
−1
1 u
−1
2 u1u2) >
ρ(u2) + 1. Since the value of ρ are multiples of M > m we obtain that
ρ(u−11 u
−1
2 u1u2) ≥ ρ(u2) +M > ρ(u1) + ρ(u2) (7.40)
which proves (7.39).
The same argument proves the relation
Ω(xp) ≥ pΩ(x) for (x ∈ W ) (7.41)
We see that the weight function Ω defines a p-series
W = W1 ⊇W2 ⊇ · · · (7.42)
with unit intersection and Wi
⋂
U∗ = Vi;Wi
⋂
G = Gi (i = 1, 2, · · · )
and the algebra Lp(W,Wi) is a split extension of the free abelian algebra
Lp(U
∗, Vi) of rank p
nr by a finite abelian algebra Lp(G,Gi). We obtain from
this together with relation (7.39) that the algebra Lp(W,Wi) is a direct sum
of the algebra Lp(U
∗, Vi) and the algebra Lp(G,Gi), so it is abelian of rank
pnr which is equal to the Hirsch number of W . Since H is a subgroup of W
statement i) of Theorem VI implies that the rank of the algebra Lp(H,Hi)
must coincide with its Hirsch number of H . Since the restriction of the
function Ω on the group U∗ defines the free abelian algebra Lp(U
∗, U∗i ) of
rank pnr equal to the Hirsch rank of U∗ its restriction on U defines a free
abelian algebra Lp(U, Vi), its rank must be equal r by statement i) of Theorem
VI.
This completes the proof for the case when the algebra Lp(U, Ui) is free
abelian of rank r.
Step 2. Now assume that Lp(U, Ui) is abelian of rank r. Apply Theorem
6.1. and find Ui = Q such that the algebra Lp(Q,Qi) associated to the p-
series Qi = Ui
⋂
Q (i = 1, 2, · · · ) is free abelian of rank r. We find then in
U a characteristic subgroup R ⊆ Q with index (U : R) = pn. The algebra
Lp(R,Ri) associated to the p-series Ri = R
⋂
Qi = R
⋂
Ui (i = 1, 2, · · · )
is free abelian of rank r because it is a subalgebra of Lp(Q,Qi). Since the
index (H : R) is a power of p the assertion follows from the case which was
considered at step 1.
Theorem XI. Let H be a polycyclic group with Hirsch number r. Assume
that there exists a p-series (1.1) with unit intesection such that the algebra
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Lp(H,Hi) is finitely generated. Then the center Z of Lp(H,Hi) has rank r
iff the following two conditions hold
i) H contains normal subgroups Q ⊇ N which satisfy the conditions of
Theorem VII.
ii) The topology defined by series (1.1) is equivalent to the p-topology.
Proof. If conditions i) and ii) hold then the assertion follows from The-
orem VII and statement viii) of Theorem VI.
We prove now the necessity of these conditions. Assume that the rank of
Z is r. Theorem V implies that there exists a normal subgroup U of index
pn such that the algebra Lp(U, Ui) is free abelian subalgebra of Z of finite
index in Lp(H,Hi). The index of Lp(U, Ui) in Z is also finite so the rank of
Lp(U, Ui) is r. Proposition 7.5. implies that there exists in H a p-series with
unit intesection and associated graded Lie algebra abelian of rank r. The
necessity of the conditions i) and ii) now follows from statements v) and vi)
of Theorem VI.
§8. Proof of Theorem XII.
8.1. Proposition 8.1. Let R be an algebra over a field K with a non-
negative discrete pseudovaluation ρ, and associated graded ring gr(R), R∗H
be a suitable skew group ring of R with infinite cyclic group H. Assume that
there exists a natural number k such that for every x ∈ R
ρ(hxh−1 − x) > ρ(x) + k (8.1)
Then the pseudovaluation ρ extends to a pseudovaluation ρ1 of R ∗ H
such that ρ1(h − 1) = k. The graded ring grρ1(R ∗H) is isomorphic to the
polynomial ring gr(R)ρ[t] where t = ˜(h− 1) is the homogeneous component
of the element h− 1. The extension ρ1 is the only extension of ρ with value
of h− 1 equal k and associated graded ring isomorphic to grρ(R)[t].
Proof. Let h be the generator of H . We extend first ρ to the skew
polynomial subring R[h]. Every element x ∈ R[h] has a unique representation
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x =
n∑
i=0
λi(h− 1)i (αi ∈ R; i = 0, 1, · · · , n) (8.2)
We define now the value of element (8.2) by
ρ1(x) = min
i
{ρ(λi + ki)} (8.3)
and ρ1(0) =∞.
We will now prove that ρ1 is a pseudovaluation on in R[h]. Assume that
ρ1(x) = ρ(αi0)+ i0k, and let 0 6= y =
∑m
j=1 βj(h−1)j be an element of R∗H
with ρ1(y) = ρ(bj0) + j0k. We see immediately that
ρ1(x+ y) ≥ min{ρ1(x), ρ1(y)} (8.4)
We prove now the relation
ρ1(xy) ≥ ρ1(x) + ρ1(y) (8.5)
We have x = x1 + x2, y = y1 + y2 where all the summands in the repre-
sentations of x1, y1 have values ρ1(x1) and ρ1(y1) respectively and ρ1(x2) >
ρ1(x), ρ1(y2) > ρ1(y). Relation (8.5) will follow if we prove that
ρ1(x1y1) ≥ ρ1(x1) + ρ1(y1) (8.6)
Let α(h− 1)i, β(h− 1)j be two arbitrary terms in the representations of
x1, y1. We have (h− 1)β−β(h− 1) = hβ−βh = (hβh−1−β) and we obtain
from this and (8.1) that
(h− 1)β = β(h− 1) + u (8.7)
where ρ(u) > ρ(β) + k. We will use now an induction argument to show
that for every natural i
(h− 1)iβ = β(h− 1)i + ui (8.8)
where ui is an element of R ∗H with ρ1(ui) > ρ(β) + ki
In fact, assume that it has already been proven that
(h− 1)i−1β = β(h− 1)i−1 + ui−1 (8.9)
where ui−1 is an element of R ∗H such that ρ1(ui−1) > ρ(β) + k(i− 1).
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We obtain from this
(h− 1)iβ = (h− 1)β(h− 1)i−1 + (h− 1)ui−1 =
= (β(h− 1) + u)(h− 1)i−1 + (h− 1)ui−1 =
= β(h− 1)i + u(h− 1)i−1 + (h− 1)ui−1 (8.10)
We denote now ui = u(h− 1)i−1 + (h− 1)ui−1 and obtain (8.8).
We have now from (8.8)
α(h− 1)iβ(h− 1)j = α(β(h− 1)i+j + ui(h− 1)j) =
= αβ(h− 1)i+j + αui(h− 1)j = αβ(h− 1)i+j + v (8.11)
where v = αui(h− 1)j and
ρ1(v) > ρ(α) + ρ(β) + k(i+ j) (8.12)
Definition (8.3) implies that the summand αβ(h−1)i+j has value ρ(αβ)+
k(i+ j) ≥ ρ(α)+ρ(β)+k(i+ j). This and (8.12) imply that the right side of
(8.11) has value greater than or equal ρ(α) + ρ(β) + k(i + j) and we obtain
from this and (8.11)
ρ1(α(h− 1)iβ(h− 1)j) ≥ ρ1(α(h− 1)i) + ρ1(β(h− 1)j) (8.13)
Since this relation holds for arbitrary summands in the representations
of x1, y1 we obtain that ρ1(x1y1) ≥ ρ(x1) + ρ1(y1); this together with (8.4)
proves that ρ1 is a pseudovaluation in R[h] which extends the valuation ρ of
R.
The element h− 1 has value k and relation (8.7) implies that the homo-
geneous component t = ˜(h− 1) of h−1 commutes with all the homogeneous
components β˜ of elements (β ∈ R) which implies that t commutes with the
subring grρ(R) ∼= grρ1(R). Further, if ρ1(x) = l then x = u + x2 where
ρ1(x2) > l,
u =
n∑
i=0
αi(h− 1)i (8.14)
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and ρ(αi) + ki = l; we see that the homogeneous component of x is
equal to the homogeneous component of x1. We will show now that this
homogeneous component has a unique representation
u˜ =
n∑
i=0
α˜it
i (8.15)
This will imply that grρ1(R[h]) is isomorphic to the polynomial ring
grρ(R)[t].
We observe first that the definition of ρ1 implies that the weight of every
summand αi(h − 1)i in (8.14) is equal to ρ1(α) + ki = l and Lemma 2.3
implies that the homogeneous component of this summand is α˜it
i. Since the
weight of x1 is l we conclude now once again from Lemma 2.3 that x˜1 does
have representation (8.15), which proves that grρ1(R[h])
∼= gr(R)[t].
To extend ρ to the ring R ∗ H we use the fact that for every element
y ∈ R ∗H we can find x ∈ R[h] and an integer m such that y = xhm. We
define now ρ1(y) = ρ1(x) and a straightforward argument shows that that
we obtain a pseudovaluation in R ∗H and that the graded ring grρ1(R ∗H)
is isomorphic to grρ1(R[h]).
To prove that grρ1(R ∗ H) ∼= grρ(R)[t] we have to prove the uniqueness
of representation (8.15); once again, it is enough to do this for the subring
R[h].
If representation (8.15) is not unique then a standard argument yields
that there exist non-zero elements λj ∈ R (j = 1, 2, · · · , n) such that
m∑
j=0
λ˜jt
j = 0 (8.16)
where
ρ(λj) + kj = l (j = 1, 2, · · · , m) (8.17)
Equation (8.16) means that
ρ1(
m∑
j=0
λj(h− 1)j) ≥ (l + 1) (8.18)
This contradicts the definition ρ1 and we proved the uniqueness of repre-
sentation (8.15).
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It remains to prove that ρ1 is the only extension of ρ such that ρ(h−1) = k
and grρ1(R ∗H) ∼= grρ(R)[t]. The proof of this fact is obtained by the same
argument, with obvious simplifications, which will be used in step 2 of the
proof of a similar statement in Proposition 8.2. and we omit it.
Proposition 8.2. Let R1 be an algebra of characteristic p, R be a subal-
gebra of R1. Assume that there exists an invertible element g ∈ R1 such that
g−1Rg = R, gp
m
= r0 ∈ R and the elements
1, g, g2, · · · , gpm − 1 (8.19)
form a basis of the left R-module R1. Assume also that there exists a
non-negative discrete pseudovaluation ρ, with commutative associated graded
ring gr(R) such that ρ(r0 − 1) = kpm and
ρ(g−1rg − r) > ρ(r) + k (8.20)
for every r ∈ R.
Then there exists an extension of ρ to a pseudovaluation ρ1 of the ring R1
such that ρ(g−1) = k, the graded ring grρ1(R1) is isomorphic to the algebraic
extension grρ(R)[θ] where θ = ˜(g − 1) is the homogeneous component of g−1,
the minimal polynomial of θ is tp
m − ˜(r0 − 1).
The pseudovaluation ρ1 is the unique extension such that the value of
r0− 1 is k and the asssociated graded ring is isomorphic to the quotient ring
(grρ(R)[t])/(t
pm − ˜(r0 − 1)).
Proof. Step 1. Let φ be the inner automorphism x −→ g−1xg of R1.
Since the subring R is φ-invariant we can consider the skew group ring R∗H
of R with infinite group H where h−1rh = φ(r) for the generator h of H and
an arbitrary r ∈ R. We apply Proposition 8.1 to obtain a pseudovaluation τ
of R ∗H which coincides with ρ on R, τ(h− 1) = k, and grτ (R ∗H) ∼= R[t].
We consider now the homomorphism ψ : R ∗ H −→ R1 whose kernel is the
principal ideal A generated by the element (h− 1)pm − (r0− 1). Proposition
2.2. implies that we obtain a pseudovaluation ρ1 of the ring R1. We will show
that this pseudovaluation satisfies all the conclusions of the assertion.
We will prove first the relation
grρ1(R1)
∼= R/(tpm − ˜(r0 − 1)) (8.21)
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The homogeneous component of the element (h−1)pm−(r0−1) in grτ (R∗
H) is tp
m − ˜(r0 − 1). So the element tpm − ˜(r0 − 1) belongs to the kernel of
the homomorphism grτ (R ∗ H) −→ grρ1(R1). To prove relation (8.21) it is
enough to verify that if x ∈ ker(φ) = (hpm − r0) then x˜ ∈ (tpm − ˜(r0 − 1)).
Assume that τ(x) = l and let
x =
∑
i,j
xi(h
pm − r0)xj (8.22)
Since the graded ring grτ(R ∗H) ∼= R[t] is commutative we obtain from
(8.22) that
x =
∑
i,j
(hp
m − r0)xixj + y (8.23)
where τ(y) > l. We see that the homogeneous component of x coin-
cides with the homogeneous component of the element (hp
m − r0)a where
a =
∑
i,j xixj ; we can assume in fact that x = (h
pm − r0)a. We have al-
ready observed that the homogeneous component of (hp
m − r0) is equal to˜(hpm − r0) = ( ˜(hpm − 1)− ˜(r0 − 1)) = (tpm− ˜(r0 − 1)). Since this element can
not be a zero divisor in the ring grρ(R)[t] we obtain that the homogeneous
component of x is a product of homogeneous components of the element
hp
m − r0 and of the element a:
x˜ = (tp
m − ˜(r0 − 1))a˜ (8.24)
which means that x˜ belongs to the ideal generated by (tp
m − (r0 − 1)). This
proves (8.21).
Step 2. We will prove now the uniqueness of the extension. If ρ2 is a
second extension of the pseudovaluation ρ with associated graded ring iso-
morphic to (grρ(R)[t])/(t
pm − ˜(r0 − 1)) then ρ2(g − 1) must be less than or
equal to k because (g−1)pm = r0−1. If ρ2(g−1) < k then the homogeneous
component ˜(g − 1) is nilpotent and the minimal polynomial of this compo-
nent can not be tp
m − ˜(r0 − 1). We see that ρ2(g− 1) = k. Further for every
λ ∈ R and (g − 1)i (1 ≤ i ≤ pm − 1) we have ρ2(λ(g − 1)i) ≥ ρ(λ) + ki; if
we had in the last equation a strict inequality we would have λ˜ ˜(g − 1)i) = 0
which is impossible because we assumed that the minimal polynomial of g−1
is tp
m − ˜(r0 − 1). We obtain therefore that ρ2(λ(g − 1)i) = ρ(λ) + ki.
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Let
u =
n∑
i=1
λi(g − 1)i (i ≤ pm − 1) (8.25)
be an arbitrary element of R1, and let min1≤i≤n {ρ(λi)+ ik)} = l; we can
assume that ρ(λi)+ ik = l if 1 ≤ i ≤ n1 and ρ(λi)+ki > l if n1 < i ≤ n. Let
u1 =
∑n1
i=1 λi(g − 1)i. Clearly ρ1(u) = ρ1(u1), ρ2(u) = ρ2(u1) and ρ1(λi(g −
1)i) = ρ2(λi(g − 1)i) = l (1 ≤ i ≤ n1). The element
∑n1
i=1 λ˜i
˜(g − 1)i =∑n1
i=1 λ˜it
i of grρ1(R1) is nonzero and we conclude now from Lemma 2.3 that
the ρ1-value of u must be l. The same argument shows thar ρ2(u) = l. We
proved that the pseudovaluation ρ2 must coincide with ρ1. This completes
the proof.
We will need in the proof of Theorem XII a corollary of Propositions 8.1.
and 8.2.
Corollary 8.1. Assume that the conditions of Proposition 8.2. hold. Let
A be an ideal of R such that g−1Ag = A and A1 = AR1 be the ideal in R1
generated by A. Let x be an arbitrary element of A1. Then the homogeneous
component x˜ of x in grρ1(A1) has a unique representation
x˜ =
m∑
i=1
µ˜i ˜(g − 1)ni (8.26)
where µ˜i is the homogeneous component of an element µi ∈ A, ˜(g − 1) is
the homogeneous component of g− 1, 0 ≤ ni ≤ pn − 1. So the ideal grρ1(A1)
of the ring gr(R1) is isomorphic to the ring A[θ] ∼= A[t]/(tpm − ˜(r0 − 1)).
Proof. The element x has a representation
x = µ0+µ1(g−1)+· · ·µpm−1(g−1)pm−1 (µi ∈ A; i = 1, 2, · · · , pm−1) (8.27)
Assume that ρ1(x) = n. Then x = x1 + x2 where ρ1(x2) > n, ρ1(x1) = n
and
x1 =
m∑
i=1
µi ˜(g − 1)ni (8.28)
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where all the numbers ni are distinct, 0 ≤ ni ≤ pm−1 and ρ(µi)+kni = n.
The homogeneous component of the element µi(g−1)ni is u˜i ˜(g − 1)i. Lemma
2.3. now implies that either the homogeneous component of x1 is equal to
the right side of (8.28), and in this case it is the homogeneous component of
x, or that
m∑
i=1
µ˜i ˜(g − 1)ni = 0 (8.29)
Relation (8.29) is impossible because the minimal polynomial of g˜ − 1
is tp
m − ˜(r0 − 1) whereas all the coefficients µ˜i (i = 1, 2, · · · , m) in (8.29)
belong to gr(A). We obtain from this that the homogeneous component
of x is given by (8.26). The uniqueness of this representation follows from
Proposition (8.2).
This completes the proof.
We will need one more corollary of Proposition 8.2.
The ring R1 in Proposition 8.2. and Corollary 8.1. is isomorphic to a
cross product R ∗ G where G is the cyclic group of order pn. Assume that
conditions of Corollary 8.1. hold and let φ be the homomorphism R −→ R/A
and φ1 be the homomorphism R −→ R¯1 = R/A1 where A1 = AR, and X¯
be the image of a subset X ∈ R1 under this homomorphism. Then the
restriction of the homomorphism φ1 on R is φ, and φ(R) ∼= R¯, the ring
R¯1 is isomorphic to a suitable cross product R¯ ∗ G¯ where the group G¯ is
isomorphic to G. This implies that the ring R¯1 is a free left module with
basis 1, (g − 1), · · · , (g − 1)p
n−1
over the subring R¯ = R/A and (g − 1)p
n
=
(r0 − 1).
We obtain now from Proposition 2.3. that the epimorphism φ1 together
with the pseudovaluation ρ1 in R1 defines a pseudovaluation ρ¯1 in R¯1 and we
have an epimorphism φ˜1 : grρ1(R1) −→ grρ¯1(R¯1) with kernel grρ1(A1). Sim-
ilarly, the homomorphism φ : R −→ R¯ and pseudovaluation ρ in R define a
pseudovaluation ρ¯ in R¯ and the restriction of φ˜1 on gr(R) defines an epimor-
phism φ˜ : grρ(R) −→ grρ¯(R¯). The ring grρ¯1(R¯1) is generated by the subring
φ˜1(grρ(R) ∼= grρ¯(R¯) and the element φ˜(θ) where θ is the homogeneous com-
ponent of the element g − 1 in grρ1(R1). We obtain now from Corollary 8.1.
that grρ¯1(R¯1) is isomorphic to the quotient ring R[θ]/A[θ]
∼= (R/A)[θ] ∼= R¯[θ]
which implies in particular that φ˜(θ) 6= 0. We obtain from this and from
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Proposition 2.3. that the homomorphism φ˜ maps the homogeneous compo-
nent θ = ˜(g − 1) in grρ1(R1) on the homogeneous component of the element
g − 1 in grρ¯1(R¯1); we denote this homogeneous component by θ¯.
We proved in these notations the following fact.
Corollary 8.2. Let θ and θ¯ be the homogeneous component of the ele-
ments g − 1 in grρ1(R1) and in grρ¯1(R¯1) respectively. Then
φ˜(grρ1(R1))
∼= grρ¯1(R¯1) ∼= R¯[θ¯] (8.30)
where θ¯ = φ˜(θ) is the homogeneous component of the element φ(g− 1) in
R¯1 and the minimal polynomial of θ¯ is t
pm − ˜(r0 − 1).
8.2. Let R be a ring, φ be an automorphism of R, A be an φ-invariant
ideal in R. Assume that there exists an φ-invariant non-negative pseudovalu-
ation ρ of R, and let ρ¯ be the pseudovaluation of the ring R¯ = R/A obtained
from the homomorphism R −→ R¯ (see Proposition 2.3.) Let ai (i ∈ I) be a
system of elements in A whose homogeneous components a˜i (i ∈ I) generate
the ideal gr(A) ⊆ gr(R). Proposition 2.3. implies that the homomorphism
R −→ R¯ defines in a natural way a homomorphism gr(R) −→ gr(R¯). Let
bj (j ∈ J) be a system of element in R whose homogeneous components
b˜j (j ∈ J) generate gr(R) modulo the ideal gr(A). We can assume that the
images of b˜j (j ∈ J) in gr(R) are non-zero. This implies that for every j ∈ J
the value ρ¯(b¯j) is equal to the weight ρ(bj).
Proposition 8.3. Let R be a ring, φ be an automorphism of R, ρ be
a non-negative φ-invariant valuation in R, A be a φ-invariant ideal of R.
Assume that there exists systems of elements ai (i ∈) whose homogeneous
components a˜i (i ∈ I) generate the ideal gr(A) of gr(R), and a system of
elements bj (j ∈ J) whose homogeneous components b˜j (j ∈ J) generate the
ring gr(R) modulo the ideal gr(A), and natural number k such that
ρ(φ(ai)− ai) > k + ρ(ai) (i ∈ I) (8.31)
ρ¯(φ(b¯j)− b¯j) > k + ρ¯(b¯j) (j ∈ J) (8.32)
Assume also that for every i ∈ I, j ∈ J
ρ(ai) > k + ρ(bj) (8.33)
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Then for every r ∈ R
ρ(φ(r)− r) > k + ρ(r) (8.34)
We need first the following lemma.
Lemma 8.3. Let R be a ring with a non-negative valuation ρ,
xi (i ∈ I) be a system of elements whose homogeneous components x˜i (i ∈
I) generate the ring gr(R). Let r ∈ R be an element with ρ(r) = n and m > n
be a natural number.
Then
r =
s∑
j=1
pij + y (8.35)
where ρ(y) ≥ m and every pij (j = 1, 2, · · · , s) is a monomial with value
n ≤ ρ(pij) ≤ m− 1 on the set of elements xi (i ∈ I).
Proof. We find monomials pij (j = 1, 2, · · · , s1) with values ρ(pij) =
n (j = 1, 2, · · · , s1) such that
r =
s1∑
j=1
pij + r1 (8.36)
where ρ(r1) > n. We can obtain a similar representation for the element
r1 and representation (8.35) is obtained in a finite number of steps.
Proof of Proposition 8.3. We see that the homogeneous components
of elements ai, bj (i ∈ I, j ∈ J) generate the ring gr(R). Let ρ(r) = n. We
pick the number m = n+k and obtain from Lemma 8.3. that it is enough to
prove the assertion for an arbitrary monomial pi = pij in the representation
(8.35) of r where n ≤ ρ(pi) = n1 ≤ m− 1. We assume that
pi = x1x2 · · ·xl (8.37)
where the elements xα (α = 1, 2, · · · , l) are taken from the set of gener-
ators ai, bj (i ∈ I; j ∈ J) and n ≤ ρ(pi) = n1 ≤ (m − 1). The conditions of
the assertion yield that it is true when the element pi is equal to one of the
generators, ai or bj . We can assume that it is true when pi is a product of
l − 1 generators. We apply now the identity
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φ(uv)− uv = φ(u)(φ(v)− v) + (φ(u)− u)v (8.38)
to the elements u = x1x2 · · ·xl−1 and y = xl and obtain now for the first
summand in the right side of (8.38)
ρ(φ(u)(φ(v)− v)) ≥ ρ(φ(u)) + ρ(φ(v)− v) =
= ρ(u) + ρ(φ(v)− v) > ρ(u) + ρ(v) + k =
= ρ(uv) + k = ρ(pi) + k = n1 + k (8.39)
We obtain in the same way
ρ((φ(u)− u)v) > n1 + k (8.40)
and hence
ρ(φ(pi)− pi) > n1 + k (8.41)
Since pi was an arbitrary summand in the representation (8.35) of r the
assertion follows.
8.3. Theorem XII. Let H be a torsion free polycyclic group with Hirsch
number r, U be a normal subgroup with Hirsch number k and torsion free
quotient group H¯ = H/U .
Assume that the following 3 conditions hold.
1) There exists in U a p-series
U = U1 ⊇ U2 ⊇ (8.42)
with associated restricted graded Lie algebra Lp(U, Ui) free abelian of rank
k.
2) There exists in the group H¯ = H/U a p-series
H¯ = H¯1 ⊇ H¯2 ⊇ · · · (8.43)
with associated restricted Lie algebra Lp(H¯, H¯i) free abelian of rank r − k.
3) For for every subgroup R = gp(h, U) generated by U and an element
h ∈ H the quotient group R¯ = H/U ′Up is a residually {finite p-group} or
equvalently [U, hp
k
] ⊆ U ′Up.
Then there exists a p-series
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H = H1 ⊇ H2 ⊇ · · · (8.44)
with unit intersection and associated restricted Lie algebra Lp(H,Hi) free
abelian of rank r such that H¯i = (HiU)/U (i = 1, 2, · · · ).
The last statement of Theorem XII together with Proposition 2.1. implies
immediately the following corollary.
Corollary 8.3. The natural homomorphism φ : H −→ H¯ defines a ho-
momorphism φ˜ : Lp(H,Hi) −→ Lp(H¯, H¯i) of graded algebras.
Proof. Step 1. Apply Theorem 6.1. and Corollary 6.2. to obtain in the
group H¯ a poly{infinite cyclic} normal subgroup Q¯ with the the quotient
group G = H¯/Q¯ a finite p-group of order pn, and a special system of gener-
ators
s¯α, q¯j (α = 1, 2, · · · , n; j = 1, 2, · · · , r) (8.45)
where the free abelian algebra Lp(Q¯, Q¯i) is freely generated by the sys-
tem of elements q˜j (j = 1, 2, · · · , r − k). Let m be the maximum of the
weights of the elements from this system of generators. We pick an arbitrary
natural M > pm and apply Theorem X and Corollary 7.4. to get an in U
an H-invariant p-series Ui (i = 1, 2, · · · , k) with unit intersection such that
the weights of all the elements from U are multiples of M and the algebra
Lp(U, Ui) is centralized by the group H .
Let Q be the inverse image of Q¯ in H and
sα, qj (α = 1, 2, · · · , n; j = 1, 2, · · · , r) (8.46)
be a system of coset representatives for the elements of system (8.45). The
group H is obtained from U by a chain of r−k infinite cyclic extensions, and
then by a chain of n cyclic extensions of order p; every infinite cyclic extension
is generated by some element qj , every cyclic extension of order p is generated
by an element sα. Let V ⊇ W be two subgroups of this series with the
quotient group V/W infinite cyclic or cyclic of order p, V¯ = V/U, W¯ =W/U .
We define by φ the natural homomorphism H¯ = H −→ H/U and use the
same notation for the restrictions of this homomorphism on the subgroups
V and W .
We consider now the group ring KH¯ where K is an arbitrary field of
characteristic p. Series (8.43) defines a filtration and a valuation ρ¯ in the
group ring KH¯ ; we keep the same notation ρ¯ for the restrictions of this
valuation on KV¯ and KW¯ .
Assume that it has already been proven that the subgroup W contains a
p-series with unit intersection
W = W1 ⊇W2 ⊇ · · · (8.47)
and with associated algebra Lp(W,Wi) free abelian with rank equal to the
Hirsch number ofW , and that every subgroup W¯i = H¯i
⋂
W¯ is isomorphic to
(WiU)/U . This assumption implies that the homomorphism φ : W −→ W¯
defines the related homomorphism of algebras Lp(W,Wi) −→ Lp(W¯ , W¯i),
and a homomorphism Up(Lp(W,Wi)) −→ Up(Lp(W¯ , W¯i)); we will use for the
last two homomorphisms the notation φ˜. Further, Proposition 2.7. imply that
grρ(KW ) ∼= Up(Lp(W,Wi), and grρ(KW¯ ) ∼= Up(Lp(W¯ , W¯i)) so we obtain
also a homomorphism grρ(KW ) −→ grρ¯(KW¯ ). Once again, we will use for
this homomorphism the same notation φ˜.
We will prove that there exists a p-series
V = V1 ⊇ V2 ⊇ · · · (8.48)
such that Vi
⋂
W =Wi (i = 1, 2, · · · ), the algebra Lp(V, Vi) is free abelian
with rank equal to the Hirsch number of V and
(ViU)/U ∼= V¯i (i = 1, 2, · · · ) (8.49)
This will imply that after a finite number of steps we will get a required
p-series (8.44) in H . We will give the proof for for the existence of series
(8.48) in the case when the quotient group V/W is cyclic of order p; the case
when this quotient group is infinite cyclic is obtained by the same argument
with obvious simplifications.
Step 2. We will extend at this step the valuation ρ in KW to a valuation
ρ1 in KV .
Let s ∈ V be the an element from system (8.46) which generates the
quotient group V/W ; its image s¯ in H/U belongs to V¯ and generates the
quotient group V¯ /W¯ ∼= V/W , so sp = a ∈ W and s¯p = a¯ ∈ W¯ . Let
ρ¯(s¯− 1) = δ.
Let τ¯ be homogeneous component of the element s− 1 = s¯−1 in grρ¯(KV¯ ).
Then we obtain from Proposition 8.2.
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grρ¯(KV¯ ) ∼= grρ¯(KW¯ )[τ¯ ] (8.50)
where the minimal polynomial of τ¯ is tp − ˜(a¯− 1); here ˜(a¯− 1) denotes
the homogeneous component of the element a¯− 1 in gr(KV¯ ).
Since the algebra Lp(H¯, H¯i) is free abelian with rank equal to the Hirsch
number of H¯ we obtain from statement i) of Theorem VI that the p-series
V¯i = H¯i
⋂
V¯ (i = 1, 2, · · · ) has unit intersection and the algebra Lp(V¯ , V¯i) is
free abelian of rank equal to the Hirsch number of V¯ ; we have also V¯i
⋂
W¯ =
H¯i
⋂
W¯ = W¯i (i = 1, 2, · · · ).
Let u be an arbitrary element whose homogeneous component belongs
to the system of generators of the algebra Lp(U, Ui). Since s centralizes the
series Ui (i = 1, 2, · · · ) we obtain that the weight of the element s−1us− u is
greater than the weight of u (see subsection 2.8.); we obtain from this
ρ(s−1(u− 1)s− (u− 1)) > ρ(u− 1) (8.51)
It is important that the values of the elements of Lp(U, Ui) are multiples
of M ; we recall also that M > δ = ρ(s¯− 1) and obtain from (8.51)
ρ(s−1us− u) ≥ ρ(u− 1) +M > ρ(u− 1) + δ (8.52)
We pick now in W¯ an element w¯ whose homogeneous component belongs
to the system of generators of the algebra Lp(W¯ , W¯i). Since the algebra
Lp(V¯ , V¯i) is commutative the homogeneous components of s¯ and w¯ commute
and we obtain in the same way as in (8.51) and (8.52)
ρ¯(s¯−1w¯s¯− w¯) > δ + ρ¯(w¯ − 1) (8.53)
Since the elements of U have weights greater than M all the elements of
ω(KU) and all the elements of the ideal ω(KU)KW have ρ-values greater
thanM . Since ω(KU)KW is the kernel of the homomorphismKW −→ KW¯
we obtain now from Proposition 8.3 that for every element x ∈ KW
ρ(s−1xs− x) > ρ(x− 1) + δ (8.54)
We recall now that sp = a, s¯p = a¯ and the weight of the element a¯ = s¯p ∈
W¯ is equal to pδ because the algebra Lp(V¯ , V¯i) is free abelian. This implies
immediately that the element a ∈ W has weight less than or equal to pδ. We
will now prove that this weight is equal to pδ.
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In fact, if the weight of a were less than pδ, say δ1 < pδ, then its image a¯
would also have weight δ1 because all the elements of the kernel ω(KU)KW
have weights greater than pδ > δ1. This contradiction shows that the weight
of a is pδ; we obtain from this that ρ(a− 1) = pδ.
We can apply now Proposition 8.2 to the group V and its normal subgroup
W . We obtain that there exists a unique extension of the valuation ρ to a
pseudovaluation ρ1 of the algebra KV , such that ρ(s − 1) = δ, the graded
ring gr(KV ) is commutative and we have for the homogeneous components
s˜− 1 and a˜− 1 of the elements s− 1 and a− 1.
(s˜− 1)p = ˜(a− 1) (8.55)
We consider now once again the homomorphism φ : V −→ V¯ = V/U
and the related homomorphism KV −→ KV¯ of group rings. We obtain a
pseudovaluation ρ¯1 of KV¯ ; if Ai is a filtration defined by ρ1 in KV then
φ(Ai) = A¯i (i = 1, 2, · · · ) is the filtration in KV¯ defined by ρ¯1. The restric-
tion of ρ¯1 on KW¯ coincides with the valuation ρ¯ of KW¯ .
The p-series V¯ ′i (i = 1, 2, · · · ) in V¯ defined by the pseudovaluation ρ¯1(V¯ )
is in fact obtained as V¯ ′i = φ(Vi) (i = 1, 2, · · · ); this means that
V¯ ′i = (ViU/U) (i = 1, 2, · · · ) (8.56)
Corollary 8.2. implies that grρ¯1(KV¯ )
∼= grρ¯(KW¯ )[θ¯] where θ¯ is the ho-
mogeneous component of s¯ − 1 in grρ¯1(KV¯ ) and it has the same mini-
mal polynomial tp − ˜φ(a− 1) as the element τ¯ in (8.47). We see that
grρ¯1(KV¯ )
∼= grρ¯(KV¯ ).
We obtained two extensions, ρ¯ and ρ¯1, of the valuation ρ¯(KW¯ ) on KV¯
with the same associated graded ring. Proposition 8.2. implies that ρ¯1 = ρ¯.
We obtain from this that V¯ ′i = V¯i (i = 1, 2, · · · ) for the p-series V¯i (i =
1, 2, · · · ) defined by ρ. This together with (8.56) implies that relation (8.49)
holds and the proof is complete.
§9. Examples.
We construct now two following examples.
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Example 1. LetH be an infinite cyclic group. We will construct a p-series
Hi (i = 1, 2, · · · ) such that the algebra Lp(H,Hi) is not finitely generated.
We define a weight function w(h) on H as follows. The elements of H\Hp
have weight 1, the elements of Hp\Hp2 have weight p + 1, the elements
of Hp
2\Hp3 have weight p(p + 1) + 1; if the weight of the elements from
Hp
n\Hpn+1 is wn then the weight of the elements fromHpn+1\Hpn+2 is pwn+1.
This weight function defines a p-series Hi (i = 1, 2, · · · ) in H and we
obtain that if h ∈ H then h˜p = 0, and Lp(H,Hi) is a restricted infinite
dimensional abelian Lie algebra of exponent p over Zp.
Example 2. We will construct now an example of a free abelian group
of rank 2 which contains a p series Hi (i = 1, 2, · · · ) such that the algebra
Lp(H,Hi) is free abelian of rank 1.
We consider the ring of polynomials Zp[t] over the field Zp. Let R be the
ring of fractions of Zp[t] with respect to the complement of the ideal (t). Then
R has an ideal (t) with the quotient ring R/(t) isomorphic to Zp, and the
powers of this ideal define a t-adic valuation ρ in R. The graded ring grρ(R) is
isomorphic to the polynomial ring Zp[t]. We pick the polynomials p1[t] = 1+
t, p2[t] = 1+t+t
p. Since every polynomial in Zp[t] has a unique representation
as a product of irreducible polynomials and p2[t] is not divisible by 1 + t we
obtain that these polynomials freely generate a free abelian subsemigroup
in the ring Zp[t]. Every element pi[t] (i = 1, 2) is invertible in the ring R,
and we conclude easily, once again from the uniqueness of factorization in
Zp[t], that the elements u = p1[t] and v = p2[t] freely generate a free abelian
subgroup H of the group of units of R.
Proposition 2.10. implies that the valuation ρ defines a p-series Hi (i =
1, 2, · · · ) inH , and the homogeneous components ˜(h− 1) (h ∈ H) generate in
the algebra grρ(R) ∼= Zp[t] a subalgebra isomorphic to the algebra Lp(H,Hi).
This algebra is abelian; we obtain from Corollary 2.6. that it contains no
nilpotent elements because the graded ring grρ(R) is a domain, so it is free
abelian.
We show now that that the rank of Lp(H,Hi) is 1.
Since the homogeneous components of p1[t]−1 and p2[t]−1 in grρ(R) are
equal to t we obtain that u˜ = v˜ = t. Let h be a non-unit element of H , h =
unvm. The homogeneous components of the elements un − 1 and vm − 1 are
nt andmt respectively. Since unvm−1 = (un−1)+(vm−1)+(un−1)(vm−1)
we obtain that if n 6= −m then the homogeneous component of the element
h− 1 is (n+m)t.
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Consider the case when n = −m. We have to calculate in R the homo-
geneous component of the element
unv−n−1 = (1+t)n(1+t+tp)−n−1 = ((1+t)n−(1+t+tp)n)(1+t+tp)−n (9.1)
The element (1+t+tp) has ρ-value zero so the homogeneous component of
(1+ t+ tp)−n is zero, because of this the homogeneous component of element
(9.1) coincides with the homogeneous component of (1+t)n−(1+t+tp)n. We
consider first the subcase when (n, p) = 1 and replace the term (1+ t) + tp)n
by its binomial expansion and obtain that the homogeneous component of
the element (1+t)n−(1+t+tp)n coincides with the homogeneous component
of −n(1 + t)n−1tp which is is equal to −ntp.
In the general case, we have n = pkn1 where (n1, p) = 1. Since the
homogeneous component of the element un1vn1−1 is −n1tp the homogeneous
component of the element unv−n − 1 is (−n1tp)pk = −n1tpk+1.
We obtained that the homogeneous components h˜ (h ∈ H) generate in
gr(R) the free abelian restricted Lie subalgebra with the generator t. This
proves that the algebra Lp(H,Hi) is free abelian of rank 1.
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