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Abstract
Image representation is a challenging task. In particular, in order to obtain
better performances in different image processing applications such as video
surveillance, autonomous driving, crime scene detection and automatic inspec-
tion, effective and efficient image representation is a fundamental need. The
performance of these applications usually depends on how accurately images
are classified into their corresponding groups or how precisely relevant images
are retrieved from a database based on a query. Accuracy in image classifi-
cation and precision in image retrieval depend on the effectiveness of image
representation. Existing image representation methods have some limitations.
For example, spatial pyramid matching, which is a popular method incorporat-
ing spatial information in image-level representation, has not been fully studied
to date. In addition, the strengths of pyramid match kernel and spatial pyra-
mid matching are not combined for better image matching. Kernel descriptors
based on gradient, colour and shape overcome the limitations of histogram-based
descriptors, but suffer from information loss, noise effects and high computa-
tional complexity. Furthermore, the combined performance of kernel descrip-
tors has limitations related to computational complexity, higher dimensionality
and lower effectiveness. Moreover, the potential of a global texture descriptor
which is based on human visual perception has not been fully explored to date.
Therefore, in this research project, kernel-based effective and efficient image
representation methods are proposed to address the above limitations.
An enhancement is made to spatial pyramid matching in terms of improved
rotation invariance. This is done by investigating different partitioning schemes
suitable to achieve rotation-invariant image representation and the proposal of
a weight function for appropriate level contribution in image matching. In addi-
tion, the strengths of pyramid match kernel and spatial pyramid are combined
to enhance matching accuracy between images. The existing kernel descriptors
are modified and improved to achieve greater effectiveness, minimum noise ef-
fects, less dimensionality and lower computational complexity. A novel fusion
approach is also proposed to combine the information related to all pixel at-
tributes, before the descriptor extraction stage. Existing kernel descriptors are
based only on gradient, colour and shape information. In this research project,
a texture-based kernel descriptor is proposed by modifying an existing popular
global texture descriptor. Finally, all the contributions are evaluated in an in-
V
tegrated system.
The performances of the proposed methods are qualitatively and quanti-
tatively evaluated on two to four different publicly available image databases.
The experimental results show that the proposed methods are more effective
and efficient in image representation than existing benchmark methods.
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Chapter 1
Introduction
1.1 Background
Over the last few decades, there has been rapid development in digital imag-
ing. With the technological advancement of image capturing devices and cheap
digital storage, massive numbers of images are captured everyday. For this rea-
son, there is a high demand for effective methods to represent individual images
more accurately for use in applications such as video surveillance, autonomous
driving and image sensing within the internet-of-things. In these applications,
one of the most important stages on which the overall performance depends is
image classification or retrieval. The more effective the image representation
is, the more accurate the image classification or retrieval will be. Therefore, to
represent images effectively, distinct visual information in each image needs to
be captured appropriately. Image representations can be broadly classified into
1) local representations and 2) global representations.
Local and global representations are achieved using local and global descrip-
tors, respectively. Local descriptors aim to detect multiple distinct key areas
(or points) in an image and describe them based on a neighbourhood around
them. If the detector of a local descriptor algorithm detects 500 key points in an
image, then 500 vectors will be constructed for describing that image based on
some low-level image information, e.g. shape, colour, orientation and texture.
Local descriptors can be classified as sparse or dense. Sparse descriptors (e.g.
SIFT [1]) require the detection of key points and then the construction of a
descriptor from a patch around each of these key points. Dense descriptors (e.g.
Local binary pattern (LBP) [3]) are extracted directly from small image regions
or patches without detecting the key points. This can be done on every pixel
or on uniformly sampled pixels in an image.
Global descriptors aim to describe an image as a whole. Practically, for
every image, a single vector or value is extracted and the images then can be
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compared based on these vectors or individual values. Global descriptors are ei-
ther extracted from the pixel level (where global descriptors are extracted from
the raw pixel values) or they are extracted from the image level (where global
descriptors are constructed by encoding patch based descriptors). Some popular
pixel-level global colour descriptors are colour moments [4] , colour coherence
vector (CCV) [5], colour correlograms [6], scalable colour descriptor (SCD) [7],
colour structure descriptor (CSD) [7] and dominant colour descriptor (DCD) [8].
All these colour descriptors are defined on a colour space (e.g. RGB, LUV, HSV,
HMMD) [9]. Some pixel-level global texture descriptors in the existing literature
that are commonly used in many applications, are Tamura features, grey level
co-occurrence matrix [10], discrete cosine transform [11], Gabor filtering [12],
and wavelet transform [13]. Tamura features [14] are inspired by human visual
perception and have great potential in representing images. However, due to
global characteristics, the effectiveness of Tamura features is restricted.
Local descriptors are usually more robust and discriminative than pixel-level
global descriptors. Therefore, local descriptors are gaining more popularity com-
pared to pixel-level global descriptors [15]. However, most local descriptors are
histogram-based and suffer from coarse quantization. To overcome this issue,
kernel descriptors [2] are proposed, where each pixel inside the patches partici-
pates equally during the matching between two different patches.
Image-level descriptors are extracted using patch-based descriptors which
are again pixel-level local descriptors. In most cases, a dictionary of visual
words is constructed by clustering local descriptors. Next, local descriptors are
quantized (or encoded) to an image-level representation with the help of the
dictionary of visual words. Images in a database may have different dimen-
sions. Therefore, the total number of local descriptors extracted from image
to image may differ, depending on the image content complexity. This causes
an issue when the images are matched using the local descriptors, as most dis-
tance calculation or similarity measure functions do not support variable length
vectors (descriptors). On the other hand, when using image-level descriptors,
each image of the database is represented using a fixed-length vector. Hence, the
matching between images becomes easier. Bag of words (BOW) [16] is one of the
most popular image-level representations. BOW encodes order-less collections
of local descriptors into a bag of visual words. It has been shown that [17, 18]
BOW performs remarkably well in image processing applications. However, it
neglects the spatial layout of descriptors and therefore has limited description
ability. This limitation is overcome by spatial pyramid matching (SPM) [19].
In SPM, an image is divided into increasing numbers of sub-images in different
grid-levels. Each sub-image of each grid-level is represented with a BOW and
finally all the sub-image representations are concatenated to obtain the final
representation which has spatial information embedded into it.
2
1.2 Motivation
Effective and efficient image representation is a continuous need in the domain
of computer vision research. With the advancement of image capturing tech-
niques, image contents are becoming complex, and to represent them effectively
and efficiently is becoming challenging. SPM is a widely-used method to incor-
porate spatial information in image-level representation. However, traditionally,
SPM is not robust to rotation. Therefore, it is necessary to investigate SPM
structure to make it invariant to rotation. In addition, it has been proven that
pyramidal representation (SPM or pyramid match kernel (PMK) [20] ) is more
effective in image matching than the standard BOW approach. However, to
date, no one has thoroughly investigated the amount of improvement to repre-
sentation and matching performance (if any) is substantial for SPM and PMK
to be integrated into a single framework.
Local descriptors are gradually gaining popularity in image representation as
they are able to capture local variations inside an image. Among the many de-
scriptors, histogram-based descriptors are very popular in the computer vision
community. However, they suffer from the limitation of coarse quantization.
These limitations are overcome by a set of kernel descriptors [2] which still suf-
fer from information loss, noise intolerance and expensive computation cost.
Therefore, it is essential to overcome the existing limitations of kernel descrip-
tors to establish them as a better option than histogram-based descriptors.
Pixel-level global descriptors capture pixel-level information to a single vec-
tor or to a single value. For this reason, they are unable to describe the local
characteristics of an image. However, the way these descriptors are extracted
can provide very useful information about images. For example, a set of well-
known pixel-level global texture descriptors are Tamura features, which are
based on human visual perception. Therefore, Tamura features can provide
highly discriminative information if they are used in an appropriate framework.
The combination of kernel descriptors provides more discriminative image
representation and exhibits higher performance than any individual kernel de-
scriptor. However, the way kernel descriptors are conventionally fused [2] is
computationally very expensive and the resulting descriptor takes longer to
process. Therefore, it is necessary to develop a fusion approach that overcomes
the limitations of conventional fusion of kernel descriptors.
Based on the above motivations, the main focus of this research project is to
propose a more effective and efficient kernel-based image representation method
which better captures spatial information of image contents and is rotation-
invariant.
3
1.3 Objectives
The overall aim of this research project is to develop novel techniques for im-
proving the effectiveness and efficiency of image representation. Specifically, the
research challenges of this project are divided into achieving the following five
objectives:
1. a) To study the existing methods for enhancing the rotation invariance of
spatial pyramid image representation. b) To study the effect on matching
accuracy between images by combining the concepts of pyramid match
kernel and spatial pyramid.
2. To increase the effectiveness and efficiency of existing kernel descriptors.
3. To improve a pixel-level global texture descriptor using the kernel descrip-
tor framework.
4. To propose a unique kernel descriptor that fuses information related to
different pixel attributes into a single descriptor.
5. To build an overall system by incorporating all the four objectives above in
a single framework, to achieve effective and efficient image representation.
A pictorial representation of the research objectives and the corresponding
proposals to achieve them is given in Figure 1.1. Details of contribution and
the thesis structure are provided in the next section.
Figure 1.1: Thesis objectives and proposed outcomes
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1.4 Contributions and Thesis Structure
In this section, the contributions and the thesis structure are presented.
1.4.1 Chapter 2: Literature Review
This chapter provides an overview of the main research studies relevant to the
work reported in this project. It also provides the justification for the proposed
research reported in Chapters 3 to 6. Finally, the benchmark databases and
the metrics used to evaluate the performance of the research in this project are
discussed.
1.4.2 Chapter 3: Enhancing Spatial Pyramid Matching
with Improved Level Contribution and Multi-Resolution
Representation
The rotation invariance of spatial pyramid matching is investigated in this chap-
ter. Specifically, three schemes for partitioning images in different pyramid levels
are studied. For each level to contribute to overall image matching more pro-
portionately, a new weight function is proposed for spatial pyramid matching
built with rotation-invariant partitioning schemes. In addition, the strengths of
pyramid match kernel and the spatial pyramid are combined for more effective
image representation.
1.4.3 Chapter 4: Improvement of Kernel Descriptors with
Increased Effectiveness and Efficiency
Conventional kernel descriptors are originally of very high dimensionality. There-
fore, to make them useful in real-world applications, dimensionality reduction is
performed using techniques such as kernel principal component analysis. How-
ever, due to this reason, time complexity is increased and descriptors lose a
certain amount of distinctive information. In this chapter, improved kernel de-
scriptors are proposed which are more efficient and effective than conventional
descriptors. Furthermore, the way conventional kernel descriptors are extracted
makes them vulnerable to a certain amount of noise which the proposed im-
proved kernel descriptors are able to minimize.
1.4.4 Chapter 5: Improvement of Texture Descriptors us-
ing Kernel Descriptor Framework
A widely-used pixel-level global texture descriptor is the set of Tamura features
which are computed from the whole image without considering any homogene-
ity constraint. Tamura features are based on human visual perception, which
makes them very significant in image representation. However, conventional and
subsequent modified versions can not explore the potential of Tamura features
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in an appropriate way. In this chapter, an improved version of Tamura features
is proposed using the kernel descriptor framework.
1.4.5 Chapter 6: A Novel Fusion Approach in the Extrac-
tion of Kernel Descriptor with Improved Effective-
ness and Efficiency
Conventional kernel descriptors are extracted based on a specific pixel attribute
(gradient, colour or LBP). The combined performance is achieved by simply
concatenating the image-level descriptors of these kernel descriptors. This re-
sults in a high-dimensional image representation which is inefficient to process
in subsequent tasks like matching. In this chapter, a fused kernel descriptor
is proposed to capture and combine the information belonging to various pixel
attributes before the descriptor extraction phase. The proposed fused kernel de-
scriptor takes less time to extract and is more efficient to be processed compared
to the conventional fusion approach.
1.4.6 Chapter 7: Evaluation of Proposed Techniques In
an Integrated Classification and Retrieval System
In this chapter, all the four contributions of this project are combined in the
best possible way to build an efficient and effective image representation system.
1.4.7 Chapter 8: Conclusion
This chapter summarises the conclusions derived from the research studies con-
ducted for each objective stated in Chapter 1. In this chapter, the future scope
of this project is also identified.
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Chapter 2
Literature Review
Due to rapid growth in digital image capturing devices and cheap storage de-
vices, massive numbers of images are captured every moment. To use these
images in different computer vision applications, effective and efficient image
representation methods are always in high demand. Image classification and
retrieval are widely-used approaches to measure the performance of different
computer vision applications. In this project, the contributions focus on effec-
tive and efficient image representation to achieve improved image classification
and retrieval performances. Image classification is a process to group similar
images in a particular class. Based on the similarity measure used, if the sim-
ilarity score between two images is above a certain threshold, they belong to
the same class, otherwise they belong to separate classes. In contrast, in image
retrieval, a query (image or text) is fed to the system and it finds the similarities
with all the database images. Based on the highest to lowest similarity scores,
the database images are ranked for a particular query.
The typical stages in an image classification or retrieval system are shown
in Figure 2.1. For classification, training images from the database go through
a descriptor extraction stage (Stage 1) followed by clustering the descriptors to
obtain a dictionary of visual words (Stage 2) and encoding of the descriptors
to construct image-level descriptors (Stage 3). If pixel-level global descriptors
which result in a single vector or value are extracted in the descriptor extraction
stage, then there is no need for the clustering and encoding stages. Next, image-
level descriptors or pixel-level global descriptors (whichever are applicable) and
the training image class labels are used to train a model using a supervised
machine learning algorithm (Stage C4). To test the trained model, test im-
ages go through the descriptor extraction and encoding stages and the resulting
image-level descriptors are used to evaluate the trained model to obtain the
classification accuracy of test images (Stage C5). For retrieval, database images
and the query image go through the same initial stages of classification to ob-
tain the image-level or pixel-level global descriptors (Stages 1-3). Next, using
a distance or similarity measure (Stage R4), the database images are ranked
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based on how similar they are to the query image (Stage R5). With reference
to Figure 2.1, in this project, the contributions focus on Stages 1 and 3. To
support the research completed for this project, relevant research literature is
provided in this chapter.
At the beginning, a brief review of image descriptors is provided. It includes
a discussion of popular local descriptors and global descriptors. Popular local
descriptors are either histogram-based or they are based on kernel methods (i.e.
kernel descriptors). This discussion is relevant to the contributions made in
Chapters 3 and 4 in terms of providing background information, identifying the
limitations of the current literature and the motivation to overcome them. The
literature on global descriptors is classified into pixel-level global descriptors and
image-level descriptors. The former provide the background and recent trends
to the contribution made in Chapter 5, whereas, the latter provides the back-
ground to the contributions made in Chapters 3 to 7. In addition, a research
gap is identified in representing images effectively at the image-level and this is
addressed in Chapter 3.
The next set of literature focuses on different approaches to descriptor fusion.
It provides an overview of current trends in descriptor fusion to provide a rele-
vant background to the contribution made in Chapter 6. The image databases
which are used to test the algorithms proposed in this research project are dis-
cussed in the next section. Finally, the machine learning algorithms and eval-
uation metrics which are used to test the studies done in this research project
are discussed.
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2.1 Image Descriptors
Images are unstructured arrays of pixels. Therefore, to represent images to
be used for different applications, it is necessary to extract visual information
from image pixels. Image descriptor extraction is the stage where raw pixels
are used to build descriptors. Local descriptors are extracted from small image
regions or patches, whereas, global descriptors are either extracted from raw
pixel attributes of the entire image or they are encoded from patch-based local
descriptors as image-level descriptors. In this section, three types of descrip-
tors used in this research project are discussed. They are: histogram-based
local descriptors, kernel descriptors which are also local descriptors, and global
descriptors
2.1.1 Histogram-based Local Descriptors
A histogram-based local descriptor is extracted from a small image region or
image patch. Image patches are either considered based on detected keypoints
or they are densely sampled from the whole image. Some popular local descrip-
tors are discussed in this section.
Scale-invariant feature transform
Scale-invariant feature transform (SIFT) [1] is one of the most popular local
descriptors and it is used in many computer vision applications. SIFT extrac-
tion has the following steps: a) Keypoint detection to detect potential key
points from the image, b) Unwanted keypoint elimination to remove the
less-informative key points, c) Dominant orientation identification for as-
signing the orientations to the key points and d) Keypoint description to
describe each key point in the form of a vector.
a) Keypoint detection: keypoints of SIFT are detected by applying Difference
of Gaussian (DoG) in the scale space. In DoG-based keypoint detection, a given
image I(x, y) is convolved by a Gaussian kernel. The convolution operation is
given by (2.1) and it results in a convolved image L(x, y, σ). The Gaussian
kernel is given by (2.2). The process given by (2.1) is also called Gaussian
blurring of an image.
L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (2.1)
G(x, y, σ) =
1
2piσ2
exp
−(x2+y2)
2σ2 (2.2)
Convolution is repeatedly performed such that at each step, the scale σ of
the kernel is modified by a constant factor k. An example of sample values of σ
is given in Table 2.1. The set of n convolved images produces an octave in scale-
space (Figure 2.2). To generate the next octave of Gaussian blurred images, the
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input image is first down-sampled by a factor of 2 and then the convolution
procedure is repeated. The set of DoG images (right side of Figure 2.2) is then
computed by taking the difference of each successive pair of Gaussian blurred
images.
Table 2.1: Sample values of σ
←
O
ct
av
e
Scale →
0.707107 1.000000 1.414214 2.000000 2.828427
1.414214 2.000000 2.828427 4.000000 5.656854
2.828427 4.000000 5.656854 8.000000 11.313708
5.656854 8.000000 11.313708 16.000000 22.624417
Figure 2.2: Scale space to obtain DoGs [1]
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Figure 2.3: Local peak detection from DoGs using a 3× 3× 3 cubical
window [1]
Finally to determine the local peaks (i.e. maxima or minima), a 3 × 3 × 3
cubical window is used from the DoG stack. The cubical window consists of
a total of 27 pixels. This is done by comparing the values that fall within the
cubical window. If the value at the centre of the window is higher (or lower)
than all the other 26 values, it becomes either a local maximum (or a minimum).
Detection of local peaks is shown in Figure 2.3. The locations of the maxima
(or the minima) are identified are the locations of the keypoints. The scale of
an octave at which a maximum (or minimum) is detected is used as the scale
of the corresponding detected keypoint.
b) Unwanted keypoint elimination: Keypoint detection in the previous step
may result in many keypoints. However, some of them exist along an edge or
they do not have enough contrast. In both cases, the keypoints are not suitable
for use for descriptor extraction. Therefore, it is necessary to remove them. The
process for eliminating unwanted keypoints is as follows:
(i) Remove low contrast features: If the magnitude of the intensity at any
peak in the DoG image is less than a threshold value, it is rejected.
(ii) Remove edges and flat keypoints: The idea is to calculate the x- and
y- directional gradients at the keypoint. Both are perpendicular to each
other. Based on the pixels around each keypoint, three possibilities exist.
1. The image region around the keypoint can be a flat region, if both the
gradients are small. 2. The image region can be an edge, if one gradient
is larger (perpendicular to the edge) and the other is smaller (along the
edge) or 3. a corner, if both the gradients are large. Corners are potential
keypoints. Therefore, if both the gradients are large enough, the image
region satisfies the conditions to be a keypoint. Otherwise, it is rejected.
Mathematically, a Hessian Matrix is used to check whether a point is a
12
corner or not.
c) Dominant orientation identification: After finalizing the keypoints and
their locations (x, y) and scale σ, the next step is to obtain the dominant ori-
entation of each key-point.
The SIFT descriptor is a collection of magnitude-weighted gradient-based
histograms. Gradients do not have a rotation-invariance property. Therefore,
to make the SIFT descriptors rotation-invariant, they are designed to be built
with respect to the dominant orientations of the key-points.
To compute the dominant orientation θ(X,Y ) of any key-point at (X,Y ),
the scale of that key-point is used to select the corresponding image from the
Gaussian blurred image stack (i.e. within the same octave). Assume, the se-
lected image is Iσ. Next, all the pixels which fall within a distance of 4.5σ from
Iσ(X,Y ) are selected. Gradient magnitudes and orientations are calculated for
the selected pixels and then they are used to build an orientation histogram.
The histogram has 36 equally-spaced bins, each of which is 10 degrees wide,
covering the entire range of 360 degrees. The direction of the highest peak of
this histogram is selected as the dominant orientation, and any peak above 80%
of the highest peak is also considered as a dominant orientation. SIFT builds
a descriptor for every identified dominant orientation and they have the same
scale σ. However, each is assigned to a different dominant orientation.
d) Key point description: The SIFT descriptor is built on a 4 × 4 square
grid. Each cell in the grid consists of an orientation histogram of 8-bins which
is equally spaced between 0 to 360 degrees. Therefore, the descriptor has a
dimensionality of 128 (4 × 4 × 8 ). The grid is centred at its corresponding
key-point location. The width of each cell in the grid is 3σ pixels. Using the
scale parameter σ to determine the size of the grid makes the SIFT descriptor
scale-invariant. Next, the orientations of each pixel within the grid are shifted
an amount equivalent to the keypoints’ dominant orientation to achieve rotation
invariance. A Gaussian window with σ as half of the grid’s length is used to
assign a vote to the pixel orientations before they are built up in their respective
orientation histograms. Each of the 16 cells in the grid has its own orientation
histogram of 8 bins and by concatenating all of them together, a histogram of
128 bins is formed. The number of histogram bins is the length of the SIFT
descriptor. After forming the 128 bin histogram, it is normalised to the unit
length and all values larger than 0.2 are pulled to 0.2 using a threshold to re-
duce the influence of strong gradients. The final SIFT descriptor is computed
by normalising the overall histogram to unit length once again.
There are many variants of the conventional SIFT. Here, some of the pop-
ular variants are discussed. As SIFT is a high-dimensional descriptor with the
dimensionality of 128, it is very inefficient to process these descriptors. There-
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fore, PCA-SIFT [21] is proposed to reduce descriptor dimensionality by apply-
ing principal component analysis (PCA). SIFT descriptors use pixel gradient
information of grayscale images and for this reason, a great deal of informa-
tion is discarded for colour images. To overcome this, CSIFT [22] which uses
colour-invariant gradients instead of grayscale gradients is proposed. Another
descriptor based on the SIFT-like keypoint detection and description approach
is the SURF [23] descriptor. Some elementary differences exist between SURF
and SIFT. SURF works on integral images, and keypoints are detected using
the approximation of Gaussian second order derivatives, and instead of using
gradient information, SURF uses Haar wavelet response to describe a keypoint.
SIFT descriptors provide only local information of an image. In GSIFT [24], a
global texture vector is included in the basis of SIFT to incorporate global in-
formation and local information. To deal with strong affine issues, Affine-SIFT
(ASIFT) [25] is proposed.
Dense SIFT: Unlike conventional SIFT, which consists of keypoint detec-
tion and then descriptions of them, dense SIFT has only the descriptor ex-
traction phase over densely sampled locations. More precisely, in conventional
SIFT, at first several keypoints are detected. The set of detected keypoints is
sparse over the image region. In contrast, in dense SIFT, at every pixel position,
a descriptor is extracted. First, an image is divided into overlapping blocks or
patches (usually 16× 16 pixels), then a descriptor is extracted over each patch.
The descriptor extraction process is similar to the conventional one. As dense
SIFT is extracted over each pixel, it captures image information with overlap.
Therefore, the descriptor set of an image extracted using dense SIFT contains
more information than the conventional scenario. This is the reason why many
computer vision researchers prefer dense SIFT over conventional SIFT for tasks
like classification, retrieval and detection. Moreover, dense SIFT results in a
large number of descriptors for each image. Therefore, in practice, instead of
each pixel, descriptors are extracted over a spacing of certain number of pixels.
For example, in [19] to extract dense SIFT, there is a spacing of 8 pixels be-
tween two patches of 16× 16 pixels. The same approach to extract dense SIFT
is considered in Chapter 3.
Histogram of oriented gradients
Histogram of oriented gradients (HOG) [26] is a popular descriptor in com-
puter vision applications. The extraction of HOG is similar to SIFT. However,
in SIFT, descriptors are extracted over detected keypoints, whereas, HOG de-
scriptors are extracted over dense and uniformly sampled patches. It is invariant
to geometric and photometric transformations. In addition, it uses overlapping
local contrast normalization for improved accuracy.
To extract HOG, an image is divided into overlapping patches of 16 × 16
pixels. Each patch is again divided into four cells of 8× 8 pixels. For the indi-
vidual pixels within each cell, a histogram of gradient directions is computed.
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By gathering histograms of all the pixels in a cell, the corresponding descriptor
of the cell is obtained and the concatenation of cell descriptors results in the
corresponding descriptor of a block. As the blocks are overlapping, each cell
contribute to more than one block’s descriptor. The histogram of each pixel has
9 bins and they are evenly distributed over 0 to 180 degrees or 0 to 360 degrees,
depending on whether the gradients are unsigned or signed, respectively. The
weight for voting each pixel’s contribution to the histogram bins is either the
gradient magnitude or a function of the gradient magnitude of the correspond-
ing pixel.
Local binary pattern
Local binary pattern (LBP) [3] is a widely used descriptor for texture repre-
sentation. It describes the local texture of an image by thresholding a 3 × 3
neighbourhood with a centre pixel. The thresholding operation only consid-
ers sign information to form a local binary pattern. Given a pixel xc and its
neighbourhood pixels xr,p = [xr,p,0, · · · , xr,p,p−1], the LBP of xc is calculated
by comparing its value with p neighbourhood pixels which are situated on a
periphery of a circle centred at xc of radius r. For the 3 × 3 neighbourhood, p
is 8 and r is 1. The calculation of LBP at xc is given by,
LBPr,p =
p−1∑
n=0
s(xr,p,n − xc)2n, s(x) =
{
1, for x ≥ 0
0, for x < 0
(2.3)
where, s(.) is a function responsible for signed outputs.
To obtain the LBP descriptor of an entire texture image, the image is first
divided into many patches, usually of 16× 16 pixels. For each pixel in a patch,
LBP patterns are computed and eventually form a histogram for each patch by
counting the frequency of occurrence of the LBPs. Therefore the dimensionality
of LBP descriptor is 256 as the patterns vary from 1 (20) to 256 (28). By con-
catenating histograms belonging to all the patches, the final descriptor of the
image is obtained.
LBP is a high-dimensional descriptor without rotation invariance. It has
been observed that some of the LBPs occur more frequently than others. There-
fore, uniform LBP [27] is proposed to avoid the redundancy of patterns and to
reduce descriptor dimensionality. In [27], rotation-invariant LBP and rotation-
invariant uniform LBP are also proposed. Completed local binary pattern
(CLBP) is proposed in [28]. It consists of three LBP-like descriptors: CLBP S is
the same as conventional LBP. CLBP M conducts a binary comparison between
the absolute value of the difference between the centre pixel and its neighbours
with a global threshold. CLBP C is obtained by thresholding the centre pixel
with a global mean. LBP thresholds all the pixel intensities of all the neigh-
bourhood pixels with the centre pixel intensity. In contrast, in centre-symmetric
local binary pattern (CS-LBP) [29], only the pixel intensities of opposite neigh-
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bours are compared. Conventional LBP is noise-intolerant. Therefore, robust
local binary pattern (RLBP) [30] is proposed where the possible noise-affected
bit in the pattern is changed and modified to reduce the effect of noise. Another
LBP-based descriptor proposed in [31] is binary rotation-invariant and noise-
tolerant (BRINT), which is highly discriminative with very low computational
complexity and exhibits rotation invariance and noise intolerance.
Limitations of histogram-based descriptors
Histogram-based local descriptors (based on gradient, colour or texture) have
gained immense popularity for effective image representation. Although these
descriptors are easy to use and they provide satisfactory performance, they
still suffer from the problem of coarse quantization. This is because, during
the extraction of histogram-based descriptors, pixel values are approximated or
quantized to a pre-defined value or range which corresponds to a bin of the
histogram. Such a representation encounters two limitations as follows.
Limitation 1: Due to histogram quantization, the pixel attributes are quan-
tized according to a pre-defined rule. This may cause perceptually similar pixel
attributes to fall in different bins, whereas relatively more different pixel at-
tributes may fall in the same bin. This may lead to lower matching accuracy.
For example, consider the gradient orientations (0-359 degree) which are used
in SIFT [1] descriptors, are quantized into 8 bins [(0-44) (45-89) (90-134) (135-
179) (180-224) (225-269) (270-314) (315-359)]. Now, for the two cases below,
the similarities between two pairs of pixels in terms of gradient orientation need
to be found.
(a) Case 1: Find the similarity between two pixels with gradient orientations
of 44 and 45 degrees respectively.
(b) Case 2: Find the similarity between two pixels with gradient orientations
of 2 and 44 degrees respectively.
The rule for matching histogram-based descriptors as per [2] is given by
(2.4),
δ(z, z′) =
{
1, if pixels z and z′ fall into the same histogram bin
0, otherwise
(2.4)
In Case 1, the histogram-based approach will result in a match score of ‘0’,
as the gradient orientations of these two pixels belong to two different bins.
However, in the gradient orientation space, these two pixels are very near to
each other. In Case 2, the histogram-based approach will result in a match
score of ‘1’, as the gradient orientations of these two pixels belong to the same
bin. However, in the gradient orientation space, these two pixels are relatively
farther from each other than the pixels of Case 1. Therefore, according to the
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histogram-based approach, the two pixels of Case 2 are more similar than the
two pixels of Case 1, although perceptually they are more different.
(a) Patch 1 (b) Patch 2
Figure 2.4: Patches 1, 2 with respect to the gradient orientations and their
corresponding histograms
Limitation 2: Pixel attributes inside a patch are quantized to form a fixed
dimension histogram which is the representation of that patch. However, the
structural or texture information inside the patch is completely ignored. This
might lead to mismatch and it is explained with an example given in Figure 2.4
where two patches of 4× 4 pixels are shown with respect to their pixel gradient
orientations. Spatially these two patches are very different from each other.
For example, in Patch 1, at (1,1) location, the gradient orientation is 35 degrees
which belongs to the first bin of the histogram. In contrast, in the same location
of Patch 2, the gradient orientation is 103 degrees which belongs to the third
bin of the histogram. Similarly, there are other locations of both patches where
gradient orientations do not fall in the same bin. Therefore, if pixel-by-pixel
matching between two patches is carried out, the dissimilarity between these
two patches will be higher. However, if the histograms of these two patches are
computed, both will result in the same histogram descriptor and conclude that
17
both patches are exactly similar. However, in reality, this is not the case.
2.1.2 Kernel Descriptors
Due to the limitations of histogram-based descriptors, the information belonging
to individual pixel attributes inside a patch is captured partially. To overcome
these limitations, a set of kernel descriptors (KDES) [2] has been proposed. Ker-
nel descriptors are specifically designed so that no quantization is performed on
the pixel attributes. Instead, each pixel participates equally in the matching
between two patches. Thus, kernel descriptors provide more distinct and accu-
rate information compared to the histogram-based descriptors.
In the KDES framework, the similarity measure between the image patches
is calculated using a kernel function which is referred to as the match kernel.
Match kernels are defined over pixel attributes (gradient, colour, and LBP).
Next, the extraction of descriptors is derived from these match kernels. The
KDES framework can turn any kind of pixel attributes to a patch-based de-
scriptor which inherits the properties of an underlying match kernel.
The match kernel based on gradient is given by (2.5),
Kgrad(A,B) =
∑
z∈A
∑
z′∈B
m˜(z)m˜(z′)ko(θ˜(z), θ˜(z′))kp(z, z′) (2.5)
where, A and B are two different patches, and m˜(z) represents the normal-
ized gradient magnitudes of pixels in Patch A. m˜(z)m˜(z′), a linear kernel, can
also be represented as, km˜(z, z
′). ko(θ˜(z), θ˜(z′)) = exp(−γo‖θ˜(z)− θ˜(z′)‖2) is a
Gaussian kernel over gradient orientations. To estimate the difference between
orientations at pixels z and z′, the authors of [2] computed ko with normalized
gradient vectors which are basically 2-D data containing x- and y-directional
gradients of individual pixels. kp(z, z
′) = exp(−γp‖z − z′‖2) is a Gaussian ker-
nel over the 2-D position of pixels inside a patch and z (or z′) denotes the 2D
position.
The match kernel based on colour is given by (2.6),
Kcol(A,B) =
∑
z∈A
∑
z′∈B
kc(c(z), c(z
′))kp(z, z′) (2.6)
where, c(z) is the RGB values or pixel intensity at z. kc(c(z), c(z
′)) = exp(−γc‖c(z)−
c(z′)‖2) is a Gaussian kernel which measures the similarity between pixel values.
The match kernel based on shape is given by (2.7),
Kshape(A,B) =
∑
z∈A
∑
z′∈B
s˜(z)s˜(z′)kb(b(z), b(z′))kp(z, z′) (2.7)
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where, s˜(z) is the normalized standard deviation of pixel values in the 3 × 3
neighbourhood around z, b(z) is a binary vector which represents the local bi-
nary pattern (LBP) [3] of z around 3× 3 neighbourhood, and kb(b(z), b(z′)) =
exp(−γb‖b(z)− b(z′)‖2) is a Gaussian kernel which measures shape similarity.
All the three match kernels consist of individual candidate kernels. For ex-
ample, the gradient match kernel (Kgrad) consists of three candidate kernels:
(a) the normalized linear magnitude kernel (km˜(z, z
′)) provides a weight to the
contribution of each pixel using gradient magnitudes to the overall match of
Kgrad; (b) the gradient orientation kernel (ko(θ˜(z), θ˜(z
′))) computes the simi-
larity of gradient orientations; and (c) the position kernel (kp(z, z
′)) measures
how close two pixels are spatially.
Match kernels given by (2.5), (2.6) and (2.7) provide a unique framework
to find the similarity between image patches. However, direct kernel compu-
tation over image patches is computationally expensive when the number of
images is large. Therefore, the authors of [2] have proposed a low-dimensional
descriptor representation approach from the match kernels that mainly consists
of two stages: (a) uniformly and densely sample sufficient basis vectors from
support region to guarantee precise approximation of the candidate kernels of
each match kernel, and (b) to make the descriptor compact, kernel principal
component analysis (KPCA) is applied on the joint basis vectors (computed by
Kronecker product) of the candidate kernels.
To extract descriptor from Kgrad, candidate kernels of (2.5) can be writ-
ten in terms of their inner products, For example, km˜(z, z
′) = φm˜(z)Tφm˜(z′),
ko(θ˜(z), θ˜(z
′)) = φo(θ˜(z))Tφo(θ˜(z′)) and kp(z, z′) = φp(z)Tφp(z′), where φm˜(.),
φo(.) and φp(.) are the feature maps of km˜, ko and kp respectively. Therefore,
the descriptor will be extracted as,
Fgrad(A) =
∑
z∈A
φm˜(z)φo(θ˜(z))⊗ φp(z) (2.8)
where, ⊗ is the Kronecker product. Fgrad is called gradient kernel descriptor
(GKDES) as it is derived from the gradient match kernel. Being a linear kernel,
the feature map of km˜ is made up of the normalized gradient magnitudes only,
i.e. φm˜(z) = m˜(z). For the other two candidate kernels, feature maps cannot
be extracted directly as they are non-linear (Gaussian) kernels. Therefore, the
feature maps φo(.) and φp(.) are approximated over a set of basis vectors. For
example, if ko(θ˜(z), θ˜(z
′)) is considered, {xi}di=0 ∈ X are sampled normalized
gradient vectors and {φo(xi)}di=0 is the set of basis vectors which are obtained
by mapping xi over the same kernel space as ko, then ko can be re-written as:
ko(θ˜(z), θ˜(z
′)) = ko(θ˜(z), X)T [K−1o ]ijko(θ˜(z), X) = [Gko(θ˜(z), X)]
T [Gko(θ˜(z
′), X)]
(2.9)
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where, ko(θ˜(z), X) = [ko(θ˜(z), x1), · · · ko(θ˜(z), xd))] is a d × 1 vector, Ko is a
d×d matrix, (i, j)th element of Ko is ko(xi, xj) and K−1o = GTG is obtained by
applying Cholesky decomposition. Therefore, the approximated feature map is,
φ˜o(θ˜(z)) = [Gko(θ˜(z), X)]. φ˜o(θ˜(z)) is the approximation of φo(θ˜(z)). Similarly,
φp(z) is approximated as φ˜p(z). Therefore, (2.8) can be approximated as:
F˜grad(A) =
∑
z∈A
φm˜(z)φ˜o(θ˜(z))⊗ φ˜p(z) (2.10)
F˜grad(A) is the corresponding descriptor of Kgrad(A,B) for Patch A. How-
ever, F˜grad is very high-dimensional and this is the outcome of the Kronecker
product in (2.10). For example, if the size of basis vectors on ko is chosen as
10×10 and the size of basis vectors on kp is chosen as 5×5, then the dimension-
ality of the resulting descriptor will be 100×25 = 2500. To overcome this issue,
KPCA is applied over the joint basis vectors of both the candidate kernels. The
tth kernel principal component is written as:
KPCt =
do∑
i=1
dp∑
j=1
αtijφo(xi)⊗ φp(yj) (2.11)
where, do and dp are the size of basis vectors for ko and kp respectively and α
t
ij
is learned through KPCA. After the application of KPCA, a compact GKDES
is:
F˜ tgrad(A) =
do∑
i=1
dp∑
j=1
αtij{
∑
z∈A
φm˜(z)φ˜o(θ˜(z))⊗ φ˜p(z)} (2.12)
Similarly, kernel descriptors can be extracted based on colour match kernel and
shape match kernel.
Here, the same example provided in Section 2.1.1 which was used to explain
the limitations of histogram-based descriptors, is used to show how KDES over-
comes these limitations. In ‘Limitation 1’, two pixels’ gradient orientations in
Case 1 are 44 and 45 degrees respectively. In the histogram-based approach,
these two pixels will result in a match score of ‘0’. However, using the KDES ap-
proach (using a Gaussian kernel function with γ = 0.01 specifically), the match
score between these two pixels is ‘0.99’ which conveys that these two pixels are
very close and this also better matches human visual perception. Now in Case
2, according to the histogram-based approach, the match between two pixels
will result in a score of ‘1’. However, according to the KDES approach (using a
Gaussian kernel function with γ = 0.01 specifically), the match score between
these two pixels is ‘0.1714’ which states that these two pixels are relatively more
different and this also better matches human visual perception.
In the KDES framework, pixel positions inside a patch are also taken into
consideration. Along with the different pixel attributes, every pixel’s 2-D po-
sition in a patch is also matched with all the pixels’ 2-D positions of another
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patch. In this way, spatial information of similar pixels between two patches is
measured. For example, consider ‘Limitation 2’ which is illustrated in Figure
2.4. The gradient orientation of Patch 1 at (1,1) position is 35 degrees and for
the Patch 2 at (1,3) position, it is also 35 degrees. The match score of these two
pixels with respect to the gradient orientations only as per the KDES approach
(using a Gaussian kernel function with γ = 0.01 specifically) is ‘1’. However,
these two pixels are spatially not as close as two pixels at the same corresponding
position of the two patches. Therefore, the spatial closeness of these two pixels
is also calculated as per the KDES approach (using a Gaussian kernel function
with γ = 0.01 specifically) and it is ‘0.96’. Therefore, the overall match score
between these pixels is ‘0.96’ (1 × 0.96 = 0.96). In this way, ‘Limitation 2’ is
also addressed.
After the proposal of KDES in [2], the same authors proposed hierarchical
KDES (HKDES) [32], which is designed based on the match kernels that are de-
fined over the patch level features (i.e. kernel descriptors), unlike in KDES where
the match kernels are defined over raw pixel attributes. The benefit of HKDES
is claimed to be that it contains spatial information of patch level features as
a Gaussian position kernel is involved to find the spatial similarity between the
patches. In contrast in KDES, Gaussian position kernel calculates the spatial
similarity between the pixels inside patches and to include spatial information,
spatial pyramid grids are used during image-level feature extraction. In [33],
the authors proposed a supervised approach of KDES (SKDES) by incorpo-
rating the image label information during the extraction of patch-based kernel
descriptors. KDES are originally high-dimensional descriptors. However, in [2],
the authors applied KPCA to reduce the dimensionality and for that reason,
the descriptors lose their discrimination property. In the SKDES framework,
by incorporating image label information and applying the large margin near-
est neighbor (LMNN) criterion, low-dimensional and more discriminant kernel
descriptors are extracted.
Motivated by the performance of KDES for scene and object recognition,
in [34], a set of kernel descriptors is designed on depth images to represent size,
3-D shape and depth edges more effectively. Depth kernel descriptors are defined
over 3-D point clouds and depth maps. In [35], depth kernel descriptors are used
for indoor scene labelling of RGB-depth images by aggregating kernel descrip-
tors over super-pixels and constructing the image-level descriptors as in [2]. For
fine-grained object recognition, kernel descriptors are also used. In [36], to align
the image regions of perceptually similar objects a template model is learned.
The model captures the shape patterns of objects and the correlation between
the shape patterns. After alignment, kernel descriptors which are extracted over
the normalized RGB colour, are used for object recognition. Kernel descriptors
are also useful in action recognition tasks. In [37], a depth motion map is first
computed by 3-D projection views of an action and then a gradient kernel de-
scriptor is computed for each depth motion map.
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Kernel descriptors are a framework by which any set of raw attributes can be
turned into a patch-based descriptor with the help of underlying match kernels.
Therefore, for images where different materials need to be recognised, kernel
descriptors are equally useful. In [38], along with three basic pixel properties,
kernel descriptors are extracted over ‘variance of gradient orientation’ and ‘vari-
ance of gradient magnitude’ to distinguish between sharp or soft corners and
hard or soft edges, respectively. By incorporating Large Margin Nearest Neigh-
bor (LMNN), the dimensionality of kernel descriptors is reduced by 30 percent.
To increase robustness, spatial context is incorporated in the descriptors to ex-
tract context kernel descriptors (CKD) [39]. Because they incorporate context,
descriptors are provided with some degree of spatial consistency. Furthermore,
by applying Renyi-entropy based Cauchy-Schwarz Quadratic Mutual Informa-
tion, a compact set of basis vectors is learned over the joint basis vectors of the
candidate kernels involved. Projection of original dimension descriptors over
the compact basis vectors will result in a lower dimension descriptor with no
loss of discriminating information.
Discussion:
The authors of [2] have proposed three kernel descriptors which are based on
three main pixel attributes: pixel gradient, colour (or intensity), and LBP. Each
type of kernel descriptor is extracted from the corresponding match kernels
which are computed over the pixel attributes. However, kernel descriptors have
the following limitations:
1. Despite the effectiveness of kernel descriptors for image representation,
they still suffer from the curse of dimensionality, which is overcome by
the application of kernel principal component analysis (KPCA). However,
the process of dimensionality reduction increases the time complexity and
risks losing discriminative information from the descriptors.
2. Kernel descriptors are extracted from match kernels which are comprised
of several candidate kernels. These candidate kernels are computed us-
ing multi-dimensional data. In other words, the candidate kernels are
the Hadamard product of component kernels computed over 1-D data.
Therefore, if any image irregularity or noise exists, its effect becomes mul-
tiplicative and degrades the effectiveness of the overall performance.
3. It has been shown in [2] that the combined performance of kernel descrip-
tors is higher than that of any individual descriptor. However, in [2],
the combined performance is evaluated by concatenating the image-level
descriptors of gradient, colour and shape-based kernel descriptors. This
process includes local descriptor extraction and image-level descriptor en-
coding of each kernel descriptor. Therefore, this is a computationally
expensive process.
4. Concatenation of image-level descriptors leads to a high-dimensional rep-
resentation, which is again very time-consuming and expensive to process.
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The first two limitations are addressed in Chapter 4 and the other two lim-
itations are addressed in Chapter 6.
2.1.3 Global Descriptors
Global descriptors are either extracted at pixel level or at image-level using patch
based local descriptors. Pixel-level global descriptors describe a whole image by
a vector or a single entity using raw pixel attributes. Whereas, image-level
descriptors are constructed by clustering and encoding (or quantizing) patch
based local descriptors.
2.1.3.1 Pixel-level global descriptors
Different pixel-level global descriptors exist in the literature, based on colour,
texture or shape. Some are discussed in this section.
Colour based global descriptors
Colour is one of the most important pixel properties. Colour descriptors are
defined over corresponding colour spaces. Different colour spaces are RGB,
CIELUV, HSV and HMMD [40,41]. RGB, which consists of red, green and blue
channels, is the most popular colour space. HSV (hue-saturation-value) colour
space is most suitable to human visual perception, whereas, HMMD (hue-max-
min-diff) is a variant of HSV colour space. Another popular colour space is
CIELUV space.
After choosing the colour space, different colour descriptors can be extracted
from the images. Some of the descriptors are discussed here. Colour his-
togram [42] quantizes pixel colour or intensity values to different histogram
bins and counts the frequency of pixel values in each histogram bin. For ex-
ample, the pixel colours of RGB images are quantized into three different bins
corresponding to red, green and blue channels, respectively. Colour histograms
are translation and rotation invariant. However, it does not provide how spa-
tially pixels are organized in an image. Colour coherent vectors [5] integrate
spatial information into colour histograms by separating each histogram bin into
coherent and non-coherent parts. The coherent part represents the pixels which
are spatially closer, whereas, the non-coherent part represents pixels which are
secluded from each other. Colour moments [4] are calculated using statistical
measures (mean, standard deviation and skewness) over individual colour chan-
nels and results in a vector with nine elements to represent an image. Colour
correlograms [6] provide information on how the colours of pixel pairs are
distributed in an image. Scalable colour descriptor [7] is a colour histogram
in HSV colour space which incorporates scalability in the histogram. Domi-
nant colour descriptor [8] is also a histogram-based descriptor which selects
a number of bins from the peak histogram bins, depending on a threshold value.
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Shape based global descriptors
Shape descriptors are broadly classified into contour-based or region-based meth-
ods, based on how they are extracted [13]. In contour-based methods, descrip-
tors are extracted only from the boundary of each object in the image, whereas,
in region-based methods, descriptors are extracted from the whole object region.
Examples of some contour-based descriptors are Simple shape descrip-
tor [43], which includes area, circularity, eccentricity and bending energy. Sim-
ple shape descriptors are generally used accompanied by another descriptor.
Shape context [44] describes a shape by establishing relations between each
point on the contour with all the other points on the contour. Shape signa-
ture [45] includes centroid distance, tangent angle and curvature. It describes
a shape based on a function obtained using points on the contour.
An example of a region-based shape descriptors is Image moment, which
is calculated by different approaches to weighted averages of pixel intensities.
Some popular image moments are geometric moment [46], arithmetic moment
[47] and zernike moment [48]. Generic Fourier descriptor [49] is more effec-
tive than image moments. It is extracted by applying 2-D Fourier transform on
a polar-raster of a shape image. Shape matrix [50], a rotation, translation and
scale-invariant descriptor is extracted from the circular raster sampling method.
Texture-based global descriptors
While colour descriptors provide information about pixel colours, texture de-
scriptors provide information regarding how colours (or intensities) of pixels are
spatially arranged in an image. Texture descriptors are broadly classified into
spectral and spatial descriptors.
Spectral texture descriptors are extracted from frequency-domain converted
images, for example, Fourier transform [51] that generates two histograms
with circular and wedged partitions respectively, and Discrete cosine trans-
form [11], which conveys a finite sequence of data points in terms of a sum
cosine functions oscillating at different frequencies.
Spatial texture descriptors are extracted by considering the pixel statistics.
Statistical moments, which include mean, standard deviation and skewness,
is the simplest spatial textue descriptor. Grey level co-occurrence ma-
trix conveys how frequently a particular pair of grey-levels exists in pixel-pairs.
Tamura features [14] are a set of popular texture descriptors. Tamura features
are based on human visual perception and consist of six descriptors: coarse-
ness, directionality, contrast, line-likeness, regularity and roughness. As per
human visual perception, the first three descriptors are very important and the
last three descriptors can be derived from the first three. A detailed review of
Tamura features is provided here to support the contribution made in Chapter 5.
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a) Coarseness : It measures the image granularity. It is calculated as the
average of the largest window sizes needed to identify the texture elements cen-
tred at different pixel positions. An image may contain texture at different
scales. Coarseness aims to find the largest size at which a texture exists, even if
a smaller micro-texture exists. The calculation of coarseness is summarised as
follows:
1. At each pixel (x, y), compute six averages for the windows of size 2k ×
2k, k = 0, 1, · · · , 5 around the pixel. Ak(x, y) =
(x+2k−1−1)∑
i=(x−2k−1)
(y+2k−1−1)∑
j=(y−2k−1)
g(i,j)
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,
where, g(i, j) is the pixel intensity at (i, j).
2. At each pixel, compute the absolute differences Ek(x, y) between the pairs
of non-overlapping averages in the horizontal (h) and vertical (v) direc-
tions.
Ek,h(x, y) =|Ak(x+ 2k−1, y)−Ak(x− 2k−1, y)|
Ek,v(x, y) =|Ak(x, y + 2k−1)−Ak(x, y − 2k−1)|
3. At each pixel, find the value of k that maximises the difference Ek(x, y)
in either direction and set the best size , Sbest(x, y) = 2
k.
4. Compute the coarseness feature (fcoarse) by averaging Sbest(x, y) over the
entire image.
b) Directionality: Directionality conveys the existence of any directional pat-
tern (vertical, horizontal or diagonal) in an image. It describes globally how
the texture in the image is distributed or concentrated along certain orienta-
tions. Directionality is calculated from the edge histogram HD. It includes the
following steps:
1. The gray-scale image is convolved with horizontal and vertical edge (Pre-
witt) operators.
2. Say, for a particular pixel in the image, after applying the Prewitt oper-
ator, the outputs are ∆H and ∆V . The edge of a pixel is a vector and
it has both magnitude (|∆G|) and direction (θ), which are calculated as
|∆G|= |∆H|+|∆V |2 , θ = tan−1 |∆V ||∆H| + pi2 . HD is calculated by quantizing θ
(0 ≤ θ < pi) and counting the number of pixels with magnitude greater
than a pre-defined threshold.
3. After calculating the HD, all peaks and valleys in HD are identified. If
there are n peaks in the histogram, for each peak i, let wi be the window of
25
bins from the previous valley to the next valley (a window contains a peak)
and φi be the angular position of the peak in wi. Let HD(φ) be the height
of a bin at angular position φ . The directionality (fdir) from the sharp-
ness of HD is calculated as: fdir = 1− r× n×
n∑
i=1
∑
wi∈φ
(φ− φi)2 ×HD(φ),
where r is the normalizing factor related to the quantizing levels of φ.
c) Contrast: Contrast measures how the gray-level intensity of the pixels varies
in the image and to what extent their distribution is biased to black or white.
Contrast (fcon) is measured as fcon =
σ
(α4)n , σ is the standard deviation of the
gray-level histogram, α is the kurtosis of the gray-level histogram and n is set
at 0.25.
d) Line-likeness : Line-likeness (flin) is the average coincidence of the edge
directions that co-occur in pairs of pixels separated by a fixed distance along the
edge direction in every pixel. The edge strength is expected to be greater than
a given threshold eliminating unimportant edges. The coincidence is measured
by the cosine of difference between the angles, so that the co-occurrences in the
same direction are measured by +1 and those in the perpendicular directions
by -1.
e) Regularity: Regularity is defined as freg = 1−r(scoarse+sdir+scon+slin),
where r is the normalizing factor, and s stands for the standard deviation of the
corresponding descriptor in each sub-image the texture is divided into.
f) Roughness: Roughness is the addition of coarseness and contrast, frgh =
fcrs + fcon.
Tamura features are pixel-level global descriptors which are originally com-
puted from the whole image without considering any homogeneity constraint.
This causes weaker performance of Tamura features compared to other texture
descriptors. Therefore, in [52], Coarseness and in [53], both Coarseness and
Directionality are modified into histogram-based features which perform better
than the conventional features. Coarseness is further improved in [54], where a
model is learned which captures Coarseness by establishing a relation between
the computational measure and human perception. Tamura directionality uses
the statistical property of directional histograms and it is prone to miscalcu-
lation of the directionality of an image. By using the geometric properties of
directional histograms, this limitation is overcome in [55]. Contrast is modified
to provide local brightness information instead of a single global entity by using
statistical moments of intensity histograms [56]. The application of Tamura
features is not limited to texture image processing. For natural scene classifi-
cation, the authors of [57] used Tamura features as one of the components for
their proposed human-inspired descriptors. In [58], for each pixel, three main
Tamura features are calculated and then they are represented using a 3-D his-
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togram like 3-D colour histograms. Similar 3-D histograms of Tamura features
are used in [59] for object recognition. Conventional Tamura features are for
2-D images. Recently, the authors of [60] have extended them to work with 3-D
images.
Discussion:
Image 1 Image 2
Figure 2.5: Images to demonstrate limitation of global descriptors
Pixel-level global descriptors have been successfully used for many image pro-
cessing applications. However, some of these descriptors are extracted by con-
sidering the whole image and cannot capture the local variations in an image,
whereas, local variations play a vital role in representing images. For example,
consider Figure 2.5 where two images are shown. Both images contain tiles of
black and red colour. However, in Image 1, the colours are tiled only in two
horizontal sections. The upper section is in black and the lower section is in
red. In contrast, in Image 2, both colours cover two equal sections and they
are tiled diagonally in the image. Therefore, perceptually, Image 1 and Image 2
are very different. However, if these two images are represented using a global
descriptor (e.g. a colour histogram), it will result in the same descriptor and
eventually the image processing system will identify Images 1 and 2 as the same
image. To overcome this limitation, local descriptors are used and have achieved
significantly improved performance.
2.1.3.2 Image-level descriptors
Image-level descriptors are constructed using local descriptors. The construction
of image-level descriptors from local descriptors and the advantages of image-
level descriptors over local descriptors are explained in this section. Some pop-
ular image-level representations are a) Bag of Words, b) Pyramid match kernel,
c) Spatial pyramid matching and d) Efficient match kernel.
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Bag of words
Bag of words (BOW) [16] is one of the most popular image-level representations.
In BOW, an image is represented with a histogram that counts the frequency of
visual words in an image. A pictorial representation of BOW is given in Figure
2.6. It consists of three stages as follows:
1. Descriptor extraction: First, local descriptors (e.g. SIFT) are ex-
tracted from the images under consideration. All the extracted local de-
scriptors together form a descriptor database.
2. Clustering: The set of local descriptors of training images obtained from
the last stage undergoes a clustering process (e.g. k-means clustering).
The required number of clusters is provided by the user. The centroid
(computed by averaging all the descriptors belonging to a particular clus-
ter) of each cluster is referred to as the visual word and the set of all the
visual words together forms a dictionary of visual words.
3. Encoding: At this stage, each descriptor of images is compared with all
the visual words in the dictionary of visual words obtained from the last
stage and whichever visual word is closest (based on similarity or distance
calculation), the descriptor is replaced by that visual word. This process
is referred to as the quantization or encoding of local descriptors. After
replacing all the descriptors with their closest visual words, how frequently
a visual word occurs is counted and thereby a histogram is built. In this
way, in BOW, an image is represented using a histogram of visual words.
Figure 2.6: Bag of words
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Table 2.2: Local descriptors of an image to illustrate BOW
1 4 11 2
5 7 9 3
8 13 5 10
14 1 12 8
The concept of BOW can be explained using the example of a set of local
descriptors where the total number of descriptors is 16. For simplicity, the de-
scriptors are considered to have numerical values 1 − 16. The descriptor set is
then divided into four clusters with a clustering algorithm. Assume, the four
clusters are Cluster 1 (Visual word 1): Descriptors 1−4, Cluster 2 (Visual word
2): Descriptors 5− 8, Cluster 3 (Visual word 3): Descriptors 9− 12, Cluster 4
(Visual word 4): Descriptors 13− 16.
Given an image the local descriptors of which are shown in Table 2.2, to
obtain a histogram (or BOW) of this image, quantization is performed. As the
total number of clusters is 4, for quantization, each of the descriptors is assigned
to a 1 × 4 vector. The cluster which is nearest to an individual descriptor is
found by calculating the distance between the descriptor and all of the clusters.
For each descriptor, elements of the corresponding 1x4 vector will be 1 in the
location same as the nearest cluster number and 0 in other locations. In this
way, 16 1x4 vectors are formed. In other words, 4 bins with 16 elements are
obtained. By summing individual histogram bins, the following histogram is
obtained: H = [6 4 3 3]. Histograms are generally used after normalization.
One of the approaches to normalize histograms is, Hnorm(X) =
1
|X|
∑
x∈X h(x)
, where h(x) is the histogram bin corresponding to the visual word x and
|X|= √(∑x∈X H(x)2, H(x) is the total count of the histogram bins corre-
sponding to the visual word x. Therefore, the normalized histogram of the
image descriptors which are given in Table 2.2 is Hnorm =
1√
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[6 4 3 3].
Discussion:
BOW converts a set of high-dimensional local descriptors into a fixed-dimensional
sparse vector. Therefore, all the images under consideration are of the same di-
mensions and BOW is easy to use in image processing applications where fixed
dimension input vectorial space is required. Although BOW has shown its ef-
fectiveness, it is void of spatial information on the local descriptors. BOW only
considers the occurrence of local descriptors in an image. It neglects how the
local descriptors are spatially related to each other, whereas, spatial information
is a discriminative factor for image representation. In addition, BOW carries
out coarse quantization of local descriptors, leading to some information loss.
Pyramid match kernel
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Most image representation methods are based on a specific image resolution and
therefore are not robust to the potential clutter of additional local descriptors
when images have similar contents but vastly different resolutions. To overcome
this, pyramid match kernel (PMK) [20] was proposed. In PMK, the descriptor
set of each image is first mapped to multi-resolution histograms that retain the
distinct characteristics of individual descriptors at the highest resolution level,
and the histogram pyramids are then compared using a weighted histogram
intersection kernel. The concept of PMK is explained using Figure 2.7.
Figure 2.7: Pyramid match kernel
In Figure 2.7, two images (Images 1 and 2) are considered. For simplicity,
the descriptors are shown as alphabetical letters ranging from a to h. These
features are related in such a way that when clustering is performed to group
them into two clusters, Cluster 1 contains descriptors a− d and Cluster 2 con-
tains e− h. Similarly, at the next iteration of clustering when four clusters are
needed, the four cluster members will be a−b, c−d, e−f and g−h respectively.
Finally, if an optimal cluster number of eight is needed, each cluster will contain
a specific type of descriptor. In practice, the cluster centres are referred to as
code words or visual words. The visual words of each clustering iteration also
collectively form a visual word dictionary of a specific size.
To represent these two images for the PMK method, multi-resolution his-
tograms are computed. In Figure 2.7, an illustration with only three levels of
resolution is given. These resolutions are Resolution Level 0, Resolution Level 1
and Resolution Level 2, which correspond to the lowest, middle and the highest
resolutions (i.e. dictionary sizes) respectively. Histogram intersection between
two histograms is then given by (2.13) at each resolution level between two
images:
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M(A,B) =
r∑
j=1
min (Aj , Bj) (2.13)
where, A and B are histograms with r bins, and Aj denotes the count of the
jth bin of A.
M0, M1 and M2 are the histogram intersections between Images 1 and 2
at Resolution Levels 0, 1 and 2 respectively. Next, the weighted new matches
at each resolution level are summed up using (2.14). Matchings in the highest
resolution level (here, Resolution Level 2) are all new matches, but the matchings
in the lower resolution level (Resolution Level 1) also include the matching of
Resolution Level 2. Therefore, the new matches in Resolution Level 1 are (M1−
M2) and similarly the new matches in the lowest resolution level (Resolution
Level 0) are (M0−M1).
K(Image1, Image2) =
L∑
i=0
(wiNi) (2.14)
where, wi represents the weight associated with Resolution Level i given by
(2.15), L represents the corresponding numerical value of the highest resolution
level and Ni represents the new matches found at Resolution Level i.
wi =
1
2L−i
(2.15)
By combining (2.13), (2.14)and (2.15), the total match between the two
images in Figure 2.7 as per PMK is given as,
total match = M2 +
1
2
(M1−M2) + 1
4
(M0−M1) (2.16)
Discussion:
BOW represents images with a fixed size of dictionary, whereas, PMK uses
variable sizes of dictionary and individual images are represented with multi-
resolution histograms. Therefore, if a point is not matched in higher resolution,
it can be matched in the lower resolution. However, matches in the higher reso-
lution are given higher importance than the matches found in lower resolution.
In this way, PMK provides more accurate matching than BOW. Although PMK
is more effective than BOW, it does not incorporate spatial information in the
image-level descriptors. PMK also uses coarse quantization of local descrip-
tors. Therefore, during the encoding stage, a certain amount of information
loss occurs. In Chapter 3 of this thesis, the concept of PMK is explored for the
proposed work.
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Spatial pyramid matching
Spatial pyramid matching (SPM) [19] is one of the most popular image repre-
sentations that incorporates spatial information in the image-level descriptors.
SPM is inspired by PMK. However in SPM, variable sizes of dictionary are
not used. Instead, to make the pyamid of histograms, image-level descriptors
(histograms of visual words) from different pyramid levels (obtained by image
partitioning) are concatenated. A pictorial representation of SPM is given in
Figure 2.8. The main stages of SPM are:
1. Image partitioning: To represent images using SPM, first, images are
partitioned into increasing numbers of grids in the increasing order of grid
levels. At Grid Level n, an image is partitioned into 22n grid partitions.
In Figure 2.8, image partitions are shown for three grid levels (up to Grid
Level 2), which is recommended by [19] based on empirical testing.
2. Image-level descriptor extraction: After partitioning images in dif-
ferent grid levels, each of the partitions is represented by a histogram of
visual words using a fixed-size dictionary. Representation of each partition
is the same as representing each partition with BOW. Next, histograms
belonging to a particular grid level are concatenated to form the image-
level descriptor of that particular grid level.
3. Image matching: After representing each grid level, the matching be-
tween two images in each grid level is done using the histogram intersec-
tion given by (2.13). The final match is then obtained by summing up the
match scores obtained at each grid level using (2.14) ( here, Ni represents
the new matches found at Grid level i) to obtain the final match between
two images.
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Figure 2.8: Spatial pyramid matching
Several methods to modify the traditional SPM [19] have been proposed in
the literature. The key concept in traditional SPM is using fixed rectangular
grids to partition an image to extract spatial information among the descrip-
tors from each of these grid partitions. Subsequently, various researchers have
proposed other methods of sampling to achieve better representation. It has
been shown that the performance of SPM increases as the number of grid levels
is increased up to four [61, 62]. A different pyramidal structure was proposed
in [63] and it was later also adopted by [64] and [65], where the first two levels
are like the traditional SPM, but the final level consists of only three horizon-
tal partitions. Grid sampling was extended beyond the fixed spatial pyramids
in [66] where a comprehensive set of grids is densely sampled over location, size
and aspect ratio. To improve the image representation, scene geometry [67] is
used as an input parameter for generating the spatial pyramid definitions. In
contrast, in [68] apart from the geometric information, photometric aspects of
the images are also captured to distinguish different images more effectively.
A fast-deformable spatial pyramid matching algorithm [69] was introduced for
computing dense pixel correspondences to enforce both appearance agreements
between matched pixels as well as geometric smoothness between neighbouring
pixels.
To increase the effectiveness of SPM and to reduce classification complexity,
sparse coding [70] was included as a part in the SPM framework. It was further
extended in [71] where the dictionary of sparse codes is trained with a supervised
back-propagation algorithm to minimize classification error. Based on SIFT and
sparse coding, a hierarchical spatial pyramid max-pooling method was proposed
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in [72], and to increase the discriminative power of SPM using sparse codes an-
other approach was proposed in [73] by assigning different weights to the patches
of different levels. The sparse coding model suffers from reconstruction errors
caused by Gaussian or Laplacian distribution. To address this problem, spatial
pyramid robust sparse coding was proposed in [74].
The way images are represented in the different variants of SPM and the sizes
of dictionary used mean that the processing of descriptors may become compu-
tationally expensive. To overcome this issue, it is necessary to reduce the high
dimensionality of descriptors without reducing overall performance. One widely
used method starts with a large vocabulary which is generated by k-means or
similar kinds of clustering algorithms and then clustering these words again in a
compact dictionary by keeping the discriminative power of the original vocabu-
lary intact [75]. An established compression method named agglomerative infor-
mation bottleneck (AIB) [76, 77] constructs small and informative dictionaries
by compressing larger vocabularies using the information bottleneck principle.
AIB is used for compact adaptive spatial pyramid (CASP) [78] for presenting
a compact spatial pyramid representation. However, AIB causes degradation
in classification accuracy when applied to spatial pyramids. To overcome this
problem, the divisive information theoretic feature clustering [79] method was
proposed in [80]. It has been shown in [81] that Gabor kernel can make a
large dictionary compressible to build a compact one. Another approach to re-
duce dimensionality and computational cost is by using a discriminative spatial
pyramid representation [82]. In addition, a mixture sparse coding model was
proposed in [83] to minimize computational cost during the descriptor extrac-
tion phase.
Limitation: The SPM shows good performance in image-processing applica-
tions and many subsequent improvements have been proposed for it to achieve
better performance in various aspects, as discussed above. However, it has the
limitation that it is not robust to any kind of image or object rotation. This
limitation is discussed in detail with the help of Figure 2.9.
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Image 1: 0 degree rotated; Image 2 : 180 degrees rotated;
Partition numbers are shown in the grids
Figure 2.9: Limitation of SPM
Consider the two images in Figure 2.9. Both the images contain a common
scene, but the second one is 180 degrees rotated from the first one. A star
object exists in both images. In the first image, the star exists near the left
top area but in the second image, the same object exists near the bottom right
area. When matching these two images using the traditional SPM, there is no
problem with matching at Level 0. This is because all descriptors represent-
ing the objects are still within the corresponding partitions of the two images.
However, when matching at Level 1, the object of interest is in the first par-
tition of Image 1 but in the fourth partition of Image 2. Therefore, the SPM
may indicate that the two images are very different, even though visually they
are very similar. The same limitation arises at Level 2. Although the authors
of [84] have proposed an approach to counter this limitation of SPM. However,
there are a number of issues. Therefore, in Chapter 3, a detailed investigation
is conducted to enhance the effectiveness of SPM in terms or rotation invariance.
Discussion:
SPM is very effective for incorporating spatial information in the image-level
descriptors. Therefore, the structure of SPM (1 × 1, 2 × 2 and 4 × 4 grid par-
titions) has been used in many image-level representations including efficient
match kernel [85], Fisher encoding [86]. However, it still suffers from the limita-
tion related to rotation. This issue will be investigated for a solution in Chapter
3. In addition, SPM uses histograms of visual words representations similar to
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BOW. Therefore, it also suffers from information loss due to coarse quantization.
Efficient match kernel
Efficient match kernel (EMK) [85] has been proposed for more accurate match-
ing between images than BOW-based methods. Non-linear match kernels (e.g.
Gaussian kernels) effectively match two images with respect to their local de-
scriptors. However, for a large image database, it is not feasible to match in-
dividual images with the other images in the database due to time and storage
constraints. Therefore, in EMK, feature maps are obtained corresponding to a
non-linear match kernel where the feature maps act as the image-level descrip-
tors of individual images. Feature maps are obtained in such a way that they
inherit all the properties of the underlying match kernels. Image-level repre-
sentations that use BOW or histogram-based approaches suffer from the coarse
quantization of local descriptors. In contrast, in EMK, each local descriptor
participates equally in matching two images.
Table 2.3: Local descriptor set X of Image 1
1 4 11 2
5 7 9 3
8 13 5 10
14 1 12 8
Table 2.4: Local descriptor set Y of Image 2
4 5 1 8
11 9 6 2
10 15 8 4
6 2 11 9
With the help of an example, the advantage of EMK over BOW is presented
here. With respect to the example provided to explain BOW in Section 2.2.1,
two descriptor sets X and Y from two images (Images 1 and 2) are given in
Tables 2.3 and 2.4 respectively. Therefore, the normalized histograms obtained
for Images 1 and 2 using BOW approach are, Hnorm(X) =
1
|X|
∑
x∈X h(x) and
Hnorm(Y ) =
1
|Y |
∑
y∈Y h(y). Matching of images using the BOW approach is
given by (2.17) which is a linear kernel defined over the normalized histograms
of descriptor sets X and Y (considering the histograms are in column vector
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format),
(2.17)
KB(X,Y ) = Hnorm(X)Hnorm(Y )
T
=
1
|X||Y |
∑
x∈X
∑
y∈Y
h(x)h(y)T
=
1
|X||Y |
∑
x∈X
∑
y∈Y
δ(x, y)
where δ(x, y) =
{
1, if x and y both belong to the same cluster
0, otherwise
To calculate δ(x, y), both x and y individual descriptors corresponding to set
X and Y respectively calculate distances with all the clusters. Next, depend-
ing on the minimum distance, x and y are quantized with the corresponding
cluster. If x and y are quantized with the same cluster, then δ(x, y) returns
1. Otherwise, it returns 0. For example at (1,1) location, the corresponding
descriptors in both sets are 1 and 4 respectively. Since they both belong to
Cluster 1, their match will return 1. In contrast, at (1, 2) the locations of both
descriptor sets have descriptors 4 and 5 respectively, and they belong to Cluster
1 and 2 respectively. Therefore, their match will return 0.
Based on the above explanation, it is clear that δ(x, y) is a discrete function.
The discrete function does quantization with only 1 and 0. Therefore, there is
a high chance of information loss. The limitation of a discrete function can be
overcome by replacing δ(x, y) with k(x, y), a continuous function to measure the
similarity between x and y more accurately. After replacing δ(x, y) by k(x, y)
in (2.17), the match kernel is given as:
(2.18)KE(X,Y ) =
1
|X||Y |
∑
x∈X
∑
y∈Y
k(x, y)
where, k(x, y) = exp(−γ||x − y||2) is a Gaussian function, and γ is a Gaussian
constant or kernel parameter. The authors of [85] have refer to (2.18) as the
efficient match kernel.
By using k(x, y), the match score between the descriptors 1 and 4 at (1,1)
location of X and Y descriptor sets respectively is 0.4066 (using γ = 0.1 ),
whereas, the match score of the descriptors 4 and 5 at (1,2) location of X and
Y descriptor sets respectively is 0.9048 (using γ = 0.1 ). The match scores
obtained by k(x, y) also support human perception as they result in a higher
match score between the descriptors at (1,2) location compared to the descrip-
tors at (1,1) location. Hence the match kernel given by (2.18) referred to as
EMK by [85] is more effective and accurate in matching images than the match
kernel given by (2.17).
Following the above discussion, the advantages of EMK over BOW can be
summarised as follows:
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1. The computation cost of matching feature sets X and Y with BOW is
O(|X||Y |) (|X| represents the cardinality of set X) as each of the de-
scriptors of set X will be compared with each of the descriptors of set Y.
In contrast, the same for EMK is O(1), as set X and Y will be matched
directly with a function. Therefore, the EMK is more efficient than BOW.
2. Compared to BOW, which uses coarse quantization, EMK carries more in-
formation about how the individual descriptors of two different descriptor
sets are related in terms of similarity.
It is not feasible due to time and storage constraints to compute match
kernels over each pair of images when the image database is massive in size.
Therefore, feature maps are obtained corresponding to the match kernel (EMK).
Feature maps are obtained in such a way that they inherit all the properties of
the underlying match kernels. The inner product of these feature maps produces
the same match score as KE results over the local descriptors set. This is shown
by (2.19), where KE is represented in terms of feature maps:
KE(X,Y ) = φ(X)
Tφ(Y ) (2.19)
where, φ(X) and φ(Y ) are the feature maps corresponding to KE(X,Y ) us-
ing the descriptor sets X and Y respectively. These feature maps cannot be
extracted directly. Therefore, they are approximated with the help of a set of
basis vectors which is similar to a dictionary of visual words. The approximation
of feature maps from EMK is similar to the process of kernel descriptor extrac-
tion from match kernels. Therefore, to avoid repetition, detailed feature map
approximation is not given here. The approximated feature maps are considered
as the image-level descriptors which then can be used for image matching using
a linear kernel.
Discussion:
EMK is a better approach to encode image-level descriptors from local descrip-
tors compared to all histogram-based encoding approaches. The key strength
of EMK comes from the fact that during the encoding phase, no coarse quanti-
zation is needed. Instead, each local descriptor contributes equally to the con-
struction of the image-level representation. EMK encoding is used in Chapters
4-7 of this thesis.
2.2 Fusion of Descriptors
Base on the literature discussed thus far, kernel descriptors are very effective in
image processing and computer vision applications. In [2] and the subsequent
improved studies, it has been shown that combining kernel descriptors pro-
vides more accuracy than any individual descriptor. This is because, combining
kernel descriptors contains more discriminant information than any individual
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descriptor. However, the fusion approach used to combine kernel descriptors
in [2] and its subsequent variants is serial fusion where the fusion is performed
by concatenating the image-level descriptors obtained from individual KDES.
In the following section, some state-of-the-art descriptor fusion methods are dis-
cussed. Fusion of descriptors is broadly classified into two categories: early and
late fusion [87]. In early fusion, the extracted descriptors are combined into a
single representation and then the combined descriptor is used for classification,
retrieval or recognition. For example, in [2] image-level descriptors of gradient,
colour and shape kernel descriptors, are concatenated to form a single represen-
tation of each image. In Late fusion, separate models are learned for each of
the individual descriptors and the scores obtained from learned models are then
fused to obtain the final result. Many fusion approaches have been proposed in
the literature, including multiple kernel learning (MKL) which can be used for
both early and late fusions. Covariance matrix-based fusion is mainly used for
early fusion and correlation-based fusion used for Early fusion.
In this section, some of the works on the fusion of descriptors are discussed.
Descriptor fusion is very effective to enhance distinctiveness in image repre-
sentation. Descriptor fusion mainly combines all the information on individual
pixel attributes and uses them together to represent an image. However, the
effectiveness of descriptor fusion is not limited to only one application. It is
equally effective to make image representation scale-, rotation- and occlusion-
invariant. For example, images are normally affected by many factors like scale,
rotation and occlusion. An individual descriptor may be able to counter one of
the effects excellently, but the other effects may not be dealt with adequately.
To overcome this issue, in [88], a multiple kernel learning framework (MKL)
is proposed, where for each of the participating descriptors, a non-linear ker-
nel matrix is computed. A weighted summation is then performed over all the
kernel matrices to obtain the optimum kernel matrix, Kopt =
∑N
i=1 dNKN ; N
represents the total number of participating kernels and weights dN correspond
the trade-off level of the corresponding descriptor. The optimum kernel is then
solved in a SVM framework to obtain the classification result. This work is
extended in [89] to detect objects in all possible image sub-windows. In the
MKL framework, one candidate kernel may provide distinct information for one
sample, but for the other, it may degrade the whole performance. To deal with
this issue, in [90] each candidate kernel is assigned a latent binary variable which
allows each candidate kernel to adaptively contribute to or withhold from the
overall performance for each sample. A similar adaptive descriptor fusion is
performed in [91] by using a logistic regression-based method for choosing the
appropriate visual words of each descriptor to finally represent a sample.
Some research has also focused on descriptor fusion with covariance matri-
ces. In [92], an image region is represented with a covariance matrix of 9 pixel
properties which are the pixels’ x and y locations, R, G and B values and the
norm of first and second order derivatives of pixel intensity with respect to x
and y. This covariance matrix acts as the region descriptor. As the covari-
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ance matrix lies on the Riemannian manifold, Euclidean space algorithms will
not work. For this reason, a suitable distance learning metric is proposed to
find the dissimilarity between two covariance descriptors and eventually to be
used for classification, retrieval and detection. Similarly in [93], the image of
a pedestrian is represented with many covariance descriptors computed from
the overlapping regions. By applying a greedy algorithm and boosting, the
best covariance descriptor is used to represent the pedestrian. As conventional
machine learning algorithms (suitable for Euclidean space) are not useful for
classification, a learning algorithm is proposed using the geometry of Rieman-
nian manifold to classify the descriptors lying on it. The authors of [94] took
covariance to another level by proposing two-stage covariance descriptors. First,
covariance matrices are computed over densely-sampled patches using raw pixel
attributes followed by computing covariance over the covariance descriptors of
the first stage using spatial pyramid grids to form the image level descriptor.
Despite the descriptor fusion capability of covariance matrices, they suffer
from singularity issues when the sample numbers are less than the number of
descriptor vectors [95]. Moreover, the linear correlation relationship between the
descriptors in a covariance matrix may provide simplicity and efficiency, but it
cannot provide effectiveness when the descriptors have a non-linear relationship.
Therefore, in [96] instead of a covariance matrix, kernel matrices which are also
positive semi-definite matrices and lie on the Riemennian manifold are used
to fuse descriptors. Kernel matrices are built with non-linear kernel functions
which guarantee the matrix to be non-singular in most cases and it also provides
non-linear relationships between the descriptors.
In addition to MKL and covariance-based approaches, in [97], a fusion
method, discriminant correlation analyis (DCA) is proposed where class infor-
mation is incorporated during fusion. DCA enhances the pairwise correlation
between two descriptor sets while removing the between-class correlations. A
weighted fusion at the similarity score level is proposed in [98]. Adaptive weights
are applied to the similarity scores obtained using multiple descriptors and then
weighted similarity scores are fused to obtain the final similarity score. Rele-
vance feedback is applied to adjust the weights in each iteration based on the
retrieval result. Descriptor fusion has also been done by subspace learning [99]
where a learned subspace boosts the pairwise canonical correlations of descrip-
tor sets and simultaneously reduces the high dimensionality of fused descriptors.
Discussion:
Fusion of descriptors is an approach to increase the effectiveness of image repre-
sentation. A variety of methods is available in the literature to fuse descriptors
to achieve different goals. In the present study project, the research aim of
fusion is to increase the distinctive information of an image representation by
capturing all the information coming from different pixel attributes into a sin-
gle framework. Therefore, a unique descriptor named fused kernel descriptor
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(FKD) is proposed in Chapter 6 of this thesis.
2.3 Image Databases
In this project, to evaluate the proposed solutions for the potential research
problems, three main databases are used: the Scene categories database, the
Caltech 101 database, and the 21 land use database. In addition to these three
databases, specifically for Chapter 6, the Outex TC 0012 database and a set of
images from the Oliva and torralba database are used.
2.3.1 Scene categories database
The Scene categories database [19] contains 15 different classes of grayscale im-
ages. A set of sample images is shown in Figure 2.10. The number of images
in the classes varies from 200 to 400 and in total, the database consists of 4485
images. The average size of the images in this database is 300 × 250 pixels.
The different classes of this database are (1) Bedroom, (2) Coast, (3) Forest,
(4) Highway, (5) Industrial, (6) Inside city, (7) Kitchen, (8) Living room, (9)
Mountain, (10) Office, (11) Open country, (12) Store, (13) Street, (14) Suburb
and (15) Tall building.
Along with the original version, a rotated version of this database is used
to test rotation invariance in Chapters 3 and 7. To form the rotated database,
each of the images are manually rotated at 45, 135, 225 and 315 degrees. These
rotated images along with the original unrotated images are kept together in
the rotated database. Therefore, the rotated database consists of a total 22425
images.
Figure 2.10: Sample images from Scene categories database
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2.3.2 Caltech 101 database
The Caltech 101 database [100] contains 101 object categories and Google back-
ground category. The number of images in each category varies from 31 to 800
and in total, the database consists of 9146 images. The resolutions of images
in this database vary from very low to very high. However, most of the images
are of 300×300 pixels on average. The different classes of this database include
animals, vehicles, flowers to architecture, musical instruments and tools.
2.3.3 21 land use database
This database consists of 21 different classes of images [101]. Each class consists
of 100 images and overall, the whole database contains 2100 images. The 21
different classes are: (1) Agricultural, (2) Airplane, (3) Baseball diamond, (4)
Beach, (5) Buildings, (6) Chaparral, (7) Dense residential, (8) Forest, (9) Free-
way, (10) Golf course, (11) Harbor, (12) Intersection, (13) Medium residential,
(14) Mobile home park, (15) Overpass, (16) Parking lot, (17) River, (18) Run-
way, (19) Sparse residential, (20) Storage tanks and (21) Tennis court. Most
images on this database are of 256× 256 pixels. The main characteristic of this
database is that images belonging to different classes are captured with differ-
ent camera angles. Therefore, the images are naturally rotated. Some sample
images of this database are shown in Figure 2.11.
Figure 2.11: Sample images from 21 land use database
2.3.3.1 Outex TC12 000
Outex TC12 000 [102] consists of 24 different classes of texture images which are
captured under three illuminations and nine rotation angles. The illuminations
are inca, tl84 and horizon. The rotation angles are 0, 5, 10, 15, 30, 45, 60, 75 and
90 degrees. Individual images are of the size of 128 × 128 pixels. For each
rotation angle, there are 20 images under a specific illumination condition. A
set of sample images from this database is shown in Figure 2.12.
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Figure 2.12: Sample images from Outex TC12 000
2.3.3.2 Oliva and Torralba database
A set of natural scene images is considered from this database [103] which is a
subset of the Scene categories database. In total, the set consists of 1472 images
which belong to four classes: (a) Coast, (b) Forest, (c) Mountain and (d) Open
country. Sample images from this database are shown in Figure 2.13.
Figure 2.13: Sample images from Oliva and Torralba database
2.4 Machine-learning and Evaluation Metrics
2.4.1 Clustering
Clustering is a form of unsupervised machine learning. If a set of unlabelled
data is given, a clustering algorithm divides the data into many groups based
on a similarity measure or distance calculation in such a way that the similarity
between the members of the same group is higher than the similarity between
members of different groups [104]. In other words, the average distances be-
tween the members of a particular group are less than the distance to a member
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of another group. These groups are referred to as clusters. In this project, to
create a visual word dictionary, a clustering algorithm is applied to divide all
the local descriptors obtained from the training images of an image database to
a pre-defined number of clusters. The total number of clusters reflects the total
number of visual words in the dictionary. The size of the dictionary determines
the dimensionality of the image-level descriptors to represent images [105]. The
centroid (obtained by averaging descriptors belonging to a particular cluster) of
each cluster is considered as a visual word in the dictionary. After clustering,
during the quantization (or encoding) phase, individual local descriptors are
compared with all the visual words. Next, the visual word with which a local
descriptor finds the highest similarity score or the least distance, replaces the
corresponding local descriptor. Therefore, a local descriptor is only represented
with its nearest visual word. This is called hard quantization. In contrast, in
soft quantization, individual local descriptors have a similarity score (or dis-
tance) with all the visual words. This reflects that how each local descriptor
is related with all the visual words is provided by soft quantization [106]. In
this project, Chapter 3 uses hard quantization and Chapters 4 to 7 use soft
quantization.
For clustering, k-means is a popular algorithm [107]. Given a set of n num-
bers of d-dimensional points, X = {x1, x2, · · · , xn}, K-means algorithm aims
to find optimized partition of n points into k clusters, C = {c1, c2, · · · , ck} in
such a way that the mean of the squared error between the mean position of
a cluster and the points in that cluster is minimized. If the mean of a cluster
cl is µl, then the squared error between the points of cl and µl is defined as
J(cl) =
∑
xi∈cl ||xi − µl||2. Similarly, squared errors are calculated over all the
clusters and by summing them up, the squared error over all the clusters be-
comes J(C) =
∑k
l=1
∑
xi∈cl ||xi − µl||2. The optimum partition to form the k
clusters is obtained by minimizing the cost function J(C). Along with conven-
tional k-means, many variants [108–112] of this algorithm exist in the literature.
Discussion: Clustering is an important step to convert high-dimensional lo-
cal descriptors to low-dimensional image-level descriptors. Many algorithms of
clustering exist in the literature and k-means is one of the most popular clus-
tering algorithms. In this project, the conventional k-means algorithm is used
to generate the visual word dictionaries.
2.4.2 Supervised Image Classification
Image classification is a process to group similar images together in terms of a
similarity measure or distance calculation. The average similarity score of im-
ages in the same group is higher than the similarity score between two images
belonging to two different groups [113], [114]. In other words, the average dis-
tance between the images of a group will be less than the distance between two
images belonging to two different groups. In supervised image classification, a
set of images (training images) belonging to different groups or classes along
44
with their label information is used to train a classifier model. After training
the model, images (test images), which are not used for training, are used to
test the classifier. The trained model predicts the groups to which test images
belong. Based on the prediction and the test images’ actual label information,
the accuracy of the classifier is obtained.
Support vector machine:
One of the most popular and powerful classifiers is the support vector machine
(SVM) [115,116]-based classifier. The main concept of SVM is to represent the
training data in a space and divide the data into different groups or classes
whereby the separation between the classes is as wide as possible. When new
data are fed to the classifier, it maps the data in the same space and predicts
the class to which the data belong. If the training data are not separable in the
space where SVM initially represents the data, then the data are projected to
a higher-dimensional space where data separation to different classes becomes
easier using separate hyper-planes. This phenomenon is shown in Figure 2.14,
where φ is a mapping function.
Figure 2.14: Projection of data points from lower dimensional to higher
dimensional space
In practice, instead of mapping individual data points to the higher dimen-
sional space, a function (kernel function) takes as input the original data points
and provides output in higher-dimensional space. The benefit of using kernel
function is that it makes computation very efficient as individual data points
are not needed to map into the higher dimensional space. This process is called
kernel trick.
The definitions of some kernel functions [117]. which are useful in SVM are
as follows:
Linear kernel: The linear kernel is the simplest kernel, and it is given by
(2.20):
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K(x, y) = xT y + c (2.20)
where, c is a constant and it is optional for the operation.
Gaussian kernel: The Gaussian kernel is given by (2.21):
(2.21)K(x, y) = exp(−
||x− y||2
2σ2
)
= exp(−γ||x− y||2)
where, σ is the standard deviation of the function and γ = 12σ2 . Radial basis
function (RBF) is a type of Gaussian kernel.
Laplacian kernel: The Laplacian kernel is similar to the Gaussian kernel.
However, it is less sensitive to σ. It is given by (2.22):
K(x, y) = exp(−||x− y||
σ
) (2.22)
Polynomial kernel: The Polynomial kernel is a simple non-linear kernel,
given by (2.23):
K(x, y) = (αxT y + c)d (2.23)
where α is the slope of the function, c is a constant and d is the degree of the
polynomial.
Histogram intersection kernel:
Histogram intersection kernel is explained in the Pyramid match kernel sec-
tion. It is given by (2.24):
K(x, y) =
n∑
i
min(xi, yi) (2.24)
where, n is the total number of bins in the histograms xi or yi and i repre-
sents individual bins of the histograms.
Artificial neural network:
The aim of an artificial neural network (ANN) [118] is to mimic the human
brain. The basic building blocks of ANNs are neurons. Each neuron in an ANN
structure takes one or more input values and provides a output value. The basic
operation of each neuron is explained using Figure 2.15, which is also called a
perceptron.
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Figure 2.15: Working principle of a neuron
Each neuron takes one or more training input data which are fed to the
neuron with an associated weight. Inside the neuron, two operations happen.
At first all the input data weighted with the corresponding weights are summed
up. In the next step, the summation result is fed to an activation function
which maps the summation result within a specific range (for example, [0,1] or
[-1,1]) to provide the output of that neuron. Some of the activation functions
are Threshold function, Sigmoid function, Rectifier function and Hyperbolic
tangent function [119].
A perceptron is the simplest neural network structure. To train the network
or for the learning process, the output (yˆ) which comes out from the perceptron
needs to be compared with the desired output (y) corresponding to the input
data. The error related to the actual output and the desired output is calculated
using the cost-function given by (2.25). The error obtained using the cost-
function is back-propagated to the neural network and a weight function adjusts
the weights, so that error is minimized. This process is done for all the training
input data and the process is iterated for a number of times until the error
goal (minimum error set by the user) is achieved. Updating the weights with
respect to the errors generated by the cost function is done by a gradient decent
algorithm [120] or a stochastic gradient decent algorithm [121].
C =
1
2
(yˆ − y)2 (2.25)
Nearest neighbour classifier:
Nearest neighbour or K-nearest neighbour (KNN) [122] is used for both classi-
fication and regression. However, it is more popular for the former application
than the latter. With the help of an example given by Figure 2.16, here a
two-class classification problem is shown using KNN classifier.
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Figure 2.16: KNN classifier with K=3
In Figure 2.16, two classes are shown using black and red circular points
respectively in a two-dimensional descriptor space. Now, consider an unknown
point (purple coloured) in the same descriptor space and it is necessary to find
its corresponding class. To do this using KNN, take K=3. Therefore, to find
the class label of the unknown point, first it is necessary to select the three
nearest neighbours of the unknown point. The three nearest neighbours are
shown inside a dashed circle centred at the unknown point. From the three
neighbours, two belong to the class of red circular points and one belongs to the
class of black circular points. Therefore, the class of red circular points provides
more votes (66.66 %) to the unknown point compared to the vote (33.33 %) of
another class. Based on the majority of votes, the unknown point is classified
to the class of red circular points. In a similar way, KNN can also be used for
multi-class classification.
For a two-class problem, K must be an odd value and the number which is
the multiple of the number of classes must be avoided as the value of K. The
selection of K is a major factor for KNN classifier. For higher K, the result is
more accurate.
Discussion: For the supervised classification in this project, SVM-based classi-
fication is mainly used. To classify images using SVM, a one vs. all approach is
used and to implement the SVM classifier in Matlab, LIBSVM [123] is used. In
Chapter 5, for two different experiments, ANN and KNN are used over Python
environment using the Scikit-learn [124] package.
2.4.3 Image Retrieval
Image retrieval is a process to retrieve images based on a query [125], [126]. The
query can be considered as a text (key word) or an image itself. In this project,
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an image is used as a query to retrieve images from the database based on a
similarity measure. The similarity measure can be determined by distance cal-
culation or by calculating similarity scores using the kernel functions mentioned
earlier in Section 2.4.2. The query image will find a distance or similarity score
with individual database images with respect to the descriptors. The database
images will be retrieved in the order of lowest distance or the highest similarity
score. The retrieved images which are of the same class or group as the query
are termed as relevant images and others are irrelevant images. Based on the
relevant and irrelevant images to a query, image retrieval metrics are calculated.
One of the most popular approaches to obtain image retrieval performance is
the calculation of precision and recall. Precision measures how relevant the
retrieved result is, whereas recall measures how many relevant results are re-
trieved. The mathematical forms of precision and recall are given by (2.26) and
(2.27) respectively [127], [128]:
Precision =
Numberofrelevantimagesretrieved
Totalnumberofretrievedimages
(2.26)
Recall =
Numberofrelevantimagesretrieved
Totalnumberofrelevantimagesinthedatabase
(2.27)
Precision and Recall values are calculated based on the top k retrieved images
and they are often presented as recall-precision (R-P) curve.
Another popular image retrieval metric is mean average precision (MAP)
[129], which summarises the precision and recall values to a single value [34]. To
calculate MAP, average precision (AP) given by (2.28) needs to be calculated.
The AP for a single query q is the mean over the precision scores after each
relevant retrieved item.
AP =
∑n
k=1(Pk × r(k))
NR
(2.28)
where, Pk is the Precision value at the k
th retrieved image, r(k) is an indicator
function which equals 1 if the image at kth rank is relevant, otherwise 0, and
NR is the total number of relevant images retrieved. MAP is the mean of the
average precision values over all sets of queries and it is given by (2.29):
MAP =
1
Nq
Nq∑
q=1
AP (q) (2.29)
where, NQ is the total number of query images and AP (q) is the average preci-
sion of query q.
Discussion: Along with image classification performances, in each chapter,
image retrieval performances are also given. The aim of providing the retrieval
performances is to check the effectiveness of the proposed works in this project
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in terms of retrieval. Retrieval performances are provided using recall-precision
curves and average precision metrics.
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Chapter 3
Enhancing Spatial Pyramid
Matching with Improved
Level Contribution and
Multi-Resolution
Representation
3.1 Introduction
Spatial pyramid matching (SPM) is one of the most popular and effective im-
age representation methods to incorporate spatial information in image-level
descriptors. As shown in Figure 2.8 in Chapter 2, in SPM representation, an
image is partitioned into increasing numbers of grids and in increasing order
of pyramid levels, such that the nth level has 2n grid partitions. For accurate
matching, each grid partition of one image is matched with the corresponding
grid partition of another image. To provide the degree of importance to the
match scores obtained from each grid level, a weight function is used in such a
way that the highest grid level where the maximum grid partitions exist, has
the highest importance. The lowest grid level, which is the entire image, has
the least importance to the final match score between two images. Although
SPM is very powerful for incorporating spatial information, its effectiveness is
limited when it deals with images with rotation. This limitation was explained
using Figure 2.9 in Chapter 2. The rotation issue in SPM is mainly due to the
matching between the corresponding partitions of two images, while the object
of interest (or the related descriptors of it) fall in different partitions due to
rotation effects.
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Figure 3.1: Thesis objectives and proposed outcomes. The contributions of
this chapter are highlighted
In traditional SPM (TrSPM) [19], an image is represented by a multi-resolution
histogram. The multiple resolution in TrSPM comes from the increasing num-
ber of partitions at different pyramid levels. For example, if the dictionary size
is X, then the descriptor dimensions of pyramid level 0, 1 and 2 will be X, 4X
and 16X. Therefore the final descriptor dimension is 21X. However, Pyramid
match kernel (PMK) [20] maps unordered descriptor sets to multi-resolution
histograms. The multiple resolution in PMK comes from the multiple dictio-
nary sizes used to represent individual images. For example, if the dictionary
sizes are X, 2X, 4X and 6X, then individual images will be represented with
multiple histograms which are of dimensions X, 2X, 4X and 6X respectively.
Therefore, the final descriptor dimension will be 13X.
The authors of [84] have taken the initiative to address the rotation issue of
TrSPM. However, due to a number of limitations, it is not suitable to establish
the proposed work in [84] as the rotation invariant SPM. These limitations will
be discussed later in this chapter. Therefore, there is a need for thorough in-
vestigation to make SPM robust to rotation. In addition, both SPM and PMK
have advantages. However, to date no work has combined the strengths of both
SPM and PMK.
The two challenges mentioned above will be addressed in this chapter as
shown in Figure 3.1. Specifically, the contributions of this chapter are as follows:
1. A detailed investigation is performed on three different partitioning schemes
to study which partitioning scheme better facilitates rotation invariance.
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2. A new weight function is proposed to determinate the proportion of the
contribution of the similarity scores derived at each level of rotation-
invariant SPM structures to the final similarity score.
3. A framework to combine pyramid match kernel and spatial pyramid match-
ing is proposed.
The rest of this chapter organised as follows: The limitations of the existing
rotation invariant SPM are discussed in Section 3.2. An investigation is carried
out in Section 3.3 to find an appropriate partitioning scheme which is suitable to
design a rotation-invariant SPM structure. A new weight function is proposed
in Section 3.4. The proposal of combined pyramid matching is provided in
Section 3.5 follwed by the experimental study in Section 3.6. Finally, Section
3.7 concludes the chapter with a discussion.
3.2 Limitations of Existing Rotation Invariant
SPM
To deal with the rotational issue of TrSPM, the main concern is how to pre-
serve the spatially close descriptors in the corresponding partitions of similar
images with different rotations. If the objects or the descriptors belonging to
the objects fall into the corresponding partitions of two images with similar
contents (or similar scenes) and different rotations, they will be matched well.
To do this, in [84] the authors proposed a spatial pyramid ring (SPR) approach
which partitions images into circular concentric rings in different pyramid levels.
In [84], the starting level is considered as Level 1 (in TrSPM, the starting level
is Level 0) where the number of image partitions is 1 (i.e. the entire image).
In each successive pyramid level, the number of partitions is doubled from the
immediately lower level. After concatenating the BOW histograms from each of
the partitions of each level, the final image representation which is responsible
for image matching is formed.
Although the authors [84] claim that SPR addresses the rotational issue, it
still has limitations regarding effectiveness. Moreover, the result analysis is also
not clearly elaborated. In the SPR approach, each of the concentric rings is cap-
tured over the entire image region unlike in TrSPM where the grid partitions are
limited to a specific region of the image, irrespective of pyramid level. There-
fore, at a specific pyramid level, SPR partitions (rings) contain more information
than the TrSPM partitions. One has to be very careful while partitioning the
images in concentric ring format. This is because, if an image is divided into too
many partitions, it results in the descriptor being over-discriminative. There-
fore, when any slight translation occurs to one of two visually similar images,
the corresponding partitions will have descriptors that are different, which in
turn causes mismatching. However, if the number of rings is increased linearly
with the successive pyramid levels, it will be an effective approach to observe
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how the matching performances are affected by the increasing number of par-
titions. However, in [84], without any convincing reason, the authors simply
partitioned the images where the number of rings in each level is twice the num-
ber of rings of its immediately previous level. Moreover, the authors used four
pyramid levels (Level 1 to 4), but they did not mention the effect on matching
if the pyramid levels are increased further.
In the SPM framework, a weight function plays a vital role in providing
the degree of importance to the match scores obtained from different pyramid
levels. Higher level descriptors contain more location-specific information than
the lower levels. Therefore, the match scores obtained from higher levels should
be given more importance compared to the lower levels while calculating the
entire match score between two images. In [84], the authors do not mention
any weight function which is applied to the SPR representation. There are two
possibilities: either the authors used the same approach of providing weights
as in [19] or they gave equal importance to the match scores obtained from
individual pyramid levels. In both cases, image matching is not as accurate as
it should be with an appropriate weight function. Therefore, to proportion the
contribution of descriptors resulting from individual pyramid levels to the final
matching between two images, a suitable weight function is proposed in this
chapter.
In [84], authors have used conventional keypoint-based SIFT as the local
descriptor. Conventional SIFT performs worse for classification and retrieval
compared to the case when dense SIFT is used. For dense SIFT, descriptors are
extracted at every location and it has also been shown that densely extracted
descriptors (i.e. dense SIFT) carry more discriminative information compared
to their conventional keypoint-based version [130]. Therefore, the classification
performance provided in SPR [84] is unsatisfactory. In TrSPM [19], where ob-
ject and scene classification is done with higher accuracy, dense SIFT is used.
There is another disadvantage of using conventional SIFT in the SPM frame-
work. As images are partitioned in different pyramid levels, it is quite common
for a keypoint to be detected in one partition but some of the neighbouring
pixels which are required to describe that detected keypoint fall in to different
partitions. This results in a less informative descriptor and affects the overall
matching. This limitation doesnot exist when dense SIFT is used as there is
less chance of information loss due to descriptor extraction at every location.
In this chapter, the rotation invariance of SPM is also investigated using con-
centric ring partitions. However, the performance of the partitioning schemes is
evaluated with more thorough and complete analysis of the experimental results
reported later in this chapter.
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3.3 Investigation on Different Partitioning Schemes
Due to all the above limitations of SPR [84], a thorough investigation is re-
quired to build a robust spatial pyramid structure that is effective in matching
images with rotation. To do this, three different partitioning schemes are in-
vestigated here. The aim of these three partitioning schemes is to result in an
image representation that is invariant to image-level rotations. To be precise,
these partitioning schemes will preserve spatially close descriptors in the corre-
sponding partitions of two images at each level of the spatial pyramid. They
are unlike TrSPM, where due to rotation, the corresponding descriptors may fall
into different partitions. Specifically, grid partitioning is replaced by concentric
ring-fashion partitioning. The concentric ring approaches partition images with
reference to the centre of an image. Therefore, compared to the partitions in
TrSPM, the descriptors obtained using concentric ring schemes are more robust
to rotation when representing an image which is rotated or captured of a scene
with different camera orientations. The three proposed partitioning schemes
investigated here are:
1. Rectangular ring partitioning (RRP)
2. Circular outer ring partitioning (CORP)
3. Circular inner ring partitioning (CIRP)
3.3.1 Rectangular ring partitioning (RRP)
The concept of RRP is to partition images using a concentric rectangular ring
approach in such a way that successive higher levels have linearly increasing
numbers of partitions than the immediate lower level. Specifically, Level i of
partitioning produces i+ 1 partitions. Therefore, Level 0 has one partition (i.e.
the entire image), Level 1 has two partitions and so on. To align with the design
in [19], the pyramid levels in this work also start from Level 0. With reference
to Figure 3.2(a), when an image of N ×M dimension is partitioned using RRP
at Level i, for i > 0, a N/(i + 1) ×M/(i + 1) block is first extracted from the
centre of the image, i.e. the block’s centre is referenced to the centre of the
image. This partition is referred to as r P i1 which is the first partition at Level
i. Next, a rectangular ring (if i = 1) or several rectangular rings (if i > 1) are
extracted from the rest of the image. The jth(j > 1) partition r P ij at Level i of
an image will be a rectangular ring between the jN/(i+ 1)× jM/(i+ 1) block
and (j − 1)N/(i+ 1)× (j − 1)M/(i+ 1) block. Both the blocks are centred at
the image centre and the jN/(i+1)× jM/(i+1) block is the entire image when
j = i + 1. For example, at Level 1, the first partition is r P 11 and the second
partition, r P 21 is the rectangular ring between the (2N/2)× (2M/2) block (i.e.
the entire image) and the (N/2)× (N/2) block.
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An RRP scheme of an image up to Level 2 is shown in Figure 3.2(a) and it
is visible that the object of interest (star) is preserved in the corresponding
partitions, irrespective of the original and rotated images.
3.3.2 Circular outer ring partitioning scheme (CORP)
CORP is based on concentric circular rings, where at each level of partition,
the image boundary is always inside the outer-most ring. In this scheme, Level
i of partitioning produces (i+1) partitions. With reference to Figure 3.2(b)
for a N × M image, at Level i (for i > 0), a circular partition with radius
(
√
N2 +M2/2(i + 1)) is extracted with reference to the centre of the image.
This partition is referred to as co P i1 which is the first partition at Level i.
Next, a circular ring (if i = 1) or several circular rings (if i > 1) are extracted
from the rest of the image. The jth (j > 1) partition co P ij of the image at
Level i (for i > 0) will be the circular ring between the circular sections with
radii j
√
N2 +M2/2(i+ 1) and (j−1)√N2 +M2/2(i+ 1) respectively from the
centre. For example, at Level 1, the first partition is co P 11 and the second par-
tition, co P 21 is the circular ring between the circles with radii (
√
N2 +M2/2)
and (
√
N2 +M2/4) respectively, where
√
N2 +M2/2 is the diagonal length of
the image. The CORP scheme is illustrated using Figure 3.2(b) where partitions
are shown up to Level 2 only and it is clearly visible that the object of interest
(the star) is preserved in the same corresponding partitions of the original and
rotated images.
3.3.3 Circular inner ring partitioning scheme (CIRP)
CIRP is also based on concentric circular rings. However, in each level of parti-
tion, the outer-most ring is always inside the image boundary. In this scheme,
Level i of partitioning produces i+1 partitions. With reference to Figure 3.2(c),
for a N ×M image (N < M), at Level i (for i > 0), a circular partition with
radius N/2(i + 1) is extracted with reference to the centre of the image. This
partition is referred to as ci P i1 which is the first partition at Level i. Next, a
circular ring (if i = 1) or several circular rings (if i > 1) are extracted from the
rest of the image. The jth(j > 1) partition ci P ij of an image will be a circular
ring between the circular sections with radii jN/2(i+ 1) and (j − 1)N/2(i+ 1)
respectively from the centre. For example, at Level 1, the first partition is ci P 11
and the second partition, ci P 21 is the circular ring between the circles with radii
(N/2) and (N/4) respectively, where N/2 is the perpendicular distance from the
image centre to the image side of dimension N . The CIRP scheme is demon-
strated using Figure 3.2(c) (considering N = M) where partitions are shown
up to Level 2 only and it is clearly visible that the object of interest (the star)
is preserved in the same corresponding partitions of the original and rotated
images.
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In Figure 3.2, apart from the object of interest (the star), a red circular object
exists at the image centre. Using all three rotation invariant (RI)-partitioning
schemes, the red circular object always is preserved in a single partition irre-
spective of different pyramid levels. However, this is not be the case in TrSPM,
where parts of the red circular object always fall in different partitions of differ-
ent pyramid levels. The SPM structures built with RI-partitiong schemes are
referred to as RI-SPMs in the rest of this thesis.
3.4 Proposal of a New Weight Function
In TrSPM, an image is divided into increasing numbers of grid partitions at
each successive level. Each grid partition is then represented by a fixed resolu-
tion histogram. Images are matched by using (2.14) which uses the weighted
accumulation of the similarity scores derived from the histogram intersection
between the corresponding pyramid levels of two images. As the histograms
at the higher levels contain more location-specific information compared to the
lower levels, the similarity scores obtained at a higher level have more contribu-
tion to the final similarity score compared to the scores obtained at lower levels,
and this is done by incorporating a weight function in (2.14).
In TrSPM, the weight associated with the similarity scores at each level is
inversely proportional to the square root of the number of grids (or partitions)
at that level. For example, at Level 0, the entire image is considered as a single
grid. Then at Level 1, the number of grids is 4. Similarly, at Level 2, the number
of grids is 16. Therefore, according to (2.15), the weights associated with Levels
0, 1 and 2 are 1/4, 1/2 and 1 respectively. Here this weight function is referred
to as the conventional weight function (CWF).
The number of image partitions at each level of the SPM structures built
with RI-partitioning schemes is different from that reported in [19]. For the RI-
SPM structures, at each successive higher level, the number of image partitions
is just one more than the immediate lower level. In contrast, in the TrSPM,
the number of image partitions in each successive level increases by a factor
of 4 from its immediate lower level. Therefore, the way spatial information is
incorporated in the descriptors at different levels of the TrSPM is very different
to the way it is in the RI-SPMs. For this reason, the weight assignments to
the different levels of RI-SPM structures should be different from those for the
different levels of TrSPM. This is because the weights are assigned to provide
more importance to the levels where the descriptors contain more spatial infor-
mation or location-specific information compared to the other levels. Therefore,
for RI-SPMs, there is a need for a new set of weights instead of the weights re-
sulting from CWF which are very specific to TrSPM only. For example, when
images are partitioned using any of the RI-partitioning schemes up to Level 5
and after calculation of the similarity scores at each level, the weight assigned
to Level 0 (the entire image) as per CWF will be 0.0313, which almost discards
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the contribution of Level 0 to the entire match.
Due to the above limitation of CWF, the motivation for the proposal of a
new weight function is two-fold:
1. The proposed weight function should be suitable for the RI-SPM struc-
tures.
2. The proposed weight function should not violate CWF when it is applied
in the TrSPM scenario.
By satisfying the above two conditions, a new weight function is proposed
which is named the generalized weight function (GWF) and it is given by (3.1):
wi =
1√
Pf/Pi
(3.1)
where Pf is the total number of image partitions at the highest pyramid level
and Pi is the total number of image partitions at the i
th pyramid level. In
proposing GWF to assign weights to different levels of SPM, the focus was to
determine how much location-specific information (in terms of number of image
partitions) an individual level carries with respect to the highest level which
carries the maximum location-specific information.
In the three-level TrSPM, if GWF is applied as per (3.1) then the weights
assigned to Levels 2, 1 and 0 are 1, 0.5 and 0.25 respectively, which are the same
if CWF is applied as per (2.15). Therefore, GWF satisfies CWF in traditional
SPM scenario. In contrast, in the RI-SPM structures, the weights assigned
to the different levels using GWF are completely different to those for CWF.
Table 3.1 shows a comparison of the weights assigned to each level of the RI-
SPM structures as per CWF and GWF, considering the highest level of pyramid
is 5. In the experimental section, RI-SPM as and the TrSPM are tested with
both GWF and CWF.
Table 3.1: Comparison of weights to be assigned at different levels of RI
SPMs as per CWF and GWF
Weights for individual level CWF GWF
W5 1 1
W4 1/2
1 = 0.500 1/
√
6/5 =0.9129
W3 1/2
2 = 0.250 1/
√
6/4 =0.8165
W2 1/2
3 = 0.125 1/
√
6/3 =0.7071
W1 1/2
4 = 0.062 1/
√
6/2 =0.5774
W0 1/2
5 = 0.031 1/
√
6/1 =0.408
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3.5 Combination of Pyramid Match Kernel and
Spatial Pyramid
Pyramid matching using histogram intersection kernel is the key concept for
both PMK and SPM. In PMK, a pyramid of histograms is formed with multi-
resolution histograms where each resolution of the histogram is obtained using a
specific size of dictionary. In PMK, no image partitioning is involved. However,
in SPM, a pyramid of image partitions is built on an image, where each cell (or
partition) of individual pyramid levels is represented with a fixed dimensional
histogram. In short, PMK uses multiple sizes of dictionary to represent an
image at different resolution levels, whereas, SPM uses a fixed-length dictionary
to represent image partitions at different pyramid levels. Both PMK and SPM
have unique characteristics to effectively represent an image, as follows:
1. If images are represented with a fixed-dimension dictionary, then there are
two possibilities. (i) When the dictionary is too dense, local descriptors
related to perceptually different objects may be quantized as the same
visual word. (ii) If the dictionary is too sparse, local descriptors related to
perceptually similar objects may be quantized to different visual words.
Therefore, the dictionary size should be optimum. However, the calcu-
lation of optimum dictionary sizes for individual databases is a tedious
process and that is where the advantage of PMK lies. Instead of obtaining
optimum dictionary sizes for each database, images are represented with
multi-resolution histograms using multiple-dimension dictionaries. In this
way, whichever descriptors are not matched at the lower resolution can
be matched at the higher resolution. Higher resolution matches are more
accurate, and they are given greater importance than matches obtained at
lower resolutions. By aggregating matches from all resolutions, the final
image matching is obtained.
2. Whether the images are represented with a one or a multi-dimension dic-
tionary, the information regarding how local image descriptors are spa-
tially related to each other is still not incorporated in the final image
representation. However, spatial information is vital to effectively repre-
sent images. This is achieved by SPM, where an image is partitioned into
increasing numbers of partitions in different pyramid levels. By pairwise
matching between corresponding partitions of two different images, spa-
tial information is incorporated in the final matching between two images.
However, SPM uses a fixed-dimension dictionary to represent different
image partitions.
From the above discussion, it is clear that both PMK and SPM have strengths
and limitations. Therefore, in this chapter, a combined pyramid matching
method is proposed to integrate the strengths of PMK and SPM in such a
way that both PMK and SPM complement each other to overcome their respec-
tive limitations .
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The idea is to first construct dictionaries of different sizes. Next, images are
represented according to the SPM levels (as shown in Figure 2.8 or Figure 3.2)
using different dictionary sizes. Images represented using the smallest dictionary
size is the lowest resolution SPM representation. Similarly, images represented
using the largest dictionary size is the highest resolution SPM representation.
The next step is to calculate and store matching scores between two images at
each resolution of SPM representation. Finally, the matching scores obtained
from the previous step are summed up using the weighted average method of
PMK. The framework of the combined pyramid matching is shown in Figure
3.3.
Figure 3.3: Framework for combined pyramid matching
In the framework, the two images are first represented using the SPM concept
(i.e. pyramid of image partitions at different levels) at multiple resolutions of
the visual dictionary. The lowest resolution SPM representation is denoted as
Resolution Level 0 and the highest resolution SPM representation is denoted
as Resolution Level N. Histogram intersection kernel is then applied to find the
match between two images at each resolution. The match scores at Resolution
Level 0, Resolution Level 1 and up to Resolution Level N are shown as SPM
0, SPM 1 and SPM N respectively, which are then used for the final matching
between two images by applying PMK using (3.2):
Combined pyramid matching =
N∑
i=0
1
2N−i
(nMi) (3.2)
where, nMi represents the new matches found at Resolution Level i. For the
highest resolution level (Resolution Level N), nMN is equal to SPMN , whereas,
for the other resolution levels, nMi = SPMi − SPM(i+ 1).
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There is one issue with this combined approach. The multi-resolution repre-
sentation of SPM is captured by very high-dimensional descriptors. Processing
the images with these high-dimensional descriptors becomes computationally
very expensive. For example, if the dictionary size that belongs to the low-
est resolution is n, then the total number of descriptors at that resolution
of a three-level TrSPM is,
∑2
a=0 2
2a × n = 21n. Therefore, for an image
21 × [n + 2n + · · · + (N + 1)n] = 21 × n(N+1)(N+2)2 descriptors need to be
processed at a time (where N is the total number of resolution levels). For ex-
ample, if five resolution levels (dictionary sizes: 200, 400, 600, 800 and 1,000)
and three grid levels (1, 4 and 16 grids respectively) of TrSPM are used in the
proposed method, the cost of processing 21 × (200 + 400 + 600 + 800 + 1,000)
or 63,000 descriptors for each image in the database makes the system very
computationally expensive. The same issue arises when RI-SPM is used as the
baseline SPM for combined pyramid matching.
To deal with this issue, divisive information feature clustering (DITC) [79,
80] is employed to reduce the dimensionality of the feature vectors. DITC
works by clustering the feature vectors into the required number of clusters
during initialization. It then iteratively improves the quality of these clusters
by continuously removing the mutual information between them. The DITC
method was originally proposed for text classification. In [80], the authors show
that it can reduce image descriptor dimensionality by 75% without significant
loss of classification accuracy.
3.6 Experimental Study
This section describes the experiments and the results for the evaluation of
following:
1. The effectiveness of three proposed RI-SPMs in representing images for
image classification and retrieval.
2. The effectiveness of GWF compared to CWF in the RI-SPM scenario.
3. The effectiveness of image representation when pyramid match kernel and
spatial pyramid are combined.
Test databases: The image databases used for these experiments are: (a) the
Scene categories database, (b) the Rotated scene categories database, (c) the
Caltech 101 database and (d) the 21 land use database.
Descriptor extraction and dictionary construction: First, images of
all the databases are transformed to grayscale images (the Scene categories
database contains grey-scale images by default). Next, for each database, dense
SIFT descriptors are extracted from the training images. The descriptors are
extracted over a dense regular grid of 16×16 pixels with 8 pixels of spacing. By
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applying k-means clustering on the training image descriptor sets, separate dic-
tionaries for each databases are formed. Each of the dictionaries consist of 1000
visual words. Next, all the images of each database are partitioned according
to the baseline SPM considered. Dense SIFT descriptors are extracted from all
the partitions at all levels. These extracted descriptors are then quantized by
corresponding visual words after comparison with their respective dictionaries.
Finally each partition is represented by a histogram of 1000 bins, which is the
image-level descriptor of the corresponding partition.
To conduct the third evaluation listed above, dictionaries of 200, 400, 600,
800, 1000 and 1200 visual words are formed for each of the databases considered
here. Next, images of each database are represented by the SPM approach (both
TrSPM and RI-SPMs are used) using dictionary sizes of 200, 400, 600, 800, 1000
and 1200 respectively. Dense SIFT is used as the local descriptor. Next step
is, at each resolution level, histogram intersection kernel is applied between the
descriptors of database images. Matching scores which are obtained at each
resolution level are then used for the final pyramid matching using (3.2).
3.6.1 Image classification
The performance of image classification is measured based on how accurately
images are classified into the classes to which they belong. LIBSVM [123] is used
for SVM based classification on the Matlab platform. The kernel function which
SVM classifiers use is histogram intersection kernel. A 10-fold cross-validation
is performed on each database by randomly splitting individual databases to 10
training and test sets. To obtain a fair result, in each iteration, the training
and test sets are completely different from each other. The final classification
accuracy is the average accuracy over 10 iterations. In the results, the legends
‘RRP’, ‘CIRP’ and ‘CORP’ represent the RI-SPM built with the corresponding
RI-partitioning schemes respectively under investigation in this chapter, Tr-
SPM represents traditional SPM [19] and SPR represents the existing rotation-
invariant SPM [84].
3.6.1.1 Image classification results to compare the effectiveness of
RI-SPMs with the existing rotation invariant SPM (SPR)
Table 3.2: Comparison of classification accuracies (%) between SPR, TrSPM
and RI-SPMs on 21 land use database
SPR TrSPM RRP CORP CIRP
72.14 75.64 86.82 86.57 85.74
In this section, the performances of RI-SPMs which built using the three par-
titioning schemes under investigation are compared with the performance of
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SPR [84]. For a fair comparison and to evaluate SPR, keypoint-based SIFT is
used as the local descriptor and the same approach of image partitioning and
matching is used as that described in [84]. The performance of SPR is also
compared with the performance of TrSPM. The comparison of the results is
provided in Table 3.2. While evaluating three RI-SPMs, it was observed that,
the classification accuracies stopped increasing at Level 6 and the highest clas-
sification accuracies provided in Table 3.2 were obtained at Level 5. For the
three RI-SPMs, the results are only provided with GWF. A detailed perfor-
mance comparison between GWF and CWF is provided in a later section. SPR
is evaluated up to Level 4 as per [84] and TrSPM is evaluated up to Level 2 as
per [19]. For the results in Table 3.2, the 21 land use database was used for
testing as this database has images with in-built rotation. From the results, it is
clear that the three RI-SPMs under investigation in this chapter perform much
better than SPR. Moreover, the classification accuracy of SPR is even worse
than TrSPM. The probable reasons why SPR is performing lower are provided
in Section 3.2 of this chapter. For this reason, later in the result analysis section
of this chapter, the performances of RI-SPMs are compared only with TrSPM
and not SPR.
3.6.1.2 Image classification results to compare the effectiveness of
RI-SPMs over TrSPM and to validate the effectiveness of
GWF
In this section, image classification results are provided to compare how robust
RI-SPMs are compared to TrSPM. In addition classification accuraciesare used
to investigate how suitable GWF is to the proposed structures of RI-SPM com-
pared to CWF. Image classification is performed for both RI-SPMs and TrSPM
using the databases considered. The experiments are conducted in two ways,
i.e. ‘Single-level’ and ‘Pyramid’. In ‘Single-level’ experiments, descriptors of
a level are tested separately. For example, Level 0 is tested first, followed by
each other level, until the classification accuracy stops increasing. In ‘Pyramid’
experiments, the descriptors up to a level are tested. For example, at Level 1 of
the pyramid, descriptors of Level 0 and Level 1 are tested together. Similarly,
descriptors of Levels 0, 1 and 2 are tested together at Level 2 of the pyramid and
so on, until the classification accuracy peaks. The experiments on the RI-SPMs
are conducted up to Level 6 and for the TrSPM, the experiment is conducted
only up to Level 2 (as according to [19], Level 2 is optimum for the TrSPM).
Performance comparisons of all the three RI-SPMs along with TrSPM in
terms of classification accuracies for all the four databases considered are given
in Tables 3.3, 3.4, 3.5 and 3.6, respectively. The tables contain only the high-
est classification accuracies (i.e. for the Level 5 pyramid of RI-SPMs and the
Level 2 pyramid of TrSPM) of each SPM using both GWF and CWF. For the
TrSPM, GWF and CWF are the same as stated previously. Therefore, they
result in the same classification accuracies. Based on the results of Tables 3.3 to
3.6, it is clear that the classification accuracies of all the three SPM structures
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built with RI-partitioning schemes are higher than the TrSPM, irrespective of
any database considered here. Note that the number of image-level descriptors
needed to process at Level 5 of the pyramid of RI-SPMs is the same as the
number of image-level descriptors needed to process at Level 2 of the pyramid
of TrSPM.
In addition, for each RI-SPM on each database, GWF performs better than
CWF. This is because GWF provides more appropriate weights to the pyramid
levels of RI-SPMs compared to CWF. For better comparison, only the highest
classification accuracies of SPMs are shown in Tables 3.3 to 3.6. The perfor-
mance of RI-SPMs along with the pyramid levels or in other words, level-wise
classification accuracies are shown in Figures 3.4 to 3.7 respectively for the
databases considered. In these figures, ‘Single level’ represents how the perfor-
mances progress with the individual levels. In contrast, ‘Pyramid with GWF’
represents, how the combined performances progress up to a level. From Tables
3.3 to 3.6, it is already visible that GWF always performs better than CWF in
all the RI-SPMs. Therefore, for better representation and to avoid redundancy,
in Figures 3.4 to 3.7, pyramid performances only with GWF are shown. Here,
TrSPM is evaluated only to compare its performance with the performances of
RI-SPMs. TrSPM is evaluated with the same setting as in [19]. The focus of this
chapter is to investigate on RI-SPMs and not TrSPM. Therefore, to avoid con-
fusion, the level-wise classification accuracies (which are already given in [19])
of TrsPM are not shown here.
Table 3.3: Comparison of classification accuracies on Scene categories
database
RRP CORP CIRP TrSPM
GWF CWF GWF CWF GWF CWF GWF/CWF
86.76 85.20 86.16 84.51 85.44 83.79 84.10
Figure 3.4: Level-wise classification accuracies on Scene categories database
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Table 3.4: Comparison of classification accuracies on Rotated Scene
categories database
RRP CORP CIRP TrSPM
GWF CWF GWF CWF GWF CWF GWF/CWF
79.75 78.26 79.07 77.52 78.18 76.66 64.17
Figure 3.5: Level-wise classification accuracies on Rotated Scene categories
database
Table 3.5: Comparison of classification accuracies on 21 land use database
RRP CORP CIRP TrSPM
GWF CWF GWF CWF GWF CWF GWF/CWF
86.82 85.45 86.57 85.15 85.74 84.34 75.64
Figure 3.6: Level-wise classification accuracies on 21 land use database
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Table 3.6: Comparison of classification accuracies on Caltech 101 database
RRP CORP CIRP TrSPM
GWF CWF GWF CWF GWF CWF GWF/CWF
73.48 72.05 73.07 71.62 72.13 70.77 71.62
Figure 3.7: Level-wise classification accuracies on Caltech 101 database
According to the results, for all the databases considered, the classification
accuracies of RI-SPMs are better than that of TrSPM. It can be observed from
the results (Figures 3.4 to 3.7), that the classification accuracies increase up
to Level 5 for the RI-SPMs and after that performance deteriorates. This is
because, in the SPM structure, an image is partitioned into different partitions
at different pyramid levels, so that the descriptors which are spatially close can
be preserved in the same partitions. However, if the images are partitioned too
finely, descriptors representing similar objects in the corresponding images are
more likely to fall in different partitions, even if there are only slight geomet-
rical changes to the image contents. This leads to poorer matching performance.
The classification accuracies and the retrieval performances (shown later) for
each of the three RI-SPMs show a consistent trend, regardless of which of the
databases is evaluated. RRP is based on concentric rectangular rings, whereas,
CORP and CIRP are based on concentric circular rings. Although the SPMs
structured with the three RI-partitioning schemes perform better than the Tr-
SPM, RI-SPM with CIRP performs worse than the RI-SPMs with RRP and
CORP. This is because, when an image is partitioned using CIRP, some parts
(corner parts) of the image are not considered from Level 1 onwards and in some
cases, the omitted part’s content may play an important role in characterizing
that image. Therefore, image representation using CIRP carries less informa-
tion and results in lower classification accuracy compared to RRP and CORP.
From the results of classification and the retrieval results which are shown
later, it is observable that the performances of RI-SPMs structured with RRP
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and CORP are comparable for all the databases considered here. The dense
patches on which SIFT descriptors are extracted are square-shaped. Therefore,
theoretically, RRP, which is based on rectangular concentric rings is more ap-
propriate to build a RI-SPM. Therefore, henceforth, to build a RI-SPM, only
RRP is considered.
3.6.1.3 Image classification results to test the effectiveness of com-
bined pyramid matching
In this section, classification accuracies are provided to investigate how effec-
tive combined pyramid matching is to represent images compared with spatial
pyramid matching only. Tables 3.7 to 3.14 compare the image classification
accuracies of the proposed combined pyramid matching with the correspond-
ing TrSPM or RI-SPM for the databases considered. The RI-SPM structure is
built only with the RRP partitioning scheme. The results presented in these
tables were obtained before compressing the descriptors using DITC. In these
tables, the ‘TrSPM’ or ‘RI-SPM’ column represents the classification accuracies
of baseline SPM for individual dictionary sizes. For example, for the dictionary
size 400, the table gives the classification accuracy when each SPM partition is
represented using 400 visual words. The ‘combined pyramid matching’ column
represents the classification accuracy of the proposed method. For example,
at Resolution Level 1, it gives the classification accuracy after combining the
match scores of dictionary sizes 200 and 400 respectively using (3.2).
Tables 3.7 to 3.14 show that the classification accuracies of both the base-
line SPMs (TrSPM and RI-SPM) and the proposed combined pyramid matching
keep increasing with the increase of dictionary size until a certain size, say ‘D’
and after that, both start to deteriorate. For the Scene categories, the Rotated
Scene categories and the Caltech 101 databases, ‘D’ is 1000, whereas, for the 21
land use database, ‘D’ is 800. The reason why the classification accuracy de-
creases after a certain dictionary size is that when the dictionary size becomes
too large, descriptors of the same class might start to fall into different his-
togram bins. Therefore, confusions arise and mismatching occurs. For three of
the four databases considered here, the classification accuracies peaked at 1000
visual words, but for the 21 land use database, peak performance was at 800
visual words. However, for the 21 land use database, the difference between the
performances of 1000 and 800 visual words is not significantly higher. Therefore,
to keep a consistent trend in the evaluation, results with 1000 visual words are
considered as the final result for both baseline SPMs and the proposed combined
pyramid matching for all the databases considered here.
Tables 3.15 to 3.18 show the classification accuracies of the DITC compressed
descriptors up to Resolution Level 4 (i.e. with a dictionary size of 1000 visual
words). It can be observed that there is little change of classification accuracy
if the number of descriptors is reduced by 75%. Even with the 85% compression
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of descriptor dimensionality, the classification performance is still significantly
higher than the baseline SPM. This makes the proposed combined pyramid
matching method more practical and promising. In the tables, ‘TrSPM’ and
‘RI-SPM’ represent the performance of the proposed approach using TrSPM
and RI-SPM as the baseline SPMs.
Table 3.7: Classification accuracy of proposed combined pyramid matching
(without DITC compression) on Scene categories database using TrSPM
TrSPM with fixed dictionary size Combined pyramid matching
Dictionary
size
Accuracy(%) Resolution
level
Accuracy(%)
200 81.20 0 81.20
400 81.94 1 83.16
600 82.72 2 84.78
800 83.55 3 86.29
1000 84.10 4 87.25
1200 83.23 5 86.07
Table 3.8: Classification accuracy of proposed combined pyramid matching
(without DITC compression) on Scene categories database using RI-SPM
RI-SPM with fixed dictionary size Combined pyramid matching
Dictionary
size
Accuracy(%) Resolution
level
Accuracy(%)
200 82.78 0 82.78
400 83.82 1 84.64
600 84.51 2 86.16
800 85.66 3 87.52
1000 86.76 4 88.58
1200 85.45 5 87.38
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Table 3.9: Classification accuracy of proposed combined pyramid matching
(without DITC compression) on Rotated Scene categories database using
TrSPM
TrSPM with fixed dictionary size Combined pyramid matching
Dictionary
size
Accuracy(%) Resolution
level
Accuracy(%)
200 57.46 0 57.46
400 58.88 1 59.84
600 60.71 2 62.02
800 62.43 3 63.77
1000 64.17 4 66.15
1200 63.41 5 64.94
Table 3.10: Classification accuracy of proposed combined pyramid matching
(without DITC compression) on Rotated Scene categories database RI-SPM
RI-SPM with fixed dictionary size Combined pyramid matching
Dictionary
size
Accuracy(%) Resolution
level
Accuracy(%)
200 73.60 0 73.60
400 74.84 1 75.86
600 76.46 2 77.95
800 77.88 3 79.58
1000 79.75 4 81.82
1200 78.86 5 80.86
Table 3.11: Classification accuracy of proposed combined pyramid matching
(without DITC compression) on 21 land use database using TrSPM
TrSPM with fixed dictionary size Combined pyramid matching
Dictionary
size
Accuracy(%) Resolution
level
Accuracy(%)
200 72.71 0 72.71
400 73.92 1 75.27
600 74.57 2 76.71
800 75.64 3 78.29
1000 74.83 4 77.64
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Table 3.12: Classification accuracy of proposed combined pyramid matching
(without DITC compression) on 21 land use database using RI-SPM
RI-SPM with fixed dictionary size Combined pyramid matching
Dictionary
size
Accuracy(%) Resolution
level
Accuracy(%)
200 85.42 0 85.42
400 86.66 1 87.38
600 86.71 2 88.65
800 87.38 3 89.37
1000 86.82 4 88.79
Table 3.13: Classification accuracy of proposed combined pyramid matching
(without DITC compression) on Caltech 101 database using TrSPM
TrSPM with fixed dictionary size Combined pyramid matching
Dictionary
size
Accuracy(%) Resolution
level
Accuracy(%)
200 64.68 0 64.68
400 66.12 1 67.20
600 67.68 2 69.77
800 69.71 3 72.25
1000 71.62 4 74.11
1200 70.95 5 73.12
Table 3.14: Classification accuracy of proposed combined pyramid matching
(without DITC compression) on Caltech 101 database RI-SPM
RI-SPM with fixed dictionary size Combined pyramid matching
Dictionary
size
Accuracy(%) Resolution
level
Accuracy(%)
200 66.10 0 66.10
400 67.66 1 68.64
600 69.46 2 71.51
800 71.47 3 74.12
1000 73.48 4 76.03
1200 73.17 5 75.36
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Table 3.15: Classification accuracy with DITC compression on Scene
categories database
Dimension of image-level descriptors TrSPM RI-SPM
Without compression 87.25 88.58
With 75 % compression 87.12 88.43
With 85 % compression 86.29 87.60
Table 3.16: Classification accuracy with DITC compression on Rotated
Scene categories database
Dimension of image-level descriptors TrSPM RI-SPM
Without compression 66.15 81.82
With 75 % compression 66.05 81.69
With 85 % compression 65.42 80.92
Table 3.17: Classification accuracy with DITC compression on 21 land use
database
Dimension of image-level descriptors TrSPM RI-SPM
Without compression 77.64 88.79
With 75 % compression 77.38 88.40
With 85 % compression 76.84 87.88
Table 3.18: Classification accuracy with DITC compression on Caltech 101
database
Dimension of image-level descriptors TrSPM RI-SPM
Without compression 74.11 76.03
With 75 % compression 73.87 75.71
With 85 % compression 73.35 75.21
3.6.2 Image retrieval:
In this section, image retrieval results are shown in terms of MAP values and
recall-precision curves. Retrieval performances are shown to compare the effec-
tiveness of RI-SPMs with TrSPM and to compare the effectiveness of combined
pyramid matching with SPM only.
3.6.2.1 Comparison of image retrieval performances of RI-SPMs
with TrSPM
Image retrieval was performed for RI-SPMs as well as TrSPM to compare their
performances over the databases considered here. Individual images were used
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as a query to retrieve the similar images from the corresponding database.
Image-level descriptors (pyramid of histograms) of the query image find the
similarity with the image-level descriptors of the database images using (2.14).
For simplicity, to proportion the contribution of similarity scores obtained from
each level to the final similarity score, only GWF is used, as it has already
been shown that GWF performs better than CWF. For the experiment, each
image in the database was used as a query to retrieve the rest of the images
from their respective individual databases. MAP and recall-precision curves are
used here to evaluate the image-retrieval performances. To obtain the MAP
and recall-precision curves, for each query, the top k images were considered.
For the Scene and the Rotated Scene categories database, k = 100. For the
Caltech 101 database, k = 30, as the lowest total number of images in a class of
this database is 31. For the 21 land use database, k = 99, as each class of this
database has 100 images.
Table 3.19: Comparison of MAP (%) based on top k retrieved images
Database k TrSPM RRP CORP CIRP
Scene categories 100 55.66 57.63 57.45 56.55
Rotataed Scene
categories
100 57.98 67.68 67.43 66.12
21 land use 99 57.59 65.12 64.97 63.72
Caltech 101 30 53.96 56.39 55.60 54.81
Table 3.19 shows the MAP values for the top k retrieved images. From
the analysis of MAP values, it is clear that irrespective of the database, RI-
SPMs perform better than TrSPM. For the Rotated Scene categories and the 21
land use databases, the performance gap with respect to MAP values is greater
between RI-SPMs and TrSPM compared to the case of the other two databases.
This is because the images of the Rotated Scene categories and the 21 land use
databases are more affected by rotation and RI-SPMs dealt effectively with the
rotational issue while TrSPM failed to do so.
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Figure 3.8: Recall-Precision curve on Scene categories database
Figure 3.9: Recall-Precision curve on Rotated Scene categories database
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Figure 3.10: Recall-Precision curve on 21 land use database
Figure 3.11: Recall-Precision curve on Caltech 101 database
In Figures 3.8 to 3.11, recall-precision (R-P) curves are given for all four
databases considered here. It can be observed that the R-P curves for three
RI-SPMs are higher than the R-P curve for TrSPM. This indicates that, given
the same recall rate, the three RI-SPMs exhibit greater precision compared to
TrSPM.
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3.6.2.2 Effectiveness of combined pyramid matching to retrieve im-
ages
To compare the performances of baseline SPM and combined pyramid match-
ing in terms of image retrieval, MAP values were calculated and recall-precision
curves were plotted. For the baseline SPM, image-level descriptors were formed
using dictionary size of 1000 visual words, whereas, for the combined pyramid
matching, Resolution Level 4 image-level descriptors were considered. For the
baseline SPMs, the similarity calculation of the query image with the database
images was done using (2.14). For the combined pyramid matching, query im-
ages find similarity with database images using (3.2). Every image of individual
databases was used as a query and for each query the top ‘k’ retrieved images
were considered to obtain the image retrieval performances.
Table 3.20: Comparison of MAP (%) based on top k retrieved images
Database k TrSPM RI-SPM
SPM CPM SPM CPM
Scene categories 100 55.66 56.94 57.63 58.85
Rotated Scene
categories
100 57.98 59.73 67.68 69.59
21 land use 99 57.59 59.12 65.12 67.55
Caltech 101 30 53.96 56.14 56.39 58.84
Table 3.20 shows the MAP values for each of the databases considered here
for the top k retrieved images using both TrSPM and RI-SPM. Figures 3.12 to
3.13 show the recall-precision curves for the Scene categories database. Recall-
precision curves on the other three databases confirmed the expected trend in
results that can be seen from the MAP values of Table 3.20. Therefore, for sim-
plicity and to avoid redundancy, the recall-precision curves for the other three
databases are provided in the Appendix (Figures A.1 to A.6). In the retrieval
results, the legends ‘SPM’ and ‘CPM’ represent the corresponding baseline SPM
and combined pyramid matching, respectively. In Table 3.20, it is clear that
the MAP values of combined pyramid matching are always higher compared to
the baseline SPM, irrespective of TrSPM or RI-SPM. From the recall-precision
curves, it can also be observed that for the same recall rate, precision is always
higher for the combined pyramid matching compared to the corresponding base-
line SPM, irrespective of the database.
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Figure 3.12: Recall-Precision curve for Scene categories database using
TrSPM
Figure 3.13: Recall-Precision curve for Scene categories database using
RI-SPM
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3.6.3 Qualitative analysis
(a) Living room (b) Office
Figure 3.14: Intra-class images from Scene Categories database exhibit
rotational behaviour
It can be observed from the classification results and the retrieval results, that
the performance of three RI-SPMs is consistently higher than TrSPM in all the
four databases considered here. As the RI-SPMs were built to counter rotation
effects in images, they were expected to perform better than TrSPM in the
case of Rotated Scene categories and the 21 land use database. However, for
the Scene categories and the Caltech 101 databases, RI-SPMs performed better
than TrSPM. This is because some classes from the Scene categories and the
Caltech 101 databases contain some images with similar objects but the objects
exhibit rotational behaviour. For example, in Figure 3.14, two sample images
from (a) ‘Living room’ and another two from (b) ‘Office’ classes from the Scene
categories database are shown. The images from the ‘Living room’ class contain
a ‘couch’, but with respect to the centre of the image, the ‘couch’ positions are
almost 180 degrees apart from each other. The same thing happens in the
‘Office’ class images where ‘computer’ is the object of concern. Because of these
types of rotational behaviour of intra-class images in the Scene categories and
the Caltech 101 databases, mismatches occur during image matching by TrSPM
as the corresponding objects (or the descriptors of objects) fall into different
partitions. However, this limitation does not exist in the case of RI-SPMs.
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Figure 3.15: Retrieved images based on a query
From the classification as well as the retrieval results, it is clear that RI-SPMs
are successfully able to deal with the rotational issue that TrSPM cannot. Here,
with the help of a retrieval example, the effectiveness of RI-SPMs is further anal-
ysed. Specifically, an image from the 21 land use database is used as the query
to retrieve images using three RI-SPMs as well as TrSPM. The retrieval results
are provided in Figure 3.15 where the top 6 retrieved images are shown. Based
on the relevance to the query, the retrieved images are labelled accordingly. The
distinct object of the query image is a ‘storage tank’. The query image is rotated
by 180 degrees and used as one of the database images that can be retrieved by
the query image. The motivation for rotating the query image and using it as
a database image is to test the effectiveness of the three RI-SPMs and TrSPM
by investigating whether the rotated version of the query image is retrieved by
any of the SPMs. As expected, Figure 3.15 clearly shows that compared with
the three RI-SPMs, TrSPM performs worst as no image with ‘storage tank’
is retrieved. Specifically, within the top 6 retrieved images using TrSPM, the
rotated version of the query is not found, whereas, the rotated version of the
query is retrieved by all three RI-SPMs as the top-ranked image.
3.7 Discussion
In this chapter, the performance of spatial pyramid matching is investigated
in regard to rotation invariance. The three RI-SPMs investigated are robust
to rotational changes in an image. Specifically, the RI-SPMs are built with
three types of image partitioning which are based on concentric rings, RRP,
CORP and CIRP. The three RI-SPMs perform better than the TrSPM and
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among them, the RI-SPM built with RRP was selected for further work. A
new weight function, GWF is proposed for assigning weights to the similarity
scores obtained at each level of RI-SPMs. Experimental results show that GWF
apportions the similarity scores obtained from each SPM level, more accurately
than CWF.
Furthermore, in this chapter, a combined pyramid matching method for im-
age representation has been proposed. Instead of using a fixed resolution SPM
for image representation, individual images are represented with multi reso-
lution SPMs upon which finally a PMK matching is applied. The proposed
method combines the strengths of both the SPM and PMK methods to produce
a more discriminative image representation. However, this approach results in
high-dimensional descriptors for each image and to deal with it, the DITC com-
pression algorithm is applied. The compression process increases the efficiency
of the system with a minimum sacrifice of overall performance. Experimental
results show the proposed combined pyramid matching is an effective approach
to represent images.
Although combined pyramid matching is more effective than SPM, the effec-
tiveness (in both classification and retrieval) is only 2% to 3% higher compared
to the corresponding baseline SPM. This higher performance comes at the ex-
pense of increased computation time (to construct the multiple size dictionaries
and image-level descriptors for each dictionary) and higher storage requirement
(to store the multiple-sized dictionaries and image-level descriptors). There-
fore, for applications where higher computation time and huge storage is not
a major concern, combined pyramid matching can be easily used. However, in
this research project, due to the limited resource availability, combined pyramid
matching is not incorporated in Chapter 7, where all the contributions of this
thesis are evaluated in an integrated framework.
In this chapter, dense SIFT is used as the local descriptor. Although dense
SIFT carries more information than the keypoint-based SIFT for use in image
classification and retrieval, it still suffers from coarse quantization error. This
limitation was overcome by kernel descriptors which are again inefficient and
lose information during the descriptor extraction phase. Therefore, in the next
chapter, an improved set of kernel descriptors is proposed, which are simulta-
neously more efficient and effective than the conventional kernel descriptors.
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Chapter 4
Improvement of Kernel
Descriptors with Increased
Effectiveness and Efficiency
4.1 Introduction
In the last chapter, a thorough investigation is performed on the existing meth-
ods to enhance the rotation invariance of SPM, and the effect on matching ac-
curacy between images was studied when PMK and SPM are combined. Dense
SIFT was used as local descriptor in the last chapter, because the benchmark
method [19] for comparing the effectiveness of the proposed works in the last
chapter uses dense SIFT. Therefore, to obtain a fair comparison, the experi-
mental settings to evaluate the proposed works in the last chapter and those
in the benchmark method [19] were kept comparable. Therefore, in spite of
suffering from the limitation of coarse quantization, dense SIFT was used in the
last chapter.
The coarse quantization limitation of dense SIFT (or histogram-based de-
scriptors in general) is overcome by kernel descriptors (KDES) which are highly
discriminative local descriptors. KDES are extracted based on corresponding
match kernels which are given by (2.5), (2.6) and (2.7) respectively for gradient,
colour and shape. The gradient kernel descriptor (GKDES) which is extracted
based on gradient match kernel is given by (2.12). A flow diagram showing how
GKDES is extracted in [2] is given in Figure 4.1.
The advantage of KDES over histogram-based descriptors was explained
in Chapter 2. This section shows with the help of an example how matching
between two patches differs in the following two cases: the histogram-based
approach (which uses hard binning) and the kernel descriptor approach (which
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Figure 4.1: Extraction of GKDES
uses soft binning). Consider two 3 × 3 patches A and B where pixel values
(grayscale values) are shown. For ease of representation, the pixel values range
from 0 to 8 here (instead of 0 to 255). These nine values are clustered in three
groups: Cluster 1 (0-2), Cluster 2 (3-5) and Cluster 3 (6-8).
Table 4.1: Grayscale values of
Patch A
1 4 5
5 3 7
8 1 6
Table 4.2: Grayscale values of
Patch B
5 0 3
1 5 4
2 7 8
The rule for matching Patch A and Patch B using the histogram based
approach as follows: matching between two pixels will result in ‘1’ if their
grayscale values belong to the same cluster. Otherwise, matching between two
pixels will result in ‘0’. Based on this rule, the pixel-by-pixel matching between
patches A and B is given in Table 4.3.
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Table 4.3: Scores obtained by pixel-by-pixel matching using histogram-based
approach
0 1 0 1 0 0 0 0 0
1 0 1 0 1 0 1 1 0
0 0 0 0 0 1 0 0 1
1 0 1 0 1 0 1 1 0
0 0 1 0 1 0 1 1 0
0 1 0 1 0 0 0 0 0
1 0 1 0 1 0 1 1 0
0 0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 0 1
From Table 4.3, it is clear that when using the histogram-based approach,
how the pixels of Patch A are related with the pixels of Patch B is only provided
by 1s and 0s. In contrast, in the kernel descriptor approach, the pixels of two
patches are matched using a kernel function (say a Gaussian function). The
kernel function is given by (4.1) and the match scores obtained with pixel-by-
pixel matching between two patches is given by Table 4.4
K(z, z′) = exp(−γ‖z − z′‖2) (4.1)
where, γ is a kernel parameter (set as 0.1 for this example), and z and z′
represent individual pixels of Patches A and B.
Table 4.4: Scores obtained by pixel-by-pixel matching using kernel
descriptor-based approach
0.2019 1 0.9048 0.9048 0.2019 0.0273 0.6703 0.4066 0.0074
1 0.2019 0.4066 0.0821 1 0.6703 0.6703 0.9048 0.4066
0.4066 0.0075 0.0273 0.0016 0.4065 0.9048 0.0820 0.2018 1
0.9048 0.4066 0.6703 0.2018 0.9048 0.4065 0.9048 1 0.2019
0.6703 0.6703 0.9048 0.4066 0.6703 0.2019 1 0.9048 0.0820
0.2019 1 0.9048 0.9048 0.2019 0.02733 0.6703 0.4066 0.0074
1 0.2019 0.4066 0.0820 1 0.6703 0.6703 0.9048 0.4066
0.6703 0.0273 0.0820 0.00744 0.6703 1 0.2019 0.4066 0.9048
0.9048 0.0820 0.2019 0.0273 0.9048 0.9048 0.4066 0.6703 0.6703
Table 4.4 shows that each pixel of Patch A has a definite match score with
each pixel of Patch B, unlike the 1s and 0s of histogram-based approach.
Mathematically, the extraction of KDES using the concept of match kernels
was demonstrated in Chapter 2. In this section, using an example, it will be
shown how GKDES is extracted based on gradient match kernel. Kgrad consists
of three candidate kernels: km, which takes 1-D gradient magnitudes as input,
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ko which takes 2-D gradient vectors as input and kp which takes 2-D pixel
positions as input.
Table 4.5: Gradient vectors of
Patch A
x-directional y-directional
0.0035 -0.4646
0.0087 0.2951
0.7071 0.2445
0.6612 0.1020
0.6997 -0.0096
0.7071 0.0401
0.7502 -0.5847
0.7954 -0.7018
0.8187 0.8203
Table 4.6: Gradient vectors of
Patch B
x-directional y-directional
0.9047 0.7551
0.9755 -0.8362
0.9015 -0.8605
-0.0831 -0.9649
-0.56301 -0.8449
-0.7311 -0.9989
-0.8930 0.9999
0.9990 0.7820
0.5675 0.4991
Table 4.5 and Table 4.6 respectively show 2-D gradient vectors (normalized
within [0,1]) of two patches (say Patch A and Patch B) of 3×3 pixels. However,
in the experiments, the patch sizes were of 16 × 16 pixels. How ko (using γo=
0.1) finds the pixel-by-pixel matching between Patches A and B with respect to
gradient vectors is shown in Table 4.7. In a similar way, it can be shown how km
and kp find matching between two patches with respect to gradient magnitudes
and pixel positions, respectively.
Table 4.7: Scores up to two decimal places obtained by matching gradient
vectors using ko
0.79 0.89 0.91 0.97 0.95 0.92 0.74 0.77 0.88
0.90 0.80 0.81 0.85 0.85 0.80 0.87 0.88 0.96
0.97 0.88 0.88 0.81 0.76 0.69 0.73 0.96 0.99
0.95 0.91 0.91 0.84 0.78 0.73 0.72 0.94 0.98
0.94 0.93 0.93 0.85 0.79 0.74 0.70 0.93 0.97
0.95 0.92 0.92 0.85 0.78 0.73 0.71 0.94 0.97
0.83 0.99 0.99 0.92 0.84 0.79 0.59 0.82 0.88
0.81 0.99 0.99 0.92 0.83 0.78 0.56 0.79 0.86
0.99 0.76 0.75 0.67 0.63 0.56 0.74 0.99 0.98
Individual pairwise matching between patches eventually results in final
matching between two images. However, it is an inefficient and complex pro-
cess. Therefore, in [2], the authors extracted descriptors using the concept and
properties of corresponding match kernels. For example, GKDES is extracted
in (2.10) from gradient match kernel (2.5). In this way, images are represented
using a set of descriptors (like any other patch-based descriptors) which is then
used to find matching with another set of descriptors of another image.
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GKDES is extracted using the feature maps of the candidate kernels of gra-
dient match kernel. This process is elaborated here. First, feature maps of km,
ko and kp belonging to each patch are extracted. km is a linear kernel. There-
fore, feature map of a patch corresponding to km is the gradient magnitude
values itself. ko and kp are non-linear Gaussian kernels and their feature maps
belonging to a patch cannot be directly extracted. As per [2], feature maps
of ko and kp are approximated using a set of basis vectors that are formed by
uniformly sampling the range of corresponding pixel attributes. Therefore, to
approximate the corresponding feature map of ko belonging to Patch A (Table
4.5), the basis vectors are chosen of size 100× 2, as per [2]. When the gradient
vectors of Patch A are approximated using the basis vectors, it results in a fea-
ture map of dimensionality 100. Similarly, the corresponding feature map of kp
belonging to Patch A is approximated using a set of basis vectors of size 25× 2.
This results in a feature map of dimensionality 25. As per (2.10), to obtain the
GKDES, feature maps of ko and kp are combined with Kronecker product and
the feature map of km provides weights in terms of gradient magnitude. There-
fore, the dimensionality of GKDES becomes 2500, which is very high, and in [2]
it is reduced to 200 using KPCA. In a similar way, GKDES can be extracted
for Patch B.
To define any match kernel (for example, gardient match kernel), two patches
are needed. However, from the above explanation, it is clear that to extract
kernel descriptors of a patch corresponding to a match kernel, only the pixel
attributes of the corresponding patch are needed. For example, to extract the
GKDES of Patch A, only the pixel attributes of Patch A are needed. There
is no involvement of Patch B or any other patches. When the feature maps
are matched in the kernel Hilbert space, they result in the equivalent similar-
ity measure which the corresponding kernel finds by matching the raw pixel
attributes [131]. For example, when feature maps belonging to the 2-D gradi-
ent vectors of Patch A and Patch B are matched in the kernel Hilbert space,
they result in the equivalent similarity measure that ko finds by matching the
2-D gradient vectors of Patch A and Patch B. Therefore, the similarity measure
which is obtained by matching the raw pixel attributes using the gradient match
kernel is equivalent to the similarity measure obtained by matching the GKDES
of corresponding patches.
The main advantage of KDES is that no quantization is involved. Instead,
each pixel attribute participates equally in matching between two patches. How-
ever, KDES still suffer from the limitation of losing discriminative informa-
tion due to dimensionality reduction. The main reason why KDES are high-
dimensional is due to the use of multi-dimensional data for computing candidate
kernels of individual match kernels. In this chapter, a new approach is proposed
where the match kernels take 1-D data as input, thereby extracting correspond-
ing descriptors with smaller dimensions.
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Figure 4.2: Thesis objectives and proposed outcomes. The contributions of
this chapter are highlighted
In the KDES framework, each match kernel comprises several candidate
kernels. In other words, these candidate kernels are again Hadamard product
(Schur product) of two or three component kernels computed from 1-D data.
For example, ko is the Hadamard product of two kernels computed using x-
and y- directional gradients. For this reason, kernel descriptors are originally
extracted with very high dimensionality, which is not practical to be applied
in many real-world applications. To reduce the descriptor dimensions, KPCA
is applied. However, this process increases the time complexity of descriptor
extraction. Moreover, dimensionality reduction risks the loss of discriminative
information and therefore affects overall descriptor performance. In addition,
if the image irregularity or noise exists, this noise effect becomes multiplicative
because of the Hadamard product and reduces the effectiveness of the kernel
descriptors.
In this chapter an improved and modified version of kernel descriptors as
shown in Figure 4.2 are proposed. The proposed method will therefore result
in:
1. Extraction of more effective descriptors with lower dimensionality: In the
proposed method, summation is used instead of Hadamard product to
present the candidate kernels in terms of corresponding component ker-
nels. For this reason, the dimensionality of the extracted descriptors is
much lower than the original dimensionality of conventional kernel de-
scriptors. This makes the proposed descriptors practical for implemen-
tation in real-world applications, unlike conventional kernel descriptors
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which require a post-processing step to reduce dimensionality. Therefore,
no information loss occurs due to the dimensionality reduction. In this
way the first limitation (provided in Section 2.1.2) of kernel descriptors is
addressed.
2. Minimization of noise effect: Due to the addition of component kernels,
the effect of noise is minimized compared with the case in [2] where the
effect of noise is magnified due to multiplication or product operation.
In this way, the second limitation (provided in Section 2.1.2) of kernel
descriptors is addressed.
The rest of the chapter is organised as follows: Section 4.2 explains the
proposed modified kernel descriptors. Descriptor dimensionality and time com-
plexity are discussed in Section 4.3 and Section 4.4 respectively. Details of the
experiment and the results are provided in Section 4.5. Finally, Section 4.6
concludes the chapter with a discussion.
4.2 Modified Kernel Descriptors
In [2], KDES are extracted based on the corresponding match kernels. In the
approach proposed in this chapter, descriptors are also extracted based on the
match kernels. However, the design of the match kernels in the proposed ap-
proach differs from that of the match kernels in [2].
The gradient match kernel is considered first. It consists of three candidate
kernels, km, ko and kp. km is computed over gradient magnitudes (1-D data).
ko is computed over 2-D gradient vectors which consist of x- and y-directional
gradients and kp is computed over 2-D data consisting of x (horizontal) and y
(vertical) pixel positions. If I is the intensity of the target pixel, and ∂x and
∂y are the small changes in intensity around the nearest neighbourhood of the
target pixel along the positive directions of x and y, respectively, then Gx(=
∂I
∂x )
and Gy(=
∂I
∂y ) are the x- and y-directional gradients of the target pixel and they
represent how the image intensity changes along positive x (horizontal) and y
(vertical) directions respectively. In [2], the authors computed ko by consider-
ing normalized x- and y-directional gradients together in a 2-D vector. Between
two different patches, the similarity scores which ko calculates are actually the
combination of the similarity scores calculated over both x- and y-directional
gradients. However, to find the similarity between two patches, if two Gaus-
sian kernels are computed as kox and koy with the same kernel parameter as
ko over the x- and y-directional gradients respectively, then ko is simply the
Hadamard product between the similarity scores obtained using kox and koy.
ko = kox  koy, where  represents the Hadamard product. This process mag-
nifies error occurred due to irregularity (or noise) present inside the patches.
For example, consider the gradient vectors of Patches A and B given by Tables
4.5 and 4.6 respectively. Now two different kernels are computed to find the
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similarities between Patches A and B with respect to the x- and y-directional
gradients respectively. The similarity scores obtained by pixel-by-pixel match-
ing using kox and koy are shown in Table 4.8 and Table 4.9 respectively. It can
be easily seen that the similarity scores obtained in Table 4.7 (over 2-D gradient
vectors using ko) are the Hadamard product of the similarity scores obtained in
Tables 4.8 and 4.9.
Table 4.8: Scores up to two decimal places obtained by matching x-
directional gradients using kox
0.92 0.91 0.92 0.99 0.97 0.95 0.92 0.90 0.97
0.92 0.91 0.92 0.99 0.97 0.95 0.92 0.91 0.97
0.99 0.99 0.99 0.94 0.85 0.81 0.77 0.99 0.99
0.99 0.99 0.99 0.95 0.86 0.82 0.78 0.98 0.99
0.99 0.99 0.99 0.94 0.85 0.81 0.77 0.99 0.99
0.99 0.99 0.99 0.94 0.85 0.81 0.77 0.99 0.99
0.99 0.99 0.99 0.93 0.84 0.80 0.76 0.99 0.99
0.99 0.99 0.99 0.92 0.83 0.79 0.75 0.99 0.99
0.99 0.99 0.99 0.92 0.82 0.78 0.75 0.99 0.99
Table 4.9: Scores up to two decimal places obtained by matching x-
directional gradients using koy
0.86 0.98 0.98 0.97 0.98 0.97 0.81 0.86 0.91
0.98 0.88 0.87 0.85 0.88 0.84 0.95 0.97 0.99
0.97 0.89 0.88 0.86 0.88 0.85 0.94 0.97 0.99
0.96 0.92 0.91 0.89 0.91 0.88 0.92 0.95 0.98
0.94 0.93 0.93 0.91 0.93 0.91 0.90 0.94 0.97
0.95 0.93 0.92 0.90 0.92 0.89 0.91 0.95 0.98
0.83 0.99 0.99 0.98 0.99 0.98 0.77 0.83 0.89
0.81 0.99 0.99 0.99 0.99 0.99 0.75 0.80 0.86
0.99 0.76 0.75 0.73 0.76 0.72 0.99 0.99 0.99
The Hadamard product of kox and koy fuses the x- and y-directional gradi-
ent similarity scores of two pixels from two different patches to a single score
which is obtained directly from ko. kox and koy are defined as the component
kernels of ko, which is a candidate kernel of Kgrad. To find the similarity be-
tween two patches over gradient orientations, instead of computing the kernel
using 2-D data, in the proposed work, the kernel k
′
o is computed as the summa-
tion of component kernels kox and koy. By summation, the x- and y-directional
gradient similarity scores of two pixels from the two different patches are fused
to a single score. k
′
o = kox + koy. Based on the kernel properties [131], the
summation of two valid kernels is also a valid kernel. Therefore, k
′
o is a valid
kernel and satisfies Mercer’s condition. ko and k
′
o both represent the same mea-
sure (i.e. similarity between two different patches in terms of gradient vectors).
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Therefore, ko and k
′
o are equivalent. However, k
′
o is more effective than ko,
as the fusion of similarity scores using summation is more effective than using
Hadamard product [132]. In addition, by adding component kernels instead of
applying Hadamard product, the effect of noise is minimized. Moreover, de-
scriptor extraction is now more efficient, as the descriptors extracted have far
fewer dimensions and therefore no dimension reduction is needed. As a result,
there is no information loss.
Similarly, to find the spatial proximity of two pixels belonging to two dif-
ferent patches, the Gaussian position kernel kp is modified to k
′
p, which is the
summation of kpx and kpy. k
′
p = kpx + kpy. kpx and kpy are both Gaussian
kernels computed over the x and y pixel positions respectively and use the same
kernel parameter as kp. After modifying the candidate kernels, the modified
gradient match kernel is defined as:
K
′
grad(A,B) =
∑
z∈A
∑
z′∈B
m˜(z)m˜(z′)k
′
o(θ˜(z), θ˜(z
′))k
′
p(z, z
′) (4.2)
By following the same approach as in (2.8), the modified gradient kernel de-
scriptor descriptor (MGKDES) from K
′
grad is extracted as:
F
′
grad(A) =
∑
z∈A
φm˜(z)φ
′
o(θ˜(z))⊗ φ
′
p(z) (4.3)
where, φ
′
o(.) and φ
′
p(.) are the feature maps of k
′
o and k
′
p respectively, and k
′
o is
the summation of two component kernels. Therefore, the feature map of k
′
o is
the concatenation of the feature maps of the component kernels [131]. This is
given by:
(4.4)
k
′
o(θ˜(z), θ˜(z
′)) = kox(θ˜(z), θ˜(z′)) + koy(θ˜(z), θ˜(z′))
= φox(θ˜(z))
Tφox(θ˜(z
′)) + φoy(θ˜(z))Tφoy(θ˜(z′))
=
[
φox(θ˜(z))
φoy(θ˜(z))
]T[
φox(θ˜(z
′))
φoy(θ˜(z
′))
]
From (4.4), it can be easily concluded that φ
′
o(.) is the vertical concatenation of
φox(.) and φoy(.), i.e. φ
′
o(.) =
[
φox(.)
φoy(.)
]
= [φox(.)φoy(.)]
T . For convenience,
instead of using vertical concatenation, φ
′
o(.) is presented as the transpose of
horizontal concatenation of φ
′
ox(.) and φ
′
oy(.). Similarly, the feature map of k
′
p
is obtained as, φ
′
p(.) = [φpx(.)φpy(.)]
T .
If the total number of elements in φox(.) and φoy(.) are N
ox and Noy re-
spectively, then the feature map of ko used in [2], as per [131] is φo(.) =
[φox(.)1φoy(.)1, · · · , φox(.)Noxφoy(.)Noy ], which states that the total number of
elements in φo(.) is (N
ox × Noy). Similarly, φ′o(.) can also be represented in
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terms of the elements as φ
′
o(.) = [φox(.)1, · · · , φox(.)Nox , φoy(.)1, · · ·φoy(.)Noy ],
which states that the total number of elements in φ
′
o(.) is (N
ox +Noy). There-
fore, the dimensionality of GKDES in [2] is (Nox × Noy) × (Npx × Npy) and
the dimensionality of MGKDES proposed here is (Nox +Noy) + (Npx +Npy ),
where Npx and Npy are the total number of elements in φpx(.) and φpy(.).
As stated previously, the feature maps of k
′
o and k
′
p cannot be directly ex-
tracted as k
′
o and k
′
p are non-linear (Gaussian) kernels. Therefore, the feature
maps are extracted by approximating them over a set of basis vectors. The
same approach is considered as in [2] to approximate the feature maps of k
′
o and
k
′
p as φ˜o
′
(θ˜(z)) and φ˜p
′
(z). Therefore, (4.3) is approximated as:
F˜
′
grad(A) =
∑
z∈A
φm˜(z)φ˜o
′
(θ˜(z))⊗ φ˜p
′
(z) (4.5)
Equation (4.5) shows the final version of MGKDES. The advantage of MGKDES
over GKDES can be explained with the help of an example. Consider the case
of Patches A and B which are represented in terms of 2D gradient vectors in
Tables 4.5 and 4.6 respectively. As per [2], to approximate the feature maps
belonging to 2-D gradient vectors, a set of basis vectors of size 100×2 is needed.
Therefore, to approximate the feature maps belonging to only 1-D gradient vec-
tors, the size of basis vectors needs to be 10× 1. Therefore, the dimensionality
of feature maps belonging to the x- and y-directional gradients will be 10. Thus,
the dimensionality of the feature map corresponding to k
′
0 as per (4.4) will be 20.
In a similar way, the dimensionality of feature maps belonging to the patches
of 3× 3 pixels corresponding to kp′ will be 10. Therefore, the dimensionality of
MGKDES as per (4.5) becomes 200. As it is already in acceptable dimensional-
ity, there is no need of dimensionality reduction. A flow diagram of MGKDES
extraction is given in Figure 4.3.
Similarly, the colour and the shape match kernels given by (2.6) and (2.7)
are modified as:
K
′
col(A,B) =
∑
z∈A
∑
z′∈B
k
′
c(c(z), c(z
′))k
′
p(z, z
′) (4.6)
Kshape(A,B) =
∑
z∈A
∑
z′∈B
s˜(z)s˜(z′)k
′
b(b(z), b(z
′))k
′
p(z, z
′) (4.7)
where, k
′
c = kR+kG+kB or k
′
c = kintensity, kR, kG, kB , kintensity are the Gaus-
sian kernels over R, G and B channels and pixel intensities respectively with the
same kernel parameter as kc. k
′
b = kb1 + kb2 + kb3 + kb4 + kb5 + kb6 + kb7 + kb8,
kb1, · · · , kb8 are the Gaussian kernels computed over each dimension of the 8-
D LBP pattern with the same kernel parameters as kb. Pixel attributes are
normalized in the same way as in [2]. Similarly, modified colour (MCKDES)
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Figure 4.3: Extraction of MGKDES
and shape (MSKDES) kernel descriptors are extracted based on the correspond-
ing modified match kernels as the MGKDES extracted based on the modified
gradient match kernel.
4.3 Descriptor Dimensionality
Conventional kernel descriptors suffer from the curse of dimensionality and it is
overcome by applying KPCA over the joint set of basis vectors to obtain the de-
sired number of eigenvectors. By projecting the original dimension descriptors
over the eigenvectors, reduced dimension descriptors are obtained. However,
due to this process, descriptors lose their discriminative information to a cer-
tain extent. In this section, a comparison of the dimensionality of the proposed
modified kernel descriptors with the conventional kernel descriptors [2] is pre-
sented.
To approximate the feature maps, a set of basis vectors is needed. The basis
vectors are constructed in a similar way as in [2]. The size of the basis vectors
chosen on kernel ko is 10 × 10, which means the sizes of the basis vectors on
kernels kox and koy are both 10. Therefore, the size of the basis vectors on
kernel ko
′ is 10 + 10 = 20. Similarly, the size of the basis vectors chosen on
kernel kp is 5 × 5, which reflects the size of the basis vectors on kernels kpx
and kpy are both 5. Therefore, the size of the basis vectors on kernel kp
′ is
5+5 = 10. Therefore, the original dimensionality of MGKDES given by (4.5) is
(10+10)×(5+5) = 200 which is significantly less than the original dimensionality
((10×10)×(5×5) = 2500) of the conventional GKDES in [2]. Similarly, the size
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of basis vectors chosen on kc is 5×5×5 and on k′c is 5+5+5 = 15 for RGB images
or 5 for grayscale images. So, the dimensionality of the colour kernel descriptor
as per [2] is (5× 5× 5)× (5× 5) = 3125. In contrast, the dimensionality of the
same descriptor in the proposed case (i.e. MCKDES) is (5+5+5)×(5+5) = 150
for RGB images or 5× (5 + 5) = 50 for grayscale images. For the shape kernel
descriptor, the size of the basis vectors chosen on kernel kb is 2
8 = 256 and
the size of the basis vectors on k
′
b is (2 + 2 + 2 + 2 + 2 + 2 + 2 + 2) = 16.
Therefore, the descriptor dimensionality as per [2] is 256 × (5 × 5) = 6400.
In contrast, for the proposed descriptor (i.e. MSKDES), the dimensionality is
16×(5+5) = 160. For ease of presentation, the dimensionalities of conventional
and proposed modified descriptors are shown in Table 4.10.
Table 4.10: Comparison of descriptor dimensionality
Kernel
descriptor
Dimension of
conventional descriptor
Dimension of proposed
modified descriptor
Gradient 2500 200
Colour 3125 150 (RGB) / 50 (Grayscale)
Shape 6400 160
4.4 Time Complexity
The proposed modification of kernel descriptors makes them more efficient than
the conventional descriptors. In this section, the computational complexities of
the conventional and the proposed descriptor extraction methods are compared.
For the conventional GKDES [2],
1. The computational complexities to approximate the feature maps [133] of
ko and kp are O(nd
2
o) and O(nd
2
p) respectively. n is the number of pixels
inside a patch. do and dp represent the basis vector sizes on ko and kp
respectively.
2. The complexity to obtain the Kronecker product in (2.12) is O(n2dodp).
3. To reduce the dimensionality, the application of KPCA [134] takes O(N3).
N is the original dimensionality of gradient kernel descriptors.
Therefore, the total computational complexity to extract individual conven-
tional GKDES [2] is O(nd2o + nd
2
p + n
2dodp +N
3).
For the proposed modified GKDES,
1. The computational complexities to approximate the feature maps of kox,
koy and kpx, kpy are O(nd
2
ox), O(nd
2
oy) and O(nd
2
px), O(nd
2
py) respectively.
n is the number of pixels inside a patch. dox, doy and dpx , dpy represent
the basis vector sizes on kox, koy and kpx, kpy respectively.
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2. The concatenation of the feature maps of kox, koy and kpx, kpy takes O(1)
and O(1) respectively.
3. The complexity to obtain the Kronecker product in (4.5) is O(n2(dox +
doy)(dpx + dpy)).
Therefore, the total computational complexity to extract each proposed
modified GKDES is O(nd2ox+nd
2
oy+1+nd
2
px+nd
2
py+1+n
2(dox+doy)(dpx+dpy)),
and by ignoring constants, it becomes O(nd2ox + nd
2
oy + nd
2
px + nd
2
py + n
2(dox +
doy)(dpx +dpy)). For ease of comparison, the computational complexities of the
conventional and the proposed modified gradient kernel descriptor extraction
methods are shown in Table 4.11.
Table 4.11: Comparison of computational complexities
Conventional descriptor
extraction
Proposed modified
descriptor extraction
O(nd2o + nd
2
p + n
2dodp +
N3)
O(nd2ox + nd
2
oy + nd
2
px +
nd2py + n
2(dox +
doy)(dpx + dpy))
As dox, doy < do, and dpx, dpy < dp with no stage of dimensionality
reduction in the proposed modified descriptor extraction method, it can be
concluded that O(nd2ox + nd
2
oy + nd
2
px + nd
2
py + n
2(dox + doy)(dpx + dpy)) <
O(nd2o + nd
2
p + n
2dodp +N
3), which means that the computational complexity
of the proposed modified descriptor extraction is lower than what it is in [2].
In other words, the extraction of gradient kernel descriptors, proposed in this
chapter is more efficient. Similarly, the extraction of colour and shape kernel de-
scriptors proposed in this chapter is also more efficient than that of conventional
descriptors.
4.5 Experiment and Results
In this section, the experimental details and the results obtained are discussed.
The experiments were carried out on two databases: the Scene categories database
and the Caltech 101 database. The performance comparison of gradient, colour
and shape kernel descriptors of [2] with the modified descriptors proposed in this
chapter is presented here. Gradient and shape kernel descriptors are extracted
over grayscale images and colour kernel descriptor is extracted over RGB images
(if the database has colour images).
For a fair comparison, the same experimental settings and kernel param-
eters as in [2] were used. Image sizes were no more than 300 × 300 pixels
and all the kernel descriptors were computed over a patch of 16 × 16 pixels
with a spacing of 8 pixels. To obtain the image-level representation of the ker-
nel descriptors, EMK encoding was used with a dictionary size of 1000 visual
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words for each kernel descriptor. To incorporate spatial information into the
image-level descriptors, three-level spatial pyramid grids [19] (1 × 1, 2 × 2 and
4× 4) were used during EMK encoding. The RI-SPM proposed in Chapter 3 is
more discriminative than TrSPM [19] for images without rotation also. In spite
of that the TrSPM structure is used here to incorporate spatial information.
This is because the performances of the proposed modified descriptors are com-
pared with the performances of conventional descriptors [2] which are encoded
to image-level representation using TrSPM structure. Therefore, to enable a fair
comparison, the proposed modified descriptors were also encoded using TrSPM
structure. However, the performances of proposed modified descriptors encoded
using RI-SPM structure are investigated in Chapter 7. All the computations
were performed on the Matlab platform.
4.5.1 Image classification
The performance of individual kernel descriptors proposed in [2] and their mod-
ified version proposed in this chapter in terms of classification accuracy is shown
in Tables 4.12 and 4.13 for the two databases respectively. For classification,
SVM-based classifiers with Laplacian kernels were used as per [2]. LIBSVM [123]
was used as the classification tool with 10-fold cross-validation performed over
the entire databases. For the Scene categories database, the classification accu-
racies of modified descriptors based on gradient and colour were improved by
2.32% and 4.79% respectively compared to what it is in [2], whereas, the accu-
racies of the modified shape kernel descriptor and its conventional counterpart
were comparable. For the Caltech 101 database, the classification accuracies
of the modified descriptors based on gradient and colour were improved by
3.35% and 11.12% respectively compared to what it is in [2]. The classification
accuracy of the modified shape kernel descriptor was also increased by 0.64%
compared with its conventional counterpart.
Table 4.12: Comparison of image classification accuracy of kernel descriptors
on Scene categories database
Kernel
descriptor
KDES (%) Proposed KDES (%)
Gradient 85.06 87.38
Colour 47.98 52.77
Shape 84.97 84.79
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Table 4.13: Comparison of image classification accuracy of kernel descriptors
on Caltech 101 database
Kernel
descriptor
KDES (%) Proposed KDES (%)
Gradient 73.36 76.71
Colour 40.89 52.01
Shape 68.27 68.91
To incorporate scale invariance into the dense descriptors, three different
patch sizes 16 × 16, 25 × 25 and 31 × 31, were examined for the images in
the Caltech 101 database. The results are given in Table 4.14 and they show
that the performance with multiple-patch size is better compared with that of a
single patch size for individual kernel descriptors. In addition, the performance
of multiple patch sizes for the proposed modified descriptors is better than it
was in [2] where the multiple patch sizes were examined only on the Caltech 101
database. That is why to maintain consistency, multiple patch-sizes were also
tested with the proposed modified descriptors only on the Caltech 101 database.
Table 4.14: Comparison of image classification accuracy of kernel descriptors
extracted with multiple patch sizes on Caltech 101
Kernel
descriptor
KDES (%) Proposed KDES (%)
Gradient 75.24 78.36
Colour 42.45 54.51
Shape 70.36 73.37
All 76.47 79.58
To compare the efficiency of kernel descriptors [2] and the proposed modified
version of each descriptor, the computation time to extract individual descrip-
tors were calculated based on a 300 × 300 image where the patch sizes were
16 × 16 pixels with a spacing of 8 pixels. In Table 4.15, where a comparison
of computation time is given, it can be observed that all the proposed kernel
descriptors take less time to compute than their conventional counterparts.
Table 4.15: Comparison of computation time (secs) of kernel descriptors
Kernel
descriptor
KDES Proposed KDES
Gradient 0.5427 0.4016
Colour 0.7346 0.4649
Shape 0.9893 0.5774
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4.5.2 Image retrieval
The image retrieval performance of kernel descriptors was calculated in terms of
MAP and recall-precision curves. To retrieve images based on a query, Lapla-
cian kernel function was used to obtain the similarity scores between the query
image and the database images. Each image from individual databases was used
as a query and the top k retrieved images based on a query were considered to
calculate MAP and recall-precision curves. The comparison of MAP values of
conventional kernel descriptors and their proposed modified versions is given in
Tables 4.16 and 4.17 respectively for the Scene categories and the Caltech 101
databases. The comparisons of retrieval performances of conventional descrip-
tors and their proposed modified versions in terms of recall-precision curves
are given in Figures 4.4 to 4.9 for the Scene categories and the Caltech 101
databases, respectively.
The retrieval results for the Scene categories and the Caltech 101 databases
show that all three proposed modified descriptors perform better than their
conventional counterparts. Although among the three modified descriptors on
the Scene categories database, shape-based modified descriptor’s improvement
is least with its conventional one, but there is still an improvement. However,
it was not a scenario in classification results where the performance of shape
based modified and conventional descriptors are comparable.
Table 4.16: Comparison of MAP (%) based on top k retrieved images on
Scene categories database
Kernel descriptor k KDES
Proposed
KDES
Gradient 100 59.60 61.11
Colour 100 30.31 34.91
Shape 100 56.89 57.41
Table 4.17: Comparison of MAP (%) based on top k retrieved images on
Caltech 101 database
Kernel descriptor k KDES
Proposed
KDES
Gradient 30 56.70 59.49
Colour 30 31.63 38.12
Shape 30 49.72 51.51
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Figure 4.4: Recall-Precision curve on Scene categories database for gradient
kernel descriptor
Figure 4.5: Recall-Precision curve on Scene categories database for shape
kernel descriptor
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Figure 4.6: Recall-Precision curve on Scene categories database for colour
kernel descriptor
Figure 4.7: Recall-Precision curve on Caltech 101 database for gradient
kernel descriptor
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Figure 4.8: Recall-Precision curve on Caltech 101 database for shape kernel
descriptor
Figure 4.9: Recall-Precision curve on Caltech 101 database for colour kernel
descriptor
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4.5.3 Qualitative analysis
In this section, the effectiveness of the proposed modified kernel descriptors is
further investigated in terms of the existence of noise in images. Kernel descrip-
tors are extracted from match kernels which comprise several candidate kernels.
In [2], the candidate kernels are again Hadamard products of component kernels.
For this reason, the effect of noise present in image patches becomes amplified
and it degrades the overall performance of the descriptors. In contrast to [2],
the approach proposed in this chapter to extract modified kernel descriptors
considers candidate kernels as the summation of component kernels. Due to
the use of summation, the effect of noise present in image patches is minimized
compared to the case when component kernels are combined using Hadamard
product. Hence, the proposed modified kernel descriptors are more effective
than the conventional descriptors.
The above explanation is supported with an image retrieval example which
is given in Figure 4.10. To do this, a set of images from the classes of Bed-
room, Kitchen, Living room and Office from the Scene categories database was
investigated. These classes were chosen because they all contain indoor scenes.
When external noise is embedded into them, it may be difficult for a system to
retrieve images adequately as noisy indoor scenic images of one class may be
misinterpreted to another class. The images under consideration were corrupted
with additive white Gaussian noise (AWGN) of zero mean. The original images
as well as the noisy images together formed a small database which was used
for the image retrieval example.
Figure 4.10: An example to prove the effectiveness of proposed kernel
descriptors in presence of noise
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Table 4.18: Similarity scores between query and retrieved images
Descriptor
Score between query
and its noisy version
Score between query and
retrieved rank 1 image
Modified
GKDES
0.9300 0.9300
Conv.
GKDES
0.9066 0.9251
Each image from the small database mentioned above was used as a query
to retrieve the rest of the database images using both conventional (Conv.
GKDES) and modified (Modified GKDES) gradient kernel descriptors. In Fig-
ure 4.10, the top six retrieved images to a particular query using both the
descriptors are shown. The corresponding labels are given above each image
and ‘NQ’ represents the noisy version of the query. The retrieval result using
‘Modified GKDES’ shows that all the top six images are relevant and the noisy
version of the query is retrieved as the first rank image. In contrast, the result
using ‘Conv. GKDES’ shows that the noisy version of the query is retrieved
as the second rank image. Therefore, the retrieval result reflects that ‘Modi-
fied GKDES’ is able to counter the noisy effect of the query image but ‘Conv.
GKDES’ is not. To gain insight into the retrieval result, the similarity scores
of the query image with the noisy version were also calculated using both de-
scriptors and the results are given in Table 4.18. The similarity scores were
calculated using a Laplacian kernel function. When an image is matched with
itself, the resulting similarity score is ‘1’. Therefore, the descriptor for which the
query and its noisy version’s similarity score is closer to ‘1’ counters the noise
effect better. Table 4.18 shows that, using ‘Modified GKDES’, the noisy version
of query was retrieved as the rank 1 image with a similarity score of 0.9300. In
contrast, using ‘Conv. GKDES’, the noisy version of the query was retrieved
as the rank 2 image with similarity a score of 0.9066 which is less than 0.9300.
In a similar way, it can be shown that the two other proposed modified kernel
descriptors are more effective in overcoming noise effects than their conventional
counterparts.
4.6 Discussion
In this chapter, an improved version of kernel descriptors are proposed. The
proposed descriptors are more effective and efficient at the same time. This
better performance is achieved by leveraging the kernel properties. Specifically,
the candidate kernels of a match kernel are presented as the summation of the
component kernels instead of considering them as the Hadamard product of the
component kernels. From the modified match kernels, the proposed modified
kernel descriptors are extracted. The effectiveness of the proposed descriptors
is derived from keeping the original dimensionality of descriptors as well as the
noise tolerance property. The efficiency comes from using summation instead
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of Hadamard product and avoiding the step of dimensionality reduction using
KPCA.
In [2], authors proposed three kernel descriptors based on gradient, colour
and shape. However, the kernel descriptor framework can turn any kind of pixel
attribute to a patch-level descriptor. On the other hand, Tamura features are
popular texture descriptors as they are based on human visual perception. The
main limitation of Tamura features is that they are pixel-level global descriptors
and some of the notable improvements on them are histogram-based, which suf-
fer from the issue of coarse quantization. To deal with all these limitations, an
improvement of Tamura features is proposed based on kernel descriptor frame-
work in the next chapter.
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Chapter 5
Improvement of Texture
Descriptors using Kernel
Descriptor Framework
5.1 Introduction
In the last chapter, a modified version of kernel descriptors (KDES) was pro-
posed. The modified KDES exhibit improved effectiveness as well as better
efficiency. Conventionally, KDES proposals are based on gradient, colour and
LBP. However, the KDES framework can turn any kind of pixel attributes into
a patch-based descriptor. Therefore, different types of raw pixel attributes are
used to build a variety of KDES which are applied in different applications of
computer vision [34,35,37–39]. Texture descriptors are important for image rep-
resentation. In [2], LBP information is considered, but it is used for shape kernel
descriptor extraction. Therefore, there is an unavailability of texture-based ker-
nel descriptor. On the other hand, Tamura features, a set of pixel-level global
texture descriptors are based on human visual perception. Therefore, they have
wider potential in image representation. Tamura features represent an image
globally as they are computed from the whole image without considering any
homogeneity constraint. This causes weaker performance compared to other
popular image descriptors. For this reason, there is a need to modify Tamura
features to make them more effective. Since the proposal of Tamura features
in [14], they have been modified by many researchers and most of the modifi-
cations are histogram-based. However, histogram-based descriptors suffer the
limitation of information loss due to coarse quantization.
KDES overcome the above-mentioned limitation of histogram-based descrip-
tors. A match kernel defined over two different image patches provides the
similarity between them, where each pixel attribute in each patch participates
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Figure 5.1: Thesis objectives and proposed outcomes. The contributions of
this chapter are highlighted
equally in the matching process. In the KDES framework, the properties of
these match kernels are used to model any kind of pixel attributes to a patch-
based descriptor.
Conventional Tamura features and the subsequently modified versions can
not explore the potential of Tamura features in an appropriate way. Therefore,
there is a gap in research on the effective use of Tamura features. In this chap-
ter, as shown in Figure 5.1, a kernel-based approach is proposed for building
descriptors based on Tamura features, where pixel-based Tamura features (at-
tributes) are used to design match kernels and from there, the corresponding
patch-based descriptors are extracted. As these proposed descriptors are patch-
based, they are able to capture local variations in an image and to overcome
the homogeneity-related issue of conventional Tamura features.
Conventionally, each of the Tamura features results in a single value for each
image. Therefore, the rotation of images has no impact on Tamura features’
performance in the required applications. However, Tamura features have been
subsequently modified by many researchers, where instead of whole images, local
image regions or image patches are considered to extract descriptors [58, 135].
During descriptor extraction of image patches, if local rotations exist in the im-
ages, they affect the overall matching performance. Therefore, in this chapter,
rotation invariance is included in the patch-based kernel descriptors to deal with
local rotation effects in the texture images.
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The rest of the chapter is organised as follows. Section 5.2 discusses the
proposed improvement of Tamura features and Section 5.3 demonstrates how to
address local rotation effects in the proposed descriptors. Section 5.4 discusses
the experimental studies and results. Finally, Section 5.5 concludes the chapter
with a discussion.
5.2 Design of Match Kernels Based on Per-Pixel
Tamura Features and Descriptor Extraction
from Match Kernels
Based on human visual perception, the first three Tamura features are more
important than the last three. In addition, the last three Tamura features can
be derived from the first three. Therefore, in this chapter, the proposed KDES-
based improvement is made on the first three Tamura features, i.e. Coarseness,
Directionality and Contrast.
To extract kernel descriptors, it is necessary to design a match kernel using
raw pixel attributes. In this section, match kernels are designed using per-
pixel-based Tamura features. First, the match kernel which finds the similarity
between two image patches A and B is designed based on Coarseness and it is
given by (5.1):
Kcoarse(A,B) =
∑
z∈A
∑
z′∈B
ks(s(z), s(z
′))k
′
p(z, z
′) (5.1)
where, ks(s(z), s(z
′)) = exp(−γs‖s(z)−s(z′)‖2), and a Guassian kernel finds the
similarity between Sbest values, and s(z) represents the Sbest value of a pixel at z.
Sbest values for individual pixels are obtained by considering up to the first three
stages of Tamura Coarseness computation. k
′
p(z, z
′) = k
′
px(z, z
′) + k
′
py(z, z
′)
measures the spatial proximity of pixels inside Patches A and B. kpx(z, z
′) =
exp(−γp‖zx − z′x‖2) is a Gaussian kernel over x pixel positions inside a patch
and zx (or z
′
x) denotes the x pixel position. Similarly, kpy is the Gaussian kernel
over y pixel positions. Both Sbest and pixel position values are normalized in
the range [0,1].
As it is not computationally feasible to find pairwise matches between patches
using a match kernel to eventually find the matching between images, descriptors
are extracted based on match kernels using the feature maps of the candidate
kernels which the corresponding match kernel consists of. The descriptor set
of an image then takes part in image matching with another image’s descriptor
set. To extract descriptor based on Kcoarse, the same approach reported in
the last chapter (where conventional KDES are modified) is considered and the
Coarseness kernel descriptor (CorKDES) is given by:
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Fcoarse(A) =
∑
z∈A
φs(s(z))⊗ φ′p(z) (5.2)
where, φs(.) and φ
′
p(.) are the feature maps of ks and k
′
p respectively. As men-
tioned previously, feature maps of ks and k
′
p cannot be extracted directly, be-
cause they are non-linear (Gaussian) kernels. Therefore, feature maps are ex-
tracted by approximating them over a set of basis vectors. The same approach
is considered as in [2] to approximate the feature maps of ks and k
′
p as φ˜s(s(z))
and φ˜p
′
(z). Therefore, (5.2) is approximated as:
F˜coarse(A) =
∑
z∈A
φ˜s(s(z))⊗ φ˜p
′
(z) (5.3)
The size of basis vectors on kernel ks is chosen as 5. The basis vectors are
the normalized (within [0, 1] ) ‘2k’ (k = 0, 1, · · · , 5) values. The size of the basis
vectors on kernel k
′
p is chosen as 10 (5 + 5). To compute F˜coarse, (5.3) uses
Kronecker product. Therefore, the dimensionality of F˜coarse is 5 × 10 = 50,
which is an acceptable dimension to process the descriptor. Therefore, there is
no need for dimensionality reduction of the descriptors.
Similarly, the match kernel based on Directionality is given by (5.4):
Kdir(A,B) =
∑
z∈A
∑
z′∈B
kψ(ψ(z), ψ(z
′))k
′
p(z, z
′) (5.4)
where, kψ(ψ(z), ψ(z
′)) = exp(−γψ‖ψ(z) − ψ(z′)‖2), a Gaussian kernel which
finds the similarity between the normalized (within [0,1]) ψ values of pixels at z
and z′. For each pixel, edge magnitude (|∆G|) and direction (θ) are calculated
in the same way as in Tamura directionality. ψ(z) = θ(z) for the correspond-
ing |∆G|> t, where t is fixed as ‘12’ as per [14]. Otherwise ψ(z) = ε(ε → 0).
Thresholding |∆G| by t helps to reject unreliable directions which cannot be
considered as edge points.
Finally, the match kernel based on Contrast is given by (5.5):
Kcontrast(A,B) =
∑
z∈A
∑
z′∈B
kcon(con(z), con(z
′))kp(z, z′) (5.5)
where, kcon(con(z), con(z
′)) = exp(−γcon‖con(z)−con(z′)‖2), a Gaussian kernel
that finds the similarity between normalized (with [0,1]) contrast values at z and
z′. Contrast value per pixel is calculated as con(z) = (I −mn)/std. where I is
the intensity of pixel at z, mn and std are the mean and standard deviation of
the pixel intensities around the 3 × 3 neighbourhood of the pixel at z. Kernel
descriptors F˜dir (DirKDES) and F˜contrast (ConKDES) are extracted from Kdir
and Kcontrast respectively in the same way as F˜coarse is extracted from Kcoarse.
The size of basis vectors chosen on both kψ and kcon is 10. This reflects that
for both F˜dir and F˜contrast, descriptor dimensionality is 100 (10× 10 = 100).
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Figure 5.2: 2-D pixel position
5.3 Rotation-invariant Position Kernel
To find the spatial closeness between two pixels belonging to two different
patches, the authors of [2] proposed kp, a Gaussian position kernel. kp takes
the input as the normalized 2-D position of pixels inside a patch and outputs
the similarity scores which convey the spatial closeness of a pixel of a patch is
spatially close to all pixels of another patch. In [2], kp is computed over 2-D
data of pixel positions. However, in the case of the descriptors proposed in this
chapter, to compute k
′
p, 2-D pixel positions are divided into vectors of two 1-D
pixel positions without altering the information belonging to the corresponding
x and y indices. A sample of 2-D pixel positions for an 8 × 8 image patch is
shown in Figure 5.2. In practice, 16×16 patches are used in this chapter. How-
ever, 2-D pixel positions are not invariant to local rotation.
A texture image is made of patterns which are small visual elements. By re-
peated occurrence of these patterns, texture images are formed. It is often found
that these patterns are affected by rotation. The patterns in a texture image are
expected to be oriented in a particular fashion. However, due to rotation, these
patterns in the texture image do not follow any particular orientation. In other
words, the texture images are affected by local rotations. Therefore, it might
cause a mismatch between two images, even if they belong to the same class and
consist of similar patterns. To elaborate this limitation, let us suppose there are
two texture images from the same class and with similar patterns. However, the
patterns in the two images are in different orientations. For example, consider
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an 8× 8 patch from both images and both patches have similar patterns inside
but the patterns inside both patches are affected by rotation. Therefore, a pixel
attribute at a particular position of one patch may not provide the optimum
match with the pixel attribute at the corresponding position of another patch
when 2-D pixel positions are considered. This limitation can be overcome by
using the rotation-invariant (RI) pixel positions given by Figure 5.3, where pixel
positions are shown based on an 8×8 patch. As rotation generally occurs based
on a centre point, all the pixels are indexed with the same position around the
centre of a patch in a rectangular ring fashion in the proposed RI-pixel posi-
tions approach. So, when local rotation occurs and pixel attributes move to
another location, their position stays the same and the matching score between
two patches becomes invariant to the rotation.
When RI-pixel positions are incorporated in the position kernel which is a
candidate kernel of all three match kernels proposed in this chapter, a change
occurs in the descriptors’ dimensionalities as well as in the complexity of de-
scriptor extraction. As the RI-pixel positions are considered as 1-D data, the
size of the basis vectors chosen on k
′
p is 5. However, in the case of 2-D pixel
position approach used in this chapter, the size of basis vectors chosen on k
′
p is
10 (5 + 5). Therefore, using RI-pixel positions, the dimensionality of F˜coarse be-
comes 25 (5×5 = 25) and the dimensionality of both F˜dir and F˜contrast becomes
50 (10×5 = 50). The time complexity to extract the proposed descriptors when
k
′
p uses 2-D pixel positions is O(n(d
2 + d2px + d
2
py) + n
2d(dpx + dpy), where n is
the number of pixels inside a patch, d represents the basis vector size on any
of ks, kψ or kcon and dpx and dpy represent the basis vector sizes on kpx and
kpy respectively. While using RI-pixel positions, the time complexity to extract
proposed descriptors is O(n(d2 + d2p) + n
2ddp), where dp represents the basis
vector size on k
′
p, and dp < (dpx + dpy). Therefore, by using RI-pixel positions,
the time complexity for descriptor extraction is reduced compared to the case
where 2-D pixel positions are used.
5.4 Experimental Studies and Results
In this section, the experiment details and results obtained are discussed. All the
proposed descriptors were extracted from grayscale images using a patch size of
16×16 pixels with a spacing of 8 pixels. The kernel parameters involved with in-
dividual match kernels are chosen as γs = 1, γψ = 5, γcon = 1 and γp′ = 3. The
performances of F˜coarse, F˜dir and F˜contrast are shown together as TamuraKDES
on both texture and real images. The performance of TamuraKDES is consid-
ered instead of individual descriptors, as the focus is to improve conventional
Tamura features (Coarseness, Directionality and Contrast) which are generally
used together to represent images. First, image-level descriptors of individual
kernel descriptors were extracted using the efficient match kernel (EMK) [85]
approach with 1000 visual words and three-level spatial pyramid grids [19]. To
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Figure 5.3: Rotation-invariant pixel position
obtain TamuraKDES, image-level features of individual proposed descriptors
were concatenated. To test the robustness of the proposed descriptors to ro-
tation invariance, Outex TC12 000 [102] was used. To test the effectiveness of
TamuraKDES on real images, natural scene images from the Oliva and Torralba
database [103] and three classes from the Caltech 101 [100] database are con-
sidered.
Here the goal is to evaluate the effectiveness of Tamura features when they
are incorporated in the kernel descriptors framework. It is not intended to com-
pare the performance of the proposed descriptors which are based on texture
in this chapter with that of conventional kernel descriptors [2] which are based
on gradient, colour and shape. Therefore, the performance of TamuraKDES
is compared with some existing relevant studies to achieve two specific goals:
(a) to test the rotation invariance of the proposed descriptors, Outex TC12 000
is used, on which the performances of TamuraKDES, conventional Tamura fea-
tures and another texture-based rotation-invariant descriptor are compared. (b)
to test how effective the proposed descriptors are in representing real images, the
Oliva and Torralba and the Caltech 101 databases are used, on which the per-
formance of TamuraKDES is compared with the performances of conventional
Tamura features and some relevant research where the texture descriptors are
used for real image representation. While extracting proposed descriptors, both
2-D pixel positions and RI-pixel positions are considered in k
′
p. However, from
the image classification experiment, it was observed that incorporating RI-pixel
positions achieved almost 2% grater accuracy in texture images with local ro-
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tation involved. In contrast, in real images, using 2-D pixel positions achieved
1-1.5% greater accuracy compared to when RI-pixel positions were used. This
is because, when using RI-pixel positions, most of the pixels in the same rect-
angular ring have the same position index, which is suitable to overcome local
rotation. However, 2-D pixel positions provide a unique position index to each
pixel inside a patch and the corresponding descriptor extracts more discrimina-
tive information in the case of real images. Therefore, for the Outex TC12 000
database, results are shown when RI-pixel positions are considered for descrip-
tor extraction. For the Oliva and Torralba and the Caltech 101 databases, the
results are shown when 2-D pixel positions are considered for descriptor extrac-
tion.
5.4.1 Image classification
In this section the classification performances using TamuraKDES are provided.
Image classification on Outex TC12 000 database: This database con-
sists of 24 different classes of texture images which are captured under three
illuminations (inca, tl84 and horizon) and nine rotation angles ( 0, 5, 10, 15,
30, 45, 60, 75 and 90 ). 20 images of inca illumination and 0 degree angle,
in total 480 images, were used to train the classifier. To test the classifier, all
the images captured under tl84 and horizon illumination condition, i.e, 4320
images, were used.
The performance of the BRINT [31] descriptor was used as a comparison with
the effectiveness of TamuraKDES. BRINT descriptors are used for both rota-
tion invariance and noise tolerance. However, here only the rotation invariance
case is considered. BRINT is more robust to rotation invariance in compari-
son with other popular descriptors. Therefore, by comparing the performance
of TamuraKDES with BRINT, the effectiveness of TamuraKDES compared to
existing methods can be established. For better comparison, the experimental
settings were kept the same as in [31]. The work was carried out on the Matlab
interface and LIBSVM [123] was used as the classification tool. The results on
this database are given in Table 5.1, where it can be seen that TamuraKDES
outperforms the other two methods.
Table 5.1: Comparison of image classification accuracy on Outex TC12 000
database
Descriptor Accuracy(%)
Conventional Tamura 29.85
BRINT [31] 98.13
TamuraKDES 99.64
Image classification on Oliva and Torralba database: As Tamura fea-
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tures are human-inspired, to investigate the effectiveness of TamuraKDES on
this database, reference of [136] was considered, where a set of human-inspired
descriptors (including conventional Tamura features) is used to classify the im-
ages. For better comparison, the experimental settings were kept the same as
in [136]. To test classification accuracy, a feed-forward neural network was used
with hidden and output layer consisting of 120 and 4 neurons respectively. The
entire database was tested with 20-fold cross-validation. Descriptors were ex-
tracted using the Matlab interface and for neural network classification, the
Scikit-learn toolbox [124] was used in the Python environment. A comparison
of classification accuracies for this database is given in Table 5.2. From the
results, it can be concluded that TamuraKDES performed better than the other
descriptors to classify the images.
Table 5.2: Comparison of image classification accuracy on Oliva and
Torralba database
Descriptor Accuracy(%)
Conventional Tamura 54.34
Human inspired
feature [136]
91.93
TamuraKDES 94.22
Image classification on Caltech 101 database: To compare the effective-
ness of TamuraKDES on three classes of this database, [59] was considered as
the reference point. In [59], conventional Tamura features in the form of his-
tograms and a combination of features including Tamura and invariant feature
histograms are used to evaluate this database. To obtain the performance,
nearest neighbour (NN) classifier is used to calculate the error-rate (Err) as
Err = 1 − P (1), where P (1) is the average precision for the first rank results
over all the queries involved. Here, the same settings as in [59] were used.
Descriptors were extracted in the Matlab interface and nearest neighbour clas-
sification was implemented using the Scikit-learn toolbox in the Python envi-
ronment. Table 5.3 shows the comparison of the performances on this database,
and TamuraKDES is clearly the winner as the lowest error-rates are obtained
using TamuraKDES.
Table 5.3: Comparison of error-rates (%) on Caltech 101 database (3 classes
only)
Descriptor Airplanes Faces Motorbikes
Conventional Tamura 1.6 3.9 7.4
Combination of
features [59]
0.8 1.6 8.5
TamuraKDES 0.2 0.8 4.5
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5.4.2 Image Retrieval
In this section, the image-retrieval performance of TamuraKDES is provided
with respect to MAP values and recall-precision curves. The literature using
which classification performances of TamuraKDES are compared, do not have
retrieval performances included. Furthermore, the source codes of them are
not available to obtain their retrieval performance manually. Therefore, in this
section, a performance comparison of TamuraKDES with the above-mentioned
literature cannot be provided. However, how TamuraKDES perform on each of
the three test databases compared to conventional Tamura features is provided.
MAP values are given in Table 5.4, and the recall-precision curves on three
databases are given in Figures 5.4, 5.5 and 5.6 respectively.
Table 5.4: Comparison of MAP (%) based on top k retrieved images
Database k
Conventional
Tamura
TamuraKDES
Outex TC12 000 100 21.63 73.94
Oliva and torralba 100 51.07 70.02
Caltech 101 (3 classes
only)
100 61.30 93.41
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Figure 5.4: Recall-Precision curve on Outex TC12 000 database
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Figure 5.5: Recall-Precision curve on Oliva and Torralba database
Figure 5.6: Recall-Precision curve on Caltech 101 (3 classes only) database
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The retrieval results from MAP values and recall-precision curves show that
the retrieval performance of TamuraKDES is significantly better thanthat of the
conventional Tamura features on each of the three databases considered here.
5.5 Discussion
In this chapter, an improvement to a popular texture descriptor (Tamura fea-
tures) is proposed using kernel descriptor framework. In the literature, most
of the improvements on Tamura features have been made based on histogram-
based approaches where per-pixel-based Tamura features are quantized. This
may cause a significant amount of information loss. However, in the kernel de-
scriptor approach, Tamura features per pixel participates equally in matching
between two patches. The experimental results show that the proposed Tamura
kernel descriptors significantly surpass conventional Tamura features .
Conventionally, kernel descriptors are extracted based on a particular pixel
attribute (gradient, colour or LBP). However, it has been shown in [2] that the
combined performance of three KDES is more effective than that of any of the
individual KDES. In this chapter, a similar combined approach has been taken
to obtain TamuraKDES, i.e. image-level descriptors belonging to CorKDES,
DirKDES and ConKDES are concatenated. However, this kind of image-level
descriptor concatenation or serial fusion has certain limitations. The limitations
are overcome in the next chapter, where a fused kernel descriptor is proposed.
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Chapter 6
A Novel Fusion Approach
in the Extraction of Kernel
Descriptor with Improved
Effectiveness and Efficiency
6.1 Introduction
In Chapter 4, it was reported that the proposed descriptors were more effective
and efficient than the corresponding descriptors of [2]. However, in Chapter
5, the proposed texture-based kernel descriptors were extracted to increase the
effectiveness of conventional Tamura features. In this chapter, a novel approach
to fuse information related to all the pixel attributes together before the descrip-
tor extraction process occurs is proposed. Therefore, all types of pixel-related
information are embedded in the resulting descriptor.
Information fusion, i.e. fusing or combining descriptors, is a standard ap-
proach to increase effectiveness in image representation. Descriptors are gen-
erally extracted using any of the pixel attributes (e.g. gradient and colour).
Therefore, the effectiveness of the descriptors is limited. For example, the im-
ages in Figure 6.1. are perceptually four different images: a red car, a blue
car, a red apple and a green apple. Now, consider a case where there is a need
to build an image representation system in such a way that it identifies each
of the images in Figure 6.1 belonging to a separate class. To do this, at first
only a colour descriptor is considered. The system then classifies the images of
the red car and red apple in the same class as in the colour descriptor space,
the red car and the red apple are very close. Similarly, if a shape descriptor is
considered only, images of the red and blue cars are classified in the same class
by the system, as in the shape descriptor space, the distance between red and
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blue cars is less than their distances from other two images. The same thing will
happen to the images of red apple and green apple. In both cases, the image
representation system will not provide the desired output. To overcome this,
one of the solutions is fusion of descriptors. For example, to fuse information,
the system uses both colour and shape descriptors to represent images at the
same time. If the distance between two images is less than a threshold, then
they are classified to the same class. Otherwise, they are assigned to different
classes. When the system uses colour and shape descriptors together at the
same time, in the combined or fused descriptor space, the probability that the
distance between the red car and red apple images is greater than a threshold is
higher. Therefore, they will be classified into separate classes. Similarly, using
fusion of descriptors, images belonging to the blue car and green apple will also
be classified into separate classes.
Figure 6.1: An example of four images belonging to separate classes
The authors of [2] have proposed three kernel descriptors based on gradi-
ent, colour and shape. All three kernel descriptors are more effective than their
histogram-based counterparts where there is greater likelihood of information
loss due to coarse quantization of pixel attributes. The combination of descrip-
tors instead of a single descriptor is a more effective approach to represent im-
ages. Therefore, in [2], the authors have shown that the combined performance
of all three kernel descriptors is higher than that of the highest performing
individual kernel descriptor. However, the conventional fusion approach (con-
catenation of image-level descriptors of individual kernel descriptors) which is
shown by a flow diagram in Figure 6.2 as per [2], has limitations with respect
to efficiency and storage.
In this chapter the third and fourth limitations of kernel descriptors men-
tioned in Section 2.1.2 of Chapter 2 are addressed by proposing a fused kernel
descriptor as shown in Figure 6.3. The proposed descriptor addresses these
limitations as:
1. The proposed approach fuses information related to pixel attributes (i.e.
gradient, colour and LBP) before feature extraction. A unique kernel
descriptor is extracted which contains all the distinct information of dif-
ferent pixel attributes. To construct image-level descriptors, image-level
(EMK [85]) encoding is performed only once. For this reason, time com-
plexity is reduced by almost one-third compared to that reported in [2].
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Figure 6.2: Conventional fusion approach of kernel descriptors in [2]
2. Only one descriptor (fused kernel descriptor) is extracted. Therefore, there
is no need for image-level descriptor concatenation, which was needed for
serial fusion in [2] to evaluate the combined performance of kernel descrip-
tors. Therefore, each image in the proposed scenario is represented with
a lower-dimensional descriptor compared to the serially-fused descriptors.
Due to lower dimensionality, the processing of each image in the proposed
scenario is faster compared to that reported in [2].
.
The fused kernel descriptor (FKD) proposed here can fuse any kind and as
many as pixel attributes together. However, in this chapter, only three pixel
attributes (gradient, colour and LBP) are fused together. This is because, the
aim of FKD in this chapter is to overcome the limitation of serial fusion in [2],
where gradient-, colour- and shape- based descriptors are serially fused at the
image level. Therefore, to enable fair comparison in analysis of results, FKD
was extracted with only those raw pixel attributes involved in [2]. However, in
the next chapter (Chapter 7), an integration to FKD is performed where along
with the three basic pixel attributes (gradient, colour and LBP), per-pixel-based
Tamura features are also fused together before descriptor extraction.
The rest of the chapter is organised as: Section 6.2 provides the details of how
the proposed fused match kernel is formed. Section 6.3 discusses the descriptor
extraction process from the proposed fused match kernel. Time complexity is
provided in Section 6.4 and descriptor dimensionality is provided in Section 6.5.
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Figure 6.3: Thesis objectives and proposed outcomes. The contribution of
this chapter is highlighted
Section 6.6 provides the details of the experiments and results, followed by a
discussion in Section 6.7.
6.2 Formation of fused match kernel
Individual kernel descriptors are based on a match kernel and are computed us-
ing individual pixel attributes over a dense patch (in [2], it is 16×16 pixels patch
with 8 pixels of spacing) using a Gaussian function. For example, the gradient
kernel descriptor is extracted from the gradient match kernel where the main
component is a candidate kernel computed with gradient vectors. In the previ-
ous chapter, it was already shown that a candidate kernel can be represented
as the summation of component kernels instead of using the Hadamard product
of component kernels. The main idea of proposing the fused kernel descriptor
is based on the summation of kernels.
Candidate kernels which are the integral parts of match kernels, provide
the similarity between two patches with respect to any of the pixel attributes.
The kernel descriptors inherit the similarity measures obtained using the match
kernels. In [2], match kernels are formed using candidate kernels which are com-
puted using any of the pixel attributes (gradient, colour or LBP). Therefore, the
corresponding descriptors of individual match kernels also inherit the similar-
ity measures based on any of the pixel attributes. In this chapter, a unique
match kernel is proposed: fused match kernel (FMK). FMK consists of simi-
larity measures related to all the pixel attributes under consideration. This is
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done by adding the candidate kernels computed over different pixel attributes.
Candidate kernels are computed using a Gaussian function. Therefore, they are
valid kernels. The addition of valid kernels produces another valid kernel [131].
Therefore, FMK is a valid kernel. FMK is given by (6.1):
KFused =
∑
z∈A
∑
z′∈B
KM (z, z
′)k
′
p(z, z
′) (6.1)
where, A and B are the two different patches on which KFused is defined.
z and z′ represent the pixels of A and B patches respectively. KM (z, z′) =
KG(z, z
′) +KC(z, z′) +KS(z, z′). By summing up KG, KC and KS , the simi-
larity scores obtained by them are fused in KM . k
′
p(z, z
′) = k
′
px(z, z
′)+k
′
py(z, z
′)
measures the spatial proximity of pixels inside Patches A and B. kpx(z, z
′) =
exp(−γp‖zx− z′x‖2) is a Gaussian kernel over x position of pixels inside a patch
and zx (or z
′
x) denotes the x pixel position. Similarly, kpy is the Gaussian kernel
over y position of pixels.
In Chapter 4 and in [2], the individual match kernels are composed of two
main components. The first component is related to the corresponding pixel
attribute and unique to each match kernel. The second component is the same
for each match kernel and it is related to the pixel positions. KM used in
(6.1) is the summation of KG, KC and KS which are the unique components
of gradient, colour and shape match kernels respectively, defined in Chapter 4.
To keep a consistent flow of description, the definitions of KG, KC and KS are
again provided by (6.2), (6.3) and (6.4), respectively.
KG(z, z
′) = m˜(z)m˜(z′)k
′
o(θ˜(z), θ˜(z
′)) (6.2)
where, KG measures similarity between patches A and B in terms of pixel gra-
dients. m˜(z) and m˜(z′) are the normalized gradient magnitudes of Patches
A and B respectively. k
′
o(θ˜(z), θ˜(z
′)) = k
′
ox(θ˜x(z), θ˜x(z
′)) + k
′
oy(θ˜y(z), θ˜y(z
′)).
kox(θ˜x(z), θ˜x(z
′)) = exp(−γo‖θ˜x(z) − θ˜x(z′)‖2) is a Gaussian kernel over nor-
malized x- directional gradients. Similarly, koy is the Gaussian kernel over
normalized y- directional gradients.
KC(z, z
′) = kcR(zR, z′R) + kcG(zG, z
′
G) + kcB(zB , z
′
B) (6.3)
where, KC measures colour similarity between patches A and B. kcR(zR, z
′
R) =
exp(−γc‖c(zR) − c(z′R)‖2) is a Gaussian kernel over pixel intensity at the red
channel. Similarly, kcG and kcB are the Gaussian kernel over pixel intensities
at the green and blue channels respectively. If the image is grayscale, then KC
is the Gaussian kernels over pixel intensities.
KS(z, z
′) = s˜(z)s˜(z′)k
′
b(b(z), b(z
′)) (6.4)
where, KS measures how two patches A and B are similar in terms of shape.
s˜(z) and s˜(z′) are the normalized standard deviation of pixel values in the 3× 3
neighbourhood around each pixel (z or z′) inside patches A and B respectively.
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b(z) is a binary vector which is nothing but the LBP of z around 3×3 neighbour-
hood. kb(b(z), b(z
′)) = kb1(b1(z), b1(z′))+ · · ·+kb8(b8(z), b8(z′)); kb1, · · · , kb8 are
the Gaussian kernels computed over the individual dimensions of 8-D LBP bi-
nary pattern.
6.3 Descriptor Extraction From Fused Match Ker-
nel
To extract descriptor from the fused match kernel, the same approach in Chap-
ters 4 and 5 to extract descriptors from the match kernels is considered. First,
the candidate kernels of KFused are represented in terms of their inner products
as KM (z, z
′) = φM (z)TφM (z′) and k
′
p(z, z
′) = φ
′
p(z)
Tφ
′
p(z
′), where φm˜(.), φo(.)
and φp(.) are the feature maps of km˜, ko and kp respectively. Therefore, the
descriptor will be extracted as:
FFused(A) =
∑
z∈A
φM (z)⊗ φ′p(z) (6.5)
where φM (.) is the feature map of KM and φ
′
p(.) is the feature map of k
′
p. KM
is the linear summation of three kernels KG, KC and KS . Therefore, φM is the
concatenation of the feature maps of these three kernels and it is given by:
(6.6)
KM (z, z
′) = KG(z, z′) +KC(z, z′) +KS(z, z′)
= φG(z)
TφG(z
′) + φC(z)TφC(z′) + φS(z)TφS(z′)
=
[ φG(z)
φC(z)
φS(z)
]T[ φG(z′)
φC(z
′)
φS(z
′)
]
From (6.6), it can be easily concluded that φM (.) =
[ φG(.)
φC(.)
φS(.)
]
=
[
φG(.) φC(.) φS(.)
]T
The feature maps of non-linear (Gaussian) kernels cannot be extracted di-
rectly. Therefore, the feature maps of KM and k
′
p are approximated, considering
the same approach as in [2]. The approximated feature maps of KM and k
′
p are
φ˜M (.) and φ˜p
′
(.) respectively. Therefore,(6.5) is approximated as:
FFused(A) =
∑
z∈A
φ˜M (z)⊗ φ˜p
′
(z) (6.7)
The descriptor given by (6.7) is the fused kernel descriptor (FKD). FKD is
not restricted to fuse only gradient, colour and LBP information. Because of
its simplicity, any kind and as many as pixel properties can be fused together
to obtain a unique kernel descriptor. A flow diagram to show how FKD is
extracted and evaluated in this chapter is given in Figure 6.4. By comparing
Figure 6.2 and Figure 6.4, it is clear that image representation using FKD
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Figure 6.4: Extraction and evaluation of FKD
is more efficient than serial fusion, as descriptor extraction and image-level
encoding done are only once in FKD compared to three time in serial fusion.
Furthermore, the dimensionality of the image-level descriptors of FKD is one-
third of the dimensionality of serially-fused image-level descriptors. A detailed
discussion of time complexity and descriptor dimensionality is provided in the
following sections.
6.4 Time Complexity
In this section, the time complexities of conventional descriptor fusion [2] and the
proposed fused kernel descriptor are compared. In the conventional approach,
the local descriptors based on gradient, colour and shape are first extracted
followed by EMK encoding of each local descriptor, and finally, fusion is done
by concatenating the EMK-encoded image-level descriptors. In the proposed
approach, local descriptors are also extracted first, followed by EMK encoding.
In the proposed approach, as information fusion is done before the descriptor
extraction phase, descriptor extraction and EMK encoding phases are executed
only once. Here, for both approaches, time complexities are compared at every
stage.
For the conventional descriptor fusion approach:
1. First the three local descriptors need to be extracted. The time complex-
ities for gradient-, colour- and shape-based descriptors are O(nd2o +nd
2
p +
n2dodp+N
3
g ), O(nd
2
c+nd
2
p+n
2dcdp+N
3
c ) and O(nd
2
b+nd
2
p+n
2dbdp+N
3
s )
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respectively, where, n is the number of pixels inside a patch, do, dc, db
and dp represent the size of basis vectors on ko, kc, kb and kp respec-
tively. Therefore, for each image, the total complexity at the descriptor
extraction phase is O(n(d2o + d
2
c + d
2
b + d
2
p) +n
2dodcdbdp +N
3
g +N
3
c +N
3
s )
2. The time complexities for the EMK encoding phase are divided into two
stages: training and testing [85]. For the training stage, the time complex-
ities for gradient-, colour- and shape-based descriptors are O(n
′
mgDgdg+
n′D2g), O(n
′
mcDcdc + n
′D2c ) and O(n
′
msDsds + n
′D2s) respectively. In
contrast, at the testing stage, for each test image, the time complexities
are O(mgDgdg + D
2
g), O(mcDcdc + D
2
c ) and O(msDsds + D
2
s) respec-
tively for the three descriptors. n′ is the number of images in the training
set, m is the average descriptor cardinality of all sets, D is the dimen-
sionality of the feature map of the corresponding match kernel, d is the
dimensionality of the local descriptors and the subscripts g, c and s rep-
resent gradient, colour and shape kernel descriptors respectively. (In [2],
Dg = Dc = Ds and dg = dc = ds. However, it is not mandatory to keep
the dimensionalities of Dg, Dc and Ds the same and dg, dc and ds the
same. In fact, these are user-dependent. Therefore, to maintain generality
in computing time complexities, they are considered as separate individual
entities here.) Therefore, the total time complexity at the training stage
is O(n′(mgDgdg +mcDcdc +msDsds) +n′(D2g +D
2
c +D
2
s)) and the total
time complexity for each test image is O((mgDgdg+mcDcdc+msDsds)+
(D2g +D
2
c +D
2
s)).
For the fused kernel descriptor,
1. Information regarding gradient, colour and shape (LBP) is fused before
feature extraction. Therefore, the time complexity during the feature
extraction stage is O(n(d2ox + d
2
oy + d
2
cR + d
2
cG + d
2
cB + d
2
b1 + · · · + d2b8 +
d2px + d
2
py) + n
2(dox + doy + dcR + dcG + dcB + db1 + · · ·+ db8)(dpx + dpy))
where, n is the number of pixels inside a patch, and dox, doy, dcR, dcG,
dcB , db1, · · ·, db8, dpx and dpy are the size of basis vectors on kox, koy, kcR,
kcG, kcB , kb1, · · ·, kb8, kpx and kpy respectively.
2. EMK encoding is done only once for the FKD. The time complexity during
the training phase is O(n
′
mfDfdf + n
′D2f ) and the time complexity for
one single test image is O(mfDfdf + D
2
f ). The subscript f represents
FKD.
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Table 6.1: Comparison of time complexities of conventional fusion approach
with FKD
Stage
Conventional
fusion
FKD Comment
Descriptor
extraction
O(n(d2o + d
2
c +
d2b + d
2
p) +
n2dodcdbdp +
N3g +N
3
c +N
3
s )
O(n(d2ox + d
2
oy +
d2cR + d
2
cG + d
2
cB +
d2b1 + · · ·+ d2b8 +
d2px + d
2
py) +
n2(dox+doy+dcR+
dcG + dcB + db1 +
· · ·+db8)(dpx+dpy))
dox, doy << do,
dcR, dcG, dcB < dc,
db1, · · · , db8 < db . In
addition, no dimension
reduction involved in
FKD. Therefore,
descriptor extraction
in FKD is more
efficient than
descriptor extraction
in the conventional
fusion approach.
EMK
encoding
(Training)
O(n′(mgDgdg +
mcDcdc +
msDsds) +
n′(D2g +D
2
c +
D2s))
O(n′mfDfdf +
n′D2f )
mfDfdf <<
mgDgdg +mcDcdc +
msDsds and
D2f << D
2
g +D
2
c +D
2
s
Therefore, the training
stage of EMK
encoding is more
efficient in the case of
FKD than
conventional fusion.
EMK encod-
ing(Testing)
O((mgDgdg +
mcDcdc +
msDsds) +
(D2g +D
2
c +D
2
s))
O(mfDfdf +D
2
f )
For the same reason,
the testing stage of
EMK encoding is less
time-consuming in the
case of FKD than
conventional fusion.
For simplicity, a comparison of time complexities between conventional fu-
sion and FKD is given in Table 6.1. From the comparison, it is clear that FKD
is less time-consuming in both stages (descriptor extraction and EMK encod-
ing) compared to the conventional fusion approach. In addition, processing the
image-level descriptors is more efficient in the case of FKD. Considering the
image-level descriptors of all local descriptors are of L dimensions, due to con-
catenation in the conventional fusion approach, for each image, the system has
to process 3L image-descriptors at a time. However, in the case of FKD, for
each image, the system has to process only L image-level descriptors at a time.
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6.5 Descriptor Dimensionality
As stated previously, conventional kernel descriptors suffer from the curse of
dimensionality and it is overcome by applying KPCA. In this section the dimen-
sionality of the conventional fusion approach and the proposed FKD is compared
for the local descriptor extraction stage as well as for the EMK encoding stage.
It is already known that kernel descriptors are extracted using the feature
maps of candidate kernels of corresponding match kernels. To approximate the
feature maps, a set of basis vectors is needed. The basis vectors are constructed
in a similar way to that described in [2] and shown in Chapters 4 and 5. The
size of the basis vectors chosen on kernels ko, kc, kb and kp are 10×10, 5×5×5,
28 = 256 and 5× 5, respectively. Therefore, original dimensionalities of conven-
tional descriptors are (10 × 10) × (5 × 5) = 2500, (5 × 5 × 5) × (5 × 5) = 3125
and 256× (5× 5) = 6400 respectively for gradient, colour and shape, whereas,
the size of basis vectors on kernel ko
′ is 10 + 10 = 20. The size of basis vectors
on kernel k
′
c is 5 + 5 + 5 = 15 for RGB images or 5 for grayscale images, the
size of basis vectors on k
′
b is (2 + 2 + 2 + 2 + 2 + 2 + 2 + 2) = 16 and the size of
basis vectors on kernel kp
′ is 5 + 5 = 10. Therefore, the descriptor dimension-
ality of the proposed FKD is (20 + 15 + 16) × (10) = 510 for RGB images, or
(20 + 5 + 16)× (10) = 410 for grayscale images.
For image-level representation, EMK encoding is done for the conventional
descriptors as well as for the FKD. For the EMK encoding of each local descrip-
tor, the size of basis vectors chosen is 1000, i.e. the dimensionality of feature
maps for each descriptors during EMK encoding is 1000. Therefore, the image-
level descriptor dimensions of each of the three conventional descriptors and
FKD is 1000. The conventional fusion approach is the concatenation of image-
level descriptors of three local descriptors. Therefore, the final dimensionality
of image-level descriptors of each image using conventional fusion approach is
3000, whereas, the final dimensionality of image-level descriptors to represent an
image using FKD is only 1000. For better representation, dimensionality com-
parisons are given in Table 6.2. Irrespective of local descriptor extraction or
EMK encoding stage, FKD always deals with less dimensionality of descriptors
compared with the conventional fusion approach.
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Table 6.2: Comparison of dimensionality of conventional fusion approach
with FKD
Descriptor type
Conventional
fusion
FKD
Local descriptor
Gradient-
2500
510 (RGB) / 410 (Grayscale)
Colour- 3125
Shape - 6400
Image-level
descriptor
3000 1000
6.6 Experiments and Results
In this section, the details of the experimental set-up and the results are dis-
cussed. The experimental were conducted on the Scene categories and Caltech
101 databases. The motive was to investigate the performance of FKD com-
pared to the conventional fusion approach in terms of both image classification
and retrieval. To extract individual kernel descriptors for conventional fusion
and to extract FKD, the same experimental settings were considered as in [2].
Individual images were not bigger than 300× 300 pixels. Local descriptors (de-
scriptors for conventional fusion as well FKD) were extracted over patch sizes of
16× 16 pixels with a spacing of 8 pixels. Image-level descriptors were obtained
by using EMK encoding on local descriptors. Spatial information in the image-
level descriptors was incorporated using spatial pyramid grids (1× 1, 2× 2 and
4×4) during the EMK encoding stage. All computations were performed in the
Matlab environment.
While the classification and retrieval results are provided in separate sub-
sections, a comparison of computation time for the conventional fusion approach
and FKD is given in Table 6.3. Computation times were calculated based on
individual images and not for the whole image database. Computation time to
extract local descriptors in the conventional fusion approach is the total time
to extract three kernel descriptors involved for a single image. However, in
the proposed case, it is the time to extract FKD only. Computation time to
obtain image-level descriptors in the conventional fusion approach is the total
computation time taken by EMK encoding of three local descriptors and the
time taken to concatenate them. However, in the proposed approach, it is only
the time taken for EMK encoding of FKD. From Table 6.3 it is clear that in
both stages, FKD is more efficient than the conventional fusion approach.
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Table 6.3: Comparison of computation time (Sec) between conventional
fusion and FKD
Descriptor type
Conventional
fusion
FKD
Local descriptor 2.2666 1.2592
Image-level descriptor 1.1831 0.2037
6.6.1 Image classification
A comparison of the classification accuracy of FKD with the conventional fu-
sion approach is given in Table 6.4 for the two databases considered here. Image
classification was performed using SVM-based classifiers with Laplacian kernels
as per [2]. LIBSVM [123] was used as the classification tool. The classification
results show that the effectiveness of FKD to classify images of both databases
is higher than that of the conventional fusion approach. The reasons for FKD
being more effective than conventional fusion approach are twofold: first, the
candidate kernels of the fused match kernel from which FKD is extracted are
constructed by summation instead of the Hadamard product of component ker-
nels. Therefore, due to the usage of summation, FKD has the same advantages
as the individual modified kernel descriptors proposed in Chapter 4 have. Sec-
ond, to extract FKD, information fusion is done at patch level, whereas, in the
conventional approach, information fusion is performed globally by concatenat-
ing image-level descriptors. As information fusion at patch level is performed
at local image regions over the raw pixel attributes, it can capture the variation
and correlation of pixel attributes more effectively than the global fusion of the
conventional approach.
Table 6.4: Comparison of classification accuracies (%) between conventional
fusion and FKD
Database
Conventional
fusion
FKD
Scene categories 86.74 88.32
Caltech 101 74.58 77.84
6.6.2 Image retrieval
The image retrieval performances of FKD and the conventional fusion approach
were measured by MAP values and using recall-precision curves. Laplacian
kernel is used to obtain the similarity scores between a query image and the
database images. Each image from the two databases was used as a query to
retrieve the rest of the images from the corresponding databases. For each query,
based on the top ‘k’ retrieved images, MAP values were obtained and recall-
precision curves were plotted. A comparison of MAP values of conventional
fusion and FKD on both databases is given in Table 6.5. The recall-precision
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curves are given in Figures 6.5 and 6.6 for both databases respectively. From
the retrieval results, it is clear that irrespective of the databases considered here,
FKD is more effective in retrieving images than the conventional fusion.
Table 6.5: Comparison of MAP (%) based on top k retrieved images
Database k
Conventional
fusion
FKD
Scene categories 100 60.26 62.19
Caltech 101 30 58.38 60.84
Figure 6.5: Recall-Precision curve on Scene categories database
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Figure 6.6: Recall-Precision curve on Caltech 101 database
6.7 Discussion
In this chapter, a unique fused kernel descriptor is proposed where information
on raw pixel attributes is fused before feature extraction. The fused kernel de-
scriptor inherits all the advantages of using summation of component kernels
to obtain candidate kernels of match kernels. In addition, due to patch level
fusion, FKD captures more variation and correlation information of different
pixel attributes than the conventional fusion of kernel descriptors. Image clas-
sification and retrieval results show that the proposed fused kernel descriptor
is more effective than the conventional fusion approach. Furthermore, the pro-
posed fused kernel descriptor is more efficient to extract and process than the
conventional fusion approach.
In the next chapter, all the research solutions proposed in this project are
integrated to obtain an overall system to represent images more effectively and
efficiently.
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Chapter 7
Evaluation of Proposed
Techniques in an Integrated
Classification and Retrieval
System
7.1 Introduction
In this research, a number of improvements in image representation are proposed
for better image classification and retrieval. In Chapter 3, the effectiveness of
spatial pyramid matching (SPM) is enhanced in terms of rotation invariance by
investigating three rotation-invariant partitioning schemes, and an appropriate
weight function is proposed for better level contribution into the matching be-
tween images. By combining pyramid match kernel (PMK) with SPM, better
image matching performance is achieved. In Chapter 4, the design of match
kernels is modified by leveraging the kernel properties. This makes the corre-
sponding kernel descriptors (KDES) more effective and efficient. In Chapter
5, the effectiveness of a set of global texture descriptors (Tamura features) is
improved using a kernel descriptor framework. In Chapter 6, a fused kernel de-
scriptor (FKD) is proposed to overcome the limitation of serial fusion of kernel
descriptors.
To test the effectiveness of SPM regarding enhanced rotation invariance, in
Chapter 3, experiments were reported using dense SIFT as the local descrip-
tor. However, SIFT is a histogram-based descriptor which has limitations due
to coarse quantization. KDES overcome these limitations. However, in Chap-
ters 4 to 6, during the image-level encoding of KDES (conventional as well as
the proposed modified), the traditional SPM (TrSPM) structure is used for in-
corporating spatial information. Therefore, image-level representation becomes
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Figure 7.1: Thesis objectives and proposed outcomes, contribution of this
chapter is highlighted
vulnerable to rotational effects.
FKD can fuse any kind of pixel attributes together. Therefore, the resulting
descriptor contains all the discriminative information belonging to the partici-
pating pixel attributes. In Chapter 6, FKD is extracted by using only the three
sets of pixel-based information (gradient, colour and LBP), whereas, the pixel-
based Tamura features used to extract kernel descriptors in Chapter 5 are not
considered in the FKD framework.
Therefore, in this chapter, as shown in Figure 7.1, a system is designed that
integrates all the techniques proposed in this research. With reference to the
flow diagram (Figure 2.1) provided in Chapter 2, how the proposed works in this
research fit together in the integrated system is shown in Figure 7.2. Specifically,
the proposed system consists of:
1. Image-level encoding of modified kernel descriptors is performed using the
RI-SPM structure.
2. FKD is integrated by incorporating additional information related to per-
pixel-based Tamura features and then image-level encoding is performed
using the RI-SPM structure.
In Chapter 3, a combined pyramid matching method was proposed to en-
hance the effectiveness of pyramidal image representations. However, in the
integrated system, the combined pyramid matching is not incorporated. This
is because, the effectiveness of combined pyramid matching is 2% to 3% higher
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Figure 7.2: Flow diagram to represent the evaluation of proposed techniques
in an integrated system
than the corresponding baseline SPM at the expense of higher computational
time and huge storage. Therefore, due to limited resource availability, combined
pyramid matching is not incorporated in the integrated system proposed in this
chapter.
The rest of the chapter is organised as follows. Section 7.2 discusses how
the proposed techniques in this research are evaluated in an integrated system.
Section 7.3 provides details of the experiments and the results. Finally, Section
7.4 concludes the chapter with a discussion.
7.2 Integration of Proposed Techniques
7.2.1 Incorporation of RI-SPM structure into image-level
encoding of modified kernel descriptors
The modified KDES proposed in Chapter 4 are basically local descriptors which
are constructed from the raw pixel attributes. These local descriptors then need
to be encoded to the final image-level representation to be used in different ap-
plications. To incorporate spatial information in image-level descriptors, SPM
is a widely-used method. In Chapter 4, the modified KDES are encoded using
EMK and for spatial information incorporation, the TrSPM structure is used.
Therefore, the rotational limitation of TrSPM is inherited in the image-level
representation. To overcome this issue, in this chapter, the RI-SPM structure
is used during image-level encoding.
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7.2.2 Incorporation of Tamura features in the FKD frame-
work
The FKD framework can fuse any kind of pixels attributes together. However,
the FKD proposed in Chapter 6 only uses pixel-based gradient, colour and LBP
information. In this chapter, an integrated FKD (IFKD) is proposed, where
along with the above mentioned three pixel-based sets of information, Tamura
features are also used in the descriptor extraction process.
To obtain IFKD, first the corresponding match kernelis defined. Therefore,
the integrated fused match kernel (IFMK) is given by (7.1):
KIFused(A,B) =
∑
z∈A
∑
z′∈B
KIM (z, z
′)k
′
p(z, z
′) (7.1)
where, A and B are the two different patches on which KIFused is defined, and
z and z′ represent the pixels of A and B patches respectively. KIM (z, z′) =
KG(z, z
′) + KC(z, z′) + KS(z, z′) + KT (z.z′). k
′
p(z, z
′) = k
′
px(z, z
′) + k
′
py(z, z
′)
measures the spatial proximity of pixels inside Patches A and B. kpx(z, z
′) =
exp(−γp‖zx − z′x‖2) is a Gaussian kernel over x pixel positions inside a patch
and zx (or z
′
x) denotes the x pixel position. Similarly, kpy is the Gaussian ker-
nel over y pixel positions. KG, KC and KS are designed in the same way as
they are designed in Chapter 6. KT (z, z
′) = ks(s(z), s(z′)) + kψ(ψ(z), ψ(z′)) +
kcon(con(z), con(z
′)). ks, kψ and kcon are the Gaussian kernels which calculate
similarity between two patches with respect to per-pixel Tamura coarseness, di-
rectionality and contrast, respectively. These kernels are designed in the same
way as they are designed in Chapter 5.
To extract IFKD from IFMK, the same standard approach used in this thesis
is considered. Feature maps of candidate kernels of IFMK are extracted using
separate sets of basis vectors. Next, by using all the feature maps together,
IFKD is extracted. The time complexity to extract IFKD is O(n(d2ox + d
2
oy +
d2cR+d
2
cG+d
2
cB+d
2
b1 +· · ·+d2b8 +ds+dψ+dcon+d2px+d2py)+n2(dox+doy+dcR+
dcG+dcB +db1 + · · ·+db8 ++ds+dψ +dcon)(dpx+dpy)) where, n is the number
of pixels inside a patch, and dox, doy, dcR, dcG, dcB , db1, · · ·, db8, ds, dψ ,dcon,
dpx and dpy are the sizes of basis vectors on kox, koy, kcR, kcG, kcB , kb1, · · ·,
kb8, ks, kψ, kcon, kpx and kpy respectively. To calculate the dimension of IFKD,
it is necessary to find the sizes of basis vectors on candidate kernels of IFMK.
As per Chapters 4 and 6, the sizes of basis vectors chosen on candidate kernels
of gradient (k
′
o), colour (k
′
c), shape (k
′
b) and position (kp
′) are 20, 15 (for RGB
images) or 5 (for Grayscale images), 16 and 10 respectively. In contrast, as per
Chapter 5, the sizes of basis vector sets chosen on candidate kernels belonging
to per-pixel Tamura coarseness (ks), Tamura directionality (kψ) and Tamura
contrast (kcon) are 5, 10 and 10 respectively. Therefore, the dimensionality
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of IFKD is (20 + 15 + 16 + 5 + 10 + 10) × (5 + 5) = 760 for RGB images or
(20+5+16+5+10+10)×(5+5) = 660 for grayscale images. The dimensionality
of IFKD is not higher than the conventional kernel descriptors [2]. Therefore,
there is no need for dimensionality reduction. In future work, the possibility
of developing a lower dimensional IFKD will be investigated by leveraging the
kernel properties.
7.3 Experiments and Results
The experimental set-up and results obtained are discussed in this section. The
experiments were conducted on the Scene categories database, the Rotated scene
categories database, the 21 land use database and the Caltech 101 database.
The results are shown in two approaches: 1) The performance of the modi-
fied KDES proposed in Chapter 4 when encoded with RI-SPM structure during
EMK encoding is compared with the performance of modified KDES and con-
ventional KDES (Conv. KDES) encoded with TrSPM structure during EMK
encoding. 2) The performance of IFKD when encoded with RI-SPM structure
during EMK encoding is compared with the performances of FKD when en-
coded with RI-SPM and TrSPM structures respectively during EMK encoding.
For the experiment, local descriptors were extracted from patch sizes of 16× 16
pixels with a spacing of 8 pixels. Computations were performed in the Matlab
environment.
7.3.1 Image Classification
In this section, the classification performances in Tables 7.1, 7.2, 7.3 and 7.4
compare the classification accuracies of modified KDES encoded with RI-SPM
structure and modified KDES and conv. KDES encoded with TrSPM structure
for the four databases considered here. The results clearly show that the modi-
fied KDES encoded with RI-SPM structure performs better than the cases when
TrSPM is used for all four databases. For the Rotated Scene categories and 21
land use databases, the classification accuracies with RI-SPM encoding are sig-
nificantly higher than the TrSPM encoding case, because these two databases
have images with rotation effects and RI-SPM encoding makes image repre-
sentation of these databases more robust to rotation invariance than TrSPM
encoding. For the other two databases (Scene categories and Caltech 101), the
classification accuracies of RI-SPM encoding are marginally higher than that
of TrSPM encoding. This is because Scene categories and Caltech 101 do not
have purposefully or inbuilt rotated images within them. However, there are
some images which exhibit intra-class rotational effects (a detailed analysis of
intra-class rotational effect was given in Chapter 3).
Table 7.5 shows a comparison of the classification accuracies of FKD when
encoded with both TrSPM and RI-SPM structures with IFKD when encoded
with RI-SPM structure for the four databases considered here. As expected,
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the performance of FKD encoded with RI-SPM structure is higher than the
case when FKD is encoded with TrSPM and the performance margin is higher
for Rotated Scene categories and 21 land use compared to other two databases.
IFKD was only encoded with the RI-SPM structure, as the motivation here is
to investigate the performance of fused kernel descriptor when per-pixel Tamura
feature are integrated. In other words, the motivation is to investigate the per-
formance of IFKD compared to FKD. The results in Table 7.5 show that FKD
performs better with RI-SPM encoding compared to TrSPM encoding. There-
fore, to compare the effectiveness of FKD and IFKD, RI-SPM structure is only
considered during EMK encoding of IFKD. For all the databases considered, the
performance of IFKD is 1% to 2% better than FKD. This reflects that the inte-
gration of per-pixel Tamura features into the fused kernel descriptor framework
enhances performance.
Table 7.1: Comparison of image classification accuracy of kernel descriptors
on Scene categories database
Kernel
descriptor
Conv. KDES
with TrSPM
encoding (%)
Modified KDES
with TrSPM
encoding (%)
Modified KDES
with RI-SPM
encoding (%)
Gradient 85.06 87.38 87.78
Colour 47.98 52.77 53.25
Shape 84.97 84.79 85.19
Table 7.2: Comparison of image classification accuracy of kernel descriptors
on Rotated Scene categories database
Kernel
descriptor
Conv. KDES
with TrSPM
encoding (%)
Modified KDES
with TrSPM
encoding (%)
Modified KDES
with RI-SPM
encoding (%)
Gradient 67.35 69.95 81.42
Colour 38.29 42.58 48.75
Shape 65.88 66.59 78.19
Table 7.3: Comparison of image classification accuracy of kernel descriptors
on Caltech 101 database
Kernel
descriptor
Conv. KDES
with TrSPM
encoding (%)
Modified KDES
with TrSPM
encoding (%)
Modified KDES
with RI-SPM
encoding (%)
Gradient 73.36 76.71 77.14
Colour 40.89 52.01 53.31
Shape 68.27 68.91 69.48
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Table 7.4: Comparison of image classification accuracy of kernel descriptors
on 21 land use database
Kernel
descriptor
Conv. KDES
with TrSPM
encoding (%)
Modified KDES
with TrSPM
encoding (%)
Modified KDES
with RI-SPM
encoding (%)
Gradient 77.72 80.58 87.90
Colour 59.22 64.54 69.95
Shape 73.47 74.14 83.76
Table 7.5: Comparison of image classification accuracies (%) between FKD
and IFKD
Database
FKD with
TrSPM
encoding
FKD with
RI-SPM
encoding
IFKD with
RI-SPM
encoding
Scene categories 88.32 89.27 90.33
Rotated Scene
categories
72.25 83.34 84.52
21 land use 81.80 90.42 92.53
Caltech 101 77.84 79.25 80.83
7.3.2 Image Retrieval
In this section, the image retrieval performances of the proposed integrated sys-
tem and its counterparts are compared. To compare the effectiveness of modified
KDES encoded with RI-SPM structure and modified KDES and conv. KDES
encoded with TrSPM structure, MAP values are provided in Tables 7.6 to 7.9
respectively for the four databases. Figures 7.3 to 7.5 show the recall-precision
curves on the Scene categories database. Recall-precision curves on the other
three databases confirmed the expected trend in results that can be seen from
the MAP values of Tables 7.7 to 7.9. Therefore, for simplicity and to avoid
redundancy, the recall-precision curves for the rest of the three databases are
provided in the Appendix (Figures B.1 to B.9). From the MAP values and R-P
curves, it is clear that RI-SPM-encoded modified KDES always perform better,
followed by TrSPM encoded modified KDES and conv. KDES.
To compare IFKD with FKD, the MAP values obtained for the four databases
are provided in Table 7.10 and the recall-precision curves on Scene categories
database are provided in Figure 7.6. The recall-precision curves for the other
three databases are provided in Appendix (Figures B.10 to B.12). The results
show that IFKD encoded with RI-SPM structure performs better compared to
FKD encoded with RI-SPM and TrSPM respectively. From both set of results
(MAP values and recall-precision curves), a clear trend can be seen, i.e. the per-
formance on the Rotated Scene categories and 21 land use databases has a large
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margin of performance when the descriptors are encoded with RI-SPM struc-
ture compared to the case when descriptors are encoded with TrSPM structure.
In case of the other two databases, descriptors encoded with RI-SPM also have
higher performance compared to the case of TrSPM encoding, but the margin
is not as high as that of the former two databases.
Table 7.6: Comparison of MAP (%) based on top k retrieved images on
Scene categories database
Kernel
descriptor
k
Conv. KDES
with TrsPM
encoding
Modified
KDES with
TrSPM
encoding
Modified
KDES with
RI-SPM
encoding
Gradient 100 59.60 61.11 61.86
Colour 100 30.31 34.91 35.72
Shape 100 56.89 57.41 57.82
Figure 7.3: Recall-Precision curve on Scene categories database for gradient
KDES
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Figure 7.4: Recall-Precision curve on Scene categories database for colour
KDES
Figure 7.5: Recall-Precision curve on Scene categories database for shape
KDES
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Table 7.7: Comparison of MAP (%) based on top k retrieved images on
Rotated Scene categories database
Kernel
descriptor
k
Conv. KDES
with TrsPM
encoding
Modified
KDES with
TrSPM
encoding
Modified
KDES with
RI-SPM
encoding
Gradient 100 59.16 61.28 69.72
Colour 100 30.87 34.12 42.33
Shape 100 55.95 56.66 64.51
Table 7.8: Comparison of MAP (%) based on top k retrieved images on 21
land use database
Kernel
descriptor
k
Conv. KDES
with TrsPM
encoding
Modified
KDES with
TrSPM
encoding
Modified
KDES with
RI-SPM
encoding
Gradient 99 59.71 61.95 69.16
Colour 99 45.37 50.61 58.73
Shape 99 56.45 57.66 65.60
Table 7.9: Comparison of MAP (%) based on top k retrieved images on
Caltech 101 database
Kernel
descriptor
k
Conv. KDES
with TrsPM
encoding
Modified
KDES with
TrSPM
encoding
Modified
KDES with
RI-SPM
encoding
Gradient 30 56.70 59.49 60.63
Colour 30 31.63 38.12 39.46
Shape 30 49.72 51.51 52.57
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Table 7.10: Comparison of MAP (%) between FKD and IFKD based on top
k retrieved images
Database k
FKD with
TrSPM
encoding
FKD with
RI-SPM
encoding
IFKD with
RI-SPM
encoding
Scene categories 100 62.19 63.03 64.15
Rotated Scene
categories
100 61.61 70.54 71.66
21 land use 99 62.36 70.41 71.89
Caltech 101 30 60.84 61.94 61.36
Figure 7.6: Recall-Precision curve on Scene categories database
7.4 Discussion
In this chapter, the improvements proposed in various chapters are combined in
the best possible way to obtain an integrated system. Specifically, the modified
KDES, which are more effective and efficient compared to their conventional
counterparts are encoded with RI-SPM structure at image-level, to enable image
representation using modified KDES to be invariant to rotation. In addition,
FKD is integrated by incorporating per-pixel Tamura features into it. The
performance of IFKD when encoded with RI-SPM structure for image-level
140
representation shows greater effectiveness compared to the case when FKD is
encoded with RI-SPM structure for image-level representation.
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Chapter 8
Conclusion and Future
Work
8.1 Conclusion
Effective and efficient image representation are essential to achieve improved
performance in applications like video surveillance, autonomous driving, and
crime scene detection. The performance of these applications usually depends
on how accurately images are classified into different groups or how precisely
images are retrieved from a database based on a query. The more effective the
image representation, the greater the accuracy and precision of image classifi-
cation and retrieval, respectively. The overall aim of this research project is to
propose kernel-based image representation methods for increased effectiveness,
greater efficiency, enhanced rotation invariance and better noise tolerance. The
following sections describe the contributions of this research project.
8.1.1 An enhancement to spatial pyramid matching
In this research project, enhancements are made to SPM in terms of improved
rotation invariance and better matching accuracy. To date, there has been no
thorough study on which existing methods are the most effective and practical in
addressing the rotational issue of SPM. Therefore, Chapter 3 reports a thorough
study of three concentric ring partitioning schemes which are incorporated in
SPM structure to make SPM rotation invariant. Rectangular ring partitioning
(RRP) is the most effective and practical to build a rotation invariant SPM
(RI-SPM). In addition, a suitable weight function is proposed to apportion the
contribution of each level of RI-SPM into the final matching score between two
images. A combined pyramid matching method is also proposed to integrate
the strengths of PMK and SPM for effective image matching. In the combined
pyramid matching, PMK and SPM complement each other to overcome their
respective limitations.
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8.1.2 An improvement to Kernel descriptors
Kernel descriptors are extracted based on the corresponding match kernel. The
match kernels consist of different candidate kernels. Candidate kernels are de-
fined over individual pixel attributes. In the existing literature on kernel de-
scriptors, the candidate kernels are computed with 2-D or 3-D data. In other
words, these candidate kernels are the Hadamard product of component kernels
built over 1-D data. For to this reason, the corresponding extracted kernel de-
scriptors are high in dimensionality and prone to noise effects. To reduce the
higher dimensionality of existing kernel descriptors, KPCA is applied. How-
ever, this process increases the computational complexity and some valuable
information is lost. In Chapter 4, modified kernel descriptors are proposed
where candidate kernels are built by the summation of component kernels in-
stead of the Hadamard product. Therefore, the resulting kernel descriptors are
extracted with no amplified noise effects and with lower dimensionality. As a
result, there is no information loss and increased computational complexity due
to dimensionality reduction.
8.1.3 Improvement of a global texture descriptor
Tamura features are a set of global texture descriptors based on human visual
perception. As Tamura features are extracted globally from the whole image,
they lack homogeneity constraints. Some existing research improves Tamura
features by modifying them as local descriptors. However, most of the modifi-
cations are based on histogram-based descriptors which have limitations related
to coarse quantization. On the other hand, kernel descriptors overcome the
limitations of histogram-based descriptors. The existing kernel descriptors are
based on gradient, colour and shape and no texture-based kernel descriptors are
available. Therefore, in Chapter 5, a set of texture-based kernel descriptors is
proposed. The proposed descriptors are built with per-pixel-based Tamura fea-
tures. In addition, these descriptors are built robust to counter local rotation
effects in the texture images. The proposed texture-based kernel descriptors
significantly outperform conventional Tamura features.
8.1.4 Fusion approach in the extraction of kernel descrip-
tor
In the existing literature, it has been shown that the combined performance
of kernel descriptors is greater than that of the best-performing individual ker-
nel descriptor. However, the existing fusion process of kernel descriptors has
limitations related to efficiency, dimensionality and effectiveness. Therefore, in
Chapter 6, a fused kernel descriptor (FKD) is proposed, where different pixel-
based information is fused together before the feature extraction stage. For
this reason, time complexity during feature extraction and the dimensionality
of image-level representation is reduced by one-third compared to the conven-
tional fusion approach. In the FKD framework, match kernels are designed in
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the same way as they are designed for the modified kernel descriptors proposed
in Chapter 4. Therefore, FKD also possesses the same advantages related to
effectiveness as the modified kernel descriptors. In addition, information fusion
is performed at patch level in FKD compared to the global fusion of the conven-
tional approach. Therefore, in terms of fusing different information together,
FKD is more effective.
8.1.5 Evaluation of proposed techniques in an integrated
system
In Chapter 7, all the techniques proposed in this research project are integrated
in the best possible way. In Chapter 3, RI-SPM is evaluated using dense SIFT
which has certain limitations. These limitations are overcome by kernel de-
scriptors which are again modified in Chapter 4. However, the modified kernel
descriptors are encoded using the TrSPM structure. Therefore, in Chapter 7,
modified kernel descriptors are encoded with the RI-SPM structure to integrate
the contributions of Chapters 3 and 4. In Chapter 6, FKD is extracted using
pixel-based gradient, colour and LBP information. However, in Chapter 5, per-
pixel Tamura features are also used to extract texture-based kernel descriptors.
Furthermore, in Chapter 6, FKD is encoded with TrSPM structure. Therefore,
to integrate the contributions of Chapters 3, 5 and 6, in Chapter 7, FKD is
integrated with IFKD that uses per-pixel Tamura features along with gradient,
colour and LBP information. IFKD is also encoded with the RI-SPM structure.
8.2 Future Work
To extend the research presented in this thesis, the following future research
studies can be explored.
1. Different fundamental properties of kernel methods can be investigated to
increase the effectiveness of kernel descriptors.
2. The concepts of multiple kernel learning and covariance matrices can be
investigated to achieve better effectiveness and efficiency in the fusion of
kernel descriptors.
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Appendix A
Chapter 3
Figure A.1: Recall-Precision curve on Rotated Scene categories database
using TrSPM
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Figure A.2: Recall-Precision curve on Rotated Scene categories database
using RI-SPM
Figure A.3: Recall-Precision curve on 21 land use database using TrSPM
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Figure A.4: Recall-Precision curve on 21 land use database using RI-SPM
Figure A.5: Recall-Precision curve on Caltech 101 database using TrSPM
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Figure A.6: Recall-Precision curve on Caltech 101 database using RI-SPM
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Appendix B
Chapter 7
Figure B.1: Recall-Precision curve on Rotated Scene categories database for
gradient KDES
150
Figure B.2: Recall-Precision curve on Rotated Scene categories database for
colour KDES
Figure B.3: Recall-Precision curve on Rotated Scene categories database for
shape KDES
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Figure B.4: Recall-Precision curve on 21 land use database for gradient
KDES
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Figure B.5: Recall-Precision curve on 21 land use database for colour KDES
153
Figure B.6: Recall-Precision curve on 21 land use database for shape KDES
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Figure B.7: Recall-Precision curve on Caltech 101 database for gradient
KDES
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Figure B.8: Recall-Precision curve on Caltech 101 database for colour KDES
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Figure B.9: Recall-Precision curve on Caltech 101 database for shape KDES
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Figure B.10: Recall-Precision curve on Rotated Scene categories database
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Figure B.11: Recall-Precision curve on 21 land use database
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Figure B.12: Recall-Precision curve on Caltech 101 database
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