Abstract-This paper describes a distributed particle swarm optimisation algorithm (PSO) based on peer-to-peer computer networks. A number of modifications are made to the more traditional synchronous PSO algorithm to allow for fully decentralised, scalable and fault-tolerent operation. The modified algorithm uses staggered propagation of objective-space knowledge between sub-swarms to eliminate the need for a centralised data store. Analytical test functions are used to examine the performance of the proposed algorithm and its variations in comparison with a basic synchronous PSO implementation. The results clearly show the feasibility of decentralised particle swarm optimisation.
I. INTRODUCTION
C OMPUTATIONAL optimisation is becoming more and more prevalent in a number of fields where simple analytical solutions to a problem are not possible. Typically, intelligent search algorithms are used, which attempt to locate optimal solutions to a problem involving a number of different parameters through systematic evaluation of a subset of all possible solutions. For problems with many parameters and extremely large search spaces, utilising distributed computing resources becomes an attractive proposition, especially when individual solutions require significant computational time.
Typically, specialised supercomputers or computer clusters are used for these applications, however increasing demand for such resources often means limited availability and long wait times. To address this problem, a number of systems have been proposed which bring together idle computing resources (desktop PCs, laptops, servers etc.) over a peer to peer network to form temporary ad-hoc computational grids [1] . While these systems can significantly increase the computational power available, they pose a number of problems to traditional distributed optimisation algorithms. This paper discusses these issues, and proposes a decentralised, distributed multiple objective particle swarm optimisation algorithm designed to operate within a peer-to-peer grid environment.
II. DISTRIBUTED OPTIMISATION ALGORITHMS
The majority of distributed optimisation algorithms make use of a master-slave architecture [2] , [3] , [4] , where a single controlling processor (the master) runs the actual optimisation algorithm, while all particle evaluations are Ian Scriven, David Ireland and Junwei Lu are with the School of Engineering, Griffith University, Brisbane, Queensland, Australia (email: {I.Scriven, D.Ireland,J.Lu}@griffith.edu.au).
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performed on secondary (slave) processors [5] . Intelligent search algorithms such as the particle swarm algorithm and the genetic algorithm are well suited to this type of distribution, as they involve a large number of individual, unrelated, computationally intensive calculations. As such, this type of system allows near-linear speedup with respect to the amount of computational power available.
The master-slave architecture is, however, not well suited to the highly dynamic and heterogeneous environment likely to be encountered in an ad-hoc peer-to-peer grid. The nondedicated nodes are unreliable, and in some cases not even the existence of a dedicated, constantly available master processor can be relied upon. Heterogeneity in node specifications result in diverse solution evaluation times, which negatively impacts the performance of many parallel algorithms that utilise the master-slave approach [6] .
Network connections in peer-to-peer networks are typically far less reliable than interconnects in dedicated high performance computing resources. The peer-to-peer grid may be divided into multiple segments for significant periods of time, and any algorithms should be able to continue to function with minimal slowdown in the event of such network interruptions. The nodes making up the ad-hoc peerto-peer grid are usually not dedicated, and as such their constant availability is not guaranteed. Applications being run by local users will typically have higher priorities than grid jobs, and the nodes may be restarted or halted without warning. As such, any optimisation algorithm must be highly fault tolerant. The loss of a significant number of nodes must not seriously impact the operation of the overall algorithm.
Limited investigation has been made into peer-to-peer based genetic algorithms using gossip-based communication protocols and island models [7] , [8] , where each node runs a genetic algorithm with a unique population. Peer-to-peer based particle swarm optimisation (PSO) algorithms have little to no attention in the literature at the time of writing, which is somewhat surprising considering the growing popularity of particle swarm method. PSO algorithms are highly suitable for use in distributed peer-to-peer environments, as the fixed population size negates the population size control issue encountered in decentralised genetic algorithms [7] . P2P PSO algorithms also require less information about the entire population when generating new possible solutions. Whereas genetic algorithms require up-do-date knowledge of a significant portion of the population in order to generate new population members and remove old ones, PSO algorithms only require a reasonable idea of where the optimal points lie in the solution space in order to guide the existing particles. This should reduce the communication overhead required, and allow P2P PSO algorithms to continue to function during periods of network downtime.
III. PEER-TO-PEER MULTIPLE OBJECTIVE PARTICLE SWARM OPTIMISATION ALGORITHM
The particle swarm optimisation algorithm utilises a population of potential solutions, or particles, which move around the design space with every iteration in a search for 'good' solutions. The movement of these particles is governed by two equations:
Here, v ij (t) is the velocity of particle i in dimension j at time t and x ij (t) is the position of particle i in dimension j at time t. The velocity of a particle depends on both the best position that particle has found to time t, y ij (t), and the best solution the entire swarm has found to time t,ŷ ij (t).
The inertial component is scaled by constant w, and c 1 and c 2 are constants, usually defined between 0.5 and 3.0, used to control the impact of the local and global components in velocity equation (1) . The vector r is a vector of random numbers evenly distributed between zero and one generated for each particle at each time step t. Once new particle velocities have been calculated, the position of each particle is updated as in (2) . As stated in the previous section, the particle swarm optimisation algorithm is inherently well suited to the dynamic, heterogeneous environments encountered in peer-topeer ad hoc grids. Individual particles require no information on the current state of the other particles in the swarm, they simply need to have a general idea of where in the problem space 'good' solutions can be found. The peer-topeer multiple objective particle swarm optimisation (P2P-MOPSO) algorithm proposed in this paper makes use of small sub-swarms of particles located on each node in the peer-to-peer grid. There is no limit imposed on the size of these sub-swarms, which can be as low as one if there are enough nodes on the grid to handle the desired swarm size in this way. Smaller sub-swarms are preferred, to help reduce the effect of mid-iteration node failures.
The P2P-MOPSO algorithm has been implemented on top of the FreePastry peer-to-peer framework developed at Rice University, which provides all underlying network functionality [9] . Support exists for running multiple optimisation jobs simultaneously, and these jobs are initiated a job description to all available nodes in the peer-to-peer network using an efficient multicast algorithm [10] .
When forming ad-hoc grids in heterogeneous environments, it is important to consider that some nodes may be unsuitable for certain jobs for a number of reasons, including software availability or system architecture. For this reason the job description can contain requirements that a node must meet to be used for the job. When a node receives such a job description, it will access its own suitability for that job [11] . If deemed suitable, a node will immediately initiate and begin operating its own unique sub-swarm of particles, following the procedure outlined in Fig. 1 . The size of the sub-swarm is currently specified in the job description, however a mechanism is in current development to allow the sub-swarm size to be adjusted on a node-by-node basis to answer the question of node heterogeneity. For all intents and purposes, each node can be considered to be operating its own distinct realisation of a traditional particle swarm algorithm, albeit with an unusually small swarm size. Flowchart for main P2P particle swarm algorithm loop. This procedure is executed independently on all nodes which receive the job description from the initiating node.
Particle swarm algorithms utilising very small swarm sizes generally perform quite poorly, especially in complex problem spaces [12] , however this problem is overcome here through the sharing of results between each individual subswarm in the peer-to-peer grid. This propagation is achieved through the use of gossip or epidemic based communication [13] . Instead of simultaneously sharing all information with all nodes, gossip based communication means that the global swarm information is gradually propagated around the peer-to-peer network. By exchanging solution information in this way, the communication overhead required by the P2P-MOPSO algorithm can be greatly reduced, provided the delayed propagation does not impact too severely on algorithm convergence. Delaying solution information in this manner has the side effect of making the algorithm somewhat asynchronous. This will result in some slowdown in algorithm convergence as a function of iterations completed, however it will lead to improved parallel efficiency. Ignoring communication overheads, the P2P-MOSPO algorithm should theoretically achieve one hundred percent parallel efficiency, as there will be no delay while waiting for other nodes to complete calculations.
IV. TESTING AND VERIFICATION
The P2P-MOPSO system was implemented on a test-bed of twenty nodes, with each node running a sub-swarm of five particles for two hundred and fifty iterations, giving a total of 25,000 evaluations. The performance of the P2P-MOPSO system was evaluated using an analytical test function designed to give a fair representation of the types of real-world problems the system is likely to encounter. The selected test function, consisting of the three functions f 1 , g and h, is of the form [14] :
This test function has a convex Pareto-optimal front given by (4)
where n = 30 and x i ∈ [0, 1]. The Pareto-optimal front is formed with g = 1 [14] . For comparison, a generic synchronous PSO was implemented with one hundred particles, in order to have an equivalent number of total evaluations and evaluations per iteration as the P2P-MOPSO system. Both the synchronous PSO and the P2P-MOPSO algorithm were run multiple times to ensure accurate results. To investigate the effectiveness of the gossip-based node communication system, propagation constants of 25%, 50% and 100% were used, leading to nodes sending solution information to five, ten and twenty nodes per iteration, respectively.
A convergence factor metric was used which measured area of the potential solution space dominated by an approximation to the Pareto-optimal front as a ratio of the solution space dominated by the actual Pareto-front. An approximation to the Pareto-optimal front that is equal to the actual Pareto-front has a convergence factor of one, and a solution set that has not converged will have a convergence factor less than one (but greater than zero). This convergence factor was monitored as function of iterations completed for both the synchronous PSO and the P2P-MOPSO algorithm. Fig. 2 shows this convergence factor data for all algorithm variations, while Fig. 3 shows the final Pareto-front approximations obtained by each algorithm. These results show that the performance of the P2P-PSO is quite comparable to that of the regular synchronous PSO implementation. While the synchronous PSO converges somewhat faster than the P2P-PSO in terms of iterations completed, as shown in Fig. 2 , the inherent asynchronous nature of the P2P-PSO will decrease the total execution time of the algorithm when compared to a traditional parallel PSO implementation using the master-slave model. As such, the final approximations to the Pareto-front shown in Fig.  3 will be reached faster by the P2P-MOPSO algorithm. If executed for the same fixed amount of time, the P2P-MOPSO algorithm should obtain results similar to those reached by the synchronous particle swarm.
Varying the propagation constant used by the P2P-MOPSO algorithm demonstrated the effect this type of communication has on overall algorithm performance. By passing solution information to more neighbours after each iteration, the performance of the algorithm can be seen to improve, both in terms of convergence (Fig. 2) and the final solution reached (Fig. 3) . However, the results obtained seem to suggest that the performance increase gained diminishes as the propagation constant is raised higher and higher. The above figures show that the performance of the P2P-MOSPO is quite similar for propagation constants of 50% and 100%, and given the significant communication overhead difference between the two, a propagation constant of 50% would be preferred.
V. CONCLUSIONS In this paper a distributed peer-to-per based multiple objective particle swarm optimisation algorithm was presented. A number of changes have been made to the traditional synchronous particle swarm algorithm to allow scalable, fault tolerant operation in a dynamic, heterogeneous environment. By using gossip protocol based communication, the need for a distributed data store is removed, which would otherwise be a possible point of critical failure.
Testing results using analytical test functions were presented to show that the P2P-PSO algorithm is only slightly out performed by a traditional synchronous particle swarm implementation, however the inherent asynchronous nature of the P2P-PSO will lead to increased parallel efficiency, thereby reducing total algorithm execution time, which will work to negate the slightly slower convergence rate of the algorithm.
The effect of using gossip-based protocols for communication between nodes was shown to have only a limited negative effect of overall algorithm performance, while significantly reducing the required communication overhead. However, in the implementation discussed in this paper, propagation only occurs at the end of each sub-swarm iteration. Considering many engineering problems rely on solvers that may take many minutes or even hours to complete, it may be preferable to perform the information propagation in a concurrent fashion at set time intervals. Using gossip protocols, sub-swarm knowledge could be passed to all other nodes in the network during solver execution in a very efficient manner, eliminating the slight negative effect delayed knowledge propagation appears to have on the P2P-MOPSO algorithm.
Additional future work is planned to extend the system to allow additional nodes to be added during the optimisation procedure, which will involve investigation methods for generating new particle positions from existing solutions. Elements of genetic algorithms may prove useful in this regard, possibly turning the P2P-MOPSO into a hybrid algorithm.
