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1
Overview
Neuromorphic computing describes the use of very-large scale integrated logic
(VLSI) systems to mimic neurobiological architectures [1] promising advances in
computation density and energy efficiency [2] in the post Moore’s law age of com-
puting [2, 3]. In nature neurons behave as nonlinear oscillators developing rhyth-
mic activity and interact to process information [4]. Hence, oscillatory neural
networks (ONNs) are promising building blocks for VLSIs, harnessing either the
frequency or phase as state variable for logic operations [5–7]. Recently, a novel
approach using nanoscale spintronic-oscillators in the form of magnetic tunnel
junctions [8, 9] has been experimentally demonstrated to realize such VLSIs [10].
Two key requirements for oscillators used in VLSIs are high stability to process
information reliable and the possibility to stack the oscillators in high density ar-
rays. In order to stack the total number of neurons in the human brain ≈ 1011[11]
in an ONN on a 10 cm by 10 cm chip, the size of the single elements have to be
of the order of 100 nm. A possible spintronic building block for such networks
are magnetic vortex oscillators as investigated in this thesis. The magnetic vortex
structure [12, 13] is characterized by an in plane curling magnetization, the sense
of rotation defining the chirality c = ±1, and a perpendicular magnetized core at
the center who’s direction defines the polarity p = ±1. For disk shaped magnetic
elements this magnetization structure causes flux closure of the in plane magneti-
zation with the out of plane core with a size of 10 nm to 30 nm generating a small
stray field [14]. The flux closure configuration causes a highly stable ground state
configuration and allows for closed stacked arrays due to almost no interaction.
Their lateral size is scalable from nm size to a few µm and is accompanied by
dynamics from the kHz to the GHz regime [15]. In the low frequency excitation
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state, called the gyration mode [12, 14], surface magnetic charges appear, which
allow dynamic dipolar interaction in a pair of vortices next to each other [16, 17].
coldhot
V- V~
Figure 1.1: Sketch of Experiment 1: In a pair of stray field coupled magnetic vortex
oscillators the disk on the right is excited by an ac charge current via STT, the disk
on the left is heated to control the resonance frequency via a change of the saturation
magnetization. This allows the control of the phase relation between the two excitations
(white ellipses).
In the first experiment presented in this thesis a pair of stray field coupled mag-
netic vortex oscillators (see fig. 1.1) is investigated by Lorentz Transmission Elec-
tron Microscopy (L-TEM) and Scanning Transmission X-ray Microscopy (STXM).
One of the oscillators is excited by an ac current via the Spin Transfer Torque
(STT) effect. The second oscillator is heated via Joule heating, thereby reducing
the saturation magnetization and causing a shift of the relative phase relation of
the two oscillators to arbitrary values between the in phase and out of phase state
(fine-grain phase control). Phase manipulation in a controlled manner is critical in
ONNs and promises a wide range of applications from mimicking rhythmic motive
patterns in robotics [18, 19] to neuromorphic image recognition [20].
The second experiment investigates the manipulation of the vortex core position
by pure thermomagnonic torques. Traditionally the manipulation of topological
solitons such as magnetic vortices and skyrmions is achieved by spin polarized
electric charge currents due to the application of an electrical potential [21]. As
recently proposed by theory, thermally excited magnons created by temperature
gradients can also be used to manipulate magnetic structures [22, 23]. Here the
theoretically well understood dynamics of magnetic vortex cores, when subject to
thermal gradients, is investigated. Transmission Electron Microscopy measure-
ments on magnetic vortices in temperature gradients created by local static Joule
8
Figure 1.2: Sketch of Experiment 2: A magnetic vortex core inside a Py disk is placed
next to a meander type heater. The temperature of the heater is increased by Joule
heating. The Py disk sits on the edge of a SiN-membrane. The frame of the membrane
doubles as heatsink. The movement of the core is investigated by L-TEM measurements.
heating (see fig. 1.2) were performed. A large deflection compared to electric spin
transfer torque excitation of the magnetic vortex core is observed. It is shown
that the magnitude of the deflection depends on the applied heating power and
the polarization of the core. To analyze the experimental results, a generalized
Thiele equation [24] model, including the different forces acting on the vortex core
due to the applied temperature gradient, was developed. This analysis allows
the estimation of the magnitude of the core motion for the involved force terms
and therefore the differentiation of the origin of the experimental observed vortex
movement.
9
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2
Theoretical Background
2.1 Magnetic Vortex Core
Figure 2.1: Micromagnetic simulation of relaxed magnetic vortex core. Color indicating
the direction of the curling in plane magnetization. The out of plane core in the center
points in upward direction.
Vortices are topological solitons [25] occurring in many classical field theories.
They are stable topologically protected quasi-particles with finite mass and smooth
structures [25]. In physical dynamic systems vortex like structures exist across a
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wide range of length scales from quantized vortices in superconductors [25] at
inter atomic length-scales to galactic structures with dimensions of several kpc
(1 kpc ≈ 3 × 1019m )[26]. Their dynamic is often governed by similar non linear
differential equations. The magnetic vortex structure fig. 2.1 is characterized by
an in-plane curling magnetization and a perpendicularly magnetized core at the
center [12, 13]. The sense of rotation determines the chirality c = ±1. The
direction of the perpendicular core defines the polarity p = ±1 which is one of a
total of two topological charges of a magnetic vortex core, the other one being the
vorticity v = 1, which all vortex structures have in common.
p = +1 c = +1
p = -1 c = +1
p = +1 c = -1
p = -1 c = -1
Figure 2.2: Possible combinations
of c and p, MZ : height information
Mx,My: color coded.
The possible combination of p and c allow for
a total of four logical states (see section 2.1)
for information processing. The magnetic vor-
tex is one of the elementary magnetic ground
states found in lateral confined magnetic thin
films [27]. Due to it’s topological protection [28]
and low stray fields the magnetic vortex state is
magnetically very stable. For disk shaped mag-
netic elements this configuration causes flux
closure in the in-plane magnetization, with only
the out of plane core with a typical size of 10 nm
to 30 nm [29] generating a small stray field. The
vortex ground state has a complex spin excita-
tion spectrum, with a low-frequency mode of
displacement of the vortex as a whole called
the gyration mode [13, 14]. Magnetization dynamics in this case can be well
described within the framework of micro-magnetic simulations and an analytic
solution based on the Thiele equation (section 2.2). The resonance frequency fr of
the gyration mode scales with the lateral size of the magnetic disk and the thick-
ness (see fig. 2.9) allowing scalable dynamics in the kHz to GHz regime [15]. The
vortex gyration can be excited by different means. Traditionally the excitation
is done non-locally by low (≈ mT) in plane magnetic field pulses [30]. It is also
possible to locally excite the core by application of a spin polarized current [31].
This manipulation of the magnetization dynamics at the nanoscale by the means
of electric currents has become one of the most attractive subjects in the field of
magnetic vortex core dynamics from both the fundamental and the application
viewpoints [31, 32].
In the low frequency excitation state surface magnetic charges appear due to
the core displacement [13]. In case of a pair of vortices next to each other (see
fig. 2.4), this brings about dynamic dipolar interaction between them [16, 17]
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Figure 2.3: Time resolved STXM measurement of a excited vortex core in the gyration
mode. The vortex core is excited by short current pulses at a resonance frequency of
f = 240 MHz. The time-resolution of the measurement is 66 ps. The spot is tracked
via image recognition and the positions are shown in white. 5 frames at equidistant
time-steps are shown here.
(see section 2.4). This opens a manifold of possibilities. Due to their coupling
magnetic vortex oscillators can be used as building blocks for oscillatory networks.
So far many implementations of this have been proposed. The signal transfer
across a chain of such oscillators has been studied [33, 34] oberserving wave modes
travelling through such artificial crystals. Basic building blocks for computation
and logic manipulation have been realised, such as XOR and OR operators [35]
as well as transistors [36]. In chapter 6 a new method to realise fine-grain phase
control in such networks is demonstrated.
200 nm
Figure 2.4: L-TEM image of the pair of magnetic vortex oscillators with a radius of
r = 0.9 µm. The gyration mode is driven by a cw excitation at 240 MHz applied on the
left disk. The gyration mode can be seen at the middle of both disks in form of ellipses.
These oscillatory applications harness resonant excitation of the vortex core eas-
ily increasing the static elongation of the vortex core by a factor of 1000. So far the
only means to image the elongated vortex core by static excitation have been large
external magnetic fields [37] (see fig. 2.5). Even though STT by spin polarized
currents is a very effective way to manipulate magnetization dynamics [38] with
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many applications from racetrack memory [38] to STT-MRAM predicted to out-
perform current memory technologies in the near future [38], the required current
densities for Py would be magnitudes of order larger than the destruction thresh-
old to experimentally observe a movement of the vortex core (see section 2.3).
In this work a new way to manipulate the magnetic vortex core structure by the
Magnon Spin Seebeck Effect (see section 2.3 and chapter 7) is presented resulting
in movement 5 order of magnitude larger than possible via spin polarized electric
currents.
a) b)
c)
Figure 2.5: L-TEM measurement of 20 nm thick Py disks with a radius of 1 µm a) In a
zero in-plane magnetic field the vortex core is at the center of the Py disk. b) After a
field sweep up to 30 000 A/m the vortex core is pushed to the edge of the Py disk. c) The
path traveled by the vortex core differs from a straight line and indicates the influence of
the local energy landscape created by defects in the SiN-membrane (see section 4.1.1).
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2.2 Micromagnetic Simulations and Thiele Equation
The magnetization dynamics of the spin core motion driven by a spin polarized cur-
rent is phenomenological well described by the extended Landau-Lifshitz-Gilbert
equation [39]:
d
−→
M
dt
=− γ−→M ×−→H eff + α
Ms
−→
M × d
−→
M
dt
− 1
M2s
~M × ( ~M × (bj~j · −→∇) ~M)− ξ
Ms
~M × (bj~j · −→∇) ~M,
(2.1)
with the magnetization vector ~M , the gyromagnetic ratio γ, the Gilbert damping
parameter α, and the saturation magnetization Ms. The effective magnetic field
~Heff includes all internal and external fields. The constant bj = (℘µB)/[eMs(1 +
ξ2)] describes the coupling between the magnetization and the electric current
density ~j. ℘ is the current polarization, µB is the Bohr magneton, e is the elemen-
tary charge, and ξ is the degree of nonadiabaticity [40]. A spin polarized current
density ℘~j can be created by an electric potential gradient, by a gradient in the
chemical potential as well as a temperature gradient. The spin polarized current
density can be derived within a three current model [41–43]. Neglecting spin mix-
ing the Onsager relations for the entropy current density ~js, the electric current
densities, ~j↑ and ~j↓, for the spin-up and spin-down charge carriers are given by
~js
~j
~jp
 = −
 κ qσε qσpεpσε σ σp
σpεp σp σ


−→∇T−→∇V−→∇(4µ)/q
 . (2.2)
Here −→j = ~j↑ + ~j↓ is the electric charge current density, and −→j p = ~j↑ − ~j↓ is
the spin polarized current density. q is the charge of the charge carrier, and κ is
the thermal conductivity. The effective conductivity σ, and the spin-dependent
polarization conductivity σp are defined by σ = σ↑ + σ↓, and σp = σ↑ − σ↓, where
σ↑ and σ↓ are the spin dependent electric conductivities. ε and εp are the effective
and polarization spin Seebeck coefficients. The electrochemical potentials for the
charge carriers, µ↑ and µ↓, have been expressed with the mean chemical potential
µ0 via µ↑(↓) = µ0±4µ+ qV [44]. V and T are the potential and the temperature
respectively. Using the conventional definition of the current polarization ℘c =
σ↑−σ↓
σ↑+σ↓ and the spin polarization of the Seebeck coefficient ℘s =
ε↑−ε↓
ε↑+ε↓ , where ε↑ and
ε↓ are the spin depend Seebeck coefficients, the spin polarized current density,
entering the Landau Lifshitz Gibert (eq. (2.1)) equation is given by
~jp = −℘σε~∇T (2.3)
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with the polarization coefficient given by
℘ = ℘c +
℘s(1− ℘2c)
1 + ℘s℘c
, (2.4)
which can be rewritten, using a power expansion of the denominator, as [45, 46]
℘ ≈ ℘c + ℘s(1− ℘2c). (2.5)
temperature gardient
𝑙𝑙
𝑙𝑙
Figure 2.6: Sample geometry used in fully micromagnetic simulations. The black lines
and the overlaid red arrows indicate the scheme of the magnetization used in the analytic
model.
In the following we will consider a thin square film of permalloy with lateral
dimension l and film thickness t [47]. The sample geometry is shown in fig. 2.6.
The saturation magnetization is given by Ms = 8 × 105 A/m and the exchange
constant is set to A = 13 × 10−12 J/m [48], which corresponds to an exchange
length of lex = 5.7 nm. For the micromagnetic simulations we have used the finite
element code M3 [49] with a spatial resolution of 2.5 nm ×2.5 nm ×5 nm to avoid
discretization errors and allow for large scale simulations for lateral dimensions of
up to 0.5µm. The spin polarized electric current density entering the Landau-
Lifshitz-Gilbert equation is calculated using equations (eq. (2.3)) and (eq. (2.4)).
Using experimental measured values for the involved material constants [50], the
polarization coefficient ℘Q given by equation (eq. (2.4)) is 46%, and the effective
spin Seebeck coefficient is −18µV/K. To study the behavior of the vortex motion,
different temperature gradients, different sample dimensions, and different Gilbert
damping parameters are considered. In each micromagnetic simulation a vortex
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pattern is initialized by ~M(~r) = Ms(l− y, x− l, a)T/|(l− y, x− l, a)T |, where a is
of the order of the magnitude of the vortex core radius [51]. In the absence of a
spin polarized current density the structure is relaxed into its equilibrium position
in the middle of the square sample. The effective field in the Landau-Lifshitz-
Gilbert equation is determined by the exchange and demagnetization field of the
permalloy sample. After this initialisation step a constant or time dependent
temperature gradient is applied along the x direction, which leads to a constant
or time dependent spin polarized current density along the x axis. Figure 2.7(a)
shows the initial relaxed vortex state right before a constant temperature gradient
of 1.24 × 104 mK/nm, which corresponds to a spin polarized current density of
5× 1011 A/m2, is applied.
(a) (b) (c)
(d)
Figure 2.7: (a) to (c) show the vortex structure for a 200 nm × 200 nm × 10 nm permalloy
sample at times 0 ns, 0.6 ns, and 9 ns with a constant current density of 5× 1011 A/m2
is applied in x direction. The Gilbert damping parameter is set to α = 0.1. The color
coding corresponds to the magnitude of the out of plane component of the magnetization.
The red arrows show the direction of the magnetization as a guide for the eye. (d) The
average magnetization components are shown as a function of time. The solid line shows
〈Mx〉, the dashed line shows 〈My〉, and the dotted line 〈Mx〉.
When a constant spin polarized current density is applied, the vortex structure
performs a spiral movement until it reaches its new equilibrium position. Fig-
ure 2.7 (b) and (c) show snapshots of the vortex structure for the times 0.6 ns and
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9 ns. The color coding indicates the magnitude of the out of plane magnetization
component. Figure 2.7(d) shows the averaged magnetization components 〈Mx〉
(solid line), 〈My〉 (dashed line), and 〈Mz〉 (dotted line) as a function of time. The
times corresponding to the snapshots are indicated as vertical black dotted lines.
For a large Gilbert damping constant of 0.1 it can be seen easily that the vortex
structure has almost reached its new equilibrium position after 10 ns.
To further analyze our numerical results of the gyrotropic motion of temperature
driven vortices in small thin film elements we use an analytic solution of the Thiele
equation [24], which has been expanded by Thiaville et al. [52] to include a spin
polarized current density. By describing the vortex by four triangles, as shown in
fig. 2.6, it is possible to establish a direct correspondence between the vortex-core
position and the spatially averaged magnetization [51]. In this model it is assumed
that the magnetization in each triangle is homogeneous, as indicated by the red
arrows in fig. 2.6. Following the derivations of Kru¨ger at al. [51] and neglecting
any Oersted field driven magnetization dynamics by assuming a spatially homo-
geneous current in x direction, the two dimensional equation of motion for the
vortex core position described by the vector (x(t), y(t))T is given by
d
dt
(
x
y
)
=
(−Γ −pω
pω −Γ
)(
x
y
)
+
(−(1 + Γ2
ω2+Γ2
ξ−α
α
)
pωΓ
ω2+Γ2
ξ−α
α
)
bjj. (2.6)
Here p = ±1 is the polarization of the vortex core and refers to the magnetization
direction of the vortex core, either parallel or antiparallel to the z axis. In the
absence of external currents the excited vortex undergoes an exponentially damped
spiral rotation until it reaches its equilibrium position. ω is the eigenfrequency of
the free vortex motion and Γ is the corresponding damping constant. Assuming
a small displacement of the vortex center from equilibrium, the energy of the
vortex shifted from its equilibrium position at the dot center can be modeled as
a parabolic potential E = κ˜(x2 + y2), with stiffness coefficient κ˜ [13], which for
a circular disk can be approximated by κ˜ = mu0M2s [F1(g)− lex/l)2] with g = t/l
and the exchange length lex [53]. F1(g) is given by F1(g) =
∫∞
0 f(kg)J21 (k)/kdk
with f(x) = 1− (1− e−x)/x and J1(x) the Bessel function of first order. Within
this approximation ω and Γ can be expressed as
ω = − pG0κ˜
G20 +D20α2
and Γ = − D0ακ˜
G20 +D20α2
. (2.7)
The gyrovector ~G = G0eˆz indicates the axis of precession and is perpendicular to
the film plane. It can be represented with the components of the antisymmetric
gyrotensor and is given by G0 = 2piptMs/Γ [13]. D0 is the non-zero diagonal
element (D0 = Dxx = Dyy, Dzz = 0) of the dissipation tensor and can be estimated
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by D0 ≈ −piMsµ0 ln(l/a)/γ. Assuming that the damping constant of the vortex
motion is small compared to its frequency, i.e. Γ2  ω2, one can solve this
equation [51] and in case of a constant spin polarized electric current density the
final core deflection is given by [47]:(
∆xend
∆yend
)
= −
( Γξ
α(Γ2+ω2)
ω
(Γ2+ω2)
)
bjj. (2.8)
It is important to note that Γ and ω are itself functions of the Gilbert damping
constant α, see equation (eq. (2.7)). However, assuming that the Gilbert damping
constant is small, one can use a Taylor series expansion to show that ω, ∆xend,
and ∆yend only depend on α in second and higher orders. Whereas Γ in leading
order is proportional to α. This will become important for the later discussion of
the periodically driven vortex motion.
Figure 2.8: Vortex core position (red: x coordinate, green: y coordinate) as a function of
time for a 100 nm × 100 nm Py sample of thickness 10 nm. The Gilbert damping constant
has been set to α = 0.1 and a linear temperature gradient of 1.24× 104 mK/nm has been
assumed. The solid lines are the core positions determined from the fully micromagnetic
simulation, the dashed green and red lines are obtained within the analytic model, and
the dotted red and green lines are obtained by fitting to the micromagnetic simulations.
The black dashed and dotted lines correspond to the final stationary core position using
an analytic model using the analytic calculated eigenfrequency of the vortex core motion
and the eigenfrequency derived from the fitted solution.
Figure 2.8 shows the vortex core position as a function of time for a 100 nm ×
100 nm permalloy sample of thickness 10 nm (red: x(t), and green: y(t)). The
solid line has been determined from the numerical simulations by calculating the
core position. The dashed black lines are the final core positions determined within
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the analytic model (see equation (2.8)). The red and green dotted lines have been
obtained by a fitting algorithm of the numerical data to the analytical model
with ω and Γ as free fitting variables. As starting values for the complex fitting
procedure estimates from a Fast Fourier Analysis of the data have been chosen.
The fitted analytic model is in good agreement with the numerical simulations.
To test the scaling behavior full micromagnetic simulations have been performed
for lateral dimensions of l ∈ {100, 200, 300, 400, 500} nm and two different linear
temperature gradients of 1.24×103 mK/nm and 1.24×104 mK/nm corresponding
to a spin polarized current density of 5× 1010 A/m2 and 5× 1011 A/m2.
(a) (b) (c)
Figure 2.9: (a) Eigenfrequency f = ω/(2pi) of the system for different lateral dimen-
sions and thicknesses (10 nm, 20 nm, and 30 nm). (b) Final core position ∆xend and (c)
final core position ∆yend for different lateral dimensions and thicknesses. The lines
are calculated within the analytic model (solid lines for a temperature gradient of
1.24× 104 mK/nm and dashed lines for a temperature gradient of 1.24× 103 mK/nm
and the dots are determined from the fully micromagnetic simulations.
Figure 2.9(a) shows the eigenfrequency of the system as a function of the lat-
eral dimension of the square. The lines are calculated within the analytic model
(see equation (2.7)) and the dots show the values determined from the numerical
simulations. Although the analytical model overestimates the frequency, it is in
good agreement with the numerical findings, especially for larger sample sizes, the
agreement between analytical and numerical results becomes very small, which is
especially important when estimating values for larger sized samples which would
be computational time consuming. The different colors indicate different sample
thicknesses. The subfigures fig. 2.9 (b) and (c) show the final vortex core position
as a function of the lateral dimension and sample thickness. In addition two sets
of data are shown corresponding to two different spin polarized current densities
(solid and dotted lines). As expected the magnitude of the final core position
scales with the applied spin polarized current density (see equation (2.8)). Due to
the symmetry of the system, i.e. spin polarized current along the x direction, the
core deflection is much smaller along the x direction than along the y direction,
21
since this direction is proportional to the non-adiabacity parameter ξ, which is
typically relatively small. Another interesting observation is that the analytical
model seems to underestimate the final core position. Overall it becomes apparent
that the largest movement for the vortex core can be achieved for thin but large
samples. This becomes especially important for an experiment using thermal spin
transfer torque. So far we have used relatively large temperature gradients, which
might be difficult to achieve and maintain in an experimental set up. To overcome
this experimental challenge, in the following the vortex motion driven by periodic
heat pulses will be considered with the goal to achieve maximal lateral movement
and to minimize the involved temperature gradients. For the case that the vortex
motion is driven by a series of heat pulses we decouple the equation of motion for
the core position and obtain the following second order differential equations:
d2
dt2
(
x
y
)
+ 2Γ d
dt
(
x
y
)
+ (ω2 + Γ2)
(
x
y
)
=
( −pωbjj + pωΓω2+Γ2 ξ−αα bj djdt
−Γ(1 + ξ−α
α
)bjj − (1 + Γ2ω2+Γ2 ξ−αα )bj djdt
)
.
(2.9)
Here the current density is time dependent. Each equation has the form of the
differential equation for a damped harmonic oscillator, where the friction is given
by 2Γ. In the following we assume that the current varies like j = j0eiΩt, with
constant current density j0 and driving frequency Ω. The maximum of the dis-
placement amplitude is found by solving
d|Ax(Ω)|
dt
= 0 and d|Ay(Ω)|
dt
= 0. (2.10)
This gives a resonance frequency of Ωmax = ω2 − Γ2. To simplify the following
discussion, we assume in addition that the degree of nonadiabaticity is of the same
order as the Gilbert damping constant ξ ≈ α. In this case, we can neglect to first
order all terms proportional to (ξ − α)2 in the expression of the displacement
amplitude and the maximum of the displacement amplitude is given by:
|Ax(Ωmax)| = |Ay(Ωmax)| = 12 |
bjj0
Γ | ∝
1
α
. (2.11)
It is obvious that the vortex core motion precesses in the considered case on a
circular path with the given amplitude which is proportional to the spin polarized
current density. Assuming that the Gilbert damping constant α is small, one can
use a Taylor series expansion of Γ and one can show directly that the amplitude
is inversely proportional to the Gilbert damping parameter α. The proportional-
ity relation follows directly from equation (2.7). Therefore materials with a low
Gilbert damping parameter will lead to a larger amplitude of the movement of
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Figure 2.10: Damping constant Γ of the gyrotropic motion of the vortex core as a
function of the Gilbert damping constant α. The solid line is determined with the
analytic model and the dots are the results from micromagnetic simulations for a 500 nm
× 500 nm × 10 nm sample. Γ scales approximately linear for small α.
the vortex core in case one utilizes heat pulses or pulsed currents to generate spin
torque driven vortex core motion. The dependence of Γ on the Gilbert damping
constant α is shown in fig. 2.10 for a sample size of 500 nm × 500 nm × 10 nm.
The solid line corresponds to the analytical model and the dots are determined
from fully micromagnetic simulations. It becomes obvious that in the case of a
periodically driven vortex motion, the amplitude of the resulting stationary mo-
tion increases in case a material with low Gilbert damping is used, which helps
in the experimental realization to use thermal spin transfer torque to drive and
detect the magnetic vortex core motion. However, from equation (2.11) it becomes
obvious that the maximal amplitude of the driven vortex motion is proportional
to the spin polarized current density which, when created through a temperature
gradient in a permalloy sample, is relatively small and the expected movements of
the vortex core are below 100 nm, which is experimentally very difficult to resolve.
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2.3 Extended Thiele Equation for Vortex Core Motion
Based on the good agreement between fully micromagnetic simulations and the
analytic solutions from the Thiele equation, an extended form of the Thiele equa-
tion is derived in the following section to include, in addition to the conventional
spin transfer torque term driven by the inclusion of an electric current density,
as discussed in the previous section, terms capturing the thermomagnonic torque,
also often referred to as magnon spin transfer torque, as well as thermal fluctu-
ations. The discussion of pure thermomagnonic torque has recently become the
focus of studies in insulating ferrimagnets, such as yttrium iron garnet (YIG) [54],
and magnetic insulators, such as Cu2OSeO3 [55], BaFe1−x−0.05ScxMg0.05O19 [56],
and Y3Fe5O12 [57]. Here special emphasis has been on the study of domain wall
driven motion [58, 59] and the manipulation of skyrmions [59, 60]. But also in con-
ducting materials, as in the considered permalloy sample, pure thermomagnonic
spin torques can couple the magnetic moments to the temperature gradient even
in the absence of electric charge flows [45, 61]. The generalized Thiele equation,
which describes the vortex core motion as discussed in the previous section, has
the following form:
~F + ~G× ~V + αDˆ~V = 0. (2.12)
Here ~V = d~R/dt is the velocity of the vortex core and ~R = (x(t), y(t)) is the vortex
core position. As introduced in the previous section ~G is the gyrovector and Dˆ
the dissipation tensor. The force vector ~F includes now the force due to the stray
field (~Fst), spin transfer torques via electric currents ~Fch, pure thermomagnonic
torques (~Fm), and thermal fluctuations (~Ffl). Using the superposition principle
the force can therefore be written as
~F = ~Fst + ~Fch + ~Fm + ~Ffl. (2.13)
The force due to the stray field can be again derived by assuming a parabolic
potential with stiffness constant κ˜ as discussed in the previous section:
~Fst = −mω2rxeˆx −mω2ryeˆy with κ˜ =
1
2mω
2
r . (2.14)
The force due to electric charge currents has been discussed in detail in the previous
section and is given by:
~Fch = bj ~G×~j + ξbjDˆ~j, (2.15)
where bj describes again the coupling between the magnetization and the electric
charge carriers. Since the parameter ξ, which describes the degree of nonadia-
baticity, is often very small, the force is often approximated by ~Fch ≈ bj ~G×~j.
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To include a pure thermomagnonic torque, we follow the approach chosen by
Tatara [59]. In the case of transport phenomena attributed to charge carriers,
Luttinger introduced a fictitious scalar field, also called gravitational potential,
which couples to the local energy density by an interaction Hamiltonian [62]. Sev-
eral approaches have been attempted to apply a similar formalism to pure thermal
case. However, those approaches often led to wrong thermal coefficients [63, 64] or
nonphysical divergences arose from an unmodified approach [65]. Those difficulties
can be prevented by replacing the scalar potential formalism by a vector poten-
tial formalism [66, 67]. The vector potential form of the interaction Hamiltonian
describing the thermal effect is given by
Hm ≡ −
∫
~jE(~r, t) · ~Am(~r, t)d3r, (2.16)
where ~Am(~r, t) = ~∇T/T is the thermal vector potential and ~jE(~r, t) the energy
current density. Following the approach by Tatara [59], one can now calculate
the thermally driven dynamics of a spin structure as a linear response to the
interaction Hamiltonian (2.16) and the force in the extended Thiele equation takes
the following form
~Fm =
2Ja2
~
~G×~j(2d)m . (2.17)
In the equation above one has already made the assumption that the magnon
current density is an effective 2d current density within a thin film plane, i.e.
~j(2d)m = ~jmt. As defined in the previous section, t is the thickness of the permal-
loy sample, J the exchange constant, and a the lattice parameter. Applying a
semiclassical approach with the relaxation time approximation [68] the magnon
current can be expressed as
|~j(2d)m | =
a2
(2pi)2
∫
kx(aˆ)†k(aˆ)kd2k (2.18)
where (aˆ)†k and (aˆ)k are the magnon creation and annihilation operator. Neglecting
higher order processes, such as magnon-magnon interactions, one can show that
the relaxation time is determined only by the Gilbert damping parameter α and
the magnon current, here assumed to be parallel to the x axis, is given by [23]
jm =
pi
26a
2( kB
~vm
)2T
α
dT
dx
, (2.19)
where vm is the effective velocity of the magnon, and kB the Boltzmann constant.
The effective magnon velocity can be estimated via vm = 2A(lexµ0Ms/γ) , which gives
for permalloy a value of approximately 1010 m/s, which is two orders of magni-
tude larger compared to the antiferromagnet Cr2O3 [69].
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To introduce a force describing thermal fluctuation, one has to introduce stochastic
fields whose time correlations satisfy the fluctuations-dissipation theorem [70, 71].
This approach is similar to fully micromagnetic simulation including a random
stochastic field ν ~Hν with stochastic parameter ν to mimic temperature fluctu-
ations. However, since we are only interested in the overall magnitude of the
resulting motion, we chose a simplified approach by introducing a direct force as
done by Tatara [59]. Here the direct force arises from the annihilation of vortices
contributing to the entropy production. The direct thermal force can be expressed
as
~Ffl =
γν
T
~∇T. (2.20)
Since the annihilation of vortices requires a finite excitation energy, the parameter
γν vanishes fast as the temperature approaches zero. Therefore the force vanishes
at T = 0. The parameter γν can be estimated using the fluctuation dissipation
theorem [72], where the stochastic parameter ν2 is given by the ratio of the thermal
energy to the magnetic energy:
ν2 ≈ 2
α
1+α2kBT
µ0M2s V
, (2.21)
where V is the sample volume. One can now use the nominator to approximate the
prefactor of the force caused by thermal fluctuations entering the Thiele equation:
γν
T
≈ 2
α
1+α2kBT
T
≈ 2kBα1 + α2 . (2.22)
Since the velocity of the vortex core is in the film plane, and therefore perpendic-
ular to the gyrovector, one can rewrite the generalized Thiele equation (2.12) in
the following form:
~G× ~F −G20~V + αD0 ~G× ~V = 0. (2.23)
Using the expression for ~G× ~V from (eq. (2.23)) and inserting this expression into
the original equation (2.12), one can derive the following equation for the velocity
of the vortex core:
(G20 + α2D20)~V = ~G× ~F − αD0 ~F . (2.24)
To discuss the different contributions from a charge current and a pure magnon
current, a homogeneous charge current parallel to the x axis and a linear tem-
perature gradient along the x axis is taken into consideration. In the absence of
a charge current, a pure magnon current, and any thermal fluctuation, just in-
cluding the force Fst for the stray field, the energy landscape of the vortex has its
minimum in the center of the sample. An excited vortex, i.e. a vortex with the
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core not in the center position, performs an exponentially damped spiral rotation
around its equilibrium position with the angular eigenfrequency
ω = − pG0mω
2
r
G20 + α2D20
, with κ˜ = 12mω
2
r , (2.25)
and the damping constant
Γ = − αD0ω
2
r
G20 + α2D20
. (2.26)
From the two equations above, equations (2.25) and (2.26), one obtains the fol-
lowing relation
αD0 =
pΓG0
ω
. (2.27)
Using equation (2.27), and the following relations
pωΓ
ω2 + Γ2 =
αD0G0
G20 + α2D20
, (2.28)
ω2
ω2 + Γ2 =
G20
G20 + α2D20
, and (2.29)
Γ2
ω2 + Γ2 =
α2D20
G20 + α2D20
, (2.30)
one obtains the following equations of motion for the x and y coordinates of the
vortex core:
dx
dt
=− pωy − Γx− (1 + Γ
2
ω2 + Γ2
ξ − α
α
)bjj
− ω
2
ω2 + Γ2
2Ja2
~
jm − Γ
2
ω2 + Γ2
γν
T
∂T
∂x
,
dy
dt
= + pωx− Γy + pωΓ
ω2 + Γ2
ξ − α
α
bjj
− pωΓ
ω2 + Γ2
2Ja2
~
jm +
ω2
ω2 + Γ2
1
G0
γν
T
∂T
∂x
. (2.31)
Here the first two terms in each equation are responsible for the damped spiral
rotation, the second terms are proportional to the involved charge current density
and describes the motion due to the spin transfer torque connected to charge car-
riers. The third terms are proportional to the pure magnon current and describe
therefore the pure magnonic motion of the vortex core. The last terms in each
equation describe the average motion of the vortex core due to random thermal
fluctuations. It should be mentioned here that a fully micromagnetic code, which
includes thermal fluctuations along a temperature gradient, would be able to fully
describe the motion, hereby replacing the last two terms in the equations of mo-
tion. While fully micromagnetic simulations including a stochastic field can be
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done assuming a constant temperature within the sample (see for example [70])
we are not aware of the attempt to do so including a temperature gradient. The
inclusion of a temperature gradient would require an extremely small time step in
the micromagnetic simulations to cover the pure magnonic motion correctly. To
evaluate the vortex core motion and compare the results to experimental data, we
have solved the equations of motion (2.31) numerically. The main advantage of
this method is that one can analyse the different contributions to the final core po-
sition separately. The resulting core motion can be again described by a damped
spiral motion, starting at the center of the sample, i.e. at ~R(t = 0) = (0, 0)
and ending at the new equilibrium position ~R(t → ∞) = (∆x,∆x), as shown in
fig. 2.11.
Figure 6: Sample geometry for the extended Thiele equation. At the beginning the vortex core is at the center
of the sample, i.e. ! = 0,0 and shown as grey dot. Due to the additional forces, the vortex core undergoes a
damped spiral rotation into its new equilibrium position, i.e. ! = (Δ', Δ() and shown as red dot.
Figure 2.11: Sample geometry for the extended Thiele equation. At the beginning the
vortex core is at the center of the sample, i.e. ~R = (0, 0) and shown as grey dot. Due to
the additional forces, the vortex core undergoes a damped spiral rotation into its new
equilibrium position, i.e. ~R = (∆x,∆y) and shown as red dot.
Similar to the case discussed in the previous section, where only a spin polar-
ized charge current has been considered, it is possible to calculate the final core
position analytically. Neglecting the forces due to spin polarized charge currents
and random thermal fluctuation, the equations of motion (2.31) are given by
dx
dt
=− pωy − Γx− vmx,
dy
dt
= + pωy − Γx− vmy. (2.32)
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Here the components of the magnon velocity vector are defined as
vmx =
ω2
ω2 + Γ2
2Ja2
~2
jm,
vmy =
pωΓ
ω2 + Γ2
2Ja2
~2
jm. (2.33)
In order to calculate the final core deflection due to the pure magnon transfer
torque, the solution for the vortex core needs to be stationary, i.e. dx
dt
= dy
dt
= 0.
Under this condition the final core deflection is given by:(
∆xmend
∆ymend
)
= 1Γ2 − ω2
(−Γvmx + pωvmy
pωvmx − Γvmy
)
=
(
0
− pωΓ2+ω2 2Ja
2
~ jm
)
. (2.34)
This result can be directly compared with the obtained numerical results by solving
the generalized equations of motion (2.23).
In the following, numerical solution of the extended Thiele equation (2.12) will
be discussed including the forces associated with the stray field, the spin transfer
torque via electric and pure magnon currents, and thermal fluctuations. Besides
the previously discussed parameters, a saturation magnetization of 8×105 [A/m],
a Gilbert damping constant of 0.006 [73], and a non-adiabaticity parameter of 0.05
[47] are used. According to the experiment the lateral sample dimension is chosen
to be 2 µm and the sample thickness is 20 nm. Starting with the vortex core in the
center of the sample, the resulting vortex core motion can be described again by
a damped spiral rotation approaching the new equilibrium position, which in this
case differs from the central position due to the involved forces. Such a motion is
shown in fig. 2.12 for a vortex polarity of p = 1 and a chirality of c = 1. At t = 0
the vortex core is in the center of the sample, i.e. ~R = (0, 0).
To analyze the different contributions to the overall vortex core motion, the x-
and y-amplitudes are shown separately in fig. 2.13(a). The x-component of the
vortex core is shown as a solid line, and the y-component of the vortex core is
shown as a dotted line. For the case where only the charge spin transfer torque or
the thermomagnonic torque are considered, the analytic solutions (see equations
(2.8) and (2.34)) are shown as black dashed lines. By analyzing the contributions
to the final core position, one finds that the motion induced by spin transfer torque
due to spin polarized charge currents is as expected zero in the direction of the
temperature gradient (parallel to the x axis). However, it has a non-vanishing
component in the direction perpendicular to the temperature gradient (parallel
to the y axis). As already discussed in the previous section using this approach
as well as fully micromagnetic approach, the final core deflection ∆y is relatively
small (see fig. 2.13 (b)). With a temperature gradient of 100 [mK/nm] which cor-
responds to a charge current density of 4 × 109 A/m2 this contribution is below
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1 nm. This small movement is mainly caused by the relatively small spin-Seebeck
coefficient for permalloy and leads to a relatively bad efficiency to create charge
currents using a temperature gradient. This movement is certainly below the res-
olution feasible in an experimental setup. However, the movement induced by
pure magnon currents is for the given situation in the order of a few hundred nm.
As can be seen in fig. 2.13(c) the final core deflection perpendicular to the tem-
perature gradient is zero, as also expected from the analytic solution for the final
core position. The final core position perpendicular to the temperature gradient
is at 215 nm and therefore possible to detect experimentally. Using the involved
magnon velocities in equation (2.33) and equations (2.28) and (2.29), one can eas-
ily show that the magnon velocity in the y direction, i.e. perpendicular to the
temperature gradient, is proportional to the Gilbert damping parameter α and
therefore much smaller than the magnon velocity in the x direction, i.e. parallel
to the temperature gradient. For the considered case the magnon velocity in the y
direction is about 70 times larger than the magnon velocity in x direction. A sim-
ilar behavior has been derived theoretically for the magnon velocity for thermally
driven skyrmions [23]. In fig. 2.13(d) the average contribution accounting for ther-
mal fluctuations are shown. Due to the random nature of those fluctuations, a
final core deflection parallel and perpendicular to the temperature gradient is ex-
pected. For the assumed temperature gradients, those movements are in the order
of 3 nm, which has been also shown using a stochastic Landau Lifshitz equation
by Machado et al. [70]. Therefore only the movement caused by pure magnon
currents is accessible in an experimental setup.
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Figure 7: Damped spiral vortex core motion for ! = 1 and $ = 1 described by the extended Thiele equation,
including forces due to the stray field, electric spin polarized currents, pure magnonic currents, and thermal
Figure 2.12: Damped spiral vortex core motion for p = 1 and c = 1 described by the
extended Thiele equation, including forces due to the stray field, electric spin polarized
currents, pure magnonic currents, and thermal fluctuations. At t = 0 the vortex core is in
the center of the sample, i.e. ~R = (0, 0). A linear temperature gradient of −100 mK/nm
in x direction is applied, assuming that the left side of the sample is heated up to
500 K and the right side is kept at 300 K. The effective magnon velocity is estimated as
1010 m/s.
To verify that the experimentally accessible core motion is indeed caused by
pure spin magnon currents, one can change the polarity of the vortex in the
experiment. Figure 2.14(a) and (b) show the resulting vortex core motions for
the two cases (i.e. p = +1 and p = −1). As discussed in the previous section the
main contribution to the final core position is caused by the pure magnon spin
transfer torque. This effect can be also seen in the two figures. In fig. 2.14(a) the
vortex core moves mainly in the positive y direction, and in fig. 2.14(b) it moves
mainly in the negative y direction as expected from the extended Thiele equation.
The different contributions to the overall vortex core motion are shown in com-
parison in fig. 2.15. The figures on the left (fig. 2.15(a), (c), (e), and (g)) show the
case for the vortex polarization p = +1, and the figures on the right (fig. 2.15(b),
(d), (f), and (h)) for a reversed polarization p = −1. Figure 2.15(a) and (b) show
the x- and y-Amplitudes in the case that all forces are included. Figure 2.15(c)
and (d) show the x- and y-Amplitudes in the case that only forces due to the
stray field and the charge spin transfer torque are included. As expected the
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Figure 8: Contributions to the damped spiral vortex core motion for ! = 1 and $ = 1: (a) all forces includes, (b)
forces due to the stray field and charge spin transfer torque, (c) forces due to stray field and magnon spin
transfer torque, and (d) forces due to stray field and thermal fluctuations. At % = 0 the vortex core is in the
center of the sample, i.e. ' = (0 0). A linear temperature gradient of −100	[mK nm⁄ ] in 2 direction is
Figure 2.13: Contributions to the damped spiral vortex core motion for p = 1 and c = 1:
(a) all forc s includes, (b) force due to the stray field and charge spin transfer torque,
(c) forces due to stray field and magnon spin transfer torque, and (d) forces due to stray
field and thermal fluctuations. At t = 0 the vortex core is in the center of the sample,
i.e. ~R = (0, 0). A linear temperature gradient of −100 mK/nm in x direction is applied,
assuming that the left side of the sample is heated up to 500 K and the right side is kept
at 300 K. The effective magnon velocity is estimated as 1010 m/s.
vortex core motion perpendicular to the temperature gradient changes its sign.
However, the final core position is to small to be detected in an experimental
setup. Figure 2.15(e) and (f) show the x- and y-Amplitudes in the case that only
forces due to the stray field and the magnon spin transfer torque are included.
Again, the vortex core motion perpendicular to the temperature gradient changes
its sign. Since the final core position is of the order of 200 nm, this motion in the
opposite directions, depending on the polarization of the vortex, can be used to
verify experimentally that the motion perpendicular to the temperature gradient
is indeed caused by magnon spin transfer torque. Figure 2.15(g) and (h) show the
motion caused by random thermal fluctuations and does not changes its sign.
In an experiment, where one side of the sample is heated to create a large tem-
perature gradient, one has to take into account that the hot side of the disk will
reach temperature, which can have a demagnetizing effect on a small region on
the hot side of the sample. To estimate the movement caused by this demag-
netizing effect, it is assumed that 10% of the left side of the sample is exposed
to a reduction in the saturation magnetization as well as the exchange coupling.
The new vortex core position is determined by fully micromagnetic simulations.
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Figure 9: Damped spiral vortex core motion for different polarities: (a) ! = +1 and (b) ! = −1 described by the
extended Thiele equation, including forces due to the stray field, electric spin polarized currents, pure magnonic
currents, and thermal fluctuations. At & 0 the vortex core is in the center of the sample, i.e. ( (0 0). ). A linear⁄
Figure 2.14: Damped spiral vortex core motion for different polarities: (a) p = +1 and
(b) p = −1 described by the extended Thiele equation, including forces due to the stray
field, electric spin polarized currents, pure magnonic currents, and thermal fluctuations.
At t = 0 the vortex core is in the center of the sample, i.e. ~R = (0, 0). A linear
temperature gradient of −100 mK/nm in x direction is applied, assuming that the left
side of the sample is heated up to 500 K and the right side is kept at 300 K.The effective
magnon velocity is estimated as 1010 m/s.
However, due to the nature of the problem, those simulations require a very high
spatial resolution to be able to resolve the vortex core, which’s core radius is of
the order of 10 nm. In a large sample of 2 µm × 2 µm where the vortex core
motion is orders of magnitudes smaller than the dimensions of the sample, micro-
magnetic simulations with the required precision are not feasible. Therefore the
influence of the demagnetizing effect will be discussed in a much smaller sample
of 100 nm× 100 nm with a spatial resumption of 1.25 nm and the known scaling
behavior (see fig. 2.9) will be used to estimate the movement due to demagnetizing
effects in the large sample used in the experiment. Figure 2.16 shows the results
of the demagnetizing effects using micromagnetic simulations assuming that the
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Figure 10: Contributions to the damped spiral vortex core motion for ! = 1 and $ = 1: (a) and (b) all forces
includes, (c) and (d) forces due to the stray field and charge spin transfer torque, (e) and (f) forces due to stray
field and magnon spin transfer torque, and (g) and (h) forces due to stray field and thermal fluctuations. At % =0 the vortex core is in the center of the sample, i.e. ' = (0,0) . A linear temperature gradient of− 100	[mK nm⁄ ] in 3 direction is applied, assuming that the left side of the sample is heated up to 500	[K] and
the right side is kept at 300	[K]. The solid lines are the components parallel to the temperature gradient (x(t)),
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 2.15: Contributions to the damped spiral vortex core motion for p = 1 and
c = 1: (a) and (b) all forces includes, (c) and (d) forces due to the stray field and charge
spin tra sfer to que, (e) and (f) forces due to ray field and gnon spin transfer
torque, and (g) and (h) forces due to stray field and thermal fluctu ions. At t = 0
the vortex core is in the center of the sample, i.e. ~R = (0, 0)). A linear temperature
gradient of −100 K nm−1 in x direction is applied, assuming that the left side of the
sample is heated up to 500 K and the right side is kept at 300 K. The solid lines are
the components parallel to the temperature gradient (x(t)), and the dashed lines are
the components perpendicular to the temperature gradient (y(t)).The effective magnon
velocity is estimated as 1010 m/s
magnetization in a strip of 10 nm on the hot site of the sample is reduced by
40%, 50%, 60%, 70%, 80%, and 90%. For all simulations the vortex is initialized
off center (see the blue dot in fig. 2.16(b)) and then the system is relaxed. The
final vortex core position is determined by finding the global peak using a two
dimensional polynomial fit and extremum detection. For the case that the strip
at the hot side of the sample is completely demagnetized, the vortex core will
move to the new center position in the smaller sample geometry. The results of
the micromagnetic simulations are shown in fig. 2.16(a). The red dots indicate
the vortex core movement in the x direction. Positive values indicate that the
core is moving away from the hot side of the sample. The red and blue stars
indicate the new relaxed position assuming that the strip at the hot side of the
sample is completely demagnetized. In this case the vortex core simply assumes
the new center position in the less wide rectangular shaped sample, as shown in
fig. 2.16(b). As expected the core movement in the positive x direction, further
away from the hot side of the sample, shows a linear dependence with increasing
demagnetizing effects (i.e. decreasing Ms values). Due to the symmetry of the
problem, there is no overall movement in the y direction. The movements in x
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Figure 11: (a) Core movement for a 100	nm×100	nm×20	nm Permalloy disk, assuming that 10% of the sample
on the hot side is affected by a reduction in the saturation magnetization and the exchange coupling. The
overall core motion under this new condition has been simulated with fully micromagnetic simulations and a
lateral resolution of 1.25	nm. The hot side is on the left side of the sample. Positive values in the * direction
indicate a movement away from the hot side. The red dots indicate the vortex core movement in the *
direction and the blue dots the movement in the + direction. The red and blue stars show the result assuming
that 10	nm of the sample are completely demagnetized. In this case the vortex care would move in the new
center position, which is in this case to the right, away from the demagnetized region, as illustrated in (b).
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Figure 2.16: (a) Core movement for a 100 nm× 100 nm× 20 nm permalloy disk, assum-
ing that 10% of the sample on the hot side is affected by a reduction in the saturation
magne ization and the exchang coupling. The verall core motion und r this new con-
dition has been simulated with fully micromagnetic simulations and a lateral resolution
of 1.25 nm. The hot side is on the left side of the sample. Positive values in the x direc-
tion indicate a movement away from the hot side. The red dots indicate the vortex core
movement in the x direction and the blue dots the movement in the y direction. The
red and blue stars show the result assuming that 10 nm of the sample are completely
demagnetized. In this case the vortex core would move in the new center position, which
is in this case 5 nm to the right, away from the demagnetized region, as illustrated in
(b). The red dot shows the new equilibrium position for the case where no demagne-
tizing effects are present (left) and where the fill strip at the right side of the sample
is fully demagnetized (right). The blue dot in the right figures indicates the off-center
initialization of the vortex state for the micromagnetic simulations.
and y directions are independent from the vortex polarity. This linear behavior
above 40% reduction in the saturation magnetization, together with the known
scaling behavior from the Thiele equation (see fig. 2.9), can be used to estimate
the overall movement of the vortex core due to demagnetizing effects, assuming
again that 10% of the sample region on the hot end is exposed to demagnetizing
effects due to the temperatures this side of the sample is exposed to.
The different contributions to the final vortex position as a function of the ap-
plied temperature gradient |dT/dx| are shown in fig. 2.17(a)-(d). Figure 2.17(a)
and (c) show the contributions from the charge spin transfer torque, the magnon
spin transfer torque, and the thermal fluctuations for the polarity p = +1 (left
column) and p = −1 (right column). All movements scale linear with the temper-
ature gradient. Since the length scales differ by order of magnitudes, fig. 2.17 (b)
and (d) show a magnification of the movements below 3 nm. Figure 2.17(e) shows
the expected movement due to demagnetization effects, which are independent of
the vortex polarity. As discussed earlier the experimental observable movement
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(a)
(b)
(c)
(d)
(e)
Figure 2.17: (a)-(d) Finale core position as a function of the applied temperature gradi-
ent for the different contributions caused by charge spin transfer torque (red), magnon
spin transfer torque (green), and thermal fluctuations (blue) as discussed in fig. 2.15.
The solid lines show the movement parallel to the temperature gradient (∆X) and the
dashed lines show the movement perpendicular to the temperature gradient (∆Y ). The
first column is for a vortex polarity p = +1, and the second column is for a vortex po-
larity p = −1. (e) shows the expected core movement as a function of the Ms reduction
cause by demagnetization effects at the hot side of the sample. Those movements are
independent of the vortex polarity.
perpendicular to the direction of the temperature gradient (y direction) is caused
by magnon spin transfer torque. For different vortex polarities, this movement
changes its sign, and can be identified by the experiment. The experimental ob-
servable movement along the direction of the temperature gradient (x direction)
is caused by demagnetization effects and is always directed away from the hot side
of the sample, independent of the vortex polarity.
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2.4 Extended Thiele Equation for Coupled Vortices
The extended Thiele equation is also very useful to model the dynamics of magne-
tostatically coupled vortices. In addition to the studies of the gyrotropic motion
of an individual vortex, there are several studies on the dynamics of coupled vor-
tices [14, 35, 53, 74–77]. The spatially separated disks are sufficiently close to
each other, that the magnetostatic (dipolar) interaction affects the vortex gyra-
tion in the individual disks. One particular important finding of those studies is
the frequency splitting observed for the coupled system of two vortices. A more
detailed study of the normal modes and their dependencies on the relative vor-
tex state configuration in both disks can be found in [74]. Here, in addition to
micromagnetic simulations, two coupled Thiele equations have been employed to
describe the complex coupled vortex gyration in terms of the superposition of the
two normal modes. To describe the experimental setup, in which one of the vor-
tices is driven by an electric spin polarized current, one of the Thiele equations
has been extended to include the spin polarized current density ~j, as described
in detail in the previous two sections. Since the second passive disk is in addi-
tion heated during the experiment to change the saturation magnetization and
therefore the eigenfrequencies of the vortex gyration, it is necessary to distinguish
between the corresponding gyro-vectors and the dissipation tensors for the driven
(d) and heated (h) disk. The dynamics of this system are then modelled using the
following coupled extended Thiele equations:
~Gd × (~Vd + bj~j) + Dˆd(α~Vd + ξbj~j) = ~∇~RdW (~Rd, ~Rh),
~Gh × ~Vh + Dˆhα~Vh = ~∇~RhW (~Rd, ~Rh). (2.35)
The first equation describes the vortex gyration in the driven disk, and the second
equation describes the vortex motion in the heated disk. ~Ri = (xi, yi), i ∈ {d, h} is
the vortex core elongation vector from the center of disk i and ~Vi = d~Ri/dt is the
corresponding velocity vector. bj = PµB/[eMsd(1 + ξ2)] is the coupling constant
between the applied current density ~j and the magnetization, where P is the
spin polarization, and ξ the degree of nonadiabaticity [40]. Msd is the saturation
magnetization of the driven disk. The corresponding gyro-vectors depend on the
saturation magnetization in each disk and are given by
~Gi = −2piMsiµ0tpi
γ
eˆz with i ∈ {d, h}. (2.36)
Both gyro-vectors indicate the axes of precession perpendicular to the film plane,
which for both disks is parallel to the z-axis. Msd and Msh are the saturation mag-
netization of the driven and heated disk. pi is the polarity of the corresponding
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vortex, µ0 the vacuum permeability, t the sample thickness, and γ the gyromag-
netic ratio. Dˆd and Dˆh are the two diagonal dissipation tensors, as discussed in
more detail in the previous section, which are both proportional to the respective
saturation magnetizations, Msd and Msh. In the coupled system the total potential
energy can be written as
W (~Rd, ~Rh) = W0 +
κ
2 (
~R2d + ~R2h) + cdch(ηxXdXh − ηyYdYh). (2.37)
The first term represents the potential energy for a central core position, i.e.
~Ri = (0, 0). The second term represents the stray field energy and for small de-
flections can be modelled as a parabolic potential [13] with stiffness constant κ˜.
The third term reflects the magnetostatic energy between the side surfaces of the
two disks [53], where ηx and ηy express the coupling strength along the x- and
y-directions. ci is the chirality of the corresponding vortex [14, 35, 53, 75]. To
simulate the experiment the chirality and the polarity for both vortices were cho-
sen to be [pd = +1, cd = +1] and [ph = +1, ch = +1]. Each disk had a lateral size
of 1800 nm and a thickness of 50 nm. The damping constant for the permalloy
disk is set to α = 0.006 [73].
Figure 13: Example of the vortex gyration for !", $" = +1,+1 and !(, $( = +1,+1 for ring down
simulation. (a) The ) (red line) and * (blue line) components of the vortex core position vectors in disk + and
(b) for disk ℎ. Disk ℎ has been displaced from the central position to an initial position, 100	nm in the +1
direction.
(a)
(b)
Figure 2.18: Example of the vortex gyration for [pd, cd] = [+1,+1] and [ph, ch] = [+1,+1]
for ring down simulation. (a) The X (red line) and Y (blue line) components of the
vortex core position vectors in diskd and (b) for diskh. diskh has been displaced from
the central position to an initial position, 100 nm in the +y direction.
To excite all of the modes existing in the two coupled disks and to determine
the eigenfrequencies of the coupled system numerically, so called ring-down exper-
iments have been conducted. Here one of the vortex cores is initially displaced
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from its center position. In the considered case the vortex core of one of the disks
is displaced by 100 nm in the +y direction and the resulting gyroscopic motion for
the coupled vortices is recorded. Figure 2.18 shows the characteristic dynamics of
the coupled vortex gyrations for the considered case. Here the saturation magne-
tization for both disks is the same, Msd = Msh = 7.7× 105 A/m. One recognizes
as expected the beating pattern of the oscillating X and Y components of both
vortices in addition to the crossover between the local maxima and minima of the
modulation envelopes. A more detailed discussion of those ring-down simulations
can be found in [74]. Figure 2.19 shows the frequency spectra obtained from the
data shown in fig. 2.18. As expected the coupled system shows two eigenfrequen-
cies, one below and one above the eigenfrequency of the individual systems at
254 MHz. The separation of the two eigenfrequencies is a measure of the coupling
strength between the coupled system and can be used to adjust those parameters
to experimental findings.
Figure 14: Frequency spectra obtained from the data shown in @@figure 13@@. The red line is obtained from
the gyromotion of the vortex in diskd and the blue line from the gyromotion of the displaced vortex in diskh.
The eigenfrequencies are as expected below and above the eigenfrequency of the single disk at 254 MHz.
Figure 2.19: Frequency spectra obtained from the data shown in fig. 2.18. The red
line is obtained from the gyromotion of the vortex in diskd and the blue line from the
gyromo ion of the displ ce vortex in diskh. The eigenfrequencies are as expected below
and above the eigenfrequency of the single disk at 254 MHz.
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In further simulations disk d is driven by an AC current which has an ampli-
tude of 5 × 109 A/m2 and varies sinusoidal with the driving frequency fd. The
driving frequency is set as in the experiment to the first peak in the frequency
spectra of the coupled system, as shown in fig. 2.19. This peak corresponds to
the case, where the coupled vortex oscillators are both in phase. However, due
to experimental restrictions in the frequency resolution, small deviations from the
main peak have been considered. The vortex in the heated disk, diskh, is now
placed in its original equilibrium position at the center of the disk. This disk is
not driven and only coupled via the magnetostatic coupling to the driven disk.
In the experiment this disk is heated to various temperatures to change its sat-
uration magnetization. In the simulations this effect is included by changing the
saturation magnetization Msh of diskh, while the saturation magnetization Msd of
the driven disk is kept constant. As a result one can analyze the resulting phase
shift between the gyrotropic motion of the coupled vortices as a function of the
saturation magnetization ratio Msh/Msd.
Figure 15: Phase difference for the two vortex gyrations as a function of the magnetization ratio !"#/!"% of
the heated disk and the driven disk. In the case that &'(&') = 1, both vortices gyrate in phase. For a phase ratio
of &'(&') = 0.85, both vortices gyrate almost completely out of phase. The different colors indicate the detuning
from the first eigenfrequency of the coupled system. Results for detuning of 0 MHz, 2.8 MHz, 4.3 MHz, and 5.7
MHz to lower frequencies than the first eigenfrequency are shown.
Figure 2.20: Phase difference for the two vortex gyrations as a function of the magne-
tization ratio MshMsd of the heated disk and the driven disk. In the case that
Msh
Msd
= 1,
both vortices gyrate in phase. For a phase ratio of MshMsd = 0.85 both vortices gyrate
almost completely out of phase. The different colors indicate the detuning from the first
eigenfrequency of the coupled system. Results for detuning of 0 MHz, 2.8 MHz, 4.3 MHz
and 5.7 MHz t lower excitation frequencies than the first eig nfrequency are shown.
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Figure 2.20 shows the phase difference between the two gyrotropic motions of
the coupled vortices as a function of the saturation magnetization. Due to the
selection of the driving frequency, one observes an almost zero phase difference,
in case the two saturation magnetizations are the same, i.e. Msh/Msd = 1. In
this case both vortices gyrate in phase. With a decreasing value of the satura-
tion magnetization Msh of the heated disk (Msh/Msd is decreasing), one can shift
the resulting phase difference between the gyrotropic motion of the two coupled
vortices to any value up to almost 180◦, where both vortices gyrate out of phase.
The different colors in fig. 2.20 belong to different detuning from the first eigen-
frequency of the coupled system. Here a detuning to a lower frequency as the first
eigenfrequency is assumed. For all cases it is possible to shift the phase difference
between the in phase case to the out of phase case. However, with larger detuning
slightly larger differences between the two saturation magnetizations are needed
to reach the final phase difference.
Figure 15: Eccentricity for the elliptical trajectory of the two vortex gyrations as a function of phase difference.
The solid lines with the filled circles are the results for the driven disk (d), and the dotted lines are the results
for the heated disk (h). The different colors indicate the detuning from the first eigenfrequency of the coupled
system. Results for detuning of 0 MHz, 2.8 MHz, 4.3 MHz, and 5.7 MHz to lower frequencies than the first
eigenfrequency are shown.
Figure 2.21: Eccentricity for the elliptical trajectory of the two vortex gyrations as a
function of phase difference. The solid lines with the filled circles are the results for the
driven diskd, and the dotted lines are the results for the heated diskh. The different
colors indicate the detuning fr m the first eigenfr quency of the coupled system. R sults
for detuning of 0 MHz, 2.8 MHz, 4.3 MHz and 5.7 MHz to lower excitation frequencies
than the first eigenfrequency are shown.
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In addition to the phase difference analysis it is also possible to extract the
eccentricity e = AX/AY of the elliptical trajectory, which can be also compared
directly with experimental observations. Here AX and AY are the amplitudes of
the driven motion of the coupled vortices. Figure 2.21 shows the eccentricity of
the elliptical trajectory of the driven and the heated disk as a function of the phase
difference. The solid lines with the filled circles are the results for vortex motion
in the driven disk and the dashed lines are the results for the vortex motion in
the heated disk. The different colors indicate again different detuning from the
eigenfrequency of the coupled system. The change of the eccentricity from e > 1
to e < 1 indicates a change in the overall elongation of the ellipse. If e > 1 the
ellipse is elongated along the x-axis, and if e < 1 the ellipse is elongated along
the y-axis. Taking detuning into account the eccentricity of the driven disk stays
below 1, indicating an elongation along the y axis. Only in the case with no
detuning is the eccentricity of the vortex in the driven disk for a small range of
phase differences above 1. While the eccentricity for the vortex in the driven disk
shows a dependence on the detuning, the eccentricity of the vortex in the heated
disk is independent on the detuning of the driving frequency. Here the eccentricity
changes from values below 1 to values above 1. The change from values below one
to values above one takes place around a phase difference of 90◦. The eccentricity
as well as the phase difference are two experimentally accessible values and can
be directly compared with the experimental results, discussed in chapter 6.
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3
Magnetic Imaging
3.1 Introduction
In the past century a number of methods to image magnetic structures has been
developed. This chapter is by no means meant as an overview [78, 79] of this
manifold field nor it’s recent advances [80, 81]. Instead a brief introduction into the
methods, used in the course of this thesis. They are put into the historic context
and further their contrast mechanisms, temporal and spatial resolution as well as
some experimental requirements are given in more detail for each method. As a
remark to this it has to be said, that some of these properties are only applicable
to the specific combination of experimental setups and studied materials. They
depend on the studied samples e.g. the used materials and dimension and can
differ in different experimental setups. Further all of the presented methods are
still undergoing rapid advance hence a lot of the given properties might change in
the future. The rapid developments in the field of magnetic imaging can be e.g.
seen in the historic oldest method to visualize magnetic structures in the following.
Diffraction limit
The Bitter method [82–84] can be seen as beginning of imaging magnetic struc-
tures. The technique uses a ferrofluid to decorate the surface to be studied. The
magnetic particles disposed in the fluid coalesce on the surface where the mag-
netic field diverges. Subsequent the surface is viewed in an optical microscope.
The development of this method over time is an excellent example why it is so
complicated to compare e.g. the resolution and contrast of magnetic imaging
methods. First the optical contrast arising from the particle concentration at the
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places of largest field gradients was used [82–84]. The resolution is in this case de-
termined by a combination of the size of the magnetic particles, the wavelength of
light limiting the viewing of smaller size particles and the quantity of particles on
the sample surface being numerous enough to disperse light [85]. Further optical
anisotropy may be induced in the ferrofluid. This can produce additional optical
contrast owing to the birefringence observed in polarized light [86–89] which can
be used to get a reconstruction of a directional map of the stray field pattern.
Recently the spatial resolution of this technique was pushed even further due to
the development of the Scanning Tunneling Microscope (STM) [85]. An STM was
used instead of the optical microscope [85] to overcome the limitation due to the
diffraction-limit (eq. (3.1)) [90]:
r = fi × λ
NA
. (3.1)
With r being the resolution limit, λ the used wave length of the probe (photon,
electron....) and NA being the numerical aperture. fi is a constant depending on
the diffraction criterion:
resolution limit fi
Rayleigh 0.61
Abbe 0.5
Sparrow 0.47
Subsequent to Bitter, various light-optic magnetic field imaging techniques have
been developed, each adding another pixel to the always evolving picture of un-
derstanding magnetic structures. The discovery of the Kerr-effect [93] allowed for
another technique of visualization of magnetic surface structures. The combina-
tion of this technique with the development of pulsed Laser systems led to the
time-resolved magneto-optic Kerr-effect (TR-MOKE) microscopy. In this thesis
TR-MOKE measurements were performed on spin-waves in a temperature gra-
dient. The measurements were performed in Regensburg in collaboration with
Martin Decker and Johannes Stigloher.
To study the magnetization dynamics of coupled magnetic vortex oscillators
with predicted movements in the order of a few hundred nanometers section 2.2
high spatial resolution in combination with high temporal resolution is required.
To overcome the limited resolution for visible light (VIS) (λ = 390 nm to 700 nm)
due to 3.1 one way is to shorter wavelength λ in the X-ray regime (λ = 0.01 nm to 10 nm).
In combination with using X-ray Magnetic Circular Dichroism section 3.3.1 as con-
trast mechanism this leads to Scanning transmission X-ray microscopy (STXM)
(see section 3.3). The need for circular polarized X-rays at tunable wavelengths
to measure XMCD requires the use of synchrotron radiation. Hence the measure-
ments were performed at the MAXYMUS Beamline at Bessy II in Berlin. By
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431 nm 354 nm 333 nm
Rayleigh limit Abbe limit Sparrow limit
Figure 3.1: Conventional resolution limits due to diffraction illustrated by Airy pro-
files [91] for 800 nm (Ti:Sapphire Laser) with a numerical aperture of NA = 1.13 [92].
Rayleigh: the first minimum of one Airy profile overlaps the maximum of the second
Airy profile, with sum of the profiles and the 2D image showing a significant dip. In the
Abbe limit the dip is significant smaller and disappears in the Sparrow limit.
synchronising the applied excitation of the magnetization dynamics to the time
structure of the photon pulses emitted from the storage ring high temporal reso-
lution can be achieved (section 3.3.2). The results are presented in chapter 6.
The invention of the electron microscope by Ernst Ruska and Max Knoll in 1934
[94] enabled the microscopy of magnetic structures to go beyond the limitation
of VIS optical microscopy. Almost 3 decades later the first successful attempts
to directly visualize magnetic structures [95–97] by using Transmission electron
microscopy TEM (see section 3.2) were made. The Lorentz-TEM (L-TEM) mea-
surements in this thesis on magnetic vortices in static temperature gradients (see
chapter 7) were performed in Regensburg in cooperation with Prof. Dr. Josef
Zweck, Johannes Wild and Felix Schwarzhuber.
3.2 Lorentz Microscopy
The force FL acting on a moving electric point charge q with instantaneous velocity
v, due to an external electric field ~E and magnetic field ~B, is given by:
~FL = q( ~E + ~v × ~B). (3.2)
Magnetic imaging in TEM is based on the deflection of the electron beam by the
magnetic induction in the sample plane. Thus the magnetic induction is detected
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rather than the magnetization ~M itself. By neglecting stray fields and internal
demagnetization fields ~B(x, y) ∝ ~M(x, y) can be assumed in most cases [98]. The
angle of deflection β is given by [99]:
βL =
eλ
h
∫ ∞
−∞
B⊥(x, y)dz, (3.3)
with the electron charge e = 1.6 × 10−19C, the electron wavelength λ (see
section 3.2.1) the Planck constant h and the magnetic induction of the sample
perpendicular to the electron beam B⊥(x, y). If stray-fields are ignored, for a
uniform in-plane magnetized sample of thickness t this expression simplifies to:
βL =
eλBst
h
. (3.4)
For a 10 nm thick sample with a saturation induction Bs = µ0Ms = 1 T the
deflection angle is βL ≈ 5 × 10× 10−6 rad. This is about 4 orders of magnitude
smaller than the angle of Bragg diffraction commonly seen in normal TEM [100]. A
diffraction of this size is experimentally hard to resolve [100]. This can be overcome
by considering the electron beam as a propagating wave by a quantum mechanical
approach and measuring the phase shifts induced due to the interaction with the
magnetic vector potential: ~B = ∇ × ~A. There are many ways to measure this
small phase change like Foucault mode [101] or differential phase contrast (DPC)
measurements [102]. The most commonly used method though is to use the Fresnel
mode [103]. Here the specimen is illuminated with a parallel homogenous electron
beam (see section 3.2.1) and contrast changes in over- and under-focus images (see
section 3.2.2) are measured.
3.2.1 transmission electron microscopy
There are two common modes to record an image with a transmission electron
microscope (TEM): Conventional transmission electron microscopy (CTEM) and
scanning transmission electron microscopy (STEM). While in STEM the electron
beam probe is scanned through the sample plane to record a pixel of the total
image in serial mode the CTEM mode is very similar to optical microscopy with a
conventional light microscope (see fig. 3.2). The image generation is done in two
steps. First the sample is illuminated by an as parallel as possible beam (often
there is a trade of between a highly coherent parallel beam and brightness [98])
then the magnified image of the transmitted signal is recorded. The electrons are
provided by a field emission gun (FEG). They are extracted via an electric field
from a pointed cathode tip. Compared to traditional thermal filament emitter the
small curvature of the sharp tip is an ideal point like source for high spacial coher-
ence. The acceleration of the emitted electrons is done in a multi stage process in
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Figure 3.2: Left: Ray path in a TEM for parallel illumination. Right: Schematic of a
typical modern TEM.
which the beam is further shaped for optimal imaging. Directly after leaving the
FEG the illuminated sample region is defined by the two stage condenser lenses
and an aperture. In case of the Tecnai F30 from FEI used in this thesis the elec-
trons are accelerated of up to 300 keV. Their de-Broglie wavelength is related to
their momentum through the Planck constant h:
λ = h
mev
, (3.5)
with the electron mass me and the velocity v. Taking highly relativistic effects
into account the wavelength for 300 keV is around 1.97 pm. However, the resolution
is limited by the lens aberrations rather than the diffraction limit. Since the
electromagnetic and electrostatic lenses used for beam shaping have poor imaging
qualities compared to optical lenses [104] astigmatism and aberration for most
lenses have to be compensated for. In case of the Tecnai F30 this is done for
the condenser lenses and the objective lenses. By using state of the art spherical
and chromatically aberration correction 50 pm a resolution of up to 50 pm can
be achieved [105]. For L-TEM imaging high kinetic energy is needed for sufficient
beam penetration through the sample (typically metals of up to 200 nm thickness),
the resolution is typically limited by the small interaction between the magnetic
induction in the specimen and the passing electrons (see section 3.2.2). After
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passing through the sample several lenses follow which magnify the CTEM image
further.
3.2.2 The magnetic specimen phase object
ϕ(x, z)
θL
ϕ(x, z)
d2
dx2
ϕ
I(x, z +∆z)
I(x, z −∆z)
I(x, z)
a)
b)
c)
x xa xb
Figure 3.3: Schematic diagram of the elec-
tron beam deflection and wave-front curva-
ture due to scattering by a magnetic spec-
imen a) original front b) wave front and
phase after magnetic sample c) Intensity in
over (+∆z) and under-focus (−∆z).
The specimen’s transmission function
T (~r) can be described by an absorption
part U(~r) and a phase shift ϕ(~r) [106]:
T (~r) = U(~r)× eiϕ(~r). (3.6)
For thin samples the absorption can
be neglected. Further for demonstra-
tion purposes here the 2D phase-shift
ϕ(~r) = ϕ(x, y) is reduced to a 1D prob-
lem ϕ(x) (see fig. 3.3). The phase shift
between the two beams at x = xa and
x = xb can be described as:
ϕ = 2
~
∫ ∞
−∞
∫ xb
xa
B⊥(x)×dz×dx. (3.7)
∫
B⊥ can be attributed to the col-
lected phase shift along the electron
trajectories. Equation (3.7) basi-
cally describes the total flux contained
within a rectangular section of the
specimen confined by dx × dz. The
wavefront after passing the specimen
is at the same angle βL to the inci-
dent beam as the deflected beam in
the classical Lorentz angle determined
by geometry considerations before (see
fig. 3.3). Using wave-propagation the
intensity at a given defocus ∆z can be expressed by:
I(x,∆z) = 1− ∆z × λ2pi
d2
dx2
ϕ(x, y). (3.8)
Thus, in Fresnel imaging it is the change of the magnetic induction which is
imaged rather than the induction itself. Domain walls appear as bright or dark
lines, depending on the relative alteration of the magnetization in the two adjacent
domains (see fig. 3.3). By changing the defocus from positive to negative values
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the contrast is also inverted. For ∆z = 0 (in-focus) the contrast vanishes. In case
of a magnetic vortex core the same principle applies. Due to eq. (3.7) only the
change in the in-plane curling magnetization of the outer part produces a contrast
in the middle of the vortex core. Depending on the vortex chirality this contrast
appears as a dark or bright spot [98]. In fig. 3.4 a focus series is shown. The
focus is varied from ∆z = −50µm to ∆z = 40µm. As can be seen the vortex core
contrast changes from a bright spot for ∆z < 0 µm to a dark spot for ∆z > 0 µm.
In focus (∆z = 0µm) no contrast is visible.
Δf = -50 µm Δf = -40 µm Δf = -30 µm Δf = -20 µm
Δf = -10 µm Δf = -5 µm Δf = 0 µm Δf = 5 µm
Δf = 10 µm Δf = 20 µm Δf = 30 µm Δf = 40 µm
Figure 3.4: L-TEM focus series of a Py disk with a diameter of d = 2µm and a thickness
of t = 20 nm in vortex ground state. The focus is varied from ∆z = −50 µm to 40 µm.
The contrast associated with the in plane curling depends on the defocus. For ∆z < 0 µm
white, for ∆z > 0 µm black, in-focus the contrast disappears.
It is also possible to reconstruct the phase and thus the magnetic induction
from a series of such defocused images by solving the transport of intensity (TIE)
equation [107] that can be written in Poisson form:
∇2Φ(x, y) = −2pi
λ
∂
∂z
I(x, y, z), (3.9)
with the substitution ∇Φ(x, y, z) = I(x, y, z)∇ϕ(x, y). This can be solved nu-
merically e.g. fast Fourier transformations allowing for quantitive measurements of
the magnetic induction (see fig. 3.5). As part of this thesis various TIE reconstruc-
tions for magnetic vortex cores and skyrmions have been performed [108–110] and
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have been compared to DPC measurements. Further the reconstruction has been
extended to higher order reconstructions [111] and benchmarking them against
analytical and numerical simulations allowing a precise measurement of the vor-
tex core size. This work is currently in the process of publishing. The focus in
the current work is on the movement of the vortex core position. Hence the mea-
surements here have been performed in normal Fresnel mode with typical defocus
lengths of 10 µm to 15 µm.
a) b) c)
e) f) g)
Δz = 0 µm Δz = 0 µmΔz = -30 µm
recovered φ filtered φ magnetic induction
Figure 3.5: Example of TIE-phase retrival for the helical phase in Mn1.4PtSn. (a)
shows the under-focused image, (b) the focused and (c) the over-focused image. The
retrived phase is shown in (d) and smoothed with a bandpass-filter (e) to reconstruct
the magnetic induction (f).
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3.3 STXM
As described in section 3.2 one way to overcome the diffraction limit (eq. (3.1))
for VIS light is to use high energy electrons in TEM. To image the magnetization
dynamics in magnetic vortex core oscillator networks (see chapter 6) high temporal
resolution is required. Recently, there have been some approaches to incorporate
fs time resolution in TEM [112] by creating ultrashort highly coherent electron
pulses by illuminating the FEG with an pulsed laser system. This new method
seems very promising for investigation magnetization dynamics at the nm-scale
with high temporal resolution without the need for synchrotron radiation.
U(t)
x-ray
pulse
Figure 3.6: Sketch of the experimental setup. The transmitted X-ray intensity is mod-
ulated by the XMCD effect which is proportional to the magnetization component pro-
jected onto the beam direction. For vortex dynamics the X-rays enter the specimen
perpendicular to the sample plane. The focussed beam is scanned across the sample.
Time resolution is achieved by a pump - probe type approach by synchronizing the STT-
excitation of the magnetization dynamics with the electron bunch creating the X-ray
pulses.
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Figure 3.7: STXM Microscope in
UHV-chamber (blue) at MAXY-
MUS Beam-line at BESSY II.
Here the magnetization dynamics were in-
vestigated by Scanning transmission X-ray
microscopy (STXM). Instead of overcoming
eq. (3.1) by using high energy electrons the
spatial resolution is increased by using shorter
wavelength X-rays. The magnetic contrast is
achieved by harnessing X-ray magnetic circular
dichroism (see section 3.3.1). For experiments
on magnetic vortex core dynamics a polar con-
figuration is used to image the out of plane mag-
netization of the vortex core. The transmitted
X-ray intensity is modulated by the XMCD ef-
fect which is proportional to the out of plane
magnetization. So in this case the core itself is
imaged and not the surrounding curling mag-
netization hence a dark or bright contrast de-
termines the polarity of the vortex core. The
contrast can be inverted by changing the circu-
larity of the X-ray beam.
x
y
z
sample
photo- diode
Figure 3.8: STXM Microscope
UHV-chamber opened. The sample
and the Photodetector are placed
on a 3-axis dual stepper- and
piezzo-stage for focussing and scan-
ning.
The X-ray beam is focused on the sample (see
fig. 3.6) and scanned across the region of in-
terest to generate an image. The wavelength
for the L3-edge of nickel at an energy of 851 eV
is λ = 1.46 nm. The spatial resolution in this
case is determined by the focussing of the x-
ray beams. This is done by Zone Plates [113]
and determines the numerical aperture. At the
MAXYMUS beamline at Bessy II a typical res-
olution of 20 nm can be achieved [113]. STXM
not only offers an increase in lateral resolu-
tion by using soft X-rays, but also the inherent
pulsed time structure of synchrotron radiation
sources makes time dependent magnetic stud-
ies feasible by using a pump probe approach in
combination with the excitation of the magnetization dynamics (see section 3.3.2).
The time resolution depends on the temporal bunch-width of the synchrotron and
is 10 ps to 35 ps.
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3.3.1 XMCD-Effect
Lambert-Beer law
Analogue to visible light the change of the intensity dI
dz
compared to the initial
intensity I0 of X-ray radiation passing through a sample in z-direction is antipro-
portional to the distance passed z. This leads to a simple first-order linear ordinary
differential equation ODE:
dI
dz
(z) = −µ(E)I(z)⇒ I(z) = I0e−µ(E)d, (3.10)
where µ(E) is the material dependent photo-absorption coefficient, that also de-
pends on the photon energy E = ~ω. This relation is also known as Lambert-Beer
law. In case of energies below 20 keV, which is applicable to the experiments in
the present work, the photo-effect is the dominant absorption mechanism between
the X-ray photons and the electrons in the sample. Thus the photo-absorption
coefficient itself can be related to the energy dependent absorption cross section
σtot [114, 115]:
µ(E) =
∑
j
wi · σtot,j(E) · ρj. (3.11)
For a real target µ(E) is the summation over all elements j with their individual
properties: wj being the fraction weight and the density ρj . In the energy range
of a few hundered-electron-volts up to some tens of kilo-electron-volts, in which
the experiments of the present work were carried out, the dominant process when
a photon of energy E is absorbed is the excitation of an electron in a core shell of
energy Ei in its initial state |i > to a final state |f > with energy Ef = Ei + E
and the final states density ρ(Ef ). Thus the absorption cross section σi is given
as the probability for this excitation Γi→f per time divided by the photon flux:
σi(E) =
Γi→f
Iph
. (3.12)
The photon flux IPh being the number of photons striking a surface is related to
the intensity: I = IPhE
λ
.
Fermi’s golden rule
Following Fermi’s golden rule, the one electron absorption cross section can be
described as [114, 116]
Γi→f =
2pi
~
| < Mfi > |2δ(Ef − Ei − E), (3.13)
with< Mfi > being the matrix element< f |H ′|i > of the perturbationH ′ between
the final and initial states. In combination with first order perturbation theory
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the absorption coefficient can be expressed as [81, 117]:
µ(E) ∝∑
f
| < f |p ·A|i > |2δ(Ef − Ei − E) = | < Mfi > |2ρ(E), (3.14)
with momentum operator p and A being the vector potential of the incident
electromagnetic field and ρ(E) being the density of states for the final states |f >.
In X-ray absorption the atom absorbs a photon giving rise to the transition of
a core electron to an empty state above the Fermi energy (see fig. 3.9 (a)). This
transition has to obey the selection ∆ml = 1 for right circular polarized light and
∆ml = −1 for left circular polarized light for reasons of angular momentum con-
servation. This restriction in combination with the fact that µ(E) is proportional
to ρ(E) this gives rise to the XMCD effect hence µ(E) is different for right or left
circular polarized X-rays depending on the magnetization. This difference in the
X-ray absorption spectra (XAS) is shown in fig. 3.9 (b) for the Nickel L3-edge.
This contrast allows for absorption contrast of up to 20% in the case of Ni (see
fig. 3.9 (b)).
a) b)
Figure 3.9: (a) Pictorial description for the absorption process causing XMCD at the
L2,3 edge for 3d transition metals for left and right circularly polarized X-rays (b) XAS
and XMCD spectra of Ni. µ(+) for right and µ(+) for left circularly polarized X-rays.
Taken from [118].
3.3.2 STXM Time Resolution
Since the electrons traveling through the storage ring are not distributed uniformly
but are traveling in bunches, evenly spaced along the ring, the emitted X-ray
radiation used for the STXM measurements is not a continuous but a pulsed X-
ray emitter. The distance between these bunches at BESSY II is 60 cm which is
an exact fraction of the storage ring itself. The frequency of these X-ray pulses is:
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Figure 3.10: Synchronization of the electrical excitation (via STT) pump (blue) to the
optical probe of the X-ray bunches emitted by the synchrotron (orange) at 500 Mhz
allow for stroboscopic measurements of the magnetization dynamics (blue).
f = c60 cm ≈ 499.654 MHz. (3.15)
By synchronising the ”pump” electronic excitation of the magnetization dynam-
ics to the ”probe” x-ray pulses (see fig. 3.10) by delaying the electronic (here via
STT) excitation relative to the x-ray flashes time resolved imaging can be achieved.
Single Photon detection allows for multi-channel acquisition, which can be per-
formed in standard multi-bunch operation mode of the synchrotron. The time
resolution itself depends on the stability of the synchronisation and the temporal
pulse width of the probe pulses. The synchronisation is usually not the limiting
factor since modern integrated electronics allow the usage of FPGA running at
operating frequency 10-100 times the storage ring frequency. The temporal bunch
width depends on the operation mode of the storage ring and varies from 10 ps to
35 ps limiting the temporal resolution.
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4
Sample Preparation
This chapter presents various methods and materials for preparing the samples
used in this work. Theoretical modeling and defined geometries are the foundation
for the results presented in this work. As discussed in chapter 2 and chapter 5
the exact design of the temperature landscape with respect to the magnetization
dynamics is critical for the observation of the presented results. Hence nano-
fabrication is an essential part of the work presented. The sample fabrication
consists of two main steps: Lithography and thin film deposition. This chapter
gives an overview of the involved methods and parameters. Some of the sample
preparation information in this chapter goes beyond the experiments discussed
in this thesis and focuses on further collaborations. The entire Lithography and
most of the thin film deposition are performed in the facilities at the University
of Regensburg.
4.1 Materials
Permalloy (Py) Ni80Fe20 is one of the standard workhorses in the field of ma-
terials used for investigating magnetization dynamics. For experiments involving
local heating it’s high Curie Temperature (TC = 872 K) [119] in the fcc phase
makes it an excellent choice to study spin-caloric effects [120–122]. It’s relatively
high Saturation Magnetization MS = 8 · 10× 105 A/m [123] and low coercivity
[123] make it an ideal material to study magnetization dynamics and domain wall
movement [124]. In case of numeric calculations the lack of significant crystalline
anisotropies are helpful. A typical exchange parameter for simulations of Py is
A = 1.3 [125]. The significant anisotropic magnetoresistance makes electrical mea-
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surements of the magnetization state possible [15]. Combined with many robust
film thin deposition methods Py is an obvious choice for the work presented here.
Especially, if considering the experimental challenges involved with local heating
nanoscale structures on fragile SiN-membranes a robust choice of materials is im-
portant. However, there is a wide range of materials with different properties that
are interesting candidates for further investigations.
500 nm500 nm
a) b)
beamdeflection
Figure 4.1: TEM - DPC measurement of different ferromagnetic materials deposited
on 50 nm SiN-membranes. a) 30 nm Co2MnSi full film sputtered, negative edged. b)
50 nm Py sputtered, positive lift-off.
For experiments involving spin torques created by high temperature gradients
and their interaction with the magnetic domain structure any soft magnetic ma-
terial with a high spin polarization at the fermi edge is of interest. Hence one
promising candidate class are half-metals [126]. Per definition a half-metal is a
conducting material to electron of one spin orientation and an insulator or semi-
conductor for those of the opposite direction hence having a spin-polarization of
theoretical 100% for the conducting electrons. Many of the known half-metals
are Heusler alloys [126]. A prominent candidate to study thermal driven influ-
ence on the magnetic domain structure is Co2MnSi with a high spin-polarization
[126] and low coercivity [127]. Since Co2MnSi can also be sputtered on many
different substrates such as MgO, SrT iO3, Si and SiO3, it might be a possible
candidate to try on SiN-membranes. Unfortunately, our efforts so far were not
successful to harness this material for transmission magnetization dynamics ex-
periments. The thin films were sputtered at the University of Bielefeld in the
group of Dieter Reiss at 400 ◦C substrate temperature and prepared in a similar
manner as on Si bulk substrates. Most likely due to the high defect rate in the
SiN-membranes the magnetic domain configuration in the full-films as well as the
structured (via ion-etching) disks were defined by small multi-domains pinned to
the defects (see fig. 4.1) and hence not usable here. The use of the SiN-membranes
hence significantly narrows the choice of materials.
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4.1.1 The SiN-membrane platform
The experiments presented in this work all require well defined controllable lat-
eral temperature distribution across the sample plane (see chapter 5). One way to
realize this experimentally is to reduce the general 3D problem of heat-dissipation
to a quasi 2D problem by elimination of one dimension. The SiN-membranes
used here have a thickness of 30 nm to 50 nm. This is at least 2 orders of mag-
nitude lower than the relevant dimensions in the x-y-plane. Combined with the
low thermal conductivity of SiN [128] compared to other materials, mainly be-
ing metals, this allows for a controlled thermal environment [128, 129]. In case
of the measurements on vortex core movement by pure thermomagnonic torques
hight temperature gradients are needed (see section 2.3). In this case the mem-
brane frame can be used as a heatsink (see section 5.2) due to being infinite thick
(200µm) compared to the membrane as shown in fig. 4.2.
In addition to this, the membranes are also a necessity for the transmission mea-
surements performed in the course of this thesis (STXM and L-TEM). As seen
in fig. 4.3(a) the quality of the SiN-membranes is of overall poor quality com-
pared to bulk substrates. The number and size of defects varies greatly from
supplier to supplier and also depends on the individual processed batch as shown
in fig. 4.3. This makes beforehand screening of each membrane necessary. The
overall roughness and defects of the SiN-membranes can cause magnetic pinning
centers influencing the movability for film thicknesses below 30 nm (see fig. 2.5).
200 µm
30 nm
T[K]
Figure 4.2: Wireframe model from FEM-Simulation (see chapter 5). The membrane
frame has a thickness of 200 µm and tapers to a 30 nm thick suspended membrane in
the middle which is about the same thickness as the two Py disks structured on top.
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a) b)500 nm 500 nm
vortex 
core
defect
Figure 4.3: L-TEM measurement at similar defoci of two different samples prepared on
30 nm thick SiN-membranes from different suppliers. The Py thickness in both cases is
20 nm. The vortex core chirality is reversed thus the contrast relative to the background
changes. a) The sample is prepared on a membrane form Silson, the vortex core is
pinned in the upper left corner of the vortex disk. The dark sports in the Py disk are
defects embedded in the membrane. Due to the defocussing of the objective lens the
defects appear slightly larger. b) The second sample was prepared on a membrane from
spi supplies. The overall number and size of defects is significant less. The vortex core
is in the middle of the Py disk at the expected ground state position.
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4.2 Litography
4.2.1 Electron-beam lithography
substrate
resist
e-
substrate
resist
e- Ar+
a)
b)
1 2 3 54
1 2 3 54
Figure 4.4: EBL process a) positive mask resist (e.g. PMMA) process steps: 1) resist
coating 2) e-beam exposure 3) development in solvent 4) thin film deposition 5) lift-off
b) negative tone resist 1) resist coating 2) e-beam exposure 3) development in solvent
4) etching 5) lift-off.
Electron-beam lithography (EBL) is the practice of writing patterns in thin
films of electron sensitive materials (resist) with a focused electron beam [127].
With the ability to pattern high resolution 2D structures with arbitrary shapes
down to the nanometer scale [130, 131] it is one of the most widely used and
versatile methods of thin film sample structuring. A sketch of the overall process
for positive mask e-beam resist can be found in fig. 4.4 a. Most of the sample
preparation was done with a positive tone e-beam resist in the following steps.
1) Resist coating
Especially for structuring on SiN-membranes the choice of the right resist is crit-
ical. Due to the fact that the membranes can not be exposed to ultrasonic vi-
brations while being submerged in solvent, lift-off can be critical. Here a bi-layer
resist was chosen:
Layer Resist
lower layer PMMA 50K
upper layer PMMA 950K
Poly(methyl methacrylate) (PMMA) is a long chain polymer often used as a
standard positive e-beam resist. The 50-950K indicate the molecular weight and
thus the length of the methyl methacrylate chains. As positive resist it undergoes
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a conversion from low to high solubility upon exposure to electrons by fission of
the molecular chains. In general the solubility becomes much higher the shorter
the molecule chains become [132]. Thus by choosing a longer chain length on-top
a shorter one, an undercut effect during development can be achieved to benefit
easier lift-off. The layer thickness of the resist, being critical for easy lift-off,
mainly depends on the percentage of solved PMMA in anisol, the timing and
rotation settings during spin-off and additional the substrate roughness. Thus
should be determined individually for different batches of membranes. As an
indicator for SiN-membranes the following thicknesses of the resist were observed
by AFM measurements:
resist thickness [nm]
PMMA 50K 6% 230
PMM 50K 2% 150
The spin coating process was carried out as:
1 deposit a few drops of the resist on the sample mounted on the spin-coater
2 spin for 5 s at 3000 rpm
3 spin for 30 s at 8000 rpm
4 bake sample for a min of 10 min at 150 ◦C
2) E-beam exposure
To precisely locally expose the resist good focusing is key. However, even with
a very well focused beam electron scattering in the resist and substrate lead to
undesired influences exposing the adjacent regions next to the focus of the beam
[132] (see fig. 4.5).
e-
Backscattered e-
beam
Forward scattering
in resist
Figure 4.5: Proximity effect due to
backscattered and secondary elec-
trons.
This proximity effect process is strongly de-
pending on the acceleration voltage Uex and the
substrate material. Depending on the acceler-
ation voltage the lack of material in the region
of the membrane window can produce signifi-
cantly less scattered electrons compared to the
membrane frame. This can easily be visualised
by taking a SEM image with the secondary elec-
tron detector (SE2) of the final sample at dif-
ferent Uex (see fig. 4.6).
Here a 30 nm thick SiN-membrane with
50 nm of Py structured on top was imaged with
the SE2 at different acceleration voltages. For Uex = 5 kV the measurement is rel-
atively surface sensitive and the membrane barely visible. At Uex = 25 kV the
membrane window is clearly visible due to a lack of backscattered electrons in
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the missing material compared to the frame. While structuring fine elements
and sharp edges with the electron beam in an EBL process this effect has to be
compensated by varying the relative dose:
location dose [µC/cm2]
on frame 400
on window 600
REM image EHT=5kVAu DC meander heater
a) ETH = 5 kV
b) ETH = 25 kV
20 µm
20 µm
Figure 4.6: SEM image of a 30 nm thick SiN-
membrane with a 50 nm Py film on-top. a)
taken at Uex = 5 kV b) taken at Uex = 25 kV
at similar contrast settings.
Of course these values are only aver-
age values. Many factors such as fea-
ture size of the structure to be writ-
ten, scanning resolution, the inevitable
exposure during alignment and many
more factors have to be considered. In
some cases this might vary but the val-
ues above should be a good starting
point. For fine structures a dose test is
inevitable. As already mentioned they
depend on Uex and also the intensity
distribution inside the focus spot of the
electron beam and thus on the used
aperture. For most structures in this
work the following settings were used:
accelerating voltage 25 kV
aperture 20µm
working distance 7-10 mm
3) Development
The parts of the resist exposed to the electron beam can be subsequently removed
using a suitable solvent solution. For developing exposed PMMA a solvent of
methyl-isobuthyl-ketone (MIBK) and 2-propanol (IPA) is a common choice. The
interdependence of exposure and development conditions is not trivial [133–135]
and the tuneable parameters are numerous (ratio of IPA to MIBK, temperature,
development time...). For the samples presented here a ratio of 1:3 MIBK to IPA
was used and the development performed as follows:
1 dipping the exposed sample in 1:3 MIBK to IPA for 15s
2 rinsing sample in pure IPA for 30s
3 dry sample with nitrogen
The rinsing is necessary to stop the development of the sample due to the MIBK,
prolonged rinsing can increase the undercut in bi-layer resists as used here.
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4) & 5) Deposition and Lift-Off
The developed sample is ready for deposition of the desired material (see sec-
tion 4.2.2). After deposition the substrate is submerged in acetone for at least a
few hours (preferably over night) at 60 ◦C. By this the remaining developed resist
is dissolved and the deposited material on top looses footing.
Negative Tone Resist
300 nm
300 nm
a)
b)
Figure 4.7: SEM image of
Py/CoFe/Py - nanopiler
prepared via (a) PMMA
- cross linking (b) ma-N
2400 negative tone resist.
For negative tone resists the process steps are also
shown in fig. 4.4. The steps are similar as for negative
tone resist despite negative resist undergoes a change
from high to low solubility upon exposure to electrons
by cross-linking. The resist used here is ma-N 2400
[136]. After exposure and development the sample was
exposed to an ion etching process to remove the previ-
ously deposited full-film. The ion etching for structur-
ing with this resist on SiN-membranes turned out with
pretty poor results. The reason for this is the short
distance between the sample and the filament during
the ion etching process, leading to a significant tem-
perature increase inside the membrane window. It is
also possible to use PMMA as a negative tone resist
via cross-linking at higher resolutions of up to 10 nm
[133]. Since negative tone resist was not needed for
direct electric connection and the remaining height off
cross-linked PMMA can be controlled very well, even
allowing bridges and steps [137], PMMA-cross linking
was the preferred method over the use of negative tone
resist producing higher quality results (see fig. 4.7).
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4.2.2 Metal Deposition Methods
The materials of the samples in this work are composed of a metallic stack grown
on the 30 nm SiN-membrane. The Py Ni80Fe20) disks are grown directly on
the SiN and are capped by 3 nm of aluminium (Al). The contacts and heaters are
composed of gold (Au) grown on top of chromium (Cr) as bonding agent. The films
are deposited by thermal physical vapour deposition (PVD). The deposition is
performed by a base pressure of 10−8 mbar. Film-thickness is indirectly monitored
by a crystal oscillator during growth and checked via atomic force microscopy
(AFM) measurements.
4.2.3 Sample fabrication: Coupled Vortices
The samples for the vortex dynamics measurements (see chapter 6) are prepared
in a simple three step process (see fig. 4.8). First alignment Au markers are
structured on the membrane (thickness ≈ 30 nm to centre the pair of Py disks
(thickness 50 nm in a second step. In a last step the oscillators are contacted with
Au contacts (thickness 100 nm). The last step is done at two different apertures
to minimize EBL times. All process but the large orange marked contacts (see
fig. 4.8 (c)) in the last step are written with a 20 µm aperture. The large contacts
for bonding the sample (see fig. 4.9) are written with a 300µm aperture.
b) c)a)
Figure 4.8: Lithography process: (a) alignment markers (Cr/Au) are deposited on the
membrane (b) the two Py disks are structured in the centre (c) the Py disks are contacted
with high frequency Cr/Au contacts.
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a) b)
Figure 4.9: STXM sample holder with six
high frequency contacts from [138].
Due to the sample holder design for
the MAXYMUS Beamline (see fig. 4.9
(a)) the entire sample design is rotated
by a 45◦ angle. The samples are pre-
pared on 30 nm thick SiN-membranes
necessary for the STXM measurements
and selectively heating a single disk
while exciting the other disk with STT
current pulses (see section 5.3). The
results of the time resolved STXM measurements can be found in chapter 6.
4.2.4 Sample fabrication: Thermal Magnon STT
The samples for the experiments focused on thermal magnon driven vortex core
motion (see chapter 7) are prepared in a similar way to section 4.2.3. The struc-
turing is done in a three step process. In a first step (see fig. 4.10(a)) alignment
crosses are written in combination with the 2 meander heaters and evaporated
(30 nm Au on 5 nm Cr). The lateral dimensions of the membranes are determined
beforehand for optimal placement of the heaters near to the edge to maximize
the temperature gradients (see section 5.2). The alignment is done relative to the
membrane corners. To minimize shifts, additional alignment markers are placed
symmetric to each heater. In a second step the Py elements are prepared (see
fig. 4.10(b)). The disks have a radius of r = 1µm and a thickness of t = 20 nm.
This specific size is chosen to find a good compromise between maximum mov-
ability of the vortex core (section 2.4) and adequate temperature gradients (see
section 5.2). The Py disks are capped by 3 nm Al. Additional Py elements are
placed for focussing and imaging optimisation as well as additional indicators for
remaining in plane fields. In the last step (see fig. 4.10(c)) the contacts are written
similar to step 3 in section 4.2.3. In some cases a few Py disks are also contacted for
resistance measurements, temperature calibration and being able to ensure both
sides of the Py disk being at the same electrical potential. Due to the Seebeck
effect a charge current in the Py disk is created. This charge current interacts
with the vortex core via STT (see ”charge STT” in section 2.4). In thermal equi-
librium this charge current could be compensated by induced charges building up
on both sides of the Py disk. This can be compensated by shorting both sides
instead of leaving the Py element electrical isolated on the membrane. Since the-
oretical predictions show that the effect of this charge current driven STT can be
neglected here (see fig. 2.17(a)-(d)), these contacts were left out in later samples.
The experimental results for these samples can be found in chapter 7.
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b) c)a)
Figure 4.10: Lithography process: (a) Alignment markers (30 nm Au on 5 nm Cr) are
deposited on the membrane together with the meander heaters. The lateral dimensions
of the membranes are determined beforehand for optimal placement of the heaters near
to the edge. (b) The two Py disks 20 nm capped with 3 nm Al are placed between
the membrane edge and the meander heater. Additional Py elements are placed for
focussing, image optimization, and as indicators for remaining in plane magnetic fields
due to the TEM lenses. (c) 130 nm Au on 5 nm Cr contacts are prepared for electrical
connection to the meander heater.
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5
Designing the 2D temperature landscape
5.1 Thermal modelling (COMSOL)
To model the temperature distribution in the sample designs 3D finite element
methods (FEM) simulations using the COMSOL software package were performed.
This package solves the general heat transfer equation based on the general energy
balance:
∇ · (−k∇T ) = Q− ρCp∂T
∂t
, (5.1)
where ρ is the density of the material and k the thermal conductivity. In case of
stationary problems eq. (5.1) simplifies due to ∂T
∂t
= 0. This is the case for the
two experiments presented here. In both cases the samples are heated locally via
Joule heating applying a constant voltage Uheat to a heating element structured
on the sample. The applied heating power Q can be described as:
Q = Uheat
R(T ) . (5.2)
In the temperature range relevant for the experiments the temperature depen-
dence of R can be described by the linear equation:
R = R0[1 + α(T − T0)], (5.3)
with the temperature coefficient α. The values for the parameters used can be
found in section 9.1.1.
In 3D FEM the discretezation or meshing of the geometry, on which eq. (5.1)
is solved, is critical. Especially if the size of domains varies by four order of
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magnitude (see fig. 4.2). Hence the mesh used to evaluate eq. (5.1) was generated
adaptively to the geometry with a minimum feature size of 10 nm in x and y
direction (see fig. 5.1(a)). Since the temperature changes in z direction are of less
interest, the resolution is set to adapt from 10 nm in the region of the heater to
single domain on the membrane frame (see fig. 5.1(b)). Since the measurements
were performed at room temperature, the edge of the membrane frame was set to
295 K.
T[K]
550
300
350
400
450
500
b)a)
1 µm
Figure 5.1: (a) TEM overview image of the sample. The meander heater, to which the
heating voltage Uheat is applied, is on the left side on top of the SiN-membrane (bright
contrast). The membrane frame which functions as heatsink is on the right side (dark
contrast). The Py disk is indicated by the green dots. The temperature distribution at
Uheat = 0.25V is plotted using the colorscale on the right for the used mesh points. (b)
Mesh geometry used for the simulations.
Even though the stationary simulation of nanometer-sized geometries (by a lot
larger than the relevant phonon wavelengths) using the described methods is a
straight forward classical approach, an unsuitable choice of meshing or parame-
ters can lead to numeric errors. To benchmark the performed calculations special
calibration samples were produced. The samples consist a meander heater struc-
tured on the SiN-membrane and an additional probe line (see fig. 5.2(a)). A
voltage of Uheat = 0 V to 0.37 V is applied to the heater. The resistivity of the
heater and an additional metal probe structured at the edge of the membrane,
which doubles as heat sink, is monitored during the voltage sweep. Together with
the temperature coefficient of Au (α = 0.0034 K−1) these resistivity measurements
can be used to experimentally determine the temperature gradient between the
two elements (see fig. 5.2(b)).
These measurements were performed in the framework of the Bachelor Thesis
of Bernhard Zimmermann [139] and are in good agreement with the simulations.
The materials used as well as the overall dimensions are the same for the experi-
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Figure 5.2: (a) Microscope image of the calibration sample design. The meander heater
is structured on the SiN-membrane (light grey), the probe is placed on the edge of the
Si frame (dark). (b) The temperature gradients from the COMSOL calculations (red)
are compared to the experimental data (black).
ments presented here. The same parameters and meshing methods were used in
section 5.2 and section 5.3.
5.2 Generating high temperature gradients on a SiN-
membrane
As discussed in section 4.1.1 the SiN-membranes are an ideal platform for con-
trolled temperature landscapes [128]. To displace a magnetic vortex core from
its equilibrium position high temperature gradients are needed as shown by the
calculations using an extended Thiele equation model (see section 2.3). To realize
temperature gradients of such magnitude the Py disk is placed between the me-
ander heater (R = 100 Ω at T = 109 K) and the edge of the SiN-membrane (see
fig. 5.3). The z dimension of the frame (t = 200 µm) is infinitely thick compared to
the membrane itself (t = 30 nm) (see fig. 4.2) and functions as an ideal heatsink.
The calculated temperature gradients are shown in fig. 5.4. For applied voltages
of up to Uheat = 0.37 V temperature gradients of ∇T = 0.21 K nm−1 are reached.
As can be seen the measurements do not go beyond 0.37 V, since the heater reaches
temperatures close to the melting temperature of Au and can not be used anymore
due to irreversible changes (destroyed). According to the calculation using an
extended Thiele equation model (section 2.3) temperature gradients in the order of
0.1 K/nm are sufficient to experimentally observe a shift of the vortex core position
due to thermomagnonic excitation of the vortex core. Thus, in the experiment
voltages of up to 0.27 V are applied. The experimental results are presented in
chapter 7.
Due to the electric current passing through the heater an Oerstedfield is created.
This field is mainly perpendicular to the sample plane due to the sample geometry.
The field can also be simulated by the COMSOL simulations. The out of plane
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Figure 5.3: TEM overview image of the sample. The meander heater, to which the
heating voltage Uheat is applied, is on the left side on top of the SiN-membrane (bright
contrast). The membrane frame which functions as heatsink is on the right side (dark
contrast). The Py disk is indicated by the green dots. The temperature distribution at
Uheat = 0.25V is plotted using the colorscale on the right.
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Figure 5.4: Temperature gradient ∇T vs voltage applied to heater Uheat, at the center
of the Py disk from 3D finite elements COMSOL simulations.
component is below Bz < 10 mT and does not cause a lateral motion of the
magnetic vortex core. The in plane component is about two orders of magnitude
smaller and can be neglected as well.
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5.3 Heating a single disk in a pair of coupled vortex
oscillators
Here we investigate a system of two permalloy disks (radius r = 0.9 µm, thickness
d = 50 nm) placed next to each other on a thin 30 nm SiN-membrane needed to
perform Lorentz Transmission Electron Microscopy (LTEM) and Scanning Trans-
mission X-ray Microscopy (STXM). A continuous wave (cw) excitation is applied
to the right ”driven” disk (diskd) to excite the coupled system harnessing the
Spin Transfer Torque effect (STT) [140]. A dc-voltage Uheat is applied to the left
”heated” disk (diskh) to change its temperature via joule heating and thereby the
saturation magnetization MS (see section 2.4). The temperature of the heated
disk can be estimated by
Th = T0 +
Rthermal
Rd +Rc
U2heat, (5.4)
with T0 = 293.15 K being the ambient temperature, Rd = 90Ω the electrical
resistance of diskh at T0, and Rc the resistance of the electrical contacts. Rthermal =
63 300 K W−1 is the thermal resistance calculated using 3D finite elements methods
(FEM). The right diskd stays at ambient temperature as shown by the 3D FEM
simulations (see fig. 5.5), which can be explained by the low thermal conductivity
through the thin SiN-membrane.
This configuration allows for a controlled way to change the temperature of
diskh without significant influence on the temperature of diskd. The results on
the phase manipulation in such a network of two magnetic vortex core oscillators
are presented in chapter 6.
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Figure 5.5: L-TEM image of the pair of magnetic vortex oscillators with a radius of
r = 0.9 µm. The gyration mode is driven by a cw excitation at 239 MHz applied on the
right disk (diskd), as can be seen at the middle of both disks in form of bright ellipses.
A dc voltage Uheat is applied on the left ”heated” disk (diskh). Uheat is varied between
0 V to 0.4 V to manipulate the phase. In addition, the contour lines of the temperature
distribution at Uheat = 0.4 V are plotted. The driven disk (diskd) remains at ambient
temperature.
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6
Fine-grain phase control in magnetic
vortex oscillators networks for
neuromorphic computing
As discussed in chapter 1 the goal of this experiment is to manipulate the phase
relation in a pair of coupled magnetic vortex core oscillators. Phase manipula-
tion in a controlled manner and phase contrast in ONNs is critical and promises
a wide range of applications mimicking rhythmic motive patterns in robotics
[18, 19] to neuromorphic image recognition [20]. In many cases the computa-
tion of ”grey-scale” data favours fine grain phase manipulation for fast parallel
processing [141, 142]. n ONNs consisting of compact electronic oscillators phase
manipulation has been a challenging problem and despite promising efforts made
with spin-torque oscillators [143] and oxide electronics based oscillators [144, 145]
so far mainly binary phase contrast has been achieved. Fine-grain phase contrast
has only recently been demonstrated in resistive random access memory type ox-
ide oscillators [146] at relatively low frequencies. In this chapter fine-grain phase
control in a pair of coupled magnetic vortex core oscillators (see Fig. 5.5) is
demonstrated. This can help advance the efforts into high frequency neuromor-
phic spintronics. Here the dynamics of a system of two Permalloy disks (radius
r = 0.9µm, thickness d = 50 nm) placed next to each other on a thin 30 nm SiN-
membrane is investigated by Lorentz Transmission Electron Microscopy (L-TEM)
and Scanning Transmission X-ray Microscopy (STXM). A continuous wave (cw)
excitation is applied to the right driven disk (diskd) to excite the coupled sys-
tem, harnessing the Spin Transfer Torque effect (STT) [140] (see fig. 6.1(a)). The
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resonance frequencies are determined in L-TEM measurements by sweeping the
excitation frequency (see section 6.1). To further investigate the phase relation
time-resolved STXM measurements at the MAXYMUS Beamline at Bessy II in
Berlin were performed, the results can be found in section 6.2. To manipulate
the phase in a controlled manner dc-voltage Uheat is applied to the left heated
disk (diskh) to change its temperature via Joule heating and thereby the satura-
tion magnetization MS. The dynamics of this system can be modelled using two
coupled Thiele equations [24, 74] as shown in section 2.4.
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Figure 6.1: (a) L-TEM image of the pair of magnetic vortex oscillators with a radius of
r = 0.9 µm. The gyration mode is driven by a cw excitation at 239 MHz applied on the
right disk (diskd), as can be seen at the middle of both disks in form of bright ellipses.
The excitation in the disk on the left diskh (which is later heated) is due to mutual
dipolar interaction. A series of such images is taken at different excitation frequencies.
The two axes of each of the two ellipses are determined to resolve the frequency spectra of
the excitation in both disks (see fig. 6.2). (b) For the time resolved STXM measurements
the gyration mode is driven by a cw excitation at the fixed, previously determined in
phase frequency fin = 239 MHz, applied on the right disk (diskd). In addition a dc
voltage Uheat is applied on the left heated disk (diskh). Uheat is varied between 0 V to
0.4 V to manipulate the phase. As described in section 5.3 the temperature of diskh can
be increased in a controlled manner while diskd remains at ambient temperature.
75
6.1 Frequency spectra of a pair of coupled vortex os-
cillators
The frequency spectra shown in fig. 6.2 were determined by L-TEM measure-
ments performed in the group of Prof. Zweck at the University of Regensburg
in cooperation with Johannes Wild and Felix Schwarzhuber. To investigate the
phase relation in a pair of coupled vortex oscillators the excitation frequency is
crucial (see fig. 2.20). Even though it is possible to determine the resonance fre-
quencies in a ring down experiment (as demonstrated theoretically in fig. 2.18)
using pulsed excitation harnessing the time-resolved measurement capabilities
of the STXM measurements, knowledge of the frequency resonance spectra be-
forehand saves measurement time and allows to confirm theoretical assumptions
such as the coupling strength and damping parameters used for the coupled
Thiele equations in section 2.4. To resolve the two resonance frequencies of
the coupled system, frequency sweep L-TEM measurements were performed (see
fig. 6.1(a)). A cw excitation of 0.15 V was applied to diskd and the frequency
varied from f = 200 MHz to 300 MHz in steps of 3 MHz. For each frequency an
image (fig. 6.1(a)) was taken. From the images the two axes Ax and Ay of each
of the elliptical excitations in the two disks was measured by automatic image
recognition and the average ra = (Ax + Ay)/2 calculated. When plotted against
the applied frequency the two resonance frequencies (in phase fin and out of phase
fout) can be resolved. The spectra are shown in fig. 6.2. The blue spectrum cor-
responds to the driven diskd and the red spectrum to diskh, which is later heated
to control the phase between both excitations. The resonance frequencies are in-
dicated by green lines. The overall shape of the spectra is in agreement with the
theoretical model (compare fig. 2.18) and behaves similar to a diatomic molecule
with bonding and antibonding states [147].
To further investigate the phase relation, time-resolved STXM measurements
at the MAXYMUS Beamline at Bessy II in Berlin were taken. First the diskd
was excited by a 0.15 V at the previously determined resonant frequencies, in a
similar manner to the L-TEM measurements. The gyration was resolved with a
time resolution of 66 ps leading to a series of 62 images. One image for each disk
and each frequency combination is shown in fig. 6.3. The bright spot on the dark
background is a direct image of the z-component of the magnetization Mz and
allows to determine the polarities pd = ph = 1 for the two disks. The sense of
rotation for both disks is counter clockwise (ccw) and hence, in combination with
the observed polarity, the chirality can be determined to be Cd = Ch = 1 [147],
which serves as an input for the simulations. The positions of the vortex core were
tracked by the Laplacian of Gaussian method [140] and are overlaid on the image
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Figure 6.2: Average (Ax+Ay)/2 of both elliptical vortex core excitations retrieved from
L-TEM measurement (see fig. 6.1) vs. frequency. The blue spectrum corresponds to
the driven diskd and the red spectrum to diskh, which is later heated to control the
phase between both excitations. The resonance frequencies are determined by taken the
maxima of both spectra into account: resonances at fin = 238 MHz and fout = 270 MHz.
as white spots for all 62 measurements, with the position of the shown image col-
ored in red. This data can be plotted against time and fitted by a least squares
sinusoidal fit with a fixed frequency equal to the excitation frequency. From the fit
the phase between the two disks is retrieved. The error for the phase is determined
by the error from the covariance matrix in combination with an estimated error of
∆x,y = ±50 nm for the vortex core position by simple propagation of uncertainty.
Further the eccentricity e = Ax/Ay of the elliptical trajectory is calculated. The
experimental results match the theoretical predictions:
Phase [ ◦] Eccentricity
f[MHz] ϕexp ϕth ehexp edexp ehth edth
238 16.4± 7 15 0.80 0.88 0.95 096
270 176.3± 8 176 1.12 1.02 1.05 1.04
Table 6.1: Experimental values from STXM measurements of phase and eccentricity
compared to simulations using coupled Thiele equations.
The measured phase is in good agreement with the results from the calculations.
The change of the eccentricity from e < 1 to e > 1 is typical [147].
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Figure 6.3: STXM measurements at fin (upper) and fout (lower) with respective phase-
shifts of 16.4◦ and 176.3◦.
6.2 Phase manipulation in a pair of coupled vortex os-
cillators
To manipulate the phase a voltage Uheat applied to diskh is now increased step-
wise from 0 V to 0.43 V while the frequency of the excitation is kept constant at
239 MHz. For each heating voltage a series of images with the same time resolution
as before is captured. A series of five images from the minimum and maximum
heating voltage is shown in fig. 6.4(a). For Uheat = 0 V the coupled system is in
the in phase resonance, similar to the upper pair of images in fig. 6.3. The images
show the vortex cores in both disk almost in the same state of the oscillation.
For Uheat = 0.43 V the vortex cores are on opposing sides in the two disks similar
to the lower images in fig. 6.4. In this case this is achieved by manipulating the
saturation magnetization MSh of diskh rather than changing the excitation fre-
quency. Since the temperature of diskd stays at ambient temperature, according
to section 5.3 the saturation magentization of diskd MSd stays constant.
The eccentricity and phase are calculated in the same manner as in section 6.1
for all 15 different applied values of Uheat. The results for the experimental resolved
phase relation are shown in fig. 6.4(b) as orange dots with Uheat shown in the upper
axis. The series starts again at a phase of 16.4◦ for Uheat = 0 V and the phase shifts
up to a maximum of 167◦ for Uheat = 0.43 V caused by a temperature increase of up
to 85 K. In the simulation these two states correlate to a ratio of MSh/MSd = 1 for
the in phase state and MSh/MSd = 0.85 for the out of phase state (see section 2.4).
The temperature dependence of the ratio of MSh(T )/MSd can be approximated
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via Bloch’s law [68]:
MSh(T ) = M0
1− ( T
Tc
) 3
2
 = M0
1− (T0 + βU2heat
Tc
) 3
2
 . (6.1)
The undetermined variable, the Curie temperature Tc, can be used as a fitting
parameter for a least square fit to match the analytic values to the experimental
data and one can estimate an experimental value of Tc, which can be compared to
data from literature. By the nature of the fit, this is a very crude method of deter-
mining Tc. However, the received value of Tc = 885 K±200 K is in good agreement
with literature [119]. The resulting plot (fig. 6.4(b)) shows a good agreement of
the theory data (blue) with the experimental measured phase-relations (orange
symbols). Fine-grain phase manipulation in a controlled manner of a pair of mag-
netic vortex oscillators has been shown. The proposed method allows for a high
resolution of the desired phase differences, which is basically only limited by the
measurement time. An additional sanity check of the applied theoretical frame-
work is shown in section 6.3 by examination of the phase difference dependency
of the eccentricity of the elliptical excitation.
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Figure 6.4: a) STXM image series for fex = 239 MHz and Uheat = 0 V (top) as well as
Uheat = 0.43 V (bottom). For Uheat = 0 V the phase between both oscillators is 16.4◦±7◦
. For Uheat = 0.43 V the phase is increased to 167.1◦ ± 12◦, and the vortex cores are
almost on the opposite side of the gyration. Only 5 out of the 62 frames are plotted.
All vortex core positions are overlaid in white. b) The phase ϕex retrieved from STXM
data is plotted against Uheat and the corresponding ratio of MShMSd . It agrees with the
calculated phase change ϕth.
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6.3 Dependence of the eccentricity on phase differ-
ence
As shown in fig. 2.21 the transition from the in phase to the out of phase state is
combined by a change of the eccentricity from eh < 1 to eh > 1 for diskh while
the elongation of excitation in diskd does not change ed < 1. This behaviour can
also be observed in the experimental data as shown in fig. 6.5. The experimental
resolved eccentricity of the driven disk edexp is shown in red. The error for the
phase is the same as in fig. 6.4. The error of the eccentricity follows from the
error of the recorded values for the two axes Ax and Ay of the elliptical excitation
by error-propagation. As can be seen edexp stays below a value of 1 (green line)
for the described transition between the two states. The eccentricity ehexp of the
heated disk diskh on the other hand changes from ehexp < 1 for phase-shifts below
90◦ to ehexp > 1 for phaseshifts above 90◦ (within the errorbars). This agrees
with the simulations in section 2.4. The overall behaviour of the eccentricities of
the two disks is also reproduced. However, the small changes predicted by the
coupled Thiele equation are difficult to resolve with used experimental resolution.
Nevertheless, the recorded change of an elongation of the elliptical excitation from
the y direction to the x direction for diskh, without such a change in diskd, is an
additional sanity check for the applied theoretical model.
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Figure 6.5: Eccentricity e for the experimentally resolved elliptical trajectory of the two
vortex gyrations as a function of phase difference. The eccentricity edexp for the driven
disk diskd is shown in blue. For the heated disk diskh the eccentricity ehexp is shown in
red. To exemplify the change of ehexp < 1 to ehexp > the green line at e = 1 is shown.
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7
Vortex Core Motion driven by Magnon
Spin Seebeck Effect
T[K] 550
300
350
400
450
500
x
y
2 µm
Figure 7.1: TEM image of the used sample geometry. The meander heater can be
seen on the left on the SiN-membrane (light contrast). The Py disk is placed between
the heater and the frame of the membrane (dark contrast) on the right which doubles
as heatsink. The isothermals of the temperature distribution calculated by 3D FEM
simulation (see section 5.2) is overlaid with the color temperature scale on the very
right. The temperature gradient ∇T is along the x axis. In the magnetic ground state
the vortex core is at the center of the disk (blue dot). The calculated direction of the
lateral movement of the vortex core due to ∇T is indicated by the blue arrow. The
y component of this movement is caused by thermally induced thermal magnon spin
transfer torque (TMSTT) and dependents on the vortex polarity p. The movement
parallel to the direction of ∇T is due to the reduction of the saturation magnetization
in the hot side of the Py disk, next to the heater, and independent of p (see fig. 2.17).
This chapter focuses on the Lorentz Transmission Electron Microscopy (L-TEM)
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measurements performed to investigate the motion of a magnetic vortex core due
to an applied temperature gradient ∇T . A sketch of the measurement setup is
shown in fig. 7.1. The temperature gradient is created by placing a Py disk (green)
on a 30 nm thick SiN-membrane (light contrast) between a meander Au heater
(shown on the left side) and the membrane frame (dark contrast), which acts as
a heatsink due to being infinite thick (200µm) compared to the membrane. The
used coordinate system is also shown. Due to the geometry the direction of ∇T is
along the x axis. As shown in section 2.2 the dynamics of magnetic vortex cores
are theoretically well understood. This is of great importance, since the essence
of the experimental problem to resolve the movement of the vortex core, due to
the application of a temperature gradient, is essentially a scaling problem. The
motion of the vortex core scales with the lateral and perpendicular dimensions
of the Py disk (see section 2.2). Lateral the movement of the vortex core scales
almost linear with the size of the magnetic element (see fig. 2.9) favouring large
diameters for the Py disk to create an experimentally accessible movement. Si-
multaneously a large temperature gradient in the order of 0.1 K/nm (see fig. 2.9) is
needed, which restricts the maximum size of the Py disk. As shown in section 5.2
temperature gradients of this size can be achieved by the proposed sample geom-
etry. To observe a large movement of the vortex core, thin samples are favourable
as shown in fig. 2.9. The minimum film thickness of the Py disk is limited by the
roughness and quality of the substrate due to the increasing role of local pinning
sites in thinner samples. The overall quality of the SiN-membranes, needed for
the L-TEM measurements and the creation of large ∇T , as substrate is anything
but optimal due to the roughness and large number of local defects compared
to bulk substrates (see fig. 4.3). The defects can cause an increased number of
local pinning center as shown in fig. 2.5. By taking all these effects into account
the diameter of the Py disk was chosen to be 2 µm and the thickness 20 nm. The
simulations predict a lateral movement (see fig. 2.17) of the vortex core, that is ex-
perimentally resolvable with the high resolution L-TEM measurements performed
here. The coordinate system is also shown in fig. 7.1. The equilibrium position
of the vortex core is at the center of the Py disk (indicated by a blue dot). The
predicted movement (indicated by the blue arrow, not to scale) has a component
∆y orthogonal to the temperature gradient direction mainly due to magnon spin
transfer torque as shown in fig. 2.17(a,b,c,d). For different vortex polarities, this
movement changes its sign. In addition one observes a movement parallel to ∇T ,
as shown in fig. 2.17(e), due to the partial reduction of the saturation magnetiza-
tion MS of the Py disk at the hot side next to the heater (left). This movement ∆x
is in positive x direction. Unlike ∆y, this movement is always directed away from
the hot side of the sample to the cold side, independent of the vortex polarity. The
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Oerstedfield, created by the electric current induced by an applied Voltage Uheat
to the meander heater, is too small (see section 5.2) to cause a lateral movement
of the vortex core. To further exclude its influence, the sign of Uheat is reversed.
This reversal causes also a sign change in the current I flowing through the heater
and thus, due to the linear dependence of the Oerstedfield on I, reverses any ob-
servable movement. The measurements were performed in the group of Professor
Zweck in Regensburg in cooperation with Johannes Wild. The defocus for the L-
TEM measurements is set to 15µm which allows for a resolution of ≈ 10 nm [110]
and adequate contrast (see fig. 3.4). The polarity p of the magnetic vortex core
was determined by tilting the sample in the out of plane field of the objective lens
with decreasing values of the applied lens current. The direction of the lens cur-
rent was inverted to reverse the polarity. During the measurements the focus lens
is turned off, using the Lorentz lens for imaging. The micro-condenser lens is used
to compensate for small remaining fields, thus the measurements are performed in
a near magnet field free environment in the sample plane. The chirality c of the
vortex core can be directly determined by the recorded images (see section 3.2).
For all measurements taken the chirality is c = 1.
7.1 Observation of vortex core movement due to ther-
momagnonic spin torques by Lorentz TEM measure-
ments
To measure the dependency of the vortex core movement ∆x and ∆y on the
temperature gradient ∇T different voltages Uheat = 0 V to 0.27 V are applied.
Series of three images for each polarity are taken at increasing values of Uheat, as
shown in fig. 7.2. The direction of ∇T is, as indicated by the arrow, in x direction,
with the hot side being on the left. The TEM image of the sample background
surrounding the vortex core is shown in greyscale. The 3 vortex core positions for
the applied ∇T are shown on-top (color) blended with an intensity cut off mask.
The two axes indicate the shift of the vortex core position in the x and y direction.
The coordinate system is chosen in such a way that for ∇T = 0 (vortex core in
equilibrium state) both shifts are equal to zero. For a polarity of p = +1 (see
fig. 7.2(a)) the vortex core shifts to positive values of ∆y. The shift increases with
higher values of ∇T . If the polarity is switched to p = −1, the direction of the
shift in y direction also changes sign, causing a downward movement of the vortex
core in fig. 7.2(b). This agrees with the theoretical predictions (see fig. 2.17). In
both cases the shift along the direction of ∇T is from the hot to the cold side,
which also agrees with fig. 2.17(e). However, there is a small deviation of the
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magnitude of the shifts from p = +1 to p − 1. This is caused most likely by the
local energy landscape created by pinning centers.
a) b)p = +1 p = -1
∇T ∇T
Figure 7.2: L-TEM measurements for 3 different applied temperature gradients ∇T .
The direction of ∇T is indicated by the arrow, with the hot side being on the left. The
TEM signal of the sample background surrounding the vortex core is shown in greyscale.
The 3 vortex core positions for the applied ∇T are shown on-top (color) blended with an
intensity cut off mask. The additional y-axis on the left shows the temperature gradients.
(a) For a polarity p = +1 the vortex core shifts to positive ∆y with increasing ∇T due
to TMSTT. (b) For a reversed polarity p = −1 the vortex core shifts to negative values
∆y with increasing ∇T . In both cases a shift in positive x-direction is observed due to
the partial demagnetization of the Py disk on the hot side.
7.2 Statistic investigation of the movement due to ther-
momagnonic spin torques
To further investigate this behaviour and rule out the possibility of the change
of direction of ∆y, being solely due to local energy landscape, a series of 256
measurements, with samples prepared in the same manner, was performed. The
positions of the vortex cores were tracked by the Laplacian of Gaussian method
[140] and the relative shifts ∆x and ∆y from the equilibrium position at the
beginning of each image series were determined. The results are shown in fig. 7.3.
For a polarity p = +1 (see fig. 7.3(a)) the shifts are again to positive values of ∆y.
The influence of the local energy landscape due to local pinning centers becomes
visible in plateaus of ∆y, especially for small values of ∇T . In this case the
magnitude of MSTT needs to overcome a threshold value. In most measurements
the observed shifts after overcoming this threshold show a linear dependency on
∇T . In some cases the movement ends in a new local minimum causing a slight
deviation from the linear dependency. No significant shifts to negative values are
observed, if the resolution limit is taken into account. Due to the almost linear
dependency of the theoretical predicted shift due to TMSTT the observed values
of ∆y are fitted by a linear regression (red line). The statistical error limits of the
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fit are shown as blue area. Compared to the theoretical predicted ∆y (indicated
as solid black lines) the observed values in the LTEM measurements are slightly
smaller. This can be explained by the extended Thiele model, not taking pinning
centers into account. For negative values of Uheat and the same polarity p = +1
the same overall behaviour is observed, as shown in fig. 7.3(b), ruling out an
influence of the Oerstedfield created by the current passing through the heater. If
the polarity is reversed to polarity p = −1 the vortex core shifts to negative values
of ∆y, as can be seen in fig. 7.3(c) and (d). Taking all data points into account
the average movement determined by the fit is again slightly below the theoretical
predictions. As for polarity p = +1 the reversal of Uheat from positive to negative
values does not change the overall direction of ∆y.
In conclusion the experimental resolved movement of the vortex core in an applied
temperature gradient ∇T match the theoretical predictions. A reversal of the
polarization of the vortex core is accompanied by a change of the direction of
∆y, the component of the movement orthogonal to ∇T . The magnitude of the
observed shifts ∆y is on average slightly below the theoretical results, which is
caused by local pinning of the vortex core typical for thin Py films. Further the
∆y scales with the effective magnon velocity as shown in figs. 9.1 and 9.2. The
effective magnon velocity for a 20 nm thick Py film here is estimated as 1900 m/s
[148]. By taking the linear regression, calculated from the experimental data
(red line), it is possible to scale the effective magnon velocity by the fitted slope:
vmexp = 2200 m/s ± 1100 m/s. This is by no means a precise measurement of
vm but functions as a sanity check. A reversal of the electric current direction
inside the heater does not change the overall behaviour of the movement. An
influence of magnetic fields induced by the electric current can be excluded. A
similar sized movement parallel to ∇T is observed, independent of the polarity
and the direction of the current inside the heater. This shift can be explained by
the partial reduction of the saturation magnetization on the hot side of the Py
element, as shown by a combination of micromagnetic and analytic calculations.
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Figure 7.3: Statistic plots of the vortex core shift ∆y perpendicular to the applied
temperature gradient. The observed values are shown as a scatter plot with the color
indicating each measurement series versus the applied temperature gradient (lower x-
axis). The corresponding heating voltages Uheat are shown in the top x-axis. A linear
fit is applied to the data points (red) with the lower and upper standard error limits
shown in blue. The theoretical values obtained with an extended Thiele equation model
are indicated in black. (a) For a positive polarity p = +1 the core shifts to positive ∆y
values. (b) The same shift is observed if the sign of Uheat is reversed. This is done to
rule out any effects of the Oerstedfield created by the electric current inside the heater.
(c) If the polarity is reversed, the direction of the vortex core shifts is as well, due to
the symmetry of the MSTT. (d) The same shifts are observed for negative values of
Uheat. The motion of the vortex core calculated by the extended Thiele model is shown
in black. The effective magnon velocity is estimated as 1900 m/s [148].
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7.3 Comparison of the movement due to spin transfer
torque induced by thermal generated magnons and
direct electric currents
The observed movements of the vortex core due to thermomagnonic spin torques
presented in section 7.2 and section 7.1 are already of the same order of magnitude
as the elliptical excitation presented in chapter 6, excited by STT via a spin
polarized current directly applied to the Py disk (electron current induced STT).
In case of the dynamic measurements, harnessing traditional STT, the excitation is
dynamic in resonance due to pulsed or sinusoidal applied voltages. This of course
increases the magnitude of the excitation by a few orders of magnitude compared to
the static case. To compare the two effects, a constant dc voltage applied directly
to the Py disk (see fig. 7.5(a)) is considered. Using the same theoretical framework
as before (section 2.4), it is possible to calculate the movement of the vortex core
dependent on the dc spin polarized current density induced by the applied voltage,
as can be seen in fig. 7.4. To move the vortex core by similar amounts by traditional
charge current induced STT, very high current densities have to be applied. For
a movement of ∆y = 50 nm current densities in the order of 0.5× 1012 A m−2
are necessary. Of course such dc current densities can not be applied without
the immediate destruction of the device. The temperature of the Py disk for
similar current densities due to Joule heating is shown in fig. 7.5(b). The values
are calculated by the same 3d FEM simulations as performed in section 5.3. Of
course this is only shown here to illustrate the impossibility of applying dc current
densities of this order to similar devices. The absolute values for the calculated
temperatures are far beyond the melting temperature and non-linear effects for
the resistivity as well as electromigration are not taking into account.
Current densities are important to the design of electrical and electronic sys-
tems. High current densities have undesirable consequences such as the Joule
heating of the surrounding area, and electromigration. The maximum electron
current density in the device used in section 7.1 are inside the meander heater at
2× 1011 A m−2, which is of the same order as the switching current densities used
in modern magnetic tunnel junctions [149, 150] with the advantage of being not
directly applied to the magnetic element.
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Figure 7.4: Finale core position as a function of applied current density via charge STT
for a Py disk of 2 µm diameter and 20 nm thickness. The current density is applied
constant (dc). Very high current densities are needed to reproduce the movements
measured in section 7.1.
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Figure 7.5: (a) TEM image of a directly contacted Py disk conventionally excited via
short current pulsed or ac voltage harnessing the charge STT of the induced electric
current densities. In a gedankenexperiment a dc voltage is applied to the Py element to
determine the movement of the vortex by a constant excitation. (b) The current density
at the center of the Py disk is plotted versus the simulated temperature, this is only
shown here to illustrate the impossibility of applying dc current densities of the order
needed to achieve movement similar to section 7.1. The simulated disk has the same
dimensions as before with a diameter of 2 µm and a thickness 20 nm.
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Summary / Outlook
In the first experiment in this thesis fine-grain phase manipulation for a pair of
magnetic vortex oscillators in a controlled manner with high resolution (basically
only limited by the measurement time) is demonstrated. The measurements are
performed at 239 MHz, but vortex core dynamics are easily scalable from the kHz
to the GHz regime. Therefore, the findings allow a new way of phase manipulation
in oscillatory networks at high frequencies. The power needed to control the phase
is significant at 1.7 mW, but scales down orders of magnitudes for nano-oscillators.
Moreover, we have developed a new way of phase programming over a wide range
from 16.4◦ up to 167◦.
The second experiment demonstrates the manipulation of the vortex position
due to application of a thermal gradient. The developed theoretical framework
combines analytical and numerical approaches to identify the contribution of the
different involved forces. Thus, the driving force for the lateral movement or-
thogonal to the applied temperature gradient, and depending on the polarity of
the vortex core, can be identified as pure thermomagnonic torque. This shows a
new efficient way to manipulate vortex core dynamics. Due to theoretical well de-
scribed vortex core dynamics, it further allows a deeper insight in the interaction
of thermomagnonics with magnetic solitons.
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Appendix
9.1 Material parameters
9.1.1 3D FEM temperature simulation parameters
Material Parameter Value Unit Reference
Au λ 317 W / (mK) Comsol Multiphysics
Au cp 129 J / (kg K) Comsol Multiphysics
Au % 19300 kg / (m3) Comsol Multiphysics
Au R 6.9 1 Comsol Multiphysics
Au σ 45.6× 106 S/m Comsol Multiphysics
Au ρ 2.2× 10−8 Ωm Comsol Multiphysics
Au α 0.003 1 Comsol Multiphysics
Si λ 130 W / (mK) Comsol Multiphysics
Si cp 700 J / (kg K) Comsol Multiphysics
Si % 2329 kg / (m3) Comsol Multiphysics
Si R 11.7 1 Comsol Multiphysics
SiN λ 20 W / (mK) Comsol Multiphysics
SiN cp 700 J / (kg K) Comsol Multiphysics
SiN % 3100 kg / (m3) Comsol Multiphysics
SiN R 9.7 1 Comsol Multiphysics
SiN σ ≈ 0 S / m Comsol Multiphysics
Py λ 46.4 W / (mK) [151]
Py cp 430 J / (kg K) [151]
Py % 8700 kg / (m3) [151]
Py R 1 1 [151]
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9.2 Scaling behaviour of vortex core motion dependent
on the magnon velocity
Figure @@: Vortex core movement Δ"#$%& perpendicular to the temperature gradient as a function of the
effective magnon velocity '&.	 The different colors represent different linear temperature gradients applied to
the 2µm×2µm×20nm sample along the 0 direction. The right site of the sample is kept at 300	K and the left
site of the sample is heated to temperatures up to 700	K. The solid lines are for a vortex polarity of 4 = +1
Figure 9.1: Vortex core movement ∆ymend perpendicular to the temperature gradient as
a function of the effective magnon velocity vm. The different colors represent different
linear t mperature gradients applied to the 2µm × 2 µm × 20 nm sample al ng the x
direction. The right side of the sample is kept at 300 K and the left side of the sample is
heated to temperatures up to 700 K. The solid lines are for a vortex polarity of p = +1
and the dashed lines for a vortex polarity of p = −1.
Figure @@: Vortex core movement Δ"#$%& perpendicular to the temperature gradient as a function of the
temperature gradient. The different colors are for different effective magnon velocity '&, ranging from 800
m/s to 2000 m/s.
Figure 9.2: Vortex core movement ∆ymend perpendicular to the temperature gradient as
a function of the temperature g adient. Th diff rent colors are for different effective
magnon velocities vm ranging from 800 m/s to 2000 m/s.
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