Introduction
Diffuse large B-cell lymphoma (DLBCL) is the most common type of non-Hodgkin lymphoma among adults with an annual incidence of 7-8 cases per 100,000 people (1, 2) . The duration of survival in patients with DLBCL is very different (3) . "In order to predict treatment success and explain disease heterogeneity, clinical features have been employed for prognostic purposes. But these fea-tures have had only modest predictive performance" (3) . It is estimated that high-dimensional gene expression data could noticeably enhance the predictive ability of such survival models (4) . Survival analysis is concerned with the relationship of the covariates and the time to events of interest. The typical challenge when relating survival times to gene expression data is a relatively small number of individuals compared to a large number of predictors. In addition, microarray data often possess a great deal of noise (5) . From the biological aspect, only a small portion of genes have predicting power for phenotypes. If all or most of the genes is considered in the predictive model, they can induce substantial noise and thereby lead to poor predictive performance (5, 6) . Thus, a crucial step towards the application of microarrays for survival prediction is the dimensional reduction from the gene expression profiles. In recent years, both feature selection and feature extraction methods have been widely used to relate censored survival time to gene expression data (6) . Recent studies show that wavelet-based methods have also been used to solve the dimension reduction problem. One dimensional discrete wavelet transform (DWT) is frequently used for feature extraction in the analysis of high dimensional biomedical data (7) . This method has acceptable performance in the field of feature extraction in the classification framework (8, 9) . Wavelets have also used for feature selection in some of studies. Jose et al. present a waveletbased feature selection method that assigns scores to genes for differentiating samples between two classes (10). Prabakaran et al. used the Haar wavelet power spectrum to gene selection based on expression data in the context of disease classification (11). Zhou et al. used mutual information and setting thresholds to select the most relevant features. However, due to high-dimensionality and censoring, building a predictive model for time to event is more difficult than the classification problem (12) . Few studies have used wavelet transform in the area of survival analysis. Liu et al. used continuous wavelet transform combined with a genetic algorithm to select genes related to survival in colon cancer (7) .
In regard to improve survival prediction, the main objective of this study was to investigate whether or not a wavelet based pre-processing method is able to remove noise from microarray data. In this study, a novel method has been introduced for gene selection based on one dimensional discrete wavelet transform in survival framework.
Materials and Methods

Data
The proposed method was applied to a DLBCL dataset (13) . The dataset includes expression measurements of 4026 genes from 40 patients with DLBCL including 22 death and 18 censoring times. The survival time of the patients ranges from 1.3 to 129.9 months. The median survival time, using Kaplan-Meir approach, was 32.5 months. The expression of gene was not specified for a large part of the dataset because of missing data. Since these genes were deleted. After deleting this part of the dataset, the number of remaining genes reduced to 2042 genes. The data have been publicly published at http://llmpp.nih.gov.
Cox proportional hazards model
Cox proportional hazards regression is the most widely used method of survival analysis, which is not based on any assumptions concerning the nature or shape of the survival distribution. The Cox proportional hazards model is given by:
Where ( ) represents the unknown baseline hazard function and β is the unknown vector of coefficients. The unknown coefficient vector β is estimated by maximizing the partial likelihood function as follow:
Where, represents all patients at risk at the th failure time and k is the number of distinct failure times (14) .
Wavelet transform
In signal processing, a transformation technique is used to transfer a data in another domain where hidden information can be extracted. Wavelets have a nice feature of local description and separation of signal characteristics, and give a tool for the analysis of transient or time-varying signal (15) . Wavelet transform is an efficient time-frequency representation method which transforms a signal in time domain to a time-frequency domain. A wavelet is a set of orthonormal basis functions generated from dilation and translation of a single scaling function or father wavelet ( ), and a mother wavelet ( ). Wavelet transforms are classified into two different categories: the continuous wavelet transforms (CWT) and the discrete wavelet transforms (DWT). DWT is a linear operation that operates on a data vector, transforming it into a wavelet coefficient. The idea underlying DWT is to express any function ( ) ( ) in terms of φ (t) and ψ (t) as follows:
where ( ), ( ), and represent the scaling function, mother wavelet function, scaling coefficients (approximation coefficients) at scale zero, and detail coefficients at scale j, respectively. The variable k is the translation coefficient for the localization of gene expression data. The scales denote the different (low to high) scale bands. The variable symbol is scale (level) number selected (8, 15) . One-dimensional DWT decomposes a signal as a sum of wavelets at different time shifts and scales (frequencies) using DWT. For this purpose, the signal is passed through a series of high pass and low pass filters in order to analyze low as well as high frequencies in the signal as follows:
Where ( ) and ( ) are the lowpass filters and high-pass filters. At each level, the high pass filter produces detail coefficients (wavelet coefficients) d 1, while the low pass filter associated with the scaling function produces approximation coefficient (scaling coefficients) c 1 . Then the approximation coefficients c 1 are split into two parts by using the same algorithm and are replaced by c 2 and d 2 , and so on. This decomposition process is repeated until the required level is reached. The coefficient vectors are produced by down sampling and are only half the length of the signal or the coefficient vector at the previous level. From a viewpoint of time-frequency, the approximation coefficients are corresponding to the larger-scale low-frequency components, and the detail coefficients are corresponding to the small-scale high-frequency components. Generally, the former can be used to approximate the original signal, and the latter represents some local details of the original signal (10, 11) . The decomposed components can be assembled back into the original signal without loss of information; is called reconstruction or synthesis. The mathematical manipulation, that effects synthesis is called the inverse discrete wavelet transform (IDWT). There are different families of wavelets symlet, coiflet, daubechies and biorthogonal wavelets. They vary in various basic properties of wavelets, like compactness. Haar wavelets belonging to Daubechies wavelet family are most commonly used wavelets in database literature because they are easy to be comprehended and fast to be computed.
Model building
Firstly, the median of survival time is estimated based on Kaplan-Meier estimator, and any patient who lived longer than the median survival time (32.5 months) is placed into the class1, otherwise, into the class2. Then, the samples are grouped such that samples belonging to each class are arranged together. For investigating the effect of the order of samples within groups on the proposed method, the pre-grouped data within each class is shuffled100 times independently. The proposed DWT-based feature selection method consists of the following steps: 1-The expression data corresponding to each gene are decomposed by the one-dimensional DWT to the specific level (second or third level in this study) using the selected mother wavelets. Then, all the detail coefficients in the lower levels are filtered out and the signal is reconstructed using just the approximation and detail coefficients in the last level. 2-An absolute value of the independent t-test statistics of the reconstructed signal is taken as the score of the gene. All the genes are ranked according to their corresponding mean t-scores and the required numbers of genes (20 genes in this study) are selected from the list. 3-Selected genes in pervious step are added to the Cox regression model and forward stepwise selection method is used for selecting the most significant genes ( ). 4-Multiple Cox regression model including the significant genes is constructed for evaluating the performance of these selected significant genes. The predictive performance of a fitted Cox model based on selected genes is evaluated using Likelihood Ratio statistic, R 2 statistic, AIC and C index. Note that, in the first step of proposed method, the wavelet transform is examined using db1, db3, db4, db7, sym1, sym2, coif1 and coif3 wavelets. Moreover, the numbers of selected genes in the second step are considered proportional to the sample size. The method is implemented using MATLAB r2012a software and R statistical package.
Model evaluation criteria R 2 statistic R 2 statistic measures the percentage of the variation in survival time that is explained by the model. Thus, when comparing models, one would prefer the model with the larger R 2 statistic (16). R 2 values are those provided by the coxph R function.
C index
Concordance, or C-statistic, is a valuable measure of model discrimination in analyses involving survival time data. Consider random pairs of patients that for each pair we inspect whether the model correctly predicts an order, e.g. a higher model score for the better result. Concordance is then the fraction of pairs for which the model is correct. A completely random prediction would have a concordance of 0.5, a perfect rule a concordance of 1 (17) .
AIC
Akaike information criterion (AIC) is as follows:
Where the number of regression parameter in the model is , is some predetermined constant and is the usual likelihood function. Models with smaller AICs are preferred (14) .
Likelihood Ratio Test Statistic
The likelihood ratio test is a global goodness-of-fit test statistic for a Cox regression model. The test statistic for the likelihood ratio test is given as follows:
Where R denotes the reduced (PH) model obtained when all 's are 0, and F denotes the full model. Thus, the performance is good when LR is large (14) .
Results
Daubechies wavelet db-3 presents better survival prediction than the other wavelets. Therefore, the results of survival prediction model are illustrated based on db-3 for the third level of decomposition. Twenty genes have great mean absolute score, and six number of them are selected based on forward stepwise selection, using Cox regression model (P<0.05). The Predictive performance of Cox model based on the best selected genes based on discrete wavelet db3 is shown in Table 1.  Table 2 shows the coefficients, hazard ratios and their 95% confidence intervals for the selected genes based on proposed method. The expression of GENE3359X and GENE3968X decreased the survival time, whereas the expression of genes GENE967X, GENE3980X, GENE3405X and GENE1813X increased the survival time.
To further examine whether clinically relevant groups can be identified by the selected genes, the risk scores ( ( ) ̂ ) estimated for the patients based on their gene expression levels of the six genes in the predictive model. We used mean of this score as a cutoff point of the risk scores and divided the patients into two groups based on whether they have positive or negative risk scores. Fig.1 . shows the Kaplan-Meier curves for the two groups of patients. A significant difference was observed in overall survival between the high risk group (22 patients) and low risk group (18 patients) (P value =2.96e-07). The estimated means of survival time for high and low risk patients are 24.5 and 93.9 months, respectively. Fig. 2 . indicates expression for GENE3405X in low and high risk patients in original and reconstructed data based on discrete wavelet db3. 
Discussion
In this study, a one-dimensional DWT-based gene selection method was proposed. The proposed method was applied to the DLBCL data of Alizadeh et al. (13) . A Cox proportional hazards model based on the selected genes provided a good predictive performance for patient survival. We found that the Daubechies wavelet db-3 presents good prediction results. In general, when wavelets are constructed as filters to remove noises in the signal, the wavelet-scaling function should have properties similar to the original signal (10) . The best wavelets for selecting genes may be depending on the platforms and samples used in the microarray experiments (9) . Wavelet analysis can often condense or de-noise a signal without appreciable degradation. Normally, noise hidden in microarray profiles is obtained at acquisition. Wavelet detail coefficients have small energy and contain noise in the acquisition of microarray data (8) . In wavelet transform, the main components are kept in low frequency space (approximation coefficients) and in high frequency space (detail coefficients), the extracted components hold small energy, which normally noise is hidden in. Therefore, microarray data in original data space contain noise and redundant information, to make it easier to find the significant genes, were moved the small changes existed in the high frequency part (detail coefficients) based on wavelet decomposition. If the detail coefficients in the first and second levels of the decomposition can be used to eliminate a large part of "small change," the successive approximations appear less and less "noise". Therefore approximation coefficients compress the microarray data and hold the major information on data (18). Khoshhali et al. applied seven dimension reduction methods in order to predict survival in patients with DLBCL using gene expression dataset. Totally, their results showed that the ridge regression had best performance (19) . Sha et al. proposed a Bayesian variable selection approach. They selected a set of four genes as being associated with DLBCL survival (20) .
Comparison our results with the Khoshhali et al. and Sha et al. studies related to the DLBCL data set showed the Cox model based on selected genes using wavelet method has higher capability for survival prediction (Table 1) . However, the methods proposed by the other studies may have their own desirable properties (19, 20) . Also it was observed the two risk groups identified by the estimated risk scores show significant difference in risk of death. The results indicate that the risk score which was built based on the proposed method can be used for predicting the risk of developing an event in future patients. Some of the identified genes play a role as protective factors and some others as risk factors, thus, they can be used for prediction of survival time in patients with DLBCL and estimating their prognosis. Furthermore, identifying predisposing factors may be the first step for preparation and production of new treatment. However, further investigations need assess the role of these genes in promoting and prognosis of DLBCL (4, 6). The wavelet-based gene selection method can be used to identify a set of genes for survival prediction. Expression levels of influential genes on the survival time play a role as either risk factors or preventive factors. Therefore, they can be considered as prognostic factors in secondary prevention (6) . In this study gene expression data were studied as predictors. However, prediction performance of survival model may be improved by adding other covariates such as age, sex, and stage.
Conclusion
Wavelet based gene selection method is a valuable tool for identify a set of highly discriminate genes. The results demonstrated the proposed de-noising pre-processing method has potential to remove possible noise contain in microarray data. The Cox model based on selected genes by 1D wavelet method has acceptable prediction performance. The performance of proposed method exhibits the possibility of developing new tools using wavelets for the gene selection in the context of survival analysis.
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