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■ .はHtt bに
未知パラメータにたいする道応推定法はすでに多くの
文献3)0)に示されているが、それらは未知パラメータが
固定またはゆるやかな変動を仮定しており、時変パラメ
ータにたいしては適用できない。しかし、道応推定法の
最も道応的な働きは、未知パラメータの任意の変動にた
いする追従性である。一方、道応制御においても任意の
規範入力にたいする追従特性を達成するためには、固定
系、時変系いずれにおいても推定パラメータの真値への
収東が必要である。
本論で提案するTLSM(Truncated Least Squares
lethOd)とは、過去指定した有限時間のデータにもとずく
方法であり、突変する未知パラメータにたいしても有効
である。この方法による磁散時間系の道応アルゴリズム
はすでに発表しているが1)'2)、本論では同じ方法を連続
時間系に応用した結果を述べる。その導出は最も一般的
な評価にたいして示され、得られるアルゴリズムはその
特殊な場合としてすでに知られている結果を含んでいる
ことがわかる。
次に、連続時間系の結果を離散化することにより、離
散時間系にたいする道応アルゴリズムを導出する。ただ
し、単純に離散化するだけでは正しい結果が得られなく
そのための離散化について検討する。従来、連続系と離
散系にたいしてそれぞれ別個に議論されていた道応アル
ゴリズムが、ここに示す離散化によつて本質的には同一
のものであることがわかる。
2.「EEの 設 定 と ォ デレ ギ リ
ズ ム の 導 出
本論で考察するシステムは
y(t)=θTv(t) (1)
で表されるn次元未知パラメータベクトルθに関して線
形なシステムとする。ここに、v(t)はシステムの八出
力あるいはそれらの道当なフィルタを通過した信号等よ
りなる既知信号ペクトルとする。 θを求めるための評価
としては、
XL ω=オ_柿虫劇 tyls)
―θTv(s))2d s(2)
を考える。ここにtMは評価として考慮すべき期間を表し、
f(t,s)はその重み関数であり、以下の条件を満たすも
のとする。
f(t,s)≧傷詩f(t,s)=h(t)f(t,s澪0
(2)式を最小とするθの推定値は
:|:=2オ_輛f(t,S)(y(s)
一θイv(s))v(s)ds=0(4)
を満たすことが必要であり、正規方程式として
/れ輛吼 SIVl→V偽/ds・孜 t)
=オ_httnv的仏?s ⑤
を得る。この両辺をtで微分すると
オ_柿虫ⅢSIVt→v偽メds・3伍)
+(f(t,t)v(t)v(t)T
一f(t,t一t蘭)v(t―h)v(t一th)イ)θ(t)
十Ж →/ユЙttSIVlslvCslFd s。お徹 )
=f(t,t)v(t)y(t)
一f(t,t―tH)v(t一th)y(t―t")
キК 。 オ _柿氣 憫 Vttlyls?齢 0
ここで両辺最後の項は,正規方程式(5)式の関係より消去
されるので、
/よ_柿虫 LSIVl→v偽メds・誌 )
=f(t,t)v(t)(y(t)一v(t)Tθ(t))
―f(t,t―tM)v(t―t阿)(y(t―t的)
―v(t―tM)Tθ(t))(7)
が求まる。ここで
R(t,tM)=Q(t;t ttl~1
=だ莉 吼 → VttlVlsメd  0
とおくと
θ(t)=Q(t,t蘭)(f(t,t)v(t)o(t)
一f(t,t―t")v(t―tw)o側(t))(9)
e(t)=y(t)一v(t Tθ(t)
e蘭(t)=y(t―tH)―v(t―t")Tθ(t)    (10)
一方,(8)式両辺tで微分して
も(t,t口l~1=f(t,t)v(t)v(t)T
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―f(t,t―h)v(t―t出)v(t―w)T
+h(t)Q(t,t hl~l(11)
さらに逆行列の微分に関する公式より
良(t,t Hl~1=ぬ(t i tH)
=―Q(tit‖)も(t,t"l~lQ(t,tm)
=―h(t)Q(tit")一Q(t,t山(f(t,t)
・v(t)v(t)T―f(t,t―t側)v(t―")
・v(t―tH)T}Q(tit")(12)
となる。以上より,TLSMによる連続系の道応アルゴ
リズムは次のようになる。
く道応アルゴリズム1》
θ(t)=Q(t s tH)(f(t,t)v(t)e(t)
―f(t,t―柿)v(t―t前)em(t))(13)
Q(t,t旧)=―h(t)Q(t,t側)一Q(tit腑)
・ (f(t,t)v(t)v(t)イーf(t,t―tM)
・v(t―t画)v(t―h)T)Q(t i tH)(14)
e(t)とy(t)―v(t)Tθ(t)
e晰(t)=y(t―tM)一v(t―t睛)丁θ(t)
この《道応アルゴリズム1》において t"→∞
v(t―tM)=0とすると,
《道応アルゴリズム1'》
θ(t)=f(t,t)Q(t,∞)v(t)e(t)
(15)
,従つて
Q(t,∞)=―Q(t,∞)v(t)v(t)TQ(t,∞)(22)
が求まる。《2'》は文献4)と同じとなる。次に,
f(t,s)=e (t~S)とすると
く道応アルゴリズム3》
θ(t)=Q(titm)(v(t)e(t)
一」 α
t阿v(t―tm)em(t))(23)
Q(t,t側)=αQ(t,tM)
~Q(t't珀)(V(t)v(t)T一」 αt"
・v(t―tm)v(t―t障)T)Q(tit‖)(24)
《道応アルゴリズム3'》
θ(t)=Q(t,∞)v(t)o(t)
Q(t;∞)=―αQ(t;∞)
(25)
―Q(t,∞)v(t)v(t)TQ(ti∞)(26)
となり,《3'》はすでに知られている形5)と_致する。
さらに,
吼→=221S准~だ雅?τ (27)
とぉくと6),f(t,t)=λ2(t),h(t)=―λl(t)
であり
く道応アルゴリズム4》
θ(t)=Q(tit匈)(λ2(t)v(t)o(t)
―聴―thl e~オーh崩↓?τ
・v(t―t輌)e匈(t))(28)
Q(t't出)=先1(t)Q(t,th)
~Q(tSt蘭)(λ2(t)V(t)v(t)T
―聴―tMl e~/れ蛉21C7?T
・v(t―tH)v(t―tH)r}Q(t,tH)(29)
《道応アルゴリズム4'》
θ(t)=λ2(t)Q(t,∞)v(t)e(t)    (30)
Q(t,∞)=λl(t)Q(t,∞)
~λ2(t)Q(t,∞)v(t)v(t)TQ(t,∞)(31)
が得られる。《4'》は文献6)と同じである。
補足:このアルゴリズムの初期設定に関して
Qω;tM戸
1=るとtH f ω,s)v(s)v(s)rds GD
(16)
Q(ti∞)=―h(t)Q(ti∞)―f(t,t)
・Q(t;∞)v(t)v(t)TQ(t;∞)(17)
o(t)=y(t)一v(t)Tθ(t) (18)
となる。以下では重み関数f(t,s)のよく知られた場合
について具体的に記す。まず,f(t,s)=1とすると
く遭応アルゴリズム2》
θ(t)=Q(t,tM)(v(t)o(t)
―v(t―th)oH(t))(19)
Q(t,th)=―Q(t,tH)(v(t)v(t)T
―v(t―tm)v(t―tM)T)Q(tit")(20)
《遭応アルゴリズム2'》
θ(t)=Q(t,∞)v(t)e(t)       (21)
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とv(s),一trt≦s<0,は、初期推定ベクトル θ(0)=
θDに対して (1)式を時間に関して逆向きに満たすもの
であり、かつ(32)式を正則とするものとする。これは、
t<0のときθaである未知パラメータがt=0で真値θ
に突変したと考えることに対応する。ただし、実際の構
成は面倒であり、よく知られた通常の方法で充分有効で
ある。詳細は文献1)と同じである。
一方、提案するアルゴリズム(13)、(14)式はつねに正
規方程式(5)式をみたすものであり、不確定性のない理想
状態のもとでは、初期設定の仕方によらずQ(ti tH)が
正則である限り推定値0は時間t=tHで真値を与えるも
のである。このことは、任意の時刻における未知パラメ
ータの突変にたいしても成立し、道応アルゴリズムとし
て最も望ましい性質を備えている。ただし、外乱などの
不確定性のある実際の場合にたいしては、t画を小さ過ぎ
ない道切な値に選ぶことが重要である。
3. ア メレ ゴ リ ズ Aの Eヒ召女化
前節で得られたアルゴリズムの近似磁散化は種々考え
られるが、本節では、離散時間系に対して得られるアル
ゴリズムと一致する厳密な離散化を示す。すなわち、各
信号は1サンプリング周期の間一定値、すなわち0次ホ
ールドを通した信号とみなしてAD変換する。これは、
微分を前進差分で置き換えることとなり、数値解法の
Euler法と結果的に一致している。しかしながら、単純に
これを適用するとまつた結果となる勇合がある。これを
最初に考察し、その結果を、前節のアルゴリズムの離散
化に応用する。
3.1 逆行列関数の機分の離散化
行列微分方程式
R(t)=AR(t)                (33)
を考えると、その逆行列の微分方程式は
良(t戸
1=―R(tl~1ミ(t)R(tl~1=―R(tl~lA  (34)
で与えられる。そこで、(38),(34)両式の微分を前進差
分で置き換えることにより離散化すると、それぞれ
Rk+1~Rk=TARk → Rkキ1=(二十TA)Rk(35)
Rk+1-Rk =―TRk A
→ Rk+1=R戸1(I―TAl~1(36)
となり、(35)式の逆行列が(36)式とならないことがわか
る。ただし、Tはサンプリング周期である。そこで、正し
い磯散化は次のように考えるべきである。すなわち、
(34)式は次の恒等式
詩R①Rlt戸七o      oη
から導かれるので、これを離散化すると
Rk+tRk+i―RkRk =0            (38)
となる。以下(37),(38)式をそれぞれ変形して、
R(t)良(tl~1+主(t)R(tl~1=0        (37a)
Rk+1(Rk耳1-R戸1)+(Rk+:―Rk)R「1=0  (38a)
さらに、
良(tl~1=―R(tl~1良(t)R(tl~1 (37b)
Rk耳1-R戸1=―Rk言1(Rk+1~Rk)R戸1  (38b)
なる関係を得る。すなわち、Q=R とするとき、
Qk+1-Qk=―k+1(Qk+1~Qk )Qk,    (39)
でなければならない。結論として、
補題:R=f(R)→Rk+1-Rk=Tf(Rk),  (40)
とするとき
Q=―Qf(Q l)Q
→ Qk手1~Qk=―Qk+lTf(Qk )Qk(41)
としなければならない。
例:R(t)=AR(t) → Rk.l―Rk=TARk
良(tl~1=_R(tl~lA → Rk耳1-R戸1=―TRk写lA
3.2 嶺分の磁散化
R(t)=f(R(t),t)           (42)
の解を
RkⅢl―Rk=Tf(Rk,k)          (43)
と考えるとき～(42)式の積分
R付)=汽tf(R(s),s)ds      
“
4)
の対応する離散化は
中
詈
f lRJ,)    的
とすべきであり、
申
整1蝸,〕    側
としてはならない。なぜなら、(45)式より(43)式が得ら
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れるが、(46)式からは求まらないからである。すなわち、
(46)式にたいしては、(42)式を後退差分で置き換えるこ
とが対応する。結局.(44)式の積分は0≦s<tと考える
ことになる。このことは、関数Rがサンプリング区間で
一定の階段状関数であると考えることからも明かである。
3.3 アルゴリズムの離散化
先の磁散化の方法を [道応アルゴリズム1]に道用す
る。以下.t=kT,tw=HT,T:サンプリング周期,とし、
y(kT)=yk等と記す。まず、システム表現(1)式は差分
系にたいして、
yk=θTvk                      (47)
と表される。評価(2)式は
」(t,θ)
=オ_挽氣 憫 CytS)-OTvl朝■ s
=端Mf(t,t―。)(yC―σ)-9Tv(t―σ))2d注。
より、離散評価としては、
」k19韓≒H囀航―嘲 盆
翠1貰欧¬lyk-9r vk弔2⑩
rttri,たこれ)ワぞ,'伍〕こたいしては、60
とする。さらに(8)式にたいして
K=扉七
為撃Itti出Ⅵ
T 側
が対応する。ここで、
fk,j=Tfk,j,  hk=Thk         (52)
とおくと、(44),(45)式はそれぞれ
」k10>揮‖Tk滴航一″司2
翠17k卜i tyk-9Tvk対2 144al
hk=(f k41,こ~fk,j)/fk,j
=(fk+1,j~fk,j)/fk,」(45a)
となる。このとき(13)式にたいしては
θ k手1=θkttTQk+1(fkVkek―fk_H vk一M eHk)
=θktt fk gik ek―f _鰤g2k emk     (53)
glk=Qkti vk,   g2k=Qk.lvk―H,
ek=yk―vkT θk,  eMk=yk_H―vk_MT θk,
fk=Tfk=Tfk,k,   fk_睛=Tfk_H=Tfk,k_匈 (54)
ただし、Qk+1はステップkにおいて求まつているとして
いる。一方、Q(t)にたいしては、以下の2通りが考え
られる。
[3‐1](14)式にたいして単純に前進差分をもちいるこ
とは先のの理由で不可能である。したがつて、(14)式に
たいする本来の(11)式を前進差分をもちいて盛歌化する
と、
Qk十
「
1~Q戸1=TfkvkvkT
―Tfk_Hvk_聞V 一HTttThkQ『1(55)
Qk,「1=(1+Thk)Q√1
+TfkvkvkT―Tf k tt vk_四vk―HT
=(1+下k)Q「二十了k vk vkT一丁k_"vk HVk一酎T(58)
を得る。これに逆行列の補題9''4)をもちいると、
Qk+1=αk(I―αk fk gikvkT
+αkfk_前gρkvk HT)Qk,(57)
dk glk=(1-αkfk一M s2k)Qk Vk
+αkfk_"sOkQkVk―M,
dk gak=(1+αkfksik)Qkvk―岡
―αkfksakQkvk,
dk〓(1+αk fk stk)(1-αkfk_晰s2k)
+αktt f k f k憫(s Ok)2,
αk=1/(1+hk),s Bk=vkTQk vk―M=Vk ttTQk Vk
SIk=Vk・QkVk,s2k=Vk―瞬TQkVk―M,   (53)
となる。
[3‐2](14)式を先の補題に記した方法で磯散化すると
Qk+1-Qk=―ThkQk・1-TQkttt(fk vk vkT
一fk_Hvk Mvk―酎T)Qk
=~hk Qk手1~Qk41(fk VkvkT
―fk_"vk_的vk ttT)Qk(59)
Qk+1((1+hk)I+(fk vk vkT
―fk_Mvk_H vk―MT)Qk)=Qk(60)
Qk+i=Qk((1+hk)I+(fk vk vkT
一Tk_“vk Hvk―聞T)Qkア1
=他+酌Q戸与4辛ポ v脚っJ―lC硼
となり、これは(56)式と同じであることから、(57),
(58)式が球まる。以上より(49)式の評価にたいする磁散
時間系(47)式の道応アルゴリズムは次のように求まる。
《離散時間道応アルゴリズム1》
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θk+1=θk+fk gik ek―fk_H g2k ewk      (62)
gik=Qk.lvk,   g ttk=Qk+lvk_H,
ek=yk―vkT θk,  e"k=yk"―vk_HT θk,
f確=Tfk,k, fk_側=Tfk,k_H     (63)
Qk手1=αk(I―αk fk glkvkT
+αkfk_"g2k vk_"T)Qk,(64)
dk gik=(1-αkfk_田s2k)QkVk
+αkfk H sokQkvk_",
dk g2k=(1+αk fk slk)Qk vk匈
―αkfksakQkvk,
dk=(1+αkfk sik)(1-αkfk_H sak)
+αk2 fk fk_悧(s ak)2,
αk=1/(1+hk),s Ok=vkTQkvk w=Vk―胸TQk Vk
Slk=VkTQk vに,   S2k=V確聞TQkVk_阿, (65)
く離 散 時 間 違 応 ア ル ゴ リ ズ ム ■'》
θkコ〓θktt fk gik ek           (66)
Qk+1=αk(I―αk fk glkvkT)Qk,    (67)
dk gik=Qkvk,   dk=1+αkfkslk,
αk=1/(1+hk),   s lk=vkTQk vk,    (68)
それぞれの重み関数にたいして、《1》,《1'》に
おける対応する変更のみを以下に記す。
く離散時間遭応アルゴリズム2,2'》
f(t,s)=1にたいして
fk,こ=1                          (69)
が対応し、
fk=fk_m〓1,   αk=■             (70)
とすればよい。
《離散時間遭応アルゴリズム3,3'》
f(t,s)=∫α(t~S)の場合にたいして、
fk,j〓e α(k~j)=λk―j,   λ=e α     (71)
が対応し、
fk=1,
hk=λ-1((39)式より ,
とすればよい。
fk_H=λH,
αk=λ l     (72)
《3》の結果は、文献■)の結果と (者干の置き方の
違いをのでいて)一致する。とくに、本結果では、 θk、
Qkがそれぞれθk.1、Qk+1となつている。この理由は
(49),(51)式における定義の仕方による。文献1)では
晋粋r警霞皇寃弩爵それぞれJttX θ),
吼→=22Csがだ釉?τ酬して
転=猛"型1雪hil  ④
が対応し、
輸 報 ,時 猛
…
P臨
与
猛 il,
hk=(JTλl'k_1)/T,
αk=λ
「
:  λk=『Tλl,k     (74)
とすればよい。
4. 1ェロ「::L EIIttl,)
本論では、TLSIの考え方によリー 般的な道応アルゴリ
ズムを連続系に対して導出し、さらにその離散化につい
て考察した。得られたアルゴリズムは最も一般的な評価
にたいして導かれており、その評価の特別な場合として
すでによく知られている3通りのも合をそれぞれ示した。
次に、連続系に対するアルゴリズムを離散化すること
により、離散系の道応アルゴリズムを導いた。その結果
は、離散系の定式化による結果と一致している。この一
致するアルゴリズムを得るためには、連続系にたいする
結果を単に離散近似するだけでは求まらないことを示し
た。微分を前進差分で置き換えることはよく知られてい
るが、逆関数の機分あるいは積分を確散化するためには、
注意が必要であり、全体にたいする整合性が必要である。
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