Abstract. In a three-dimensional isotropic elastic earth, the wave equation solution consists of three velocity components and six stresses. We discretize the partial derivatives using second order in time and fourth order in space staggered finite difference operators. The parallel implementation uses the message passing interface library for platform portability and a spatial decomposition for efficiency. Most of the communication in the code consists of passing subdomain face information to neighboring processors. When the parallel communication is balanced against computation by allocating subdomains of reasonable size, we observe excellent scaled speedup. Allocating subdomains of size 25 × 25 × 25 on each node, we achieve efficiencies of 94% on 128 processors of an Intel Paragon.
1. Introduction. Realistic-sized elastic wave propagation simulations in three dimensions are extremely computationally intensive. Even assuming an isotropic elastic earth (which reduces the number of unknowns and equations to nine), reasonablesized simulations may require too much memory and too much time to run on a singleprocessor machine. Further, finite difference schemes for solving the wave equation, although very expensive, are able to model more of the physics of wave propagation than can be achieved using approximate (e.g., asymptotic) schemes. Attempts to improve on memory management for single-processor simulations include such finite difference variants as core memory optimization for staggered schemes [5] , core and disk memory optimization [11] , and the use of staggered grids with nonuniform spacing [14] . Ultimately, however, parallel computation is one of the most efficient solutions for running finite difference simulations in three dimensions.
The original papers on explicit staggered finite difference schemes were written by Madariaga [10] and Virieux [17] , [18] . Emerman, Schmidt, and Stephen [4] give an interesting discussion of using an implicit scheme to solve these equations. Their work indicates that explicit schemes are preferable for the wave equation. More recently, a number of papers have appeared which attempt to improve on or analyze aspects of the staggered algorithm. Some examples include the work of Bayliss et al. [3] , Levander [8] , Luo and Schuster [9] , Graves [5] , Moczo et al. [11] , and Pitarka [14] . A dispersion analysis of a staggered displacement-stress formulation is given by Sei [15] . Work on parallel, staggered finite difference schemes for the elastic wave equation include the earthquake modeling paper of Olsen, Archuleta, and Matarese [12] , and the work of Hestholm [6] and Hestholm and Ruud [7] , who use higher-order differencing and include research on coordinate change of variables for uneven surface topography.
In this work we apply spatial (or data) parallelism via the message passing interface (MPI) to the three-dimensional (3D) isotropic elastic wave equations which have been discretized via second order in time and fourth order in space staggered finite difference operators. The serial code is perhaps most unusual in its accurate modeling of multiple types of seismic sources. Data parallelism is the most efficient way to parallelize finite difference simulations. On a massively parallel (mp) machine, our code is able to achieve a scaled speedup of 94% on 128 nodes where (for example) each processor solves a small subproblem of size 25 × 25 × 25. Because the bulk of the cost of this simulation occurs in the time-step loop, the one-time reads of the earth model and writes of seismograms and plane slices are handled by processor 0 issuing broadcasts and reduces for data transmission. To allow the user to place sources, receivers, and requests for slice output anywhere in the physical domain (rather than only at grid point locations), cubic interpolation and extrapolation are used extensively in the serial code. In the parallel code, each processor accurately computes its finite difference updates, as well as these extrapolated values, by ensuring its neighboring processors have four planes of up-to-date ghost-cell information for each subdomain face (required for extrapolation of edge points). Within the time-step loop all communication is accomplished via basic (linear-cost) sends and receives. The parallel code runs on one-dimensional (1D), two-dimensional (2D), or 3D processor decompositions (with varying levels of efficiency).
In the remainder of the paper we describe the elastic wave equations we solve and the staggered finite difference scheme. We give a description of spatial parallelism in general and its use in this code. We also describe how i/o is handled and present theoretical cost estimates for the finite difference update algorithm and numerical timing studies for both fixed-and scaled-size problems. Finally, we describe two numerical examples. The first example simulates waves in a simple layered-earth model. The parallel code results match single-node results to full accuracy as illustrated in this paper with plane-slice output. The second example is larger and consists of a homogeneous earth model with a high-velocity blocky inclusion in the top corner of the domain. This example indicates that the parallel code is indeed capable of capturing 3D wave propagation in a heterogeneous earth.
2. The serial algorithm.
Governing equations.
The serial algorithm description in this section is taken in abbreviated form from Chapter 4 of the technical report by Sleefe et al. [16] . For a more classical reference to elastic wave propagation see [1] . We solve the elastic wave equation in a 3D medium occupying a volume V and with boundary S. The medium may be described by Lamé parameters λ( x) and µ( x) and mass density ρ( x), where x ∈ 3 . If α( x), β( x) are the compressional (P) and shear (S) wave speeds, respectively, then we can relate the wave speeds and Lamé parameters via
The velocity-stress form of the elastic wave equation consists of nine coupled, firstorder partial differential equations for the three particle velocity vector components v i ( x, t) and the six independent stress tensor components σ ij ( x, t). Here i, j = 1, 2, 3 and the stress tensor is isotropic; so σ ij = σ ji . The 3D velocity-stress equations are
Here, b = 1/ρ is the mass buoyancy. Sources of seismic waves are denoted by f i (force source) or m ij (moment source). The symmetric and antisymmetric parts of the moment density tensor are denoted (respectively) by
The traction boundary condition (or normal component of stress) must satisfy
for x on S, where t i ( x, t) are the components of the time-varying surface traction vector and n i ( x) are the components of the outward unit normal to S. Initial conditions on the dependent variables are specified throughout V and on S at time t = t 0 via
2.2. Sources and seismograms. Numerous source types are handled by the code. For instance, a unidirectional point force acting in a volume V is represented by the force density vector
where F is a force amplitude scalar, w(t) is a dimensionless source waveform, and d i are the components of a dimensionless unit vector giving the orientation of the applied force.
As a second example, a point moment acting within V is described by the moment density tensor
with M a moment amplitude scalar, w(t) a dimensionless source waveform, and d ij are the components of a second-rank tensor giving the orientation of the applied moment. Seismic sources involving force dipoles, force couples, torques, and explosions/implosions are represented by a moment density tensor.
On output, the code produces both seismograms and 2D plane slices. The seismic traces represent particle velocity or acoustic pressure. If the orientation of the transducer sensitivity axis is defined by the dimensionless unit vector b, then the particle velocity seismogram is
and the acoustic pressure seismogram is
2.3. Staggered finite difference scheme. The finite difference algorithm is an explicit scheme which is second-order accurate in time and fourth-order accurate in space. Staggered grid storage allows the partial derivatives to be approximated by centered finite differences without doubling the spatial extent of the operators, thus providing more accuracy (see [8] ). Here we apply the finite difference scheme to the above equations after they have been nondimensionalized. For a discussion of the motivation and manner of equation nondimensionalization see Chapter 4 of [16] .
We choose a discretization of the 3D spatial grid so that x i = x 0 + (i − 1)h x , y j = y 0 + (j − 1)h y , and z k = z 0 + (k − 1)h z for i = 1, 2, 3, . . . , I, j = 1, 2, 3, . . . , J, and k = 1, 2, 3, . . . , K, respectively. Here x 0 , y 0 , z 0 are the minimum grid values and h x , h y , h z give the distance between grid points in the three coordinate directions. Values of the two Lamé parameters and mass buoyancy at a node are given by λ(x i , y j , z k ), µ(x i , y j , z k ), and b(x i , y j , z k ). The time discretization is defined by t l = t 0 + (l − 1)h t for l = 1, 2, 3, . . . , L. Here t 0 is the minimum time and h t is the time increment.
Subsets of the dependent variables are stored on different spatial and temporal grids. Specifically, the diagonal components of the stress tensor are stored on the grid points defined above:
The off-diagonal stress tensor components are shifted in space by one-half grid interval along two coordinate axes:
Finally, the three velocity vector components are stored at grid points that are shifted in both space and time by one-half grid interval:
We can define (for example) the following oft-used (dimensionless) quantities:
where S w is the characteristic unit of measure for wavespeed. Similarly, we can define S ρ , S v , and S σ as characteristic units of measure for the mass density, velocity vector, and stress tensor components, respectively. As an example, one might choose S w = 10 3 m/s and S ρ = 10 3 kg/m 3 as appropriate normalizing values. We generally choose c 1 = 9/8 and c 2 = −1/24 as coefficients in the fourth-order finite difference operator.
Then the time update formulas for the three representative unknowns (velocity, diagonal stress component, and off-diagonal stress component) are given in (2.1), (2.2), (2.3). The other two velocity and four stress unknowns are similar in form to these examples. We solve the following finite difference equation for the x-component of the particle velocity vector:
In the formula above, the buoyancy (b) between grid nodes is derived from an appropriate order of interpolation. The xx-component of the stress tensor may be solved for from the following equation:
No interpolation for Lamé parameters is needed in the formula above. Finally, one solves for the xy-component of the stress tensor via
The shear modulus (µ) between grid nodes is again obtained by interpolation.
3. Spatial parallelism. The most efficient parallel programs are ones which attempt to minimize the communication between processors while still requiring each processor to accomplish basically the same amount of work. This trade-off between load balancing and the cost of communication is best achieved for an explicit finite difference scheme via spatial (data) parallelism. Spatial parallelism also tends to scale well (see [13, Chap. 10] ). In this case, the original serial algorithm was not modified to improve parallel efficiency, although quite good scaled speedup is achieved on mp machines.
In spatial parallelism, the physical problem domain is split among the processors so that each processor solves its own subdomain problem. In our implementation, the user may specify processor decompositions in one, two, or three dimensions, although generally a more balanced division (3D decomposition) is the most efficient. Further, there is no requirement that the number of processors in any one direction must evenly divide the number of grid points. Divisions with remainders are allowed and are transparent to the user. A typical 1D decomposition is illustrated in Figure 1 , a 2D decomposition in Figure 2 , and a 3D decomposition in Figure 3 .
In order for each processor to completely calculate the finite difference solutions for its subdomain independent of the other processors, we allocate padded subdomains (ghost cells) of memory (see Figure 4 for an illustration of a processor subdomain). For a typical fourth-order spatial finite difference scheme, two extra planes of memory need to be allocated on each face of the subdomain cube. Because the serial algorithm allows the user the flexibility of specifying sources, receivers, and plane-slice output anywhere in the domain (not necessarily on a grid node), cubic interpolation and extrapolation are used extensively throughout the code. Therefore, we allocate four planes of ghost cells for each face of the subdomain cube to ensure the extrapolation (even for boundary points) has the correct data values at each time step. Most of the subroutines do not need to communicate all four planes of data from processor to processor, however.
After establishing the correct Cartesian communicator for the processor decomposition, we use the MPI shift commands to ensure that every processor sends edge information to its neighboring processors (up, down, right, left, front, back). Every subroutine which updates grid values of velocity or stress must send this information at the start of the routine. The affected routines include those which do the actual finite difference updates, ones which calculate the absorbing boundary conditions or insert sources, and all the extrapolation routines (including the output seismogram and plane-slice routines). This rather sizeable amount of communication negatively impacts parallel efficiency when the size of the subdomain problems is small relative to the number of the ghost cells. However, for reasonable-sized subdomain problems, the scaled speedup is still quite good (see Figure 7 and Table 1 ).
I/O issues.
For realistic-sized domains, the majority of the time spent in this algorithm will occur in the time-step loop. Therefore, I did not focus on researching optimal parallel i/o strategies. Nonetheless, some simple measures were taken to improve efficiency. The algorithm reads input information from at least four different files. Most of the recording geometry data and basic run parameters are scalars which processor 0 reads in and then broadcasts to all other processors. These scalar values are packaged and broadcast with a single call. Reading the earth model information (velocities and density at each grid point) is the most costly of the i/o operations. Processor 0 reads in a line (set of records) from the external file and broadcasts this information to all processors. Each processor then determines whether its subdomain uses that section of the earth model and unpacks and stores the data it requires. This technique prevents processors from sitting idle during the initial reading of input data. Although this information is only read once, improvements to reading the earth model could undoubtedly be made.
The output routines (seismogram and plane slice) use MPI operators that are the inverse of the input routines. The plane-slice routine currently requires every processor to allocate the total memory for a plane slice. The processors fill out their portion of that plane and then a global sum over each point in the plane (reduce operation) is performed before processor 0 writes the output to an external file. If the user specifies a receiver or slice plane not on a grid node, cubic extrapolation is used. Therefore, it is possible that (even at a single grid point in the plane slice) only part of the weighted combination of output values will be stored on a certain processor. The remainder of values needed for the extrapolation might be on a neighboring processor. The reduce operation correctly handles receivers or slice planes which occur in the physical domain on boundaries between processor subgrids (see Figure 5 for an illustration).
The collective communication calls broadcast and reduce are more expensive than simple sends and receives, but these commands are used only in the i/o routines. All message passing used in the finite difference computation is accomplished with (linear cost) sends/receives.
Timing studies.
5.1. Background. Two of the most important concepts in parallel programming are computational speedup and parallel efficiency. Speedup is loosely defined by how much faster a program will run on n processors than on a single processor. This quantity can be measured in two basic ways. The first way is to fix the size of the problem solved and vary the number of processors (fixed-size problem). The second is to allow the number of processors used to solve the problem to grow commensurate with the growth in the problem size (scaled-size problem). Both metrics are important to consider, although scaled speedup appears to be more appropriate for the elastic wave propagation code as large problems (too big to fit on a single processor) were the initial motivation behind the parallelization effort. For a fixed-size problem, speedup is defined by
where p = "ideal speedup" (see [2] ) and T 1 (n), T p (n) are the times for running a problem of size n on 1 and p processors, respectively. Efficiency is defined
For a scaled-size problem, one generally must estimate the run time on a single processor. Speedup and efficiency are defined as follows:
Theoretical cost.
The cost estimate for this parallel algorithm is straightforward. I chose not to consider the cost of i/o in either the analysis or the numerical timing studies since the bulk of the work in this algorithm occurs in the propagation of waves (the wave equation update), not in reading the earth model or writing out seismograms. Thus, we must estimate the terms for computation and communication.
There are two important machine constants which impact the speed of message communication. The first is latency-the startup cost of sending a message (which is independent of message size). The second is bandwidth (message dependent) which is the (reciprocal of) transmission time/byte. Thus, if we denote machine latency by α and 1/bandwidth as β, the cost to send a single message with k units of data is α + kβ. On the Sandia Terraflops machine (an Intel Paragon), the following values If, for simplicity, we assume a uniform number of grid points in each direction, then the cost of performing a finite difference calculation on a grid of size N × N × N on P processors is Cτ N 3 /P , where the factor C takes into account the number of floating point operations in the finite difference stencil as well as the fact that there are nine output quantities to update (six stresses and three velocities). The fourth-order finite difference scheme requires us to send two plane faces of data to each neighbor in the 3D cube. (The cubic extrapolation might require an additional two plane faces be sent in each direction, for a total of four per direction.) So communication costs for a 1D decomposition are (maximally) 8(α + 8βN
2 ). (Here the factor of 8 inside the parentheses comes from assuming each data point uses 8 bytes of memory.) For a 2D decomposition the cost of communication is 16(α + 8βN 2 / √ P ). Finally, for a 3D decomposition we get 24(α + 8βN 2 /P 2/3 ). (Note that we could replace the numbers 8, 16, 24 by another constantC, but we choose to explicitly specify these numbers in order to emphasize that communication cost depends on both the order of the finite difference stencil and the type of processor decomposition.) So, for a 3D decomposition,
and speedup defined by T (N, 1)/T (N, P ) is
Note that in our algorithm we do multiple transmissions of ghost-cell plane information not only during the finite difference update but also for insertion of sources at nongrid point locations, etc. So another constant could be inserted in front of the communication cost estimate for our algorithm (which would be problem dependent).
Numerical timing studies.
Three timing studies will be discussed in this paper. The first is for a fixed-size problem with a total of 48 × 48 × 48 grid points run on the Intel Paragon. This problem was run on different numbers and configurations of processors ranging from 1 × 1 × 1 to 4 × 4 × 4 (total of 64 processors). 1D, 2D, and 3D decompositions were tested. In this case, communication costs were too high relative to the amount of computation performed, and efficiency dropped off rapidly (see Figure 6) . A problem larger than about 50 × 50 × 50 would not fit on a single node of our Intel Paragon.
The scaled-size problem showed much better speedup and efficiency (when also run on the Paragon). In this case a constant 25 × 25 × 25 size problem was run on each node. From 1 to 128 nodes were used where the problem size on 128 nodes (processor decomposition of 8 × 4 × 4) was 200 × 100 × 100 grid points. Table 1 and Figure 7 illustrate the timings. Note that the efficiencies remain high (94%) even for 128 processors. In this paper no slice plane or seismogram output was produced for the timing study runs in an attempt to keep the algorithm simple (linear). More complicated computational cost is incurred with seismogram or slice output. In this case, we expect ideal speedup to be the straight line (constant) shown in Figure 7 . In fact, timings were also done for runs which included seismogram and slice-plane output. Very little additional cost was incurred. However, the calculation of the Finally, for comparison, we show a graph of scaled speedup timings for a homogeneous medium problem run on a Linux cluster. Since the cost of building clusters is currently so attractive when compared to the cost of building large mp machines, such a comparison seems worthwhile. Bandwidth and latency speeds on clusters tend to run 1-3 orders of magnitude slower than on the Paragon (an mp machine). The communication costs on the cluster cause a drop in efficiency to 65% when going from a 50 × 50 × 50 sized problem on a single node to running a 100 × 50 × 50 sized problem on two nodes. The largest problem run in this study was size 200 × 200 × 100 run on a 4×4×2 processor decomposition. Figure 8 shows a graph of speedup for this problem. As in the fixed-size problem, the large amount of ghost-cell face communication due to extrapolation and interpolation of sources and receivers to grid nodes prohibits ideal speedup when high latency is present. In the absence of restructuring the serial algorithm (i.e., eliminating the excessive interpolation), such speedup is to be expected on a cluster.
6. Numerical examples. In this section, I describe two numerical examples to illustrate the parallel elastic wave propagation code. Although I could show a much larger real data example to test the limits of the parallel algorithm, I felt it was more important to use the examples to illustrate code accuracy and efficiency (timings). Example 1 consists of a small domain with 48 × 48 × 48 grid points in (x, y, z). The grid spacing is 4 m in each direction. In this example the earth is assumed layered (velocities and density depend only on depth, z). This model has eight layers with Pwave velocity, S-wave velocity, and density ranging in value as shown in Table 2 . The model is characterized by a shallow low-velocity layer near the top of the model and then a monotonic increase in velocity and density with depth below the low-velocity zone. This small problem was run on both a single processor and on a processor decomposition of size 24 (p x = 2, p y = 4, p z = 3) for 400 time steps (or 0. Figure 15 . However, snapshots correspond to later times of wave propagation (namely, 0.1, 0.125, 0.15 seconds). This problem had a blocky high-velocity cube embedded in a homogeneous background model. the computation are to use staggered finite differencing (to obtain additional accuracy without additional storage) and spatial parallelism. In this paper the set of nine isotopic elastic velocity-stress wave equations are discretized using staggered finite differences which are second-order accurate in time and fourth-order accurate in space. The simulation code models multiple source/receiver types. We decompose the physical domain via spatial (or data) parallelism allowing for 1D, 2D, and 3D processor decompositions of any configuration. Each processor allocates memory for its subdomain and four plane faces of padding (ghost cells) per cube face to allow passage of information to neighbors for independent finite difference calculations. The parallel implementation uses the MPI library for portability across platforms with i/o handled via MPI broadcast and reduce and the finite difference algorithm using simple sends/receives for communication. We present three sets of timing studies. The first shows a fixed-sized problem of size 48 × 48 × 48 run on varying numbers of processors of a (mp) Intel Paragon machine. The second study is of scaled-speedup for a problem which varies in size depending upon the number of processors used. Performance on the mp machine is outstanding-with scaled speedup matching the ideal speedup curve even out to 128 processors. For comparison, we ran a scaled problem (size 50 × 50 × 50 on each node) on a Linux cluster. The performance degrades on the cluster due to higher bandwidth and latency costs relative to the mp machine. The serial code is flexible in that the user need not place sources, slice output, etc. at grid point locations. However, this flexibility requires extra communication which seriously impacts efficiency on the cluster. The parallel implementation is accurate to all decimal digits of precision as illustrated by two numerical experiments-a layered earth example and a homogeneous medium problem with a high-velocity blocky inclusion.
