A lthough Ͼ99% of the human genome is conserved across the population (1), variations in DNA sequence have a major impact on an individual's response to environmental factors, disease, and therapies. Quantitative trait loci mapping (2) (3) (4) (5) (6) (7) (8) tackles the important problem of identifying DNA (typically single-nucleotide) polymorphisms that are linked or associated with a phenotype. Expression quantitative trait loci (eQTL) mapping (4-10) relates genotype to individual expression phenotypes by treating the expression of each gene as a quantitative trait. Yet, often the mechanism by which these genetic changes exert their effect on phenotype is far from obvious (11) . Furthermore, association of complex traits such as disease status to an individual single-nucleotide polymorphism (SNP) is typically occluded by the large magnitude of other effects. One approach to address these two difficulties is to focus on the intermediary between genotype and phenotype, the complex regulatory network that governs the cell's activity. In this paper, we study the mechanisms by which an organism's genotype can perturb this network (Fig. 6 , which is published as supporting information on the PNAS web site). In trans-G (genotype) regulation, polymorphisms in a regulator's coding region can affect its function and, thereby, its effect on its targets. In trans-E (expression) regulation, a change in the abundance of a regulator, whether due to the regulator's own cis regulation or an upstream perturbation, also can affect the activity of its targets. Finally, in cis regulation, a SNP in a gene itself can affect its affinity to its regulatory factors and, therefore, its abundance. Many genes are affected by combinations of several such perturbations (4, 9, 10, 12) .
We present a computational method, called Geronemo (genetic regulatory network of modules) that aims to decipher both the cell's regulatory network and perturbations to it resulting from sequence variability. Geronemo (Fig. 7 , which is published as supporting information on the PNAS web site) takes, as input, data for a set of individuals in a population, measuring both their gene expression profiles and genetic markers (see Materials and Methods) . Extending the module network approach (13) , which has been shown to successfully reconstruct regulatory relationships in yeast from gene expression data alone, Geronemo automatically constructs a set of regulatory modules (e.g., Fig.  2a) , sets of coregulated genes, each associated with a regulatory program that ''explains'' the expression of the module genes in terms of a set of regulatory contexts, defined by a combination of both expression regulators and genotype regulators (Fig. 2ai) . By comparison, the eQTL approach explains the expression of individual genes by one or two linked genotypes. Briefly, Geronemo begins by partitioning genes into modules with similar expression profiles. It then iterates over two steps: learning a regulatory program for each module and reassigning each gene to the module whose regulation program provides the best prediction for the gene's expression profile. Each of these two steps attempts to heuristically optimize a principled, Bayesian scoring function.
Geronemo offers several important benefits over eQTL. First, by using ''expression regulators,'' Geronemo can distinguish between associations induced by a direct effect of the SNP and those induced by an indirect relationship via the expression of a regulator. Second, Geronemo exploits the modularity of biological systems to robustly derive signal from limited, noisy data. Rather than treating each gene as a separate quantitative trait, Geronemo searches for regulatory programs that are predictive of entire groups of genes. Thus, it can discover a regulatory relationship between a regulator and a set of targets even when the signal in the expression data might be insufficient when genes are considered in isolation (14, 15) . This property is particularly important when we wish to recover intricate combinatorial regulation, where the signal can rarely be detected robustly for individual genes.
Results
We applied Geronemo to the data set of Brem and Kruglyak (16) , containing expression and genotype data for 112 Saccha-romyces cerevisiae individuals, generated by crossing a lab strain (BY) with a wild vineyard strain (RM). We used a precompiled list of 304 putative regulators, spanning transcription factors, signal transduction proteins, chromatin modification factors, and mRNA processing factors (Table 1 , which is published as supporting information on the PNAS web site).
We applied Geronemo to these data, resulting in a total of 165 regulatory modules. The model identified a total of 155 cisregulated genes, genes whose expression is regulated by polymorphisms in their vicinity. Many of these cis genes reside in 82 modules that contain only 1-2 genes, which arise when a gene's expression profile is sufficiently unique that it does not fit well into any larger module. Cis-acting regulation can result from polymorphisms both in a gene's promoter and in its coding region. Indeed, these 155 cis genes show significantly more interstrain sequence variation (see Materials and Methods) in both regions than other genes in their vicinity (nonsynonymous coding: P Ͻ 1.84 ϫ 10 Ϫ6 ; promoter: P Ͻ 4.5 ϫ 10 Ϫ5 ). There were 79 modules involving trans-acting regulation and containing at least three genes, spanning both trans-E (71 of 79) and trans-G (45 of 79) regulation. In trans-G regulation, polymorphisms in a regulator's coding region affect the expression of its targets. Indeed, regulators in the vicinity of a locus identified by our model as a trans-G regulator show nonsynonymous variation in their coding regions (P Ͻ 1.52 ϫ 10 Ϫ2 ) but not in their promoter region (P Ͼ 0.2). Interestingly, although trans-E regulators are not necessarily associated with sequence variation, a nonsynonymous to synonymous substitution ratio dN͞dS test (17) on the top expression regulators in the 14 largest modules (Ͼ50 genes) showed that these regulators are enriched for the genes under positive selection (P Ͻ 0.013), supporting their key role in the perturbation of this network (see Supporting Materials, which is published as supporting information on the PNAS web site).
We evaluated our method statistically ( Fig. 1 ) by estimating the proportion of the genetic variance (PGV) of expression values (see Materials and Methods) explained by the Geronemo model, compared with the results obtained by Brem and Kruglyak (16) . The Geronemo model explains a significantly greater fraction of the variance: explaining Ͼ50% PGV for 828 genes, as compared with 238 in the analysis of Brem and Kruglyak (16) of the same data set. Our comparison to three simpler Geronemo models suggests that most of the improvement results from the incorporation of trans-E regulation, which captures indirect effects of sequence variation. Also significant is the association of regulatory programs with modules rather than individual genes, which helps in two ways: First, it allows us to ascribe linkages even when the signal is too faint to be detected by using a single gene-based statistic. Second, because of the larger number of data points in each module, we can robustly learn a much richer combinatorial regulation program. Indeed, Brem and Kruglyak (16) suggest that 50% of highly heritable transcripts can be explained only by using more than five loci. The use of modules allows the identification of complex combinatorial regulation, explaining more of the expression variation.
Overall, our analysis captured regulatory relationships spanning a wide range of mechanisms, including transcription factors, signaling molecules (kinases and phosphotases), chromatin modification factors, RNA processing, and other posttranscriptional regulation (Table 1) . In a detailed analysis using a range of available resources, we found statistically significant experimental support for 13 of 79 of these modules and weaker support for an additional 41 ( Table 2 , which is published as supporting information on the PNAS web site).
The Zap1 module (Fig. 2a) demonstrates both the importance of the module-based analysis and Geronemo's ability to suggest fine-grained regulatory hypotheses. The module's key regulator is the zinc-regulated transcription factor Zap1 (10 nonsynonymous coding SNPs). The module contains 10 genes, of which six are known targets of Zap1. The regulatory program depends combinatorially on both Zap1 expression and the genotype of the region containing ZAP1; module genes are induced if Zap1 mRNA is present in abundance and is in its RM form. This program is poorly captured by genotype alone (Fig. 2b ). Zap1 itself is in a module whose key regulator is a locus on chromosome XIII. The model obtained by standard eQTL mapping (19) correctly associates only two of the genes and confounds direct and indirect regulation (Fig. 2d) . By contrast, Geronemo captures a more complete model of the regulatory influences, covering many more Zap1 targets, and correctly distinguishing direct and indirect interactions, illustrating the power of a module-based approach.
In some cases, Geronemo captured a module consisting of a coherent set of coregulated genes but identified only a proxy for its regulation program, an additional coregulated gene rather than the causal regulator. For example, the nucleosomal module ( Fig. 8 , which is published as supporting information on the PNAS web site) contains many histone genes and is enriched for cis-regulatory binding sites of the cell cycle regulator Fkh1 (P Ͻ 1.1 ϫ 10 Ϫ10 ), as well as for Mbp1 (P Ͻ 1.3 ϫ 10 Ϫ6 ) and Swi4 (P Ͻ 2.2 ϫ 10 Ϫ9 ), transcription factors that, in complex with Swi6, regulate cell cycle progression from G 1 to S phase. The module's key regulator is Apg1, an unrelated signaling protein that appears to be a proxy for Fkh1 and Swi6, both of which regulate Apg1 expression (20) and were excluded from the analysis because of low expression variation. Promoter analysis reveals a systematic disruption, in RM, of many cell-cycle regulated binding sites in some module genes and their upstream regulators ( Fig. 9 , which is published as supporting information on the PNAS web site), suggesting a possible mechanism for the differential regulation of this module. Thus, even when the exact regulator is not correctly identified, a careful analysis of a forcing each gene to form a separate module (SingleReg-G͞Reg-E; sky blue), and (iii) both of the constraints (SingleReg-G; yellow). A significant advantage is obtained by explicitly modeling regulatory effects by the expression values of regulators, and module-based models show higher PGV than the corresponding single gene-based models. Note that the module-based models identified more genetic regulators per gene than the single gene-based model (ModuleReg-G͞Reg-E: 5.25; ModuleReg-G: 6.09; SingleReg-G͞Reg-E: 1.36; SingleReg-G: 2.14). Importantly, because of the sharing of parameters between genes in a module, the Geronemo model actually has fewer estimated parameters than the method of Brem and Kruglyak despite allowing for rich combinatorial regulation programs. This result suggests that the module-based model achieves greater statistical power by using fewer parameters, both by correctly linking more genes and by recovering more intricate combinatorial interaction. module can reveal important information regarding regulatory events that vary between individuals.
Particularly intriguing were the large number of regulators involved in chromatin modification and the prevalence of chromosomal features (e.g., enrichment for particular chromosomal regions) in many of our modules. To study this phenomenon systematically, we characterized each module in terms of three chromosomal characteristics (see Materials and Methods): modules that contain multiple and͞or long runs of consecutive genes along the chromosome; modules enriched for proximity to particular chromosomal domains (e.g., telomeres or Ty͞LTR elements); and modules enriched for chromatin modifying protein targets, defined by either differentially expressed genes (DEGs) (21) (22) (23) or ChIP assays (20, 24) . There was significant overlap between these three sets of modules (Fig. 3) , leading us to define a module as chromosomal if it had two of three of these characteristics. The 23 resulting chromosomal modules significantly overlap (10 of 16, P Ͻ 9.2 ϫ 10 Ϫ8 ) with the set of modules that have a chromatin modification factor as a trans-E regulator. Ten chromosomal modules have a trans-G regulator whose region contains a chromatin modification factor with nonsynonymous coding SNPs, and four modules are combinatorially regulated by both trans-G and trans-E chromatin modification factors. Altogether, 16 of 23 of these modules have a known chromatin modification factor in their regulation program. The targets of chromatin modification factors are generally not well characterized, making it difficult to verify these learned regulatory programs. However, in two cases, enough data were available to compare against our model's predictions.
The telomere module (Fig. 4a ) contains 42 genes, of which 40 are in the telomeres of multiple chromosomes. The module is repressed in the RM parent relative to BY, suggesting that telomeric silencing is enhanced in RM. The module's top regulator is a locus containing RIF2 (SNPs: six promoter and eight nonsynonymous coding), which controls telomere length and establishes telomeric silencing. Rif2 functions at telomeres with Rap1p, binding to its C terminus (26) . Indeed, most of the module genes are bound by Rap1 (24) . The module is combinatorially regulated by Swi1 (SNPs: 23 promoter and 51 non-syn coding), a component in the Swi͞Snf chromatin remodeling complex. Indeed, many of the module genes are differentially expressed under Swi1 deletion (23) . Swi1 itself is cis-regulated, but the effect of its genotype on the telomere module appears to be indirect, via changes to the Swi1 expression level. (in order) are as follows: module, module number; #genes, number of genes in the module; runs, whether the module contains multiple or long runs of genes along the chromosome (blue); dom, whether the module exhibits enrichment for some chromosomal domain (light cyan, telomeres; dark cyan, Ty͞LTR); target enrichment, list of chromatin modification complexes such that the module is enriched for DEGs of some gene in the complex (sorted in order of P value); chrom, whether the module was characterized as chromosomal (purple); reg-E, chromatin modifiers that are trans-E module regulators; reg-G, chromatin modifiers with SNPs that are in the region of trans-G module regulators. The strong overlap between different chromosomal characteristics (runs, domains, and chromatin DEGs) supports our definition of a chromosomal module as one that contains two of three characteristics. There is significant overlap between chromosomal modules and modules predicted by our analysis to have a chromatin modifier as a regulator (see Results).
The Ty module (Fig. 4b) contains 23 Ty elements, 6 paralogous genes similar to YLR223C, and 27 distinct genes. To limit the effect of cross-hybridization of the Ty and YLR223C sequences, we included only a single representative of these two groups in any enrichment analysis. Interestingly, 17 of the 29 remaining genes are within 5 genes of either Ty elements or the related LTR element (P Ͻ 3.9 ϫ 10 Ϫ5 ). The module's top regulator (trans-E) is Isw2 (SNPs: five promoter and zero coding), a member of the imitation-switch class of ATPdependent chromatin remodeling complexes. Indeed, the module is significantly enriched (P Ͻ 3.1 ϫ 10 Ϫ8 ) for Isw2 ChIP targets (25) . Transcription of Ty elements depends on several chromatin remodeling factors but has never been tested for the imitation-switch class. Note that, whereas Isw2 expression is strongly correlated with the expression of the module genes, its genotype is significantly less predictive (Fig. 4b) .
Overall, modules that have trans-E chromatin regulators cover 971 genes, approximately one-third of the genes that are varying in the data set, suggesting that genetic variation in chromatin modification factors plays a significant role in explaining the gene expression variance in these progeny. To quantitatively test this hypothesis, we selected a subset of chromatin regulators, those whose DEGs are enriched in one of our modules and those that appeared as regulators in one of our modules and contain SNPs. The PGV explained by the 23 markers associated with these regulators is a significant fraction of the PGV explained by the entire set of markers, and much larger than 100 random subsets of 23 relevant markers (Fig. 5) . The average PGV value (over the genes included in our analysis) in the chromatin model is 11.93, as compared with 14.44 in the marker-only Geronemo model. By contrast, the median model among the 100 random runs had an average PGV of 7.57. Overall, chromatin markers explain a larger fraction of the variance in these data than all 100 random groups of regulatory markers.
A prominent feature of our chromosomal modules is the frequent appearance of the Swi͞Snf chromatin remodeling complex, with 11 modules enriched for DEGs of swi1 or snf2 mutants (23) and 3 modules containing Swi1 as a trans-E regulator (Fig. 3) . We noticed that SNF2 (SNPs: 9 promoter and 48 nonsynonmous coding) and SWI1 (SNPs: 23 promoter and 51 nonsynonymous coding) contained a large number of SNPs. In fact, the genes encoding components of the Swi͞Snf genes are enriched (P Ͻ 4.2 ϫ 10 Ϫ4 ) for hypervariability of coding regions (see Methods). Moreover, a nonsynonymous to synonymous substitution ratio test (17) shows that the Swi͞Snf complex is enriched (P Ͻ 1.2 ϫ 10 Ϫ3 ) for genes (ARP9, RTT102, SNF11, SNF12, SNF6, and TAF14) that are subject to positive evolutionary selection pressure. A similar analysis for other regulator families revealed no enrichment (see Supporting Materials). These findings suggest that there is evolutionary pressure to We selected a subset of 23 ''chromatin markers'' (see Results) and learned a Geronemo model by using only these as candidate genetic regulators. We compared the resulting PGV (pink) with that of our full genotype-only model. Also, we compared with 100 Geronemo runs by using 23 markers randomly chosen from linked, regulatory markers (see Results). The range of these runs is shown by the light-blue-shaded region, and the run corresponding to the curve with the median area is shown with a light-blue line.
control the gene expression of multiple targets via sequence variation in these chromatin remodeling factors.
Discussion
Geronemo is capable of uncovering a broad range of regulatory interactions, including direct transcription, signaling, and chromatin modification. Importantly, it also provides significant insight into the mechanisms by which genotype perturbs the regulatory network, leading to expression changes. As in other forms of analysis, care must be taken when interpreting an inferred model, because neither genetic linkage nor correlation of gene expression necessarily imply causality; nevertheless, many of the interactions inferred by Geronemo are supported by additional data and literature.
We attribute the success of the analysis to two main factors. First, the use of expression regulators and the statistical robustness provided by the module-based approach allow us to uncover signals that are difficult to detect by using standard linkage methods. Second, the data itself, expression variation among individuals, appears particularly well suited to the detection of regulatory interactions. Unlike other types of data (e.g., individual gene deletions or environmental stimuli), these arrays represent small, natural perturbations to the system, allowing subtle changes to manifest. Moreover, each array represents a large set of such perturbations, providing a rich source of statistical variation that helps clarify the signal. Interestingly, many perturbations are revealed only in the offspring, with the parents showing no expression variation. We believe that the parent strains evolve so that perturbations in one part of the system are often ''corrected'' by perturbations in another, leading to similar responses. In their progeny, the effect of genetic perturbations is revealed clearly both in expression and in phenotype (8, 19) .
One of our most interesting findings is the large role of chromatin remodeling in the expression variation of these individuals and the fact that the Swi͞Snf complex specifically appears to be under positive selective pressure. This finding raises obvious questions: How do functional differences between this and other chromatin remodeling complexes influence this process? Are the effects the result of specific target genes whose expression depends on this activity or are there chromosomal structure constraints? Overall, our finding suggests that, at least in these yeast strains, it was advantageous to effect global changes in the regulatory network by evolving a small set of chromatin remodeling proteins. It would be of great interest to explore whether this phenomenon arises in other organisms.
The combination of genotype data and the expression perturbations across individuals was a powerful resource for uncovering regulatory mechanisms. Expanding the experimental data in two directions will enhance greatly the ability of our analysis to disentangle the regulatory network. First, in the data we used (16), gene expression was measured in rich media conditions, leaving parts of the network that are active only in other conditions unperturbed; probing these progeny under different environmental conditions and stimuli can help uncover these regions of the network. Second, the study of other strains can deconvolve additional mechanisms that remain unperturbed between the BY and RM strains.
An exciting extension of this work will be the application of Geronemo to mammalian data, using the recently published human and mouse HapMap data (1) and the increasingly available data on individual gene expression (5, 27, 28) . Several features typical of mammalian systems will require significant extensions, including larger genomes, more regulators, the effect of lineage-specific gene regulation, and contributions of heterozygous alleles in diploid cells. Although mammalian systems are significantly more complex, we expect that the number of significant causal factors in the context of a single cell type to be similar to yeast. Therefore, given Geronemo's ability to learn a broad range of regulatory interactions, we believe that this application will allow us to uncover regulatory networks in higher-level organisms and to understand the mechanisms underlying complex phenotypes, including human disease.
Materials and Methods
Data Set. We used gene expression data measured from 112 meiotic recombinant progeny of two yeast strains: BY4716 (BY; a laboratory strain) and RM11-1a (RM; a natural isolate). We selected the 3,152 genes for which Ͼ90% of the expression values are present, and that had SD Ͼ0.25 in expression level. We used the genotype values, measured in 2,957 genetic markers, merging adjacent, highly correlated markers, for a total of 581 markers (Table 3 , which is published as supporting information on the PNAS web site). As candidate expression regulators, we compiled a large list of regulators that potentially might have transcriptional effect, including: transcription factors, signaling molecules, chromatin modification factors, and RNA factors (degradation and RNA processing). The list was derived by using Gene Ontology annotations in SGD (29) and further corrections through manual curation. We intersected this list with the 3,152 genes above, resulting in 304 candidate regulators (see Table 1 ).
Geronemo Learning Algorithm. Our approach extends the module network approach of Segal et al. (13) to allow two types of regulatory factors: g regulators, the genotype of some chromosomal region defined by a marker that (in our data) has two possible split values for the two progenitor alleles; and e regulators, the expression level of some regulator R, whose set of possible splits is continuous. This modification required some substantial extensions to the module network algorithm, briefly summarized below (see Supporting Materials for full details).
Learning a Geronemo model involves two tasks: (i) assigning each gene into some regulatory module; and (ii) learning the regulation program for each module. We initialized the learning procedure with 500 modules obtained by k means clustering and then iterated over two phases: learning the regulatory program for the current modules and reassigning genes to modules. We use a Bayesian scoring approach, which roughly corresponds to the ability of each module's regulatory program to predict variation in the gene expression of the module genes.
Given a set of modules, we learned a regression tree (regulatory program) for each module by using the candidate e and g regulators as candidate queries for each decision node. We recursively learn the regulatory program by choosing, at each point, the regulator that best splits the gene expression of the module genes into two distinct behaviors. When considering a potential split, we evaluate all candidate regulators and split values and we picked that which achieves the highest improvement in score. No prior biological knowledge regarding the regulator is used in this procedure.
We added a number of important modifications to the original module network algorithm, which we briefly review here:
Y Rather than fixing the number of modules in advance, we allow this number to be selected automatically via steps that introduce modules (see below) and by deleting modules that become empty. Indeed, we found that the final number of modules learned was insensitive to the number used for initialization (see Fig. 10 , which is published as supporting information on the PNAS web site). Y To allow for cis-regulation effects, we introduced a step that allows genes to ''break off'' from their module and create a new, typically single gene, cis-linked module. This step also was performed only when it increased the model's overall score.
Y To improve the biological validity and statistical significance of our regulation program, we introduced an false discovery rate permutation test (computing ␦ scores for random permutations of regulators) when determining whether a split in the regulation tree is warranted. This test also helps to correct for the fact that the continuous-valued candidate e regulators have more possible split values than the discrete-valued ones and, therefore, are more likely to accidentally explain the data in the module. Y To bias the model in favor of more biologically plausible regulation programs, we introduced a ''power law'' prior distribution on model structures that imposes sparsity both on the number of targets of each regulator and on the number of distinct split values that a regulator has. Y We iterated the Geronemo procedure until convergence. This resulted in 198 regulatory modules. A small number of modules had low coherence, defined as the average Bayesian score per gene; these modules did not provide a good explanation of the data and, therefore, were less likely to represent true biological relationships. We filtered out the 33 least coherent modules, using this score, resulting in 165 modules that we then evaluated.
Enrichment Analysis for Number of Polymorphisms in a Gene Group.
We applied an enrichment analysis of polymorphisms for several groups of genes: cis genes, regulators in the vicinity of markers selected as genotype regulators, and the genes in the Swi͞Snf complex. For coding sequences, we evaluated enrichment for nonsynonymous SNPs. We computed enrichment of the polymorphisms in a gene group of interest G by comparing the distribution of the number of polymorphisms in G and in a control group consisting of the neighbors of genes in G. We computed a P value by using a nonparametric permutation test described in detail in Supporting Materials.
Proportion of Genetic Variance Explained by Genetic Regulators.
We estimated the PGV explained by the identified genetic regulators (18) by following the procedure of Brem and Kruglyak (16); see
Supporting Materials for details. We randomly divided the data of 112 segregants into a detection set and an estimation set. We used Geronemo on the detection set to learn a set of modules and regulation programs and used the estimation set to calculate the PGV for these regulation programs. The PGV formula uses a corrected single factor ANOVA, which automatically accounts for model complexity. We repeated this process 10 times with different random splits of data and estimated PGV of each gene by taking the average of its PGV over 10 runs.
Chromosomal Characteristics. We defined three criteria for chromosomal features of modules: (i) enrichment for DEGs or ChIP targets of chromatin modifiers, as defined in the Supporting Materials; we used a very stringent cutoff for enrichment of P value Ͻ1.0 ϫ 10 Ϫ5 (Fig. 3, target enrichment) .
(ii) At least 20% of the modules genes appear consecutively along the chromosome in runs of length at least 2 (Fig. 3, runs) . (iii) Tendency for a module's genes to be significantly close to chromosomal domains such as telomeres, Ty elements, or LTR elements, evaluated by a Kolmogorov-Smirnoff test (with cutoff P Ͻ 0.001) comparing the distribution of distances (measured in bps) between the module genes and the closest telomere͞Ty͞LTR element and the same distribution for the other genes (Fig. 3,  dom) . A chromosomal module was defined to be a module with at least two of the above three chromosomal features.
Supporting Information. We briefly describe the key methods used in the analysis, deferring detailed explanation to Supporting Materials. Also, for more data, see Fig. 11 and Tables 4 and 5 , which are published as supporting information on the PNAS web site.
