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Abstract
In this thesis, we investigate different representations and models for large-scale video
understanding. These methods include a mid-level representation for action recognition,
a deep-learned representation for video analysis, a generic convolutional network
architecture for video voxel prediction, and a new high-level task and benchmark of
video comprehension.
First, we present EXMOVES, a mid-level representation for scalable action recognition. The entries in EXMOVES representation are the calibrated outputs of a set of
movement classifiers over spatial-temporal volumes of the input video. Each movement
classifier is a simple exemplar-SVM trained on low-level features. Our EXMOVES
requires a minimal amount of supervision while also obtaining good action recognition
accuracy. It is approximately 70 times faster than other mid-level video representations.
Second, we propose an effective method for spatiotemporal feature learning using deep
3-dimensional convolutional networks (3D ConvNets) trained on a large-scale video
dataset. We show that 3D ConvNets are more suitable for spatiotemporal feature
learning compared to 2D ConvNets. Our learned features, C3D, with a simple linear
classifier outperform state-of-the-art methods on four different benchmarks and are
comparable with current best methods on the other two benchmarks. The features are
also very compact, efficient to compute, and easy to use. Third, we develop a generic
iii

3D ConvNet architecture for video voxel prediction. Our preliminary results show
that our architecture can be applied for different voxel prediction problems with good
results. Finally, we propose a new task, namely Video Comprehension, construct a
large-scale benchmark, and develop a set of fundamental baselines as well as conduct
a human study on the newly-proposed benchmark.
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Chapter 1
Introduction
Due to the fast-growing number of Internet applications, there is a large number of
videos being shared every minute. For example, 300 hours of video are uploaded to
YouTube every minute 1 . This amount of video (not counting other video sharing
sites such as Instagram, Facebook, and many others) goes beyond the human capacity
to analyze and understand the underlining trends. It is essential for us to have a
computer algorithm that can make sense of this data in order to build meaningful and
useful applications.
Video understanding is one of the core problems in computer vision which has
been studied for decades. However, most recent methods are not well-designed for
large-scale applications [84, 113]. Thus, applying the current algorithms to applications
where we need to analyze millions of videos daily is difficult.
Let us consider what factors prevent video classification methods from being practical for large-scale applications. The main obstacles of the current methods are their
complicated representations and models. Complicated representations are normally
1

YouTube statistics as of December 2014
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hand-designed features [113], interest point detectors [62, 19], or expensive template
matching [84]. Expensive classification methods include non-linear kernels [112, 57]
and high dimension representations such as the Fisher Vector [77]. We consider
these factors carefully when we develop our EXMOVES. In EXMOVES, both the
representation and the classification model are designed to be linear, thus EXMOVES
is very efficient at run-time. EXMOVES is also scalable because it requires only a
minimum number of annotations (e.g., one bounding box annotation per an exemplar).
In recent years, deep learning has shown its great success in many domains
and applications [56, 69, 33, 124, 125]. This success is mainly due to the powerful
expressiveness of deep networks (highly non-linear with many feature layers) which
can be efficiently trained on large-scale datasets (e.g., using back-propagation) by
more powerful parallel machines. While deep learning shows good progress in the
image domain, there are only a few contributions in regard to videos [46, 90]. These
approaches, however, are not well-suited for motion modeling as they use 2D ConvNets
which are designed for appearance-based representations. We propose to use 3D
ConvNets to learn spatiotemporal features and show that our learned features, C3D,
significantly outperform methods that use 2D ConvNet as well as hand-designed
features. In addition, our learned features are also fast at run-time, compact to store,
and simple to use.
Apart from accuracy and scalability, video understanding methods also need to be
able to provide high-quality predictions. This property is an indication of the extent to
which and in how much detail the algorithms understand the videos. Current methods
mainly tackle the classification problem in which they provide very simple predictions:
a class label per one input video [60, 76, 45, 84, 74]. On the other hand, some video
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captioning (or video description) approaches [34, 109] can provide high semantic-level
video predictions such as a sentence describing the input video. This type of prediction
is also lacking in detail. We propose a generic deep ConvNet architecture for video
voxel prediction. Our method can provide much more detailed information about
videos, such as one prediction per input voxel. We show that our approach is useful
for various video analysis applications.
Finally, as an attempt to make a long-term impact on video understanding, we
propose a new challenging task called Video Comprehension, along with a largescale benchmark for this task. In video comprehension, computers take a video clip
as well as a multiple-choice question (a set of K English sentences) as an input
and then predict which English sentence best describes the content of the input
clip. Although this task shares some similarities with other video understanding
tasks such as video description [109] and visual question-and-answer (VQA) [1], it
has some important differences, making it a more well-posed problem and easier
to quantitatively evaluate. In fact, video description is an ill-posed problem and
challenging to quantitatively evaluate because of many possible correct descriptions
and linguistic ambiguity. For example, given an input video, there are many ways
to describe it, including indentifying the weather, scenes, subjects, actions, or even
the feeling of the subject appearing in the video. This makes it very difficult to
quantitatively compare the effectiveness of different methods on this task. On the
other hand, VQA is a less ill-posed problem compared to video captioning. However,
multiple true answers are still possible, such as in terms of different linguistic ways to
express an answer. In addition, scaling up the dataset for VQA is difficult because of
its complicated and expensive annotations of questions and answers.
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We believe that video comprehension is more well-posed and easier to quantitatively
evaluate than visual captioning and VQA. We propose a semi-automatic framework
for constructing a large-scale benchmark for video comprehension. The Imagenet
Challenge [82] taught us that if we can define a good and well-posed task, provide a
large-scale and unbiased benchmark, and motivate the research community to solve it
together, good research impacts are possible when the problem is solved (or partly
solved). It potentially leads to a better understanding about the problem as well as
related problems. When Imagenet classification challenge is (partly) solved, the other
related problems (e.g., detection, segmentation, optical flow) are also improved.
In summary, the main contributions of this thesis are the following:
• A mid-level representation for scalable video classification that is mainly designed
for large-scale applications. We show that on a budget annotation cost, limited
training data, and moderate machine power, scalable video classification is
feasible.
• A novel deep representation for videos with desired properties for large-scale
applications. We show that with large-scale training data, we can learn good spatiotemporal features that can run at super-realtime while being highly accurate
and compact.
• A novel approach for video voxel prediction that is generic enough to be applied
for different voxel labeling tasks. We show that video voxel prediction is feasible
provided that voxel ground truth annotations are available.
• A new challenging video understanding task, Video Comprehension, and a largescale benchmark for this task. The new task is more well-posed and easier for
4
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quantitative evaluations. We also conduct a varied set of baselines as well as a
human study to gain a better understanding of the newly-proposed task.

5

Chapter 2
EXMOVES: a Mid-Level
Representation for Scalable Action
Analysis
Abstract
In this chapter we present EXMOVES – learned exemplar-based features for efficient
recognition and analysis of actions in videos. The entries in our descriptor are produced
by evaluating a set of movement classifiers over spatial-temporal volumes of the input
video sequences. Each movement classifier is a simple exemplar-SVM trained on
low-level features, i.e., an SVM learned using a single annotated positive space-time
volume and a large number of unannotated videos.
Our representation offers several advantages. First, since our mid-level features are
learned from individual video exemplars, they require minimal amount of supervision.
Second, we show that simple linear classification models trained on our global video
6
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descriptor yield action recognition accuracy approaching the state-of-the-art but at
orders of magnitude lower cost, since at test-time no sliding window is necessary and
linear models are efficient to train and test. This enables scalable action recognition,
i.e., efficient classification of a large number of actions even in massive video databases.
Third, we show the generality of our approach by training our mid-level descriptors
from different low-level features and testing them on two distinct video analysis tasks:
human activity recognition as well as action similarity labeling. Experiments on largescale benchmarks demonstrate the accuracy and efficiency of our proposed method on
both these tasks.

2.1

Introduction

Human action recognition and matching are important but still largely-unsolved
computer vision problems motivated by many useful applications, including contentbased video retrieval, automatic surveillance, and human-computer interaction. The
difficulty of the task stems from the large intra-class variations in terms of subject
and scene appearance, motion, viewing positions, as well as action duration.
We argue that most of the existing action recognition methods are not designed
to handle such heterogeneity. Typically, these approaches are evaluated only on
simple datasets involving a small number of action classes and videos recorded in labcontrolled environments [5, 108]. Furthermore, in the design of the action recognizer
very little consideration is usually given to the computational cost which, as a result,
is often very high.
We believe that modern applications of action recognition demand scalable systems
that can operate efficiently on large databases of unconstrained image sequences,
7
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such as YouTube videos. For this purpose, we identify three key-requirements to
address: 1) the action recognition system must be able to handle the substantial
variations of motion and appearance exhibited by realistic videos; 2) the training of
each action classifier must have low-computational complexity and require little human
intervention in order to be able to learn models for a large number of human actions;
3) the testing of the action classifier must be efficient so as to enable recognition in
large repositories, such as video-sharing websites.
This work addresses these requirements by proposing a global video descriptor that
yields state-of-the-art action recognition accuracy even with simple linear classification
models. The feature entries of our descriptor are obtained by evaluating a set of
movement classifiers over the video. Each of these classifiers is an exemplar-SVM [71]
trained on low-level features [61, 113] and optimized to separate a single positive video
exemplar from an army of “background” negative videos. Because only one annotated
video is needed to train an exemplar-SVM, our features can be learned with very
little human supervision. The intuition behind our proposed descriptor is that it
provides a semantically-rich description of a video by measuring the presence/absence
of movements similar to those in the exemplars. Thus, a linear classifier trained on this
representation will express a new action-class as a linear combination of the exemplar
movements (which we abbreviate as EXMOVES). We demonstrate that these simple
linear classification models produce surprisingly good results on challenging action
datasets. In addition to yielding high-accuracy, these linear models are obviously
very efficient to train and test, thus enabling scalable action recognition, i.e., efficient
recognition of many actions in large databases.
Our approach can be viewed as extending to videos the idea of classifier-based
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image descriptors [111, 99, 67, 16] which describe a photo in terms of its relation to a
set of predefined object classes. To represent videos, instead of using object classes, we
adopt a set of movement exemplars. In the domain of action recognition, our approach
is most closely related to the work of Sadanand and Corso [84], who have been the first
to describe videos in terms of a set of actions, which they call the Action Bank. The
individual features in Action Bank are computed by convolving the video with a set
of predefined action templates. This representation achieves high accuracy on several
benchmarks. However, the template-matching step to extract these mid-level features
is very computationally expensive. As reported in [84], extracting mid-level features
from a single video of UCF50 [92] takes a minimum of 0.4 hours up to a maximum
of 34 hours. This computational bottleneck effectively limits the number of basis
templates that can be used for the representation and constrains the applicability of
the approach to small datasets.
Our first contribution is to replace this prohibitively expensive procedure with a
technique that is almost two orders of magnitude faster. This makes our descriptor
applicable to action recognition in large video databases, where the Action Bank
framework is simply too costly to be used. The second advantage of our approach is
that our mid-level representation can be built on top of any arbitrary spatial-temporal
low-level features, such as appearance-based descriptors computed at interest points
or over temporal trajectories. This allows us to leverage the recent advances in design
of low-level features: for example, we show that when we use dense trajectories [113]
as low-level features, a simple linear classifier trained on the HMDB51 dataset using
our mid-level representation yields a 41.6% relative improvement in accuracy over the
Action Bank built from the same set of video exemplars. Furthermore, we demonstrate
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that our representation is general in the sense that it can be applied to different
low-level features and it can be used for several video analysis tasks, such as action
recognition and action similarity labeling. Finally, the experiments reported in this
chapter show that a linear classifier applied to our mid-level representation produces
consistently much higher accuracy than the same linear model directly trained on the
low-level features used by our descriptor.
Our EXMOVES are also related to Discriminative Patches [38], which are spatialtemporal volumes selected from a large collection of random video patches by optimizing
a discriminative criterion. The selected patches are then used as a mid-level vocabulary
for action recognition. Our approach differs from this prior work in several ways. As
discussed in 2.4.4, each EXMOVE feature can be computed from simple summations
over individual voxels. This model enables the use of Integral Videos [47], which
reduce dramatically the time needed to extract our features. Discriminative Patches
cannot take advantage of the Integral Video speedup and thus they are much more
computationally expensive to compute. This prevents their application in largescale scenarios. On the other hand, Discriminative Patches offer the advantage
that they are automatically mined, without any human intervention. EXMOVES
require some amount of human supervision, although minimal (just one hand-selected
volume per exemplar). In practice such annotations are inexpensive to obtain. In
our experiments we show that EXMOVES learned from only 188 volumes greatly
outperform Discriminative Patches using 4000 volumes.
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2.2

Related Work

Human action recognition and analysis have a long history in the computer vision
literature. The previous approaches can be roughly classified into low-level featurebased, mid-level feature-based, and top-level action modeling approaches.

2.2.1

Low-level feature-based approaches

Low-level feature-based approaches represent videos by low-level feature primitives.
These features can be either sparsely or densely sampled from the videos. Spatiotemporal interest points can also be applied for sparse features. Efros et al. used
optical flows to represent and classify actions [22]. Laptev and Lindeberg extended
the Harris corner detector to 3D in order to detect spatio-temporal interest points
(STIPs) [62, 61]. Dollár et al. used a 1D Gabor filter and a 2D Gaussian smoothing
kernel to detect Cuboids for behavior recognition [19]. The Cuboids interest point
detector is denser compared to STIPs and allows the users to adjust the desired level
of sparsity. Gorelick et al. proposed Space-Time Shapes for modeling actions [5] by
solving a Poisson equation. Derpanis et al. used 3D Gabor filters to extract “Spacetime orientation” for action recognition [18]. Motivated by the success of image-based
features such as HOG [14] and SIFT [70], HOG3D [86] and SIFT3D [50] were also
proposed for modeling video features. Ke et al. used boosting to learn volumetric
features for event detection [48]. Quoc et al. demonstrated that spatio-temporal
features can be learned under unsupervised setting using stacked ISA with strong
performance [65]. Recently, Wang et al. proposed Dense Trajectories [116] and its
improved version, namely improved Dense Trajectories [113] which is widely considered
the current state-of-the-art in video features for human action recognition, achieving
11
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the top performance on various benchmarks.

2.2.2

Mid-level feature-based approaches

Mid-level feature-based approaches represent videos using a set of mid-level features,
which are usually classifiers trained on low-level representations. Fathi and Mori used
Adaboost to train a set of mid-level weak classifiers for human action recognition [26]
using optical flow as low-level features. Similarly, Ke et al. used a Boosting method
to learn volumetric features for action detection [47], but directly on raw video
voxels. Along the line of visual attributes for static images [30, 59, 25], Liu et
al. proposed to represent human actions by data-driven attributes and used them
for action recognition [68]. Inspired by the success of ObjectBank [67], Sadanand
and Corso proposed to represent videos as a set of video templates called ActionBank [84]. Despite its promising discriminative power, the high computational cost
prevents this method to be applicable in large-scale scenarios. Jian et al. used
Discriminative Patches to represent videos for action classification [38]. The main
benefit of this method is being trained in an unsupervised manner. However, due
to the unsupervised nature of the training, the method does need to have a large
number of mid-level features in order to attain a reasonable discriminative capacity
(see results in our experimental section). Our EXMOVES are closely related to Action
Bank and Discriminative Patches as these are all forms of mid-level representation.
Compared to Action Bank, our mid-level classifiers are linear SVMs while Action
Bank builds on template matching, which is much more computationally expensive.
On the other hand, while Discriminative Patches are trained without supervision, our
EXMOVES are weakly supervised. In our experiments we show that EXMOVES

12

2.3 Approach Overview
achieve better discriminative power while requiring a minimal amount of annotation,
i.e., one annotated bounding box per mid-level classifier.

2.2.3

Top-level action modeling approaches

The top-level action modeling approaches use low-level feature representations but focus
on top-level action modeling to improve the classification accuracy. Wang and Suter
proposed the use of silhouettes to describe human activities [115]. Niebles and Fei-Fei
used bag-of-word representation to model videos for action recognition [75]. Tran et al.
showed metric learning [117] can improve action recognition [103]. Laptev et al. used
Boosting method to classify human action in realistic movies [64, 63]. Yuan et al. used
mutual information maximization to detect and recognize actions in videos [122, 121].
Yu et al. used random forest for indexing and retrieving actions in videos [119]. Hu et
al. used multiple-instance learning to detect human actions [36]. Hough transform
was also used to recognize actions [120].
Although many of these approaches have been shown to yield good accuracy on
standard human action benchmarks, they are difficult to scale to recognition in large
repositories as they involve complex feature representations or learning models, which
are too costly to compute on vast datasets.

2.3

Approach Overview

We explain the approach at a high level using the schematic illustration in Figure 2.1.
During an offline stage, our method learns Na exemplar-movement SVMs (EXMOVES),
shown on the left side of the figure. Each EXMOVE is a binary classifier optimized
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EXMOVE 1

Max-pooling on
response volumes

Input Video
EXMOVE 2

EXMOVE
features

...
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EXMOVE Na

Figure 2.1: Overview of our approach. During an offline stage, a collection of exemplarmovement SVMs (EXMOVES) is learned. Each EXMOVE is trained using a single positive
video exemplar and a large number of negative sequences. These classifiers are then used as
mid-level feature extractors to produce a semantically-rich representation of videos.

to recognize a specific action exemplar (e.g., an instance of “biking”) and it uses
histograms of quantized space-time low-level features for the classification. Note that
in order to capture different forms of each activity, we use multiple exemplars per
activity (e.g., multiple instances of “biking”), each contributing a separate EXMOVE.
The set of learned EXMOVES are then used as mid-level feature extractors to produce
an intermediate representation for any new input video: we evaluate each EXMOVE
on subvolumes of the input video in order to compute the probability of the action at
different space-time positions in the sequence. Specifically, we slide the subvolume of
each EXMOVE exemplar at Ns different scales over the input video. As discussed in
section 2.4.4, this evaluation can be performed efficiently by using Integral Videos [47].
Finally, for each EXMOVE, we perform max-pooling of the classifier scores within Np
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spatial-temporal pyramid volumes. Thus, for any input video this procedure produces
a feature vector with Na × Ns × Np dimensions. Because the EXMOVE features
provide a semantically-rich representation of the video, even simple linear classification
models trained on our descriptor achieve good action categorization accuracy.

2.4

Exemplar-Movement SVMs (EXMOVES)

Our EXMOVE classifiers are linear SVMs applied to histograms of quantized spacetime low-level features calculated from subvolumes of the video. In section 2.4.1 we
describe the two space-time low-level descriptors used in our experiments, but any
quantize-able appearance or motion features can be employed in our approach.
In principle, to train each SVM classifier we need a reasonable number of both
positive and negative examples so as to produce good generalization. Unfortunately, we
do not have many positive examples due to the high human cost of annotating videos.
Thus, we resort to training each SVM using only one positive example, by extending
to videos the exemplar-SVM model first introduced by Malisiewicz et al. for the case
of still images [71]. Specifically, for each positive exemplar, we manually specify a
space-time volume enclosing the action of interest and excluding the irrelevant portions
of the video. The histogram of quantized low-level space-time features contained in
this volume becomes the representation used to describe the positive exemplar. Then,
our objective is to learn a linear SVM that separates the positive exemplar from the
histograms computed from all possible subvolumes of the same size in negative videos.
It may appear that training a movement classifier from a single example will lead
to severe overfitting. However, as already noted in [71], exemplar-SVMs actually have
good generalization as their decision boundary is tightly constrained by the millions of
15
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negative examples that the classifier must distinguish from the positive one. In a sense,
the classifier is given access to an incredible amount of training examples to learn
what the positive class is not. Furthermore, we use the exemplar-SVMs simply as
mid-level feature extractors to find movements similar to the positive exemplar. Thus,
their individual categorization accuracy is secondary. In other words, rather than
applying the individual exemplar-SVMs as action recognizers, we use them collectively
as building blocks to define our action categorization model, in a role similar to the
weak-learners of boosting techniques [110].

2.4.1

Low-level features used in EXMOVES

Although any arbitrary low-level description of space-time points or trajectories can
be used in our framework, here we experiment with the two following representations:
• HOG-HOF-STIPs. Given the input video, we first extract spatial-temporal
interest points (STIPs) [61]. At each STIP we compute a Histogram of Oriented
Gradients (HOG) and a Histogram of Flows (HOF) [15] using the implementation
in [63]. We concatenate the HOG and the HOF descriptor to form a 162dimensional vector representing the STIP. Finally, we run k-means on these
vectors to learn a codebook of D = 5, 000 cluster centroids. Given the codebook,
any space-time volume in a video is represented in terms of the histogram of
codewords occurring within that volume. We normalize the final histogram using
the L1 norm.
• Dense Trajectories. These are the low-level motion and appearance descriptors
obtained from dense trajectories according to the algorithm described in [113].
The trajectories are computed for non-stationary points using a median-filtered
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optical flow method and are truncated every 15 frames. Each trajectory is
then described in terms of its shape (point coordinate features, 30 dimensions),
appearance (HOG features, 96 dimensions), optical flow (HOF features, 108
dimensions) and boundary motion (MBHx and MBHy features, 96 dimensions
each). As in [113], we learn a separate dictionary for each of these 5 descriptors.
We use a codebook of d = 5, 000 cluster centroids for each descriptor. Thus,
each space-time volume in a video is then represented as a vector of D = 25, 000
dimensions obtained by concatenating the 5 histograms of trajectories occurring
within that volume. We L1-normalize the final histogram.

2.4.2

Learning EXMOVES

The input for learning an EXMOVE consists of a positive video V + containing a
manually-annotated space-time 3D box bounding the action of interest xE , and
−
thousands of negative videos V1..N
without action volume annotations. The only

requirement on the negative videos is that they must represent action classes different
from the category of the positive exemplar (e.g., if the exemplar contains the action
dancing, we exclude dancing videos from the negative set). But this constraint can be
simply enforced given action class labels for the videos, without the need to know the
space-time volumes of these negative actions. For example, tagged Internet videos
(e.g., YouTube sequences) could be used as negative videos, by choosing action tags
different from the activity of the positive exemplar.
It is worth noting that different movement exemplars will have different 3D box
shapes. For example, we expect a walking action to require a tall volume while
swimming may have a volume more horizontally elongated. As further discussed
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below, we maintain the original shape-ratio of the exemplar volume in both training
and testing. This means that we look for only tall volumes when detecting walking,
and short-and-wide volumes when searching for the swimming action.
Let xE be the manually-specified volume in the positive sequence V + .
Let us denote with φ(x) the L1-normalized histogram of codewords (computed
from either HOG-HOF-STIPs or Dense Trajectories) within a video volume x, i.e.,
φ(x) =

1
c(x)

[c1 (x), . . . , cD (x)]T , where ci (x) is the number of codeword i occurring in

volume x, and c(x) is the total number of codewords in x. Note that in the case of
Dense Trajectories, each trajectory contributes 5 codewords into the histogram since
it is quantized according to the 5 separate dictionaries.
Adopting the exemplar-SVM method in [71], our exemplar-SVM training procedure
learns a linear classifier f (x) = wT φ(x) + b, by minimizing the following objective
function:

min kwk2 + C1

X

w,b

x∈V + s.t.

h wT φ(x) + b



|x∩xE |
≥0.5
|xE |

+ C2

N X
X

h −wT φ(x) − b



(2.1)

i=1 x∈V −
i

where h(s) = max(0, 1−s) is the hinge loss, while C1 and C2 are pre-defined parameters
that we set so as to equalize the unbalanced proportion of positive and negative
examples. Note that the first summation in the objective involves subvolumes whose
spatial overlap with xE is greater than 50% and thus are expected to yield a positive
score, while the second summation is over all negative subvolumes. Unfortunately,
direct minimization of the objective in Eq. 2.1 is not feasible since it requires optimizing
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the SVM parameters on a gigantic number of subvolumes. Thus, we resort to an
alternation scheme similar to that used in [71] and [29]: we iterate between 1) learning
the parameters (w, b) given an active set S of negative volumes and 2) mining new
negative volumes with the current SVM parameters.
We first initialize the parameters of the classifier by traditional SVM training
using the manually-selected volume xE as positive example and a randomly selected
subvolumes from each of the other videos as negative example. At each iteration
the current SVM is evaluated exhaustively on every negative video to find violating
subvolumes, i.e., subvolumes yielding an SVM score below exceeding −1. These
subvolumes are added as negative examples to the active set S to be used in the
successive iterations of SVM learning. Furthermore, our training procedure adds as
positive examples the subvolumes of V + that have spatial overlap with xE greater
than 50% and SVM score below 1. We stop the iterative alternation between these
two steps when either no new subvolumes are added to the active set or a maximum
number of iterations M is reached. In our implementation we use M = 10, but we find
that in more than 85% of the cases, the learning procedure converges before reaching
this maximum number of iterations.
The pseudocode of our learning procedure is given in Algorithm 1. Lines 1 − 3
initialize the active set. The function svm_training in line 5 learns a traditional
binary linear SVM using the labeled examples in the active set. Note that we found
that at each iteration we typically have millions of subvolumes violating the constraints
(lines 7-11). In order to maintain the learning of the SVM feasible, in practice we add
to the active set only the volumes that yield the largest violations in each video, for a
maximum of k − = 3 per negative video and k + = 10 for the positive video.
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Algorithm 1 EXMOVE training
Require: A set of negative videos {V1− , . . . , VN− } and a manually-selected volume xE
in exemplar video V + .
Ensure: Parameters (w, b) of exemplar-SVM.
S ← {(xE , +1)}
for i = 1 to N do
S ← S ∪ {(xi , −1)} with xi randomly chosen from Vi−
end for
for iter = 1 to M do
(w, b) ← svm_training(S)
Sold ← S
E|
for all x in V + s.t. wT x + b < 1 & |x∩x
> 0.5 do
|xE |
S ← S ∪ {(x, +1)} //false negative
end for
for i = 1 to N do
for all x in Vi− s.t. wT x + b > −1 do
S ← S ∪ {(x, −1)} //false positive
end for
end for
if Sold = S then
break
end if
end for

2.4.3

Calibrating the ensemble of EXMOVES

The learning procedure described above is applied to each positive exemplar independently to produce a collection of EXMOVES. However, because the exemplar
classifiers are trained dis-jointly, their score ranges and distributions may vary considerably. A standard solution to this problem is to calibrate the outputs by learning
for each classifier a function that converts the raw SVM score into a proper posterior probability compatible across different classes. To achieve this goal we use
the procedure proposed by Platt in [78]: for each exemplar-SVM (wE , bE ) we learn
parameters (αE , βE ) to produce calibrated probabilities through the sigmoid function
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T
g(x; wE , bE , αE , βE ) = 1/[1 + exp(αE (wE
x + bE ) + βE )]. The fitting of parameters

(αE , βE ) is performed according to the iterative optimization described in [78] using
as labeled examples the positive/negative volumes that are in the active set at the
completion of the EXMOVE training procedure. As already noted in [71], we also
found that this calibration procedure yields a significant improvement in accuracy
since it makes the range of scores more homogeneous and diminishes the effect of
outlier values.

2.4.4

Efficient computation of EXMOVE scores

Although replacing the template matching procedure of Action Bank with linear SVMs
applied to histograms of space-time features yields a good computational saving, this
by itself is still not fast enough to be used in large-scale datasets due to the exhaustive
sliding volume scheme. In fact, the sliding volume scheme is used in both training
and testing. In training, we need to slide the current SVM over negative videos to
find volumes violating the classification constraint. In testing, we need to slide the
entire set of EXMOVE classifiers over the input video in order to extract the mid-level
features for the subsequent recognition. Below, we describe a solution to speed up the
sliding volume evaluation of the SVMs.
Let V be an input video of size R × C × T . Given an EXMOVE with parameters
(wE , bE ), we need to efficiently evaluate it over all subvolumes of V having size equal to
the positive exemplar subvolume xE (in practice, we slide the subvolume at Ns different
scales but for simplicity we illustrate the procedure assuming we use the original scale).
It is worth noting that the branch-and-bound method of Lampert et al. [58] cannot
be applied to our problem because it can only find the subwindow maximizing the

21

2.4 Exemplar-Movement SVMs (EXMOVES)
classification score while we need the scores of all subvolumes; moreover it requires
unnormalized histograms.
Instead, we use integral videos [47] to efficiently compute the EXMOVE score
for each subvolume. An integral video is a volumetric data-structure having size
equal to the input sequence (in this case R × C × T ). It is useful to speed up
the computation of functions defined over subvolumes and expressed as cumulative
P
sums over voxels, i.e, functions of the form H(x) = (r,c,t)∈x h(r, c, t), where (r, c, t)
denotes a space-time point in volume x and h is a function over individual space-time
voxels. The integral video for h at point (r, c, t) is simply an accumulation buffer B
storing the sum of h over all voxels at locations less than or equal to (r, c, t), i.e.,
P
P
P
B(r, c, t) = r0 ≤r c0 ≤c t0 ≤t h(r0 , c0 , t0 ). This buffer can be built with complexity
linear in the video size. Once built, it can be used to compute H(x) for any subvolume
x via a handful of additions/subtractions of the values in B.
In our case, the use of integral video is enabled by the fact that the classifier
score can be expressed in terms of cumulative sums of individual point contributions,
as we illustrate next. For simplicity we describe the procedure assuming that φ(x)
consists of a single histogram (as is the case for HOG-HOF-STIPs) but the method is
straightforward to adapt for the scenario where φ(x) is the concatenation of multiple
histograms (e.g., the 5 histograms of Dense Trajectories). Let us indicate with P (x)
the set of quantized low-level features (either STIPs or Dense Trajectories) included in
subvolume x of video V and let ip be the codeword index of a point p ∈ P (x). Then
we can rewrite the classification score of exemplar-SVM (w, b) on a subvolume x as
follows (we omit the constant bias term b for brevity):
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P
D
X
1
p∈P (x) wip
wi ci (x) = P
.
wT φ(x) =
c(x) i=1
p∈P (x) 1

(2.2)

Equation 2.2 shows that the classifier score is expressed as a ratio where both the
numerator and the denominator are computed as sums over individual voxels. Thus,
the classifier score for any x can be efficiently calculated using two integral videos
(one for the numerator, one for the denominator), without ever explicitly computing
the histogram φ(x) or the inner product between w and φ(x). In the case where φ(x)
contains the concatenation of multiple histograms, then we would need an integral
video for each of the histograms (thus 5 for Dense Trajectories), in addition to the
common integral video for the denominator.

2.5

Implementation Details

Training data for EXMOVES. Since our approach shares many similarities with
Action Bank, we adopt training and design settings similar to those used in [84] so as
to facilitate the comparison between these two methods. Specifically, our EXMOVES
are learned from the same set of UCF50 [92] videos used to build the Action Bank
templates. This set consists of 188 sequences spanning a total of 50 actions. Since the
Action Bank volume annotations are not publicly available, we manually selected the
action volume xE on each of these exemplar sequences to obtain Na = 188 exemplars.
As negative set of videos we use the remaining 6492 sequences in the UCF50 dataset:
for these videos no manual labeling of the action volume is available nor it is needed
by our method. Action Bank also includes 6 templates taken from other sources but
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these videos have not been made publicly available; it also uses 10 templates taken
from the KTH dataset. However, as the KTH videos are lower-resolution and contain
much simpler actions compared to those in UCF50, we have not used them to build
our EXMOVES. In the experiments we show that, while our descriptor is defined
by a smaller number of movement classifiers (188 instead of 205), the recognition
performance obtained with our mid-level features is consistently on par with or better
than Action Bank.

Parameters of EXMOVE features. In order to compute the EXMOVE features from a new video, we perform max-pooling of the EXMOVE scores using a
space-time pyramid based on the same settings as those of Action Bank, i.e., Ns = 3
scaled versions of the exemplar volume xE (the scales are 1, 0.75, 0.5), and Np = 73
space-time volumes obtained by recursive octree subdivision of the entire video using
3 levels (this yields 1 volume at level 1, 8 subvolumes at level 2, 64 subvolumes at level
3). Thus, the final dimensionality of our EXMOVE descriptor is Na ×Ns ×Np = 41, 172.

2.6
2.6.1

Experiments
Action Recognition

Action classification model. All our action recognition experiments are performed
by training a one-vs-the-rest linear SVM on the EXMOVES extracted from a set of
training videos. We opted for this classifier as it is very efficient to train and test,
and thus it is a suitable choice for the scenario of large-scale action recognition that
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we are interested in addressing. The hyperparameter C of the SVM is tuned via
cross-validation for all baselines, Action Bank, and our EXMOVES.

Test datasets. We test our approach on the following large-scale action recognition datasets:
(a) HMDB51 [57]: It consists of 6849 image sequences collected from movies as well
as YouTube and Google videos. They represent 51 action categories. The results
for this dataset are presented using 3-fold cross validation on the 3 publicly
available training/testing splits, each containing 3580 training videos and 1540
test examples.
(b) Hollywood-2 [72]: This dataset includes over 20 hours of video, subdivided in
3669 sequences, spanning 12 action classes. We use the publicly available split
of training and testing examples.
(c) UCF50: This dataset contains 6676 videos taken from YouTube for a total of 50
action categories. This dataset was used in [84] and [38] to train and evaluate
Action Bank and Discriminative Patches.
(d) UCF101 [92] (part 2): UCF101 is a superset of UCF50. For this test we only
use videos from action classes 51 to 101 (from now on denoted as part 2), thus
omitting the above-mentioned classes and videos of UCF50. This leaves a total
of 6851 videos and 51 action classes. We report the accuracy of 25-fold cross
validation using the publicly available training/testing splits.
Comparison of recognition accuracies. We now present the classification
performance obtained with our features on the four benchmarks described above. We
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Datasets
Low-level
features
3D Gaussians
HOG3D
HOG-HOF-STIPs
Dense Trajectories

Mid-level
descriptor
Action Bank
Discriminative
Patches
BOW
EXMOVES
BOW
EXMOVES

Descriptor
dimensionality
44,895

HMDB51
26.9

Hollywood-2
n/a

UCF50
57.9

UCF101
(part 2)
n/a

9,360
5,000
41,172
25,000
41,172

n/a
20.0
27.7
34.4
41.9

n/a
32.6
44.7
43.7
56.6

61.2
52.8
63.4
81.8
82.8

n/a
49.1
57.2
60.9
71.6

Table 2.1: Comparison of recognition accuracies on four datasets. The classification model is
an efficient linear SVM applied to 4 distinct global mid-level descriptors: Action Bank [84], Discriminative Patches [38], Histogram of Space-Time Visual Words (BOW) and our EXMOVES.
We consider two different low-level features to build BOW and EXMOVES: HOG-HOF-STIPs
and Dense Trajectories. Our EXMOVES achieve the best recognition accuracy on all four
datasets using Dense Trajectories, and greatly outperform the BOW descriptor for both our
choices of low-level features, HOG-HOF-STIPs and Dense Trajectories.

consider in our comparison three other mid-level video descriptors that can be used for
action recognition with linear SVMs: Action Bank [84], Discriminative Patches [38]
as well as histograms of visual words (BOW) built for the two types of low-level
features that we use in EXMOVES, i.e., HOG-HOF-STIPs and Dense Trajectories. As
in [113], we use a dictionary of 25,000 visual words for Dense Trajectories and 5,000
visual words for HOG-HOF-STIPs. Due to the high computational complexity of the
extraction of Action Bank features, however, we were unable to test this descriptor on
the large-scale datasets of Hollywood-2 and UCF101. For Discriminative Patches, we
can only report accuracy on UCF50 since this is the only large-scale dataset on which
they were tested in [38] and no software to compute these features is available.
The accuracies achieved by the different descriptors are summarized in Table 2.1.
From these results we see that our EXMOVE descriptor built from Dense Trajectories
yields consistently the best results across all four datasets. Furthermore, EXMOVES
gives always higher accuracy than BOW built from the same low-level features, for both
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Action Class
Basketball
Clean and Jerk
Diving
Golf Swing
High Jump
Javeline Throw
Mixing
PoleVault
Pull Up
Push Ups
Tennis Swing
Throw Discus
Volleyball Spiking
Mean Classification

Action Discriminative
Bank
Patches
EXMOVES
53.84
50.00
56.93
85.00
95.65
91.07
78.79
61.29
96.08
90.32
75.86
90.14
38.46
55.56
81.30
45.83
50.00
73.50
42.85
55.56
97.16
60.60
84.37
94.38
91.67
75.00
96.00
85.00
86.36
91.18
44.12
48.48
85.03
75.00
87.10
93.13
43.48
90.90
89.66
64.23
70.47
87.35

Table 2.2: Recognition accuracies of our EXMOVES (applied to Dense Trajectories) compared
with those of Action Bank and Discriminative Patches using the same subset of 13 action
classes from UCF50 considered in [38].

HOG-HOF-STIPs and Dense Trajectories. The gap is particularly large on challenging
datasets such as Hollywood-2 and HMDB51. This underscores the advantageous effect
of the movement exemplars to which we compare the input video in order to produce
the EXMOVE features.
Table 2.2 lists the individual action recognition accuracies for the same subset of
13 UCF50 classes analyzed in [38]. We see that EXMOVES give the highest accuracy
on 10 out of these 13 action categories.
In Table 2.3 we present the recognition accuracy for the individual classes of
HMDB51 using a linear SVM trained on our EXMOVES with Dense Trajectories.
The best recognition performance is achieved for “golfing” (accuracy is 96.7%), while
the worst prediction is for the class “waving” (accuracy is 5.6%).
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Computational cost of mid-level feature extraction. We want to emphasize
that although our EXMOVES are based on a subset of the exemplars used to build
Action Bank, they always generate equal or higher accuracy. Furthermore, our
approach does so with a speedup of almost two-orders of magnitude in feature
extraction: Table 2.4 reports the statistics of the runtime needed to extract EXMOVES
and Action Bank. We used the software provided by the authors of [84] to extract
Action Bank features from input videos. Due to large cost of Action Bank extraction,
we collected our runtime statistics on the smaller-scale UT-I [83] dataset, involving
only 120 videos. Runtimes were measured on a single-core Linux machine with a CPU
@ 2.66GHz. The table reports the complete time from the input of the video to the
output of the descriptor, inclusive of the time needed to compute low-level features.
The extraction of EXMOVES is on average over 70 times faster than for Action Bank
when using HOG-HOF-STIPs and 11 times faster when using Dense Trajectories. We
can process the entire UT-Interaction dataset with HOG-HOF-STIPs using a single
CPU in 14 hours; extracting the Action Bank features on the same dataset would take
41 days.
We were unable to collect runtime statistics for Discriminative Patches due to the
unavailability of the software. However, we want to point out that this descriptor
uses many more patches than EXMOVES (1040 instead of 188) and it cannot use the
Integral Video speed-up.
Computational cost of action recognition. Finally, we would like to point out
that as shown in Table 2.1, the accuracies achieved by an efficient linear SVM trained
on EXMOVES are very close to the best published results of [113], which instead
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golf
pullup
pushup
brush hair
situp
kiss
catch
shake hands
hug
dribble
pour
climb
ride horse
flic flac
chew
clap
fencing

96.7
laugh
87.8
ride bike
76.7
turn
75.6 shoot bow
71.1
sit
68.9
drink
65.6
hit
65.6
push
62.2
fall floor
61.1 somersault
61.1 shoot ball
58.9
talk
56.7
jump
53.3 climb stairs
48.9 draw sword
48.9
smile
48.9 handstand

48.9
smoke
31.1
47.8
stand
31.1
47.8
kick
27.8
46.7
kick ball
26.7
46.7
walk
26.7
45.6
sword
25.6
44.4
cartwheel
20.0
43.3
run
20.0
42.2 sword exercise 18.9
41.1
dive
17.8
38.9
eat
17.8
37.8
shoot gun
16.7
36.7
pick
14.4
35.6
punch
11.1
35.6
throw
7.8
33.3 swing baseball 5.6
32.2
wave
5.6

Table 2.3: Recognition accuracy on the individual classes of HMDB51 using linear SVMs
trained on EXMOVES based on Dense Trajectories. Note that random chance would yield a
recognition rate of 1.96%

were obtained with a much more computationally expensive model, not suitable for
scalable action recognition: they report a top-performance of 46.6% and 58.2% on
HMDB51 and Hollywood-2, respectively, using an expensive non-linear SVM with
an RBF-χ2 kernel applied to BOW of Dense Trajectories. In our experiments we
found that training a linear SVM on EXMOVES for one of the HMDB51 classes takes
only 6.2 seconds but learning a kernel-SVM on BOW of Dense Trajectories requires
25 minutes (thus overhead is 250X); the testing of our linear SVM on a video takes
only 7 milliseconds, while the nonlinear SVM is on average more than two orders of
magnitude slower. Its cost depends on the on the number of support vectors, which
varies from a few hundreds to several thousands. Nonlinear SVMs also need more
memory to store the support vectors.
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Descriptor
Action Bank
EXMOVES
w/ HOG-HOF-STIPs
EXMOVES
w/ Dense Trajectory

Extraction time
per video (minutes)
mean max min
495 1199 132

# frames
per second
mean
0.012

7

16

3

0.82

43

70

29

0.13

Table 2.4: Statistics of time needed to extract the mid-level descriptors Action Bank and
EXMOVES. The time needed to extract EXMOVES features for the entire UT-I dataset
using a single CPU is only 14 hours; instead, it would take more than 41 days to compute
Action Bank descriptors for this dataset.

Varying the number of exemplars. In this experiment we study how the
accuracy of our method changes as a function of the number of EXMOVES used in the
descriptor. Starting from our complete feature vector defined by Na = 188 exemplars
and having dimensionality Na × Ns × Np = 41, 172, we recursively apply a feature
selection procedure that eliminates at each iteration one of the EXMOVE exemplars
and removes its associated Ns × Np features from the descriptor. We apply a variant of
multi-class Recursive Feature Elimination [11] to determine the EXMOVE to eliminate
at each iteration. This procedure operates as follows: given a labeled training set of
video examples for K classes, at each iteration we retrain the one-vs-the-rest linear
SVMs for all K classes using the current version of our feature vector and then we
remove from the descriptor the EXMOVE that is overall “least used” by the K linear
classifiers by looking at the average magnitude of the SVM parameter vector w for
the different EXMOVE sub-blocks.
We perform this analysis on the HDMB51 dataset using both HOG-HOF-STIPs
and Dense Trajectories as low-level features for EXMOVES. Figure 2.2 reports the
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EXMOVES w/ HOG−HOF−STIPs
EXMOVES w/ Dense Trajectories

5
0
0
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# EXMOVES
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Figure 2.2: Accuracy on HMDB51 as a function of the number of EXMOVES. We use
Recursive Feature Elimination to reduce the number of EXMOVES. The accuracy remains
near the state-of-the-art even when using only 100 exemplars.

3-fold cross-validation error as a function of the number of EXMOVES used in our
descriptor. Interestingly, we see that the accuracy remains close to the top-performance
even when we reduce the number of exemplars to only 100. This suggests a certain
redundancy in the set of movement exemplars. The accuracy begins to drop much
more rapidly when fewer than 50 exemplars are used.

The effects of multiple scales and spatio-temporal pyramid levels. We
study the effects of varying the number of scales and the number of spatio-temporal
pyramid levels on EXMOVES. The version of EXMOVES having highest dimensionality
involves three different scales (1, 0.75, 5) and three different spatio-temporal pyramid
levels (1 × 1 × 1, 2 × 2 × 2, and 3 × 3 × 3), as already discussed in the previous section.
Here we vary the number of scales from only 1 scale (1), 2 scales (1, 0.75), or all 3 scales.
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Datsset

# of scales
1 pyr. level
UCF50
2 pyr. levels
3 pyr. levels
1 pyr. level
UCF101-part2 2 pyr. levels
3 pyr. levels

1
2
68.3 (188)
68.4 (376)
74.8 (1,692) 77.1 (3,384)
77.3 (13,724) 80.1 (27,448)
51.9 (188)
54.3 (376)
62.0 (1,692) 64.7 (3,384)
65.4 (13,724) 69.1 (27,448)

3
68.4 (564)
78.0 (5,076)
82.8 (41,172)
53.7 (564)
66.2 (5,076)
71.6 (41,172)

Table 2.5: Effects of multiple scales and spatio-temporal pyramid levels on EXMOVES. The recognition accuracy on UCF50 and UCF101-part2 are reported for different
numbers of scales and levels of spatio-temporal pyramid. The EXMOVE dimensionalities for
the different settings are shown in brackets.

We also vary the number of pyramid levels: only 1 level (level 1), 2 levels (1 and 2), or
all 3 levels. At the lowest dimensionality, we only use 1 scale and 1 level of pyramid,
which gives rises a 188-dimensional feature vector. At the highest dimensionality,
with 3 scales and 3 pyramid levels, EXMOVES become 41, 172-dimensional feature
vectors. Table 2.5 presents the action recognition accuracy of EXMOVES varying the
number of scales and pyramid levels on UCF50 and UCF101-part 2. The empirical
results show that EXMOVES do not benefit much from multiple scales, but their
performance is significantly boosted by the use of multiple spatio-temporal pyramid
levels. Reducing from 3 scales to 2 scales causes only a 1-2% in accuracy, while
going from 2 scales to 1 scale causes a degradation in accuracy of 2.5-3.5% on both
datasets. Instead, moving from 3 to 2 pyramid levels the accuracy drops by 4-5%, and
reducing the number of pyramid levels from 2 to 1 degrades the accuracy by 10-12%.
Interestingly, EXMOVES built with 1-scale and 1-pyramid-level are 188-dimensional
and they achieve an accuracy of 68.3% on UCF50. This is considerably higher than
the accuracies of Action Bank [84] and Discriminative Patches [38] (57.9% and 61.2%,
respectively), which have much higher dimensionality.
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Datsset
WS-EXMOVES
EXMOVES

HMDB51
35.2
41.9

Hollywood-2
56.0
56.6

UCF50 UCF101-part2
78.0
69.3
82.8
71.6

Table 2.6: The effects of bounding box annotations on EXMOVES. WS-EXMOVES
are trained without manual bounding-box annotations, while EXMOVES are learned using
a single manually-annotated bounding box in each video. The action recognition accuracy
of WS-EXMOVES is 1-6% lower than that of EXMOVES on the HMDB51, Hollywood-2,
UCF50, and UCF101 datasets.

The effects of bounding box annotations. We study the effects of annotations
on our EXMOVES. In this experiment, we train our EXMOVES without using any
bounding box annotations. We call these features WS-EXMOVES (weakly-supervised
EXMOVES). We note that, as before, we are still using one positive example and many
negative examples to train our mid-level descriptor, except for not using bounding box
annotations. To train each WS-EXMOVE, we randomly generate k + = 10 subvolumes
from the positive video and k − = 3 subvolumes from each negative video. These
subvolumes are used as positive and negative training examples to train a linear SVM.
Each linear SVM is then calibrated by the same algorithm as before [78]. Table 2.6
compares the accuracies of WS-EXMOVES and EXMOVES on four different datasets.
On Hollywood-2, the difference is small – only 0.6%, due to the small dataset and the
reduced number of classes to discriminate (12-categories). On UCF50 and UCF101part 2, the difference is about 2.3%-4.8%, while on the more challenging HMDB51
dataset the gap is 6.7%. As the accuracy drop for not having bounding box annotations
is small, one can even afford to increase the number of exemplars to improve the
discriminative power of the descriptor at very little annotation cost.
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2.6.2

Qualitative Results on Action Retrieval

We also qualitatively evaluate our EXMOVES on the task of action retrieval. In
this experiment, given a query video, we perform simple Top-K retrieval using the
Euclidean distance. Figure 2.3 shows the 15-nearest neighbors for 4 different queries
using EXMOVES on UCF50. We intentionally chose queries from classes that can be
recognized reliably (“Pommel Horse” and “Punch” ), but also from the hardest category
to recognize (“Basketball” which is often confused with “Volleyball Spiking” and “’Pizza
Tossing”). “Clean and Jerk” ranks roughly in the middle among all categories in terms
of recognition accuracy with EXMOVES. As shown in Figure 2.3, for the two queries
in the categories “Pommel Horse” and “Punch”, all 15-nearest belong to the same class
as the query. The top-15 results retrieved for the query “Clean and Jerk” include one
incorrect example (belonging to the class “Bench Press”). The retrieval results for
the query belonging to the most challenging class (“Basketball”) include many more
mistakes (10 in the top-15).
We also qualitatively evaluate our EXMOVES on the task of action retrieval across
different datasets. Figure 2.4 shows the top-5 retrieval results when the query videos
are from HMDB51 and the retrieval database is UCF50. We randomly selected queries
from the two classes having the highest recognition accuracy (the first and the second
query), the two classes having the worst recognition accuracy (the fifth and the sixth
query), and from two classes with intermediate accuracy (the third and the fourth
query). For the “ride horse” query, the top-5 results are all correct. The “pull up”
retrieval results include an error (a “Swing” video, which exhibits appearance and
motions similar to those of “pull up”). Note how for the query “riding bike”, the top-5
results include one incorrect video of “riding horse”. Finally, the “push up” query yields
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three incorrect examples of “bench press”, which are similar in pose and motions to
“push up”.

2.6.3

Action Similarity Labeling

We now show that our EXMOVES can be applied to tasks beyond action recognition
by presenting results on the problem of action similarity labeling [53].

Dataset. We use the ASLAN challenge dataset [53] for action similarity labeling.
The dataset consists of 3697 video clips of 432 action categories. Given a pair of video
clips as input, the objective is to determine whether they contain the “same” action or
“different” actions. Thus, this can be viewed as a binary classification problem. In
[53], the authors define 10 splits of the dataset. Each split contains 300 pairs of videos
with same actions and 300 video pairs with different actions. The dataset is difficult
because the number of action categories is large and the action classes are fine-grained.
For example, there are 29 variants of jumping, and 10 distinct categories of “sitting-up”.

Binary classification model for action similarity labeling. In [53] the authors report the performance of several features (HOG, HOF, HNF [61], and their
combination) with 12 different distance metrics used as kernels for binary classification
of video pairs. In order to maintain our approach scalable and efficient, we train
a binary linear SVM on the absolute difference of the two EXMOVE descriptors
extracted from the input pair. In other words, the SVM is trained on the absolute
difference vector to predict whether the two videos contain the same action or not.
Note that the other distances used in [53], such as the χ2 or other non-linear kernels,
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Pommel Horse

Punch

Clean and Jerk

Basketball

Figure 2.3: Action retrieval on UCF50. The left column shows the query videos. Next
to each query we show the 15-nearest neighbors retrieved using EXMOVES. The incorrectlyretrieved examples (i.e., videos belonging to a class different from that of the query) are
marked with a red X. The first two query are from classes that are easy to recognize, the
third query is randomly chosen from a class that ranks roughly in the middle in terms of
recognition accuracy. The last query is randomly chosen from the most difficult class to
36 Best viewed in color.
recognize (according to the confusion matrix).
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ride horse

pull up

dive

ride bike

punch

push up
Figure 2.4: Cross-dataset action retrieval. The first column shows the query videos from
HMDB51. To the right of each query video we show the 5-nearest neighbors retrieved from
UCF50. The retrieved examples that have incorrect label are marked with a red X. Best
viewed in color.
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are much more costly to compute. We report the labeling accuracy as well as the area
under ROC curve using 10-fold cross validation as used in [53].

Comparison of features for action similarity labeling. Table 2.7 presents
the accuracy of our EXMOVES on the similarity labeling challenge. We include
comparative results obtained with current state-of-the-art features using the same
binary classification model, i.e., a binary SVM trained on the absolute difference
vector. Our EXMOVES outperform all single feature descriptors (HOG, HOF, HNF)
by 2-3% on accuracy and 3-4% on AUC. Our EXMOVES are even better than the
combination of these three feature vectors, providing an improvment of 0.5% and 1%
on accuracy and AUC, respectively.
Figure 2.5 shows qualitative results of action similarity labeling using EXMOVES
for 4 test pairs of videos. Each row shows an input test pair of video clips (we present
three frame of each video clip). The ground-truth action labels are marked in blue
in the right bottom corner of each image sequence. The first two test pairs are true
positives, i.e., the linear SVM using EXMOVES correctly labels these pairs as “same”.
It is worth noting that the second test example is quite difficult as the same actions
appearing in different scales, view, and lighting condition. The third pair causes a
false negative prediction: the SVM using EXMOVES fails to label this pair as “same,”
probably due to the largely different viewpoints of the two video clips. The last row
shows a false positive case. Our system fails to label the two videos as “different”
because of the similar patterns of motions and poses.
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Feature
Acc (AUC)

HOG
52.23 (54.41)

HOF
53.53 (55.59)

HNF
53.75 (55.90)

HOG-HOF-HNF
54.80 (57.01)

EXMOVES
55.32 (58.06)

Table 2.7: Action similarity labeling results. Comparisons between EXMOVES and current
state-of-the art features [53] using a binary linear SVM trained on the absolute difference
vector, i.e., |x1 −x2 | where x1 , x2 here denote the feature vectors extracted from the two input
videos. The numbers are accuracies and area under ROC curve (in parenthesis). EXMOVES
outperform other single feature vectors by 3-4%, and combined descriptors by 1%.

2.7

Conclusions

We have presented an approach for efficient large-scale analysis of human actions. It
centers around the learning of a mid-level video representation that enables stateof-the-art accuracy with efficient linear classification models. The benefits of our
features are threefold. First, building our representation requires very little human
intervention, as only one positive manual annotation is required for each feature entry.
Second, our approach is easy to scale to large datasets thanks to low computational
cost of EXMOVE extraction and the good accuracy obtainable with l inear classifiers,
which are fast to train and test. Last but not least, our approach is quite general,
as it provides good accuracy with different types of low-level features and different
problems of human action analysis. Experiments on large-scale benchmarks of action
recognition and action similarity labeling show the accuracy and efficiency of our
approach. To our best knowledge, this work is the first one experimented on all known
large-scale benchmarks for human action analysis.
Our mid-level features are produced by evaluating a set of movement classifiers
over the input video. An important question we plan to address in future work is:
how many mid-level classifiers do we need to train before accuracy levels off? Also,
what kind of movement classes are particularly useful as mid-level features? Currently,
we are restricted in the ability to answer these questions by the scarceness of labeled
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Figure 2.5: Action similarity labeling. Visualizations of action similarity pairs. Each row
represent a test input pair. The binary classifier using EXMOVES correctly classifies the
pairs in the first two rows (true positives). The third row is a false negative, and the last
row is a false positive. Note that although the two video clips in the second row have largely
different scales and viewpoints, our method is able to correctly label them as containing the
same action. Our method fails to label the third pair as “different” because of the different
viewpoints, and the fourth pair as “same” because the two videos exhibit similar motions.
Best view in color.

data available, in terms of both number of video examples but also number of action
classes. An exciting avenue to resolve these issues is the design of methods that can
learn robust mid-level classifiers from weakly-labelled data, such as YouTube videos.
Additional material including software to extract EXMOVES from videos is available at http://vlg.cs.dartmouth.edu/exmoves.
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Chapter 3
Learning Spatiotemporal Features
with 3D Convolutional Networks
Abstract
In this chapter, we propose a simple, yet effective approach for spatiotemporal feature
learning using deep 3-dimensional convolutional networks (3D ConvNets) trained on
a large scale supervised video dataset. Our findings are three-fold: 1) 3D ConvNets
are more suitable for spatiotemporal feature learning compared to 2D ConvNets; 2)
A homogeneous architecture with small 3 × 3 × 3 convolution kernels in all layers is
among the best performing architectures for 3D ConvNets; and 3) Our learned features,
namely C3D (Convolutional 3D), significantly outperform state-of-the-art methods on
4 different video analysis tasks and 6 different benchmarks with a simple linear SVM.
In addition, the features are compact: achieving 52.8% accuracy on UCF101 dataset
with only 10 dimensions and also very efficient to compute: 91 times faster than the
current best hand-crafted features and approximately 2 orders of magnitude faster
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Dataset
Task
Method
Result
C3D
∆

Sport1M

UCF101

ASLAN

YUPENN

UMD

Object

act recg

act recg

act sim label

scene clas

scene clas

obj recg

[46]
80.2
85.2
5.0

[93]([60])
75.8 (89.1)
85.2 (90.4)
9.4 (1.3)

[77]
68.7
78.3
9.6

[28]
96.2
98.1
1.9

[28]
77.7
87.7
10.0

[80]
12.0
22.3
10.3

Table 3.1: C3D compared to best published results. C3D outperforms all previous
best reported methods on a range of benchmarks. On UCF101, we report accuracy for two
groups of methods. The first set of methods use only RGB frame inputs while the second
set of methods (in parentheses) use all possible features (e.g. optical flow, improved Dense
Trajectory).

than deep learning based video classification method using optical flow. Finally, they
are conceptually very simple and easy to train and use.

3.1

Introduction

Multimedia on the Internet is growing rapidly resulting in an increasing number of
videos being shared every minute. To combat the information explosion it is essential to
understand and analyze these videos for various purposes like search, recommendation,
ranking etc. The computer vision community has been working on video analysis for
decades and tackled different problems such as action recognition [62, 5], abnormal
event detection [7], and activity understanding [55]. Considerable progress has been
made in these individual problems by employing different specific solutions. However,
there is still a growing need for a generic video descriptor that helps in solving
large-scale video tasks in a homogeneous way.
There are four properties for an effective video descriptor: (i) it needs to be generic,
so that it can represent different types of videos well while being discriminative. For
example, Internet videos can be of landscapes, natural scenes, sports, TV shows,
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movies, pets, food and so on; (ii) the descriptor needs to be compact: as we are
working with millions of videos, a compact descriptor makes processing, storing, and
retrieving tasks much more scalable; (iii) it needs to be efficient to compute, as
thousands of videos are expected to be processed every minute in real world systems;
and (iv) it must be simple to implement. Instead of using complicated feature
encoding methods and classifiers, a good descriptor should work well even with a
simple model (e.g. linear classifier).
Inspired by the deep learning breakthroughs in the image domain [56] where rapid
progress has been made in the past few years in feature learning, various pre-trained
convolutional network (ConvNet) models [44] are made available for extracting image
features. These features are the activations of the network’s last few fully-connected
layers which perform well on transfer learning tasks [124, 125]. However, such image
based deep features are not directly suitable for videos due to lack of motion modeling
(as shown in our experiments in sections 3.4,3.5,3.6). In this chapter we propose to
learn spatio-temporal features using deep 3D ConvNet. We also show these features
significantly outperform image based deep features and hand-crafted features on
various video benchmarks by a good margin both qualitatively and quantitatively.
Although 3D ConvNets were proposed before [43, 46], to our knowledge this work
exploits 3D ConvNets in the context of large-scale supervised training datasets and
modern deep architectures to achieve the best performance on different types of video
analysis tasks. The features from these 3D ConvNets encapsulate information related
to objects, scenes and actions in a video, making them useful for various tasks without
requiring to finetune the model for each task. C3D has the properties that a good
descriptor should have: it is generic, compact, simple and efficient. To summarize,
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our contributions in this chapter are:
• We experimentally show 3D convolutional deep networks are good feature
learning machines that model appearance and motion simultaneously.
• We analyze different 3D ConvNet architectures empirically and find that the
architectures with 3 × 3 × 3 convolution kernels for all layers achieve the best
accuracy.
• The proposed features with a simple linear model significantly outperform best
published results on 4 different tasks and 6 different benchmarks (see Table 3.1).
They are also compact and efficient to compute.

3.2

Related Work

Videos have been studied by the computer vision community for decades. Over the
years various problems like action recognition [62], anomaly detection [7], video retrieval [3], event and action detection [76, 45], and many more have been proposed.
Considerable portion of these works are about video representations. Laptev and
Lindeberg [62] proposed spatio-temporal interest points (STIPs) by extending Harris
corner detectors to 3D. SIFT and HOG are also extended into SIFT-3D [86] and
HOG3D [51] for action recognition. Dollar et al. proposed Cuboids features for
behavior recognition [19]. Sadanand and Corso built ActionBank for action recognition [84]. Recently, Wang et al. proposed improved Dense Trajectories (iDT) [114]
which is currently the state-of-the-art hand-crafted feature. The iDT descriptor is
an interesting example showing that temporal signals could be handled differently
from that of spatial signal. Instead of extending Harris corner detector into 3D, it
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Figure 3.1: 2D and 3D convolution operations. a) Applying 2D convolution on an
image results in an image. b) Applying 2D convolution on a video volume (multiple frames
as multiple channels) also results in an image. c) Applying 3D convolution on a video volume
results in another volume, preserving temporal information of the input signal.

starts with 2D Harris corners in video frames and uses optical flow to track them. For
each tracker corner different hand-crafted features are extracted along the trajectory.
Despite its good performance, this method is computationally intensive and becomes
intractable on large-scale datasets.
With recent availability of powerful parallel machines (GPUs, CPU clusters),
together with large amounts of training data, convolutional neural networks (ConvNets) [66] have made a come back providing breakthroughs on visual recognition [33, 56]. ConvNets have also been applied to the problem of human pose
estimation in both images [39] and videos [40]. More interestingly these deep networks
are used for image feature learning [21]. Similarly, Zhou et al. and perform well
on transferred learning tasks. Deep learning has also been applied to video feature
learning in an unsupervised setting [65]. In Le et al. [65], the authors use stacked
ISA to learn spatio-temporal features for videos. Although this method showed good
results on action recognition, it is still computationally intensive at training and hard
to scale up for testing on large datasets. 3D ConvNets were proposed for human
action recognition [43, 96] and for medical image segmentation [41, 106]. Recently,
Karpathy et al. [46] trained deep networks on a large video dataset for video classification. Simonyan and Zisserman [90] used two stream networks to achieve best results
on action recognition.
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Among these approaches, the 3D ConvNets approach in [43] is most closely related
to us. This method used a human detector and head tracking to segment human
subjects in videos. The segmented video volumes are used as inputs for a 3-convolutionlayer 3D ConvNet to classify actions. In contrast, our method takes full video frames as
inputs and does not rely on any preprocessing, thus easily scaling to large datasets. We
also share some similarities with Karpathy et al. [46] and Simonyan and Zisserman [90]
in terms of using full frames for training the ConvNet. However, these methods are
built on using only 2D convolution and 2D pooling operations (except for the Slow
Fusion model in [46]) whereas our model performs 3D convolutions and 3D pooling
propagating temporal information across all the layers in the network (further detailed
in section 3.3). We also show that gradually pooling space and time information
and building deeper networks achieves best results and we discuss more about the
architecture search in section 3.3.2.

3.3

Learning Features with 3D ConvNets

In this section we explain in detail the basic operations of 3D ConvNets, analyze
different architectures for 3D ConvNets empirically, and elaborate how to train them
on large-scale datasets for feature learning.

3.3.1

3D convolution and pooling

We believe that 3D ConvNet is well-suited for spatiotemporal feature learning. Compared to 2D ConvNet, 3D ConvNet has the ability to model temporal information
better owing to 3D convolution and 3D pooling operations. In 3D ConvNets, convolu-
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tion and pooling operations are performed spatio-temporally while in 2D ConvNets
they are done only spatially. Figure 3.1 illustrates the difference, 2D convolution
applied on an image will output an image, 2D convolution applied on multiple images
(treating them as different channels [90]) also results in an image. Hence, 2D ConvNets
lose temporal information of the input signal right after every convolution operation.
Only 3D convolution preserves the temporal information of the input signals resulting
in an output volume. The same phenomena is applicable for 2D and 3D polling.
In [90], although the temporal stream network takes multiple frames as input, because
of the 2D convolutions, after the first convolution layer, temporal information is
collapsed completely. Similarly, fusion models in [46] used 2D convolutions, most of
the networks lose their input’s temporal signal after the first convolution layer. Only
the Slow Fusion model in [46] uses 3D convolutions and averaging pooling in its first
3 convolution layers. We believe this is the key reason why it performs best among
all networks studied in [46]. However, it still loses all temporal information after the
third convolution layer.
In this section, we empirically try to identify a good architecture for 3D ConvNets.
Because training deep networks on large-scale video datasets is very time-consuming,
we first experiment with UCF101, a medium-scale dataset, to search for the best
architecture. We verify the findings on a large scale dataset with a smaller number of
network experiments. According to the findings in 2D ConvNet [91], small receptive
fields of 3 × 3 convolution kernels with deeper architectures yield best results. Hence,
for our architecture search study we fix the spatial receptive field to 3 × 3 and vary
only the temporal depth of the 3D convolution kernels.
Notations: For simplicity, from now on we refer video clips with a size of c×l×h×w
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where c is the number of channels, l is length in number of frames, h and w are the
height and width of the frame, respectively. We also refer 3D convolution and pooling
kernel size by d × k × k, where d is kernel temporal depth and k is kernel spatial size.
Common network settings: In this section we describe the network settings
that are common to all the networks we trained. The networks are set up to take
video clips as inputs and predict the class labels which belong to 101 different actions.
All video frames are resized into 128 × 171. This is roughly half resolution of the
UCF101 frames. Videos are split into non-overlapped 16-frame clips which are then
used as input to the networks. The input dimensions are 3 × 16 × 128 × 171. We also
use jittering by using random crops with a size of 3 × 16 × 112 × 112 of the input
clips during training. The networks have 5 convolution layers and 5 pooling layers
(each convolution layer is immediately followed by a pooling layer), 2 fully-connected
layers and a softmax loss layer to predict action labels. The number of filters for 5
convolution layers from 1 to 5 are 64, 128, 256, 256, 256, respectively. All convolution
kernels have a size of d where d is the kernel temporal depth (we will later vary the
value d of these layers to search for a good 3D architecture). All of these convolution
layers are applied with appropriate padding (both spatial and temporal) and stride 1,
thus there is no change in term of size from the input to the output of these convolution
layers. All pooling layers are max pooling with kernel size 2 × 2 × 2 (except for the
first layer) with stride 1 which means the size of output signal is reduced by a factor
of 8 compared with the input signal. The first pooling layer has kernel size 1 × 2 × 2
with the intention of not to merge the temporal signal too early and also to satisfy the
clip length of 16 frames (e.g. we can temporally pool with factor 2 at most 4 times
before completely collapsing the temporal signal). The two fully connected layers have
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2048 outputs. We train the networks from scratch using mini-batches of 30 clips, with
initial learning rate of 0.003. The learning rate is divided by 10 after every 4 epochs.
The training is stopped after 16 epochs.
Varying network architectures: For the purposes of this study we are mainly
interested in how to aggregate temporal information through the deep networks. To
search for a good 3D ConvNet architecture, we only vary kernel temporal depth di of
the convolution layers while keeping all other common settings fixed as stated above.
We experiment with two types of architectures: 1) homogeneous temporal depth: all
convolution layers have the same kernel temporal depth; and 2) varying temporal
depth: kernel temporal depth is changing across the layers. For homogeneous setting,
we experiment with 4 networks having kernel temporal depth of d equal to 1, 3, 5,
and 7. We name these networks as depth-d, where d is their homogeneous temporal
depth. Note that depth-1 net is equivalent to applying 2D convolutions on separate
frames. For the varying temporal depth setting, we experiment two networks with
temporal depth increasing: 3-3-5-5-7 and decreasing: 7-5-5-3-3 from the first to the
fifth convolution layer respectively. We note that all of these networks have the same
size of the output signal at the last pooling layer, thus they have the same number of
parameters for fully connected layers. Their number of parameters is only different
at convolution layers due to different kernel temporal depth. These differences are
quite minute compared to millions of parameters in the fully connected layers. For
example, any two of the above nets with temporal depth difference of 2, only has
17K parameters fewer or more from each other. The biggest difference in number of
parameters is between depth-1 net and depth-7 net where depth-7 net has 51K more
parameters which is less than 0.3% of the total of 17.5 millions parameters of each
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Figure 3.2: 3D ConvNet architecture search. Action recognition clip accuracy on
UCF101 test split-1 of different 3D ConvNet architectures. 2D ConvNet performs worst and
3D ConvNet with 3 × 3 × 3 kernels performs best among the experimented nets.

network. This indicates that the learning capacity of the networks are comparable and
the differences in number of parameters should not affect the results of our architecture
search.

3.3.2

Architecture search

We train these networks on the train split 1 of UCF101. Figure 3.2 presents clip
accuracy of different architectures on UCF101 test split 1. The left plot shows results
of nets with homogeneous temporal depth and the right plot presents results of nets
that changing kernel temporal depth. Depth-3 performs best among the homogeneous
nets. Note that depth-1 is significantly worse than the other nets which we believe
is due to lack of motion modeling. Compared to the varying temporal depth nets,
depth-3 is the best performer, but the gap is smaller. We also experiment with bigger
spatial receptive field (e.g. 5 × 5) and/or full input resolution (240 × 320 frame inputs)
and still observe similar behavior. This suggests 3 × 3 × 3 is the best kernel choice
for 3D ConvNets (according to our subset of experiments) and 3D ConvNets are
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Figure 3.3: C3D architecture. C3D net has 8 convolution, 5 max-pooling, and 2 fully
connected layers, followed by a softmax output layer. All 3D convolution kernels are 3 × 3 × 3
with stride 1 in both spatial and temporal dimensions. Number of filters are denoted in
each box. The 3D pooling layers are denoted from pool1 to pool5. All pooling kernels are
2 × 2 × 2, except for pool1 is 1 × 2 × 2. Each fully connected layer has 4096 output units.

Method
# of Nets Clip@1
Single-Frame + Multires of [46]
3 nets
42.4
Slow Fusion of [46]
1 net
41.9
C3D (trained from scratch)
1 net
44.9
C3D (fine-tuned)
1 net
46.1

Video@1 Video@5
60.0
78.5
60.9
80.2
60.0
84.4
61.1
85.2

Table 3.2: Sports-1M classification result. C3D outperforms [46] by 5% on top-5 videolevel accuracy and achieves state-of-the-art result on this dataset.

consistently better than 2D ConvNets for video classification.
Verify on large-scale dataset: Previous experiments give us a lot of insights
about good architectures for 3D ConvNet, however, they are still conducted on a
medium-size dataset. To further verify if 3D ConvNet performs better than 2D
ConvNet, we collect a large-scale dataset, namely I380K, consisting of 380K Instagram
videos of 382 video concepts. The dataset is split into a train/test split for training
and evaluation. We train two 2D ConvNets and a 3D ConvNet on I380K from scratch
and evaluate their accuracy to verify if 3D ConvNet outperforms 2D ConvNets in
large-scale setting. The two 2D ConvNets are AlexNet [56] and VGG NetA [91].
The 3D ConvNet has an architecture similar to VGG NetA except we replace 2D
convolution and pooling by 3D operations. We find that our 3D ConvNet outperforms
AlexNet and VGG NetA by 4.5% and 2% respectively (random chance is 0.26%).
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3.3.3

Spatiotemporal feature learning

Network architecture: Our findings in the previous section indicate that homogeneous setting with convolution kernels of 3 × 3 × 3 is the best option for 3D ConvNets.
This finding is also consistent with a similar finding in 2D ConvNets [91]. With a
large-scale dataset, one can train a 3D ConvNet with 3 × 3 × 3 kernel as deep as
possible subject to the machine memory limit and computation affordability. With
current GPU memory, we design our 3D ConvNet to have 8 convolution layers, 5
pooling layers, followed by two fully connected layers, and a softmax output layer.
The network architecture is presented in figure 3.3. For simplicity, we call this net
C3D from now on. All of 3D convolution filters are 3 × 3 × 3 with stride (1 in both
space and time). All 3D pooling layers are 2 × 2 × 2 (except for pool1) with stride 1.
Only pool1 is of 1 × 2 × 2 with the intention of preserving the temporal information
in the early phase. Each fully connected layer has 4096 output units.
Dataset. To learn spatiotemporal features, we train our C3D on Sports-1M
dataset [46] which is currently the largest video classification benchmark. The dataset
consists of 1.1 million sports videos. Each video belongs to one of 487 sports categories.
Compared with UCF101, Sports-1M has 5 times the number of categories and 100
times the number of videos.
Training: Training is done on the Sports-1M train split. As Sports-1M has many
long videos, we randomly extract five 2-second long clips from every training video.
Clips are resized to have a frame size of 128 × 171. On training, we randomly crops
input clips into 16 × 112 × 112 crops for spatial and temporal jittering. We also
horizontally flip them with 50% probability. Training is done by SGD with mini-batch
size of 30 examples. Initial learning rate is 0.003, and is divided by 2 every 150K

52

3.3 Learning Features with 3D ConvNets
iterations. The optimization is stopped at 1.9M iterations (about 13 epochs). Beside
the C3D net trained from scratch, we also experiment with C3D net fine-tuned from
the model pre-trained on I380K.
Sports-1M classification results: Table 3.2 presents the results of our C3D
networks compared with DeepVideo [46]. Both C3D networks outperform DeepVideo’s
networks and achieve state-of-the-art accuracy. The C3D network trained from scratch
obtains 84.4% and the one fine-tuned from I380K pre-trained model yields 85.5% at
video top-5 accuracy. This result outperforms DeepVideo’s networks [46], which is
currently the best published result, by 5% on Sports-1M the current largest video
classification benchmark.
C3D video descriptor: After training, C3D can be used as a feature extractor
for other video analysis tasks. To extract C3D feature, a video is split into 16 frame
long clips with a 8-frame overlap between two consecutive clips. These clips are passed
to the C3D network to extract fc6 activations. These clip fc6 activations are averaged
to form a 4096-dim video descriptor which is then followed by an L2-normalization.
We refer to this representation as C3D video descriptor/feature in all experiments,
unless we clearly specify the difference.
What does C3D learn? We use the deconvolution method explained in [123] to
understand what C3D is learning internally. We observe that C3D starts by focusing
on appearance in the first few frames and tracks the salient motion in the subsequent
frames. Figure 3.4 visualizes deconvolution of two C3D conv5b feature maps with
highest activations projected back to the image space. In the first example, the feature
focuses on the whole person and then tracks the motion of the pole vault performance
over the rest of the frames. Similarly in the second example it first focuses on the eyes
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Figure 3.4: Visualization of C3D model, using the method from [123]. Interestingly,
C3D captures appearance for the first few frames but thereafter only attends to salient
motion. Best viewed on a color screen.

and then tracks the motion happening around the eyes while applying the makeup.
Thus C3D differs from standard 2D ConvNets in that it selectively attends to both
motion and appearance. We provide more visualizations in the appendix to give a
better insight about the learned feature.

3.4

Action recognition

Dataset: We evaluate C3D features on UCF101 dataset [92]. The dataset consists of
13, 320 videos of 101 human action categories. We use the three split setting provided
with this dataset.
Classification model: We extract C3D features and input them to a multiclass linear SVM for training models. We experiment with C3D descriptor using 3
different nets: C3D trained on I380K, C3D trained on Sports-1M, and C3D trained
on I380K and fine-tuned on Sports-1M. In the multiple nets setting, we concatenate
the L2-normalized C3D descriptors of these nets.
Baselines: We compare C3D feature with a few baselines: the current best handcrafted features, namely improved dense trajectories (iDT) [114] and the popular-used
deep image features, namely Imagenet [44], using Caffe’s Imagenet pre-train model.
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Method
Accuracy (%)
Imagenet
68.8
iDT
76.2
Deep networks [46]
65.4
Spatial stream network [90]
72.6
LRCN [20]
71.1
LSTM composite model [93]
75.8
C3D (1 net)
82.3
C3D (3 nets)
85.2
iDT with Fisher vector [77]
87.9
Temporal stream network [90]
83.7
Two-stream networks [90]
88.0
LRCN [20]
82.9
LSTM composite model [93]
84.3
Multi-skip feature stacking [60]
89.1
C3D (3 nets) + iDT
90.4
Table 3.3: Action recognition results on UCF101. C3D compared with baselines and
current state-of-the-art methods. Top: baseline results; Middle: methods taking only RGB
frames as inputs; Bottom: methods using multiple feature combinations.

For iDT, we use the bag-of-word representation with a codebook size of 5000 for each
feature channel of iDT which are trajectories, HOG, HOF, MBHx, and MBHy. We
normalize histogram of each channel separately using L1-norm and concatenate these
normalized histograms to form a 25K feature vector for a video. For Imagenet baseline,
similar to C3D, we extract Imagenet fc6 feature for each frame, average these frame
features to make video descriptor. A multi-class linear SVM is also used for these two
baselines for a fair comparison.
Results: Table 3.3 presents action recognition accuracy of C3D compared with
the two baselines and current best methods. The upper part shows results of the two
baselines. The middle part presents methods that use only RGB frames as inputs. And
the lower part reports all current best methods using all possible feature combinations
(e.g. optical flows, iDT).
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Figure 3.5: C3D compared with Imagenet and iDT in low dimensions. C3D, Imagenet, and iDT accuracy on UCF101 using PCA dimensionality reduction. C3D outperforms
Imagenet and iDT by 10-20% in low dimensions.

C3D fine-tuned net performs best among three C3D nets described previously. The
performance gap between these three nets, however, is small (1%). From now on, we
refer to the fine-tuned net as C3D, unless otherwise stated. C3D using one net which
has only 4, 096 dimensions obtains an accuracy of 82.3%. C3D with 3 nets boosts the
accuracy to 85.2% with the dimension is increased to 12, 288. C3D when combined
with iDT further improves the accuracy to 90.4%, while when it is combined with
Imagenet, we observe only 0.6% improvement. This indicates C3D can well capture
both appearance and motion information, thus there is no benefit to combining with
Imagenet which is an appearance based deep feature. On the other hand, it is benefit
to combine C3D with iDT as they are highly complementary to each other. In fact,
iDT is hand-crafted features based on optical flow tracking and histograms of low-level
gradients while C3D captures high level abstract/semantic information.
Compared with the baselines, C3D with 3 nets achieves 85.2% which is 9% and
16.4% better than iDT and Imagenet, respectively. On the only RGB input setting,
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C3D

Imagenet

Figure 3.6: Feature embedding. Feature embedding visualizations of Imagenet and C3D
on UCF101 dataset using t-SNE [107]. C3D features are semantically separable compared to
Imagenet suggesting that it is a better feature for videos. Each clip is visualized as a point
and clips belonging to the same action have the same color. Best viewed in color.

compared with CNN-based approaches, Our C3D outperforms deep networks [46]
and spatial stream network in [90] by 19.8% and 12.6%, respectively. Both deep
networks [46] and spatial stream network in [90] use AlexNet architecture. While
in [46], the net is fine-tuned from their model pre-trained on Sports-1M, spatial
stream network in [90] is fine-tuned from Imagenet pre-trained model. Our C3D is
different from these CNN-base methods in term of network architecture and basic
operations. In addition, C3D is trained on Sports-1M and used as is without any
finetuning. Compared with Recurrent Neural Networks (RNN) based methods, C3D
outperforms Long-term Recurrent Convolutional Networks (LRCN) [20] and LSTM
composite model [93] by 14.1% and 9.4%, respectively. C3D with only RGB input
still outperforms these two RNN-based methods when they used both optical flows
and RGB as well as the temporal stream network in [90]. However, C3D needs to
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be combined with iDT to outperform two-stream networks [90] and other iDT-based
methods [77, 60]. Apart from the promising numbers, C3D also has the advantage of
simplicity compared to the other methods.
C3D is compact: In order to evaluate the compactness of C3D features we
use PCA to project the features into lower dimensions and report the classification
accuracy of the projected features on UCF101 [92]. We apply the same process with
iDT [114] as well as Imagenet features [21] and compare the results in Figure 3.5.
At the extreme setting with only 10 dimensions, C3D accuracy is 52.8% which is
more than 20% better than the accuracy of Imagenet and iDT which are about 32%.
At 50 and 100 dim, C3D obtains an accuracy of 72.6% and 75.6% which are about
10-12% better than Imagenet and iDT. Finally, with 500 dimensions, C3D is able to
achieve 79.4% accuracy which is 6% better than iDT and 11% better than Imagenet.
This indicates that our features are both compact and discriminative. This is very
helpful for large-scale retrieval applications where low storage cost and fast retrieval
are crucial.
We qualitatively evaluate our learned C3D features to verify if it is a good generic
feature for video by visualizing the learned feature embedding on another dataset.
We randomly select 100K clips from UCF101, then extract fc6 features for those
clips using for features from Imagenet and C3D. These features are then projected to
2-dimensional space using t-SNE [107]. Figure 3.6 visualizes the feature embedding
of the features from Imagenet and our C3D on UCF101. It is worth noting that
we did not do any fine-tuning as we wanted to verify if the features show good
generalization capability across datasets. We quantitatively observe that C3D is better
than Imagenet.
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Figure 3.7: Action similarity labeling result. ROC curve of C3D evaluated on ASLAN.
C3D achieves 86.5% on AUC and outperforms current state-of-the-art by 11.1%.

3.5

Action Similarity Labeling

Dataset: The ASLAN dataset consists of 3, 631 videos from 432 action classes. The
task is to predict if a given pair of videos belong to the same or different action. We
use the prescribed 10-fold cross validation with the splits provided with the dataset.
This problem is different from action recognition, as the task focuses on predicting
action similarity not the actual action label. The task is quite challenging because the
test set contains videos of “never-seen-before” actions.
Features: We split videos into 16-frame clips with an overlap of 8 frames. We
extract C3D features: prob, fc7, fc6, pool5 for each clip. The features for videos are
computed by averaging the clip features separately for each type of feature, followed
by an L2 normalization.
Classification model: We follow the same setup used in [53]. Given a pair of
videos, we compute the 12 different distances provided in [53]. With 4 types of features,
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Method
[53]
[54]
[52]
[35]
[118]
Baseline
Ours

Features
STIP
STIP
MIP
MIP+STIP+MBH
iDT+FV
Imagenet
C3D

Model Acc. AUC
linear 60.9 65.3
metric 64.3 69.1
metric 65.5 71.9
metric 66.1 73.2
metric 68.7 75.4
linear 67.5 73.8
linear 78.3 86.5

Table 3.4: Action similarity labeling result on ASLAN. C3D significantly outperforms
state-of-the-art method [118] by 9.6% in accuracy and by 11.1% in area under ROC curve.

we obtain 48-dimensional (12 × 4 = 48) feature vector for each video pair. As these 48
distances are not comparable to each other, we normalize them independently such
that each dimension has zero mean and unit variance. Finally, a linear SVM is trained
to classify video pairs into same or different on these 48-dim feature vectors. Beside
comparing with current methods, we also compare C3D with a strong baseline using
deep image-based features. The baseline has the same setting as our C3D and we
replace C3D features with Imagenet features.
Results: We report the result of C3D and compare with state-of-the-art methods
in table 3.4. While most current methods use multiple hand-crafted features, strong
encoding methods (VLAD, Fisher Vector), and complex learning models, our method
uses a simple averaging of C3D features over the video and a linear SVM. C3D
significantly outperforms state-of-the-art method [118] by 9.6% on accuracy and 11.1%
on area under ROC curve (AUC). Imagenet baseline performs reasonably well which
is just 1.2% below state-of-the-art method [118], but 10.8% worse than C3D due
to lack of motion modeling. Figure 3.7 plots the ROC curves of C3D compared
with current methods and human performance. C3D has clearly made a significant
improvement which is a halfway from current state-of-the-art method to human
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Dataset
Maryland
YUPENN

[17]
43.1
80.7

[97]
74.6
85.0

[27]
67.7
86.0

[28]
77.7
96.2

Imagenet
87.7
96.7

C3D
87.7
98.1

Table 3.5: Scene recognition accuracy. C3D using a simple linear SVM outperforms
state-of-the-art methods on Maryland and YUPENN.

performance (98.9%).

3.6

Scene and Object Recognition

Datasets: For dynamic scene recognition, we evaluate C3D on two benchmarks:
YUPENN [17] and Maryland [89]. YUPENN consists of 420 videos of 14 scene
categories and Maryland has 130 videos of 13 scene categories. For object recognition,
we test C3D on egocentric dataset [80] which consists 42 types of everyday objects. A
point to note, this dataset is egocentric and all videos are recorded in a first person
view which have quite different appearance and motion characteristics than any of the
videos we have in the training dataset.
Classification model: For both datasets, we use the same setup of feature extraction and linear SVM for classification and follow the same leave-one-out evaluation
protocol as described by the authors of these datasets. For object dataset, the standard
evaluation is based on frames. However, C3D takes a video clip of length 16 frames to
extract the feature. We slide a window of 16 frames over all videos to extract C3D
features. We choose the ground truth label for each clip to be the most frequently
occurring label of the clip. If the most frequent label in a clip occurs fewer than 8
frames, we consider it as negative clip with no object and discard it in both training
and testing. We train and test C3D features using linear SVM and report the object
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recognition accuracy. We follow the same split provided in [80]. We also compare
C3D with a baseline using Imagenet feature on these 3 benchmarks.
Results: Table 3.5 reports our C3D results and compares it with the current best
methods. On scene classification, C3D outperforms state-of-the-art method [28] by
10% and 1.9% on Maryland and YUPENN respectively. It is worth nothing that
C3D uses only a linear SVM with simple averaging of clip features while the second
best method [28] uses different complex feature encodings (FV, LLC, and dynamic
pooling). The Imagenet baseline achieves similar performance with C3D on Maryland
and 1.4% lower than C3D on YUPENN. On object recognition, C3D obtains 22.3%
accuracy and outperforms [80] by 10.3% with only linear SVM where the comparing
method used RBF-kernel on strong SIFT-RANSAC feature matching. Compared
with Imagenet baseline, C3D is still 3.4% worse. This can be explained by the fact
that C3D uses smaller input resolution (128 × 128) compared to full-size resolution
(256 × 256) using by Imagenet. Since C3D is trained only on Sports-1M videos without
any fine-tuning while Imagenet is fully trained on 1000 object categories, we did not
expect C3D to work that well on this task. The result is very surprising and shows
how generic C3D is on capturing appearance and motion information in videos.

3.7

Runtime Analysis

We perform a runtime analysis of C3D and compare it with iDT [114] (best handcrafted features) and the Temporal stream network [90] (best deep learning based
approach) for action recognition. For iDT, we use the code kindly provided by the
authors [114]. For [90], there is no public model available to evaluate. However, this
method uses Brox’s optical flows [8] as low level input signals. We manage to evaluate
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Method
Usage
RT (in hours)
FPS
x Slower

iDT
CPU
202.2
3.5
91.4

Brox’s
CPU
2513.9
0.3
1135.9

Brox’s
GPU
607.8
1.2
274.6

C3D
GPU
2.2
313.9
1

Table 3.6: Runtime analysis on UCF101. C3D is 91x faster than improved dense
trajectories [114] and 274x faster than Brox’s optical flow methods, thus relatively more than
two orders of magnitude faster than [90].

runtime of Brox’s method using two different versions: CPU implementation provided
by the authors [8] and the GPU implementation provided in OpenCV. We note that,
the runtime of Simonyan and Zisserman [90] is greater than that of [8].
We report runtime of the three above-mentioned methods to extract features for
the whole UCF101 dataset in table 3.6 using using a single CPU or a single K40 Tesla
GPU. Note that this is not a fair comparison for iDT as it uses only CPU. We cannot
find any GPU implementation of this method and it is not trivial to implement a
parallel version of this algorithm on GPU. Note that C3D is much faster than real-time,
processing at 313 fps while the other two methods have a processing speed of less
than 4 fps.

3.8

Effects of Input Resolution

As part of the architecture study, we examine the effects of input resolution on 3D
ConvNets. We use the same common network setting described in section 3.3. We fix
all convolution kernels to 3 × 3 × 3 and vary the input resolutions to study the effects.
We experiment with 3 different nets with input resolutions of 64 × 64, 128 × 128, and
256 × 256, namely net-64, net-128, and net-256, respectively. Note that net-128
is equivalent to the depth-3 net in section 3.3.2. Because of the difference in input
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Figure 3.8: 3D ConvNets with different input resolutions. Action recognition clip
accuracy on UCF101 test split-1 of 3D ConvNets with different input resolutions.

resolutions, these nets have different output size at the last pooling layer, thus leading
to a significant difference in terms of number of parameters. Table 3.7 reports the
numbers of parameters and the training time of these nets. Figure 3.8 presents the
clip accuracy of these nets on UCF101 test split-1. Net-128 outperforms net-64 by
3.1% and attains a comparable accuracy with net-256. This indicates that net-128
provides a good trade-off between training time, accuracy, and memory consumption.
We note that with the current GPU memory limit, one has to use model parallelism
to train C3D with 256 × 256 input resolution.
Net
# of params (M)
Train time (mins/epoch)

net-64 net-128 net-256
11.1
17.5
34.8
92
270
1186

Table 3.7: Number of parameters and training time comparison of 3D ConvNets with different
input resolutions. Note that net-128 is equivalent to the depth-3 net in section 3.3.
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3.9

Visualization of C3D Learned Features

For a better understanding of what C3D learned internally, we provide additional
visualizations using deconvolution.
Decovolutions of C3D: We randomly select 20K clips from UCF101. We group
clips that fire strongly for the same feature map at a pre-selected convolution layer.
We use deconvolution [123] to project the top activations of these clips back into
image space. We visualize the gradients causing the activiation together with the
corresponding cropped image sequences. Note that we did not do any fine-tuning of
C3D model on UCF101.
Figure 3.9 and 3.10 visualize deconvolutions of C3D learned feature maps at
the layers conv2a and conv3b. Visualizations of the same feature map are grouped
together. For figures 3.11, 3.12, 3.13, and 3.14, each figure presents the deconvolutions
of one learned feature map of the conv5b layer. Finally, figure 3.15 compares the
deconvolutions of several C3D conv5b feature maps with optical flows. As showed
in the visualizations, at early convolution layer conv2a, C3D learns low-level motion
patterns such as moving edges, blobs, short changes, edge orientation changes, or
color changes. At a higher layer of conv3b, C3D learns bigger moving patterns of
corners, textures, body parts, and trajectories. Finally, at the deepest convolution
layer, conv5b, C3D learns more complicated motion patterns such as moving circular
objects, biking-like motions.

65

3.9 Visualization of C3D Learned Features

Figure 3.9: Deconvolutions of C3D conv2a feature maps. Each group is a C3D conv2a
learned feature map. First two rows: the learned filters detect moving edges and blobs. The
last row: the learned filters detect shot changes, edge orientation changes, and color changes.
Best viewed in a color screen.
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Figure 3.10: Deconvolutions of C3D conv3b feature maps. Each group is a C3D conv3b
learned feature map. Upper: feature maps detect moving corners and moving textures.
Middle: feature maps detect moving body parts. Lower: feature maps detect object
trajectories and circular objects. Best viewed in a color screen.
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Figure 3.11: Deconvolutions of a C3D conv5b learned feature map which detects moving
motions of circular objects. In the second last clip, it detects a moving head while in the last
clip, it detects the moving hair-curler. Best viewed in a color screen.
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Figure 3.12: Deconvolutions of a C3D conv5b learned feature map which detects biking-like
motions. Note that the last two clips have no biking but their motion patterns are similar to
biking motions. Best viewed in a color screen.
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Figure 3.13: Deconvolutions of a C3D conv5b learned feature map which detects face-related
motions: applying eye-makeup, applying lipstick, and brushing tooth. Best viewed in a color
screen.
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Figure 3.14: Deconvolutions of a C3D conv5b learned feature map which detects balancebeam-like motions. In the last clip, it detects hammering which shares similar motion
patterns with balance beam. Best viewed in a color screen.
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Figure 3.15: Deconvlotuions of C3D conv5b learned feature maps compared with optical
flows. Optical flows fire at all of moving pixels while C3D just pays attention to only salient
motions. Best viewed in a color screen.
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3.10

Conclusions

In this work we try to address the problem of learning spatiotemporal features for
videos using 3D ConvNets trained on large-scale video datasets. We conducted a
systematically study to find the best architecture for 3D ConvNets. We showed that
C3D can model appearance and motion information simultaneously and outperforms
the 2D ConvNet features on various video analysis tasks. We demonstrated that
C3D feature achieves state-of-the-art results on 4 different video analysis tasks and
6 different benchmarks. Last but not least, the proposed C3D feature is efficient,
compact, and extremely simple to use.
C3D source code and pre-trained model are available at http://vlg.cs.dartmouth.
edu/c3d.
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Chapter 4
Deep End-to-End Voxel-to-Voxel
Prediction
abstract
Over the last few years deep learning methods have emerged as one of the most
prominent approaches for video analysis. However, so far their most successful
applications have been in the area of video classification and detection, i.e., problems
involving the prediction of a single class label or a handful of output variables per video.
Furthermore, while deep networks are commonly recognized as the best models to use
in these domains, there is a widespread perception that in order to yield successful
results they often require time-consuming architecture search, manual tweaking of
parameters and computationally intensive pre-processing or post-processing methods.
In this chapter we challenge these views by presenting a deep 3D convolutional
architecture trained end to end to perform voxel-level prediction, i.e., to output a
variable at every voxel of the video. Most importantly, we show that the same exact
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3D ConvNet

Semantic Segmentation

3D ConvNet

Optical Flow Prediction

3D ConvNet

Video Coloring

Figure 4.1: Voxel to voxel prediction: is a fine-grained video understanding task where
the algorithm need to infer a variable for each input voxel. The problem has many potential
applications including video semantic segmentation, optical flow prediction, depth estimation,
and video coloring.

architecture can be used to achieve competitive results on three widely different voxelprediction tasks: video semantic segmentation, optical flow estimation, and video
coloring. The three networks learned on these problems are trained from raw video
without any form of preprocessing and their outputs do not require post-processing to
achieve outstanding performance. Thus, they offer an efficient alternative to traditional
and much more computationally expensive methods in these video domains.

4.1

Introduction

During the last decade we have witnessed a tremendous growth in the number of videos
created and shared on the Internet thanks to the advances in network bandwidth and
computation. In turn this has lead to a strong effort toward the creation of better
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tools and apps to search, browse and navigate this large and continuously expanding
video collections. This poses new challenges for the computer vision community and
gives new motivations to build better, faster and more generally applicable video
analysis methods.
In the still-image domain deep learning has revolutionized the traditional computer
vision pipeline, which typically consisted of: pre-processing, hand-construction of visual
features, training of a learning model, and post-processing. Instead, the successful
introduction of deep convolutional neural network [56, 33, 88, 91] has shown that much
better results can be obtained through end to end learning on very large collections
of image examples, where the network is trained on raw image input and it directly
predicts the target output. Besides the demonstrated advantages in improved accuracy,
these end to end learned models have also been shown to be often more computationally
efficient than traditional hand-designed approaches because they eliminate the need
for computationally expensive pre-processing and post-processing steps and because
convolution can run very fast, particularly on GPUs.
The video domain is also harnessing the benefits of this revolution but it is still
lagging compared to the image setting [21, 125, 94]. In particular, most of the end
to end learning approaches for video analysis have been introduced in the area of
classification and detection [46, 90, 113, 100] and involve predicting a single label or
few output variables per video. However, there are many computer vision problems
that require labeling every single voxel of a video. Examples include optical flow
computation, video semantic segmentation, depth estimation and video coloring.
There have been only a few attempts at approaching these pixel-labeling problems
with deep learning [69, 31, 23] for images. One of the reasons is that deep networks
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typically involve a large set of pooling layers which significantly lower the spatial
resolution of the output. In order to output pixel labels at the original resolution,
several “unpooling” strategies have been proposed, including simple upsampling, and
multi-scale approaches. One of the most promising solution in this genre is learning
convolution filters that upsample the signal. The primary benefit of convolutional
upsampling is that it only requires learning a small number of location-agnostic filters
and thus it can be carried out with limited training data.
The objective of our work is to demonstrate that 3D convolutional networks (3D
ConvNets) with upsampling layers enable highly effective end to end learning of voxel
to voxel prediction models on various video analysis problems. Instead of building
a highly specialized network for each problem, our goal is to show that the same
3D ConvNet architecture trained on three distinct application domains (optical flow
prediction, semantic segmentation, video coloring) can produce competitive results
on each of them. Although a thorough architecture search is likely to yield improved
results, we find it useful to employ a single network model for the three distinct tasks
to convey the message that deep learning methods do not necessarily require to be
highly specialized for the task at hand in order to produce good results. For the same
reason, we do not employ any pre-processing or post-processing of the data. Because
our model is fully convolutional, it involves a small number of learning parameters
which can be optimized with limited amount of supervised data. Furthermore, the
elimination of computationally expensive pre-processing and post-processing methods
(such as CRF optimization or variational inference) and the exclusive reliance on
efficient convolution implies that our learned models run very fast and can be used in
real-time video-processing applications such as those arising in big-data domains.
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In summary, our work provides the following findings:
(a) Fully convolutional 3D ConvNets enable end to end learning of voxel to voxel
prediction models with limited training data.
(b) The same exact architecture can be employed to obtain competitive results on
three different voxel-labeling applications: optical flow estimation, semantic
segmentation of image sequences, and video coloring.
(c) In domains where supervised training data is scarce (such as in the case of optical
flow), we can train our end to end learning model on the output of an existing
hand-designed algorithm. We show that this results in a 3D ConvNet that
achieves slightly better accuracy than the complex hand-tuned vision method
but, most importantly, it is significantly more efficient.
(d) While fine-tuning a pre-trained model helps in most cases, it actually hurts when
the new domain requires visual features that are quite distinct from those of
the pre-learned model, such as in the case of fine-tuning an action recognition
network for optical flow estimation.

4.2

Related Work

Video analysis has been studied by the computer vision community for decades.
Different approaches were proposed for action recognition including: tracking-based
methods [22], bag-of-visual words [75], biologically-inspired models [42], space-time
shapes [5], HMMs [37], and template-based Action-Bank [84]. Different spatio-temporal
features were also introduced for video and action classification: Spatio-Temporal
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Interest Points [62], improved Dense Trajectories [113]. Various methods were used for
action and video event detection [87, 10, 121]. Although these methods showed to work
reasonably well, they are not scalable because most of them require computational
intensive steps during preprocessing (e.g. tracking, background subtraction, or feature
extraction) or post-processing (CRF, variational inference).
Deep learning methods have recently shown good on different computer vision
problems [94, 88, 74, 33, 4]. Thanks to their large learning capacity and the ability
to optimize all parameters end to end, these methods achieved good performance
on classification [56] and feature learning [94, 100] provided that there is sufficient
supervised training data. Among the deep learning approaches, our proposed method
is most closely related to the depth estimation method described in [23], the Fully
Convolutional Network (FCN) [69], and FlowNet [31]. Our method shares with these
approaches the property of making pixel-level predictions. However, all these prior
methods are designed for still image problems, while our method operates on videos.
To the best of our knowledge, our method is the first one addressing end-to-end
training of video voxel prediction.

4.3

Video Voxel Prediction

Problem statement. The input to our system is video with size C × L × H × W ,
where C is the number of color channels, L is its temporal length (in number of frames),
and H, W are the frame height and width. Then, a voxel prediction problem requires
producing a target output of size K ×L×H ×W , where K is an application-dependent
integer denoting the number of output variables that need to be predicted per voxel.
It is worth nothing that the size of the input video and the output prediction are
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the same, except only for the number of input channels C and the number of output
channels K are different. Normally, C = 3 for the case of color video inputs and
C = 1 for gray-scale inputs. For the three voxel-prediction applications considered in
this chapter, K will have the following values: K = 2 for optical flow estimation (the
horizontal and vertical motion displacement for each voxel), K = 3 for video coloring
(the three color channels) and K will be equal to the number of semantic classes in
the case of video semantic segmentation.
Proposed approach. We propose a novel and unified approach for video voxel
prediction based on a 3D ConvNet architecture with 3D deconvolution layers. We
show the generality of the model by demonstrating that a simple unified architecture
can work reasonably well across different tasks without any engineering efforts in
architecture search. Since our method uses 3D deconvolution layers, we will start
by briefly explaining the idea of 2D deconvolution [123, 69] and then present our
architecture based on 3D deconvolution for voxel prediction.
Deconvolution. The concept of deconvolution was introduced by Zeiler and
Fergus [123] to visualize the internal-layer filters of a 2D ConvNet. Because the
objective of this prior work was merely filter visualization, there was no learning
involved in the deconvolution layers and the weights were simply set to be equal to
the transpose of the corresponding pre-trained convolution layers. Instead, Long et
al. [69] introduced the idea of deconvolution as a trainable layer in 2D ConvNets with
applications to image semantic segmentation. As shown in Figure 4.2, a filter of a
trainable deconvolution layer acts as a learnable local upsampling unit. In convolution,
input signals are convolved by the kernel filter and one value is placed on the output
plane. Conversely, deconvolution takes one value from the input, multiples the value
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Figure 4.2: Deconvolutional layers in ConvNets. a) Visualization of the deconvolutional
layer used in [123] where the filter weights are set to be equal to those of the pre-trained
convolutional layer. b) Trainable deconvolutional layers [69] learn upsampling.

by the weights in the filter, and place the result in the output channel. Thus, if the
2D filter has size s × s, it generates a s × s output matrix for each pixel input. The
output matrices can be stored either overlapping or not overlapping in the output
channel. If not overlapping, then deconvolution with a s × s filter would upsample
the input by a factor s in both dimensions. When the output matrices overlap, their
contributions in the overlap are summed up. The amount of output overlap depends
on the output stride. If the output stride is bigger than 1, then the deconvolution
layer produces an outputs with size larger than the input, thus acts as an upsampler.
In our architecture, we use 3D deconvolutional layers, instead of 2D deconvolutional
layers. This means that the filters are deconvolved spatio-temporally, instead of only
spatially as in 2D ConvNets.
Architecture for voxel prediction. Our architecture (which we name V2V,
for voxel-to-voxel) is adapted from the C3D network described in [100], which has
shown good performance for different video recognition tasks. In order to apply it
to voxel-prediction problems, we simply add 3D deconvolutional layers to the C3D
network. Note that C3D operates by splitting the input video into clips of 16 frames
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each and perform prediction separately for each clip. Thus, our V2V model also
takes as input a clip of 16 frames and then outputs voxel labels for the 16 input
frames. Figure 4.3 illustrates our V2V architecture for voxel prediction. The lower
part contains layers from C3D, while the upper part has three 3D convolutional layers,
three 3D deconvolutional layers, two concatenation layers, and one loss layer. All
three convolutional layers (Conv3c,Conv4c, and Conv-pre) use filters of size 3 × 3 × 3
with stride 1 × 1 × 1 and padding 1 × 1 × 1. Conv3c and Conv4c act as feature-map
reducers, while Conv-pre acts as a prediction layer. Deconv5 and Deconv4 use filters
of size 4 × 4 × 4 with output stride 2 × 2 × 2 and padding 1 × 1 × 1. The Deconv3
layer uses kernels of size 8 × 4 × 4, an output stride of 4 × 2 × 2, and padding 2 × 1 × 1.
Note that the number written inside the box of each layer in the Figure indicates the
number of filters (e.g., 64 for Deconv3). The voxel-wise loss layer and Conv-pre layer
are application-dependent and will be described separately for each of the applications
considered in this chapter. Since V2V shares the bottom layers with C3D, we have the
option to either fine-tuning these layers starting from the C3D weights, or learning
the weights from scratch. We will report results for both options in our experiments.

4.4

Application I: Video Semantic Segmentation

Dataset. Our experiments for video semantic segmentation are carried out on the
GATECH dataset [79], which comes with a public training/test split. The training set
contains 63 videos while the test set has 38 sequences. There are 8 semantic classes:
sky, ground, solid (mainly buildings), porous (mainly trees), cars, humans, vertical
mix, and main mix.
Training. Similarly to C3D, we down-scale the video frames to size 128 × 171.
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Figure 4.3: V2V Architecture for Voxel Prediction. The lower part (below dashed line)
consists of layers from C3D [100]. Connected to these layers we have three 3D convolution
layers: Conv3c,Conv4c,Conv-pre use filters of size 3 × 3 × 3 with stride 1 × 1 × 1. Both
Deconv5 and Deconv4 are deconvolutional layers employing kernels of size 4 × 4 × 4 with
output stride of 2 × 2 × 2. Deconv3 has kernel size 8 × 4 × 4 and output stride of 4 × 2 × 2.
The numbers inside the boxes represent the number of learning filters in that layer, while
the numbers near the boxes (above or below) represent the size of output signals produced
by that layer. The part inside the thick-dashed box is application-dependent.

Because the dataset is quite small, we split each training video into all possible
clips of length 16 (thus, we take overlapping clips with stride 1). For testing, we
perform prediction on all non-overlapping clips of the video (stride equal to 16). We
use the V2V architecture described in section 4.3 with K = 8 prediction channels,
corresponding to the 8 semantic classes. We use a voxel-wise softmax for the loss layer.
We fine-tune the full V2V network initialized from C3D, using randomly initialized
weights for the new layers. The learning rate is set initially to 10−4 , and it is divided
by 10 every 30K iterations. The size of each mini-batch is 1. Fine-tuning is stopped
at 100K iterations, approximately 9 epochs.
Baselines. We compare our V2V model with several baselines to gain better
insights about our method. The first set of baselines are based on bilinear upsampling.
The purpose of these baselines is to understand the benefits of our 3D deconvolution
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Figure 4.4: Video Semantic Segmentation Results on GATECH. The softmax prediction heat maps produced by V2V for different classes together with input frames. The
last two classes are omitted due to their small populations. Best viewed in color.

layers compared to simple upsampling. Instead of using V2V with deconvolution
layers, we use only C3D up to Conv5b, we then add a prediction layer (analogous
to Conv-pre). Because the prediction made at Conv5b has size 2 × 7 × 7, we apply
a bilinear upsampling to produce a prediction of the same size as the input. We
call this baseline Conv5b-up. We include two other baselines, namely, Conv4b-up
and Conv3b-up, corresponding to adding a prediction layer and an upsampling layer
at Conv4b and Conv3b, respectively. Besides these upsampling baselines, we also
compare our fine-tuned V2V model with the V2V architecture trained from scratch
on GATECH, which we call V2V-0. We also trained a 2D version of V2V, namely
2D-V2V. The model 2D-V2V has the same architecture as V2V except that all 3D
convolutional layers, 3D pooling layers, and 3D deconvolutional layers are replaced with
2D convolutional layers, 2D pooling layers, and 2D deconvolutional layers, respectively.
As we do not a have pre-trained model of 2D-V2V, we train 2D-V2V from scratch on
GATECH.
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Method
Train
Accuracy (%)
2D-V2V
from scratch
55.7
V2V-0
from scratch
66.7
Conv3b+Up
fine-tune
69.7
Conv4b+Up
fine-tune
72.7
Conv5b+Up
fine-tune
72.1
V2V
fine-tune
76.0
Table 4.1: Semantic segmentation accuracy on GATECH. V2V consistently outperforms all baselines showing the good benefits of using V2V with 3D convolution/deconvolution
compared to 2D convolution/deconvolution or bilinear upsampling.

Results. Figure 4.4 visualizes some qualitative results of semantic segmentation
using V2V on GATECH. Table 4.1 presents the semantic segmentation accuracy on
GATECH of V2V compared with all of the baselines. 2D-V2V, trained from scratch
on GATECH, obtains 55.7% which is 11% below V2V-0. This result underscores the
advantages of 3D convolution and 3D deconvolution over their 2D counterparts. Note
also that V2V-0 is 9.3% below V2V. This predictably confirms the benefit of large-scale
pre-training before fine-tuning. Finally, V2V also outperforms all bilinear upsampling
baselines showing the advantages of using deconvolution over traditional upsampling.
More qualitative comparisons of V2V with upsampling baselines are presented in
Figure 4.5. Here we can see that Conv5b-Up yields fairly accurate predictions but
over-smoothed due to its big upsampling rate. On the other extreme, Conv3b-up
produces finer predictions thanks to the lower upsampling rate, but its segments are
noisy and fragmented because it relies on feature maps at layer 3, thus less deep and
less complex than those used by Conv5b-Up.
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Figure 4.5: V2V (top row) compared with upsampling baselines (rows 2-4). V2V
consistently outperforms all bi-linear upsampling baselines. Conv5b-Up provides fairly
accurate prediction, but over-smoothed due to the high upsampling factor. Conversely,
Conv3b-Up yields finer predictions, but more noisy because it uses less deep features. V2V
gives by far the best tradeoff as it has access to deep features and it learns the upsampling
filters.

4.5

Application II: Optical Flow Estimation

Dataset. Since there is no large-scale video dataset available with optical flow ground
truth, we fabricate our training data by applying an existing optical flow method on
unlabeled video. Specifically, we use the OpenCV GPU implementation of Brox’s
method [8] to generate semi-truth data on both UCF101 [92] (public test split 1) and
MPI-Sintel [9] (training set).
Training. We use the same V2V architecture with the number of channels at
prediction layer set to K = 2. On both horizontal and vertical motion components,
we use the Huber loss for regression as it works well with noisy data and outliers.
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Method
Run-time (hours)
FPS
x Slower

Brox
202.6
1.3
70.5

V2V-Flow
2.8
91.6
1

Table 4.2: Runtime comparison. The first row reports the total runtime (including I/O)
to extract optical flow using V2V-Flow and Brox’s method [8] for the entire UCF101 test
split 1. V2V-Flow is 70x faster than Brox’s method, besides being slightly more accurate
(see Table 4.3).

Formally, this is given by


 1 x2 , |x| ≤ 1
2
H(x) =

 |x|, otherwise.

(4.1)

To avoid numerical issues, the optical flow values are divided by a constant (α = 15)
so that most values fall in the range of [−1, 1]. We note that larger optical flows
are still handled by the Huber loss. The V2V network takes as input clips of size
3 × 16 × 112 × 112 and produces clip outputs of size 2 × 16 × 112 × 112. The network
is trained from scratch on UCF101 (using non-overlapping clips from each video) with
a mini-batch size of 1. The initial learning rate is set to 10−8 and it is divided by 10
every 200K iterations (about 2 epochs). Training is stopped at 800K iterations. We
note that, at inference time, we need to scale the predictions by α = 15 to convert
them back into the correct optical flow range.
Results. Figure 4.6 visualizes optical flow predicted by our V2V method and
compares it with that computed by Brox’s method for a few sample clips taken from
the test split of UCF101. The V2V end point error (EPE) on the UCF101 test split
1 (treating Brox’s optical flow as ground truth) is only 1.24. To better understand
the performance of the learned V2V network, we further evaluate its performance on
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Figure 4.6: Optical flow estimation on UCF101. The output of V2V is qualitatively
compared with Brox’s optical flow for 6 sample clips from the UCF101 test split. For each
example we show (from left to right): an input frame, V2V’s predicted optical flow, and
Brox’s motion. Note that Brox’s method is used to generate semi-truth data for training V2V.
We see that on test videos V2V is able to predict flow of similar quality as that produced by
Brox’s algorithm. Best viewed in color.

the training set of the MPI-Sintel dataset [9], which comes with ground truth data.
This ground truth data is unbiased and allows us to assess performance independently
from the accuracy of Brox’s flow. Table 4.3 shows the EPE error obtained with two
variants of our model: V2V stands for our network learned on the UCF101 Brox’s
flow, while finetuned-V2V denotes our model after fine-tuning V2V on Sintel ground
truth data using 3-fold cross validation. The table also contains the best method on
Sintel which is better than V2V by a good margin. Even though V2V is not state of
the art, the results are very interesting: both V2V and finetuned-V2V perform better
than their “teacher”, the optical flow method that is used to generate the semi-truth
training data. While the improvement is slim, it is important to highlight that V2V is
much faster than Brox’s algorithm (70x faster, see Table 4.2). Thus, this experiment
shows that the V2V network can be employed to learn efficient implementations of
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EPE

Brox
8.89

V2V
8.86

finetuned-V2V
8.38

FlowFields [2]
5.81

Table 4.3: Optical flow results on Sintel. V2V denotes our network learned from the
UCF101 optical flow computed with Brox’s method. The finetuned-V2V network is obtained
by fine-tuning V2V on Sintel (test accuracy is measured in this case using 3-fold cross
validation). Both versions of our network perform slightly better than Brox’s algorithm and
they allow computation of optical flow with a runtime speedup of 20 times compared to
Brox’s software.

Figure 4.7: Visualizations of optical flow computed by the V2V network (trained on UCF101
without finetuning) for a few sample Sintel clips. For each example we show: input frame,
V2V’s predicted optical flow, Brox’s flow, and ground truth. Best viewed in color.

complex, hand-tuned voxel-prediction models.
Table 4.2 presents the detailed runtime comparison between V2V-Flow and Brox’s
method [8]. We use the GPU implementation of Brox’s method provided in OpenCV.
Table 4.2 reports the runtime (including I/O) to extract optical flow for the whole
UCF101 test split 1 by the two methods using a NVIDIA Tesla K40. V2V-Flow is
70x faster than Brox’s method. It can run at 91 fps while Brox’s method operates at
less than 2 fps.
Observation. Unlike the case of video semantic segmentation application where
V2V could be effectively fine-tuned from the initial C3D network, we empirically
discovered that fine-tuning from C3D does not work for the case of optical flow
estimation as in this case the training consistently converges to a bad local minimum.
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a) C3D conv1a filters

b) V2V conv1a filters (trained to predict optical flows)

Figure 4.8: Visualization of Conv1a filters learned by C3D (top) and V2V (bottom). Note
that C3D is trained to recognize actions (on Sport1M), while V2V is optimized to estimate
optical flow (on UCF101). Each set shows the 64 learned filters at the Conv1a layer. Three
consecutive square images on each row represent one filter (as kernel size is 3 × 3 × 3). Each
square image is upscaled to 30 × 30 pixels for better visualization. Best viewed in color. GIF
animation of these filters are provided in the supplementary material.

We further investigated this phenomenon by visualizing the learned filers of the first
few convolutional layers for both the original C3D as well as the V2V learned from
scratch on Brox’s flow. The results are visible in Fig. 4.8. We see that the filters of
the two networks look completely different. This is understandable, as C3D is trained
to complete a high-level vision task, e.g. classifying sports. Thus the network learns a
set of discriminative filters at the early layers. Some of these filters capture texture,
some focus on discriminative motion patterns, while others respond to particular
appearance or color cues. Instead, V2V is trained to perform a low-level vision task,
e.g. predict motion directions. The Figure shows that the V2V filters are insensitive
to color and texture as they focus exclusively on motion estimation. This explains
why the pre-trained C3D model is a bad initialization to learn V2V for optical flow,
but it is instead a good initialization for training V2V on semantic segmentation.

4.6

Application III: Video Coloring

Setup and Training. In this experiment we use UCF101 again in order to learn to
color videos. We use the public training/test split 1 for the training and testing of
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Figure 4.9: Examples of video coloring with V2V on the test set of UCF101. For
each example we show (from left to right): a gray-scale input frame, the output frame colored
by V2V, and the ground truth color frame. The V2V model is able to predict “common
sense” colors such as the color of human skin, sky, woody furniture, river, sea, and mountain.
Best viewed in color.

our model. In this study we generate training data by converting the color videos
to grayscale. V2V is fed with C = 1 input grayscale channel and it is optimized to
predict the K = 3 ground truth original color channels. For this application we use
the L2 regression loss as colors have no outliers. We use mini-batches of size 1. The
learning rate is set initially to 10−8 and it is divided by 10 every 200K iterations. The
training is stopped at 600K iterations. Similarly to the case of semantic segmentation,
we compare our V2V with its 2D version baseline, 2D-V2V, both optimized on the
same training set. Both models were learned from scratch.
We note that video coloring is challenging and ill-posed because there are some

91

4.7 Conclusions
objects (e.g., clothes) that can be colored with any valid color. A reasonable expectation
is that the coloring algorithm should learn to color correctly objects that typically
occur only in one color. For example, the sky is usually blue (not always but often)
and the grass is typically green. Thus, the model should learn to predict well the
colors of such objects.
Results. To assess performance, we use as metric the average Euclidean distance
between the predicted color and the true color. Here each voxel color is represented
in (r, g, b) and r, g, b ∈ [0, 1]. V2V has an average distance error (ADE) of 0.1375
whereas the 2D baseline has an ADE of 0.1495. Figure 4.9 presents some qualitative
results of V2V on predicting voxel colors. It is interesting to see that the algorithm
learns “common sense” colors such as the color of skin, sky, trees, river, sea, mountains,
wood furniture, and the billiard table. For objects whose color is ambiguous, V2V
applies very little coloring, leaving them almost in the original grayscale form. One can
imagine extending V2V to have sparse inputs of color to make the problem well-posed
for objects that can occur in various colors.

4.7

Conclusions

We have presented V2V, a novel architecture for voxel to voxel prediction using 3D
convolutional networks. The proposed approach can be trained end to end from raw
video input to predict target voxel labels without the need to preprocess or postprocess the data. We have shown that the same architecture trained on three distinct
application domains delivers competitive results on each of them. In the course of our
experiments we have discovered that fine-tuning pre-trained models does not always
help: for the case of optical flow estimation, learning from scratch is beneficial over
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fine-tuning from an action recognition model. We have also demonstrated that in
absence of large-scale supervised data, V2V can be trained to reproduce the output of
an existing hand-constructed voxel prediction model. Quite surprisingly, in our study
the resulting learned model has accuracy superior (albeit only slightly) to its “teacher”
method. We believe that bootstrapping the learning from an existing model can be an
interesting avenue for future work and can be a successful strategy to learn efficient
implementation of computationally expensive algorithm, such as in our case where
V2V predicts optical flow with a 70x speedup over the original optical flow method
that was used to generate training data. While we purposely avoided specializing the
network to each task in order to emphasize the general applicability of the approach,
we believe that further improvements can be obtained from more thorough architecture
search.
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Chapter 5
ViCom: Benchmark and Methods for
Video Comprehension
Abstract
There is a widespread agreement that future technology for organizing, browsing
and searching videos hinges on the development of methods for high-level semantic
understanding of video. But, so far the community has not reached to a consensus on
the best way to train and assess models for this task. Casting video understanding
as a form of action or event categorization is unsatisfying as it is not clear what
the semantic classes or abstractions of this domain should be. Language has been
exploited to sidestep the problem of defining abstract video categories by formulating
video understanding as the task of captioning or description. However, language
is highly complex, redundant and sometimes ambiguous. Many different captions
may express the same semantic concept. To account for this ambiguity, quantitative
evaluation of video description requires sophisticated metrics, whose performance
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scores are typically hard to interpret by humans.
This chapter provides four contributions on this problem. First, we formulate
Video Comprehension as a new well-defined task with an easy-to-interpret performance
measure. Second, we describe a general semi-automatic procedure to create benchmarks
for this task. Third, we publicly release a large-scale video benchmark created with
an implementation of this procedure and we include a human study that assesses
human performance on our dataset. Finally, we propose and test a varied collection of
approaches on this benchmark for the purpose of gaining a better understanding of
the new challenges posed by video comprehension.

5.1

Introduction

Over the last few years deep learning has revolutionized the field of still-image analysis
by producing breakthrough results in several domains including object categorization [82, 56], detection [32], scene classification [125], and semantic segmentation [69].
While there has been widespread expectation that these performance improvements
will naturally extend to the video domain, the results so far have been lagging compared
to the image setting.
We argue that progress in this field has been held back primarily by the small-scale
of existing labeled video datasets and by the low-quality of the annotations available
to train machine learning models. Deep architectures have extensive learning capacity
but require large-scale training sets (containing millions of examples) in order to learn
effectively. Conversely, they are extremely prone to overfitting and poor performance
when trained on small datasets. Unfortunately, today even the largest video analysis
benchmarks, such as UCF101 [92] and Sports-1M [46], are too small in size to enable
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effective learning of deep models. Furthermore, the labels manually collected on these
datasets merely specify the class of the action in each video (e.g., walking or sitting)
but do not indicate where the action is performed. Thus, the learning algorithm is
left with the burden of discovering on its own the portion of the video that is truly
representative of the action. Moreover, these datasets are quite limited in semantic
scope, as they include only a small number of action categories (e.g., 101 classes
for UCF101 and just sport activities for the case of Sports-1M). Therefore, features
learned from such datasets are unlikely to perform well on videos containing more
general, everyday actions. Finally, one can argue that understanding a video is much
more than recognizing the actions contained therein: it also requires understanding
the scene context (office vs home), the objects (book vs laptop), the interactions
between the subjects (discussing vs arguing) and much more.
For these reasons, several authors have proposed to abandon the classic view
of video understanding as a form of action categorization and they suggested to
reformulate the task as a description or captioning problem, where the objective
is to generate a sentence summarizing the input video. On one hand, this makes
the output directly readable by human subjects, which is desirable for application
scenarios such as video browsing or searching. The downside however is that the
outputs produced by such methods are hard to evaluate quantitatively. This happens
because for each input there is not a single correct output, as many different sentences
can reasonably describe a given video. To address this ambiguity, one can resort
to comparative evaluation by human judges [13]. But this would require a huge
crowdsourcing effort for every new algorithm to assess. Another approach is to design
sophisticated metrics (e.g., METEOR or BLUE) that can capture the similarities of
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captions expressing the same semantic concept. However, it is hard for humans to
interpret the meaning of these scores, e.g., is a METEOR score of 28% representing
an acceptable captioning performance, or how big a difference in these scores would
lead to a noticeable difference in the predictions?
In this chapter we propose to cast video understanding in the form of multiple
choice tests that assess the ability of the algorithm to comprehend the semantics of
the video. Figure 5.1 illustrates an example of video comprehension. The algorithm is
presented with an input video and k possible descriptions. Only one of them represents
the correct caption for the video. The task is well-posed as a traditional classification
problem, with performance numbers easy to interpret (e.g., random chance produces
an accuracy of 1/k). Yet, our classification task does not entail the definition of
arbitrary video classes or action categories. Furthermore, we describe a procedure
to construct multiple-choice tests for video comprehension with very little human
intervention. This makes it possible to generate large-scale benchmarks for training
and testing deep models on this task. Using this procedure we built a dataset that we
will release to the research community. Although this is only the first version of our
benchmark, it has already size comparable with the largest existing datasets for video
analysis. Furthermore, in the supplementary material we discuss our plan to scale up
considerably the size of this benchmark within the next year since it involves very
little human intervention. Finally, in this chapter we also present preliminary results
achieved with three distinct approaches to video comprehension, respectively based
on the methodologies of regression, metric learning and video captioning. Perhaps
surprisingly, video captioning yields the worst results, which suggests that models
trained to generate description are not effective for video comprehension. Conversely,
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A. His wife was taken to the hospital with nonlife-threatening injures.
B. He’ll watch that primary, as well.
C. You’ve seen in a couple of instances the CDC not performing up to expectations.
D. To the happy royal family member day, people who go for that sort of thing, and to everybody who freaking enjoy it.
E. She says she didn’t bring up the complaint earlier out of fear, that it would hurt her career.

Figure 5.1: Video comprehension example. Video comprehension requires choosing one
of k possible English sentences as the description for an input video clip. In this example the
correct answer is (D).

we demonstrate that metric learning methods produce by far the best accuracy on
this task. In summary, the contributions of our work are four-fold:
• We propose a new high-level video understanding task which is well-posed and easy
to evaluate.
• We describe a general semi-automatic procedure to construct benchmarks for video
comprehension (section 5.3.2). The procedure requires a limited set of manual
annotations, independent of the size of the dataset. This renders our approach
applicable to build benchmarks of unprecedented scale.
• We present an implementation of this procedure, which we used to create a video
comprehension benchmark of size comparable to the biggest existing datasets
(section 5.3.3).
• We introduce and assess a varied set of baselines and methods to tackle the problem
of video comprehension on our benchmark (section 5.4).
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5.2

Related Work

Video understanding has been studied for many years. Early approaches focused on
action recognition [22, 5, 92], event detection [48], irregularity detection [7], action
similarity labeling [53]. Most of these methods rely on hand-crafted features [62, 113]
and train machine leaning models on top of these representations. Recent advances
in deep learning have opened up the possibility of learning models from raw videos.
Simonyan and Zisserman introduced a two-stream network that achieved strong
results on action recognition [90]. Tran et. al. proposed to use 3D ConvNets to
learn spatiotemporal features from a large-scale dataset [100]. Despite their good
performance on action categorization, these approaches are by design limited to predict
a single label per video and thus are not really addressing a semantic understanding
of the video.
Inspired by recent promising results on image captioning [13], different approaches
have been proposed for video description [109, 98]. These methods are based on
recurrent neural networks (e.g., LSTM) and are trained to predict a single sentence
to describe the input video. This area shows good promise for developing algorithms
that can understand and describe videos in a human-readable language. However,
captioning is very hard to assess. This limitation makes it hard to compare competing
algorithms, even when resorting to human judges. Visual question and answer (QA)
was also recently introduced for both images [1] and videos [95]. Compared to
captioning, Visual QA is better-posed, as the problem is conditioned on the question
being asked. However, in the free-form QA setting, there are still multiple correct
answers that can be correctly applied to a single question. Moreover, collecting ground
truth annotations for QA is very expensive. This makes it hard to build large-scale
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datasets on this task. Our video comprehension problem shares similarities with video
captioning and QA, as our task also assesses algorithms on their ability to understand
the semantics of the video. However, our task is different in its formulation: it entails
selecting one of the k possible sentences from a multiple choice test, rather than asking
to describe or to answer a particular question. This renders the quantitative evaluation
easy to carry out and makes performance scores very intuitive. Our work relates also
to [46, 24] in terms of the aim at building large-scale video datasets. However, our
dataset is purposely constructed for video comprehension while the aforementioned
ones are for classification and detection.

5.3
5.3.1

Video Comprehension
Problem statement

Given an input video clip V and a set of k English sentences s1 , s2 , . . . , sk , the problem
of video comprehension is to predict which of these k choices best describes the visual
content of the input clip. Note that readable text in the frames is automatically
blurred and audio is removed. A concrete example of video comprehension is provided
in Figure 5.1. We argue that for a system to do well on this task it must be able to
infer the true semantics of the video, including context, the nature of the interactions
among the subjects, and the objects appearing in the scene. Thus, we believe this to
be a more fitting assessment of video comprehension by machines than the tasks of
action recognition or video captioning, explored in prior benchmarks.
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5.3.2

Procedure for Constructing a Video Comprehension Dataset

In order to assess and compare methods on the task of video comprehension, a dataset
must be constructed to enable the training and testing of models on this problem.
Here we review the desiderata that inspired the construction design of our benchmark.
Ideally, the dataset must be:
(a) Large-scale. In the still-image domain we have witnessed a dramatic revolution
in methodology and breakthrough results with the introduction of a large-scale
dataset. In fact, recent research has shown that the problem of overfitting and
difficult optimization with deep models are vastly reduced when leveraging large
datasets for training. Thus, our desired benchmark for video comprehension must
be large enough to enable the training of these powerful models.
(b) Semi-automatic. The process of dataset construction must be semi-automatic
and must require little human intervention. This is a fundamental requirement
in order to be build a massive collection of examples. We note that the limited
scale of prior datasets in the video domain is a direct consequence of the high
human cost and time consumption needed to label video clips.
(c) Semantically diverse. As our objective is to train universal models that can
comprehend video of arbitrary nature, the training and testing sets must contain
a wide representation of subjects, including politics, sports, science, technology,
arts, and travel.
To meet this criteria, we design a procedure that generates semi-automatically
video comprehension tests (as shown in Figure 5.1) by leveraging an existing gigantic
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repository of TV news programs – the TV News Archive 1 . We note that access to the
Archive’s Collections is granted at no cost for scholarship and research purposes. Thus
it represents a fitting platform for the construction of video benchmarks. Furthermore,
as TV news cover all social, cultural, and natural aspects of modern life, the collection
is inherently semantically diverse. Finally, the videos have accurate associated timesynchronized English captions providing a well-aligned textual transcription of the
audio (the TV News Archive uses sphinx and phonemes to align the timing of the
broadcasted CC with video). We utilize these closed captions (CCs) to automatically
generate the textual descriptions corresponding to the ground truth labels of the videos.
This source of information allows our procedure to generate a massive collection of
comprehension tests with ground truth labels almost fully automatically (as further
explained below, a small set of initial human annotations are needed to bootstrap the
process).
In this section we discuss in detail the construction of the dataset. Each video
downloaded from the Archive is a complete TV news show from a particular channel
recorded and broadcasted on a specific day (e.g. ABC News Good Morning America
on August 27, 2011 from 8am to 9am) with lengths varying from 30 minutes to 2
hours. Our procedure then performs a sequence of steps aimed at generating a set of
video comprehension tests from each program. The steps include clip segmentation,
clip elimination, and multiple-choice test generation.
Clip segmentation. Each TV news video is segmented into short clips, corresponding to individual sentences (terminated by a period) of the closed captions. For
each such sentence, using the time stamps of its beginning and ending, we segment
the corresponding clip from the video. This process yields a massive number of clips
1

https://archive.org/details/tv
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from each video. In order to build a dataset of clips having fairly homogeneous length
and to have enough temporal context in each clip, we eliminate clips that are shorter
than 2 seconds or longer than 5 seconds. Similarly, we discard clips corresponding
to sentences that are either too short (5 words or fewer) or too long (more than 60
words).
Clip elimination. This step is carried out to remove clips whose visual content
is not informative. Examples include advertisement, static scenes, segments showing
anchors speaking, sections inside the news studio, such as the weather forecast portion
of the news program. Such clips are not useful for training general computer vision
models. In order to make our dataset construction scalable, we develop a detector to
automatically discard irrelevant clips. The detector is trained on a small collection of
clips manually labeled as either irrelevant (e.g. studio, advertisement, weather-forecast
clips) or relevant (out-of-studio footage, such as dynamic scenes where human subjects
or the camera are moving). The detector is trained on the visual component of each
clip (thus, without considering its CC). The details of our detector are discussed in
section 5.3.3.
Multiple-choice test generation. Given a video clip, we form a multiple-choice
test of k potential textual descriptions by including k − 1 distractors and the true
associated CC sentence. The distractors can be selected in different ways. The simplest
solution is to randomly sample the k − 1 distractors from the entire set of CC sentences.
In order to make the test more challenging, one may want to select distractors that
are not too distant from the correct response, according to a semantic metric over
text descriptions, such as the Euclidean distance of word2vec vectors representing
sentences [73].

103

5.3 Video Comprehension
1

True positive rate

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False positive rate
Figure 5.2: Relevant clip detection. The ROC curve of relevant clip detector evaluated
on the validation set. At the false positive rate of 0.1, the true postive rate is 0.83.

5.3.3

The ViCom Dataset

In this section we discuss a specific implementation of the general procedure outlined
above. This implementation was used to construct a dataset of 310, 216 multiplechoice video comprehension tests, which we will make publicly available to the research
community. The benchmark is split into 218, 331 training examples and 91, 885 test
examples. We name our dataset ViCom.
The dataset is constructed from 4, 990 news videos from the TV News Archive.
These videos were obtained by considering 77 distinct TV news shows (BBC World
News, MSNBC News Live, PBS News Hour, etc.). In order to yield a dataset with
heterogenous news content, we sampled (roughly uniformly) each of this daily news
shows in the period from January 1, 2009 to December 31, 2014.
We use a subset of 20 news videos (randomly selected from our original 4, 990 TV
videos) as a training set exclusively for the development of our relevant/irrelevant clip
detector. Note that we remove these 20 videos from the collection used for dataset
construction. We manually labeled all clips segmented from this set as either irrelevant
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Crime
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Climate
Politics
Econimics
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Legal
Technology
Emotion
Time
Figure 5.3: ViCom topic distribution. The subject distribution was estimated by training
an LDA [6] model with 10 topics on closed caption sentences of ViCom clips.

(e.g. studio, advertisement, weather-forecast clips) or relevant. We represent each clip
using the C3D spatiotemporal features [100], which are activations of a convolutional
neural network (ConvNet) optimized for action classification. We use the activations
from layer fc6. We opted for this descriptor as it has been shown by the authors to
yield good performance on a variety of tasks involving semantic analysis of video. We
train a simple a linear SVM on this representation to classify whether a clip is relevant
or not. We evaluate this detector on our training set of 20 videos using 20-fold cross
validation. The resulting ROC curve is shown in Figure 5.2. The detector achieves
an area under the curve (AUC) of 0.94. We use this ROC curve to choose the cutoff
threshold to reject irrelevant clips. We chose the threshold corresponding to a false
positive rate of 0.1, which yields a true positive rate rate of 0.83. This represents
a good trade-off in terms of recall vs error (in other words, to retrieve 83% of the
relevant clips we must cope with only 10% of irrelevant clips). Further filtering of
these clips could be performed via crowdsourcing at a fairly limited financial cost.
However, our experiments suggest that a 10% of irrelevant clips (i.e., clips whose
visual content is not strongly correlated their associated CC sentence) in our dataset
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does not prevent the training of effective models for video comprehension but it offers
the big benefit of a semi-automatic solution.
Applying this detector to the remaining 4970 videos yields a total of 310K clips
deemed relevant for the purpose of video comprehension. We partition this dataset
into training and testing splits (using a ratio of 7:3), with the additional constraint
that all clips from a video are inserted in the same spit (either training or testing).
This is done as clips from the same video are often strongly correlated and this would
bias the statistical assessment.
Table 5.1 compares ViCom to existing video datasets in terms of size, task, as well
as video content. ViCom is the second biggest dataset in term of both number of
total hours and number of clips. However, while in Sports-1M and ActivityNet (the
largest datasets in this comparison) each clip is labeled with an action class, each clip
of ViCom is labeled with a textual description that typically provides a semantically
richer annotation than an action tag. Some examples of CC sentences associated to
video clips are shown in the supplementary material. Furthermore, we point out that
this only represents the first version of our benchmark. Our plan is to scale the dataset
to much larger sizes in the near future. The little reliance on human intervention
renders this plan easy to implement.
In order to understand the distribution of subject matters represented in ViCom
clips, we trained an LDA [6] model on the CC sentences of our entire training set
using 10 topics. We visually inspected the most frequent words of each topic in order
to manually assign a subject tag to each topic (“politics”, “economics”, “technology”,
etc). The most frequent words are listed in a table included in the supplementary
material. Figure 5.3 shows the subject distribution computed on the 310K clips of
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Dataset

UCF101

Sports1M

ActivityNet

MSVD

MPII-MD

M-VAD

MovieQA

ViCom

# clips
# hours
Task
Type

[92]
13K
24
cls
action

[46]
1.1M
N/A
cls
sport

[24]
28K
648
cls/det
action

[12]
2K
5
des
movie

[81]
68K
74
des
movie

[98]
49K
85
des
movie

[95]
400
N/A
qa
movie

310K
628
vicom
news

Table 5.1: Dataset comparison. Comparison of different video datasets in term of size,
task, and video type. Abbreviations for tasks: cls (classification), det (detection), des
(description), qa (question and answer), and vicom (video comprehension). N/A: information
is not available in [46, 95].

ViCom. It can be seen that the breadth of topics covered in ViCom distinguishes our
dataset from prior video collections, which are much more focused in content (e.g.,
videos depicting only sports or movies). This makes ViCom particularly fitting for
the training of models for general and comprehensive video understanding.
For each clip (in both the training and the testing split) we formed a multiple-choice
test by randomly selecting 4 distractor sentences from our entire pool of CC sentences,
in addition to the correct answer (the true CC). Thus, each test includes 5 sentences
from which the correct one must be chosen.

5.4

Approaches to Video Comprehension

In this section, we consider different approaches to tackle the task of video comprehension on our ViCom dataset. For clarity, we first introduce our notation. Let us
denote the training set with {xi , y1i , y2i , . . . , yki , ti }1..n , where xi is the i-th video clip,
y1i , y2i , . . . , yki are the k sentences defining the multiple choice test, and ti ∈ [1..k] is
the answer key, i.e., the index to the correct answer. Let φv (x) be a visual embedding
(i.e., a feature representation computed from pixel values) of video clip x and φl (y)
the language embedding of the text sentence y. Examples of possible choices for
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the visual embedding include aggregations of deep image features computed from
individual frames of the clip (e.g., average pooling of VGG activations [91]) or deep
video clip descriptors (e.g., C3D fc6 activations [100]). The language embedding
can be produced by averaging the word2vec representation [73] of all words in the
sentence.

5.4.1

Regression

A simple strategy to video comprehension is to train a regression model R(x; W)
parameterized by weights W to map from the the visual embedding to the language
embedding, i.e., such that R(xi ; W) ≈ φl (ytii ). A simple instantiation of this method
would consists in learning a linear transformation of φv (x), i.e., R(xi ; W) = Wφv (xi ),
where the parameter matrix W can be estimated via least-square regression. Predictions can then be made by choosing the sentence whose language descriptor is closest
to the transformed visual descriptor, i.e., t∗ = argmint∈[1..k] kWφv (x) − φl (yt )k22 .
This proposed strategy can be made more powerful by replacing the linear regression
model with a deep convolutional network R(x; W) (here W denotes weigths) that
is trained directly on the raw video input xi to regress the associated CC language
embedding vector φl (ytii ). After training, we make predictions by choosing t∗ =
argmint∈[1..k] kR(x; W) − φl (yt )k22 . We explore both of these proposed models in our
experiments.

5.4.2

Metric learning

It can be argued that the regression strategy outlined above is overly aggressive as it
forces the visual vectors to be mapped into their language counterparts. This objective
is difficult to realize. We can relax this desideratum by stating that the visual vector
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mapped to the language embedding should merely be closer to the correct answer
than to any of the distractors. This can be achieved by learning a mapping M that
projects a raw video x to the language embedding space φl (y) by minimizing the
triplet metric learning loss used in [85], i.e.,:

n X
X


W = argmin
kM(xi ; W) − φl (ytii )k22 − kM(xi ; W) − φl (yti )k22 + α + .
∗

W

i=1 t6=ti

(5.1)
M(x; W) is a mapping with parameters W. M(x; W) can be a deep ConvNet
trained on raw input video x. In a simpler case, it simply takes a predefined φv (x) as
input and learns a simple linear projection. [.]+ is the hinge function. Finally, α is
a hyper-parameter to control the margin between the distance to the true sentence
ytii and the distances to the wrong sentences yti (with t 6= ti ). After training, this
approach also makes predictions by searching the nearest neighbor in the language
embedding space t∗ = argmint∈[1..k] kM(x; W∗ ) − φl (yt )k22 .

5.4.3

Video captioning

An alternative approach consists in generating a textual description y = C(x) by
running an existing video captioning model C(x) (e.g. S2VT [109]) on the input video
clip. Effectively this strategy maps the input clip x into an English sentence. The
resulting textual description is then embedded into the language space to identify the
closest answer: t∗ = argmint∈[1..k] kφl (C(x)) − φl (yt )k22 .
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S2VT-MS: A man is giving a lecture in a microphone.
S2VT-Vi: The New York city police department has a new name on the New York
city with a New York city police department and the US.
Ground truth: To the happy royal family member day, people who go for that sort
of thing, and to everybody who freaking enjoy it.

Figure 5.4: S2VT predictions. The same clip example used in the introduction with
sentences generated by S2VT-MS and S2VT-Vi, and the CC ground truth. S2VT-MS
predicts simple sentences. S2VT-Vi is well adapted to news language and predicts longer
sentences. Both methods incorrectly predict answer (C) in the test of Figure 1. The correct
answer key is (D).

5.5
5.5.1

Experiments
Experimental setup

Language embedding: In all of our experiments, we use word2vec [73] as the
language embedding φl (y). word2vec is a shallow neural network trained on a largecorpus to reconstruct the linguistic context of the words. It is used as a word embedding
which maps words that share similar contexts into vectors that are close (in distance).
We use the word2vec model provided by [73] which is pre-trained on the Google
News dataset. This gives a 300-dimensional vector representation for each word. To
represent φl (y), we extract word2vec vectors for all words in y, average these vectors,
then L2-normalize the averaged vector to build a language representation for the
sentence y.
Visual embedding: We use different visual representations for φv (x) in different
experiments. These representations are computed from different ConvNet architectures
pre-trained on different datasets. We input our frames (or the entire clip in the case
of C3D) into these pre-trained ConvNets to extract activations of a particular layer
and use them as representations. We specify a visual representation by a pair of an
architecture name and a layer name. We use the AlexNet [56] implemented in [44], the
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VGG architecture [91], and C3D [100]. The pre-trained models are provided by the
authors of [44, 91, 100]. For simplicity, from now on we denote these representations
as AlexNet, VGG, and C3D, respectively. It is worth noting that most example clips
in ViCom have varying length (a few dozens to few hundreds frames), while AlexNet
and VGG operates on frames, and C3D uses short clips of 16 frames. We average the
frame (or 16-frame clip) features, and then L2-normalize the averaged vector to make
visual representations for the long clips.
Regression models: We experimented with linear regression applied to C3D-fc6
and AlexNet-fc6. We call these two approaches LR-C3D and LR-Alex, respectively.
We also use a 3D ConvNet as a deep regressor. We choose to use an architecture
similar to that of C3D. The network layers are identical to those of C3D up to fc6. We
then add a fully-connected layer with linear activation and 300 output units (effectively
a linear projection). We optimize this model with a regression loss. Because this
architecture is similar to C3D, we have the option either to train from scratch or to
initialize the bottom layers from C3D. We name these two methods DR-C3D-0 and
DR-C3D-FT.
Captioning models: We use the S2VT pre-trained model provided by [109] which
is trained on MSVD [12]. S2VT is a 2-hidden-layer LSTM which takes a sequence of
VGG-fc7 frame features as input and predicts a sentence. We name this approach
S2VT-MS. We note that the language used in TV news is very different from the
sentences in MSVD. In order to allow the captioning method to adapt to the news
language, we also trained S2VT on ViCom. We name this method S2VT-Vi.
Metric learning models: We experiment with two different sets of architectures:
shallow and deep networks. In the shallow network setting, we assume that we have a
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reasonable good visual representation, and we just learn a single fully-connected layer
without nonlinear unit. We optimize this model by the triplet loss (as described in
section 5.4.2). We test the shallow metric learning with three different representations:
Alex-fc6, VGG-fc6, and C3D-fc6. We name these approaches SML-Alex, SMLVGG, and SML-C3D, respectively. We also test this shallow net applied to a
combined representation of Alex-fc6, VGG-fc6, and C3D-fc6 (a simple concatenation).
We name this approach SML-Com. For the deep network setting, we use again an
architecture similar to C3D. We use all layers identical to those of C3D up tp fc6.
We then add a linear fully-connected layer with 300 output units. We can either
train this network from scratch or finetune it from C3D. We name these approaches
DML-C3D-0 and DML-C3D-FT, respectively.
Training settings: Both shallow and deep networks are trained using SGD with
a momentum of 0.9. For shallow networks, we use a mini-batch size of 128. The initial
learning rate is 0.01 and it is reduced by a factor of 0.1 every 10K iterations. Training
is stopped at 60K iterations. For deep networks, we use a mini-batch size of 30. The
initial learning rates are 3 × 10−4 and 3 × 10−5 for DML-C3D-0 and DML-C3D-FT,
respectively. They are reduced by 0.1 for every 100K iterations and the training
is stopped at 600K iterations. Since training deep networks is time-consuming, we
choose α by cross validation on shallow networks. Our experiments show that using
α = 0.1 gives the best results among the tested margins of 0.01, 0.1, and 1 for all
visual features features. Thus, we use α = 0.1 in all deep metric learning networks.
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5.5.2

Experimental results

Video comprehension: Table 5.2 presents the accuracy of different approaches on
ViCom. Among the regression methods, LR-C3D performs the best, but is just 5.3%
better than random chance. Deep regression approaches perform poorly because
training regression in high-dimensional space is difficult. S2VT-MS gives a very
low accuracy which is only slightly above random chance. We observe that this
method generates very simple sentences because it was trained on simple description
sentences of MSVD. S2VT-Vi, trained on ViCom, generates sentences more similar
to those in the news reports. Figure 5.4 shows some generated captions of these
two methods compared to the ground truth. However, the performance of S2VT-Vi
is still low which indicates that video comprehension is a different task compared
to video description. Shallow metric learning methods perform reasonably well on
various visual representations, and SML-C3D gives the best performance (53.5%)
among the shallow networks with a single representation. Combining the three visual
representations boosts the accuracy to 54.4%. The deep network DML-C3D-FT gives
the highest accuracy (55.5%).
Human study: To better understand the challenges posed by the task, we also
conducted a human study. For this study, a subset of 200 clips were randomly drawn
from the test split. Each clip and its associated multiple-choice test were shown
(without audio) to 5 human annotators. We asked them to select the sentence best
describing the video clip out of the k = 5 choices. Because TV news often contain
tickers with informative text, we trained a HOG-based SVM text detector to detect
and blur the text tickers. We performed two human study experiments: the first
one is applied on the original 200 clips while the second one is applied on the same
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Approach
Random
Regression

Description
Metric learning

Human-0-ticker
Human

Name
LR-Alex
LR-C3D
DR-C3D-0
DR-C3D-FT
S2VT-MS
S2VT-Vi
SML-Alex
SML-VGG
SML-C3D
SML-Com
DML-C3D-0
DML-C3D-FT
-

Model
LR
LR
DR
DR
S2VT
S2VT
SML
SML
SML
SML
DML
DML
-

Features
Alex−fc6
C3D−fc6
VGG−fc7
VGG−fc7
Alex−fc6
VGG−fc6
C3D−fc6
Combined−fc6
-

Training scheme
from scratch
finetuned
train on MSVD
train on ViCom
from scratch
finetuned
-

Acc (%)
20
22.9
25.3
21.9
21.6
20.9
21.2
39.8
52.7
53.5
54.5
34.4
55.5
66.5
78.8

Table 5.2: Video comprehension accuracy on ViCom. Accuracy of different approaches
on ViCom compared with random chance and human performance. Methods based on deep
metric learning give the best performance (the best gives 55.5%). Random chance is at 20%,
while humans achieve an accuracy of 78.8%.

200 clips but with tickers detected and blurred. We denote these two experiments as
Human and Human-0-ticker, respectively. We note that the 5 annotators involved
in the first experiment are completely different from the 5 annotators in the second
one. The first experiment answers how well humans can comprehend videos provided
all information (e.g. text and visual) while the second one tells us the human-level
performance on video comprehension given only visual inputs. Results from these
experiments show that humans achieve an accuracy of 78.8% ± 1.35 when provided
the original clips and 66.5% ± 5.6 when provided only visual inputs. This indicates
that video comprehension is a hard task and that our best approach, DML-C3D-FT,
is still 23.3% below human-level video comprehension.
We present in Table 5.3 comprehension accuracy by topic for different approaches
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and humans. Humans outperform machines across all topics except for “Technology”
where DML-C3D-FT does better than humans. DML-C3D-FT performs reasonably
well across all topics while LR-C3D and S2VT-Vi perform worse than random chance
on 2 and 7 topics, respectively, out of a total of 10 topics.

5.6

Conclusions

In this chapter we introduced a new high-level video understanding task, we presented
a general procedure to construct semi-automatically benchmarks for this task, we
created a dataset (ViCom) that we plan to release to the community and we evaluated
a series of approaches on it. ViCom fulfills the following desirable properties: 1) it
defines a well-posed task with a good quantitative evaluation metric; 2) it assesses the
ability to semantically comprehend video; 3) it is large-scale, thus enabling effective
training of deep models. We hope that this new task and our benchmark will become
important stepping stones to fundamentally transform video analysis into higher-level
video understanding. We have seen this happening in the image domain where a
new large-scale benchmark [82] married with a powerful machine learning model [56]
gave rise to a new generation of computer vision algorithms. We also expect that our
Topic

Politics

Climate

Election

Time

Misc

Tech

Legal

Economics

Crime

Emotion

All

LR-C3D

30.3
18.9
53.6
60.0
87.7

27.4
17.0
65.6
79.2
95.0

27.5
20.8
59.9
78.9
88.9

19.8
18.8
42.7
68.0
78.0

27.3
29.7
48.9
66.7
73.9

23.0
19.3
63.3
30.0
40.0

26.7
18.3
46.1
64.0
85.0

27.5
18.4
54.5
66.0
76.0

27.4
17.7
65.9
72.0
80.0

18.3
24.6
48.3
53.3
61.3

25.3
21.2
55.5
66.5
78.8

S2VT-Vi
DML-C3D-FT
Human-0-ticker

Human

Table 5.3: Video comprehension accuracy details. Performance by topic of different
methods compared with human performance. Humans achieve the highest accuracy across all
topics except for ‘Technology’ where DML-C3D-FT outperforms humans. LR-C3D performs
below random chance on 2 out of 10 topics, and S2VT-Vi has 7 out of 10 topic are below
random chance (in underlined text).
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benchmark will spur active research at the intersection between video understanding
and natural language processing.
Most of our future work will be devoted to scaling up the size of ViCom. As our
dataset construction is semi-automatic we believe that it will be possible to scale up
ViCom quickly to a much larger benchmark with little human, computational and
financial cost. We expect to increase the dataset by an order of magnitude within the
next year. In order to stimulate steady progress in this area, we plan to organize a
series of grand challenges built around our benchmark. We will release the ViCom
dataset, all implementations and models upon publication of this article.

5.7
5.7.1

Additional Experiments and Details
ViCom topics and examples

In the previous section we presented an experiment where we use LDA [6] to model
topics of ViCom sentences using 10 topics. The top words for each topic are presented
in Table 5.4.
Figure 5.5 presents some examples from ViCom dataset with their corresponding
ground truth sentences.

5.7.2

t-SNE embedding of ViCom using different features

We compare the semantic embedding learned by DML-C3D-FT with that of C3D with
respect to ViCom topics. We randomly select 10, 000 clips from our ViCom test split.
For visualization purpose, we only pick 5 topics. We use t-SNE [107] to project the two
comparing embedding: C3D (fc6) and DML-C3D-FT (fc6) into 2-dimensional spaces.
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Bee sting therapy is gaining popularity in parts of the world.

Pope Francis has held private talks at the Vatican with Russian President Vladimir Putin.

600 flights canceled, as much as three feet of snow with five-foot drifts.

And it kept spining into the distance, completely out of control.

He spent two days drifting before Japanese troops were able to rescue him yesterday.

Figure 5.5: Examples from ViCom. Some example clips from the ViCom dataset with
their true closed caption sentences. It can be noted that they cover a wide range of subjects
ranging from environmental events, to science, politics, and accidents.

117

5.7 Additional Experiments and Details
Topic
Politics
Climate
Election
Time
Technology
Legal
Economics
Crime
Emotion
Miscellaneous

Top words
government, problem, country, american, war, military, protest, attack,
unit, security, question, force, leader, nation, call
area, city, storm, fire, hour, water, north, across, air, mile, center,
snow, force, south, weather, power, rain, thousand, hit, through
house, republican, big, obama, romney, white, senate, democrat, vote, last,
campaign, election,party, game, mitt, governor, win, night, race, poll
next, tonight, story, world, hour, weekend, around, few, numberth, week,
ahead, show, begin, america, chuck, start, stay, york, daily
san, kill, old, man, francisco, west, future, police, cover, bloomberg,
shot, business, technology, pier, welcome, men, hospital
case, court, call, charge, investigate, police, law, response, release,
decision, office, official, former, action, death, against, depart, defense
dollar, million, care, job, health, cut, tax, plan, than, paid, money,
program, billion, government, american, company, announcement, raise, develop
close, car, police, street, off, school, fire, video, inside, scene,
show, build, last, crash, worker, open, wall, park, home, office
thank, much, little, let, join, learn, way, washington, stephanie, love,
read, early
thing, them, lot, put, because, really, work, got, happen, did, keep,
these, very, something, way,try, need, well, any

Table 5.4: ViCom topics. Topic modeling of ViCom sentences using LDA [6] with 10 topics.
The topic names are picked by authors based on the sharing semantic among of the top
words.

Figure 5.6 visualizes these results embedding. In the figure, each dot is a clip projected
in 2-dimensional space and colored according to its topic label. We quantitatively
verify that DML-C3D-FT (fc6) are more semantically clustered according ViCom
topic labels. This indicates that DML-C3D-FT learns a meaningful metric and also
explains why it performs much better than LR-C3D. For a complete view, we also
present t-SNE embedding of word2vec with respect to ViCom topics.

5.7.3

Long sentence modeling

We study if modeling sentences in a holistic manner improves video comprehension
performance. For this purpose, we use skip-thought vectors [49] as an alternative to
our language embedding. skip-thought can be considered as a whole sentence-tovector embedding which maps a sentence to a vector of 4, 800 dimensions. We use the
shallow metric learning networks (SML-Alex, SML-VGG, SML-C3D, and SML-
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Politics

Weather
Election

Legal
Economics

b) C3D

a) word2vec

c) C3D triplet

Figure 5.6: ViCom topics on different embedding. Semantic embedding of word2vec,
C3D (fc6), and DML-C3D-FT(fc6) on a random subset of 10, 000 ViCom test clips. Each
dot is a clip representation (language or visual) vector projected into 2 dimension and is
labeled (colored) by the topic.

φl option
word2vec
skip-thought

SML-Alex SML-VGG SML-C3D
39.8
52.7
53.5
37.3
47.2
47.6

SML-Com
54.5
48.4

Table 5.5: Experiments with Skip-thought Vectors.
Replacing word2vec by
skip-thought vectors for the language representation consistently degrades the performance
across all different visual embedding on shallow metric learning networks.

Com as described previously) with the only difference in which we replace word2vec
by skip-thought. Table 5.5 shows the performance of our shallow metric learning
networks on ViCom using skip-thought vectors compared with their corresponding
networks using word2vec. This replacement consistently degrades the accuracy about
2-6% across different feature representations.

5.7.4

S2VT predictions

Additional sample predictions from S2VT-MS and S2VT-Vi are shown in Figure 5.4.
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S2VT-MS: A man is hitting a soccer.
S2VT-Vi: The president is expected to be the most famous state of the president
and the president of the united states has a new plan to stop the violence.
Ground truth: I heard they said we're not going the to feel it until we're back home.
S2VT-MS: A man is riding a bike.
S2VT-Vi: The man who was the first victim in the case was the only one
in the world and he was the first person to be alive and he was the first person
to be alive and he was in the hospital and he was on the scene of the car.
Ground truth: I think he is going to shoot for that memory tomorrow.

S2VT-MS: The men are dancing in the other.
S2VT-Vi: The new york city police department is investigating a state of emergency
in the country's capital of a new york city council who will be held in the new year
with a new report on a new report on the president's health care law.
Ground truth: True had head of Edward Snowden 18 months ago they know who
he is now his reservations of mass surveillance has given his government headaches.

Figure 5.7: S2VT predictions. More prediction samples from S2VT. The sentences
generated by S2VT-MS and S2VT-Vi, and the CC ground truth. S2VT-MS predicts simple
sentences. S2VT-Vi is well adapted to news language and predicts longer sentences.
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Chapter 6
Conclusions
In this thesis, we have proposed two approaches for video representations: EXMOVES
and C3D. EXMOVES is a mid-level video representation specially designed for largescale applications. EXMOVES can be useful when training data is limited. When largescale training data is available, C3D can be applied to learn generic spatiotemporal
features for videos. C3D is accurate, compact, and efficient to compute, thus wellsuited for large-scale applications. We have also presented a method for dense video
voxel labeling. Our results show that dense video voxel labeling is feasible and the
same architecture can be applied for different labeling tasks. Finally, we have proposed
a new task and benchmark for video comprehension and provided a fundamental set
of baselines and a human study for video comprehension. We hope that the new task
and benchmark will help to foster further research in video understanding.

121

Bibliography
[1] Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Margaret Mitchell, Dhruv
Batra, C. Lawrence Zitnick, and Devi Parikh, VQA: visual question answering,
ICCV, 2015.
[2] C. Bailer, B. Taetz, and D Stricker, Flow fields: Dense correspondence fields for
highly accurate large displacement optical flow estimation, ICCV, 2015.
[3] Michael Bendersky, Lluis Garcia-Pueyo, Jeremiah Harmsen, Vanja Josifovski,
and Dima Lepikhin, Up next: retrieval methods for large scale related video
suggestion, ACM SIGKDD, 2014, pp. 1769–1778.
[4] Gedas Bertasius, Jianbo Shi, and Lorenzo Torresani, Deepedge: A multi-scale
bifurcated deep network for top-down contour detection, CVPR, 2015.
[5] M. Blank, L. Gorelick, E. Shechtman, M. Irani, and R. Basri, Actions as
space-time shapes, ICCV, 2005, pp. 1395–1402.
[6] David M. Blei, Andrew Y. Ng, and Michael I. Jordan, Latent dirichlet allocation,
Journal of Machine Learning Research 3 (2003), 993–1022.
[7] O. Boiman and M. Irani, Detecting irregularities in images and in video, IJCV
(2007), 17–31.
122

BIBLIOGRAPHY
[8] Thomas Brox and Jitendra Malik, Large displacement optical flow: Descriptor
matching in variational motion estimation, IEEE TPAMI 33 (2011), no. 3,
500–513.
[9] D. Butler, J. Wulff, G. Stanley, and M. Black, A naturalistic open source movie
for optical flow evaluation, CVPR, 2012.
[10] L. Cao, Z. Liu, and T. Huang, Cross-dataset action detection, Proc. IEEE
Conference on Computer Vision and Pattern Recognition, 2010.
[11] O. Chapelle and S. Keerthi, Multi-class feature selection with support vector
machines, Proceedings of the American Statistical Association, 2008.
[12] David Chen and William B. Dolan, Collecting highly parallel data for paraphrase
evaluation, ACL, 2011, pp. 190–200.
[13] Xinlei Chen, Tsung-Yi Lin Hao Fang, Ramakrishna Vedantam, Saurabh Gupta,
Piotr Dollar, and C. Lawrence Zitnick, Microsoft coco captions: Data collection
and evaluation server, arXiv preprint arXiv:1504.00325 (2015).
[14] N. Dalal and B. Triggs, Histograms of oriented gradients for human detection,
CVPR, 2005.
[15] N. Dalal, B. Triggs, and C. Schmid, Human detection using oriented histograms
of flow and appearance, ECCV, 2006.
[16] J. Deng, A. Berg, and L. Fei-Fei, Hierarchical semantic indexing for large scale
image retrieval, IEEE Conference on Computer Vision and Pattern Recognition,
2011.

123

BIBLIOGRAPHY
[17] K. Derpanis, M. Lecce, K. Daniilidis, and R. Wildes, Dynamic scene understanding: The role of orientation features in space and time in scene classification,
CVPR, 2012.
[18] K. Derpanis, M. Sizintsev, K. Cannons, and P. Wildes, Efficient action spotting
based on a spacetime oriented structure representation, Proc. IEEE Conference
on Computer Vision and Pattern Recognition, 2010.
[19] P. Dollar, V. Rabaud, G. Cottrell, and S. Belongie, Behavior recognition via
sparse spatio-temporal features, Proc. ICCV VS-PETS, 2005.
[20] Jeff Donahue, Lisa Anne Hendricks, Sergio Guadarrama, Marcus Rohrbach,
Subhashini Venugopalan, Kate Saenko, and Trevor Darrell, Long-term recurrent
convolutional networks for visual recognition and description, CVPR, 2015,
pp. 2625–2634.
[21] Jeff Donahue, Yangqing Jia, Oriol Vinyals, Judy Hoffman, Ning Zhang, Eric
Tzeng, and Trevor Darrell, Decaf: A deep convolutional activation feature for
generic visual recognition, ICML, 2013.
[22] A. Efros, A. Berg, G. Mori, and J. Malik, Recognizing action at a distance, Proc.
International Conference on Computer Vision, 2003, pp. 726–733.
[23] D. Eigen, C. Puhrsch, and R. Fergus, Depth map prediction from a single image
using a multi-scale deep network, NIPS, 2014.
[24] Bernard Ghanem Fabian Caba Heilbron, Victor Escorcia and Juan Carlos Niebles,
Activitynet: A large-scale video benchmark for human activity understanding,
CVPR, 2015, pp. 961–970.
124

BIBLIOGRAPHY
[25] Ali Farhadi, Ian Endres, Derek Hoiem, and David A. Forsyth, Describing objects
by their attributes, CVPR, 2009, pp. 1778–1785.
[26] A. Fathi and G. Mori, Action recognition by learning mid-level motion features,
CVPR, 2008.
[27] Christoph Feichtenhofer, Axel Pinz, and Richard P. Wildes, Spacetime forests
with complementary features for dynamic scene recognition, BMVC, 2013.
[28]

, Bags of spacetime energies for dynamic scene recognition, CVPR, 2014.

[29] P. Felzenszwalb, R. Girshick, D. McAllester, and D. Ramanan, Object detection
with discriminatively trained part-based models, IEEE Transactions on Pattern
Analysis and Machine Intelligence 32 (2010), no. 9, 1627–1645.
[30] Vittorio Ferrari and Andrew Zisserman, Learning visual attributes, in Proceedings
Neural Information Processing Systems, 2007, pp. 433–440.
[31] P. Fischer, A. Dosovitskiy, E. Ilg, P. Häusser, C. Hazirbas, V. Golkov, P. Smagt,
D. Cremers, and T. Brox, Flownet: Learning optical flow with convolutional
networks, ICCV, 2015.
[32] Ross Girshick, Fast r-cnn, International Conference on Computer Vision (ICCV),
2015.
[33] Ross Girshick, Jeff Donahue, Trevor Darrell, and Jitendra Malik, Rich feature
hierarchies for accurate object detection and semantic segmentation, CVPR,
2014, pp. 580–587.

125

BIBLIOGRAPHY
[34] Sergio Guadarrama, Niveda Krishnamoorthy, Girish Malkarnenkar, Subhashini Venugopalan, Raymond J. Mooney, Trevor Darrell, and Kate Saenko,
Youtube2text: Recognizing and describing arbitrary activities using semantic
hierarchies and zero-shot recognition, ICCV, 2013, pp. 2712–2719.
[35] Y. Hanani, N. Levy, and Lior Wolf, Evaluating new variants of motion interchange patterns, CVPR workshop, 2013.
[36] Y. Hu, L. Cao, F. Lv, S. Yan, Y. Gong, and T. S. Huang, Action detection
in complex scenes with spatial and temporal ambiguities, Proc. International
Conference on Computer Vision, 2009.
[37] N. Ikizler and D.A. Forsyth, Searching for complex human activities with no
visual examples, International Journal of Computer Vision 80 (2008), no. 3,
337–357.
[38] A. Jain, A. Gupta, M. Rodriguez, and L. Davis, Representing videos using
mid-level discriminative patches, IEEE Conference on Computer Vision and
Pattern Recognition, 2013, pp. 2571–2578.
[39] Arjun Jain, Jonathan Tompson, Mykhaylo Andriluka, Graham W Taylor, and
Christoph Bregler, Learning human pose estimation features with convolutional
networks, ICLR, 2014.
[40] Arjun Jain, Jonathan Tompson, Yann LeCun, and Christoph Bregler, Modeep:
A deep learning framework using motion features for human pose estimation,
ACCV, 2014.

126

BIBLIOGRAPHY
[41] V. Jain, B. Bollmann, M. Richardson, D. Berger, M. Helmstaedter, K. Briggman,
W. Denk, J. Bowden, J. Mendenhall, W. Abraham, K. Harris, N. Kasthuri,
K. Hayworth, R. Schalek, J. Tapia, J. Lichtman, and H. Seung, Boundary
learning by optimization with topological constraints, CVPR, 2010.
[42] H. Jhuang, T. Serre, L. Wolf, and T. Poggio, A biological inspired system for
human action classification, Proc. International Conference on Computer Vision,
2007.
[43] Shuiwang Ji, Wei Xu, Ming Yang, and Kai Yu, 3d convolutional neural networks
for human action recognition, IEEE TPAMI 35 (2013), no. 1, 221–231.
[44] Yangqing Jia, Evan Shelhamer, Jeff Donahue, Sergey Karayev, Jonathan Long,
Ross Girshick, Sergio Guadarrama, and Trevor Darrell, Caffe: Convolutional
architecture for fast feature embedding, arXiv preprint arXiv:1408.5093 (2014).
[45] Y. Jiang, J. Liu, A. Zamir, G. Toderici, I. Laptev, M. Shah, and R. Sukthankar,
THUMOS challenge: Action recognition with a large number of classes, 2014.
[46] Andrej Karpathy, George Toderici, Sanketh Shetty, Thomas Leung, Rahul
Sukthankar, and Li Fei-Fei, Large-scale video classification with convolutional
neural networks, CVPR, 2014.
[47] Y. Ke, R. Sukthankar, and M. Hebert, Volumetric features for video event
detection, International Journal on Computer Vision (2010).
[48] Yan Ke, R. Sukthankar, and M. Hebert, Efficient visual event detection using
volumetric features, Proc. International Conference on Computer Vision, 2005.

127

BIBLIOGRAPHY
[49] Ryan Kiros, Yukun Zhu, Ruslan Salakhutdinov, Richard S. Zemel, Raquel
Urtasun, Antonio Torralba, and Sanja Fidler, Skip-thought vectors, NIPS, 2015,
pp. 3294–3302.
[50] A. Klaser, M. Marszalek, and C. Schmid, A spatio-temporal descriptor based on
3D-gradients, British Machine Vision Conference, 2008.
[51] Alexander Kläser, Marcin Marszałek, and Cordelia Schmid, A spatio-temporal
descriptor based on 3d-gradients, BMVC, 2008.
[52] O. Kliper-Gross, Y. Gurovich, T. Hassner, and L. Wolf, Motion interchange
patterns for action recognition in unconstrained videos, ECCV, 2012.
[53] O. Kliper-Gross, T. Hassner, and L. Wolf, The action similarity labeling challenge,
TPAMI (2012).
[54] O. Kliper-Grossa, T. Hassner, and L. Wolf, The one shot similarity metric
learning for action recognition, Workshop on SIMBAD, 2011.
[55] Drew Bagnell Kris M. Kitani, Brian D. Ziebart and Martial Hebert, Activity
forecasting, ECCV, 2012.
[56] A. Krizhevsky, I. Sutskever, and G. Hinton, Imagenet classification with deep
convolutional neural networks, NIPS, 2012.
[57] H. Kuehne, H. Jhuang, E. Garrote, T. Poggio, and T. Serre, HMDB: a large
video database for human motion recognition, ICCV, 2011.

128

BIBLIOGRAPHY
[58] C. H. Lampert, M. B. Blaschko, and T. Hofmann, Efficient subwindow search:
A branch and bound framework for object localization, IEEE Trans. on Pattern
Analysis and Machine Intelligence (2009).
[59] Christoph H. Lampert, Hannes Nickisch, and Stefan Harmeling, Learning to
detect unseen object classes by between-class attribute transfer, In Proceedings
on IEEE Conf on Computer Vision and Pattern Recognition, 2009, pp. 951–958.
[60] Zhen-Zhong Lan, Ming Lin, Xuanchong Li, Alexander G. Hauptmann, and
Bhiksha Raj, Beyond gaussian pyramid: Multi-skip feature stacking for action
recognition, CoRR abs/1411.6660 (2014).
[61] I. Laptev, On space-time interest points, International Journal of Computer
Vision 64 (2005), no. 2-3, 107–123.
[62] I. Laptev and Tony Lindeberg, Space-time interest points, ICCV, 2003.
[63] I. Laptev, M. Marszalek, C. Schmid, and B. Rozenfeld, Learning realistic human
actions from movies, Proc. IEEE Conference on Computer Vision and Pattern
Recognition, 2008.
[64] I. Laptev and P. Perez, Retrieving actions in movies, Proc. International Conference on Computer Vision, 2007.
[65] Quoc V. Le, Will Y. Zou, Serena Y. Yeung, and Andrew Y. Ng, Learning hierarchical invariant spatio-temporal features for action recognition with independent
subspace analysis, CVPR, 2011.
[66] Y. LeCun and Y. Bengio, Convolutional networks for images, speech, and
time-series, Brain Theory and Neural Networks (1995).
129

BIBLIOGRAPHY
[67] L. Li, H. Su, E. Xing, and L. Fei-Fei, Object Bank: A high-level image representation for scene classification & semantic feature sparsification, Neural
Information Processing Systems, 2010.
[68] Jingen Liu, Benjamin Kuipers, and Silvio Savarese, Recognizing human actions
by attributes, CVPR, 2011, pp. 3337–3344.
[69] J. Long, E. Shelhamer, and T. Darrell, Fully convolutional networks for semantic
segmentation, CVPR, 2015.
[70] D. Lowe, Distinctive image features from scale-invariant keypoints, International
Journal of Computer Vision (2004).
[71] T. Malisiewicz, A. Gupta, and A. Efros, Ensemble of exemplar-SVMs for object
detection and beyond, International Conference on Computer Vision, 2011.
[72] M. Marszalek, I. Laptev, and C. Schmid, Action in context, CVPR, 2009.
[73] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean,
Distributed representations of words and phrases and their compositionality,
NIPS, 2013, pp. 3111–3119.
[74] J. Ng, M. Hausknecht, S. Vijayanarasimhan, O. Vinyals, R. Monga, and
G. Toderici, Beyond short snippets: Deep networks for video classification,
CVPR, 2015.
[75] J. Niebles and L. Fei-Fei, A hierarchical model of shape and appearance for
human action classification, Proc. IEEE Conference on Computer Vision and
Pattern Recognition, 2007, pp. 1–8.

130

BIBLIOGRAPHY
[76] Paul Over, George Awad, Martial Michel, Jonathan Fiscus, Greg Sanders, Wessel
Kraaij, Alan Smeaton, and Georges Quéenot, Trecvid’14–an overview of the
goals, tasks, data, evaluation and metrics, TRECVID, 2014.
[77] Xiaojiang Peng, Limin Wang, Xingxing Wang, and Yu Qiao, Bag of visual
words and fusion methods for action recognition: Comprehensive study and good
practice, CoRR abs/1405.4506 (2014).
[78] J. Platt, Probabilistic outputs for support vector machines and comparisons to
regularized likelihood methods, Advances in Large Margin Classifiers, MIT Press,
1999.
[79] S. H. Raza, M. Grundmann, and I. Essa, Geometric context from video, CVPR,
2013.
[80] Xiaofeng Ren and Matthai Philipose, Egocentric recognition of handled objects:
Benchmark and analysis, Egocentric Vision workshop, 2009.
[81] Anna Rohrbach, Marcus Rohrbach, Niket Tandon, and Bernt Schiele, A dataset
for movie description, CVPR, 2015, pp. 3202–3212.
[82] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh,
Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein,
Alexander C. Berg, and Li Fei-Fei, ImageNet Large Scale Visual Recognition
Challenge, 2012.
[83] M. Ryoo and J. Aggarwal, UT-Interaction Dataset, ICPR contest on Semantic
Description of Human Activities, 2010.

131

BIBLIOGRAPHY
[84] S. Sadanand and J. Corso, Action bank: A high-level representation of activity
in video, CVPR, 2012.
[85] Florian Schroff, Dmitry Kalenichenko, and James Philbin, Facenet: A unified
embedding for face recognition and clustering, CVPR, 2015, pp. 815–823.
[86] P. Scovanner, S. Ali, and M. Shah, A 3-dimensional sift descriptor and its
application to action recognition, ACM MM, 2007.
[87] H.J. Seo and P. Milanfar, Detection of human actions from a single example,
Proc. International Conference on Computer Vision, 2009.
[88] P. Sermanet, D. Eigen, X. Zhang, M. Mathieu, R. Fergus, and Y. LeCun,
Overfeat: Integrated recognition, localization and detection using convolutional
networks, ICLR, 2014.
[89] Nitesh Shroff, Pavan K. Turaga, and Rama Chellappa, Moving vistas: Exploiting
motion for describing scenes, CVPR, 2010.
[90] Karen Simonyan and Andrew Zisserman, Two-stream convolutional networks
for action recognition in videos, NIPS, 2014.
[91]

, Very deep convolutional networks for large-scale image recognition,
ICLR, 2015.

[92] Khurram Soomro, Amir Roshan Zamir, and Mubarak Shah, UCF101: A dataset
of 101 human action classes from videos in the wild, CRCV-TR-12-01, 2012.
[93] Nitish Srivastava, Elman Mansimov, and Ruslan Salakhutdinov, Unsupervised
learning of video representations using LSTMs, ICML, 2015.
132

BIBLIOGRAPHY
[94] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir
Anguelov, Dumitru Erhan, Vincent Vanhoucke, and Andrew Rabinovich, Going
deeper with convolutions, CVPR, 2015.
[95] Makarand Tapaswi, Yukun Zhu, Rainer Stiefelhagen, Antonio Torralba, Raquel
Urtasun, and Sanja Fidler, Movieqa: Understanding stories in movies through
question-answering, CVPR, 2016.
[96] Graham W Taylor, Rob Fergus, Yann LeCun, and Christoph Bregler, Convolutional learning of spatio-temporal features, ECCV, Springer, 2010, pp. 140–153.
[97] C. Theriault, N. Thome, and M. Cord, Dynamic scene classification: Learning
motion descriptors with slow features analysis, CVPR, 2013.
[98] Atousa Torabi, Christopher J. Pal, Hugo Larochelle, and Aaron C. Courville,
Using descriptive video services to create a large data source for video annotation
research, arXiv:1503.01070v1 (2015).
[99] L. Torresani, M. Szummer, and A. Fitzgibbon, Efficient object category recognition using classemes, European Conference on Computer Vision, 2010.
[100] D. Tran, L. Bourdev, R. Fergus, L. Torresani, and M. Paluri, Learning spatiotemporal features with 3d convolutional networks, ICCV, 2015.
[101] Du Tran, Lubomir D. Bourdev, Rob Fergus, Lorenzo Torresani, and Manohar
Paluri, Deep end2end voxel2voxel prediction, CVPR Workshop on Deep Learning
in Computer Vision, 2016.
[102] Du Tran, Manohar Paluri, and Lorenzo Torresani, ViCom: benchmark and
methods for video comprehension, CoRR abs/1606.07373 (2016).
133

BIBLIOGRAPHY
[103] Du Tran and Alexander Sorokin, Human activity recognition with metric learning,
Proc. European Conference on Computer Vision, 2008.
[104] Du Tran and Lorenzo Torresani, EXMOVES: classifier-based features for scalable
action recognition, ICLR, 2014.
[105]

, EXMOVES: mid-level features for efficient action recognition and video
analysis, International Journal of Computer Vision (2016).

[106] S. Turaga, J. Murray, V. Jain, F. Roth, M. Helmstaedter, K. Briggman, W. Denk,
and S. Seung, Convolutional networks can learn to generate affinity graphs for
image segmentation, Neural Comp. (2010).
[107] Laurens van der Maaten and Geoffrey Hinton, Visualizing data using t-sne,
JMLR 9 (2008), no. 2579-2605, 85.
[108] A. Veeraraghavan, R Chellappa, and A. Roy-Chowdhury, The function space of
an activity, Proc. IEEE Conference on Computer Vision and Pattern Recognition,
2006, pp. 959–968.
[109] S. Venugopalan, M. Rohrbach, J. Donahue, R. Mooney, T. Darrell, and K. Saenko,
Sequence to sequence – video to text, ICCV, 2015.
[110] P. Viola and M. Jones, Rapid object detection using a boosted cascade of simple
features, IEEE Conference on Computer Vision and Pattern Recognition, 2001.
[111] G. Wang, D. Hoiem, and D. Forsyth, Learning image similarity from flickr using
stochastic intersection kernel machines, International Conference on Computer
Vision, 2009.

134

BIBLIOGRAPHY
[112] H Wang, MM Ullah, A Klaser, I Laptev, and C Schmid, Evaluation of local
spatio-temporal features for action recognition, BMVC, 2009.
[113] Heng Wang, Alexander Kläser, Cordelia Schmid, and Cheng-Lin Liu, Dense
trajectories and motion boundary descriptors for action recognition, IJCV 103
(2013), no. 1, 60–79.
[114] Heng Wang and Cordelia Schmid, Action recognition with improved trajectories,
ICCV, 2013.
[115] L. Wang and D. Suter, Recognizing human activities from silhouettes: Motion
subspace and factorial discriminative graphical model, 2007, pp. 1–8.
[116] Y. Wang, D. Tran, and Z. Liao, Learning hierarchical poselets for human parsing,
IEEE Conference on Computer Vision and Pattern Recognition, 2011.
[117] K. Q. Weinberger, J. Blitzer, and L. K. Saul, Distance metric learning for
large margin nearest neighbor classification, Proc. Neural Information Processing
Systems, 2006.
[118] Q. Peng X. Peng, Y. Qiao and Q. Wang, Large margin dimensionality reduction
for action similarity labeling, IEEE Signal Processing Letter (2014).
[119] Gang Yu, Junsong Yuan, and Zicheng Liu, Unsupervised random forest indexing
for fast action search, CVPR, 2011, pp. 865–872.
[120]

, Propagative hough voting for human activity recognition, ECCV, 2012,
pp. 693–706.

135

BIBLIOGRAPHY
[121] J. Yuan, Z. Liu, and Y. Wu, Discriminative video pattern search for efficient
action detection, IEEE Trans. on Pattern Analysis and Machine Intelligence
(2011).
[122] J.S. Yuan, Z.C. Liu, and Y. Wu, Discriminative subvolume search for efficient
action detection, Proc. IEEE Conference on Computer Vision and Pattern
Recognition, 2009, pp. 2442–2449.
[123] M. Zeiler and R. Fergus, Visualizing and understanding convolutional networks,
ECCV, 2014.
[124] Ning Zhang, Manohar Paluri, Marc’Aurelio Ranzato, Trevor Darrell, and
Lubomir Bourdev, Panda: Pose aligned networks for deep attribute modeling,
CVPR, 2014.
[125] Bolei Zhou, Agata Lapedriza, Jianxiong Xiao, Antonio Torralba, and Aude
Oliva, Learning deep features for scene recognition using places database, NIPS,
2014.

136

