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っている．また，2018 年 12⽉より NHK の BS4K及び⺠放キー局系列の BS放送各社(但
し，BS ⽇テレを除く)で 4K 放送が始まり，NHK では BS8K において 8K 放送が開始され
ている[3]． 
これらの次世代映像は解像度以外にも，従来の映像と異なる特徴を持っている．⼀つ⽬の
特徴としてあげられるのが多階調表現である．従来の映像では RGBそれぞれに 8-bit が割
当てられ最⼤で 1600 万階調で映像の⾊を表現している．これに対し次世代映像では RGB









































第 1 章は本章であり，本研究における背景，⽬的について述べる． 
第 2 章では，本研究における主要技術である CNN や超解像技術について述べる． 
第 3 章では，超解像における問題点を検証するための実験について述べる． 
第 4 章では，本研究で提案する⼿法について述べる． 
第 5 章では，提案⼿法を評価する実験について述べ，提案⼿法の有効性について述べる． 














2.2 Convolutional Neural Network (CNN) 




⼀般的に CNN は図 2.2.1 のような構造からなる． 
 































CNN を⽤いた学習型超解像は，2014 年に C.Dong ⽒らが発表した低解像度画像の⼊⼒と
⾼解像度画像の出⼒の関係を end-to-end で機械学習する SRCNN[12]がはじまりとされて
おり，今現在もこの SRCNN のネットワークをベースに，層の数や各フィルタサイズを増
減させ，ネットワーク全体をより深くすることで超解像の精度向上を図るなど，様々な超解
像⼿法が考案されている．SRCNN のネットワークを図 2.3.2.3.1.1 に⽰す．SRCNNでは 3
層のネットワークで超解像を実現している．この学習型超解像は， ネットワークの学習の
⼿法や評価関数の種類によって PSNR 系超解像と GAN 系超解像の⼆つに分けることがで
きる．それぞれの⼿法で超解像した画像を図 2.3.2.3.1.2 に⽰す． 
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図 2.3.2.3.1.1 SRCNN のネットワーク構造 
 
図 2.3.2.3.1.2 各超解像⼿法の⽐較 
2.3.2.3.2 PSNR 系超解像 
  超解像⼿法のうちネットワークを学習する際に使⽤する評価の基準が原画を基にした
MSE ベースのものは PSNR 系超解像に分類される．図 2.3.2.3.2.1 に PSNR 系超解像⼿法
の⼀つである EDSR[13]のネットワーク構造を⽰す．EDSR では Residual な層を追加する
ことで深いネットワークでも最適化を正しく⾏えるようにし，精度の向上を図っている．ま













図 2.3.2.3.2.1 EDSR のネットワーク構造 
2.3.2.3.3 GAN 系超解像 
超解像⼿法のうち従来の超解像のネットワークの構成に敵対性ネットワーク(GAN)[15]
を加え，評価関数に perceptual loss を使⽤したものは GAN 系超解像に分類される．図
2.3.2.3.3.1 に GAN 系超解像⼿法の⼀つである SRGAN[16]のネットワーク構造を⽰す． 超













































拡張の精度としてはあまり⾼くない．この他にも Multiplication-by-ideal- gain (MIG), Bit 









う問題がある．この⼿法の⼀つである Bit-depth Enhancement by Concatenating All Level 























で算出し，平均を求めることで得ることができる．解像度が m*n からなる画像 I,K におい
てMSE は次の式(2.1)で表される． 
 
MSE = #$%∑ ∑ [𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)]"%1#234$1#534  (2.1) 
このMSE は 2 画像間の差分を数値化したものであるため，差が⼤きくなると差に鈍くな
るという⼈の知覚特徴が加味されていない．このMSE を⼈の知覚特徴に合わせた画質評
価指標が Peak Signal-to-Noise Ratio(PSNR:ピーク信号対雑⾳⽐)である．PSNR は次の式
(2.2)で定義される．ただし，𝑀𝐴𝑋9は画像がとりうる最⼤の画素値とする． 
 




















的な指標として，Natural Image Quality Evaluator (NIQE)[21]や Blind/Referenceless Image 
Spatial Quality Evaluator (BRISQUE)[22]などがある．これらの指標の詳細な説明は本稿で
は省略するが NIQEおよび BRISQUE は基本統計量として Natural Scene Statistic(NSS)ベ
ースの特徴量を使⽤している．NIQEでは⼤量の画像からなるデータベースから得られた特
徴と，対象画像から算出した Natural Scene Statistic(NSS)ベースの特徴の距離を算出して
指 標として い る．BRISQUE ではこの特徴量と主観的スコア を Support Vector 
Machine(SVM)を⽤いて学習，指標の算出を⾏っている． 






















3.3 予備実験 1 
3.3.1 予備実験 1 概要 
  予備実験 1 では，超解像のネットワークが学習していない縮⼩⽅法で縮⼩された低解像
度画像が⼊⼒された際に超解像の性能が低下することについて検証実験を⾏う．予備実験 1
の概略図を図 3.3.1.1 に⽰す． 
 
図 3.3.1.1 予備実験 1 概略図 
予備実験 1では，Bicubic 法で作成した低解像度画像と⾼解像度画像を⽤いて学習した超







3.3.2 予備実験 1 結果 
予備実験 1で得られた出⼒画像を図 3.3.2.1，図 3.3.2.2 に⽰す． 
 
図 3.3.2.1 予備実験 1 出⼒画像 1(⼊⼒:Bicubic縮⼩画像)(“DIV2K Dataset”[25][26]) 
 




指標について表 3.3.2.1 に⽰す．ここでは⼊⼒画像 90枚から得た出⼒画像 90枚に対し
PSNRと SSIMをそれぞれ算出し，それらの値の平均値を⽰す． 
表 3.3.2.1 予備実験 1 の結果 
⼊⼒画像の縮⼩⽅式 PSNR dB SSIM 
Bicubic 24.50 0.8574 
Lanczos 23.97 0.8483 
表 3.3.2.1より，実験 1では，PSNR，SSIMともに超解像のネットワークに学習させた縮
⼩⽅法である Bicubic 法で縮⼩した画像を⼊⼒とした⽅が Lanczos フィルタで縮⼩した画
像を⼊⼒した時よりも平均で+0.53dB品質が向上することが確認できる．また，平均では
なく各画像での⽐較では最⼤で約+1.0dBほど⾼い値をとるということも確認できた． 
3.3.3 予備実験 1 考察・結論 





3.4 予備実験 2 
3.4.1 予備実験 2 概要 
予備実験 2 では，⼊⼒画像の縮⼩過程を学習したネットワークを適切に選択することで
より⾼い精度で超解像を⾏えることを実験により検証する．予備実験 2 の概要図を図 3.4.1.1
に⽰す．予備実験 1では Bicubic 法による縮⼩を学習した超解像ネットワークを使⽤したが







図 3.4.1.1 予備実験 2 概要図 
3.4.2 予備実験 2 結果 










た指標を表 3.4.2.1 に⽰す． 
表 3.4.2.1 予備実験２の結果 
   ネットワーク 
⼊⼒画像 
Trained by Bicubic Trained by Lanczos 
PSNR dB SSIM PSNR dB SSIM 
Lanczos 23.97 0.8483 28.45 0.9023 
表 3.4.2.1より，Lanczos フィルタにより縮⼩した画像に対し，Lanczos フィルタの縮⼩過
程を学習した超解像を適⽤することで，Bicubic 法の縮⼩過程を学習した超解像を適⽤し
た時より，超解像の精度が PSNRで+4.48dB，SSIMでも 0.054pt 向上することが確認で
きる． 
3.4.3 予備実験 2 考察・結論 
予備実験 2 の結果より，⼊⼒画像の縮⼩過程に合わせて最適な超解像のネットワークを
選択し，適⽤することで，超解像の精度が向上することが確認できた．また，今回使⽤して




3.5 予備実験 3 
3.5.1 予備実験 3 概要 
予備実験 3 では，超解像の精度が縮⼩画像に含まれる折り返し歪みにどの程度依存して
いるかの検証をする．予備実験 3 の概略図を図 3.5.1.1 に⽰す． 
 
 





inverse discrete Fourier transform)を適⽤し，空間領域に戻したのちに，2:1サブサンプリ
ングすることで作成する．この No-Aliasing images の作成⼿順を図 3.5.1.2 に⽰す．デー
タセットは予備実験 1，予備実験 2と同じものを使⽤した． 
 
図 3.5.1.2 No-Aliasing images の作成⼿順 
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3.5.2 予備実験 3 結果 
予備実験 3 で算出した各指標を表 3.5.2.1 に⽰す．また，得られた出⼒画像の⽐較を図









表 3.5.2.1 予備実験 3 結果 1 
 Trained by bicubic Trained by No-aliasing 
PSNR dB PSNR dB 
Bicubic 31.78 30.60 




図 3.5.2.1 予備実験 3 出⼒画像の⽐較 1(“DIV2K Dataset”[25][26]) 
次に⾼解像度画像から⾼周波成分を除去した画像と，折り返し歪みを含まない縮⼩画像
を学習した超解像に対応する画像を⼊⼒した際に得られる出⼒画像を⽐較する．算出した
各指標を表 3.5.2.2 に，得られた出⼒画像の⽐較を図 3.5.2.2 にそれぞれ⽰す． 
表 3.5.2.2 予備実験 3 結果 2 
 
No-Aliasing image SR 
by Trained No-aliasing 
images SR 
No-High-frequency HR 
PSNR dB 29.59 32.152 




図 3.5.2.2 予備実験 3 出⼒画像の⽐較 2(“DIV2K Dataset”[25][26]) 
表 3.5.2.2 において PSNR を⽐較すると，超解像を適⽤した画像の⽅が-2.5dB ほど PSNR
が低い値となっていることが確認できる．⼀⽅で図 3.5.2.2 の得られた出⼒画像を⽐較する
と PSNR では優れているはずの図中(b)の⽅が(a)よりも全体的にぼやけたものとなってい










図 3.5.2.3 No-Aliasing image SR by Trained No-aliasing images SR の周波数スペクトル 
 








































を図 4.2.1 に⽰す． 
 






















案⼿法の有効性を確認する．本来，次世代映像としてはビット深度が 10-bit または 12-bit




り正当に評価を⾏うために低ビットは 6-bit，⾼ビットは 8-bit とすることでより実験環境
を単純にし，他の問題から切り離す．また実際に実験を⾏う際には，より実際に運⽤される
環境に近づけるため低ビット画像は 6-bit 画像を 2-bit シフトして得られる 8-bit 画像とす
る．評価実験の概要を図 5.2.1 に，低ビット画像の例を図 5.2.2 に，⾼ビット画像の例を図
5.2.3 にまたその⽐較を図 5.2.4 にそれぞれ⽰す． 
 





図 5.2.2 低ビット画像の例(“DIV2K Dataset”[25][26]) 
 





図 5.2.4 低ビット画像と⾼ビット画像の⽐較(“DIV2K Dataset”[25][26]) 
低ビット画像と⾼ビット画像を⽐較すると，低ビット画像は⾊の移り変わるような箇所
で表現するビット数が⾜りずに段状のノイズが⽣じていることが確認できる．本実験では，
超解像のネットワークとして，PSNR 系の EDSRと GAN 系の SRGAN を使⽤する．また，
提案⼿法より得られる出⼒画像と以下の⼆つの画像において各指標を算出して⽐較する． 
・ビット深度学習をしていない超解像を⽤いて得られる画像 
・提案⼿法の出⼒を 6-bit に変換し，Zero-padding により 8-bit にした画像(以降，提案⼿
法+Zero-padding) 
超解像のネットワークを学習するためのデータセットは予備実験と同様に DIV2K のうち
800枚を使⽤し，テスト画像は DIV2K のうちの⼀部とその他の 4K データセットの⼀部か
らなる画像セットを使⽤する．実験で使⽤した PC の環境を表 5.2.1 に⽰す．  
表 5.2.1 実験環境 
OS Ubuntu16.04 
CPU Intel(R) Core(TM) i7-8700K CPU @ 3.70GHz 









5.3 実験 1 結果 
実験 1では，超解像⼿法として SRGAN[16]を使⽤した．SRGAN の実験条件を表 5.3.1 に
⽰す． 




低解像度 0.5K，6-bit-2bit shift，800枚 
⾼解像度 2K，8-bit，800枚 





次に⼊⼒したテスト画像を図 5.3.1 に，この画像の原画を図 5.3.2 にそれぞれ⽰す．また，
提案⼿法+Zero-padding によって得られた画像を図 5.3.3 に，従来の超解像で得られた出⼒
画像を図 5.3.4 に，提案⼿法の超解像によって得られた出⼒画像を図 5.3.5 にそれぞれ⽰す．
またこれらの⼀部を切り取り拡⼤して⽐較したものを図 5.3.6 に⽰す． 
 
図 5.3.1 ⼊⼒したテスト画像(“DIV2K Dataset”[25][26]) 
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図 5.3.2 ⼊⼒画像の原画(“DIV2K Dataset”[25][26]) 
 
図 5.3.3 提案⼿法+Zero-padding によって得られた画像(“DIV2K Dataset”[25][26]) 
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図 5.3.4 従来の超解像⼿法によって得られた出⼒画像(“DIV2K Dataset”[25][26]) 
 
図 5.3.5 提案する超解像⼿法によって得られた出⼒画像(“DIV2K Dataset”[25][26]) 
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図 5.3.6各画像の⽐較(“DIV2K Dataset”[25][26]) 
次に算出した各指標のテスト画像 100枚での平均値を表 5.3.2 に⽰す． 
表 5.3.2 実験 1で算出した各指標 
 PSNR dB SSIM BRISQUE 
提案⼿法 + Zero-padding 24.20 0.8335 13.51 
従来の超解像 24.45 0.8480 11.39 














































5.5 実験 2 結果 
実験 2では，超解像⼿法として EDSR[13]を使⽤した．EDSR の実験条件を表 5.5.1 に⽰
す． 




低解像度 0.5K，6-bit-2bit shift，800枚 
⾼解像度 2K，8-bit，800枚 
テスト画像 0.5K，6-bit-2bit shift，100枚 
Epoch 300 
拡⼤倍率 4倍 
次に⼊⼒したテスト画像を図 5.5.1 に，この画像の原画を図 5.5.2 にそれぞれ⽰す．また，
提案⼿法+Zero-padding によって得られた画像を図 5.5.3 に，従来の超解像で得られた出⼒
画像を図 5.5.4 に，提案⼿法の超解像によって得られた出⼒画像を図 5.5.5 にそれぞれ⽰す．
またこれらの⼀部を切り取り拡⼤して⽐較したものを図 5.5.6 に⽰す． 
 
図 5.5.1 ⼊⼒したテスト画像(“DIV2K Dataset”[25][26]) 
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図 5.5.2 ⼊⼒画像の原画(“DIV2K Dataset”[25][26]) 
 
図 5.5.3 提案⼿法+Zero-padding によって得られた画像(“DIV2K Dataset”[25][26]) 
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図 5.5.4 従来の超解像⼿法によって得られた出⼒画像(“DIV2K Dataset”[25][26]) 
 
 
図 5.5.5 提案する超解像⼿法によって得られた出⼒画像(“DIV2K Dataset”[25][26]) 
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図 5.5.6各画像の⽐較(“DIV2K Dataset”[25][26]) 
次に算出した各指標のテスト画像 100枚での平均値を表 5.5.2 に⽰す． 
表 5.5.2 実験２で算出した各指標 
 PSNR dB SSIM BRISQUE 
提案⼿法 + Zero-padding 29.59 0.9074 45.80 
従来の超解像 29.61 0.9081 49.28 











5.6 実験 2 考察・結論 
はじめに各⼿法における各指標を⽐較すると，PSNR および SSIM では提案⼿法が，









平均値ではなく提案⼿法と提案⼿法+Zero-padding の各画像における BRISQUE の値を図
5.6.1 に⽰す． 
 



























































すると，8-bit の低解像度から 10-bitあるいは 12-bit の⾼解像度画像を⽣成する⽅式の⽅が
望ましい．したがって，超解像⼿法を 8-bit以上の画像に適⽤できるように調整したのちに，
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