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We study the decay B ! DK using a sample of 379 106 ð4SÞ ! B B events collected with the
BABAR detector at the PEP-II B factory. We perform a Gronau-London-Wyler analysis where the D
meson decays into either a CP-even (CPþ ) eigenstate (KþK, þ), CP-odd (CP ) eigenstate
(K0S
0, K0S, K
0
S!) or a non-CP state (K
þ). We also analyze D meson decays into Kþ from a
Cabibbo-favored D0 decay or doubly suppressed D0 decay [Atwood-Dunietz-Soni (ADS) analysis]. We
measure observables that are sensitive to the Cabibbo-Kobayashi-Maskawa angle : the partial-rate
charge asymmetries ACP, the ratios RCP of the B-decay branching fractions in CP and non-CP
decay, the ratioRADS of the charge-averaged branching fractions, and the charge asymmetryAADS of the
ADS decays: ACPþ ¼ 0:09 0:13 0:06, ACP ¼ 0:23 0:21 0:07, RCPþ ¼ 2:17 0:35
0:09, RCP ¼ 1:03 0:27 0:13, RADS ¼ 0:066 0:031 0:010, and AADS ¼ 0:34 0:43
0:16, where the first uncertainty is statistical and the second is systematic. Combining all the measure-
ments and using a frequentist approach yields the magnitude of the ratio between the Cabibbo-suppressed
and favored amplitudes, rB ¼ 0:31 with a one (two) sigma confidence level interval of [0.24, 0.38] ([0.17,
0.43]). The value rB ¼ 0 is excluded at the 3.3 sigma level. A similar analysis excludes values of  in the
intervals [0, 7], [55, 111], and [175, 180] ([85, 99]) at the one (two) sigma confidence level.
DOI: 10.1103/PhysRevD.80.092001 PACS numbers: 13.25.Hw, 11.30.Er, 12.15.Hh, 14.40.Nd
I. INTRODUCTION
The standard model accommodates CP violation
through a single phase in the Cabibbo-Kobayashi-
Maskawa (CKM) quark mixing matrix V [1]. The self-
consistency of this mechanism can be tested by overcon-
straining the associated unitarity triangle [2,3] using many
different measurements, mostly involving decays of B
mesons. In this paper we concentrate on the angle  
argðVudVub=VcdVcbÞ by studying B meson decay chan-
nels where b! c us and b! u cs tree amplitudes inter-
fere. We use two techniques, one suggested by Gronau and
London [4] and Gronau andWyler [5] (GLW) and the other
suggested by Atwood, Dunietz, and Soni [6] (ADS) to
study . Both techniques rely on final states that can be
reached from bothD0 and D0 decays. These methods make
use of B decay amplitudes that involve standard model tree
diagrams, and therefore yield theoretically clean measure-
ments of . As discussed in Ref. [7] the combination of the
GLWand ADS observables can be very useful in resolving
certain ambiguities inherent in each of the techniques. In
this paper we use the decay B ! DKð892Þ [8] to
measure the GLW and ADS observables.
In the GLWanalysis theDmeson [9] from B ! DK
decays into either a CP-even (CPþ ) eigenstate (KþK,
þ) or a CP-odd (CP ) eigenstate (Ks0, Ks,
Ks!). The size of the interference between the two com-
peting amplitudes depends on the CKM angle  as well as
other parameters that are CP conserving, discussed below.
References [4,5] define several observables that depend on
measurable quantities:
RCP ¼ 2
ðB ! D0
CPK
Þ þ ðBþ ! D0
CPK
þÞ
ðB ! D0KKÞ þ ðBþ ! D0KKþÞ
;
ACP ¼
ðB ! D0
CPK
Þ  ðBþ ! D0
CPK
þÞ
ðB ! D0
CPK
Þ þ ðBþ ! D0
CPK
þÞ :
HereD0CP refers to a neutralDmeson decaying into either
a CPþ or CP eigenstate.
RCP andACP depend on the physical parameters as
follows:
R CP ¼ 1þ r2B  2rB cosB cos; (1)
A CP ¼ 2rB sinB sin=RCP: (2)
Here rB is the magnitude of the ratio of the suppressed
B ! D0K and favored B ! D0K decay ampli-
tudes, respectively, and B is the CP-conserving phase
difference between these amplitudes. In this analysis we
neglect the effects ofCP violation inDmeson decays, and,
as justified in Ref. [10], the very small effect of D0 D0
mixing.
RCP is calculated using
R CP ¼ NCPNnonCP 
nonCP
CP
(3)
where NCP and Nnon-CP are the event yields for the CP
and non-CPmodes, respectively, and non-CP and CP are
correction factors that depend on branching fractions and
reconstruction efficiencies.ACP is calculated using the
event yields split by the charge of the B meson.
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We define two additional quantities whose experimental
estimators are normally distributed even when the value of
rB is comparable to its uncertainty:
x ¼ rB cosðB  Þ
¼ RCPþð1ACPþÞ  RCPð1ACPÞ
4
: (4)
Since x are also directly measured in Dalitz-plot analyses
[11], the different results can be compared and combined
with each other. We note that an additional set of quantities
measured in Dalitz-plot analyses, y ¼ rB sinðB  Þ,
are not directly accessible through the GLW analysis.
In the ADS technique, B ! DK decays to
½KþDK, where ½KþD indicates that these parti-
cles are neutral D meson (D0 or D0) decay products. This
final state can be reached from B! D0K and the
doubly-Cabibbo-suppressed decay D0 ! Kþ or B !
D0K followed by the Cabibbo-favored decay D0 !
Kþ. In addition, the final state ½KþDK is used
for normalization. We label the decays where the K and K
have the same (opposite) charge as ‘‘right (wrong) sign’’
where the labels reflect that one mode occurs much more
often than the other.
In analogy with the GLW method we define two mea-
surable quantities,RADS andAADS, as follows:
R ADS ¼ ðB
 ! ½KþDKÞ þ ðBþ ! ½KþDKþÞ
ðB ! ½KþDKÞ þ ðBþ ! ½KþDKþÞ ;
AADS ¼ ðB
 ! ½KþDKÞ  ðBþ ! ½KþDKþÞ
ðB ! ½KþDKÞ þ ðBþ ! ½KþDKþÞ :
RADS and AADS are related to physically interesting
quantities by
R ADS ¼ r2D þ r2B þ 2rDrB cosðB þ DÞ cos; (5)
A ADS ¼ 2rDrB sinðB þ DÞ sin=RADS: (6)
Here rD is the magnitude of the ratio of suppressed D
0 !
Kþ and favored D0 ! Kþ decay amplitudes, re-
spectively, while D is the CP-conserving strong phase
difference between these two amplitudes. Both rD and D
have been measured and we use the values given in
Ref. [12]: rD ¼ 0:0578 0:0008 and D ¼ 21:9þ11:312:4 de-
grees. Estimates for rB are in the range 0:1 	 rB 	 0:3
[13,14].
It has been pointed out in Ref. [13] that complications
due to possible variations in rB and/or B as a result of the
finite width of a resonance such as the K and its overlap
with other states can be taken into account using an alter-
nate formalism. However, in this paper we choose to
follow the procedures in Refs. [14,15] and incorporate
the effects of the non-K DK events and finite width of
the K into the systematic uncertainties of ourA and R
measurements.
II. THE BABAR DETECTOR AND DATA SET
The BABAR detector has been described in detail in
Ref. [16] and therefore will only be briefly discussed
here. The trajectories of charged tracks are measured
with a five-layer double-sided silicon vertex tracker
(SVT) and a 40-layer drift chamber (DCH). Both the
SVT and DCH are located inside a 1.5 T magnetic field.
Photons are detected by means of a CsI(Tl) crystal calo-
rimeter also located inside the magnet. Charged particle
identification is determined from information provided by
a ring-imaging Cherenkov device (DIRC) in combination
with ionization measurements (dE=dx) from the tracking
detectors. The BABAR detector’s response to various phys-
ics processes as well as varying beam and environmental
conditions is modeled with simulation software based on
the GEANT4 [17] tool kit. We use EVTGEN [18] to model the
kinematics of B mesons and JETSET [19] to model contin-
uum processes (eþe ! c c, u u, d d, ss). This analysis uses
data collected at and near the ð4SÞ resonance with the
BABAR detector at the PEP-II storage ring. The data set
consists of 345 fb1 collected at the peak of the ð4SÞ
(379 106 B B pairs) and 35 fb1 collected 40MeV below
the resonance peak (off-peak data).
This analysis is a combined update of the previous
BABAR ADS [14] and GLW [15] studies of B !
DK, which used 232 106 B B pairs. Other new features
in this analysis include the improvement in background
suppression, the refinement of various candidate selection
criteria, and an update of the estimation of systematic
uncertainties. The major change is the choice of neural
networks in the GLW analysis over Fisher discriminants,
which were used in the previous analysis. We verify the
improvements on both signal efficiency and continuum
background rejection in the GLW decay channels with
simulated signal and continuum events. The increases in
signal efficiency range from 3% to 14% for all channels
except K0S, which has the same efficiency. For continuum
suppression, the neural networks perform 10% to 57%
better across all channels except KþK, which displays
the same performance.
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III. THE GLWANALYSIS
We reconstruct B ! DK candidates with the subse-
quent decays K ! K0S, K0S ! þ and with the D
meson decaying into six decay final states: D0 ! Kþ
(non-CP final state); KþK, þ (CPþ eigenstates);
and K0S
0, K0S, K
0
S! (CP eigenstates). We optimize our
event selection criteria by maximizing the figure of merit
S=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Sþ Bp , with S the number of signal events and B the
number of background events, determined for each channel
using simulated signal and background events. Kaon and
pion candidates (except for the pions from K0S decays) are
selected using a likelihood-based particle-identification
algorithm which relies on dE=dx information measured
in the DCH and the SVT, and Cherenkov photons in the
DIRC. The efficiencies of the selectors are typically above
85% for momenta below 4 GeV while the kaon and pion
misidentification rates are at the few percent level for
particles in this momentum range.
The K0S candidates are formed from oppositely charged
tracks assumed to be pions with a reconstructed invariant
mass within 13 MeV=c2 (4 standard deviations) of the
known K0S mass [3], mK0S . All K
0
S candidates are refitted
so that their invariant mass equals mK0
S
(mass constraint).
They are also constrained to emerge from a single vertex
(vertex constraint). For those retained to build a K
candidate, we further require that their flight direction
and length be consistent with a K0S coming from the inter-
action point. The K0S candidate flight path and momentum
vectors must make an acute angle and the flight length in
the plane transverse to the beam direction must exceed its
uncertainty by 3 standard deviations. K candidates are
formed from a K0S and a charged particle with a vertex
constraint. We select K candidates that have an invariant
mass within 75 MeV=c2 of the known mean value for a K
[3]. Finally, since theK in B ! DK is longitudinally
polarized, we require j cosHj 
 0:35, where H is the
angle in the K rest frame between the daughter pion
momentum and the parent B momentum. The helicity
distribution discriminates well between a B-meson decay
and a false B-meson candidate from the continuum, since
the former is distributed as cos2H and the latter has an
approximately flat distribution.
Some decay modes of the D meson contain a neutral
pion. We combine pairs of photons to form 0 candidates
with a total energy greater than 200 MeV and an invariant
mass between 115 and 150 MeV=c2. A mass constrained
fit is applied to the selected 0 candidate momenta.
Composite particles ( and!) included in theCPmodes
are vertex constrained. Candidate  (!) mesons are con-
structed from KþK (þ0) particle combinations
with an invariant mass required to be within 2 standard
deviations, corresponding to 12ð20Þ MeV=c2, from the
known peak values [3]. Two further requirements are
made on the ! candidates. The magnitude of the cosine
of the helicity angle H between the D momentum in the
rest frame of the ! and the normal to the plane containing
all three decay pions must be greater than 0.35 (this vari-
able has a cos2H distribution for signal candidates and is
approximately flat for background). The Dalitz angle [20]
D is defined as the angle between the momentum of one
daughter pion in the ! rest frame and the direction of one
of the other two pions in the rest frame of the two pions.
For signal candidates, the cosine of the Dalitz angle fol-
lows a sin2D distribution, while it is approximately flat for
the background. Therefore we require the cosine of the
Dalitz angle of signal candidates to have a magnitude
smaller than 0.8.
All D candidates are mass constrained and, with the
exception of the K0S
0 final state, vertex constrained. We
select D candidates with an invariant mass differing from
the known mass [3] by less than 12 MeV=c2 for all chan-
nels except K0S
0 (30 MeV=c2) and K0S! (20 MeV=c
2).
These limits are about twice the corresponding rms mass
resolutions.
Suppression of backgrounds from continuum events is
achieved by using event-shape and angular variables. The
B meson candidate is required to have j cosTj 	 0:9,
where T is the angle between the thrust axis of the B
meson and that of the rest of the event. The distribution of
j cosTj is uniform in B B events and strongly peaked near 1
for continuum events.
A neural network (NN) is used to further reduce the
eþe ! q q (q ¼ u, d, s, c) contribution to our data sam-
ple. Seven variables are used in the NNwith three being the
angular moments L0, L1, and L2. These moments are
defined by Lj ¼
P
ip

i j cosi jj where the sum is over
charged and neutral particles are not associated with the
B-meson candidate. Here pi (i ) is the momentum (angle)
of the ith particle with respect to the thrust of the candidate
B meson in the center-of-mass (CM) frame. Additional
details on the moments can be found in Ref. [21]. The
NN also uses the ratio R2 ¼ H2=H0 of Fox-Wolfram mo-
ments [22], the cosine of the angle between the B candidate
momentum vector and the beam axis ( cosB), cosT (de-
fined above), and the cosine of the angle between a D
daughter momentum vector in the D rest frame and the
direction of the D in the B meson rest frame ( cosHðDÞ).
The distributions of all the above variables show distinct
differences between signal and continuum events and thus
can be exploited by a NN to preferentially select B B
events. Each decay mode has its own unique NN trained
with signal and continuum Monte Carlo events. After
training, the NNs are then fed with independent sets of
signal and continuum Monte Carlo events to produce NN
outputs for each decay mode. Finally, we verify that the
NNs have consistent outputs for off-peak data [continuum
data collected below the ð4SÞ] and q q Monte Carlo
events. The separations between signal and continuum
backgrounds are shown in Fig. 1. We select candidates
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FIG. 1. Neural network (NN) outputs and results of the NN verifications of (a) KþK, (b) þ, (c) K0S
0, (d) K0S, (e) K
0
S!, and
(f) Kþ subsamples of the GLWanalysis. The samples used to produce the output are shown as histograms. The signal (Monte Carlo
simulation) is the shaded histogram peaking near 1; the continuum (Monte Carlo simulation) is the histogram peaking near 0. The off-
peak data used to check the NN are overlaid as data points.
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with neural network output above 0.65 (KþK), 0.82
(þ), 0.91 (K0S
0), 0.56 (K0S), 0.80 (K
0
S!), and 0.73
(Kþ). Our event selection is optimized to maximize the
significance of the signal yield, determined using simu-
lated signal and background events.
We identify B candidates using two nearly independent
kinematic variables: the beam-energy-substituted (ES)
mass mES ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs=2þ p0  pBÞ2=E20  p2B
q
and the energy
difference E ¼ EB 
ffiffi
s
p
=2, where E and p are energy
and momentum. The subscripts 0 and B refer to the
eþe-beam system and the B candidate, respectively; s
is the square of the CM energy and the asterisk labels the
CM frame. The mES distributions are all described by a
Gaussian function G centered at the B mass with a resolu-
tion (sigma) of 2.50, 2.55, and 2:51 MeV=c2 for the CPþ ,
CP , and non-CP mode, respectively. The E distribu-
tions are centered on zero for signal with a resolution of 11
to 13 MeV for all channels except K0S
0 for which the
resolution is asymmetric and is about 30 MeV. We define a
signal region through the requirement jEj< 50ð25Þ MeV
for K0S
0 (all other modes).
A potentially dangerous background for the B !
DðþÞKðK0SÞ channel is the decay mode B !
DðK0SþÞ which contains the same final-state parti-
cles as the signal but has a branching fraction 600 times
larger. We therefore explicitly veto any selected B candi-
date containing a K0S
þ combination within
60 MeV=c2 of the D0 mass.
The fraction of events with more than one acceptable B
candidate depends on the D decay mode and is always less
than 8%. To select the best B candidate in those events
where we find more than one acceptable candidate, we
choose the one with the smallest 2 formed from the
differences of the measured and world average D0 and
K masses divided by the mass spread that includes the
resolution and, for the K, the natural width:
2 ¼ 2M
D0
þ 2MK
¼ ðMD0 M
PDG
D0
Þ2
2M
D0
þ ðMK M
PDG
K Þ2
2MK þ 2K=c4
: (7)
Simulations show that negligible bias is introduced by this
choice and the correct candidate is picked at least 86% of
the time.
From the simulation of signal events, the total recon-
struction efficiencies are 12.8% and 12.3% for the CPþ
modes D! KþK and þ; 5.6%, 8.9%, and 2.4% for
the CPmodesD! K0S0,K0S, andK0S!; 12.8% for the
non-CP mode D0 ! Kþ.
To study B B backgrounds we look in sideband regions in
E and mD. We define the E sideband in the interval
60 	 E 	 200 MeV for all modes. This region is used to
determine the combinatorial background shapes in the
signal and mD sideband. We choose not to use a lower
sideband because of the DK backgrounds in that region.
The sideband region inmD is slightly mode dependent with
a typical requirement that mD differs from the D
0 mass by
more than four and less than 10 standard deviations. This
region provides sensitivity to background sources which
mimic signal both inE andmES and originate from either
charmed or charmless B meson decays that do not contain
a true D meson. As many of the possible contributions to
this background are not well known, we measure its size by
including the mD sideband in the fit described below.
An unbinned extended maximum likelihood fit to the
mES distributions of selected B candidates in the range
5:2 	 mES 	 5:3 GeV=c2 is used to determine signal and
background yields. We use the signal yields to calculate the
CP-violating quantitiesACP and RCP. We use the same
mean and width of the Gaussian function G to describe the
signal shape for all modes considered. The combinatorial
background in the mES distribution is modeled with the so-
called ‘‘ARGUS’’ empirical threshold functionA [23]. It
is defined as
A ðmESÞ / mES
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 x2
p
exp	ð1x2Þ; (8)
where x ¼ mES=Emax and Emax is the maximum mass for
pair-produced B mesons given the collider beam energies
and is fixed in the fit at 5:291 GeV=c2. The ARGUS shape
is governed by one parameter 	 that is left free in the fit.
We fit simultaneously mES distributions of nine samples:
the non-CP, CPþ , and CP samples for (i.) the signal
region, (ii.) themD sideband, and (iii.) the E sideband. In
addition the signal region is divided into two samples
according to the charge of the B candidate. We fit three
probability density functions (PDF) weighted by the un-
known event yields. For the E sideband, we useA. For
the mD sideband (sb) we use asb Aþ bsb  G, where G
accounts for fake-D candidates. For the signal region PDF,
we use a Aþ b  G þ c  G, where b is scaled from bsb
with the assumption that the number of fakeD background
events present in the signal region is equal to the number
measured in the mD sideband scaled by the ratio of the mD
signal-window to sideband widths, and c is the number of
B ! DK signal events. The non-CP mode sample,
with relatively high statistics, helps constrain the PDF
shapes for the low statistics CP mode distributions. The
E sideband sample helps determine theA background
shape. In total, the fit determines 19 event yields as well as
the mean and width of the signal Gaussian and the ARGUS
parameter 	.
Since the values of 	 obtained for each data sample are
consistent with each other, albeit with large statistical
uncertainties, we have constrained 	 to have the same
value for all data samples in the fit. The simulation shows
that the use of the same Gaussian parameters for all signal
modes introduces only negligible systematic corrections.
We assume that the fake D backgrounds found in the
mD sideband have the same final states as the signal and
B. AUBERT et al. PHYSICAL REVIEW D 80, 092001 (2009)
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we fit these contributions with the same Gaussian
parametrization.
The fake D background is assumed to not violate CP
and is therefore split equally between the B and Bþ
subsamples. This assumption is consistent with results
from our simulations and is considered further when we
discuss the systematic uncertainties. The fit results are
shown graphically in Fig. 2 and numerically in Table I.
Table II records the number of events measured for each
individual D decay mode.
Although most systematic uncertainties cancel forACP,
a charge asymmetry inherent to the detector or data pro-
cessing may exist. We quote the results from the study
carried out in Ref. [24], where we used B ! D0 (with
D0 decays into CP or non-CP eigenstates) events from
control samples of data and simulation to measure the
charge asymmetry. An average charge asymmetry of Ach ¼
ð1:6 0:6Þ% was measured. We add linearly the central
value and one-standard deviation in the most conservative
direction to assign a systematic uncertainty of 0.022. The
second substantial systematic effect is a possible CP asym-
metry in the fake D background that cannot be excluded
due to CP violation in charmless B decays. If there is an
asymmetry Afake D, then the systematic uncertainty on
ACP is Afake D  b=c, where b is the contribution of
the fake D background and c the signal yield. Assuming
conservatively that jAfake Dj 	 0:5, we obtain systematic
uncertainties of0:003 and0:040 onACPþ andACP,
respectively. Note that since we do not observe any fake D
background in CP modes, we use the statistical uncer-
tainty of the signal yield from the fit to estimate this
systematic uncertainty.
SinceRCP is a ratio of rates of processes with different
final states of the D, we must consider the uncertainties
affecting the selection algorithms for the different D chan-
nels. This results in small corrections which account for the
difference between the actual detector response and the
simulation model. The main effects stem from the approxi-
mate modeling of the tracking efficiency (a correction of
0.4% per pion track coming from a K0S and 0.2% per kaon
and pion track coming from other candidates), the K0S
TABLE I. Results from the fit. For each GLW D mode, we
give the number of measured signal events, the fake D contri-
bution,ACP, andRCP. The fake D contribution is calculated by
scaling the number of fake D events found in the mD sideband
region to the signal region. The uncertainties are statistical only.
We also show the number of measured signal events split by the
B charge for CPþ and CP modes.
# Signal # Fake D ACP RCP
Non-CP 231 17 5.0
CPþ 68:6 9:2 0.3 0:09 0:13 2:17 0:35
(Bþ) 31:2 6:2
(B) 37:4 6:8
CP 38:5 7:0 0.0 0:23 0:21 1:03 0:27
(Bþ) 23:0 4:8
(B) 15:5 5:2
TABLE II. Number of signal events from the GLW fit for
individual D decay modes studied in this analysis. We also
provide the selection efficiencies (in %) and total correction
factors (c). The uncertainties are statistical only.
# Signal Selection Efficiency (%) cð104Þ
Non-CP
Kþ 231 17 12:76 0:09 48:48 0:96
CPþ
KþK 41 7 12:78 0:05 4:90 0:16
þ 28 6 12:34 0:05 1:72 0:11
CP
K0S
0 21 7 5:59 0:03 4:10 0:50
K0S 8 3 8:90 0:04 1:30 0:11
K0S! 9 4 2:35 0:02 1:49 0:30
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FIG. 2 (color online). Distributions of mES in the signal region
for (a) the non-CP modes in B decays, (b) the CPþ modes in
Bþ, and (c) B decays and (d) the CPmodes in Bþ and (e) B
decays. The dashed curve indicates the total background con-
tributions, which include the fake D backgrounds.
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reconstruction efficiency for CP modes of the D0 (1.3%
per K0S in K
0
S mode and 2.0% in K
0
S
0 and K0S!), the 
0
reconstruction efficiency for the K0S
0 and K0S½þ0!
channels (3%), and the efficiency and misidentification
probabilities from the particle identification (2% per track).
The corrections are calculated by comparing data and
Monte Carlo using high statistics and high-purity samples.
Charged kaon and pion samples obtained from D-meson
decays (Dþ ! D0þ) are used for particle-identification
corrections. For tracking corrections, we use 
-pair events
where one 
 decays to a muon and two neutrinos and the
other decays to 0hwhere h is aK or a. B0 ! K0S and
B0 ! þDðD ! K0SÞ decays are used for K0S cor-
rections, and 0 correction factors are calculated using

!  and 
!  samples. The total correction factors,
which also include branching fractions and selection effi-
ciencies, used in the calculation of RCP [Eq. (3)] are
given in Table II. RCPþ (RCP) is calculated using the
number of detected signal events corrected by the linear
sum of the CPþ (CP ) correction factors. Altogether,
the systematic uncertainties due to the corrections equal
0:078 and 0:100 for RCPþ and RCP, respectively.
The uncertainties on the measured branching fractions [3]
and efficiencies for different D decay modes, are included
in the calculation of the systematic errors due to these
corrections.
Another systematic correction applied to the CP mea-
surements arises from a possible CPþ background in the
K0S and K
0
S! channels. In this case, the observed quan-
titiesAobsCP andR
obs
CP are corrected:
ACP ¼ ð1þ ÞAobsCP  ACPþ;
RCP ¼ R
obs
CP
ð1þ Þ ;
where  is the ratio ofCPþ background toCP signal. An
investigation of the D0 ! KKþK0S Dalitz plot [25] in-
dicates that the dominant background for D0 ! K0S
comes from the decay a0ð980Þ ! KþK, at the level of
ð25 1Þ% of the size of the K0S signal. We have no
information for the !K0S channel and assume ð30 30Þ%
of CPþ background contamination. The K0S0 mode has
noCPþ background. The value of  for the combination of
CP modes is ð11 7Þ%. The systematic uncertainty
associated with this effect is 0:02 and 0:06 forACP
andRCP, respectively.
To account for the nonresonant K0S
 pairs in the K
mass range we study a model that incorporates S-wave and
P-wave pairs in both the b! c us and b! u cs ampli-
tudes. The P-wave mass dependence is described by a
single relativistic Breit-Wigner while the S-wave compo-
nent is assumed to be a complex constant. It is expected
that higher order partial waves will not contribute signifi-
cantly and therefore they are neglected in the model. We
also assume that the same relative amount of S and P wave
is present in the b! c us and b! u cs amplitudes. The
amount of S wave present in the favored b! c us ampli-
tude is determined directly from the data by fitting the
angular distribution of the K0S system in the K
 mass
region, accounting for interference [26]. From this fit we
determine that the number of non-K KS events is ð4
1Þ% of the measured signal events. To estimate the system-
atic uncertainties due to this source we vary all the strong
phases between 0 and 2 and calculate the maximum
deviation between the S-wave model and the expectation
if there were no nonresonant contribution for bothACP
[Eq. (2)] and RCP [Eq. (1)]. This background induces
systematic variations of0:051 forACP and0:035 for
RCP.
The last systematic uncertainty is due to the assumption
that the parameters of the Gaussian and ARGUS functions
are the same throughout the signal region, E and mD
sidebands. We estimate the uncertainties by varying the
width and mean of the Gaussian and 	 of the ARGUS by
their corresponding statistical uncertainties obtained from
the fit. All the systematic uncertainties are listed in
Table III. We add them in quadrature and quote the final
results:
ACPþ ¼ 0:09 0:13ðstat:Þ  0:06ðsyst:Þ
ACP ¼ 0:23 0:21ðstat:Þ  0:07ðsyst:Þ
RCPþ ¼ 2:17 0:35ðstat:Þ  0:09ðsyst:Þ
RCP ¼ 1:03 0:27ðstat:Þ  0:13ðsyst:Þ:
These results can also be expressed in terms of x
defined in Eq. (4):
xþ ¼ 0:21 0:14ðstat:Þ  0:05ðsyst:Þ;
x ¼ 0:40 0:14ðstat:Þ  0:05ðsyst:Þ;
where the CPþ pollution systematic effects are included.
Including these effects increased xþ and x by 0:035
0:024 and 0:023 0:017, respectively.
IV. THE ADS ANALYSIS
In the ADS analysis we only use D decays with a
charged kaon and pion in the final state and K decays
TABLE III. Summary of systematic uncertainties for the GLW
analysis.
Source ACPþ ACP RCPþ RCP
Detection asymmetry 0.022 0.022      
Nonresonant K0s
 bkg. 0.051 0.051 0.035 0.035
Same-final-state bkg.    0.019    0.061
Asymmetry in fake D0 bkg. 0.003 0.040      
Efficiency correction       0.078 0.100
Same G andA shape 0.003 0.013 0.009 0.025
Total systematic uncertainty 0.056 0.072 0.086 0.125
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to K0S
 followed by K0S ! þ. The ADS event selec-
tion criteria and procedures are nearly identical to those
used for the GLWanalysis. However due to the small value
of rD the yield of interesting ADS events (i.e., B
 !
½KþDK and Bþ ! ½KþDKþ) is expected to
be smaller than for the GLW analysis. Therefore in order
to reduce the background in the ADS analysis the K0S
invariant mass window is narrowed to 10 MeV=c2 and
the K invariant mass cut is reduced to 55 MeV=c2. A
neural network using the same variables as in the GLW
analysis is trained on ADS signal and continuum Monte
Carlo events and verified using off-peak continuum data.
The separation between signal and continuum background
is shown in Fig. 3. We select candidates, both right and
wrong sign, with neural network output above 0.85. All
other K0S, K
, and continuum suppression criteria are the
same as those used in the GLW analysis.
D! Kþ and Kþ candidates are used in this
analysis. Candidates that have an invariant mass within
18 MeV=c2 (2.5 standard deviations) of the nominal D0
mass [3] are kept for further study. We require kaon
candidates to pass the same particle-identification criteria
as imposed in the GLW analysis.
We identify B-meson candidates using the beam-energy-
substituted mass mES and the energy difference E. For
this analysis signal candidates must satisfy jEj 	
25 MeV. The efficiency to detect a B ! D0K signal
event where D0 ! K, after all criteria are imposed, is
ð9:6 0:1Þ% and is the same for D0 ! Kþ and D0 !
Kþ. In 1.8% of the events we find more than one
suitable candidate. In such cases we choose the candidate
with the smallest 2 defined in Eq. (7). Simulations show
that negligible bias is introduced by this choice and the
correct candidate is picked about 88% of the time.
We study various potential sources of background using
a combination of Monte Carlo simulation and data events.
Two sources of background are identified in large samples
of simulated B B events. One source is B ! D0K0S
production where the K0S
 is nonresonant and has an
invariant mass in the K mass window. This background
is discussed later. The second background (peaking back-
ground) includes instances where a favored decay (e.g.,
B ! ½KþDK) contributes to fake candidates for
the suppressed decay (i.e., Bþ ! ½KþDKþ). The
most common way for this to occur is for a þ from the
rest of the event to be substituted for the  in the K
candidate. Other sources of peaking background include
double particle-identification failure in signal events that
results in D0 ! Kþ being reconstructed as D0 !
Kþ, or the kaon from the D0 being interchanged with
the charged pion from theK. We quantify this background
with the ratio of the signal efficiency of wrong-sign decay
to right-sign decay multiplied by the right-sign yield from
data. The total size of this right-sign pollution is estimated
to be 2:4 0:3 events. Another class of backgrounds is
charmless decays with the same final state as the signal
(e.g., B ! KKþ). Since the branching fractions for
many of these charmless decays have not been measured or
are poorly measured, we use theD sideband to estimate the
contamination from this source. From a fit to the mES
distribution using candidates in the D sideband we find
0:0 1:1 events. We take the 1.1 events as the contribution
to the systematic uncertainty from this source.
Signal yields are determined from an unbinned extended
maximum likelihood fit to themES distribution in the range
5:2 	 mES 	 5:3 GeV=c2. A Gaussian function (G) is
used to describe all signal shapes while the combinatorial
background is modeled with an ARGUS threshold function
(A) defined in Eq. (8). The mean and width of the
Gaussian as well as the 	 parameter of the ARGUS func-
tion are determined by the fit. For the likelihood function
we use a Aþ b  G where a is the number of back-
ground events and b the number of signal events. We
correct b for the right-sign peaking background previously
discussed (2:4 0:3 events).
In Fig. 4 we show the results of a simultaneous fit to
B ! ½KþDK and B ! ½KþDK candidates
that satisfy all selection criteria. It is in the wrong-sign
decays that the interference we study takes place.
Therefore in Fig. 5 we display the same fit separately for
the wrong-sign decays of the Bþ and the B mesons. The
results of the maximum likelihood fit areRADS ¼ 0:066
0:031, AADS ¼ 0:34 0:43, and 172:9 14:5B !
½KþDK right-sign events. Expressed in terms of
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FIG. 3 (color online). Neural network (NN) output and result
of the NN verification for the ADS analysis (see text). The
samples used to produce the output are shown as histograms.
The signal (Monte Carlo simulation) is the shaded histogram
peaking near 1; the continuum (Monte Carlo simulation) is the
histogram peaking near 0. The off-peak data used to check the
NN are overlaid as data points.
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the wrong-sign yield, the fit result is 11:5 5:3wrong-sign
events (3:8 3:4B ! ½KþDK and 7:7 4:2
Bþ ! ½KþDKþ events). The uncertainties are statis-
tical only. The correlation between RADS and AADS is
insignificant.
We summarize in Table IV the systematic uncertainties
relevant to this analysis. Since both RADS andAADS are
ratios of similar quantities, most potential sources of sys-
tematic uncertainties cancel.
For the estimation of the detection-efficiency asymme-
try we use the previously mentioned results from the study
carried out in Ref. [24]. We add linearly the central value
and one-standard deviation in the most conservative direc-
tion to assign a systematic uncertainty of Ach ¼ 0:022
to theAADS measurement. To a good approximation the
systematic uncertainty in RADS due to this source is
RADS ¼RADS AADS  Ach.
To estimate the systematic uncertainty on AADS and
RADS due to the peaking background, we use the statistical
uncertainty on this quantity, 0:3 events. With approxi-
mately 12B ! ½KþDK events and 173B !
½KþDK events this source contributes 0:002 and
0:024 to the systematic uncertainties on RADS and
AADS, respectively. Similarly, the 1.1 events uncertainty
on the same-final-state background leads to systematic
uncertainties of 0:0061 and 0:091 on RADS and
AADS, respectively.
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FIG. 5 (color online). The wrong-sign sample shown in the top
plot of Fig. 4 split by charge. Upper plot shows the mES
distribution of the Bþ ! ½KþDKþ decays while lower
plot presents the same for the B ! ½KþDK decays.
The dashed curve indicates the total background contribution
which includes the right-sign peaking background.
TABLE IV. Summary of ADS systematic uncertainties.
Source RADS AADS
Detection asymmetry 0:0005 0:022
Peaking bkg. 0:0020 0:024
Same-final-state bkg. 0:0061 0:091
Nonresonant K0s
 bkg. 0:0073 0:126
Total systematic uncertainty 0:0097 0:159
2
4
6
8
10
12
14
5.2 5.22 5.24 5.26 5.28 5.3
0
20
40
60
80
100
120
)2 (GeV/cESm
)2
Ev
en
ts
/(4
 M
eV
/c
0
FIG. 4 (color online). Distributions of mES for the wrong-sign
(top) and right-sign (bottom) decays. These decay categories are
defined in the text. The dashed curve indicates the total back-
ground contribution. It also includes the right-sign peaking
background estimated from a Monte Carlo study for the
wrong-sign (top) decays. The curves result from a simultaneous
fit to these distributions with identical PDFs for both samples.
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As in Sec. III, we need to estimate the systematic effect
due to the nonresonant K0S
 pairs in the K mass range.
We follow the same procedure discussed in Sec. III. After
adding in quadrature the individual systematic uncertainty
contributions, listed in Table IV, we find:
AADS ¼ 0:34 0:43ðstat:Þ  0:16ðsyst:Þ
RADS ¼ 0:066 0:031ðstat:Þ  0:010ðsyst:Þ
V. COMBINED RESULTS
We use the GLW and ADS results and a frequentist
statistical approach [27] to extract information on rB and
. In this technique, a 2 is calculated using the differences
between the measured and theoretical values and the sta-
tistical and systematic errors of the six measured quanti-
ties. The values of rD and D are taken from Ref. [12],
while we allow 0 	 rB 	 1, 0 	  	 180, and 0 	
B 	 360. The minimum of the 2 for the rB, , and
B parameter space is calculated first (
2
min). We then scan
the range of rB and  minimizing the 
2 (2m) by varying
B. A confidence level for each value of rB and  is
calculated using 2 ¼ 2m  2min and 1 degree of free-
dom. We assume Gaussian measurement uncertainties and
confirm this assumption using simulations. In Fig. 6 we
show the 95% confidence level contours for rB versus  as
well as the 68% confidence level contours for the GLWand
the combined GLW and ADS analysis (striped areas).
In order to find confidence levels for rB we use the above
procedure, minimizing 2 with respect to  and B. The
results of this calculation are shown in Fig. 7. The fit which
uses both the ADS and GLW results has its minimum 2 at
rB ¼ 0:31 with a one sigma interval of [0.24, 0.38] and a
two sigma interval of [0.17, 0.43]. The value rB ¼ 0 is
excluded at the 3.3 sigma level. We find similar results for
rB using the modifications to this frequentist approach
discussed in Ref. [28] and using the Bayesian approach
of Ref. [29].
Using the above procedure we also find confidence
intervals for . The results of the scan in  are shown in
Fig. 8. The combined GLWþ ADS analysis excludes
ADS
GLW
ADS + GLW
 (deg)γ
0 20 40 60 80 100 120 140 160 180
Br
0.0
0.2
0.4
0.6
0.8
1.0
excluded area has CL > 0.95
FIG. 6 (color online). 95% confidence level contours from a
two dimensional scan of  versus rB from the B
 ! DK
GLW and ADS measurements. Also shown are the 68% con-
fidence level regions (striped areas) for the GLW and the fit
which uses both the GLW and ADS measurements. rD and D
are from Ref. [12].
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FIG. 7 (color online). Constraints on rB from the B
 ! DK
GLW and ADS measurements. The dashed (dotted) curve shows
1 minus the confidence level to exclude the abscissa value as a
function of rB derived from the GLW (ADS) measurements. The
GLWþ ADS result (solid line and shaded area) is from a fit
which uses both the GLW and ADS measurements as well as rD
and D from [12]. The horizontal lines show the exclusion limits
at the 1 and 2 standard deviation levels.
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FIG. 8 (color online). Constraints on  from a fit which uses
both the B ! DK GLW and ADS measurements as well as
rD and D from [12]. The horizontal lines show the exclusion
limits at the 1 and 2 standard deviation levels.
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values of  in the regions [0, 7], [62, 124], and [175,
180] at the one sigma level and [85, 99] at the two sigma
level. The use of the measurement of the strong phase D
[12] helps to resolve the ambiguities on  and therefore
explains the asymmetry in the confidence level plot shown
in Fig. 8.
VI. SUMMARY
In summary, we present improved measurements of
yields from B ! DK decays, where the neutral
D-meson decays into final states of even and odd CP
(GLW), and the Kþ final state (ADS). We express the
results as RCP, ACP, x, RADS, and AADS. The value
rB ¼ 0 is excluded at the 3.3 sigma level. These results in
combination with other GLW, ADS, and Dalitz type analy-
ses improve our knowledge of rB and .
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