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Conditions of smoothness of moduli spaces of flat connections
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Abstract. We use gauge theoretic and algebraic methods to examine sufficient conditions for smooth
points on the moduli space of flat connections on a compact manifold and on the character variety
of a finitely generated and presented group. We give a complete proof of the slice theorem for the
action of the group of gauge transformations on the space of flat connections. Consequently, the
slice is smooth if the second cohomology of the manifold with coefficients in the semisimple part of
the adjoint bundle vanishes. On the other hand, we find that the smoothness of the slice for the
character variety of a finitely generated and presented group depends not only on the second group
cohomology but also on the relation module of the presentation. However, when there is a single
relator or if there is no relation among the relators in the presentation, our condition reduces to the
minimality of the second group cohomology. This is also verified using Fox calculus. Finally, we
compare the conditions of smoothness in the two approaches.
2010 Mathematics Subject Classification. Primary 58D27; Secondary 57M05 20F05.
1. Introduction
Let G be a reductive complex Lie group. The moduli space of flat G-connections on a manifold M is the quotient
of the space of flat reductive connections on principal G-bundles overM modulo the group of gauge transformations.
It is well known that this moduli space can be identified with the character variety of the fundamental group π1(M),
i.e., the set of reductive homomorphisms from π1(M) to G modulo conjugations by G.
The motivation for using gauge theory is that one can compute information about the deformation space in terms
of the topology and geometry of the bundle and the underlying manifold. For example, on a Riemann surface the
dimension of the moduli space follows easily from the Riemann-Roch theorem (see for example [1]). If the manifold
is compact and Ka¨hler, then Goldman and Millson [15] were able to show that the singularities in the moduli space
were quadratic. In subsequent work, Simpson [40] used the theory of Higgs bundles to place restrictions on the
fundamental group of a compact Ka¨hler manifold.
On the other hand, one can study character varieties very concretely. If M is compact, then π1(M) is finitely
generated and finitely presented, and the character variety is the quotient of an affine variety by G acting on
it algebraically. Goldman [14], and later Goldman and Millson [15], expressed deformations in terms of group
cohomology of π1(M). This can be traced back to the work of Weil [41] on deformations of discrete subgroups of Lie
groups and of Nijenhuis and Richardson [34, 35] on deformations of graded Lie algebras and of homomorphisms of
Lie groups and Lie algebras. A common ingredient in these studies is the cohomology of groups and algebras.
In this paper, we reexamine deformations in moduli spaces and in character varieties using the above two ap-
proaches, with an emphasis on finding sufficient conditions for smooth points on these spaces.
In §2, we study the local model and smoothness of the moduli space of flat connections from the gauge theory
construction. Let P be a principal G-bundle over a compact manifold M . We give a complete proof of the slice
theorem (Theorem 2.2) for the action on the space of flat connections on P by the group G(P ) of gauge transfor-
mations. If a flat connection D is good (i.e., reductive and having stabiliser Z(G)), then a neighbourhood of the
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gauge equivalence class [D] in the moduli space is homeomorphic to a neighbourhood of D in the slice. If in addition
H2(M, adP ) = H2(M,Z(g)), where g is the Lie algebra of G, then the moduli space is smooth at [D] (Corollary 2.5).
Attaining these results involves manipulation of infinite dimensional spaces which has occurred in a number of con-
texts, for example, in the moduli of (anti-)self-dual connections on four manifolds [2, 9], where the structure group
G was assumed to be a compact Lie group. However, in our situation, G is complex reductive, and the action of
G(P ) on the space of connections or the space of sections is not an isometry. Instead, we adapt the proofs in [23, 24]
for the moduli of holomorphic bundles and of Hermitian-Einstein connections on Ka¨hler manifolds to the study of
moduli of flat G-connections on Riemannian manifolds. We include the proofs as we can not find them in the existing
literature. Finally, we compare the moduli spaces of flat connections on a non-orientable manifold and of those on
its orientation double cover (Corollary 2.9).
In §3, we study the same problems for the character variety of any finitely generated and finitely presented
group Π , such as the fundamental group of a compact manifold. The space Hom(Π,G) of homomorphisms from
Π to G is an affine variety in the product of finite copies of G defined by the relations among the generators
of Π , and G acts on it algebraically. Therefore we can apply Luna’s slice theorem [27] to obtain similar results
as in the gauge theoretic approach. Note that H2(Π, gAd◦φ) always contains H2(Π,Z(g)) and H2(Π, gAd◦φ) =
H2(Π,Z(g)) is the condition under which any infinitesimal deformation from φ can be integrated [14]. However,
using the implicit function theorem, we found that φ ∈ Hom(Π,G) is a smooth point on Hom(Π,G) if the quantity
dimHom(N¯ , gAd◦φ)Π − dimH2(Π, gAd◦φ) reaches its maximum at φ (Corollary 3.2) instead of requiring the min-
imality of dimH2(Π, gAd◦φ) alone. Here N¯ is the relation module of the presentation of Π and gAd◦φ is the Lie
algebra g on which Π acts via Ad ◦ φ. We then arrive at the same result in a different way: using Fox calculus and
its appearance in the free resolution of Z by ZΠ-modules. If there is a single relation among the generators of Π or
if there are no relations among the relators, then the above condition reduces to the minimality of dimH2(Π, gAd◦φ)
(Proposition 3.4). This is the case, for example, when Π is the fundamental group of a compact (orientable or non-
orientable) surface. In this case, the moduli space of flat G-connections is smooth at [φ] if first, φ is reductive and its
stabiliser is Z(G) (which implies H0(Π, gAd◦φ) = Z(g)) and second, H2(Π, gAd◦φ) = H2(Π,Z(g)). If the surface M
is orientable, then H0(Π, gAd◦φ) ∼= H2(Π, gAd◦φ) by Poincare´ duality, and hence the conditions H0(Π, gAd◦φ) = Z(g)
and H2(Π, gAd◦φ) = Z(g) are equivalent [14]. But if M is non-orientable, the two cohomology groups H0(Π, gAd◦φ)
and H2(Π, gAd◦φ) are different and we need two conditions for smoothness. Furthermore, we find explicit formulas
for both H0(Π, gAd◦φ) and H2(Π, gAd◦φ) using Fox calculus (Proposition 3.7). We give an example to show that,
in contrast to the case of a compact orientable surface, points in Hom(Π,G) with a stabiliser of minimal dimension
may not project to smooth points on the character variety.
In §4, we compare the gauge theoretic approach to moduli spaces in §2 and the algebraic approach to character
varieties in §3. Using a spectral sequence, we find a relation between H2(M, adP ) and H2(Π, gAd◦φ), where P is
a flat G-bundle over M , Π = π1(M), and φ ∈ Hom(Π,G) is determined by the holonomy of P . We find that the
condition H2(M, adP ) = H2(M,Z(g)) is stronger than H2(Π, gAd◦φ) = H2(Π,Z(g)) in general. However, if M is a
compact (orientable or non-orientable) surface, then H2(M, adP ) = H2(Π, gAd◦φ), and the sufficient conditions of
smoothness from the two approaches are identical.
In the Appendix, we present some examples of flat G-connections on orientable and non-orientable manifolds (or
homomorphisms from the fundamental groups into G) that we referred to in the main text.
All classical complex Lie groups are reductive, and the complexification of a compact Lie group is also complex
reductive (cf. [36, Theorem 3, p.234]). Though we assumed that G is a complex reductive Lie group throughout, our
methods clearly apply (with the exception of the use of Luna’s slice theorem in §3.3, which is not necessary when G
is compact) and our results also hold when G is a compact Lie group .
Acknowledgments. The research of N.H. was supported by grant number 102-2115-M-007-003-MY2 from the National
Science Council of Taiwan. The research of G.W. was supported by grant number R-146-000-200-112 from the
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2. Gauge theory approach to moduli spaces
2.1. Preliminaries. LetM be a compact manifold of dimension n, G be a complex reductive group with Lie algebra
g, and P → M be a principal G-bundle. Let A(P ) be the set of G-connections on P and Aflat(P ) be the subset of
flat connections. The group G(P ) of gauge transformations acts on A(P ) preserving Aflat(P ). The centre Z(G) of G
can be identified with a subgroup of G(P ) containing constant gauge transformations and it acts trivially on A(P ).
A connection D on P induces a connection DadP on the adjoint bundle adP := P ×Ad g and defines the covariant
differentials Di = D
adP
i : Ω
i(M, adP )→ Ωi+1(M, adP ), where 0 ≤ i < dimM . If D is flat, then
(2.1) 0→ Ω0(M, adP ) D0−→ Ω1(M, adP ) D1−→ · · · Dn−1−→ Ωn(M, adP )→ 0
is an elliptic complex; here D0 is the infinitesimal action of G(P ) on A(P ). Let H
i(M, adP ) := kerDi/ imDi−1 be
the de Rham cohomology groups with coefficients in adP . Since M is compact, the Betti numbers bi(M, adP ) :=
dimCH
i(M, adP ) are finite. Let χ(M, adP ) :=
∑n
i=0(−1)ibi(M, adP ) be the Euler characteristic of the complex
(2.1). It follows from the index formula [3] that χ(M, adP ) = χ(M) dimCG (see for example [33, Eqn (4.117),
p.117]).
The Lie algebra g of a reductive Lie group G has a decomposition g = Z(g)⊕ g′, where g′ := [g, g]. Let Ad′, ad′
denote the restrictions to g′ of the adjoint representations of G and g, respectively. Then there is also a decomposition
adP = Z(g)M ⊕ ad′ P , where Z(g)M is the trivial bundle over M with fiber Z(g) and ad′ P := P ×Ad′ g′. The
decomposition is preserved by the connection D, which is trivial on Z(g)M and will be denoted by D
′ on ad′ P . We
have
Ωi(M, adP ) = Ωi(M,Z(g))⊕Ωi(M, ad′ P ), Hi(M, adP ) = Hi(M,Z(g))⊕Hi(M, ad′ P ),
bi(M, adP ) = bi(M) dimC Z(g) + bi(M, ad
′ P ), χ(M, ad′ P ) = χ(M) dimC(G/Z(G)).
There is a G-invariant symmetric non-degenerate complex bilinear form (·, ·) on g such that the decomposition
g = Z(g) ⊕ g′ is orthogonal. It defines a fiberwise complex bilinear form on adP preserved by the connection and
such that the splitting adP = Z(g)M ⊕ ad′ P is also orthogonal.
So far, the compact manifold M can be either orientable or non-orientable. Now we assume that M is orientable.
Using the above complex bilinear form of adP and an orientation on M , there is a non-degenerate complex bilinear
pairing 〈·, ·〉 on Ω•(M, adP ) given by
(2.2) Ωi(M, adP )×Ωn−i(M, adP )→ C, (α, β) 7→ 〈α, β〉 :=
∫
M
(α,∧β).
This induces the following Poincare´ duality on the de Rham cohomology with coefficients in a flat bundle.
Lemma 2.1. If M is orientable, there is a non-degenerate complex bilinear pairing, still denoted by 〈·, ·〉,
(2.3) Hi(M, adP )×Hn−i(M, adP )→ C.
Hence there is an isomorphism Hi(M, adP )∗ ∼= Hn−i(M, adP ), and bi(M, adP ) = bn−i(M, adP ). The results
remain true if the bundle adP is replaced by ad′ P .
Proof. Consider the dual complex of (2.1),
0← Ω0(M, adP )′ D
T
0←− Ω1(M, adP )′ D
T
1←− · · · D
T
n−1←− Ωn(M, adP )′ ← 0,
where Ωi(M, adP )′ is the space of (n − i)-currents on M with coefficients in adP and DTi is the transpose of Di.
Let Hi(Ω
•(M, adP )′) = kerDTi−1/ imD
T
i . Then (2.2) induces a non-degenerate pairing
Hi(M, adP )×Hi(Ω•(M, adP )′)→ C.
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The non-degenerate pairing (2.2) also defines an inclusion Ωn−i(M, adP ) →֒ Ωi(M, adP )′, and the restriction of the
map DTi−1, whose domain is Ω
i(M, adP )′, to Ωn−i(M, adP ) is (−1)i−1Dn−i. By a slight generalisation (to allow
coefficients in adP ) of [8, Thm 14, p.79], the above (co)homology groups defined using currents can also be computed
by smooth forms, i.e., Hi(Ω
•(M, adP )′) ∼= Hn−i(M, adP ). The results on adP then follow. Finally, the pairing
(2.2) splits block-diagonally under the decomposition Ω1(M, adP ) = Ω1(M,Z(g)) ⊕ Ωi(M, ad′ P ), and the results
on ad′ P also follow. 
2.2. The slice theorem. A flat connectionD ∈ Aflat(P ) is simple if the kernel ofD′0 : Ω0(M, ad′ P )→ Ω1(M, ad′ P )
is zero, or if H0(M, ad′ P ) = 0. If D is a simple connection, then the Lie algebra of the stabiliser G(P )D of D is
ker(D0) = H
0(M, adP ) ∼= Z(g). So the stabiliser has minimal dimension as Z(G) always acts trivially on A(P ).
Conversely, if the stabiliser has the same dimension as Z(G), then H0(M, ad′ P ) = 0 and the connection is simple.
We choose a Riemannian metric on M and a Hermitian structure on adP such that ad′ P is orthogonal to Z(g)M .
Then there are Hermitian inner products on Ωi(M, adP ), Ωi(M, ad′ P ) regardless of whether M is orientable or not.
Let D†i be the formal adjoint of Di. For D ∈ Aflat(P ), the slice at D is the subset
(2.4) S(D) :=
{
α ∈ Ω1(M, adP ) : D1α+ 12 [α, α] = 0, D†0α = 0
}
.
The first goal is to prove a slice theorem for an arbitrary principal bundle with a reductive structure group. Let
Ω•k(M, adP ), A
flat
k (P ), Gk(P ), Sk(D) be the respective spaces completed according to the Sobolev norm ‖ · ‖2,k.
Theorem 2.2. Let M be a compact manifold, G be a complex reductive Lie group and P →M be a G-bundle. Fix
k > n2 . Suppose D ∈ Aflatk (P ) is simple. Then there is a neighborhood V of 0 ∈ Sk(D) such that the map
Gk+1(P )/Z(G)× V→ Aflatk (P ), ([g], α) 7→ g · (D + α)
is a homeomorphism onto its image.
Proof. We follow in part the proof of slice theorem in [23, 24], though the context there was on holomorphic structure
on vector bundles. Let (kerD0)
⊥
k+1 be the orthogonal complement of kerD0 in Ω
0
k+1(M, adP ). Consider the map
F : (kerD0)
⊥
k+1 ×Ω1k(M, adP )→ Ω0k(M, adP ), (u, α) 7→ D†0(eu · (D + α)−D).
The differential of F along u is −D†0D0, which is an invertible operator on (kerD0)⊥k+1. By the implicit function
theorem, if α is in a sufficiently small neighbourhood V, there exists u ∈ (kerD0)⊥k+1 such that β := eu · (D+α)−D
satisfies D†0β = 0. Since D is simple, there is a small neighbourhood U of 0 ∈ (kerD0)⊥k+1 such that the map u ∈ U 7→
[eu] ∈ Gk+1(P )/Z(G) is a diffeomorphism onto its image. In this way, we obtain the desired homeomorphism provided
we restrict to small (close to identity) gauge transformations. To get the full version, suppose D+α1, D+α2 are flat
connections such that α1, α2 are small. We want to show that if g ∈ Gk+1(P ) such that g · (D + α1) = D+ α2, then
[g] ∈ Gk+1(P )/Z(G) is also small, i.e., g is close to Z(G). If g′ is a simple Lie algebra, then the simple connection D
on P induces a simple connection on ad′ P , i.e., the kernel of DEnd(ad
′ P )
0 : Ω
0(M,End(ad′ P ))→ Ω1(M,End(ad′ P ))
is zero. We apply the arguments in [23, 24] to the vector bundle ad′ P . Since Dad
′ P + ad′(α1), Dad
′ P + ad′(α2) are
connections on ad′ P related by the gauge transformation Ad′(g), we have Ad′(g) = c(idad′ P +g′) for some constant
c 6= 0 and a small g′ ∈ Γk+1(End(ad′ P )). More precisely, we have
‖g′‖2,k+1 ≤ c2‖ idad
′ P ‖2,k+1(‖α1‖2,k + ‖α2‖2,k)
c1 − c2(‖α1‖2,k + ‖α2‖2,k) ,
where c1, c2 > 0 are constants such that ‖[Dad′ P , g′]‖2,k ≥ c1‖g′‖2,k+1 and ‖g′α‖2,k ≤ c2‖g′‖2,k+1‖α‖2,k, respectively.
We want to show that c is close to 1, and hence Ad′(g) is close to idad′ P , or g is close to Z(G). Let c3 > 0 be a
constant such that ‖[ξ, η]‖2,k ≤ c3‖ξ‖2,k‖η‖2,k for all ξ, η ∈ Ω0k(M, ad′ P ). Since g′ is non-Abelian, we can fix ξ, η
such that ζ := [ξ, η] ∈ Ω0(M, ad′ P ) is non-zero. Let c4 = ‖ζ‖2,k, c5 = c2c3‖ξ‖2,k‖η‖2,k and c6 = c2c5 be positive
constants. Then we have
‖[ξ, g′η]‖2,k and ‖[g′ξ, η]‖2,k ≤ c5‖g′‖2,k+1, ‖[g′ξ, g′η]‖2,k ≤ c6‖g′‖22,k+1.
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Finally Ad′(g)ζ = [Ad′(g)ξ,Ad′(g)η], or ζ + g′ζ = c [ξ + g′ξ, η + g′η] implies
c4(1− c2‖g′‖2,k+1)
c4 + 2c5‖g′‖2,k+1 + c6‖g′‖22,k+1
≤ c ≤ c4(1 + c2‖g
′‖2,k+1)
c4 − 2c5‖g′‖2,k+1 − c6‖g′‖22,k+1
.
When ‖α1‖2,k, ‖α2‖2,k are sufficiently small, so is ‖g′‖2,k+1, and thus c is sufficiently close to 1. Therefore Ad′(g)
is close to the identity. In general, g′ is semisimple and suppose g′ = ⊕ri=1gi is a decomposition into simple Lie
algebras. Let Ad′i be the restriction of the adjoint representation of G to gi. Then there is a decomposition of vector
bundles ad′ P = ⊕ri=1 ad′i P , where ad′i P := P ×ad′i gi, which is respected by both the gauge transformation Ad′(g)
and the induced connection on ad′ P . The above argument shows that on each ad′i P , Ad
′
i(g) is close to the identity.
Therefore so is the whole Ad′(g) and hence the result. 
In the above proof, if α ∈ Ω1(M, adP ) is smooth, then so is the solution u ∈ (kerD0)⊥k+1 to the elliptic equation
F (u, α) = 0. Similarly, if α1, α2 ∈ Ω1(M, adP ) are smooth, then so is the solution g ∈ G(P ) to the elliptic equation
g−1Dg = α1 − Ad(g−1)α2. Therefore the result of Theorem 2.2 remains true if the Sobolev spaces are replaced by
spaces Ω•(M, adP ), A(P ), G(P ), S(D) of smooth objects.
A flat connection D is reductive if the closure of the holonomy group Hol(D) is contained in the Levi subgroup
of any parabolic subgroup containing Hol(D). Let Aflat,red(P ) be the set of flat, reductive connections on P . The
moduli space of flat connections on P is Mflat(P ) := Aflat,red(P )/G(P ). A flat connection D is reductive if and only
if its orbit under the group G(P ) of gauge transformations is closed (see §4). Thus the quotient topology on the
moduli space Mflat(P ) is Hausdorff. If a flat connection D is simple, then its stabiliser G(P )D contains Z(G) as a
subgroup of equal dimension. A flat connection D is good (cf. [21]) if it is reductive and its stabiliser G(P )D is Z(G).
The slice at a good connection gives a local model for the moduli space.
Corollary 2.3. Let D be a reductive, simple flat connection on P . Then the map
p : S(D)/G(P )D → Aflat(P )/G(P ), [α] 7→ [D + α]
is a homeomorphism of a neighbourhood of [0] in S(D)/G(P )D onto a neighbourhood of [D] in M
flat(P ). If in addition
D is good, then the homeomorphism is from a neighbourhood of 0 in S(D) onto a neighbourhood of [D] in Mflat(P ).
Proof. By Theorem 2.2, p is well defined, continuous and one-to-one near [0]. For a sufficiently small neighbourhood
U of 0 in S(D) such that the connection D+ α is reductive and simple for any α ∈ U, the preimage of p(U/G(P )) ⊂
Mflat(P ) in Aflat(P ) under the projection is G(P ) · U. This is an open subset and, since the orbit G(P ) ·D is closed,
it descends to an open neighbourhood of [D] in Mflat(P ). So p−1 is also continuous. 
2.3. Smooth points on the moduli space. A separate issue is the smoothness of Aflat(P ) itself near a flat
connection D. We will show that H2(M, ad′ P ) is the obstruction to smoothness from the gauge theoretic point
of view. The proof outlined below is similar to the proofs in [23, 24] for moduli of holomorphic bundles and
of Hermitian-Einstein connections on Ka¨hler manifolds. However we are studying moduli of flat G-connections
on a Riemannian manifold. With the Riemannian metric on M and the Hermitian structure chosen above, the
Laplaciani := D
†
iDi+Di−1D
†
i−1 and the associated Green’s operatorGi preserve the decomposition Ω
i(M, adP ) ∼=
Ωi(M,Z(g)) ⊕ Ωi(M, ad′ P ) for 0 ≤ i ≤ n. In particular, a harmonic form in Ωi(M, adP ) projects to harmonic
forms in Ωi(M)⊗ Z(g) and Ωi(M, ad′ P ). We define the Kuranishi map
κ : Ω1(M, adP )→ Ω1(M, adP ), α 7→ α+ 12D†1G2[α, α].
Proposition 2.4. Let M be a compact manifold and G be a complex reductive Lie group. Suppose D is a flat
connection on a G-bundle P → M such that H2(M, ad′ P ) = 0. Then for k > n2 + 2, there is a neighbourhood of D
in Aflatk (P ) and a neighbourhood of 0 in kerD1 ⊂ Ω1k(M, adP ) that are diffeomorphic via the map D + α 7→ κ(α).
5
Proof. As the differential of κ is the identity map at 0, it is invertible near 0. For α ∈ Ω1(M, adP ), we have
[α, α] ∈ Ω2(M, ad′ P ). By the assumption H2(M, ad′ P ) = 0, the Green’s operator G2 is the inverse of the Laplacian
2 = D
†
2D2 +D1D
†
1 on Ω
2(M, ad′ P ). Therefore 2G2[α, α] = G22[α, α] = [α, α] and
D1κ(α) = D1α+
1
2D1D
†
1G2[α, α] = D1α+
1
2 [α, α]− 12G2D†2D2[α, α].
Here since 2 commutes with D1D
†
1 and D
†
2D2, so does G2. If D1α+
1
2 [α, α] = 0, then − 12D2[α, α] = D2D1α = 0,
and so D1κ(α) = 0. Conversely, if D1κ(α) = 0, we want to show that γ := D1α+
1
2 [α, α] is zero. Using
γ = 12G2D
†
2D2[α, α] = G2D
†
2[D1α, α] = G2D
†
2[γ, α],
we get, for some constant c0 > 0,
‖γ‖2,k−1 ≤ c0 ‖α‖2,k−2 ‖γ‖2,k−2 ≤ c0 ‖α‖2,k ‖γ‖2,k−1.
Therefore γ = 0 when ‖α‖2,k is sufficiently small. 
From the proof of Proposition 2.4, it is evident that the result holds if we assume, instead of H2(M, ad′ P ) = 0,
that the harmonic part of [α, α] is zero for all α ∈ Ω1(M, adP ). The condition itself depends on a metric on M , but
it implies that the map H1(M, adP )→ H2(M, ad′ P ), sending the cohomology class represented by a closed 1-form
α ∈ H1(M, adP ) to the cohomology class of [α, α], is zero.
As in the slice theorem, Proposition 2.4 remains valid if we restrict to the spaces of smooth objects. Let Aflat◦ (P )
be the set of reductive flat connections that are good and satisfy the condition H2(M, ad′ P ) = 0, and let Mflat◦ (P ) :=
Aflat◦ (P )/G(P ). Combining Proposition 2.4 and Corollary 2.3, we conclude that M
flat
◦ (P ) is in the smooth part of the
moduli space Mflat(P ). However, there can be smooth points outside Mflat◦ (P ). This can be seen from the examples
of character varieties in the Appendix (cf. §3.3), as Mflat◦ (P ) coincides with its counterpart in the character variety
when M is a surface (cf. §4).
Corollary 2.5. Suppose D ∈ Aflat◦ (P ). Then there is a neighbourhood of [D] in Mflat◦ (P ) diffeomorphic to a neigh-
bourhood of 0 in H1(M, adP ). In particular, dimC M
flat
◦ (P ) = b1(M, adP ) is finite.
WhenM is a compact orientable surface (i.e., n = 2), the two cohomology groups H0(M, ad′ P ) and H2(M, ad′ P )
are dual spaces of each other by Lemma 2.1. So a good flat connection represents a smooth point in the moduli
space. Moreover, the dimension of Mflat◦ (P ) can be computed by an index formula.
Corollary 2.6. Suppose M is a compact orientable surface of genus g > 1 and P →M is a flat principal G-bundle.
Then for any good flat D ∈ Aflat(P ), we have H2(M, ad′ P ) = 0, and there is a neighbourhood of [D] in Mflat◦ (P )
diffeomorphic to a neighbourhood of 0 in H1(M, adP ). Moreover,
dimC M
flat
◦ (P ) = (2g − 2) dimCG+ 2dimC Z(g).
Proof. By Corollary 2.5, the dimension of the moduli space is
b1(M, adP ) = b1(M, ad
′ P ) + b1(M) dimC Z(g) = −χ(M, ad′ P ) + 2g dimC Z(g)
= (2g − 2) dimC g′ + 2g dimC Z(g) = (2g − 2) dimC g+ 2dimC Z(g).

In this case (n = 2), the pairing (2.3) is a (complex) symplectic structure on H1(M, adP ). In fact, the symplectic
reduction procedure of [1] yields a holomorphic symplectic form ω on Mflat◦ (P ) which restricts to the above one on
the tangent space at each [D] ∈Mflat◦ (P ). More generally, if dimM = n is even and M is a compact Ka¨hler manifold
with a Ka¨hler form ω, then a symplectic form ω on Mflat◦ (P ), or ω[D] on H
1(M, adP ), is defined by
(2.5) ω[D]([α], [β]) =
∫
M
(α,∧β) ∧ ω
n
2
−1(
n
2 − 1
)
!
,
where α, β ∈ Ω1(M, adP ) are closed.
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2.4. Non-orientable manifolds. Now suppose M is a compact, non-orientable manifold of dimension n. Let
π : M˜ → M be the orientable double cover. The non-trivial deck transformation τ : M˜ → M˜ is an involution on
M˜ . Given a principal bundle P →M with complex reductive structure group G, let P˜ := π∗P denote the pullback
to M˜ . Then there is a lift of the involution τ to P˜ , still denoted by τ , such that P˜ /τ = P , and the map π∗ pulls
back forms, connections and gauge transformation from M to M˜ . The pullback map τ∗ acts as an involution on
Ωi(M˜, ad P˜ ), A(P˜ ), G(P˜ ), and the τ∗-invariant subspaces can be identified with the corresponding spaces from the
bundle P →M [17], i.e., we have the following isomorphisms via π∗:
Ωi(M, adP ) ∼= Ωi(M˜, ad P˜ )τ , A(P ) ∼= A(P˜ )τ , G(P ) ∼= G(P˜ )τ .
Suppose a connection D on P pulls back to D˜ on P˜ . Then D˜ is flat if and only if D is so, and Aflat(P ) ∼= Aflat(P˜ )τ .
The covariant differentials Di : Ω
i(M, adP )→ Ωi+1(M, adP ) and D˜i : Ωi(M˜, ad P˜ )→ Ωi+1(M˜, ad P˜ ) satisfy
π∗ ◦Di = D˜i ◦ π∗, τ∗ ◦ D˜i = D˜i ◦ τ∗.
Therefore τ∗ acts as an involution on Hi(M˜, ad P˜ ) for 0 ≤ i ≤ n. Let
Hi(M˜, ad P˜ ) = Hi(M˜, ad P˜ )τ ⊕Hi(M˜, ad P˜ )−τ
be the decomposition such that τ∗ = ±1 on the subspaces Hi(M˜, ad P˜ )±τ , respectively. Set b±i (M˜, ad P˜ ) :=
dimCH
i(M˜, ad P˜ )±τ . We have similar decompositions forHi(M˜,C), Hi(M˜, ad′ P˜ ), and b±i (M˜) = dimCH
i(M˜,C)±τ ,
b±i (M˜, ad
′ P˜ ) = dimCHi(M˜, ad
′ P˜ )±τ .
Lemma 2.7. Suppose a flat connection D on P →M and it lifts to a flat connection D˜ on P˜ → M˜ .
1. There are non-degenerate bilinear pairings
(2.6) Hi(M˜, ad P˜ )±τ ×Hn−i(M˜, ad P˜ )∓τ → C.
Hence (Hi(M˜, ad P˜ )±τ )∗ ∼= Hn−i(M˜, ad P˜ )∓τ , b±i (M˜, ad P˜ ) = b∓n−i(M˜, ad P˜ ).
2. There are isomorphisms Hi(M˜, ad P˜ )τ ∼= Hi(M, adP ), Hi(M˜, ad P˜ )−τ ∼= Hn−i(M, adP )∗. Hence
b+i (M˜, ad P˜ ) = bi(M, adP ), b
−
i (M˜, ad P˜ ) = bn−i(M, adP ), bi(M˜, ad P˜ ) = bi(M, adP ) + bn−i(M, adP ).
The same results hold for Hi(M˜,C) and Hi(M˜, ad′ P˜ ).
Proof. 1. Since τ reverses the orientation on M˜ , we have, for all [α] ∈ Hi(M˜, ad P˜ ), [β] ∈ Hn−i(M˜, ad P˜ ),
〈τ∗[α], τ∗[β]〉 = −〈[α], [β]〉.
Therefore, the non-degenerate pairing 〈·, ·〉 for H•(M˜, ad P˜ ) splits into two in (2.6).
2. The first isomorphism is because of the isomorphism π∗ : Ω•(M, adP ) → Ω•(M˜, ad P˜ )τ of cochain complexes.
Then Hi(M˜, ad P˜ )−τ ∼= (Hn−i(M˜, ad P˜ )τ )∗ ∼= Hn−i(M, adP )∗. The rest follows easily. 
Since χ(M˜, ad P˜ ) = χ(M˜) dimCG, χ(M, adP ) = χ(M) dimCG and χ(M) =
1
2χ(M˜), we get χ(M, adP ) =
1
2χ(M˜, ad P˜ ); both sides vanish if dimM = n is odd. On the other hand, the Lefschetz number of τ is the supertrace
of τ∗ on H•(M˜, ad P˜ ), i.e.,
L(τ, ad P˜ ) :=
n∑
i=0
(−1)i tr(τ∗|Hi(M˜, ad P˜ )).
In our case, since τ acts on M˜ without fixed points, we get L(τ, ad P˜ ) = 0 regardless of whether n is even or odd.
These statements are consistent with Lemma 2.7.
It can be shown that a flat connection D is reductive if and only if the pullback D˜ is so [18]. On the other hand, D
is simple if b0(M, ad
′ P ) = 0, whereas D˜ is simple if b0(M˜, ad P˜ ) = 0. Clearly, D is simple if D˜ is so, but the converse
is not true (Example A.1). Similarly, D is good if D˜ is so, but the converse is not true either (Example A.4). In
addition to the requirement in the orientable case that the flat connection is good, the smoothness of Mflat(P ) at [D]
requires further that H2(M, ad′ P ) = 0, whereas that of Mflat(P˜ ) at [D˜] requires H2(M˜, ad′ P˜ ) = 0. By Lemma 2.7,
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the vanishing of H2(M˜, ad′ P˜ ) implies that of H2(M, ad′ P ), but the converse is not true (Example A.2). We refer
the reader to the Appendix for various examples.
Proposition 2.8. Suppose a flat connection D on P →M lifts to a good flat connection D˜ on P˜ → M˜ . Then
1. π∗ : Mflat(P )→Mflat(P˜ )τ is a homeomorphism from a neighbourhood of [D] to a neighbourhood of [D˜].
2. if furthermore H2(M˜, ad′ P ) = 0, the above local homeomorphism is a local diffeomorphism, and dimC Mflat◦ (P ) =
b+1 (M˜, ad P˜ ) = b
−
n−1(M˜, ad P˜ ).
Proof. 1. There is an induced τ -action on S(D˜) such that S(D˜)τ can be identified (via π∗) with S(D). The map
S(D˜)→ Aflat(P˜ )/G(P˜ ) in Corollary 2.3 is τ -equivariant. Choose a sufficiently small τ -invariant neighbourhood V˜ of
0 ∈ S(D˜). Then V˜τ is a neighbourhood of 0 ∈ S(P˜ )τ that is homeomorphic to a neighbourhood of [D˜] ∈ Mflat(P )τ .
On the other hand, V˜τ can be identified (via π∗) with a neighbourhood V of 0 ∈ S(D) and is homeomorphic to a
neighbourhood of [D] ∈ Mflat(P ).
2. This follows from Corollary 2.5 and Lemma 2.7.2. 
Corollary 2.9. Suppose P is a G-bundle over a compact non-orientable surface M homeomorphic to the connected
sum of h > 2 copies of RP2 and suppose D is a flat connection on P whose pullback D˜ to P˜ → M˜ is good. Then
there is a neighbourhood of [D] in Mflat◦ (P ) diffeomorphic to a neighbourhood of D˜ in M
flat
◦ (P˜ )
τ . Moreover,
dimC M
flat
◦ (P ) =
1
2 dimC M
flat
◦ (P˜ ) = (h− 2) dimCG+ dimC Z(G).
Proof. Since M˜ is an orientable surface of genus h− 1, we have, by Lemma 2.7,
dimCH
1(M˜, ad′ P˜ )τ = dimCH1(M˜, ad
′ P˜ )−τ = 12 dimCH
1(M˜, ad′ P˜ ).
The results then follow easily from Proposition 2.8.2 and Corollary 2.6. 
Finally, if M˜ is Ka¨hler, then the action of τ on Mflat◦ (P˜ ) is anti-symplectic with respect to ω in (2.5). Therefore,
Mflat◦ (P˜ )
τ is an isotropic submanifold in Mflat◦ (P˜ ). If dimM = 2, then M
flat
◦ (P˜ )
τ is a Lagrangian submanifold [17].
3. Algebraic approach to character varieties
3.1. Smooth points on the homomorphism space. We assume that Π is a finitely generated group, i.e., Π =
F/N , where F = 〈X〉 is the free group on a finite set X := {x1, . . . , xd} and N is a normal subgroup in F . An
element w ∈ F is a word in X , i.e., w = ∏lk=1 xmkik , where mk ∈ Z\{0} (k = 1, . . . , l). We also assume that Π is
finitely presented, that is, in addition, N is the normal closure in F of a finite set R := {r1, . . . , rq} ⊂ N . Each rj
(j = 1, . . . , q) is called a relator, and an element of N is of the form
∏m
k=1 skr
nk
jk
s−1k , where sk ∈ F , 1 ≤ jk ≤ q,
nk ∈ Z\{0} (k = 1, . . . ,m). Given a connected Lie group G, we have Hom(F,G) = GX (the set of maps from
X to G) since any homomorphism φ : F → G is determined by its values on the generators, (φ(xi))i=1,...,d ∈ GX .
Each word w =
∏l
k=1 x
mk
ik
∈ F defines a map w˜ : GX → G, (gi)i=1,...,d 7→
∏l
k=1 g
mk
ik
. In particular, we have the
maps r˜j : G
X → G (j = 1, . . . , q) from the relators, and they form a single map r˜ = (r˜j)j=1,...,q : GX → GR. The
space Hom(Π,G) can be identified with the subset r˜−1(e, . . . , e) =
⋂q
j=1 r˜
−1
j (e) of G
X . We want to find a sufficient
condition on φ ∈ Hom(Π,G) so that the space Hom(Π,G) is smooth at φ.
Let g be the Lie algebra of G. Composition of φ ∈ Hom(F,G) with the adjoint representation of G on g makes g
a ZF -module, which we denote by gAd◦φ. Recall that a 1-cocycles on F with coefficients in gAd◦φ is a map γ : F → g
such that γ(uv) = γ(u) + Adφ(u)γ(v) for all u, v ∈ F . The space Z1(F, gAd◦φ) of these 1-cocycles can be identified
with gX as each 1-cocycle is determined by its values on the generators x1, . . . , xd. On the other hand, by the
left multiplication of G on G, the tangent space of Hom(F,G) = GX at any point φ is also identified with gX . If
γ = (γi)i=1,...,d ∈ gX = TφHom(F,G), let γ˜ ∈ Z1(F, gAd◦φ) be the corresponding 1-cocycle satisfying γ˜(xi) = γi
(i = 1, . . . , d). Then for any φ ∈ Hom(F,G) and w ∈ F , γ ∈ gX , we have [41] (see also [37, §VI])
(3.1) (dw˜)φ(γ) = γ˜(w).
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There is an action of Π on Hom(N, gAd◦φ) because F acts on N by conjugation and on g by Ad ◦ φ, whereas N
acts on Hom(N, gAd◦φ) trivially. We denote the invariant subspace by Hom(N, gAd◦φ)Π . There is an evaluation map
evR : Hom(N, gAd◦φ)Π → gR, β 7→ (β(rj))j=1,...,q. The map evR is injective because if β(R) = 0, then β(N) = 0 by
Π-invariance. So we can regard Hom(N, gAd◦φ)Π as the subspace im(evR) in gR.
Theorem 3.1. Let (dr˜)φ : g
X → gR be the differential of the map r˜ : GX → GR at φ ∈ Hom(Π,G). Then ker(dr˜)φ =
Z1(Π, gAd◦φ) and im(dr˜)φ is contained in the subspace im(evR) of gR that is isomorphic to Hom(N, gAd◦φ)Π , and
(3.2) rank(dr˜)φ = dimHom(N, gAd◦φ)Π − dimH2(Π, gAd◦φ).
If Hom(N, gAd◦φ)Π ∼= gR, then coker(dr˜)φ ∼= H2(Π, gAd◦φ).
Proof. Identifying Hom(Π,G) as a subset in GX as above, the expected tangent space of Hom(Π,G) at φ ∈
Hom(Π,G) is ker(dr˜)φ =
⋂q
j=1 ker(dr˜j)φ ⊂ gX = Z1(F, gAd◦φ). By (3.1), we obtain ker(dr˜)φ = ker(resFN ), where
resFN : Z
1(F, gAd◦φ) → Z1(N, gAd◦φ) is the restriction map. Therefore ker(dr˜)φ = Z1(Π, gAd◦φ). Since N acts on
gAd◦φ = g trivially, we have Z1(N, gAd◦φ) = Hom(N, gAd◦φ). In fact, the image of resFN is contained in the in-
variant subspace Hom(N, gAd◦φ)Π . So we write resFN : Z
1(F, gAd◦ρ) → Hom(N, gAd◦φ)Π . By (3.1) again, we get a
factorisation (dr˜)φ = evR ◦ resFN of the map (dr˜)φ through Hom(N, gAd◦φ)Π , that is, the triangle in the diagramme
(3.3) · · · // Z1(F, gAd◦φ)
resFN
//
(dr˜)φ
))❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
Hom(N, gAd◦φ)Π
evR

∆
// H2(Π, gAd◦φ) // 0
g
R
is commutative. Therefore we obtain
rank(dr˜)φ = rank(res
F
N ) = dimHom(N, gAd◦φ)
Π − dim coker(resFN ).
If evR is surjective (hence an isomorphism), then coker(dr˜)φ ∼= coker(resFN ).
By a classical result of Eilenberg-MacLane [11], the horizontal row in (3.3) is an exact sequence. There, ∆(β)
is the obstruction to lifting β ∈ Hom(N, gAd◦φ)Π to a 1-cocycle on F . More explicitly, let c : Π → F be any (set-
theoretic) section and let c˜ : Π × Π → N be defined by c(a1)c(a2) = c(a1a2)c˜(a1, a2), where a1, a2 ∈ Π . Then
β ◦ c˜ ∈ Z2(Π, gAd◦φ) and its class ∆(β) := [β ◦ c˜] ∈ H2(Π, gAd◦φ) does not depend on the choice of c. This exact
sequence also follows from the Lyndon-Hochschild-Serre spectral sequence [28, 19] of group cohomology associated to
Π = F/N or from Gruenberg’s resolution [16]. Consequently, coker(resFN )
∼= H2(Π, gAd◦φ) and the results follow. 
The vanishing of H2(Π, gAd◦φ) is the condition that any vector in Z1(Π, gAd◦φ) can be integrated to a curve in
Hom(Π,G) (cf. [14, 15]). In [14], it was stated that the vanishing of H2(Π, gAd◦φ) is a sufficient condition for φ to be a
smooth point on Hom(Π,G) when Π is the fundamental group of a closed orientable surface. We will confirm this in
§3.2. Using the implicit function theorem, φ is a smooth point on Hom(Π,G) if rank(dr˜)φ reaches its maximum value.
Our result (3.2) in Theorem 3.1 is that rank(dr˜)φ depends on both H
2(Π, gAd◦φ) and Hom(N, gAd◦φ)Π ∼= im(evR).
When the map evR is surjective, this reduces to the condition that dimH
2(Π, gAd◦φ) is minimal, which is clearly
satisfied if H2(Π, gAd◦φ) = 0 or H2(Π, g′Ad′◦φ) = 0. The surjectivity holds when Π has a presentation with a single
relator (Proposition 3.4), and in particular if Π is the fundamental group of a closed orientable or non-orientable
surface. However, for an arbitrary closed manifold M or for an arbitrary finitely presented group Π , the smoothness
of Hom(Π,G) at φ depends not only on H2(Π, gAd◦φ) but also on the higher cohomology groups or the higher terms
in the resolution (3.5). Unfortunately, we can not provide an example in which the smoothness is actually affected by
these higher terms, nor are we able to show in the general case that the vanishing of H2(Π, gAd◦φ) or H2(Π, g′Ad′◦φ)
alone is sufficient for the smoothness of Hom(Π,G) at φ using the deformation techniques in [34, 35].
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Corollary 3.2. Let Π = F/N be a finitely presented group and G be a connected Lie group. If at φ ∈ Hom(Π,G), the
number dimHom(N, gAd◦φ)Π −dimH2(Π, gAd◦φ) reaches its maximal value, then φ is a smooth point on Hom(Π,G)
and TφHom(Π,G) ∼= Z1(Π, gAd◦φ). The smooth part of Hom(Π,G) is of dimension
|X | dimG− dimHom(N, gAd◦φ)Π + dimH2(Π, gAd◦φ).
If evR is surjective or equivalently, if Hom(N, gAd◦φ)Π ∼= gR, then the dimension of the smooth part of Hom(Π,G)
becomes (|X | − |R|) dimG+dimH2(Π, gAd◦φ), where φ is chosen so that H2(Π, gAd◦φ) is of minimal dimension. In
general, evR is not surjective as the relators in the presentation might not be independent themselves. A relation
among the relators is of the form s(r1, . . . , rq) = e, where s is a word on R such that it becomes the identity element
when each rj (j = 1, . . . , q) is substituted by the word on X it represents. More precisely, let FR be the free group
generated by R and let ̺ : FR → N ⊂ F be the homomorphism defined by elements of R as words on X . A relation
among the relators is given by an element s ∈ FR such that ̺(s) is the identity element of N . Any relation among
the relators, say s, defines a map s˜ : GR → G such that s˜ ◦ r˜ : GX → G is the constant map taking value of the
identity element. Clearly, the image of r˜ is contained in s˜−1(e). We show that the subspace im(evR) ⊂ gR, which is
isomorphic to Hom(N, gAd◦φ)Π , is contained in the formal tangent space of s˜−1(e) at (e, . . . , e) ∈ GR, and therefore
it can not be the whole space gR if there are non-trivial relations among the relators in the presentation of Π .
Lemma 3.3. If s is a relation among the relators, then im(evR) ⊂ ker(ds˜)(e,...,e).
Proof. Note that both N and FR acts trivially on the module gAd◦φ. Under the identifications Z1(N, gAd◦φ)Π ∼=
Hom(N, gAd◦φ)Π and Z1(FR, g) ∼= gR, the map evR : Hom(N, gAd◦φ)Π → gR intertwines with the pullback map
̺∗ : Z1(N, gAd◦φ)Π → Z1(FR, g). So for any β ∈ Hom(N, gAd◦φ)Π , we deduce from (3.1) that
ds˜(evR(β)) = (̺
∗β˜)(s) = β˜(̺(s)) = β˜(e) = 0,
which verifies the result. 
3.2. Fox calculus, the relation module and the free resolution. In this subsection, using additional algebraic
concepts, we provide another derivation of Theorem 3.1, together with further understandings of the condition
Hom(N, g)Π ∼= gR there.
Let w be a word in the free group F on the finite set X = {x1, . . . , xd} as in §3.1. If G is a Lie group, the
differential (3.1) of the map w˜ : GX → G can also be expressed in terms of the Fox derivatives [13], which we now
recall. A derivation on ZF is a Z-linear map δ : ZF → ZF such that δ(uv) = δ(u)ǫ(v) + uδ(v) for all u, v ∈ ZF ,
where ǫ : ZF → Z is the augmentation map, i.e., ǫ(u) =∑mk=1 nk if u =∑mk=1 nkwk, wk ∈ F , nk ∈ Z. Fox derivatives
∂i (i = 1, . . . , d) are derivations on ZF defined by ∂i(xj) = δij (i, j = 1, . . . , d). The differential dw˜ in (3.1) can be
expressed in terms of Fox derivatives. We have (cf. [14, 26]), for γ = (γi)i=1,...,d ∈ gX ,
(3.4) (dw˜)φ(γ) =
d∑
i=1
Adφ(∂iw)γi.
The Abelianisation N¯ := N/[N,N ] of N is called the relation module of the presentation Π = F/N [30]. It is a
ZΠ-module: there is a Π-action on N¯ because F acts on N by conjugation and hence on N¯ , while its subgroup N
acts trivially on N¯ . Clearly, Hom(N¯ , g) = Hom(N, g) and Hom(N¯ , gAd◦φ)Π = Hom(N, gAd◦φ)Π .
There is a resolution of Z by free ZΠ-modules
(3.5) · · · d3−→M2 d2−→M1 d1−→M0 d0−→ Z,
where M0 = ZΠ , d0 = ǫ is the augmentation map, M1 =
⊕d
i=1 ZΠ xˆi has a basis {xˆi} in 1-1 correspondence with
X , d1(xˆi) = [xi − 1]Π , M2 =
⊕q
j=1 ZΠ rˆj has a basis {rˆj} in 1-1 correspondence with R, d2(rˆj) =
∑d
i=1[∂irj ]Π xˆi
(see for example [31, §II.3]). Here we denote by [u]Π the image of u ∈ ZF in ZΠ . It can be shown (see for example
[20, §11.5, Theorem 1]) that ker(d1) ∼= N¯ , the relation module.
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The group cohomology H•(Π, gAd◦φ) is the cohomology of the cochain complex
HomZΠ(M0, gAd◦φ) = g
d∨
1−→ HomZΠ(M1, gAd◦φ) = gX d
∨
2−→ HomZΠ(M2, gAd◦φ) = gR d
∨
3−→ · · ·
dual to (3.5) with values in gAd◦φ. The maps are d∨1 = (Adφ(xi) − 1)i=1,...,d, d∨2 (γ) =
(∑d
i=1Adφ(∂irj)γi
)
j=1,...,q
for
γ = (γi)i=1,...,d ∈ gX . By (3.4), we have d∨2 = (dr˜)φ, and therefore
rank(dr˜)φ = rank(d
∨
2 ) = dim ker(d
∨
3 )− dimH2(Π, gAd◦φ).
By the exact sequence · · · →M3 d3−→M2 d2−→ ker(d1)→ 0, we get ker(d∨3 ) ∼= HomZΠ(ker(d1), gAd◦φ) = Hom(N¯ , gAd◦φ)Π .
Hence dimker(d∨3 ) = dimHom(N¯ , gAd◦φ)
Π , and (3.2) in Theorem 3.1 is recovered.
As remarked before, Hom(N, gAd◦φ)Π ∼= gR is equivalent to the surjectivity of the map evR : Hom(N, gAd◦φ)Π →
g
R. This is clearly satisfied if M3 = 0 in the resolution (3.5), which implies that the cohomological dimension of Π
is not greater than 2. In fact, M3 should be thought of the module generated by the relations among the relators.
In the special case when the presentation has a single relator [29], we show that evR is always surjective. Examples
of groups whose presentations have a single relator are fundamental groups of compact orientable or non-orientable
surfaces. Fox calculus was used in [14] to study the character varieties of the fundamental groups of orientable
surfaces; we will apply Fox calculus to the situation when the surfaces are non-orientable. See §3.4 for details.
Proposition 3.4. Let Π be a group generated by a finite set X with a single relator r. Let G be a connected Lie
group with Lie algebra g. Then r defines a map r˜ : GX → G and Hom(Π,G) = r˜−1(e). If φ ∈ Hom(Π,G), then
coker(dr˜)φ ∼= H2(Π, gAd◦φ). If dimH2(Π, gAd◦φ) is minimal at φ, then φ is a smooth point on Hom(Π,G) and
TφHom(Π,G) ∼= Z1(Π, gAd◦φ). The smooth part of Hom(Π,G) is of dimension
(|X | − 1) dimG+ dimH2(Π, gAd◦φ).
Proof. We have Π = F/N , where F is the free group generated by X and N is the normal closure of R := {r} in F .
If r is not a proper power of any element in F , then M3 = 0 in (3.5) and Hom(N, gAd◦φ)Π ∼= g. If r = sm for some
s ∈ F and m ≥ 2, then there is a short exact sequence 0→ ZΠ([s]Π − 1)→ ZΠ → N¯ → 0 of ZΠ-modules (see for
example [6, Proposition 2.4.19(b)]). Taking the dual sequence (with values in g), we obtain an exact sequence
0→ Hom(N¯ , gAd◦φ)Π → HomZΠ(ZΠ, gAd◦φ)→ HomZΠ(ZΠ([s]Π − 1), gAd◦φ)→ · · · .
We show that HomZΠ(ZΠ([s]Π − 1), gAd◦φ) = 0. In fact, if f ∈ HomZΠ(ZΠ([s]Π − 1), gAd◦φ), then for all u ∈ ZΠ ,
f(u([s]Π − 1)) = f(u[s]Π · 1) − f(u · 1) = f(1) − f(1) = 0 by Π-invariance. Consequently, Hom(N¯ , gAd◦φ)Π ∼=
HomZΠ(ZΠ, gAd◦φ) ∼= g. The results then follow from Corollary 3.2. 
3.3. Smooth points on the character variety. Let Π be a finitely generated group and G be a complex reductive
Lie group with Lie algebra g. A homomorphism φ ∈ Hom(Π,G) is reductive if the image φ(Π) is contained in the Levi
subgroup of any parabolic subgroup containing φ(Π). Let Homred(Π,G) be the set of reductive homomorphisms
equipped with the subset topology. The action of G on Hom(Π,G) by conjugation on G preserves the subspace
Homred(Π,G). The quotient space R(Π,G) := Homred(Π,G)/G is the character variety (or the representation
variety) of Π , and we denote by [φ] the point in R(Π,G) represented by φ ∈ Homred(Π,G). Since φ ∈ Hom(Π,G)
is reductive if and only if the orbit G · φ is closed in Hom(Π,G) [39, Thm 30], the quotient topology on R(Π,G) is
Hausdorff. That φ is reductive is equivalent to the complete reducibility of the representation Ad ◦ φ of Π on g. In
fact, since Hom(Π,G) ⊂ GX , the latter is also equivalent to the closedness of the orbit G · φ [38, Thm 11.4].
Whereas Corollary 3.2 and Proposition 3.4 give sufficient conditions for the smoothness of Hom(Π,G) at a point φ,
the smoothness of the character variety R(Π,G) at [φ] has further requirements due to possible quotient singularities.
A crucial step of establishing the local structure of a quotient space like R(Π,G) is the slice theorem.
Suppose G acts algebraically on an affine variety X . Let X//G be the quotient by G of the subset of x ∈ X such
that G · x is closed, equipped with the quotient topology which is Hausdorff, and let [x] be the point in X//G from
x. A slice at x ∈ X is a locally closed affine subvariety S containing x and invariant under the stabiliser Gx of x
such that the G-action induces a G-equivariant homeomorphism from G×Gx S to a neighbourhood of the orbit G ·x
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in X . It is well known that a slice always exists for compact group actions. Luna’s slice theorem [27] (see [10] for
an introduction) is about the existence of a slice in the algebro-geometric context. A subset U ⊂ X is saturated if
for all x ∈ U and y ∈ X , G · x ∩ G · y 6= ∅ implies y ∈ U . A saturated subset is G-invariant and a saturated open
subset in X descends to an open subset in X//G. Luna’s slice theorem states that if G · x is closed in X , then there
is a slice S at x such that the G-morphism G×Gx S → X induced by the action of G on X maps surjectively onto a
saturated open subset U ⊂ X and that the map G×Gx S → U is strongly e´tale. Recall from [10, Definition 4.14] that
strongly e´tale implies that the induced map S//G→ U//G is e´tale, which implies that the underlying analytic spaces
are locally isomorphic in the complex topology [32, §III.5, Corollary 2]. Consequently, there is a homeomorphism
between an open neighbourhood of {x}/Gx in S//Gx and an open neighbourhood of [x] in X//G. If in addition X
is smooth at x, then the slice S can be chosen smooth and we have TxX = Tx(G · x) ⊕ TxS. If furthermore Gx is
trivial or minimal at x, then X//G is smooth at [x], and there is a diffeomorphism from a neighbourhood of {x}/Gx
in S/Gx to a neighbourhood of [x] in X//G.
Luna’s slice theorem applies to our case because G is a complex reductive Lie group; it was applied to study the
singularities of the character varieties of finitely generated free groups [12].
Theorem 3.5. Let Π be a finitely presented group and G be a complex reductive Lie group. Then for any reductive
homomorphism φ ∈ Hom(Π,G), there is a slice S at φ of the G-action on Hom(Π,G) such that there is a G-
equivariant local homeomorphism from G×Gφ S to a saturated open subset in Hom(Π,G). Consequently, there is a
homeomorphism from a neighbourhood of {φ}/Gφ in S//Gφ to a neighbourhood of [φ] in R(Π,G). If in addition φ is
a smooth point in Hom(Π,G), then S can be chosen smooth and TφHom(Π,G) = Tφ(G · φ) ⊕ TφS. If furthermore
φ is good, then [φ] is a smooth point in R(Π,G), and there is a diffeomorphism from a neighbourhood of φ in S to a
neighbourhood of [φ] in R(Π,G).
Proof. The reductive group G is an affine variety and it acts algebraically on the affine variety Hom(F,G) = GX ,
where F is the free group on the finite set X of generators of Π . Since Π is finitely presented, Hom(Π,G) is an
affine subvariety in GX defined by finitely many relators in R = {rj}j=1,...q. The results then follow from Luna’s
slice theorem and its smooth version reviewed above. 
The Lie algebra of the stabiliser subgroup Gφ is g
Π = H0(Π, gAd◦φ). Let Ad
′ be the adjoint action of G on
g
′ = [g, g] and let g′Ad′◦φ be the vector space g
′ equipped with the Π-module structure Ad′ ◦φ. Since Hi(Π, gAd◦φ) =
Hi(Π, g′Ad′◦φ) ⊕ Hi(Π,Z(g)), the dimension of Hi(Π, gAd◦φ) is minimal if Hi(Π, g′Ad′◦φ) = 0 for any i ≥ 0.
Let Hom◦(Π,G) be the set of φ ∈ Homred(Π,G) such that Gφ = Z(G) and the quantity dimCHom(N, g)Π −
dimCH
2(Π, gAd◦φ) reaches its maximum. Then H0(Π, gAd◦φ) = Z(g) and the quotient R◦(Π,G) := Hom◦(Π,G)/G
is in the smooth part of R(Π,G). Sometimes R◦(Π,G) does coincide with the set of smooth points (Example A.3).
But there can be smooth points outside R◦(Π,G), which can even be empty (Examples A.1 and A.2).
Corollary 3.6. Suppose Π = F/N is a finitely presented group, where F is a free group generated by a finite set X
and N is a normal subgroup in F generated in F by a finite set of relators R. Let φ ∈ Hom◦(Π,G). Then there is a
neighbourhood of [φ] in R◦(Π,G) diffeomorphic to a neighbourhood of 0 in H1(Π, gAd◦φ), and
dimC R◦(Π,G) = (|X | − 1) dimCG+ dimC Z(g)− dimCHom(N, gAd◦φ)Π + dimCH2(Π, gAd◦φ).
In particular, if there exists φ ∈ Hom◦(Π,G) such that Hom(N, gAd◦φ)Π ∼= gR and H2(Π, g′Ad′◦φ) = 0, then
dimC R◦(Π,G) = (|X | − |R| − 1) dimCG+ dimC Z(g) + dimCH2(Π,Z(g)).
Proof. Recall that if we identify gX with Z1(F, gAd◦φ), then ker(dr˜)φ = Z1(Π, gAd◦φ). Moreover, Tφ(G · φ) =
B1(Π, gAd◦φ) because for any ξ ∈ g, the corresponding vector field on GX at (φ(xi))i=1,...,d is (ξ −Adφ(xi)ξ)i=1,...,d,
which is in B1(F, gAd◦φ); it is in fact in B1(Π, gAd◦φ) because φ(N) = 1. The local diffeomorphism from R◦(Π,G) to
H1(Π, gAd◦φ) follows from TφS ∼= Z1(Π, gAd◦φ)/B1(Π, gAd◦φ) = H1(Π, gAd◦φ). The complex dimension of R◦(Π,G)
is that of H1(Π, gAd◦φ); it is also equal to dimCHom◦(Π,G) − dimC(G · φ), where dimCHom◦(Π,G) is given by
Corollary 3.2 and dimC(G · φ) = dimCG− dimC Z(G). The dimension formulas then follow. 
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Let Π = π1(M) be the fundamental group of a compact Ka¨hler manifold (M,ω) of complex dimension m.
The universal cover M → M is a principal Π-bundle and it is the pullback of the universal Π-bundle EΠ →
BΠ by a classifying map f : M → BΠ that induces an isomorphism on the fundamental groups. Recall that
Hk(Π,C) ∼= Hk(BΠ,C) for any k ≥ 0. Given φ ∈ Hom(Π,G), for any α, β ∈ H1(Π, gAd◦φ), consider the cup product
α ∪ β ∈ H2(Π,C) ∼= H2(BΠ,C) defined using an invariant non-degenerate symmetric bilinear form on g. From
[ω] ∈ H2(M,C), we get [ωm−1/(m − 1)!] ∈ H2(m−1)(M,C) and its Poincare´ dual PD[ωm−1/(m − 1)!] ∈ H2(M,C).
There is a symplectic form ωφ on H
1(Π, gAd◦φ) given by [22]
(3.6) ωφ(α, β) = 〈α ∪ β, f∗ PD[ωm−1/(m− 1)!]〉 = 〈f∗(α ∪ β) ∪ [ωm−1/(m− 1)!], [M ]〉.
and it agrees with the gauge theoretic definition in (2.5). When M is a compact orientable surface (i.e.,m = 1), the
symplectic form ωφ(α, β) = 〈f∗(α ∪ β), [M ]〉 was constructed in [14].
3.4. Character variety of an index-2 subgroup. Let Π be a finitely generated group containing a normal
subgroup Π˜ of finite index. Then Π˜ is also finitely generated. If φ ∈ Hom(Π,G), let φ˜ be its restriction to Π˜ . Then
the finite group Γ := Π/Π˜ acts on Hk(Π˜, gAd◦φ˜) and H
k(Π˜, gAd◦φ˜)
Γ ∼= Hk(Π, gAd◦φ). To verify this, we can use the
Lyndon-Hochschild-Serre spectral sequence [28, 19], with Epq2 = H
p(Γ,Hq(Π˜, gAd◦φ˜)), converging to H
k(Π, gAd◦φ).
Since Γ is a finite group and Hq(Π˜, gAd◦φ˜) for all q ≥ 0 are divisible, we have Epq2 = 0 for all p > 0, q ≥ 0, and thus
Hk(Π, gAd◦φ) = E0k2 = H
k(Π˜, gAd◦φ˜)
Γ for all k ≥ 0.
Though the general case is quite straightforward, we specialise to the case where Π˜ is an index-2 subgroup in
Π . Since Γ = Z2, there is an involution τ on H
k(Π˜, gAd◦φ˜) and H
k(Π˜, gAd◦φ˜)
τ ∼= Hk(Π, gAd◦φ) for all k ≥ 0. The
action of τ can be understood as follows. Pick any c ∈ Π\Π˜. Then c acts on Π˜ by Adc and on g by Adφ(c). Let τ be
the induced action of c on Hk(Π˜, gAd◦φ˜); it does not depend on the choice of c. Since c
2 ∈ Π˜ acts on the cohomology
groups trivially, τ is an involution and, consequently,
Hk(Π˜, gAd◦φ˜) = H
k(Π˜, gAd◦φ˜)
τ ⊕Hk(Π˜, gAd◦φ˜)−τ ,
where Hk(Π˜, gAd◦φ˜)
±τ are, respectively, the eigenspaces on which τ takes eigenvalues ±1. As explained above,
Hk(Π, gAd◦φ) ∼= Hk(Π˜, gAd◦φ˜)τ .
If Π = π1(M) and Π˜ = π1(M˜), whereM is a closed non-orientable surface and M˜ is its the oriented double cover,
then Π˜ can be identified as an index-2 subgroup of Π . Choosing an invariant non-degenerate symmetric bilinear
form on g, there is a non-degenerate pairing, for each k = 0, 1, 2,
(3.7) Hk(Π˜, gAd◦φ˜)×H2−k(Π˜, gAd◦φ˜)→ H2(Π˜,C) ∼= C.
When k = 1, this is the symplectic form (3.6) on H1(Π˜, gAd◦φ˜). Since the pairing (3.7) changes sign under τ , it
induces non-degenerate pairings
Hk(Π˜, gAd◦φ˜)
τ ×H2−k(Π˜, gAd◦φ˜)−τ → C.
On the other hand, H1(Π, gAd◦φ) ∼= H1(Π˜, gAd◦φ˜)τ is a Lagrangian subspace in H1(Π˜, gAd◦φ˜).
Another important consequence is that for the fundamental group Π of a non-orientable surface, H2(Π, gAd◦φ)
is not isomorphic to H0(Π, gAd◦φ). Indeed, (3.7) implies that H2(Π˜, gAd◦φ˜) is isomorphic to H
0(Π˜, gAd◦φ˜) =
g
Π˜ . Whereas H0(Π, gAd◦φ) ∼= H0(Π˜, gAd◦φ˜)τ = gΠ˜ ∩ ker(Adc − 1), we have H2(Π, gAd◦φ) ∼= H2(Π˜, gAd◦φ˜)τ ∼=
H0(Π˜, gAd◦φ˜)
−τ = gΠ˜ ∩ ker(Adc + 1), and hence
(3.8) H0(Π˜, gAd◦φ˜) ∼= H2(Π˜, gAd◦φ˜) ∼= H0(Π, gAd◦φ)⊕H2(Π, gAd◦φ).
Therefore H2(Π˜, gAd◦φ˜) = 0 implies H
2(Π, gAd◦φ) = 0, but the converse is not true (see Appendix).
Suppose Π is the fundamental group of an orientable surface and φ ∈ Hom(Π,G). In [14], Fox calculus was used
to show that the rank of the map (dr˜)φ equals the codimension of centraliser of φ. In this case, the Lie algebra of
the centraliser H0(Π, gAd◦φ) is isomorphic to the second cohomology group H2(Π, gAd◦φ). If Π is the fundamental
group of a non-orientable surface, we showed that the codimension of im(dr˜)φ equals the dimension of H
2(Π, gAd◦φ)
(Proposition 3.4), but H2(Π, gAd◦φ) is not isomorphic to H0(Π, gAd◦φ) as explained above. We can verify this in
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another way by giving an explicit formula for H2(Π, gAd◦φ) using Fox calculus. IfM is the connected sum of h copies
of RP 2, then its fundamental group Π = π1(M) is generated by x1, . . . , xh subject to one relation
∏h
i=1 x
2
i = e.
Proposition 3.7. Let Π be the fundamental group of a non-orientable surface as above and let G be a complex
reductive Lie group. Then for any φ ∈ Hom(Π,G), we have
H0(Π, gAd◦φ) ∼=
h⋂
i=1
ker(Adφ(xi) − 1), H2(Π, gAd◦φ) ∼=
h⋂
i=1
ker(Adφ(xi) + 1).
Proof. The first equality is obvious because H0(Π, gAd◦φ) = gΠ . Since the presentation of Π has a single relator
r =
∏h
i=1 x
2
i , we have, by Proposition 3.4, H
2(Π, gAd◦φ) ∼= coker(dr˜)φ, which can be calculated by Fox derivatives as
follows. By (3.4), we obtain im(dr˜)φ =
∑h
k=1 im(Adφ(∂kr)), where the Fox derivatives are ∂kr =
(∏k−1
i=1 x
2
i
)
(xk + 1)
for 1 ≤ k ≤ h. Choose a non-degenerate invariant symmetric bilinear form on g. By the identity im(S(T + 1))⊥ ∼=
ker((T + 1)S−1) for (complex) orthogonal transformations S and T on g, we get
coker(dr˜)φ ∼= im(dr˜)⊥φ =
h⋂
k=1
ker
(
(Adφ(xk) + 1)
k−1∏
i=1
Ad−2φ(xk−i)
)
,
which agrees with our result on H2(Π, gAd◦φ) upon a simplification. 
The quotient map Π → Z2 is given by sending any
∏l
k=1 x
mk
ik
(with mk ∈ Z) in Π to
∑l
k=1mk (mod 2). Its
kernel Π˜ is generated by xixj (1 ≤ i, j ≤ h), and we can choose any xi as c ∈ Π\Π˜. It is clear that
h⋂
i,j=1
ker(Adφ(xi)φ(xj) − 1) =
h⋂
i=1
ker(Adφ(xi) − 1)⊕
h⋂
i=1
ker(Adφ(xi) + 1),
as subspaces of g, verifying the decomposition (3.8) using Fox calculus.
Proposition 3.7 provides an explicit formula for the second cohomology group H2(Π, gAd◦φ) of the fundamental
group Π of a non-orientable surface M . If we use other presentations of Π (for example, the one used in [17, 18]),
similar explicit formulas for H2 exist, also verifying (3.8). With the presentation here, if there is no non-zero
vector ξ ∈ g satisfying Adφ(xi)ξ = −ξ for all 1 ≤ i ≤ h, then φ is a smooth point on Hom(Π,G) ⊂ Gh, and
TφHom(Π,G) ∼= gh−1. If furthermore the stabiliser of φ is Z(G), then [φ] is in the smooth part R◦(Π,G) of the
character variety, whose complex dimension is (h−2) dimCG+dimC Z(G). Since the double cover M˜ has genus h−1,
the complex dimension of R◦(Π,G) is half of that of R◦(Π˜,G). This agrees with the statement that H1(Π, gAd◦φ)
is a Lagrangian subspace of H1(Π˜, gAd◦φ˜).
4. Relation of the two approaches
Let M be a closed manifold and let G be a reductive complex Lie group. We denote by Aflat(P ) the space of flat
connections on a principal G-bundle P over M . Let Aflat(M,G) be the union of Aflat(P ) for all topological types
of P and let G(M,G) be the group of gauge transformations that is G(P ) on Aflat(P ). We equip Aflat(M,G) and
G(M,G) with the “smooth topology”, in which convergence means that in the Sobolev norm ‖ · ‖2,k for every k.
Choose base points x ∈ M and p in the fibre over x, and let Π = π1(M,x). Then there is a holonomy map
holp : A(M,G) → Hom(Π,G), sending a flat connection A to the homomorphism holp(A) : [α] 7→ holα(A) ∈ G,
where α is a based loop in (M,x) representing [α] ∈ Π and the parallel transport along α sends p to p holα(A). So
the map holp is obtained from solving a family of first order differential equations parametrised by A(M,G). It is
continuous and equivariant with respect to the actions of G(M,G) on Aflat(M,G) and G on Hom(Π,G). Moreover,
it yields a 1-1 correspondence between the G(M,G)-orbits in Aflat(M,G) and the G-orbits in Hom(Π,G) [15, §5].
By the definitions of reductive flat connections in Aflat(M,G) and reductive homomorphisms in Hom(Π,G), it is
obvious that a flat connection A is reductive if and only if the homomorphism φ := holp(A) is reductive. Recall that
φ is reductive if and only if its G-orbit G · φ is closed in Hom(Π,G) (cf. §3.3). We claim that a flat connection A is
reductive if and only if its orbit under the group of gauge transformations is closed. In fact, if A is reductive, then
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so is φ and the orbit G · φ is closed. From the above properties of the map holp, it is easy to see that the orbit of A
is also closed. Conversely, if a flat connection A is not reductive, then there is sequence of gauge transformations of
A that goes to a limit outside the orbit [7, Prop 3.2], and the orbit of A is not closed.
So holp induces a 1-1 continuous map from the moduli space M
flat(M,G) to the character variety R(Π,G), since
both spaces are constructed from taking quotients of reductive objects. On the other hand, from a homomorphism
φ ∈ Hom(Π,G), we can construct in a standard way a G-bundle M ×φG (where M is the universal cover of M) over
M with a flat connection whose holonomy is φ. This gives the inverse map from R(Π,G) to Mflat(M,G), which is
also continuous. Consequently, the spaces Mflat(M,G) and R(Π,G) are homeomorphic.
Suppose M˜ → M is a regular covering and Γ is the group of deck transformations. Let Π = π1(M) and
Π˜ = π1(M˜) as before. Then there is a fibration EΓ ×Γ M˜ → BΓ whose fibre is M˜ and whose total space, being
the Borel construction of M˜ with the free Γ -action, is homotopic to M˜/Γ = M . Let G be a complex reductive
Lie group and let P → M be a principal G-bundle with a flat connection. Then there is a G-bundle on the total
space EΓ ×Γ M˜ whose restriction to the fibre M˜ is the pull-back P˜ → M˜ of P . There is a spectral sequence with
E
pq
2 = H
p(Γ,Hq(M˜, ad P˜ )) converging to Hk(M, adP ). This is called the Cartan-Leray spectral sequence associated
to the regular covering M˜ →M = M˜/Π [5, §VII.7], and it is the gauge theoretic analog of the Lyndon-Hochschild-
Serre spectral sequence in group cohomology associated to 1→ Π˜ → Π → Γ → 1 with Epq2 = Hp(Γ,Hq(Π˜, gAd◦φ˜)),
converging to Hk(Π, gAd◦φ) (cf. §3.4). Since H0(M˜, ad P˜ ) = H0(Π˜, gAd◦φ˜), we have Ek02 = Ek02 for all k ≥ 0.
As in §3.4, we apply the result to the case where M is a compact non-orientable manifold and M˜ is its orientation
double cover. Then Γ = Z2 and the non-trivial element in Z2 acts on the cohomology groups H
k(M˜, ad P˜ ) by τ
(cf. 2.4). Since Epq2 = 0 for p > 0, q ≥ 0, we obtain Hk(M, adP ) = E0k2 = Hk(M˜, ad P˜ )τ for all k ≥ 0. This is the
gauge theoretic counterpart of the statement Hk(Π, gAd◦φ) ∼= Hk(Π˜, gAd◦φ˜)τ in §3.4. Taking k = 1, we conclude
that the (formal) tangent space of the moduli space of flat G-connections on M is the Z2-invariant subspace of the
tangent space to the moduli space of flat G-connections on M˜ .
Another important example is when M˜ is the universal cover M of M . Then Π = Γ and the pullback of P to
M is topologically the product bundle M × G. We have Hq(M, ad P˜ ) ∼= Hq(M) ⊗ gAd◦φ, where the group Π acts
on Hq(M) by the pullback of deck transformations as well as on g by the homomorphism φ : Π → G corresponding
to the flat connection. Since H1(M) = 0, we have Ep12 = 0 for all p ≥ 0, and H1(M, adP ) = E102 = H1(Π, gAd◦φ).
This means that the (formal) tangent space of the moduli space of flat G-connections on M in the gauge theoretic
approach (cf. §2.3) is identical to that of the character variety in a more algebraic approach (cf. §3.3).
To find information on the second cohomology groups, we note that since E11∞ ⊂ E112 = 0, there is a short exact
sequence 0 → E20∞ → H2(M, adP ) → E02∞ → 0. Here E20∞ = E203 = coker(E012 → E202 ) = E202 = H2(Π, gAd◦φ) and
E02∞ = ker(E
02
3 → E303 ) = ker(E022 → E302 ) = ker(H2(M, gAd◦φ)Π → H3(Π, gAd◦φ)). By the Hurewicz theorem,
we have H2(M) ∼= π2(M) ∼= π2(M), and the isomorphisms are equivariant under Π . Hence H2(M, gAd◦φ)Π ∼=
Hom(H2(M), gAd◦φ)Π ∼= Hom(π2(M), gAd◦φ)Π . On the other hand, we have E302 ⊂ H3(M, adP ) and because of
E112 = 0 again, we have E
3,0
2 = coker(E
02
2 → E302 ). So there is an exact sequence (cf. [5, Exer. 6, page 175])
(4.1) 0→ H2(Π, gAd◦φ)→ H2(M, adP )→ Hom(π2(M), gAd◦φ)Π → H3(Π, gAd◦φ)→ H3(M, adP ).
This means that the second cohomology groups H2(M, adP ) and H2(Π, gAd◦φ) that appear as obstructions to
smoothness in the two approaches (cf. §2.3 and §3.1) are not identical but differ by E02∞ = ker(Hom(π2(M), gAd◦φ)Π→
H3(Π, gAd◦φ)). However, if π2(M) = 0, then H2(M, adP ) ∼= H2(Π, gAd◦φ). This is the case if the universal cover
M is contractible, for example if M is an orientable surface of genus g ≥ 1, a non-orientable surface which is the
connected sum of h ≥ 2 copies of RP 2, a hyperbolic 3-manifold, or a Ka¨hler manifold which is a ball quotient.
In §2.3, smoothness at a point of the (gauge-theoretic) moduli space requires, among other things, the condition
H2(M, ad′ P ) = 0, which appears stronger than its algebraic version H2(Π, g′Ad′◦φ) = 0 by (4.1) as explained above.
On the other hand, by applying the implicit function theorem in §3.1 and §3.2, the character variety R(Π,G) is smooth
at points [φ] where H2(Π, g′Ad′◦φ) = 0 and evR is surjective. While the condition H
2(Π, g′Ad′◦φ) = 0 is common
in the two approaches, it would be interesting to compare the additional requirements that differ. Fortunately,
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for orientable and non-orientable surfaces, these additional conditions happen to be vacuous, though for different
reasons, and we arrive at the same condition H2(Π, g′Ad′◦φ) = 0 from both methods. If this way, the subset M
flat
◦ (P )
(cf. §2.3) in the smooth part of the moduli space Mflat(M,G) coincides with its counterpart R◦(Π,G) (cf. §3.3) in the
smooth part of the character variety R(Π,G), and the homeomorphism between Mflat(M,G) and R(Π,G) restricts
to a diffeomorphism between Mflat◦ (M,G) and R◦(Π,G).
Appendix. Some examples
Let G be a reductive Lie group. Suppose M is a non-orientable manifold and π : M˜ →M is its orientation double
cover. A flat G-connection D on M lifts to a flat connection D˜ on M˜ . Alternatively, D determines a homomorphism
φ : Π → G, where Π = π1(M). The homomorphism φ˜ : Π˜ → G from D˜ is the restriction of φ to Π˜ = π1(M˜), which
is an index-2 subgroup of Π . We compare various conditions on D (or φ) and D˜ (or φ˜).
First, D (or φ) is simple if the Lie algebra of its stabiliser is that of Z(G). The condition is equivalent to
H0(M, ad′ P ) = 0 or H0(Π, gAd′◦φ) = 0. Clearly, D (or φ) is simple if D˜ (or φ˜) is so, but the converse is not true.
In the examples below, we utilise the standard Pauli matrices
σ1 =
(
1
1
)
, σ2 =
( −√−1√−1
)
, σ3 =
(
1
−1
)
satisfying σiσj = −σjσi (i 6= j) and σ2i = I2, tr(σi) = 0, det(σi) = −1 (i = 1, 2, 3).
Example A.1. Take M = RP 2#RP 2 or Π generated by x1, x2 subject to a relation x
2
1x
2
2 = 1. Let G = SL(2,C)
(whose centre is finite) and φ be defined by φ(x1) =
√−1σ1, φ(x2) =
√−1σ2. Then by Proposition 3.7, we obtain
H0(Π, gAd◦φ) = 0 and H2(Π, gAd◦φ) ∼= Cσ3. On the other hand, by (3.8) or by a direct calculation, we obtain
H0(Π˜, gAd◦φ˜) ∼= H2(Π˜, gAd◦φ˜) ∼= Cσ3. So φ is simple but φ˜ is not.
Following [39], we say that D (or φ) is irreducible if it is reductive and simple. In [18], we proved that D (or φ) is
reductive if and only if D˜ (or φ˜) is so. Thus if D˜ (or φ˜) is irreducible, then so is D (or φ). The converse is not true
because φ in Example A.1 is indeed reductive and hence irreducible, while φ˜ is not irreducible.
Using (3.8), we also conclude that H2(Π˜, gAd′◦φ˜) = 0 implies H
2(Π, gAd′◦φ) = 0. But the converse is not true
either as shown in the following example.
Example A.2. Take the same M (or Π) and G as in Example A.1 but let φ be defined by
φ(x1) = exp(π
√−1σ3/4) =
(
ζ8
ζ−18
)
, φ(x2) = exp(−π
√−1σ3/4) =
(
ζ−18
ζ8
)
,
where ζ8 := e
π
√−1/4 is the 8th root of unity. Then H2(Π, gAd◦φ) = 0 whereas
H2(Π˜, gAd◦φ˜) ∼= H0(Π˜, gAd◦φ˜) ∼= H0(Π, gAd◦φ) ∼= Cσ3 6= 0.
Curiously, the points [φ] represented by φ in Examples A.1 and A.2 are both smooth in the character variety
R(Π, g) despite having a non-zero H0 or H2. In fact, R(Π, g) consists of two branches: one with φ(x1)
2 ∈ Z(G),
parametrised by φ(x1x2) ∈ G modulo conjugation, the other being the closure of points with φ(x1)2 6∈ Z(G),
parametrised by φ(x1)
2 ∈ G modulo conjugation (aside from the remaining discrete ambiguities). The two branches
intersect at four singular points with φ(x1), φ(x2) ∈ Z(G), but are otherwise smooth and have complex dimension 1.
So R◦(Π,G) = ∅, but the generic points in R(Π,G) are smooth. Also in this case, Π˜ is generated by x1x2 and x21
that commute with each other. Since the minimal stabiliser of a generic point in R(Π˜,G) is a complex 1-dimensional
subgroup in G, the points [φ˜] in Examples A.1 and A.2 are both smooth in R(Π˜,G), despite failing to be simple or
having a non-zero H2.
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Example A.3. To produce singular points from a non-zero H0 or H2, we take M = RP 2#RP 2#RP 2#RP 2 or
Π with four generator x±1, x±2 subject to a relation x21x
2
−1x
2
2x
2
−2 = 1, and G = SL(2,C). For t in the interval
(−1/4, 3/4), we define φt ∈ Hom(Π,G) by
φt(x±1) = ±
√−1σ1, φt(x±2) = exp(±πt
√−1σ2) = cos(πt)I2 ±
√−1 sin(πt)σ2.
Then from Proposition 3.7 we have
H0(Π, gAd◦φ) =
{
Cσ1 if t = 0,
0 if t 6= 0, H
2(Π, gAd◦φ) =
{
Cσ3 if t = 1/2,
0 if t 6= 1/2.
Recall the Betti numbers bi = dimCH
i(Π, gAd◦φ) (i = 0, 1, 2). Since b0 − b1 + b2 = χ(M) dimCG = −6 is fixed, the
expected dimension b1 of the tangent space of R(Π,G) at [φt] jumps at t = 0 and t = 1/2. Therefore the character
variety R(Π,G) is singular at both [φ0] and [φ1/2], due to the non-minimality of H
0(Π, gAd◦φ) and H2(Π, gAd◦φ),
respectively. This shows that the condition on H2 is needed for smoothness when it is not isomorphic to H0, as in
the case of orientable surface. The points [φ˜0] and [φ˜1/2] are singular on R(Π˜,G) because of the non-minimality of
H0(Π˜, gAd◦φ˜) ∼= H2(Π˜, gAd◦φ˜) at t = 0 and t = 1/2. Moreover, since R(Π,G) is connected [4, Thm B(d)] and so is
R(Π˜,G) [25], all smooth points of R(Π,G) and R(Π˜,G) are in R◦(Π,G) and R◦(Π˜,G), respectively.
A flat G-connection D (or φ ∈ Hom(Π,G)) is good (cf. [21]) if it is reductive and its stabiliser is precisely Z(G).
If D (or φ) is good, it is irreducible, but the converse is not true. In Example A.4, we will encounter a case in which
the stabiliser contains the centre Z(G) as a proper subgroup of finite index. It is also clear that D (or φ) is good if
D˜ (or φ˜) is so. But the converse is not true either. In Example A.1, the Lie algebra of the stabiliser changes when
D is pulled back to M˜ (or when φ is restricted to Π˜). We will construct an example in which the stabiliser changes
even if its Lie algebra remains the same when D is pulled back to M˜ . To achieve this, we need to choose a reductive
group G that does not have property CI of [39], so that there exists an irreducible subgroup in G whose centraliser
is a non-trivial finite extension of Z(G).
Example A.4. We choose the simplest non-CI group G = PSL(2,C) and denote its elements by ±g, where g ∈
SL(2,C). Its centre Z(G) is trivial, but there is a finite Abelian subgroup H := {±I2,±
√−1σ1,±
√−1σ2,±
√−1σ3},
isomorphic to the Klein 4-group, whose centraliser in G is H itself [39]. We let M = RP 2#RP 2#RP 2 or Π be
generated by x1, x2, x3 subject to a relation x
2
1x
2
2x
2
3 = 1. Define φ by
φ(x1) = ±
(
ζ8
ζ−18
)
, φ(x2) = ±
(
ζ−18
ζ8
)
, φ(x3) = ±
( −ζ8
ζ−18
)
.
Then the centraliser of φ(Π) in G = PSL(2,C) is trivial. Since Π˜ is generated by xixj (1 ≤ i, j ≤ 3), it is easy to
check that φ(Π˜) = H and hence the stabiliser of φ˜ = φ|Π˜ is H . So φ is good but φ˜ is not.
In Example A.4, since H2(Π˜, gAd◦φ˜) = 0, we have H
0(Π, gAd◦φ) = H2(Π, gAd◦φ) = 0, and hence [φ] ∈ R◦(Π,G)
is a smooth point on R(Π,G). However, R(Π˜,G) is not smooth at [φ˜]. Let φt (t ∈ R) be given by
φt(x1) = φ(x1) exp(πt
√−1σ3), φt(x2) = φ(x2) exp(−πt
√−1σ3), φt(x3) = φ(x3)
and consider the path [φ˜t] in R(Π˜,G). Then the stabiliser of φ˜t is trivial when t is near but not equal to 0 and is H
when t = 0. So R(Π˜,G) has an orbifold singularity at [φ˜0] = [φ˜].
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