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Abstract
We investigate end-to-end optimized optical transmission systems based on feedforward or bidirectional recurrent neural
networks (BRNN) and deep learning. In particular, we report the first experimental demonstration of a BRNN auto-encoder,
highlighting the performance improvement achieved with recurrent processing for communication over dispersive nonlinear
channels.
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I. INTRODUCTION
Deep learning techniques offer the opportunity to fundamentally reconsider the conventional communication system de-
sign by implementing (parts of) the transceiver using artificial neural networks (ANN). The parameters of these ANNs
can be jointly tuned such that the end-to-end system performance is optimized, by interpreting the transceiver chain as
an ANN-based deep auto-encoder [1], [2]. Such fully learnable systems have attracted great interest in communication
scenarios where the optimum transmitter-receiver pair is unknown or is infeasible to implement due to complexity con-
straints. An important example is the transmission over dispersive nonlinear channels such as the ubiquitously deployed
optical fiber links, where the end-to-end deep learning has been recently introduced and experimentally verified [3]–[5].
In particular, auto-encoders were extensively studied for application in low-cost optical fiber communication systems based
on intensity modulation and direct detection (IM/DD) [3], [6], a preferred technology in many data center, metro and
access networks. The interplay of chromatic dispersion, introducing intersymbol interference (ISI), and nonlinear photode-
tection imposes severe performance limitations in the IM/DD links. In [3], the first experimental demonstration of an op-
tical fiber auto-encoder showed that a system based on a feedforward ANN (FFNN) can outperform conventional pulse
amplitude modulation (PAM) transmission with classical linear equalization. More recently, a transceiver tailored to the
dispersive channel properties was proposed using a bidirectional recurrent ANN and sliding window sequence estimation
(SBRNN) [6], extending the design of [7] to auto-encoders. Simulation results showed that the SBRNN system has an improved
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Fig. 1. Implementation of end-to-end system learning using a channel model.
performance with lower complexity than PAM transmis-
sion with nonlinear equalizers [6] or maximum likeli-
hood sequence detection [8]. In this paper, we review the
FFNN and SBRNN designs and report results from the
experimental demonstration of the SBRNN auto-encoder.
Using the simple procedure of training the transceiver
on a numerical channel model and applying it ’as is’ to
the experimental test-bed, a substantial reach increase is
achieved over FFNN for a reference 42 Gb/s transmission.
II. OPTICAL FIBER AUTO-ENCODER: IMPLEMENTATION AND PERFORMANCE
Fully learnable communication systems are based on the idea of implementing the complete chain of transmitter, channel
and receiver as an end-to-end deep artificial neural network [1], [2]. Using deep learning, the transmitter and receiver sections
are trained jointly, such that we obtain a set of ANN parameters for which the end-to-end system performance is optimized
for a specific metric, e.g. the symbol error rate. Figure 1 shows the schematic of a practical implementation scheme for the
auto-encoders. The transceiver is optimized in simulation using a numerical model of the actual channel and applied ’as is’ to
the transmission link. Such systems present a viable perspective for low-cost optical communications since their deployment
does not require implementation of a training process in the final product. In this work, the modeling of the IM/DD link
components is identical to [3, Sec. III-B] and [6, Sec. 2.1], while the experimental test-bed is as described in [3, Sec. V].
The work was carried out under the EU Marie Skłodowska-Curie project COIN (No. 676448) and UK EPSRC programme grant TRANSNET (EP/R035342/1).
ar
X
iv
:2
00
5.
08
78
5v
1 
 [e
es
s.S
P]
  1
8 M
ay
 20
20
Softmax
pt
only at Rx
hrxt
htxt
Tx/Rx merge
RNN cell
RNN cell
ÐÝ
h t
ÝÑ
h t
xt
ÝÑ
h t´1
ÝÑ
h t
ÐÝ
h t`1
ÐÝ
h t
. . . . . .
a) b) c)
1m,11m,21m,31m,4 . . .1m,t
Transmitter message input stream
y1 y2 y3 y4 . . . yt
Tx BRNN
channel
pp1q1
Σ
pp1q2 p
p1q
3
pp2q2
Σ
pp2q3 p
p2q
4
pp3q3 p
p3q
4 p
p3q
5
Σ
estim
ated . . .
Rx BRNN
Rx BRNN
Rx BRNN
Sliding
window
processing
. . .
Receiver
probability
output
end-to-end
BRNN
20 30 40 50 60 70 80 90
10´4
10´3
10´2
10´1
100
HD-FEC
threshold
Transmission distance (km)
B
E
R
FFNN autoenc., sim.
FFNN autoenc., exp.
SBRNN autoenc., sim.
SBRNN autoenc., exp.
Fig. 2. a) BRNN processing. b) Sliding window sequence estimation algorithm. c) BER versus transmission distance for FFNN and SBRNN auto-encoders.
Previously [3], a block-based optical auto-encoder was experimentally demonstrated, each block representing an independently
encoded and decoded message of a few data bits. This allowed a simple FFNN design, which, however, was inherently unable
to compensate any ISI outside of the block. A more advanced system based on sequence processing by an end-to-end BRNN
and sliding window estimation was proposed in [6], addressing the FFNN limitations. Figure 2-a) and -b) shows schematics of
the BRNN and the sliding window algorithm, respectively, for which detailed descriptions can be found in [6], [8]. The FFNN
and BRNN outputs hFFNNt and h
BRNN
t , respectively, can be expressed as (assuming a single FFNN layer for ease of exposition)
hFFNNt = α (Wxt + b) , h
BRNN
t = mergetx/rx
{
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,
where xt is the neural network input at time t, α is an activation function, W and b denote weights and biases, and the
merge function combines the forward and backward processing of the BRNN, e.g. via concatenation or element-wise averaging.
Note that in contrast to the FFNN, the BRNN handles the current input together with the preceding and succeeding output,
enabling processing of data sequences. Figure 2-c) compares the BER performance of the two auto-encoders at 42 Gb/s as a
function of distance in both simulation and experiment. Training of the transceiver was performed as described in [3, Sec.
III-D] for FFNN and [6, Sec. 2.2] for SBRNN, aimed at minimizing the cross entropy between transmitter inputs and receiver
outputs and thus improving the symbol error rate. We see that the SBRNN system significantly outperforms the simple FFNN,
allowing transmission below the 6.7% HD-FEC at distances beyond 50 km in experiment. It is important to mention that the
SBRNN performance can be further improved by a carefully chosen sliding window size [6, Sec. 3]. Moreover, we see that the
transceivers, which are learned on a prior assumption of a specific channel model, achieve slightly deteriorated experimental
performance as a result of any discrepancy between the model and the actual link as first reported in [2]. Optimization of the
receiver [3, Sec. VI-C] or the end-to-end fiber-optic system [9] on collected experimental data can be employed to fine-tune the
parameters of both the FFNN and SBRNN systems, trading-off additional implementation complexity for performance gains.
III. CONCLUSIONS
We report the results from the first experimental demonstration of an optical auto-encoder based on a recurrent neural network.
In particular, we compare the performance of the SBRNN and the previous FFNN transceiver for the simple scenario where
parameters are trained on a channel model and applied to the transmission link. In an excellent agreement with simulation, the
SBRNN auto-encoder, owing to its processing of data sequences, allowed to increase system reach or enhance the data rate.
REFERENCES
[1] T. O’Shea and J. Hoydis, “An introduction to deep learning for the physical layer,” IEEE Trans. Cogn. Commun. Netw. 3(4), 563-575 (2017).
[2] S. Do¨rner et al., “Deep learning-based communication over the air,” IEEE J. Sel. Topics Signal Process., vol. 12, no. 1, pp. 132-143, 2018.
[3] B. Karanov et al., “End-to-end deep learning of optical fiber communications,” J. Lightw. Technol. 36(20), 4843-4855 (2018).
[4] S. Li et al., “Achievable information rates for nonlinear fiber communication via end-to-end auto-encoder learning,” in Proc. ECOC, 2018, pp. 1-3.
[5] R. T. Jones et al., “Deep learning of geometric constellation shaping including fiber nonlinearities,” in Proc. ECOC, 2018, pp. 1-3.
[6] B. Karanov et al., “End-to-end optimized transmission over dispersive intensity-modulated channels using bidirectional recurrent neural networks,” Opt.
Express 27(14), 19650-19663 (2019).
[7] N. Farsad and A. Goldsmith, “Neural network detection of data sequences in communication systems,” IEEE Trans. Signal Process., vol. 66, no. 21,
pp. 5663-5678, 2018.
[8] B. Karanov et al., “Deep learning for communication over dispersive nonlinear channels: performance and comparison with classical digital signal
processing,” in Proc. of 57th Allerton Conference on Communication, Control and Computing, pp. 192-199 (2019).
[9] B. Karanov et al., “Concept and experimental demonstration of optical IM/DD end-to-end system optimization using a generative model” in Proc. OFC,
2020, paper Th2A.48.
