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Abstract
This paper deals with a chemotactic model of Keller–Segel type. The main feature of the Keller–
Segel model is the possibility of blow-up of solutions in a finite time. To eliminate the possibility
of blow-up a modified version of Keller–Segel model is introduced. The blow-up control relies on
the presence of a pressure function, which increases faster than a logarithm for high enough cells
densities: for such a pressure function the solutions cannot blow up in a finite time. Some other
conditions are introduced to ensure the global boundedness.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In the last decades, great attention has been paid to the analysis of the phenomenon
of chemotactic aggregation. In 1970 Keller and Segel [1] proposed a mathematical model
describing chemotactic aggregation of cellular slime molds. Their model, consisting of
two coupled parabolic equations, has been studied in great detail in the literature. Local
existence was shown by Yagi [2]. He also proved that the solution exists globally in time
provided that the initial mass is small enough. The interesting feature of KS type models is
the possibility of blow-up of solutions in a finite time (see Nanjundiah [3]), which strongly
depends on the space dimension. A finite time blow-up never occurs in 1-dimension but can
occur in n-dimension for n 3. For the case of 2-dimension several thresholds have beenE-mail address: kowalc@duch.mimuw.edu.pl.
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(see Jäger and Luckhaus [4], Nagai [5], Herrero and Velazquez [6], where the authors
considered radial solutions and assumed the diffusion of chemicals to be much faster than
pattern formation; Childress [7], Childress and Percus [8], where the authors showed the
formation of delta function singularity in a finite time). For additional literature see also
Herrero and Velazquez [9,10], Nagai et al. [11], Biler [12], and Gajewski and Zacharias
[13].
Recently, a new chemotactic model has been proposed in [14] to explain the formation
of networks of endothelial cells (EC) in vitro. In experiments (see [15]), ECs randomly
seeded on the plain surface of a gel substratum start migrating towards zones of higher cell
concentration, suggesting that chemotactic factors (e.g., vascular endothelial growth factor)
play the relevant role in the process. In a time of the order of some hours cells aggregate and
form a continuous multicellular network which can be described as a collection of nodes
connected by chords. All the process takes place during the early stages of vasculogenesis
in embryo development. The proposed model takes into account the stress exerted by cells
when they aggregate. In this paper we introduce a new simplified version of this model,
obtained under the assumptions that the persistence can be omitted and that the diffusion
of chemicals is faster than the pattern formation. This model differs from the models of
Keller–Segel type by the presence of a pressure function (see Section 2 for more details),
which gives rise to a nonlinear diffusion term in the equation describing cell density. This
function, dependent on cell density only, is considered to be zero for low densities (where
cells are too far to exert any stress) and fast increasing for high densities. The consequence
of such a diffusion is mainly to control blow-ups, the main characteristic of Keller–Segel
type models. In the literature (see [16,17]) models have been presented, where the function
controlling possible cell overcrowding was in the chemotactic term. For an appropriate
choice of this function authors succeeded to show global existence of solutions. In [16] this
function, called chemotactic cross-diffusion, switched off the chemotactic response at high
cell densities. In [17] in turn, so-called sensitivity function dependent only on chemical
factors, was allowed to increase slowly with the density of chemicals (but not more than
the logarithm or the power function with a positive power smaller than 1). In the model
discussed in this paper the control of blow-up is due to the pressure function h(n) giving
rise to the nonlinear diffusion. The physical meaning of such a nonlinear term is that all
cells have a positive size and can not be packed too strong. Therefore, for high cell densities
the pressure function h(n) should increase enough fast. It is worth to add that the case when
h(n) = logn corresponds to the Keller–Segel model.
In the present paper we are not going to study the existence properties of the solutions.
We are leaving this problem to the forthcoming publications. The aim of this paper is
to deliver some a priori estimates excluding the existence of a blow-up of solutions. We
prove using techniques introduced in [5,18,19], the boundedness of solutions in any finite
time provided that the pressure function h(n) grows faster than the logarithm for high cell
densities n, i.e.
1∃n¯ > 0 ∀n n¯, h′(n)C1
n
,
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h(n) can behave even as a concave function of the form of nδ for 0 < δ < 1 and sufficiently
large n. We give also conditions to ensure the boundedness of solutions at t = +∞,
∃n¯ > 0 ∀n n¯, h′(n) 1
n
, h(n) 2nk,
where k > 1 and 1, 2 are arbitrarily small constants. Next we focus on the radially sym-
metric solutions and by application of Nagai’s results (see [5]) give suitable conditions on
global boundedness and blow-ups of solutions. The paper is organized as follows. In the
foregoing two sections we introduce the model and show the nonnegativity of solutions by
using standard methods. Further, in Sections 4, 5 we show some a priori estimates, which
imply that no blow-up of solutions can occur in a finite time provided that the pressure
function grows fast for high cell densities. By use of the Lyapunov function, we give con-
ditions, which assert the boundedness of solutions also at t = +∞. Section 6 is devoted to
the radial solutions of the model. We apply Nagai’s results [5] and give sufficient condi-
tions for boundedness of solutions for t ∈ [0,+∞] or their blow-ups in finite times. In the
last section we draw some conclusions.
2. Persistence and chemotaxis model
The persistence and chemotactic model—the starting point in the present paper, was
introduced in [14]:

∂n
∂t
+ ∇ · (nv) = 0,
∂v
∂t
+ v·∇v = µ∇c − βv − ∇g(n),
∂c
∂t
= D∇2c + an − τ−1c,
(2.1)
where n and c denote the cell and chemical densities, respectively, and v is the cell ve-
locity. The model takes into account migration and chemotaxis (µ measures the strength
of the cell response) as well as drag by the substratum (friction with parameter β) and
pressure exerted by cells (g(n) being pressure function), and is able to reproduce sev-
eral experimentally observed facts (for discussion see [14,20]). In Eq. (2.1) the parameters
D,a, τ are respectively diffusion coefficient, rate of release and the characteristic degrada-
tion time of soluble mediators. All the parameters of the model are assumed to be positive.
The density dependent function g(n) corresponds to the repulsive force felt by the cells
when they crowd. Phenomenological reasoning (see [14]) suggests this function to be zero
at low densities and rapidly increasing when cells become closely packed. In this paper
we introduce the two-dimensional simplified version of the aggregation model (2.1) and
discuss some properties of its solutions. Notice that in Eq. (2.1) the chemotaxis appears as
a force in a “momentum balance equation.” This was done originally to encode the effect
of directional persistence in EC migration. Classical models equate chemotactic force to
the velocity field appearing in the mass balance equation. This class of models (see [21])
can be obtained in our set-up under some assumptions. The most important one consists in
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Eq. (2.1) simplifies to
0 = µ∇c − βv − ∇g(n),
or
v = χ∇c − ∇h(n), (2.2)
where χ = µ
β
and h(n) = 1
β
g(n). Substituting Eq. (2.2) into the mass balance equation in
Eq. (2.1) leads the following equations:{
∂n
∂t
= ∇ · (n∇h(n) − χn∇c),
∂c
∂t
= D∇2c + an − τ−1c. (2.3)
Notice that Eq. (2.3) is of KS type provided that h(n) = lnn. In this case a blow-up of
solutions is possible, as we mentioned in the Introduction. We will prove that for h in-
creasing enough fast no blow-up can occur. To justify this analytically we will focus on the
simplified model

∂n
∂t
= ∇ · (f (n)∇n − χn∇c),
0 = ∇2c + αn − γ c,
∇n · N = ∇c · N = 0 in [0, Tmax) × ∂Ω,
n(0,x) = n0(x) in Ω,
(2.4)
where f (n) = nh′(n), α = a
D
, γ = (τD)−1, and Tmax is such that, for every t ∈ (0, Tmax)
the solution n(t,x) belongs to the space L∞(Ω) ∩ H 1(Ω) with ∂n
∂t
∈ L1(Ω) (it follows
immediately that c(t,x)—the solution to the elliptic equation in (2.4) belongs to the space
W 2,∞(Ω) ∩ H 3(Ω)—see [22]). The initial function n0 is a nonnegative function depend-
ing on x, such that n0(x) ∈ L∞(Ω). The domain Ω ⊂R2 is assumed to have C1,1 boundary
(here Cr,s is the subspace of Cr(Ω¯) with r th derivative satisfying a Hölder condition of
exponent s). Without loss of generality, we assume that |Ω| = 1 (here | · | denotes the
Lebesgue measure in R2). Vector N denotes the outward normal to the boundary ∂Ω . The
neglecting of the time derivative in the second equation of Eq. (2.3) can be justified by
assuming that the diffusion of chemicals is much faster that the pattern formation. By the
argument similar to the one presented in [20] one can show that a dimensionalization of
Eq. (2.3) implies the appearance of a small parameter in front of the time derivative in the
second equation of Eq. (2.3). Taking formally the limit  → 0 one obtains Eq. (2.4). Model
(2.4) is quite interesting to us from the viewpoint of the asymptotic analysis. The main
results concerning the global boundedness of solutions are stated in Section 4.
3. A priori nonnegativity and mass conservation
To prove the nonnegativity of solutions we use the standard technique (see, e.g., [16]).
Consider the following auxiliary system of equations:
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
∂n
∂t
= ∇ · (n˜(h′(n)∇n − χ∇c)),
0 = ∇2c + αn − γ c,
∇n · N = ∇c · N = 0 in [0, Tmax) × ∂Ω,
n(0,x) = n0(x) 0 in Ω,
(3.1)
where n˜ = n+ and n+ denotes the positive part of n, i.e. n = n+ − n−,
n+ =
{
n if n 0,
0 if n < 0, n
− =
{
0 if n > 0,
−n if n 0.
Multiply now the first equation in Eq. (3.1) by n− and integrate over Ω . Taking into account
that n = n+ − n−, we obtain∫
Ω
∂n
∂t
n− dx = − d
dt
(
1
2
∫
Ω
(n−)2 dx
)
,
∫
Ω
n−∇ · (n˜(h′(n)∇n − χ∇c))dx
=
∫
Ω
n˜h′(n)|∇n−|2 dx + χ
∫
Ω
n˜∇n− · ∇c dx, (3.2)
where we used the no-flux boundary condition and the fact that n+n− = 0. The two inte-
grals on the right-hand side of Eq. (3.2) vanish because for n˜ = n+ we have n˜∇n− = 0 and
n˜|∇n−|2 = 0. Thus we obtain∫
Ω
(n−)2 dx =
∫
Ω
(
n−0
)2
dx, (3.3)
where n−0 is a negative part of the initial function n0. By the nonnegativity of n0 the RHS
of Eq. (3.3) vanishes. It follows that
n− = 0 a.e.
Therefore, n is a nonnegative function. In order to prove nonnegativity of c, multiply the
second equation in Eq. (3.1) by c−—the negative part of c = c+−c−, and integrate over Ω .
We obtain∫
Ω
|∇c−|2 dx + γ
∫
Ω
(c−)2 dx + α
∫
Ω
nc− dx = 0. (3.4)
The last integral in Eq. (3.4) is nonnegative due to nonnegativity of n proven before. There-
fore,
c− = 0 a.e.
Thus the a priori nonnegativity of solutions to Eq. (3.1) is proved. For n0 being a non-
negative function, the solution to Eq. (3.1) is always nonnegative. Thus n = n˜ almost
everywhere (i.e. beside the set of null Lebesgue measure) provided that n0  0. Thus, the
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of solutions, can be easily adopted to the Eq. (2.3).
Another property of Eq. (2.4) is the (a priori) mass conservation (i.e. the L1 norm of
solution is preserved). In fact, the integration of both equations in Eq. (2.4) over Ω leads
to the following:
d
dt
∫
Ω
ndx = 0,
−γ
∫
Ω
c dx + α
∫
Ω
ndx = 0.
It follows that L1 norms of both functions n and c are constant in time and are strongly
related∥∥n(t)∥∥
L1 =
γ
α
∥∥c(t)∥∥
L1
def= 2πθ ∀t ∈ (0, Tmax), (3.5)
where we applied the notation that ‖ψ(t)‖Lp = ‖ψ‖Lp denotes the Lp norm of ψ(t,x)
with respect to x ∈ Ω . Moreover, the boundedness of Lp norm of c (p > 1) is strictly
related to the boundedness of Lp norm of n. To see this, multiply the second equation in
Eq. (2.4) by cp−1 and integrate over Ω . Applying Gauss theorem leads to the equation∫
Ω
(p − 1)cp−2|∇c|2 dx + γ
∫
Ω
cp dx = α
∫
Ω
ncp−1 dx.
The positivity of all terms in the equation above implies∫
Ω
cp dx α
γ
∫
Ω
ncp−1 dx,
which by using the Hölder inequality can be rewritten
∫
Ω
cp dx α
γ
(∫
Ω
np dx
) 1
p
(∫
Ω
cp dx
) p−1
p
.
Therefore we have
Corollary 3.1. The solutions to Eq. (2.4) satisfy the inequality∥∥c(t)∥∥
Lp
 α
γ
∥∥n(t)∥∥
Lp
∀t ∈ (0, Tmax)
for every 1 < p < +∞, with the equality for p = 1.
4. L∞-norm of solutions in any finite time
First of all, we assume that Tmax is the maximal time of existence of solution to Eq. (2.4).
We assume also that h(n) (so and f (n)) is a C1 function of n. The following theorem gives
a sufficient condition for the a priori boundedness of solutions to Eq. (2.4) at any finite time.
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there exists n¯ > 0, such that
f (n) 9π
2
CΩαχθ + δ ∀n n¯ (4.1)
for some arbitrarily small δ > 0 and CΩ being a constant depending only on Ω . Then
solution to Eq. (2.4) cannot blow up in (0, Tmax).
Condition (4.1) implies that h increases faster than the logarithm. In particular, it can
behave even as a concave function of the form of nδ for 0 < δ < 1 and sufficiently large n.
The foregoing theorem gives a sufficient condition for the a priori boundedness of solu-
tions to Eq. (2.4) at any not necessarily finite time (for the proof see Section 5), provided
that c(t,x) in Eq. (2.4) is sufficiently regular.
Theorem 4.2. Let Ω be an open, bounded domain in R2 with C1,1 boundary. Assume that
there exist  > 0 and n¯ > 0, such that nh′(n)   for all n  n¯. Moreover, assume that
there exists a function W(n), such that
W ′(n) = h(n) (4.2)
and
W(n) ηnp (4.3)
for some p > 2, η > 0 and every n  n¯. Then solution to Eq. (2.4) cannot blow up in
(0, Tmax) for any Tmax +∞.
Remark 4.1. For every function h satisfying
h(n) pηnp−1 (4.4)
for some p > 2, arbitrary η > 0 and n > n¯, there exists a function W(n) which satisfies
assumptions (4.2)–(4.3).
In fact, the function W(n) given by
W(n) =
n∫
n¯
h(z) dz + ηn¯p
satisfies Eq. (4.2) for all n > 0. Now, inequality (4.3) is equivalent to
n∫
n¯
h(z) dz + ηn¯p  ηnp
for every n n¯ or to
n∫
n¯
(
h(z) − ηpzp−1)dz 0.The above inequality is fulfilled for every function h(n) satisfying inequality (4.4).
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its derivative, i.e. nh′(n) C0 for sufficiently large n. In Theorem 4.1, dealing with a finite
time boundedness of solutions, the parameter C0 is a fixed parameter depending on the
model parameters and the initial mass of cells, while in Theorem 4.2, dealing with global
boundedness of solutions, the parameter C0 =  with  > 0 being arbitrarily small (the
weaker assumption). However, in Theorem 4.2 we additionally require that h(n) pηsp−1
for some p > 2 and sufficiently large n (for instance, h(n) = η¯nk fulfills all assumptions of
Theorem 4.2 provided that k > 1). Therefore, the assumptions of both theorems are hardly
comparable. In Section 6 we will consider radially symmetric solutions and derive another
condition for the global boundedness.
Proof of Theorem 4.1. The proof is based on two following lemmas (for their proofs see
Section 5).
Lemma 4.1. Assume that there exist  > 0, n > 0 such that nh′(n)  for all n n . If∥∥∇c(t)∥∥
L∞  C1 for 0 < t < Tmax,
then ∥∥n(t)∥∥
L∞  C2 max
{
1,2πθ,‖n0‖L∞
} for 0 < t < Tmax,
where C2 depends on C1.
Lemma 4.2. For every 1 < p < +∞ and h, such that there exists n¯ > 0, such that
nh′(n) (p + 1)
2π
p
CΩαχθ ∀n n¯, (4.5)
the Lp norms of solution n = n(t,x) to Eq. (2.4) are bounded∥∥n(t)∥∥
Lp
 C(n¯,p, t) ∀t < Tmax, (4.6)
where C exponentially increases with t .
Lemma 4.1 implies the boundedness of the function n provided that ∇c is a bounded
vector. This result is an analog to the one obtained by Nagai (see [5]) and will be use-
ful also in Section 6, devoted to radial solutions of Eq. (2.4). Next, Lemma 4.2 implies
the boundedness of ∇c. This is due to the following classical theorem (for more general
n-dimensional case see [22, p. 126]).
Theorem 4.3. Let Ω be a bounded open subset of R2, with a C1,1 boundary. Then for
every n ∈ Lp(Ω), there exists a unique c ∈ W 2,p(Ω), which is a solution of{
−∇2c + γ c = αn in Ω,
∇c · N = 0 on ∂Ω.
It follows immediately that the second equation of Eq. (2.4) has a solution in W 2,p(Ω).
The Sobolev imbedding theorem implies that c is in C1,s(Ω¯), where s = p−2
p
and p > 2
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tees the boundedness of n and avoids blow-up at any finite time. The proof of Theorem 4.1
is complete (see Section 5 for the proofs of Lemmas 4.1, 4.2, and Theorem 4.2). 
Theorem 4.1 gives us an evidence that for appropriate pressure function h(n) no blow-
up of solutions can occur in a finite time. The technique of proving Theorem 4.1 does not
provide good information on what happens when t → ∞. This is due to the fact the C in
(4.6) depends on t and diverges when t → ∞ (see Section 5). Theorem 4.2 (Remark 4.1), in
turn, gives conditions on h, which ensure the global boundedness of solutions. However,
the technique used in proving this theorem requires some regularity assumption put on
the local solutions to Eq. (2.4). This assumption is necessary to assert that the Lyapunov
function (see Section 5) exists and all the calculations we perform are proper.
5. Proofs of lemmas
Proof of Lemma 4.1. The proof of Lemma 4.1 is based on the techniques introduced
in [4]. Take p > 1 and multiply the first equation in Eq. (2.4) by the pth power of nm,
where
nm = (n −m)+
and m is a positive constant to be found. Using the Green’s formula and no-flux boundary
condition one can verify the following calculations:∫
Ω
∇ · (f (n)∇n − χn∇c)npm dx = −
∫
Ω
(
f (n)∇n − χn∇c) · ∇npm dx
= −p
∫
Ω
f (n)n
p−1
m |∇nm|2 dx + χp
∫
Ω
nn
p−1
m ∇c · ∇nm dx
= − 4p
(p + 1)2
∫
Ω
f (n)
∣∣∇np+12m ∣∣2 dx + χp
∫
Ω
(
n
p
m +mnp−1m
)∇c · ∇nm dx, (5.1)
where in the last integral in Eq. (5.1) we used the equality nnp−1m = (nm + m)np−1m for
p > 1. This integral can be estimated by use of the foregoing calculations:
χp
∫
Ω
n
p
m∇c · ∇nm dx = p
∫
Ω
2
p + 1∇n
p+1
2
m · χn
p+1
2
m ∇c dx
 p 
(p + 1)2
∫
Ω
∣∣∇np+12m ∣∣2 dx + pχ2

∫
Ω
n
p+1
m |∇c|2 dx,
where we used Young’s inequality ab  4a2 + 1 b2 (with  > 0). The assumption of
Lemma 4.1 implies
χp
∫
n
p
m∇c · ∇nm dx p  2
∫ ∣∣∇np+12m ∣∣2 dx + pχ2 C
∫
n
p+1
m dx. (5.2)Ω
(p + 1)
Ω

Ω
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mpχ
∫
Ω
n
p−1
m ∇c · ∇nm dx = p
∫
Ω
2
p + 1∇n
p+1
2
m ·mχn
p−1
2
m ∇c dx
 p 
(p + 1)2
∫
Ω
∣∣∇np+12m ∣∣2 dx + p(mχ)2

C
∫
Ω
n
p−1
m dx.
To evaluate the above integral one can use the simple inequality ap−1  ap+1 + 1, which
is valid for every a  0 and p  1. One then has
mpχ
∫
Ω
n
p−1
m ∇c · ∇nm dx p 
(p + 1)2
∫
Ω
∣∣∇np+12m ∣∣2 dx + p(mχ)2

C
∫
Ω
n
p+1
m dx
+ p(mχ)
2

C. (5.3)
Coupling Eq. (5.1) with inequalities (5.2) and (5.3) one obtains
d
dt
∫
Ω
n
p+1
m dx− p
p + 1
∫
Ω
∣∣∇np+12m ∣∣2(4f (n) − 2)dx + p(p + 1)C
∫
Ω
n
p+1
m dx
+ p(p + 1)C,
where C is a generic constant only depending on , m and χ . Rescaling time t = 1

τ and
assuming that m  n (then it follows from the assumption in Lemma 4.1 that f (n)  
for nm) lead to the following inequality:
d
dτ
∫
Ω
n¯
p+1
m dx− 2p
p + 1
∫
Ω
∣∣∇n¯ p+12m ∣∣2 dx + p(p + 1)C
∫
Ω
n¯
p+1
m dx
+ p(p + 1)C, (5.4)
where n¯(τ,x) = n( 1

τ,x) and τ ∈ (0, Tmax). We introduce now the auxiliary lemma
(a modified version of Lemma 3.2 in [18]) which will be useful later.
Lemma 5.1. Let w = w(t,x) be a nonnegative function defined on [0,+∞)×Ω satisfying
the differential inequalities
d
dt
∫
Ω
wλk+1 dx−k
∫
Ω
wλk+1 dx + (ak + k)ck
[
sup
t0
∫
Ω
wλk−1+1 dx
]2
+ ak, (5.5)
where λk = 2k − 1, ak = C2k(2k − 1), k = 12qk , ck = 2λk for k = 1,2, . . . , and λ  1,
q  1 are integer constants and C > 0 is a constant independent on k. Then there exists a
positive constant a = a(λ, q,C), such that
sup
t0
∥∥w(·, t)∥∥
L∞  aK,where K = max{1, supt0 ‖w(·, t)‖L1,‖w(·,0)‖L∞}.
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inequality (5.5) as follows:
d
dt
W −kW + k(δkE + dk),
where
W(t) =
∫
Ω
wλk+1 dx,
δk = ak+kk ck , and dk =
ak
k
. It is easy to verify that W(0)Kλk+1 (recall that |Ω| = 1). It
follows that
W(t)max{δkE + dk,Kλk+1},
or in terms of w,
∫
Ω
wλk+1 dxmax
{
δk
[
sup
t0
∫
Ω
wλk−1+1 dx
]2
+ dk,Kλk+1
}
.
Knowing that∫
Ω
wdxK, δk  dk, K  1, 2(λk−1 + 1) = λk + 1,
one can prove by induction∫
Ω
wλk+1 dx 2δk(2δk−1)2 . . . (2δ1)2
k−1
Kλk+1. (5.6)
It is easy to check that 2δk  2(1 +C)2k(2+λ+q). Substituting this into inequality (5.6) and
performing some simple calculations one obtains∫
Ω
w2
k
dx
[
2(1 +C)]2k−12(2+λ+q)(2k+1−k−2)K2k .
Taking the 2k-root of both sides of inequality above and going with k to infinity, one gets∥∥w(·, t)∥∥
L∞  aK,
where a = 2(1 + C)22(2+λ+q), which completes the proof of Lemma 5.1. 
To apply Lemma 5.1 we need to transform inequality (5.4) into the form of inequality
(5.5) (see [18]). For this purpose take p = λk = 2k − 1 and rewrite inequality (5.4) in the
form
d
∫
v2 dx−νk
∫
|∇v|2 dx + ak
∫
v2 dx + ak, (5.7)
dτ
Ω Ω Ω
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v = n¯2k−1m , νk =
2k − 1
2k−1
.
In order to estimate the first integral of the RHS of inequality (5.7) we consider a particular
case of Gagliardo–Nirenberg inequality (in 2-dimensional space) of the form
‖v‖L2  C¯‖v‖
1
2
W 1,2
‖v‖
1
2
L1
.
Therefore,
‖v‖2
L2  ‖v‖2W 1,2 +
C¯4
4
‖v‖2
L1
for  > 0 and
‖v‖2
L2  k‖∇v‖2L2 + Ck‖v‖2L1, (5.8)
where k = 1− and Ck = C¯
4
4(1−) . For sufficiently large λ − q (e.g., λ such that C¯4 
2λ−q ), we can choose k and ck to have the forms given in Lemma 3.2. Multiplying in-
equality (5.8) by (ak + k) we obtain
−(ak + k)‖v‖2L2 + (ak + k)ck‖v‖2L1 −(ak + k)k‖∇v‖2L2
−νk‖∇v‖2L2, (5.9)
provided that
akk + 2k  νk.
The last inequality is satisfied for sufficiently large q , which can be easily verified by direct
checking. Applying inequality (5.9) to inequality (5.7) we obtain
d
dτ
∫
Ω
v2 dx−k
∫
Ω
v2 dx + (ak + k)ck
[∫
Ω
v dx
]2
+ ak. (5.10)
Rewriting inequality (5.10) in terms of n¯λk+1m and putting the sup norm in front of the last
integral, one obtains inequality (5.5). Application of Lemma 5.1, the conservation of mass
(3.5) and recalling that n(t,x) = n¯(t,x) end the proof of Lemma 4.1. 
Proof of Lemma 4.2. The proof of Lemma 4.2 is based on the techniques introduced in
[4,19]. To begin the proof we turn back to Eq. (5.1) and write
d
dt
∫
Ω
n
p+1
m dx = − 4p
p + 1
∫
Ω
f (n)
∣∣∇np+12m ∣∣2 dx
+ χp(p + 1)
∫
Ω
(
n
p
m +mnp−1m
)∇c · ∇nm dx. (5.11)
The last term in Eq. (5.11) can be modified in the following manner:
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∫
Ω
(
n
p
m +mnp−1m
)∇c · ∇nm dx
= χp
∫
Ω
∇np+1m · ∇c dx + mχ(p + 1)
∫
Ω
∇npm · ∇c dx
= χpα
∫
Ω
nn
p+1
m dx − χpγ
∫
Ω
cn
p+1
m dx + mχ(p + 1)α
∫
Ω
nn
p
m dx
−mχ(p + 1)γ
∫
Ω
cn
p
m dx,
where we have used the second equation in (2.4). Due to nonnegativity of c (see Section 3)
we obtain
d
dt
∫
Ω
n
p+1
m dx− 4p
p + 1
∫
Ω
f (n)
∣∣∇np+12m ∣∣2 dx + χpα
∫
Ω
n
p+2
m dx
+ C0
∫
Ω
n
p+1
m dx +C1
∫
Ω
n
p
m dx, (5.12)
where C0 = mαχ(2p + 1) and C1 = m2αχ(p + 1). Recalling that npm  np+1m + 1 one has
d
dt
∫
Ω
n
p+1
m dx− 4p
p + 1
∫
Ω
f (n)
∣∣∇np+12m ∣∣2 dx + χpα
∫
Ω
n
p+2
m dx
+ (C0 +C1)
∫
Ω
n
p+1
m dx +C1.
Application of the Sobolev inequality (see [23])∫
Ω
φ2 dx CΩ
(∫
Ω
|φ|dx +
∫
Ω
|∇φ|dx
)2
for φ ∈ W 1,1,
where CΩ depends only on Ω , leads to the following estimate:∫
Ω
n
p+2
m dx 2CΩ
(∫
Ω
n
p+2
2
m dx
)2
+ 2CΩ
(∫
Ω
∣∣∇np+22m ∣∣dx
)2
. (5.13)
The first integral on the RHS of inequality (5.13) can be estimated by use of Schwartz
inequality and Eq. (3.5), i.e.(∫
Ω
n
p+1
2
m n
1
2
m dx
)2

∫
Ω
nm dx
∫
Ω
n
p+1
m dx 2πθ
∫
Ω
n
p+1
m dx.
The second integral on the RHS of inequality (5.13) can be estimated as follows:(∫ ∣∣∇np+22m ∣∣dx
)2
 CΩ2πθ
(
p + 2)2 ∫ ∣∣∇np+12m ∣∣2 dx, (5.14)Ω
p + 1
Ω
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ing inequality:
d
dt
∫
Ω
n
p+1
m dx− 2p
p + 1
∫
Ω
F(n,m,p)
∣∣∇np+12m ∣∣2 dx +C2
∫
Ω
n
p+1
m dx + C1, (5.15)
where C2 = C0 +C1 + 4CΩπθχαp, and
F(n,m,p) = 2f (n) − 2CΩαχπθ (p + 2)
2
p + 1 .
Recall the assumption (4.5) of Lemma 4.2 with p + 1 instead of p and assume that m n¯.
It follows that F(n,m,p) 0 for any nm. Therefore, inequality (5.15) can be rewritten
d
dt
∫
Ω
n
p+1
m dx C2
∫
Ω
n
p+1
m dx +C1.
Taking m ‖n0‖L∞ it follows that∫
Ω
n
p+1
m dx
C1
C2
(eC2t − 1) ∀t > 0
which leads to inequality (4.6) in Lemma 4.2. 
Proof of Theorem 4.2. In [24] author introduced the Lyapunov function to describe the
dynamics of solutions to some parabolic system of equations (or parabolic–elliptic sys-
tem of equations). For model (2.4) (a special case of the system considered in [24]) the
Lyapunov function takes the form (see Theorem 2 in [24])
H(n, c) = 1
2
∫
Ω
|∇c|2 dx + γ
2
∫
Ω
c2 dx + α
χ
∫
Ω
W(n)dx − α
∫
Ω
nc dx, (5.16)
where W is as in Theorem 4.2. Notice that
dH(n, c)
dt
 0. (5.17)
In fact, for sufficiently regular c (so the differentiating of c below is justified)
dH
dt
(n, c) =
∫
Ω
∇c · ∇
(
∂c
∂t
)
dx + γ
∫
Ω
c
∂c
∂t
dx + α
χ
∫
Ω
W ′(n)∂n
∂t
dx
− α
∫
Ω
n
∂c
∂t
dx −
∫
Ω
c
∂n
∂t
dx.
By use of Green’s theorem and zero Neumann boundary conditions one obtains
dH
(n, c) = −
∫
(∇2c − γ c + αn)∂c dx + α
∫ ( 1
W ′(n) − c
)
∂n
dx.
dt
Ω
∂t
Ω
χ ∂t
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dH
dt
(n, c) = α
∫
Ω
(
1
χ
W ′(n) − c
)
∇ · (f (n)∇n − χn∇c)dx.
Using again Green’s theorem one gets
dH
dt
(n, c) = −α
χ
∫
Ω
∇(W ′(n) − χc) · (f (n)∇n − χn∇c)dx
or
dH
dt
(n, c) = −α
χ
∫
Ω
(
W ′′(n)∇n − χ∇c) · (f (n)∇n − χn∇c)dx.
Application of Eq. (4.2) (see Theorem 4.2) leads to the following:
dH
dt
(n, c) = −α
χ
∫
Ω
1
n
∣∣f (n)∇n − χn∇c∣∣2 dx 0.
From Eq. (5.17) it follows immediately that H(n, c)H(n0, c0) for every t > 0, where c0
is a solution of the elliptic equation{
−∇2c + γ c = αn0 in Ω,
∇c · N = 0 on ∂Ω.
The next question is whether the function H(n, c) is bounded from below. To check it we
apply Young’s inequality
−
∫
Ω
nc dx− 1
2
∫
Ω
n2 dx − 
2
∫
Ω
c2 dx
in Eq. (5.16). We obtain
H(n, c) 1
2
∫
Ω
|∇c|2 dx + 1
2
(γ − α)
∫
Ω
c2 dx + α
χ
∫
Ω
W(n)dx
− α 1
2
∫
Ω
n2 dx. (5.18)
Assumption (4.3) allows to write that
W(n) χ
2
n2
provided that
n n˜ = max
{
n¯, p−2
√
χ
2η
}
.
Thus, one obtains that
α
∫
W(n)dx − α 1
∫
n2 dx−H¯ = min
{
0,
α
min
(
W(n) − χ n2
)}
. (5.19)χ
Ω
2
Ω
χ nn˜ 2
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α
we get
H(n0, c0)H(n, c)−H¯ . (5.20)
It immediately follows from inequalities (5.18)–(5.20) that c ∈ H 1(Ω) uniformly in time,
i.e. that∥∥c(t)∥∥2
H 1 
2(H(n0, c0) + H¯ )
min{1, γ − α} ∀t > 0.
This statement allows to estimate the last integral in Eq. (5.16). To see it multiply second
equation in Eq. (2.4) by c and integrate over Ω . By use of Green’s theorem one obtains∫
Ω
|∇c|2 dx + γ
∫
Ω
c2 dx = α
∫
Ω
nc dx,
which leads to the estimate∥∥n(t)c(t)∥∥
L1 
1 + γ
α
∥∥c(t)∥∥2
H 1 < ∞.
Further, from Eq. (5.16) and inequality (5.20) one obtains∫
Ω
W(n)dx χ
α
(
H(n0, c0) + α
∥∥n(t)c(t)∥∥
L1
)
,
which by assumption (4.3) leads to the uniform in time Lp estimate of n,∥∥n(t)∥∥p
Lp
 χ
αη
(
H(n0, c0) + α
∥∥n(t)c(t)∥∥
L1
) ∀t > 0.
Now, due to the fact that p > 2 one can deduce that ‖∇c‖L∞ < ∞ (see the proof of Theo-
rem 4.1) and use as before Lemma 4.1 to ensure the boundedness of n. 
6. Global boundedness of radially symmetric solutions
In Section 4 we have shown the condition on h leading to the boundedness of solutions
in every finite time (see Theorem 4.1) as well as the conditions which are sufficient to
ensure the boundedness of solutions at t = +∞ (see Theorem 4.2). In this section we
apply Nagai’s results (see [5]) and under the assumption of radial symmetry of solutions,
we introduce another, slightly different conditions on h leading to the global boundedness.
We give also an example of h, for which blow-up of radially symmetric solution occurs in
a finite time.
Consider the domain Ω to be an open ball of radius R with the center at the origin inR2,
i.e. Ω = B(0,R). Assume that the solution to Eq. (2.4) is radially symmetric. This means
that the functions n(t, r) and c(t, r), depending on time t < Tmax and radius r R, satisfy
the following system of equations:

∂n
∂t
= 1
r
∂
∂r
[r(f (n) ∂n
∂r
− χn∂c
∂r
)],
0 = 1
r
∂
∂r
(r ∂c
∂r
) + αn − γ c,
∂n
∂r
= ∂c
∂r
= 0 for r = 0,R,
(6.1)
n(0, r) = n0(r) for r ∈ [0,R].
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f (n) αχ
4
a ∀n 2ak
(k + R2)2 ,
where a and k are any positive constants satisfying inequality a  θ + k2‖n0‖L∞ . Then
Tmax = +∞ and
sup
t0
{∥∥n(·, t)∥∥
L∞ +
∥∥c(·, t)∥∥
L∞
}
< ∞.
The proof of Theorem 6.1 is analogous to the one in [5] so we give only its sketch.
Sketch of the proof of Theorem 6.1. Following the lines in [5] we define the functions
n˜(t, σ ) and c˜(t, σ ) as
n˜(t, σ ) =
√
σ∫
0
n(t, ρ)ρ dρ, c˜(t, σ ) =
√
σ∫
0
c(t, ρ)ρ dρ.
It follows from Eq. (6.1) that n˜ and c˜ satisfy the equations

∂n˜
∂t
= 4σf (2 ∂n˜
∂σ
) ∂
2n˜
∂σ 2
+ 2χ(αn˜ − γ c˜) ∂n˜
∂σ
,
0 = 4σ ∂2c˜
∂σ 2
− γ c˜ + αn˜,
n˜(t,0) = c˜(t,0) = 0, n˜(t,R2) = θ, c˜(t,R2) = α
γ
θ,
∂n˜
∂σ
(0, σ ) = 12n0(
√
σ ), for σ ∈ [0,R2].
(6.2)
In order to find the upper bound of n˜, consider the function w(σ) given by
w(σ) = a σ
k + σ ,
where a and k are positive parameters to be found. One can show that w(σ)  n˜(0, σ )
provided that
a  θ + k
2
‖n0‖∞. (6.3)
This assertion follows from the fact that n˜(0,0) = w(0) = 0 and that
∂n˜
∂σ
(0, σ ) = 1
2
n(0,
√
σ ) 1
2
‖n0‖∞.
Looking at Fig. 1, one can notice that w(σ)  n˜(0, σ ) if only w(θ
x
)  θ , which leads to
condition (6.3) (here, x = 12‖n0‖∞). An important property of the function w is that it
satisfies the following inequality:{
4σf (2 dw
dσ
) d
2w
dσ 2
+ 2χ(αw − γ c˜) dw
dσ
 0,
w(σ ) n˜(0, σ ),
whenever the condition for f in Theorem 6.1 is satisfied. The comparison theorem (see
[25]) implies that w(σ) n˜(t, σ ) for t ∈ [0, Tmax) and σ ∈ [0,R2].
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direction of the maximal possible derivative of n˜(0, σ ).
The upper bound of c˜ can be found by the use of the function z(σ ) = lσ (see [5]). It is
easy to notice that for l max{ α
γR2
θ, α
γ k
a} one has that


4σ d
2z
dσ 2
+ αn˜ − γ z 0,
z(R2) c˜(t,R2) = α
γ
θ,
z(0) = c˜(t,0) = 0.
The comparison theorem implies that c˜(t, σ ) z(σ ). Following lines in [5], boundedness
of 1
σ
n˜ and 1
σ
c˜ implies the boundedness of c and ∇c, which can be easily verified by use of
equalities
c(t, r) = 2 ∂c˜
∂σ
(t, σ ) and
∣∣∇c(t, r)∣∣= 1
r
(γ c˜ − αn˜)
(see [5] for more details). Applying Lemma 4.1 from Section 4 completes the proof of
Theorem 6.1. 
Recall that f (n) = nh′(n). Thus the assumption in Theorem 6.1 rewrites
nh′(n) αχ
4
a ∀n 2ak
(k +R2)2 , (6.4)
where a and k are as in Theorem 6.1. Consider now the following examples of the function
h(n), which characterizes the cell response to chemotaxis.
(i) h(n) = logn. This case leads to the Keller–Segel model, i.e. to the case when the
diffusion is constant. The condition (6.4) rewrites
1 αχ
4
a
for some a and k, such that
a  θ + k
2
‖u0‖L∞ .
We can choose k → 0. It follows that the inequality
4 > αχθ
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Nagai in [5]. The author proved also that in an opposite case the blow-up of solutions can
occur (see Theorem 6.2 below).
Considering the origin of the model involving mass and force balance (see Section 2)
the foregoing two cases are of big interest and are not (to my knowledge) considered in the
literature:
(ii) h(n) = 2Dn, where D is a positive constant. This case corresponds to the porous
medium equation. It is well known that in the case of absence of chemotaxis in Eq. (2.4),
i.e. when χ = 0, the blow-up of solution can occur in a finite time (see, e.g., [26]). Here we
give a condition to prevent the explosion of solutions. For this purpose rewrite the condition
(6.4) in the form
n αχ
8D
a ∀n 2ak
(k + R2)2 ,
or
2ak
(k +R2)2 
αχ
8D
a. (6.5)
Notice that the maximal value of s(k) = 2ak
(k+R2)2 is taken at k = R2. Substituting k = R2 in
inequality (6.5) leads to
D  αχR
2
4
,
which is the sufficient condition for global boundedness.
(iii) h′′(n)  for n nˆ, where nˆ > 0 and  > 0 is arbitrarily small. We will prove that
for such h, the solution to Eq. (6.2) remains bounded for all t > 0. To show this let us turn
back to the condition (6.4). It implies that
h′(n) aαχ
4
1
n
for
1
n
 2R
2
a
,
where we have substituted k = R2. It follows that condition (6.4) is satisfied if
h′(n) aαχ
4
2R2
a
= αχ
2
R2 (6.6)
for n 12R2 a. The convexity assumption on h implies that h(n) satisfies the relation
h′(n) n + h′(nˆ) − nˆ
for every n nˆ. Coupling this inequality with inequality (6.6) one obtains
n + h′(nˆ) − nˆ αχ
2
R2 ⇔ n n¯,
where n¯ = 1

(
αχ
2 R
2 − h′(nˆ) + nˆ). Thus, it is enough to take a  2R2n¯ to have inequality
(6.6) satisfied for every n 12R2 a.
Notice that h given by (iii) satisfies all assumptions of Theorem 4.2 in Section 4, while
h given by previous examples (i) and (ii) do not satisfy them at all (there is not such R(n)
for which (4.2)–(4.3) of Theorem 4.2 are fulfilled). Thus one can say that for h(n) being
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(independently if it is radially symmetric or not) at every time. On the other hand we know
that if h(n) = logn (i.e. for the Keller–Segel model) the radially symmetric solution can
blow up in a finite time provided that the initial mass is above a certain threshold (see [5]).
A similar behaviour for radially symmetric solutions to Eq. (2.4) is possible if for every
n 0,∫
Ω
ψ(n)dx <
αχθ
4
∫
Ω
ndx, (6.7)
where ψ ′(n) = nh′(n). Defining
M2(t) = 12π
∫
Ω
n(t,x)|x|2 dx,
the following theorem (analogous to the one in [5]) holds.
Theorem 6.2. Assume that inequality (6.7) is fulfilled. Then there exists a positive constant
Cθ depending on θ such that if 0 < M2(0) < Cθ then n blows up in a finite time.
In other words, Theorem 6.2 says that the blow-up of solution can occur provided that
the mass of cells is accumulated sufficiently close to the origin r = 0. The proof is anal-
ogous to the proof of Theorem 3.1 in [5]. The only difference is that instead of ψ(n) in
inequality (6.7) one should consider ψ(n) ≡ n to obtain Nagai’s result. Let us give an ex-
ample of some function h satisfying inequality (6.7). We will change the condition (6.7)
into the stronger, more convenient one:
ψ(n) αχθ
4
n ∀n 0. (6.8)
The function ψ(n) can be rewritten as follows:
ψ(n) =
n∫
0
uh′(u) du =
n∫
0
(
h(n)− h(u))du.
Thus inequality (6.8) is equivalent to
n∫
0
(
uh′(u) − αχθ
4
)
du 0. (6.9)
We consider the example
h(n) =
{
h1(n) if nK,
h1(K) + h2(n) if n > K
for arbitrary K > 0, where
(1) 0 h1(n)
αχθ
4
; h′1(n) 0,
αχθ
(2) h2(K) = 0; nh′2(n) 4 .
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2 and
h2(n) = a log nK for arbitrary K > 0 and a  αχθ4 .
The second condition can be satisfied by, e.g., h2(n) = a log nK , where a  αχθ4 and K > 0(see Fig. 2). Such a function h satisfies the condition (6.9) and leads to a blow-up of solu-
tions. In fact for n > K we have
n∫
0
(
uh′(u) − αχθ
4
)
du
=
K∫
0
(
h1(K) − h1(u) − αχθ4
)
du+
n∫
K
(
uh′2(u) −
αχθ
4
)
dn 0,
provided that max{h1(K),uh′2(u)} αχθ4 , which is exactly the assumption on h1 and h2.
For n  K the proof is analogous. The above example introduces the situation in which
the function h(n) does not increase enough fast (look that the assumption of Theorem 6.1
is not fulfilled) to prevent the explosion of solutions in a finite time.
As we have seen, in the case of radially symmetric solutions it is possible to introduce
the condition guarantying the global boundedness of solutions. It is worth to say that for
h increasing enough fast (see example (iii) above) the solution is bounded independently
of the parameters of the system and the mass θ . Moreover, it is also possible to give a
counterexample showing that for h increasing too slowly (i.e. behaving as the logarithm)
the blow-up of solutions can occur.
7. Conclusions
In this paper we have discussed the boundedness of solutions to model (2.4)—a sim-
plified version of model (2.1). The difference between model (2.4) and the models of
Keller–Segel type appears in the diffusion term due to the presence of nondecreasing func-
tion f (n) = nh′(n) which rapidly grows to infinity for enough large cells densities. This
rapid growth is related to the fact that closer the cells are, the bigger is the stress exerted
between them. In fact, cells have definite, positive size and therefore, they cannot penetrate
each other and cannot collapse in a point. Thus, at high densities the diffusion should be
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Phenomenological reasoning suggests the stress h(n) not to appear at all for small cell
densities (i.e. h(n) = 0), when the cells are too far from each other to exert any stress (see
[14]), and rapidly increasing when the density is too high. The a priori estimates presented
in Sections 4, 5 show that for such a stress function h no blow-up of solutions can occur
in a finite time. The sufficient condition for boundedness of solutions in finite time is that
nh′(n) is big enough for sufficiently large n, independently on how h behaves for small n
(in particular independently if it is zero for small n or not). If the solution is sufficiently
regular, then there exists a Lyapunov function, which helps in deriving conditions asserting
the boundedness at t = +∞ (see Theorem 4.2). The interesting point is that these condi-
tions do not depend on the cells mass at all. It follows that for h given by Theorem 4.2, the
initial mass of cells can be arbitrarily big and the solution will be still bounded. Further, In
Section 6 we focused on radially symmetric solutions and applied the well-known Nagai’s
results (see [5]). We stated that for h increasing enough fast (i.e. for strictly convex func-
tion) the blow-up of solutions cannot occur. However, if h grows for high n not faster than
a logarithm (e.g., f (n) = O(1) for high n), the explosion of solutions can appear in a finite
time. In fact, one can choose such initial data n0, for which cells eventually collapse in a
point, which contradicts the physical meaning of “cells.” Another important characteristic
of h is that it should take null values at small densities. In fact, numerical simulations show
that for h increasing enough fast but being zero only at n = 0 the diffusion is much stronger
that the chemotactic force making cells to aggregate. This results that solution n flattens in
time. However, taking h to be zero at some interval [0, n¯] implies that n tends to form an
aggregate without blowing up in any time.
The difficulty of dealing with model (2.4) is due to its degeneration and nonlinearity,
and not all results concerning Keller–Segel models can be here applied. However, the re-
sults presented in this paper exhibit the importance of models (2.4) and (2.1), from which
model (2.4) has been derived, and can help in proving the global in time existence of their
solutions. Hopefully the foregoing works will give more information about the analytical
properties of both models (2.1) and (2.4).
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