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iii 21. Uniaxial stress-strain curves for candy glass used to determine a and D 0 as described in the text. . 23. An identical simulation to that in Fig. 22 except that the critical stress intensity factor has been increased to the point where the explosion does no additional damage. . 
SUMMARY
The overall objective of this contract is to characterize and model the fracture damage produced in the non-linear source regime of an explosion and to understand its effect on the generation of seismic waves. We are particularly interested in the role of fracture damage in the generation of shear waves. Our approach has been a combination of numerical modeling and laboratory studies using high-speed digital photography.
During the first year we finished our modification of the micromechanical damage mechanics formulated by Ashby and Sammis [1990] and generalized by Deshpande and Evans [2008] to allow for a more generalized stress state and have incorporated an experimentally motivated new crack growth (damage evolution) law that is valid over a wide range of loading rates. This law is sensitive to both the crack tip stress field and its time derivative. Incorporating this feature produces strain-rate sensitivity in the constitutive response. This work was published in Bhat et al. [2012] , which developed the model and showed how it was implemented as a user-defined subroutine in the ABAQUS dynamic finite element code. Bhat et al. [2012] also validated the model by reproducing the observed stress-strain behavior of Pentelicon marble over a 10 order of magnitude range of loading rates and used it in first order simulations of an underground explosion and an earthquake.
During the first year we also produced fracture patterns in the laboratory, photographed them using high-speed digital cameras, and monitored the resultant seismic waves using a laser vibrometer (as an ultra-high-frequency seismometer). We originally generated fracture patterns in the photoelastic polymer Homalite using hyper-velocity projectile impacts (impact velocity > V P ), but there was the troubling possibility that we were generating out-of-plane deformation that was affecting the pattern. Since the hyper-velocity experiments are performed in a vacuum chamber, applying a pre-stress to the plate and using laser velocimeters to monitor the elastic waves presented extreme experimental challenges.
A simpler experimental configuration was developed that used an exploding nichrome wire as a point pressure source to fracture the plate. However, our exploding wire did not produce enough energy to fracture the Homalite plates. We solved this problem by using "candy-glass", the extremely brittle material used in bar fights in the movies. Our exploding wire produces excellent fracture patterns in this material. We have also used laser vibrometers to record particle velocities in the resultant P and S waves. Since no mechanical data was available for candyglass, we measured V P , V S , and density, as well as the critical stress intensity factor K IC . Although V P and V S are comparable to values in Homalite, K IC is a factor of 67 times smaller, accounting for the extreme brittle behavior of candy-glass.
During the second year we ran two explosion experiments in candy glass plates photographing them using high-speed digital cameras, and monitoring the resultant seismic waves using laser vibrometers (as an array of ultra-high-frequency seismometers). We constructed travel-time curves, which we used to measure fracture damage near the source. We observed a double peak structure in the original pressure pulse and could demonstrate that the second pulse is caused by dilatation associated with fracture damage that develops behind the initial shock front. We also observed S waves on the transverse vibrometer in the near field.
During the second year we also ran a series of uniaxial compression tests to determine the size and density of initial flaws in candy-glass. These properties were used in conjunction with the elastic constants, density, and critical stress intensity factor as inputs in our dynamic micromechanical damage mechanics in order to simulate the experiments. These simulations reproduced the structure of the fracture pattern, and most characteristics of the seismic radiation including the double initial peak and the shear wave in the near field. The experimental results in candy glass will soon be published [Mihaly et al., 2015] .
During the third year we focused on the effects of fracture anisotropy and the free surface on the seismic radiation in general and the generation of S waves in specific. This new emphasis on anisotropy was motivated by recent field observations from the New England Damage Experiment (NEDE) . A preliminary analysis of the fractures produced by chemical explosions in a Barre Vermont granite quarry shows that strong asymmetries in the fracture pattern may be attributed to a preferred orientation of the initial microfractures in the granite (called the rift). In order to more quantitatively model this pattern and the associated seismic radiation we have extended our damage model to allow an anisotropic distribution of initial damage. Finally, other aspects of the NEDE observations that directly support our numerical model include the observation of a strong second P wave pulse in the near-field and a dependence of the spatial extent of the fracture pattern and the strength of S waves on the loading rate (burn rate) of the explosive.
INTRODUCTION
A central challenge in the seismic monitoring of nuclear explosions is the discrimination between explosions and earthquakes. The problem is made difficult by the fact that seismic signals from underground explosions contain significant S wave energy. How much of this S energy is generated in the non-linear source regime and how much is due to mode conversion along the path has yet to be resolved. Understanding the mechanisms that generate S waves is especially important in recent attempts to identify small explosions using regional phases.
This study is aimed at understanding and numerically modeling the seismic radiation that is generated in the region of an explosive source that is dominated by the nucleation and growth of fractures, which we term the damage zone. Our approach has been to develop a fully dynamic micromechanical damage mechanics and build it into the dynamic finite element program ABAQUS. Our damage mechanics is unique in two important ways: 1) it is micromechanical in that it models the nucleation, growth, and interaction of individual fractures, and 2) it is valid at the extremely high loading rates found in the non-linear source regime of an explosion (or near the rupture front of an earthquake, or in rock beneath a meteorite impact).
A second part of our study has been to validate this damage mechanics model. We have shown in Bhat et al. [2012] that we are able to predict the failure strength of Pentelicon marble (from the Parthenon in Greece) over a range of loading rates that span 10 orders of magnitude extending to 10 4 sec -1 . We have generated fracture patterns in the laboratory by exploding nichrome wires in "candy glass" plates and measuring the resultant seismic radiation in the near field using laser vibrometers. We found that the dilatation associated with the fracture damage generated by the explosion makes a significant contribution to the radiated P waves (as originally predicted by Johnson and Sammis [2001] ) and that a slight asymmetry in the pattern of long radial fractures produces S wave radiation. In order to use these laboratory experiments to test our damage mechanics model we had to measure the mechanical properties of candy glass. These include the elastic constants, the density, the critical stress intensity factor, and the initial damage (flaw size and density). The candy glass experiments are currently being prepared for publication [Mihaly et al., 2015] .
A third part of our study has been to interpret the fracture patterns and seismic radiation produced by the New England Damage Experiment (NEDE), a suite of small chemical explosion in a granite quarry in Barre, New Hampshire. These carefully controlled field experiments have been a windfall for our project by providing data on the effect of loading rate on the size of the fracture pattern and resultant S wave radiation. They also provided evidence that the double P wave peak seen in the near-field laboratory and numerical simulations is also observed at the field scale. The observation that the subtle alignment of microfractures in the Barre granite (the rift) caused a large asymmetry in the fracture pattern and in the resultant seismic radiation has motivated us to spend the past year modifying our damage mechanics to allow an anisotropic distribution of intial fracture damage.
METHODS, ASSUMPTIONS, AND PROCEDURES
Our approach has been a combination of numerical modeling and laboratory studies using high-speed digital photography and laser vibrometers as high-frequence seismometers. We first discuss our approach to numerical modeling, and then the details of our laboratory experiments. Results of the modeling and experiments are presented in section 4.
Numerical Modeling -Dynamic Damage Mechanics
We used the micromechanical damage mechanics originally formulated by Ashby and Sammis [1990] and generalized by Deshpande and Evans [2008] . As illustrated in Fig.1 , frictional sliding on the optimally oriented initial flaws nucleates tensile wing-cracks which, at high stress, coalesce to pulverize the rock. If the initial fracture distribution is isotropic then there will always be optimally oriented starter flaws at any azimuth and the resultant damage pattern will have spherical symmetry.
We made further modifications, detailed in Bhat et al. [2012] , to allow for a more generalized stress state and to incorporate an experimentally motivated new crack growth (damage evolution) law that is valid over a wide range of loading rates. This law is sensitive to both the crack tip stress field and its time derivative. Incorporating this feature produces strain-rate sensitivity in the constitutive response. Our fully dynamical damage mechanics was implemented as a userdefined subroutine in the ABAQUS dynamic finite element code. Bhat et al. [2012] validated the model by correctly predicting the observed stress-strain behavior of Pentelicon marble over a 10 order of magnitude range of loading rates and using it in first order simulations of an underground explosion and an earthquake.
Numerical Modeling -Anisotropic Initial Damage
A basic assumption of our damage mechanics is that the initial damage is isotropic. As illustrated in Fig. 1 , this means that, independent of azimuth; the shock front always promotes sliding on the most optimally oriented flaws. However, microfractures typically have a preferred orientation (the rift), even in apparently isotropic rock like granite. Fig. 2 shows the velocity anisotropy caused by the rift in Barre granite from the quarry in which the NEDE field experiments were performed. Figure 3 shows the damage pattern produced by a NEDE explosion. Note that the fracture damage extends vertically and horizontally following the rift plane. These directions are optimal for damage creation during the first dilation phase of the pressure front when the hoop stress σ θθ becomes tensile. Note also the slight enhancement of damage at an elevation of about 45 o from the shot point. This is the optimal direction for the Ashby/Sammis shear mechanism as indicated. . Figure 4 shows the dynamic stress field in the near-field calculated by Johnson and Sammis (2001) . Note that fracture damage occurs when the transverse stress σ θθ becomes tensile. Our physical interpretation of this observed anisotropy in the fracture pattern is that microfractures in the rift plane extend preferentially during the time when the transverse hoop stress becomes tensile. A unique feature of our new dynamic damage mechanics is that it models crack growth in the tensile regime, which was not possible in the Johnson and Sammis (2001) simulations that used the Ashby and Sammis (1990) formulation, which was limited to compressional loading. When the initial fracture distt·ibution is anisotropic, each azimuth has a different angle '¥ between the fractmes and th e outward n01mal explosive stt·ess as shown in Figure 5 . We model this by dividing the region into azimuthal wedges, each of which has a different angle '¥. The rift direction has the highest initial damage state. It is not activated in compressive sliding but is activated when the hoop stt·esses tum tensile (as in Fig. 4 ) to produce the extensive damage observed in the rift direction in th e NEDE field experiments. Since the initial damage is defmed as /) 0 = ~ 1r N v( a ai an d a = cos 'I', we can express this azimuthal variation in '¥ as an 3 azimuthal variation in DO as shown in Fig. 6 . Nv is the initial flaw density and a is the flaw size. Approved for public release; distribution is unlimited.
Figure 3. Damage pattern produced by a NEDE explosion (redrawn from

Laboratory Experiments -Explosions in Candy-Glass Samples
Our first attempts to generate fracture patterns in the laboratory used hypervelocity impacts of mm size nylon projectiles on 6" x 6" x ½" plates of Homalite (a photoelastic polymer). The term "hypervelocity" indicates that the projectile is traveling faster than the P wave velocity in the target. The result is a shock-like explosion with no spalling. We performed these experiments using the two-stage light gas gun in Professor Rosakis' high-speed photography laboratory at Caltech. This facility was originally built to study micrometeorite impacts in order to design protective shields for space vehicles.
To our surprise, these experiments produced strong S waves. We were surprised because a prior study by Johnson and Sammis [2001] concluded that an asymmetry caused by either prestress or prior damage is required to generate S waves. Neither asymmetry was present in these lab experiments. Rather, the cylindrical symmetry was broken in this case by the asymmetric growth of long radial fractures. Tensile opening of these fractures resulted in the radiation of S waves. Numerical simulations presented in the next section support this interpretation.
These hypervelocity impact experiments were not entirely satisfactory for two reasons: 1) we cannot be sure that there is no out-of-plane deformation. Bending would produce tensile stress enhancing crack growth, and 2) the impact experiments are done in an evacuated chamber, making asymmetric loading and the use of laser velocimeters to measure particle motion in the elastic waves experimentally difficult.
Ideally, we would like to use a point explosion to produce the fracture pattern so that we can perform the experiments in our loading frame while instrumenting the sample with laser velocimeters to record particle velocities during the passage of the elastic waves. We first attempted this by inserting a very thin nichrome wire through a small hole in the center of the Homalite (polymer) plates. The wire was exploded using a high-voltage pulse from a bank of capacitors (which also triggered the high-speed cameras. The experimental set-up is shown in Fig. 7 . The alligator clips that attach the capacitor bank to the nichrome wire indicate the location of the explosion. Also shown are the positions of the 3 laser reflectors (A, B, and C) used to measure the particle velocity. Site (A) is on the sample surface 10 mm from the explosion, site (B) is on the sample surface 35 mm from the explosion and site (C) is on the edge of the sample. Sites (A), (B), and (C) are essentially ultra-high-frequency single-component velocity seismometers. Sensors A and C measure radial motion while sensor B measures transverse motion. This is the same technique we used to nucleate frictional sliding on a stressed surface (the explosion instantaneously relieves the normal stress on a small nucleating patch). The problem was that the explosion did not generate enough energy to produce a fracture pattern in the Homalite sample. We have solved this problem by switching from Homalite to "candy-glass" (also known as "break-away glass"). This is the material used in movie stunts that involve breaking glass without injuring the stunt men, e.g., in bar-fights. Its safety comes from its very low fracture toughness, which we have measured to be a factor of 67 times lower than that in either Homalite or glass. Consequently, our exploding wires produce sufficient energy to generate extensive fracture patterns.
The waveform of the elastic waves was recorded using laser velocimeters. These instruments bounce a laser beam off a mm size corner reflector to measure one component of its velocity. Each reflector thus acts as a broad-band seismometer. Figures 8 through 11 show selected high-speed camera images before, during and after an explosion. Figure 12 shows a post-test image of the sample. Next to it is the fracture pattern produced by a nuclear explosion as revealed by fracture mapping in mine shafts and boreholes. Note that the candy glass explosion produces the main morphological characteristics of the nuclear explosion: the extensive fragmentation close to the source and the longer isolated radial fractures. Fig. 7 above. This photo was taken using Polaroid  filters that reveal small-scale heterogeneity in the sample.   Figure 9. Image of the sample 20.0 µs after the explosion. The flash from the explosion is  evident. Candy-glass has a sufficiently large photoelastic constant to reveal the P wave, which   has moved 40 mm in 20 µs, or 2000 m/s, which is slightly below the average P wave velocity,   which we measured ultrasonically to be 2162 m/s.  Figure 10. Image of the sample 60.0 µs after the explosion. The flash from the explosion is  still visible as is a debris cloud that, unfortunately, hides the emerging fracture pattern. The  thin dark circle is the blast wave that is traveling at the speed of sound in air.   Figure 11 . Image of the sample at the end of the experiment showing the fracture pattern.
RESULTS AND DISCUSSION
Experimental Results -Candy-Glass Plates
Figure 8. Photo of a sample before the explosion showing placement of the laser sensors. The illuminated circle is the field of view of the high-speed Cordin cameras as indicated by the white dashed circle in
Approved for public release; distribution is unlimited. Figures 13 and 14 show the signals from the three laser velocimeters in experiments #1 and #2 respectively. The red trace from the sensor at location (A) shows a double peak structure in both experiments. Our interpretation is that the first peak is the P wave arrival while the second peak is the arrival of the damage front, which Johnson and Sammis [2001] showed travels at a velocity between V P and V S . Figure 13 . Recordings of the x component of velocity from experiment #1 recorded at the three stations indicated in Fig. 2. Stations A and C recorded radial velocity. Station B   recorded transverse velocity (x is in the θ direction) . Figs. 16 and 17.  Note that R1, R2, and R4 pass through the damage zone producing delayed arrivals. The  slowness through the damage zone can be used to calculate the total damage.  Figure 16 . Travel time curves for experiment #1 (seismograms in Fig. 7) . Note that the P wave and air blast wave are easily identified. Arrivals R1, R2, and R4 are delayed by  passage through the damage zone. Note also that the velocities measured from the highspeed images are consistent with those from the vibrometer stations.   Figure 17 . Travel time curves for experiment #2. Note the consistency with experiment #1 in Fig. 16 .
Figure 12. Comparison of the experimental fracture pattern with that produced by an underground nuclear explosion. Both patterns are characterized by radial and circumferential cracking close to the explosion and a set of radial cracks that extend well beyond the circumferential cracks. Note that reflector (A) lies within the pattern of circumferential fractures.
The time delay of 55 µsec across the 10 mm damage zone experienced by R1, R2, and L4 can be used to quantify the damage in the heavily damaged zone near the explosioin. This delay corresponds to a ratio of damaged to undamaged velocities of , which, using O' Connell and Budianski (1974) , corresponds to , which in turn corresponds to a damage of . Since we stop damage accumulation in our simulations at D=1, we underestimate the effects of damage in the simulations. How to model post-failure damage accumulation and the associated deformation remains a major unsolved problem in theoretical mechanics.
Measurements of the Mechanical Properties of Candy-Glass
The primary objective of the experiments in candy-glass is to validate our high-speed micromechanical damage mechanics by directly modeling the fracture patterns and associated seismic radiation. Our dynamic damage mechanics model requires the following inputs: Isotropic elastic velocities V P , V S and the density ρ (or two equivalent isotropic elastic moduli and the density), the critical stress intensity factor for mode I loading K IC (or equivalently, the fracture toughness), and the initial damage (or equivalently the size and density of initial flaws). The "candy glass" plates used in these experiments is not the simple sugar glass originally used by the movie industry, but a proprietary polymer. Since the mechanical properties of this material were unknown when we began our study, we had to measure those mechanical properities required by our damage mechanics model.
In order to determine the elastic constants, we sent a sample to Peter Boyd at New England Research who measured the density and the P and S wave velocities at the four locations indicated in Fig. 18 . His results are summarized in Table 1 . Vs 1 and Vs 2 are orthogonal S wave polarizations. Note that there is a slight elastic anisotropy in the sample. Note also that there is an 0.4 mm, or about 10% variation in sample thickness. The other mechanical parameter we need for the numerical modeling is the critical stress intensity factor K IC . We measured K IC using four-point bending tests as illustrated in Fig. 12 . Results are summarized in Tables 1 and 2. Compare K 1 c = 0.015 MPa*m 112 measm e here in candy glass with K 1 c = 1 MPa*m 112 typical of glass (and most oxides and silicates). The fact that the fractme toughness of candy glass is a factor of 67 times smaller explains why candy glass fractmes so easily -in movies and in om experiments.
We also measmed the initial flaw size and density in candy-glass by running a series of uniaxial compression tests on small prisms. The flaw size a was detennined by the initiation of damage (first non-linearity in the stt·ess-strain curve) using the expression (from Ashby and Sammis, 1990) where u; is the stt·ess at which nonlinearity is first obse1ved, Jl = 0.6 is the coefficient of friction, and K1c is the critical stress intensity factor (which we previously measm ed to be K1c = Note that the stress strain curve is linear up to the failure stress in Fig. 21 . This implies that the samples fail as soon as damage nucleates, which implies a relatively high initial flaw density. The above equation gives a = 8.2 microns.
Having determined the initial flaw size a, we found the initial damage that
gives the observed failure stress in Fig. 21 , which turns out to be Do = 0.13. D 0 and a then give the initial flaw density N V = 1.58x10 14 flaws/m 3 . Figure 22 shows a direct simulation of experiment #2 using our fully dynamic ABAQUS finite element code. Note that our simulations produce a double peak, although not quite as large as in the experiment. This second peak is due to dilatation caused by the damage, which follows the first peak due to the explosion itself. The reason it is smaller may be due to the fact that we stop our simulation when D = 1. The analysis of the travel time curves above indicated that D = 2.3 in the highly damaged part of the fracture pattern. The dilatation associated with this post failure damage may produce the larger second peak in the experiment.
Numerical Simulations of Explosions
Figure 22. Comparison of the simulated and measured velocity at sensor A in experiment
#2. Note that the simulation also produces a double peak.
In Figure 23 we have repeated the simulation in Fig. 22 except that we increased the critical stress intensity factor to a level where no damage is created by the explosion. The lack of a second pulse in this simulation confirms that the source of the second peak in Fig. 22 is the dilatation associate with fracture damage. Fig. 22 except that the critical stress intensity factor has been increased to the point where the explosion does no additional damage. The lack of a double peak supports the hypothesis that it is produced by the damage. Figure 24 shows a radial velocity seismogram 15 meters from an explosion in the NEDE experiment (New England Research and Weston Geophysical) in a Barre Granite quarry. Note this field experiment also produced a strong double peak. Note that the spatial extent of the damage is controlled by the duration of the explosion . Longer loading times produce more extensive radial fracturing (and larger S waves). This effect was observed in the first set ofNEDE experiments where the slower buming black powder explosion produced m ore radial cracking and larger S waves than the faster bruning ANFO and COMP-B explosions.
Figure 23. An identical simulation to that in
Modeling an Anisotropic Initial Flaw Distribution
The results of a 2D simulation of an explosion in the anisotropic medium shown in Figs. 5 and 6 are shown in Figs. 27 and 28. Note the extension of damage in the rift direction in Fig. 27 and the S wave radiation pattem in Fig. 28 , which was produced by sliding on the initial fractm·es in the rift plane. Figure 27 . Numerical simulations of a point explosion in an anisotropic medium where the initial fractures have a preferential alignment in the rift direction. Note that the pulverized rock (indicated by the yellow elipse) is extended in the rift direction as observed in the NEDE experiments. We are working to understand the seemingly random orientation of the long radial fractrures.
modeling to 3D is that we wish to calculate moment tensors in the far-field for direct comparison with field observations. It has been widely reported that the point source representation of many explosions has a compensated linear vector dipole (CLVD) component. Although this is generally ascribed to an interaction with the free surface, anisotropic fracturing may also contribute. In order to explore the generation of CLVD and other non-spherical radiation from the source, we need to go to 3D. The ultimate goal is to map structure in the damage regime and the interaction with the free surface into contributions to the moment tensor that are readily measured using standard seismology.
