Statistical analysis
MissForest is a random forest-based method that is able to efficiently handle missing data imputation among multivariate data by producing a single imputed dataset without setting aside test data or performing cross-validations. [1] To infer missing values regarding race (12 cases, 0.2%), tumor location (2,300 cases, 32.0%), tumor size (937 cases, 13.0%) and tumor differentiation (253 cases, 3.5%) in the SEER cohort, multiple imputations using missForest were performed with the following variables: year of diagnosis, patient age, gender, T stage, metastatic lymph node count (MLN), negative lymph node count (NLN), and receipt of ART.
We classified patients in the SEER cohort with the radiation code of "beam radiation" into the surgery+ART group (ART group) and those with the codes of "none" and "refused" into the non-ART group. Inverse probability propensity score weighting [2] was used to balance patient characteristics between the ART and non-ART groups among the training set and the SEER validation set. To calculate propensity scores, baseline covariates (patient age, year of diagnosis, race, tumor location, size, differentiation, T stage, MLN, and NLN) were applied to a logistic model for the receipt of ART. Based on the propensity score, each patient was weighted by the inverse probability of receiving ART, thus generating weighted synthetic samples in which observed baseline covariates were not confounded with ART assignment. [2] OS was estimated using the Kaplan-Meier method. Multivariate Cox regression models with robust sandwich variance estimators were used to assess the relationships between covariates and OS in the weighted samples. [3] Restricted cubic splines were used to examine functional forms of continuous variables in relation to survival. [4] Transformation using multivariable fractional polynomials was performed when the relationship was apparently non-linear; [5] the optimal transformation was obtained based on the Bayesian Information Criteria. [6] Multivariable fractional polynomial interactions were used to handle the interactions of ART with continuous variables. [7] For model construction, we began with the receipt of ART, other accounted variables (patient age, year of diagnosis, race, tumor location, size, differentiation, T stage, MLN, and NLN), and the first-order interaction terms between ART and other accounted variables. The final Cox models were obtained by using backward stepwise selection of the variables (keeping only those with P<0.05). The only treatment interaction term retained in the final model was with MLN, but this interaction was non-significant in the validation set (P interaction =0.67). By contrast, the effect size of ART significantly varied by NLN in the SEER validation set (P interaction <0.01). When MLN was replaced with the lymph node ratio [8] (LNR, defined as the ratio of MLN relative to the total examined nodes) in the model, a significant interaction between ART and LNR was detected in both the training set (P interaction <0.01) and the SEER validation set (P interaction =0.01), without diminishing the discriminatory abilities of the models. Therefore, we used LNR instead of MLN and NLN for model development. 
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