The computational burden of frequency-domain full-waveform inversion (FWI) of wide-aperture fixed-spread data is conventionally reduced by limiting the inversion to a few discrete frequencies. In this framework, frequency-domain seismic modeling is performed efficiently for multiple sources by solving the linear system resulting from the discretization of the time-harmonic wave equation with the massively parallel sparse direct solver. Frequency-domain seismic modeling based on the sparse direct solver (DSFDM) requires specific design finite-difference stencils of compact support to minimize the computational cost of the lower-upper decomposition of the impedance matrix in terms of memory demand and floating-point operations. A straightforward adaptation of such finite-difference stencil, originally developed for the (isotropic) acoustic-wave equation, is proposed to introduce vertical transverse isotropy (VTI) in the modeling without any extra computational cost. The method relies on a fourth-order wave equation, which is decomposed as the sum of a secondorder elliptic-wave equation plus an anellipticity correction term. The stiffness matrix of the elliptic-wave equation is easily built from the isotropic stiffness matrix by multiplying its coefficients with factors that depend on Thomsen's parameters, whereas the anelliptic term is discretized with a parsimonious second-order staggered-grid stencil. Validation of DSFDM against finite-difference time-domain modeling performed in various synthetic models shows that a discretization rule of four grid points per minimum wavelength provides accurate DSFDM solutions. Moreover, comparison between real data from the Valhall field and DSFDM solutions computed in a smooth VTI subsurface model supports that the method can be used as a fast and accurate modeling engine to perform multiparameter VTI FWI of fixedspread data in the viscoacoustic approximation.
INTRODUCTION
Since the pioneering work of G. Pratt and collaborators, it has been acknowledged that computationally efficient full-waveform inversion (FWI) of wide-aperture data can be performed in the frequency domain by limiting the inversion to a few discrete frequencies (e.g., Pratt and Worthington, 1990; Pratt, 1999) . These few discrete frequencies are hierarchically processed by proceeding from the low frequencies to the higher ones to mitigate the well-known nonlinearity of FWI. A coarse frequency interval can be selected such that the redundancy in the (vertical) wavenumber coverage, that results from the double control of temporal frequencies and aperture angle on the wavenumber sampling, is significantly reduced (Sirgue and Pratt, 2004) . Once a few discrete frequencies have been selected, seismic modeling can be efficiently performed in the frequency domain for multiple sources by solving the system of linear equations resulting from the discretization of the time-harmonic wave equation with sparse direct solvers (e.g., Stekl, 1997; Stekl and Pratt, 1998) . This linear system relates the monochromatic wavefield (the solution) to the monochromatic seismic source (the right side) through a sparse matrix, the so-called impedance matrix, whose coefficients depend on the angular frequency and the subsurface properties.
A lower-upper (LU) decomposition of the impedance matrix is first performed before computing the solutions by forward/ backward substitutions. The LU factorization is computationally expensive, but it is performed only once per frequency because it is independent of the right side term. Advances in the development of massively parallel sparse direct solver (Duff et al., 1986; Davis, 2006) have made frequency-domain seismic modeling based on the sparse direct solver (DSFDM) quite appealing to perform seismic modeling for 2D FWI applications at different scales in the viscoacoustic and viscoelastic approximations (e.g., Ravaut et al., 2004; Operto et al., 2006; Brenders and Pratt, 2007; Brossier et al., 2009; Romdhane et al., 2011) . For 3D problems, Operto et al. (2007) and Brossier et al. (2010) show the feasibility of the DSFDM to perform viscoacoustic modeling at low frequencies, although the memory demand of the LU factorization dramatically increases from the 2D case to the 3D one (Nihei and Li, 2007) . Recent developments of sparse direct solvers that take advantage of some lowrank properties of the impedance matrix have further improved the computational efficiency of the 3D DSFDM (Wang et al., 2011 (Wang et al., , 2012a (Wang et al., , 2012b Weisbecker et al., 2013) . This definitively makes DSFDM worthy of consideration to perform 3D multiparameter viscoacoustic FWI of fixed-spread wide-aperture data at low frequencies , in which attenuation can be easily implemented in the forward and inverse problems through the use of complex wave speeds (Malinowski et al., 2011; Prieux et al., 2013) .
The LU factorization of the impedance matrix leads to some significant fill-in of the matrix (additional nonzero coefficients are introduced). Efficient matrix ordering techniques such as the nesteddissection method allow for the reduction of this fill-in by one order of magnitude for 3D problems solved with a finite-difference method (OðN 4 Þ versus OðN 5 Þ, where N stands for the dimension of a 3D N 3 cubic grid) (George and Liu, 1981; Stekl, 1997; Stekl and Pratt, 1998) . This fill-reducing matrix ordering does not prevent a carefully designed finite-difference stencil for DSFDM with some specifications that differ significantly from the ones used for finitedifference time-domain (FDTD) modeling (Taflove and Hagness, 2005) or finite-difference frequency-domain modeling based on iterative solvers (Plessix, 2007) . The specifications for DSFDM require minimizing the dimension of the matrix (the number of rows or columns) and the numerical bandwidth of the matrix (the distance between the coefficients of minimum and maximum column index in a row of the matrix). Minimization of the dimensions of the matrix directs us toward the second-order wave equation through a parsimonious approach (Luo and Schuster, 1990; Hustedt et al., 2004) such that a minimum number of wavefield components are computed (namely, the pressure in the acoustic case by opposition to the particle velocities + pressure in a first-order velocity-stress formulation). Moreover, the stencil should provide a sufficient accuracy for a discretization rule of four grid points per wavelength, the coarsest discretization required to correctly sample heterogeneities, the size of which is half the wavelength (the theoretical resolution of FWI). This prevents use of a simple second-order accurate stencil that requires 10 grid points per wavelength (Virieux, 1984 (Virieux, , 1986 . Moreover, minimization of the numerical bandwidth of the matrix prevents us using high-order accurate stencil, such as a fourth-order accurate stencil that would provide us a suitable accuracy for a discretization of four grid points per wavelength (Levander, 1988; Hustedt et al., 2004) .
The so-called mixed-grid approach (Jo et al., 1996; Stekl and Pratt, 1998; Hustedt et al., 2004) aims to conciliate the specifications in terms of accuracy and numerical bandwidth using two recipes. The first one linearly combines several stiffness matrices that are obtained by discretizing the spatial derivatives along spatial directions spanned by different rotated coordinate systems. In 2D, this approach leads to a linear combination of the conventional staggered-grid stencil of Virieux (1984) and the modified staggeredstencil stencil of Saenger et al. (2000) after having recast these two stencils in their parsimonious form (Hustedt et al., 2004) . The aim of this combination is to mitigate the numerical anisotropy of the numerical scheme. The second recipe consists of spreading the mass term over the different nodes involved in the stencil (nine nodes in 2D, 27 nodes in 3D) to minimize numerical dispersion in all spatial directions following an antilumped mass strategy. The weighting coefficients involved in the mixed-grid stencil are found by solving an optimization problem, which minimizes the difference between the numerical phase velocity and the wave speed in homogeneous media. These two recipes allowed us to design a stencil that has the same numerical bandwidth as the one of a secondorder accurate stencil and a similar or even better accuracy as a fourth-order accurate stencil. Notice that this stencil would not be suitable for time-domain modeling because the antilumped mass strategy would lead to an implicit scheme.
The stencil for DSFDM in 3D viscoacoustic (isotropic) media is presented in Operto et al. (2007) and Brossier et al. (2010) . The aim of this study is to extend this stencil to introduce vertical transverse isotropy (VTI) in 3D viscoacoustic modeling because it is often mandatory to account for anisotropy in FWI (Prieux et al., 2011) . The VTI acoustic stencil was developed for 2D simulations in Operto et al. (2009) starting from the VTI acoustic equation proposed by Zhou et al. (2006) . Although the VTI acoustic-wave equation has long been considered not to be accurate enough in terms of amplitudes for FWI applications, the numerical experiments presented in Operto et al. (2009) question this notion and applications of viscoacoustic FWI based on anisotropic modeling are presented since then by Plessix and Perkins (2010) , Prieux et al. (2011 Prieux et al. ( , 2013 , Gholami et al. (2013) , and Warner et al. (2013) .
In Operto et al. (2009) , the wave equation was recast as a system of two second-order wave equations for the pressure wavefield and an auxiliary wavefield accounting for anellipticity. This leads to an extra computational effort compared with isotropic modeling, which involves only the pressure wavefield component. For 3D simulations, our specification is that the VTI modeling is performed at the same cost as isotropic modeling. Wang et al. (2012b) recast the VTI wave equation as a fourth-order equation, as originally proposed by Alkhalifah (2000) . They discretize it with a second-order accurate stencil, which requires 10 grid points per minimum wavelength. For 3D applications, a discretization rule of 10 grid points per wavelength instead of a discretization rule of four grid points per wavelength leads to an extra computational burden of one to two order of magnitude for a numerical problem scaling to OðN 6 Þ such as the LU factorization of a N 3 × N 3 matrix. Another benefit of using a coarse discretization rule of four grid points per compressional wavelength is to mitigate the generation of parasite S-waves at source, because the grid interval will not allow the proper sampling of the shear-wavelength.
In this study, following Wang et al. (2012b) , we recast the viscoacoustic VTI wave equation as a fourth-order partial differential equation, starting from the velocity-stress elastodynamic wave equation for VTI media and canceling the shear-wave speed on the symmetry axis (Duveneck and Bakker, 2011) . We show that this equation can be decomposed as the sum of an elliptic-wave equation and an additional term, which accounts for the anellipticity. The elliptic part of the wave equation is easily discretized after a slight adaptation of the existing 27-point mixed-grid stencil for isotropic media, whereas the anelliptic term is discretized with the secondorder accurate finite-difference stencil that spans over two grid intervals. A dispersion analysis of the elliptic equation and extensive numerical examples suggest that a discretization rule of four grid points per wavelength provides sufficiently accurate VTI simulations for FWI applications without extra computational cost relative to the isotropic counterpart.
In the first section, we review the fourth-order governing equation. Then, we explain how it can be easily discretized from the existing isotropic 27-point mixed-grid stencil, although an anelliptic term must be implemented and the source term modified. In the third section, we present a dispersion analysis restricted to elliptic media to check that the same weighting coefficients of the mixedgrid stencil can be used in the isotropic and in the VTI cases. Then, we validate the accuracy of DSFDM against FDTD modeling with numerical simulations performed in an infinite-homogeneous medium and a two half-space medium. The last example compares the steady-state solutions computed with DSFDM and FDTD in the VTI model of the Valhall field that is parameterized by the vertical wave speed, the density, and Thomsen's parameters δ and ϵ. Our future aim is to apply 3D frequency-domain multiparameter viscoacoustic VTI FWI on 3D ocean-bottom cable (OBC) hydrophone data from the Valhall field using DSFDM as the modeling engine. In this perspective, we show some comparisons between the real data from the Valhall field with the isotropic and VTI DSFDM solutions.
FOURTH-ORDER GOVERNING EQUATION
Let's start from the frequency-domain velocity-stress elastodynamic equation for VTI media with explosive sources s applied on the normal stress components and perfectly matched layer (PML) absorbing boundary conditions (Graves, 1996) :
where ω is the angular frequency, ðv x ; v y ; v z Þ are the particle velocities, ðσ xx ; σ yy ; σ zz ; σ yz ; σ xz ; σ xy Þ are the stress components, b ¼ 1∕ρ is the buoyancy, and the inverse of density ρ and c ij are the stiffness coefficients. In each of the three equations that increment normal stresses in time, the pressure source excitation s is weighted by the sum of the stiffness coefficients involved in each equation to reduce the generation of S-waves at the source . The normalization factor D is the sum of all the weights D ¼ 2c 11 þ 2c 12 þ 4c 13 þ c 33 . We introduce PML absorbing conditions in equation 1 through a change of coordinates in the complex space such that ∂x ¼ ð1∕ξ x Þ∂ x , ∂ỹ ¼ ð1∕ξ y Þ∂ y , and ∂~z ¼ ð1∕ξ z Þ∂ z . We have ξ x ¼ 1 þ iðγ x ∕ωÞ, ξ y ¼ 1 þ iðγ y ∕ωÞ, and ξ z ¼ 1 þ iðγ z ∕ωÞ, where the functions γ x , γ y , and γ z control the damping of the wavefield in the PMLs (Operto et al., 2007) . We force the S-wave velocity on the symmetry axis to zero to derive the VTI equation in the acoustic approximation (Duveneck et al., 2008; Duveneck and Bakker, 2011) . This gives 8 > > > < > > > : 
In the present study, we use a parameterization in terms of vertical wave speed V P0 and Thomsen's parameters δ and ϵ (Thomsen, 1986) . The stiffness coefficients are related to the vertical wave speed V P0 , the density ρ, and Thomsen's parameters by c 33 ¼ ρV 2 P0 ; c 11 ¼ ρV 2 P0 ð1 þ 2ϵÞ; and c 13 ¼ ρV 2
P0
ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ 2δ p : With these notations, equation system 2 becomes
where
Following a parsimonious approach (Luo and Schuster, 1990; Hustedt et al., 2004; Operto et al., 2007) , we eliminate the particle velocity from equation 3 to derive a system of two second-order partial differential equations, whose unknowns are the horizontal and vertical pressures:
where we introduce, for the sake of compactness, the following notations for the second-order differential operators X ¼ ∂xb∂x; Y ¼ ∂ỹb∂ỹ; and Z ¼ ∂zb∂z. We could stop the elimination procedure at this stage and discretize the two second-order wave 
Injecting the expression of p v in the first equation of equation system 4 gives the fourth-order equation satisfied by p h :
Equation 6 can be simplified if we assume that δ is sufficiently smooth to be considered as locally homogeneous. This leads to
The left side of equation 7 shows that the VTI equation can be viewed as an elliptic anisotropic operator (ðω 2 ∕κ 0 Þþ ð1 þ 2ϵÞðX þ YÞ þ Z) plus an anellipticity correction term (2Zκ 0 ðϵ − δÞðX þ YÞ). The elliptic operator introduces a stretching of the coordinate system in the horizontal plane (x → ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ 2ϵ p x and y → ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ 2ϵ p y) to map vertical wave speeds into horizontal wave speeds.
Indeed, equation 6 or 7 combined with equation 5 reduce to the second-order acoustic time-harmonic equation for pressure when δ ¼ ϵ ¼ 0 and to the second-order elliptic time-harmonic wave equation for pressure when δ ¼ ϵ. Note also that the second term in the right side term of equation 6 vanishes in elliptic media (δ ¼ ϵ).
In the following section, we show how equation 6 can be discretized from a slight adaptation of the 27-point finite-difference stencil that was originally developed in the isotropic case (Operto et al., 2007) . ; D2; D3Þ, ðD1; D2; D4Þ, ðD1; D3; D4Þ, and ðD2; D3; D4Þ. The nodes involved by these stencils are plotted in green. The squares represent the positions, in which the density needs to be interpolated, and (d) grid points over which the mass term is distributed around the colocation point (red circle). One weighting coefficient is estimated per category of points (plotted with different colors) (Operto et al., 2007; Brossier et al., 2010) . 
FINITE-DIFFERENCE DISCRETIZATION A short review of the mixed-grid approach
The 27-point mixed-grid stencil was originally developed for the 3D acoustic time-harmonic wave equation (Operto et al., 2007) , which can be written in matrix form as
where M and S are the mass and stiffness matrices, respectively (Marfurt, 1984) . The mixed-grid stiffness matrix S mg is built by a weighted sum of second-order accurate stiffness matrices S 1 , S 2 , and S 3 , the spatial derivative of which are discretized along the axis of three categories of rotated coordinate systems: Figure 2. Pattern of the impedance matrix. The finite-difference grid contains 8 × 8 × 8 grid points (Operto et al., 2007; Brossier et al., 2010) .
with w 1 þ w 2 þ w 3 ¼ 1. The stiffness matrix S 1 is built by discretizing the spatial derivatives along the axis of the usual Cartesian system, leading to a conventional seven-point stencil ( Figure 1a ). The stiffness matrix S 2 is the averaging of three elementary matrices, which gives a 19-point stencil. Each matrix is built by discretizing the spatial derivatives along one Cartesian axis and two 45°-rotated axis in the plane perpendicular to the Cartesian axis (Figure 1b) . The stiffness matrix S 3 is the averaging of four elementary matrices, which defines a 27-point stencil. Each matrix is built by discretizing the spatial derivatives along three big diagonals of the cubic cell ( Figure 1c ) (Saenger et al., 2000) . The weighted sum of S 1 , S 2 , and S 3 aims to minimize the numerical anisotropy of the stencil (Jo et al., 1996) . Discretization of spatial derivatives is performed through a parsimonious second-order staggered-grid method (Hustedt et al., 2004) . The first-order velocity-stress system is first discretized with second-order accurate staggered-grid stencils. Then, auxiliary wavefields, the particle velocity wavefields in the acoustic case, are eliminated from the discrete velocity-stress system to derive a second-order time-harmonic wave equation for pressure. This parsimonious approach provides a systematic recipe to discretize differential operators of the form ∂ x bðx; y; zÞ∂ x in a second-order wave equation that guarantees the consistency of its solution with the one computed with the first-order velocity-stress staggered-grid method. Note that, although the VTI equation, equation 6, is fourth-order in time, it does not involve spatial derivative along one direction of order higher than two. Therefore, the Taylor polynomials of degree two underlying second-order accurate stencils are consistent with the order of the spatial derivatives that need to be discretized.
An antilumped mass strategy is applied to the matrix M to minimize the numerical dispersion. The diagonal coefficients ω 2 ∕κ (κ denotes the bulk modulus) are replaced by a weighted average over the 27 points involved in the stencil:
with w m1 þ w m2 ∕6 þ w m3 ∕12 þ w m4 ∕8 ¼ 1. The terms ½p∕κ 0 , ½p∕κ 1 , ½p∕κ 2 , and ½p∕κ 3 denote the average of p∕κ over the nodes of the stencil that have the same role in the averaging (Figure 1d ). The weighting coefficients w 1 , w 2 , w m1 , w m2 , and w m3 are found by solving an optimization problem, which minimizes the misfit between the numerical phase velocity and the wave speed (Operto et al., 2007; Brossier et al., 2010) .
The symmetric pattern of the resulting impedance matrix A (Figure 2) is the same as the one resulting from the discretization of a Laplacian operator with a second-order accurate stencil. The compact spatial support of the mixed-grid stencil minimizes the numerical bandwidth of the impedance matrix, the dependencies in its graph and hence its fill-in during its LU decomposition. The combination of the antilumped mass strategy and of the mixed-grid strategy guarantees accurate solutions for a discretization rule of four grid points per wavelength.
Our aim is to find a discretization of the acoustic VTI time-harmonic equation, equation 6, that leads to the same pattern of the impedance matrix as the one shown in Figure 2 and which provides accurate solutions for a discretization rule of four grid points per wavelength. In this case, VTI modeling would be performed without any extra computational cost relative to isotropic modeling. 
Mass matrix
The mass matrix M e is identical to the isotropic mass matrix M and is built with the same antilumped mass strategy.
Elliptic stiffness matrix
The elliptic stiffness matrix S e is discretized with a slight adaptation of the isotropic mixed-grid stiffness matrix. The first adaptation consists in stretching the horizontal coordinate system ðx; yÞ such that the new coordinate system ðx;ỹÞ satisfies ∂x ¼ ð1 þ 2ϵÞ∂ x and ∂ỹ ¼ ð1 þ 2ϵÞ∂ y . This is implemented by multiplying each term in the coefficients of the isotropic impedance matrix that was generated by the discretization of X and Y (equation 6) with the factor ð1 þ 2ϵ k Þ, where k is the index of the row to which the coefficient belongs. This is the only modification of the impedance matrix that is required to perform modeling with the approximate VTI equation for smooth δ (equation 7). The term
needs to be discretized if modeling is performed with the VTI equation without approximation (equation 6). This amounts to perform the matrix-vector product as
where the matrix E results from the discretization of the differential operator
Building the matrix E consists in stretching the z-axis through the change of coordinate ðz → zÞ such that ∂~z
Following a similar approach as the one used for horizontal derivatives, we multiply each term in the coefficients of the isotropic stiffness matrix that was generated by the discretization of Z (equation 6), with the factor 
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Then, we substitute the discrete expression of p 0 h by its expression as a function of p h in the matrix-vector product (equation 12). This amounts to dividing each term that was generated by the discretization of ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ 2δ p Z in the coefficients of the stiffness matrix by ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 þ 2δ l p , where l is the column index to which the coefficient belongs. In summary, each term in the coefficients of the isotropic impedance matrix that was generated by the discretization of Z is multiplied by
to build the elliptic impedance matrix, where k and l are the row and column indexes, respectively, to which the coefficient belongs.
One may have noted that this discretization leaves unchanged the diagonal coefficients generated by operator Z (because
. Alternatively, the stiffness coefficients c 11 or c 13 may be implemented in the mass term of the elliptic equation instead of c 33 , i.e., κ 0 , by dividing equation 6 by 1 þ 2ϵ or ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ 2δ p . This would modify the diagonal and off-diagonal matrix coefficients generated by operator Z through the distribution of the mass term over the coefficients of the stencil. Preliminary tests do not show significant differences with the stencil implemented in the present study for the numerical examples shown hereafter.
Anelliptic term
We use a parsimonious second-order accurate staggered-grid stencil to discretize the anelliptic term 2Zκ 0 ðϵ − δÞðX þ YÞp h in equation 6. This stencil is used to preserve the spatial support of the overall stencil over two grid intervals and hence the numerical bandwidth of the VTI acoustic impedance matrix. For the sake of completeness, this stencil is developed in Appendix A. We assume that a second-order accuracy is sufficient for the discretization of this anellipticity correction term in particular in the framework of weak to moderate anisotropy. This statement is checked following this section with numerical experiments.
The numerical bandwidth, the number of nonzero coefficients, and the dimension of the resulting VTI impedance matrix A VTI (equation 11) are exactly the same as those of the isotropic counterpart. Therefore, we do not expect any extra computational burden to perform VTI modeling relative to isotropic one if the accuracy of the VTI stencil is similar to the one of the isotropic stencil.
Computing wavefield p v from wavefield p h
Once the wavefield p h has been computed, we explicitly compute the wavefield p v from p h using equation 5. We discretize the second-order differential operator X and Y in the right side of equation 5 with a parsimonious second-order accurate staggered-grid stencil, although any other stencil can be used because computation of p v does not require system resolution. 
We use the same nomenclature as in Operto et al. (2007) and plug a plane wave in the elliptic-wave equation considering an homogeneous infinite medium of density equal to 1:
p lmn ¼ e −ihkðl cos ϕ cos θþm cos ϕ sin θþn sin ϕÞ :
The phase velocity v ph is given by ω∕k. We define the normalized phase velocity byṽ ph ¼ v ph ∕c elliptic and introduce G ¼ λ∕h ¼ 2π∕ðkhÞ, the number of points per wavelength λ. We recall that the elliptic phase velocity c elliptic is given by Tsvankin (2001):
We obtain the following expression for the phase velocity:ṽ The optimal coefficients of the 27-point mixed-grid stencil in the isotropic case are recalled in Table 1 for different values of G w . Here, G w denotes the values of G that are used to estimate the weighting coefficients by numerical optimization and should not be mistaken as the number of grid points per wavelength during seismic modeling. 
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The elliptic phase-velocity dispersion curves are shown in Figure 3 for a value of ϵ ¼ 0.1 and were computed with the coefficients outlined in Table 1 . As expected, considering that the elliptic equation in homogeneous media is inferred from the isotropic equation by a stretching of the horizontal coordinate system, the dispersion curves are almost identical to the isotropic curves shown in Operto et al. (2007) , hence suggesting that the same weighting coefficients can be used in isotropic and anisotropic media. These dispersion curves do not show any variations when we modify the value of ϵ.
NUMERICAL EXPERIMENTS
We validate the solutions of the DSFDM method against numerical solutions computed with the conventional OðΔt 2 ; Δx 4 Þ staggered-grid FDTD method (Levander, 1988) because no analytical solutions are available in VTI media. We use the sparse direct solver, multifrontal massively parallel solver (MUMPS) based on a multifrontal approach to solve the time-harmonic wave equation with DSFDM (Amestoy et al., 2000 (Amestoy et al., , 2001 MUMPS-team, 2011) . The LU factorization and the solutions were computed in single and double precision. The same results were obtained for the size of the matrices used in this study. The fill-reducing matrix ordering is performed with a nested-dissection algorithm (George and Liu, 1981; Stekl, 1997; Stekl and Pratt, 1998) , which is suitable for the regular pattern of the finite-difference impedance matrix. For comparison with DSFDM results, we extract the steady-state solution during FDTD modeling by integrating the discrete Fourier transform on the fly in the loop over time steps (Nihei and Li, 2007; Sirgue et al., 2008) . During DSFDM, we observed some instabilities in the PMLs for VTI media, when the grid interval is significantly smaller than a quarter of a wavelength (i.e., when energetic parasite S-waves are generated at the source position). This remains an open issue. Pragmatically, we force the medium to be elliptic in the PMLs to avoid these instabilities. Interfacing a transition zone, which progressively connects the VTI subsurface model to the elliptic PMLs, might be necessary in strongly anelliptic media. This transition zone was not necessary in the layer-model simulation and Valhall experiment shown hereafter.
Elliptic and vertical transverse isotropy homogeneous media
We first compare DSFDM and FDTD monochromatic wavefields that are computed in an infinite homogeneous medium. We consider an elliptic and VTI medium to assess whether the second-order accurate anelliptic term in the VTI equation (equation 6) introduces Operto et al.
some inaccuracies in the VTI modeling relative to the elliptic counterpart. The vertical wave speed and the density are 1.5 km∕s and 1000 kg∕m 3 , respectively. The Thomsen's parameters are ðδ; ϵÞ ¼ ð0.1; 0.1Þ and ðδ; ϵÞ ¼ ð0.02; 0.1Þ in the elliptic and VTI cases, respectively. The modeled frequency is 3.72 Hz. The grid spacing for DSFDM is 100 m, leading to G ¼ 4. We use the mixed-grid coefficients estimated with G w ¼ 4 accordingly to achieve an optimal accuracy during seismic modeling (Figure 3b ). For FDTD, we use a grid interval two times smaller than the one used for DSFDM (50 m instead of 100 m) leading to a discretization rule of eight grid points per wavelength for the 3.72-Hz frequency. The length of the FDTD simulation is 10 s and guarantees that the steady-state regime is reached at the end of the simulation. The source is located at ðx; y; zÞ ¼ ð2; 2; 1 kmÞ. The model dimensions are 12 × 4 × 4 km, leading to a finite-difference grid of dimensions 121 × 41 × 41 for DSFDM. The source wavelet is a Ricker wavelet of central frequency 2 Hz. The DSFDM monochromatic wavefields and their difference with the FDTD wavefields are shown in Figure 4 for the elliptic and VTI simulations. Direct comparison between the elliptic DSFDM and FDTD wavefields and between the VTI DSFDM and FDTD wavefields are shown in Figures 5 and 6 , respectively, for propagation directions that follow or not the Cartesian axis. The agreement between DSFDM and FDTD wavefield is good for elliptic and VTI media, whatever the propagation direction. There is no evidence that the second-order accurate anelliptic term in the VTI equation significantly degrades the accuracy of the DSFDM VTI simulation.
Elliptic and vertical transverse isotropy layer model
We now consider a subsurface model composed of two homogeneous layers delineated by a flat reflector to assess the accuracy of the mixed-grid stencil when the wavefield interacts with a sharp seismic discontinuity. We use the same numerical grid to perform the DSFDM and the FDTD simulations such that the reflector discretization is identical for each numerical method. The vertical wave speed is 2 and 2.5 km∕s in the upper and lower layers, respectively, whereas the density is 1000 and 1500 kg∕m 3 , respectively. The upper layer is elliptic with δ ¼ ϵ ¼ 0.05. We perform two simulations with an elliptic and VTI bottom layer. The Thomsen's parameters are ðδ; ϵÞ ¼ ð0.2; 0.2Þ and ðδ; ϵÞ ¼ ð0.1; 0.2Þ in the elliptic and VTI bottom layers, respectively. This setup implies that the ϵ contrast is the same in the elliptic and VTI simulation, whereas the δ contrast is sharper in the elliptic simulation than in the VTI simulation.
The source is located in the upper elliptic layer at a position of ðx; y; zÞ ¼ ð1.5; 1.5; 0.5 kmÞ, that prevents generation of parasite Swaves at the source position (Grechka et al., 2004) . The modeled frequency is 10 Hz. The subsurface model has dimensions (5, 5, 2 km) and is discretized with a grid interval of 25 m leading to Operto et al.
a 201 × 201 × 81 finite-difference grid. A frequency of 10 Hz, a minimum wave speed of 2 km∕s and a grid interval of 25 m lead to a discretization rule of eight grid points per minimum wavelength. We use the mixed-grid coefficients estimated with G w ¼ 4; 6; 8, and 10 to perform DSFDM modeling (Table 1) . The length of the time-domain simulation is 12 s. The elliptic and VTI monochromatic wavefields computed with DSFDM and their difference with the FDTD wavefields are shown in Figure 7 . Direct comparisons between the two wavefields are shown in Figures 8 and 9 along different propagation directions for the elliptic and VTI simulations, respectively. The agreement in terms of phase and amplitude between DSFDM and FDTD solutions is good for both elliptic and VTI simulations.
The good agreement between the DSFDM and FDTD solutions obtained during the elliptic simulation, which involves a sharp δ contrast, validates our discretization of the operator
. The comparative assessment of the DSFDM simulations in elliptic and VTI media supports that the second-order accurate anelliptic term in the VTI equation does not introduce significant inaccuracies in VTI modeling relative to the elliptic counterpart, hence validating the conclusion that were drawn from the simulations in homogeneous media.
The difference between the DSFDM and FDTD wavefields in Figure 7d also highlights the parasite reflections from the PMLmedium interface that are generated during DSFDM when the PMLs are forced to be elliptic in the lower VTI medium. Without this artificial forcing, the simulation is unstable during DSFDM because the fast bottom VTI layer is discretized with more than four grid points per wavelength.
The real Valhall case study
We now present some simulations in a VTI viscoacoustic model of the Valhall oil field that was developed by reflection traveltime tomography (courtesy of BP). Future work aims to perform 3D multiparameter viscoacoustic VTI FWI of wide-aperture OBC data from the Valhall oil field starting from this initial subsurface model. Some preliminary results of 3D acoustic isotropic FWI of this data set are shown in Brossier et al. (2013) . In the present study, we show a first assessment of the viscoacoustic VTI DSFDM method as a modeling engine for 3D frequency-domain FWI. Some applications of 2D viscoacoustic VTI frequency-domain FWI were already presented by Prieux et al. (2011 Prieux et al. ( , 2013 and Gholami et al. (2013) . Frequency-domain modeling was performed with the VTI DSFDM modeling engine of Operto et al. (2009) . They show that a reliable subsurface model for the vertical wave speed can be updated keeping the initial smooth ϵ model fixed. Alternatively, the vertical and the horizontal wave speeds can be jointly updated during multiparameter FWI. The smooth VTI Valhall subsurface model is shown in Figure 10 . The water depth is approximately 70 m. The subsurface is characterized by shallow soft sediments above some low-velocity layers associated with the presence of gas. The reservoir is at 2.5 km in depth and delineates a sharp positive velocity contrast. The maximum anisotropy reaches a value of 15%. Note that δ can be locally slightly greater than ϵ in the shallow part of the model (Figure 10d) . In this case, we force ϵ ¼ δ to allow for stable FDTD simulations. The model dimensions are 16 × 9 × 4.5 km. We consider a source on the sea bottom located at ðx ¼ 3.1; y ¼ 13; z ¼ 0.07 kmÞ. This source is located at a receiver position of the OBC survey. As the Valhall survey contains 2300 receivers and 50,000 shots, we exploit the spatial reciprocity of Green's functions to process receivers as sources and shots as receivers in acoustic FWI, and hence reduce the computational burden of multisource modeling.
We first compare isotropic and VTI monochromatic wavefields computed with DSFDM and FDTD for the 7-Hz frequency. The NMO velocity is used for isotropic modeling. The grid intervals are 50 and 25 m for DSFDM and FDTD, respectively. Considering a minimum wave speed of 1.3 km∕s in the gas layers, a grid interval of 50 m leads to a discretization rule of approximately four grid points per minimum wavelength in DSFDM. The grid dimensions are 182 × 322 × 92 for DSFDM. Considering eight grid points in the PML layers, this leads to 6.7 millions of unknowns in the DSFDM simulation. The DSFDM simulations were performed on 16 Intel Xeon CPU X5660 @ 2.80 GHz biprocessor nodes. Each node is equipped with 12 cores and 48 Gb of shared memory. The connecting network is Infiniband and the compiler is Intel. We distributed the LU factorization and the substitution step over 16 message-passing-interface (MPI) processes (one per node) and we used 12 threads per MPI process for basic linear algebra tasks performed with a threaded distribution of the basic linear algebra subroutines (BLAS3). The LU factorization took 12.5 min and the substitution step took 0.75 s per source. The total amount of memory used during the LU factorization is 515 Gb. A detailed comparison between the computational efficiency of 3D DSFDM and FDTD for frequency-domain FWI applications is out of the scope of this paper. Some insights are provided in Brossier et al. (2013) and suggest that DSFDM is one order of magnitude faster than FDTD for the Valhall application at low frequencies when each algorithm is run on a suitable architecture.
A free-surface-boundary condition is set on top of the model. The source positioning in the finite-difference grid and its interaction with the free surface is managed by a Kaiser windowed sinc parameterization (Hicks, 2002) . We use the mixed-grid coefficients estimated with G w ¼ 4; 6; 8, and 10 for DSFDM (Table 1) . We perform DSFDM with equations 6 and 7 without significant differences between the results. The length of the FDTD simulation is 20 s to make sure that the steady-state regime is reached. The isotropic and VTI monochromatic wavefields computed with DSFDM and FDTD can be qualitatively compared in Figure 11 . The response of the sharp discontinuity at 2.5 km in depth, at the reservoir level, is clearly visible in both wavefields. The agreement between DSFDM and FDTD wavefields is good from a qualitative viewpoint, although some amplitude differences are visible far away from the shot position. We note also that there is no obvious footprint of P-S conversion in the monochromatic wavefields, that suggest that the subsurface models are sufficiently smooth to prevent these parasite conversions. More quantitative comparisons between DSFDM and FDTD solutions are shown in Figures 12 and 13 . The agreement between DSFDM and FDTD solutions in terms of phase and amplitude is good along directions running across the shot position (Figures 12a-12c and 13a-13c ). More severe mismatches, in particular in terms of amplitudes, are shown at higher distances from the shot positions (Figures 12d-12f and 13d-13f ). These mismatches between DSFDM and FDTD solutions have the same order of magnitude in the isotropic and VTI cases. This suggests that they result from the intrinsic differences between the DSFDM and FDTD stencils, rather than from some inaccuracies of the VTI DSFDM stencil.
Another quality control of DSFDM simulation in a realistic setting can be performed by examining to what extent the DSFDM solution matches the real data owing to the accuracy of the starting subsurface model. The real receiver gather corresponding to the source position considered for numerical modeling is shown in Figure 14a and 14b (left panels). The seismograms are extracted along the line of shots located above the source position. Synthetic seismograms computed with the FDTD method in the isotropic and VTI acoustic approximations are shown in Figure 14a and 14b (right panels), respectively. For isotropic modeling, the NMO velocity is used. Comparison between the VTI and the isotropic synthetics shows that the footprint of the anisotropy on the first-arrival traveltimes starts becoming Figure 14 . Valhall models -receiver gather. (a) Real data (left) versus acoustic isotropic synthetic seismograms that are computed with NMO wave speed (right) and (b) same as (a) for acoustic VTI synthetic seismograms (right). The black arrow in (a) points to a wide-angle reflection, which interferes with the first arrival at the critical distance. The white arrow points to a polarity reversal in the first arrival, probably due to a lowvelocity layer. These features are not predicted by the synthetic seismograms computed in the smooth background model. The yellow curves roughly delineate the recorded first-arrival times. Note the significant mismatch between recorded first-arrival traveltimes and modeled isotropic traveltimes beyond 7 km of offset (red ellipse).
3D FDFD modeling in VTI media T271 significant beyond 7 km of offset (Figure 14, ellipse) . The DSFDM solutions in the VTI and in the isotropic approximations are compared with the real data for the 7-Hz frequency (Figure 15 ). For comparison of DSFDM solutions with real data, we use the subsurface models of Figure 10 without forcing ϵ ¼ δ when the original δ is higher than ϵ because the physically unstable S-wave mode is not excited in DSFDM modeling . The solutions at the shot positions of the OBC survey are extracted at 5 m in depth below the free surface using the Kaiser windowed sinc parameterization of Hicks (2002) . The Green functions are first computed with the DSFDM method using a Dirac delta function as the temporal source excitation. Then, we estimate the monochromatic source excitation at the 7-Hz frequency by matching the Green functions with the real data following the approach proposed by Pratt (1999, his equation 17) . The reliability of the source estimation is sensitive to the accuracy of the subsurface model and the modeled wavefield. Our aim is to check that, after multiplication with the source term, the DSFDM wavefield reasonably reproduces the main features of the recorded wavefields in terms of phase and amplitude according to the accuracy of the subsurface model.
The VTI and isotropic monochromatic wavefields inferred from the multiplication of the 7-Hz Green function and the 7-Hz source excitation are shown in Figure 15b and 15c. Direct comparison between the recorded wavefield and the isotropic and VTI DSFDM wavefields along a profile running across the shot position is shown in Figure 16 . A first result is that the source estimation allows the modeled wavefields to match the overall amplitude trend of the recorded wavefield, for example at a short offset. This would not be the case if the simulation was not accurate enough in terms of phase and amplitudes. The main amplitude and phase mismatches between the recorded and modeled wavefields at approximately −4 and −6 km of offsets likely result from the smoothness of the subsurface model (Figure 16 , black ellipses). At −4 km of offset, a wide-angle reflection at the critical distance interferes in a complex way with the first arrival (Figure 14a , black arrow), whereas at approximately −6 km of offset, a reversal of polarity on the firstarrival probably indicates a low-velocity layer (Figure 14a , white arrow). These two wave effects cannot be produced by the smooth initial model. A second result is that, beyond 7 km of offset where Figure 15 ) and (b) same as (a) for the isotropic synthetics. Note how the match at long offsets is degraded relative to (a) due to anisotropic effects (red ellipse). See also Figure 14 , red ellipse. Amplitude is plotted with a gain with offset for an approximate compensation of geometrical spreading. The black ellipses delineate range of offsets where synthetics do not match data, probably due to the inaccuracy of the subsurface model (see the interpretation in the time-domain seismograms shown in Figure 14 , white and black arrows).
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the anisotropy footprint becomes significant on the first arrival, we show a better agreement between the VTI synthetics and the recorded data than between the isotropic synthetics and the recorded data ( Figure 16 , red ellipse). This strongly supports the relevance of our VTI DSFDM modeling for future frequency-domain FWI application.
CONCLUSION
We have presented a 3D viscoacoustic finite-difference frequency-domain method to perform seismic modeling in vertical transversely isotropic media. This method was more specifically designed as a modeling engine for frequency-domain FWI of wideaperture fixed-spread data, which can be limited to a few discrete frequencies. Multisource modeling is efficiently performed by solving the linear system resulting from the discretization of the timeharmonic wave equation with a massively parallel sparse direct solver. VTI is incorporated in the seismic modeling without extra computational cost relative to isotropic modeling and is easily implemented from the existing isotropic finite-difference stencil. This was achieved by decomposing a fourth-order wave equation for horizontal pressure into a almost elliptic operator and an anelliptic term. Discretization of the almost elliptic operator from the isotropic 27-point mixed-grid stencil is straightforward because it mainly amounts to stretch the coordinate system in the horizontal plane. This stretching consists in scaling the coefficients of the impedance matrix generated by the horizontal differential operators by factors depending on the Thomsen' parameter epsilon. The anelliptic term is implemented with a parsimonious second-order accurate staggered-grid stencil to preserve the compactness of the overall stencil. Once the monochromatic horizontal pressure has been computed by a system resolution, the vertical pressure can be computed explicitly from the horizontal pressure before forming the total pressure by a linear combination of the vertical and horizontal pressures. Intensive numerical tests suggest that, although the anelliptic term is second-order accurate, the stencil provides accurate simulation for a discretization rule of four grid points per wavelength, which is suitable for FWI applications, the theoretical resolution of which is half the wavelength.
Application on a viscoacoustic VTI subsurface model of the Valhall oil field illustrates the kind of geologic environments (soft-sedimentary basin) and the dimensions of the target, which can be easily considered with our modeling engine. Modeling in more contrasted media involving salt bodies or sediment-carbonate interfaces will raise the issue of energetic conversion of parasite S-waves at sharp interfaces. These conversions will not be recorded at receiver positions if these latter are located in an isotropic or elliptic media but might pollute the gradient of the FWI misfit function in the layers where these S-waves propagate. In such geologic environments, elastic modeling should be preferred.
The computational efficiency of the method in terms of scalability, memory demand, and floating-point operations can be further improved if low-rank properties of the impedance matrix are exploited during the LU factorization of the matrix and the subsequent substitution step. Realistic seismic modeling for one frequency and for a large number of sources can be performed on a limited number of computational nodes with a significant amount of shared memory. A second level of parallelism can be viewed by distributing several frequencies over different groups of nodes if simultaneous inversion of multiple frequencies is wished.
The limitations of the method is that the direct extension to TTI anisotropy seems not possible because the geometry of the staggered-grid stencils are not consistent with the TTI equation. Instabilities in the VTI PMLs is also an open issue, although it can be pragmatically overcome by forcing the medium to be elliptic in the PMLs.
ACKNOWLEDGMENTS
This study was partly funded by the SEISCOPE Consortium http:// seiscope2.osug.fr. The linear systems were solved with the multifrontal massively parallel solver package, available on http://graal. ens-lyon.fr/MUMPS/index.html and http://mumps.enseeiht.fr. This study was granted access to the high-performance computing facilities of the SIGAMM (Observatoire de la Côte d'Azur). We also thank BP Norge AS and their Valhall partner Hess Norge AS for allowing access to data to the Valhall data set as well as the well-log velocities. We would like to thank the associate editors S. Hestholm, J. Shragge, R.-E. Plessix, J. Blanch, and four anonymous reviewers for their constructive and useful comments.
APPENDIX A DISCRETIZATION OF THE ANELLIPTIC TERM
We describe here the parsimonious staggered-grid approach that is used to discretize the term 2Zκ 0 ðϵ − δÞðX þ YÞg.
For sake of compactness, the coefficient κ 0 ðϵ − δÞ is denoted by a. In the framework of a parsimonious approach, we introduce two auxiliary wavefields aX g and aYg that are denoted by F x and F y , respectively.
Following the parsimonious staggered-grid approach proposed by Operto et al. (2007) 
