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Artificial spiking neural networks have found applications in areas where the temporal nature of
activation offers an advantage, such as time series prediction and signal processing. To improve
their efficiency, spiking architectures often run on custom-designed neuromorphic hardware, but,
despite their attractive properties, these implementations have been limited to digital systems. We
describe an artificial quantum spiking neuron that relies on the dynamical evolution of two easy to
implement Hamiltonians and subsequent local measurements. The architecture allows exploiting
complex amplitudes and back-action from measurements to influence the input. This approach to
learning protocols is advantageous in the case where the input and output of the system are both
quantum states. We demonstrate this through the classification of Bell pairs which can be seen as
a certification protocol. Stacking the introduced elementary building blocks into larger networks
combines the spatiotemporal features of a spiking neural network with the non-local quantum
correlations across the graph.
INTRODUCTION
As Moore’s law slows down [1], increased attention
has been put towards alternative models for solving
computationally hard problems and analyzing the ever
growing stream of data [2, 3]. One significant example
has been the reinvigoration of the field of machine learn-
ing: neuromorphic models, inspired by biology, found
applications in a large host of fields [4, 5]. In parallel,
quantum computing has been taking significant steps
moving from a scientific curiosity towards a practical
technology capable of solving real-world problems [6].
Given the prominence of both fields, it is not surprising
that a lot of work has gone into exploring their parallels,
and how one may be used to enhance the other. One
such synergy has emerged in the field of quantum
machine learning [7–9]. Recent results aim to mimic the
parametric, teachable structure of a neural network with
a sequence of gates on a set of qubits [10–12]. A subset
of these algorithms focus on quintessentially quantum
problems: the input to the learning model is a quantum
state and so is its output. This scenario is relevant in
building and scaling experimental devices and it is often
referred to as quantum learning [13, 14].
We take a slightly different approach to quantum learn-
ing wherein the structure of the network manifests itself
as interactions between qubits in space rather than as
gates in a circuit diagram. Specifically, we will present a
small toolbox of simple spin models that can be combined
into larger networks capable of neuromorphic quantum
computation. To illustrate the power of such networks,
a small example of such a ‘spiking quantum neural net-
work’ capable of comparing two Bell states is presented,
a task which could have applications in both state prepa-
ration and quantum communication. The term ‘spiking’
refers to the temporal aspect in the functioning of the
model during the activation of the neuron, akin to the
classical spiking neural networks [15]. As illustrated in
the example, a fundamental property of these networks
is that they generate entanglement between the inputs
and outputs of the network, thus allowing measurement
back-action from standard measurements on the output to
influence the state of the input in highly non-trivial ways.
The proposed model for spiking quantum neural networks
is amenable to implementation in a variety of physical
systems, e.g., using superconducting qubits [16–18].
BUILDING BLOCKS
The first step towards a neuromorphic quantum spin
model is the construction of neuron-like building blocks.
In other words, we need objects capable of sensing the
state of a multi-spin input state and encoding information
about relevant properties of this input into the state of
an output spin. Additionally, we will require that this
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2operation does not disturb the state of the input. Inspired
by the way classical neurons activate based on a (weighted)
sum of their inputs, the first building block will be one
that flips the state of its output spin, depending on how
many of the input spins are in the ‘active’ |↑〉 -state.
The second building block, on the other hand, measures
relative phases of components in the computational (i.e.
the σz) basis, and thus has no classical analogue.
A. Neuron 1: Counting Excitations
In analogy to the thresholding behaviour of classical spik-
ing neurons, we start by constructing a spin system that
is capable of detecting the number of excitations (i.e.
the number of inputs in the state |↑〉) and exciting its
output spin conditional on this information. As shown
in the supplemental material [19], this behaviour can be
implemented using dynamical evolution driven by the
Hamiltonian
HExc =
J
2
(σx1σ
x
2 + σ
y
1σ
y
2 + σ
z
1σ
z
2) + β σ
z
2σ
z
3
+A cos
(
2β
~
t
)
σx3 , (1)
subject to some restrictions on the interaction strengths
J, β,A that will be discussed below. In this model, we
label spins 1 and 2 as the input, and spin 3 as the output.
The intuition behind this model is that the Heisenberg
interaction between the inputs sets up energy differences
among the four possible Bell state of the inputs. Through
the σz2σ
z
3 coupling to the output, these differences then
influence the energy cost of flipping the output spin, result-
ing in the cosine drive on the output only being resonant
when the input qubits are in certain states. The result is
that the driving induces flips in the output qubit if and
only if the input is in a Bell state with an even number
of excitations. Since the conditionality is a resonance/off-
resonance effect, the detuning of the undesired transitions
needs to be much larger than the strength of the driving,
which leads to the criterion
∆± =
∣∣∣2β ± 2√J2 + β2∣∣∣ A , (2)
which is naturally fulfilled whenever the driving-strength
A is much smaller than the chain interaction strength J .
Due to dynamical phases, the requirement that super-
positions of input states should be preserved adds two
additional constraints for the parameters of the model.
Specifically, conservation of relative phases within the
subspaces of inputs that either flips (“above threshold”)
or does not flip (“below threshold”) the output yields
β = kA k ∈ Z
J = ±
√
l2 − k2A l ∈ Z .
If these constraints are fulfilled, the only non-trivial phase
will be a coherent phase between the above-threshold
and below-threshold subspaces of−i(−1)k+l exp (−iJt/~).
Since these two subspaces are now distinguished by the
state of the output, correcting for this phase is just a
matter of performing the corresponding phase-gate on the
output qubit. In the special case where
√
l2 − k2 is an
integer, this reduces to performing a pi/2-rotation of the
output about the z-axis (see supplemental material [19]
for details).
When combined with this subsequent unconditional phase
gate, the dynamical evolution induced by the Hamiltonian
in (1) is to coherently detect the parity of the number of
excitations of the input, and to encode this information in
the output spin, i.e. in conventional Bell-state notation:∣∣Ψ±〉 |↓〉 −→ ∣∣Ψ±〉 |↓〉∣∣Φ±〉 |↓〉 −→ ∣∣Φ±〉 |↑〉 , (3)
where the first ket denotes the state of the inputs and the
second ket the state of the output. The output is either
fully excited or not excited at all by the evolution—hence
we refer to this structure as a spiking quantum neuron,
in analogy to similar objects from classical computing.
Sample simulations showing the dynamics of the spiking
process are shown in Fig. 1.
B. Neuron 2: Detecting Phases
While neuron 1 is a fully quantum mechanical object,
capable of coherently treating superpositions in the
inputs, the property that it detects—the number of
excitations in the input—would be similarly well-defined
for a classical neuron participating in a classical digital
computation. However, the state of the two input
qubits will also be characterized by properties that
have no classical analogue, such as the relative phases
of terms in a superposition state. The goal of the
second neuron is to be able to detect these relative
phases of states in the computational basis. Specifically,
it aims to distinguish the states {|Ψ+〉 , |Φ+〉} from
the states {|Ψ−〉 , |Φ−〉}. Combining this detection-
capability with the capabilities of the excitation-counting
neuron of the previous section (exemplified by (3)) al-
lows complete discrimination between the four Bell states.
The operational principle of the phase-detection neuron is
similar to that of the excitation-detection neuron: it relies
on a combination of single-qubit gates and the unitary
time-evolution generated by a Hamiltonian of the form:
Hphase =
J
2
(σx1σ
x
2 + σ
y
1σ
y
2 + σ
z
1σ
z
2) + δ σ
x
2σ
x
3
+B σz3 . (4)
As shown in the supplemental material [19], running the
dynamics of this Hamiltonian for a time τ = pi~/2B
performs a (−iZ)-gate on the output qubit if and only if
the state of input qubits are in the subspace spanned by
|Ψ−〉 and |Φ−〉. Thus by conjugating this operation with
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FIG. 1: Schematic depiction of the excitation-number
detecting neuron (top) and plots of the time-evolution of
the output-qubit state (red) and the overlap between the
state of the input qubits and their initial state (green)
for the four Bell states during the operation of the
neuron. As illustrated in these plots, the state of the
output is either flipped or not depending on whether the
input contains an odd (middle) or even (bottom) number
of excitations. In contrast, the input qubits return to
their initial states in all four cases. Parameters used are
l = 17, k = 8, which yields an average operational fidelity
of 99.98% in the absence of noise.
Hadamard gates on the output qubit and correcting for
the −i-phase using a phase-gate (see Figure 2) yields the
desired phase-detection operation:
∣∣Ψ+〉 |↓〉 −→ ∣∣Ψ+〉 |↓〉∣∣Φ+〉 |↓〉 −→ ∣∣Φ+〉 |↓〉∣∣Ψ−〉 |↓〉 −→ ∣∣Ψ−〉 |↑〉∣∣Φ−〉 |↓〉 −→ ∣∣Φ−〉 |↑〉 .
The fundamental principle of operation is identical
to the one of the excitation-counting neuron, in that
the Hamiltonian once again contains three terms: a
Heisenberg interaction to set up an energy spectrum
that distinguishes the Bell states, an interaction that
tunes the energy of the output qubit (i.e. qubit 3)
dependent on the state of the inputs, and a single-qubit
operator attempting to change the state of the output
and succeeding if and only if the driving related to this
term matches the energy cost of flipping the output.
The only difference is that the interaction term now
sets up an energy splitting between the spin states
|±〉 = 1√
2
(|↓〉 ± |↑〉) rather than the states |↑〉 / |↓〉, hence
the need for Hadamard gates to convert between the two
bases.
As the operation of this neuron also relies on resonance/off-
resonance effects, a restriction of similar to (2) is present.
Specifically, we require that
∆ = 2δ  B .
Additionally, the requirement that the state of the inputs
should not be distorted by the operation of the neuron
yields the requirement that the ratios between J, δ and B
should fulfil:
J = 2n n ∈ Z
δ = 2m m ∈ Z .
with n m.
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FIG. 2: Schematic depiction of the phase-detecting
neuron (top) and plots of the time-evolution of the X-
(blue) and Z-components of the output-qubit state as
well as the overlap between the state of the input qubits
and their initial state (green) for the four Bell states
during the operation of the neuron. As illustrated in
these plots, the state of the output is either flipped or
not depending on whether the input contains a positive
(top) or negative (bottom) relative phase. In contrast,
the input qubits return to their initial states in all four
cases. Parameters used are n = 82, m = 3, which yields
an average operational fidelity of 99.07% in the absence
of noise. As detailed in the supplemental material [19],
small adjustments around these values can yield a
slightly higher fidelity, in this case 99.58%.
4STATE COMPARISON NETWORK
Having introduced a set of computational building
blocks above, we now aim to illustrate how these can
be combined into larger networks in order to solve
computation- and classification-problems. Specifically,
we will illustrate how a network of these objects allows
one to compare pairs of Bell states to determine if they
are the same Bell state. As detailed below, such a
network could play a central role in the certification of
Bell-pair sources and quantum channels, and may also
have potential applications for machine learning and
state preparation tasks.
FIG. 3: Schematic depiction of network for comparing
pairs of Bell states. The left-most layer marked in red
constitute the inputs to the network, with subsequent
layers extracting and comparing information about either
the phase (blue) or the excitation parity (orange) of the
input states, with the result of the comparison stored in
the green output qubit. The comparative nature of the
task allows for the omission of the first hidden layer at
the cost of a less neuromorphic operational procedure –
see supplemental material [19] for details.
The basic structure of the proposed network is depicted
in Fig. 4, and consists of three layers. The first layer
constitutes the input to the system. It is in these four
qubits that the two Bell states to be compared are stored.
Each pair is used as an input to both of the types of
neurons detailed in sections A and B, with the output
stored in two pairs of qubits in the second layer. In
this way, sequentially running each of the two neuron
operations extracts both the excitation-number parity
and the relative phase of superpositions in the inputs and
encodes it into the second layer. In other words, this layer
ends up containing exactly the information needed to
distinguish among the four Bell states. State comparison
therefore boils down to detecting if the information
extracted from one input matches that extracted from
the other input. Since detecting if two qubits are in
the same state (i.e. both |↓〉 or both |↑〉) boils down
to checking the number of excitations modulo two, this
comparison can be done using the neuron of Section A.
The third layer thus encodes two bits of information:
whether the excitation parity of the two inputs match,
and whether the relative phases match. Detecting if the
two inputs were the same Bell state is thus a matter of
detecting if both of these bits are in the |↑〉-state. This
can be done using methods similar to those of Section A
– see supplemental material [19] for details.
The result of the manipulations is that the output is put
into the |↑〉-state if the two Bell-state inputs were identical
and |↓〉 otherwise. Since all of the operations are achieved
through linear, unitary dynamics, the behaviour for super-
position inputs follow from this rule and linearity. This
also implies that the network cannot compare arbitrary
states, as is indeed prohibited by the no-cloning theorem
of quantum mechanics. For instance, two identical inputs
in a superposition in the Bell basis may return either |↑〉
or |↓〉 as output:
1
2
(∣∣Ψ+〉+ ∣∣Φ−〉)
IN1
(∣∣Ψ+〉+ ∣∣Φ−〉)
IN2
|↓〉OUT
−→ 1
2
(∣∣Ψ+〉
IN1
∣∣Φ−〉
IN2
+
∣∣Φ−〉
IN1
∣∣Ψ+〉
IN2
) |↓〉OUT
+
1
2
(∣∣Φ−〉
IN1
∣∣Φ−〉
IN2
+
∣∣Ψ+〉
IN1
∣∣Ψ+〉
IN2
) |↑〉OUT .
This illustrates an interesting property of quantum
neural networks, namely that entanglement between
inputs and outputs means that measurements of the
outputs may have dramatic effects on the state of the
inputs. In this case, a measurement of |↑〉 in the output
will always project the input qubits into the states
corresponding to this output, i.e to identical Bell-state
pairs. In this sense, a classifying quantum network like
the one above will simultaneously be a projector onto
the spaces corresponding to the states it is build to
classify—a property that might prove helpful in, for
instance, state preparation schemes.
A more concrete application of the network above is the
certification of quantum channels and Bell-state sources.
The ability to determine the reliability of resources such
as Bell-state sources and quantum channels would be
a practical benefit in many quantum communication
and quantum cryptography applications. This is an
active area of research: for instance, device-independent
self-testing through Bell inequalities works for certain
multipartite entangled states [20], or quantum template
matching for the case where we have two possible
template states [21, 22]. Since the device presented
above allows for the comparison of unknown systems
with known-good ones, it is ideally suited to this kind of
certification task.
Finally, it is worth noting that the comparative nature of
the network means that the output of the network defines
a kernel between 2-qubit quantum states. Specifically,
5given two inputs represented by amplitudes {ai} and {bi}
in the Bell-state basis, the probability of measuring |↑〉
in the output will be given by
P|↑〉 =
∑
i
|ai|2 |bi|2
which bears a strong resemblance to the classical “ex-
pected likelihood” kernel [23]. Considering this, com-
parison networks like the one above may also find appli-
cations within kernel-based quantum machine learning
approaches [24, 25].
CONCLUSION AND OUTLOOK
We have presented a set of building blocks that detects
properties of two-qubit inputs and encodes these
properties in a binary and coherent way into the
state of an output qubit. To illustrate the power of
such spiking quantum neurons, we have presented a
network of these building blocks capable of identifying
if two Bell states are identical or not, and argued the
usefulness of such comparison networks for quantum
certification tasks within quantum communication
and quantum cryptography. Additionally, we have
seen how the entanglement of the inputs and output
results in highly non-trivial effects on the inputs when
a measurement is performed on the output of the network.
From the considerations above, several interesting
questions arise. A main question might be how to scale
up structures made from these and similar building
blocks into larger networks capable of performing more
complex quantum processing tasks. Concerning scaling,
it seems reasonable to expect that the kind of intuitive
reasoning behind the operation of the network presented
here will become ever more challenging. As a result, it
might be fruitful to take inspiration from the field of
classical neural networks and design quantum networks
whose operation depend on parameters. In this way, one
can then adjust these parameters to make the network
perform a certain task, in a way analogous to how both
classical and quantum neural networks are trained. Since
the Hamiltonians responsible for the operation of the
neurons already contain a number of parameters, the
architecture presented in this paper seems well-suited to
such an approach.
Another possible avenue of improvement is to reduce the
complexity of operation related to having to turn interac-
tions between the different layers on and off by instead
employing autonomous methods similar to those already
used within the field of quantum error correction. Using
such methods to perform quantum operations in a coher-
ent way can be highly non-trivial, but for networks like
the one described above where the latter stages of the
network are essentially classical processing, strict coher-
ences should not be needed for the network to operate,
thus lowering the bar for autonomous implementations of
similar networks.
Finally, tapping into the temporality of the neurons pre-
sented above also holds great promise. Indeed, it has
already been shown that the temporal behaviour of com-
paratively simpler networks of spins allows for universal
quantum computation [26]. Thus we believe that aug-
menting the neurons of this paper with less constrained
and clock-like dynamics combined with tunable, teach-
able behaviour and perhaps partial autonomy would be
a promiseful route towards a neuromorphic architecture
capable of solving complicated and interesting problems
within quantum learning.
ACKNOWLEDGMENTS
L.B.K and N.T.Z acknowledge funding from the Carls-
berg Foundation and the Danish Council for Independent
Research (DFF-FNU). M.D. acknowledges support by
the U.S. Department of Energy, Office of Science, Office
of Advanced Scientific Computing Research, Quantum
Algorithms Teams Program. A.A.-G acknowledges sup-
port from the Army Research Office under Award No.
W911NF-15-1-0256 and the Vannevar Bush Faculty Fel-
lowship program sponsored by the Basic Research Of-
fice of the Assistant Secretary of Defense for Research
and Engineering (Award number ONR 00014-16-1-2008).
A.A.-G. also acknowledges generous support from Anders
G. Frøseth and from the Canada 150 Research Chair
Program.
[1] M Mitchell Waldrop, “The chips are down for Moore’s
law,” Nature News 530, 144 (2016).
[2] John Gantz and David Reinsel, “The digital universe
in 2020: Big data, bigger digital shadows, and biggest
growth in the far east,” IDC iView: IDC Analyze the
future 2007, 1–16 (2012).
[3] Ibrahim Abaker Targio Hashem, Ibrar Yaqoob,
Nor Badrul Anuar, Salimah Mokhtar, Abdullah Gani,
and Samee Ullah Khan, “The rise of “big data” on cloud
computing: Review and open research issues,” Informa-
tion systems 47, 98–115 (2015).
[4] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E. Hinton,
“ImageNet classification with deep convolutional neural
networks,” in Advances in Neural Information Processing
Systems 25 , Vol. 25 (2012) p. 1097–1105.
[5] Ilya Sutskever, Oriol Vinyals, and Quoc V Le, “Sequence
to sequence learning with neural networks,” in Advances
in Neural Information Processing Systems 27 , edited by
6Z. Ghahramani, M. Welling, C. Cortes, N. D. Lawrence,
and K. Q. Weinberger (2014) p. 3104–3112.
[6] John Preskill, “Quantum computing in the NISQ era and
beyond,” Quantum 2, 79 (2018), arXiv:1801.00862.
[7] Jacob Biamonte, Peter Wittek, Nicola Pancotti, Patrick
Rebentrost, Nathan Wiebe, and Seth Lloyd, “Quan-
tum machine learning,” Nature 549, 195–202 (2017),
arXiv:1611.09347.
[8] Vedran Dunjko and Hans J Briegel, “Machine learning
& artificial intelligence in the quantum domain: a review
of recent progress,” Reports on Progress in Physics 81,
074001 (2018).
[9] Ashish Kapoor, Nathan Wiebe, and Krysta Svore, “Quan-
tum perceptron models,” in Advances in Neural Informa-
tion Processing Systems (2016) pp. 3999–4007.
[10] Maria Schuld, Alex Bocharov, Krysta Svore, and Nathan
Wiebe, “Circuit-centric quantum classifiers,” (2018),
arXiv:1804.00633.
[11] Nathan Killoran, Thomas R. Bromley, Juan Miguel Ar-
razola, Maria Schuld, Nicola´s Quesada, and Seth Lloyd,
“Continuous-variable quantum neural networks,” (2018),
arXiv:1806.06871.
[12] Francesco Tacchino, Chiara Macchiavello, Dario Gerace,
and Daniele Bajoni, “An artificial neuron implemented on
an actual quantum processor,” npj Quantum Information
5, 26 (2019).
[13] Alex Monra`s, Gael Sent´ıs, and Peter Wittek, “Inductive
supervised quantum learning,” Physical Review Letters
118, 190503 (2017), 1605.07541.
[14] Francisco Albarra´n-Arriagada, Juan Carlos Retamal, En-
rique Solano, and Lucas Lamata, “Measurement-based
adaptation protocol with quantum reinforcement learn-
ing,” Physical Review A 98, 042315 (2018).
[15] Wolfgang Maass, “Networks of spiking neurons: The third
generation of neural network models,” Neural Networks
10, 1659–1671 (1997).
[16] Morten Kjaergaard, Mollie E Schwartz, Jochen
Braumu¨ller, Philip Krantz, Joel I-Jan Wang, Simon Gus-
tavsson, and William D Oliver, “Superconducting qubits:
Current state of play,” (2019), arXiv:1905.13641.
[17] Marios Kounalakis, Christian Dickel, Alessandro Bruno,
Nathan K. Langford, and Gary A. Steele, “Tuneable
hopping and nonlinear cross-Kerr interactions in a high-
coherence superconducting circuit,” npj Quantum Infor-
mation 4, 38 (2018).
[18] Andreas Wallraff, David I. Schuster, Alexandre Blais,
Jay M. Gambetta, Joseph Schreier, Luigi Frunzio,
Michel H. Devoret, Steven M. Girvin, and Robert J.
Schoelkopf, “Sideband transitions and two-tone spec-
troscopy of a superconducting qubit strongly coupled
to an on-chip cavity,” Physical Review Letters 99, 050501
(2007).
[19] See Supplemental Material at [URL will be inserted by
publisher].
[20] Ivan Sˇupic´, Andrea Coladangelo, Remigiusz Augusiak,
and Antonio Ac´ın, “A simple approach to self-testing
multipartite entangled states,” New Journal of Physics
20, 083041 (2017), arXiv:1707.06534.
[21] Masahide Sasaki, Alberto Carlini, and Richard Jozsa,
“Quantum template matching,” Physical Review A 64,
022317 (2001), quant-ph/0102020.
[22] Gael Sent´ıs, John Calsamiglia, Ramo´n Mun˜oz-Tapia, and
Emilio Bagan, “Quantum learning without quantum mem-
ory,” Scientific Reports 2, 708 (2012).
[23] Tony Jebara, Risi Kondor, and Andrew Howard, “Prob-
ability product kernels,” Journal of Machine Learning
Research 5, 819–844 (2004).
[24] Maria Schuld and Nathan Killoran, “Quantum machine
learning in feature Hilbert spaces,” Physical review letters
122, 040504 (2019).
[25] Vojteˇch Havl´ıcˇek, Antonio D. Co´rcoles, Kristan Temme,
Aram W. Harrow, Abhinav Kandala, Jerry M. Chow, and
Jay M. Gambetta, “Supervised learning with quantum-
enhanced feature spaces,” Nature 567, 209–212 (2019).
[26] Andrew M Childs, David Gosset, and Zak Webb, “Univer-
sal computation by multiparticle quantum walk,” Science
339, 791–794 (2013).
[27] Sarah Sheldon, Easwar Magesan, Jerry M Chow, and
Jay M Gambetta, “Procedure for systematically tuning up
cross-talk in the cross-resonance gate,” Physical Review
A 93, 060302 (2016).
7This supplemental material aims to give a more detailed
analysis of the spin-models leading to the two neurons
presented in the main text (Sec. I and II), as well as
some elaborations on the construction and operation of
the Bell-state comparison network (Sec. III).
I. FURTHER DETAILS ON
EXCITATION-PARITY NEURON
As explained in the main text, the goal with the first
neuron is to detect the odd/even parity of the number of
excitations (i.e. |↑〉-states) in the input. In other words,
we wish to be able to distinguish the Bell-states |Φ±〉 =
1√
2
(|↑ ↑〉 ± |↓ ↓〉) from the states |Ψ±〉 = 1√
2
(|↓ ↑〉 ± |↑ ↓〉).
It turns out that this can be achieved using three ingredi-
ents. First, we add a Heisenberg-XXZ interaction between
the two input-qubits:
Hinput =
J
2
(σx1σ
x
2 + σ
y
1σ
y
2 + γσ
z
1σ
z
2) ,
where J, β are energies and γ is a unitless parameter.
The intuition behind this interaction is that it tunes the
energy-spectrum of the system in such a way that it allows
us to distinguish between the |Φ±〉- and |Ψ±〉-states:
Hinput
∣∣Φ±〉 = (γ J
2
) ∣∣Φ±〉
Hinput
∣∣Ψ±〉 = (±J − γ J
2
) ∣∣Ψ±〉 .
The next ingredient is to couple the output-qubit to the
input-qubits in such a way that the state of the input-
qubits influences the energy-spacing of the output-qubit,
thus allowing us to do conditional flips of the output qubit
by only driving at specific frequencies. Since the property
we want to detect has to do with the total z-component
of the input state (when thought of as a spin state), a
reasonable interaction for achieving this would be
Houtput = β σ
z
2σ
z
3 .
As a result of this interaction, the eigenstates of the
system are no longer the Bell states, but instead take the
general form:
(A+ |↑ ↓〉+B+ |↓ ↑〉) |↓〉 E =
√
J2 + β2 − γ J
2
(B+ |↑ ↓〉+A+ |↓ ↑〉) |↑〉 E =
√
J2 + β2 − γ J
2
|↓ ↓〉 |↓〉 , |↑ ↑〉 |↑〉 E = β + γ J
2
(5)
|↓ ↓〉 |↑〉 , |↑ ↑〉 |↓〉 E = −β + γ J
2
(A− |↑ ↓〉+B− |↓ ↑〉) |↓〉 E = −
√
J2 + β2 − γ J
2
(B− |↑ ↓〉+A− |↓ ↑〉) |↑〉 E = −
√
J2 + β2 − γ J
2
for suitable coefficients A±, B±. Assume now that we add
as the final ingredient a drive on the output-qubit:
Hdrive = A cos
(
2β
~
t
)
σx3 . (6)
This drive will resonantly drive the two transitions
|↑ ↑〉 |↓〉 ←→ |↑ ↑〉 |↑〉 (7)
|↓ ↓〉 |↓〉 ←→ |↓ ↓〉 |↑〉 .
On the other hand, all other transitions that this drive
could potentially induce will be detuned due to the struc-
ture of the energy-spectrum. Specifically, the energy-
differences between other pairs of states connected by the
σx3 -operator will be
∆E0 = 0
∆E± = ±2
√
J2 + β2 ,
and as a result the driving with frequency 2β/~ will be
detuned by
∆0 = |2β|
∆± =
∣∣∣2β ± 2√J2 + β2∣∣∣ .
As long as the strength of the driving is weak compared to
these energy-scales, the driving will be unable to induce
the corresponding transitions. Thus if we require
|2β| ,
∣∣∣2β ± 2√J2 + β2∣∣∣ A
the only effect of the term in (6) to first order will be to
induce the transitions of (7).
Let’s consider one of these subspaces more closely. To be
specific, consider the subspace Span (|↓ ↓〉 |↓〉 , |↓ ↓〉 |↑〉).
In the basis of these two states, the Hamiltonian reads:
Hsubspace =
 β + γ J2 A cos( 2β~ t)
A cos
(
2β
~ t
)
−β + γ J2

=
(
β + γ J2
A
2 e
i 2β~ t + A2 e
−i 2β~ t
A
2 e
i 2β~ t + A2 e
−i 2β~ t −β + γ J2
)
Performing the unitary transformation
U =
(
ei
β
~ t 0
0 e−i
β
~ t
)
ei
γJ
2~ t
yields the transformed Hamiltonian
Htrans. = UHU
† + i~
(
d
dt
U
)
U†
=
A
2
(
0 1 + ei
4β
~ t
1 + e−i
4β
~ t 0
)
.
8Neglecting the rapidly oscillating terms thus yields an
effective Hamiltonian
Heff. =
A
2
σx .
Letting this run for a time
τ =
pi~
A
yields the transition
|↓ ↓〉 |↓〉 −→ −i |↓ ↓〉 |↑〉 ,
which corresponds to the transition
|↓ ↓〉 |↓〉 −→ −i ei( β~− γJ2~ )τ |↓ ↓〉 |↑〉 ,
if we undo the unitary transformation.
A similar analysis can be performed on the subspace
Span (|↑ ↑〉 |↓〉 , |↑ ↑〉 |↑〉), and the dynamics of the rest
of the states are undisturbed by the driving and thus
conforms to the description in eq. (5). In other words,
the effect of waiting the time τ is that the system performs
the operation
|↓ ↓〉 |↓〉 −→ −i ei 1~ (β−γ J2 )τ |↓ ↓〉 |↑〉
|↑ ↑〉 |↓〉 −→ −i e−i 1~ (β+γ J2 )τ |↑ ↑〉 |↑〉 (8)
|ξ±〉 |↓〉 −→ ei
1
~
(
γ J2±
√
J2+β2
)
τ |ξ±〉 |↓〉 ,
where |ξ±〉 are the states with a single excitation in the in-
put, as sketched in (5). Note that this already implements
an operation akin to the one we want—the output-qubit
is flipped if and only if the input-register contains an even
number of excitations. However, the fact that different
components pick up different phases results in a distortion
of the input-states. For instance, the difference in phase
between the |↓ ↓〉 and |↑ ↑〉-states may partially convert
a |Φ+〉-input to a |Φ−〉. Additionally, the difference in
phase between the states where a flip of the output occurs
and those where it does not will distort the relative ampli-
tudes when superpositions are used as input. We would
like to pick the parameters in such a way that we avoid
these effects, i.e. in such a way that all of the phases are
identical. Starting with the two first states, we see that
this imposes the restriction
−iei 1~ (β−γ J2 )τ = −i e−i 1~ (β+γ J2 )τ
⇔ ei 1~ 2βτ = 1
⇔ 1
~
2βτ = 2pik for k ∈ Z
⇔ β = kA for k ∈ Z ,
Note that this implies
ei
1
~βτ = (−1)k .
Turning to the two other states, requiring identical phases
among these implies
e
i 1~
(
γ J2 +
√
J2+β2
)
τ
= e
i 1~
(
γ J2−
√
J2+β2
)
τ
⇔ ei 1~ 2
√
J2+β2τ = 1
⇔ 1
~
2
√
J2 + β2τ = 2pil for l ∈ Z
⇔ J = ±
√
l2 − k2A for l ∈ Z .
Note that in order to assure J is real we are forced to
pick l so that it is larger than k, and that picking J as
prescribed above gives
ei
1
~
√
J2+β2τ = (−1)l .
At this point, the phases look as follows:
|↓ ↓〉 |↓〉 −→ −i(−1)k e−i 1~γ J2 τ |↓ ↓〉 |↑〉
|↑ ↑〉 |↓〉 −→ −i(−1)k e−i 1~γ J2 τ |↑ ↑〉 |↑〉
|ξ±〉 |↓〉 −→ (−1)lei 1~γ J2 τ |ξ±〉 |↓〉 .
The criterion for identical phases therefore reduce to
−i(−1)k+l e−i 1~γJτ = 1
⇔ e−ipi(±γ
√
l2−k2+k+l− 12 ) = 1
⇔ ±γ
√
l2 − k2 − 1
2
= 2s for s ∈ Z
⇔ ±γ
√
l2 − k2 = 2s− k − l + 1
2
for s ∈ Z ,
with the sign inherited from the sign of J . Note that
neither γ = 0 nor γ = 1 allow solutions to this equation–
in both cases, squaring the expression yields an integer
on the left-hand side and not on the right-hand side.
However, if we allow the factor of −i to be corrected by a
subsequent phase-gate, the requirement above in the case
γ = 1 reduces to
±
√
l2 − k2 + (k + l) = 2s for s ∈ Z (9)
For this to be fulfilled, we will at the very least need√
l2 − k2 to be an integer, meaning k, l need to be part
of a pythagorean triple. In fact, going through all of the
possible combinations of l and k being even or odd yields
the fact that whenever ±√l2 − k2 is an integer it is even
(odd) whenever (k + l) is even (odd). In other words, the
sum of these objects is always even when both are integers.
Thus it is not just necessary but also sufficient to require
k and l to be part of a pythagorean triple for (9) to be
fulfilled. The reason that γ = 1 is especially interesting
is that this is required for the operation of the phase-
detection neuron (see Sec. II below), and thus using
another value of γ for our excitation-detection neuron
either prohibits the detection of phase or necessitates an
implementation where γ can be easily tuned.
9Returning to the general case where γ may be arbitrary,
we see that the phases match when
γ = ±2s− k − l +
1
2√
l2 − k2 for s ∈ Z . (10)
This fully specifies the parameters of the model. However,
as alluded to in the case where γ = 1 above, fixing the
final phase between the subspace outputting |↓〉 and the
subspace outputting |↑〉 is not essential, since this phase
can be adjusted separately through a subsequent phase-
gate. Thus (10) is a less strict requirement than those
determining β and J .
II. FURTHER DETAILS ON
PHASE-DETECTION NEURON
The goal of the second neuron is to detect the relative
phases of the two components of Bell-states in the com-
putational basis. In other words, we wish to be able
to distinguish the states {|Φ+〉 , |Ψ+〉} from the states
{|Φ−〉 , |Ψ−〉}. Similarly to the neuron of the previous
section we start by adding a Heisenberg-XXZ interaction
among the input-qubits in order to set up an energy-
spectrum that distinguishes among the four Bell-states:
Hinput =
J
2
(σx1σ
x
2 + σ
y
1σ
y
2 + γσ
z
1σ
z
2) ,
yielding the spectrum
Hinput
∣∣Φ±〉 = (γ J
2
) ∣∣Φ±〉
Hinput
∣∣Ψ±〉 = (±J − γ J
2
) ∣∣Ψ±〉 .
Next, we add an interaction that will tune the energy-
spectrum of the output-qubit dependent on the state of
the input-qubits. An obvious interaction to use would
be one of the form σx1σ
x
2σ
z
3 , since that exactly tunes the
energy it takes to flip the output-qubit in a way that is
conditional on the phase encoded in the input. However,
as we will see below it is also possible to achieve the same
result using only 2-qubit interactions. Specifically, adding
a term of the form
Houtput = δ σ
x
2σ
x
3 (11)
will also allow us to do the required phase detection. The
effect of this term is to couple states with the same phase
but different number of excitations. For instance, the state
|Φ+〉 |+〉 becomes coupled to the state |Ψ+〉 |+〉 through
a Hamiltonian that in the basis of these two states takes
the form
Heff =
(
γ J2 δ
δ J − γ J2
)
=
J
2
(
1 + (γ − 1)σz + 2δ
J
σx
)
Of course a similar coupling of the states |Φ+〉 |−〉 and
|Ψ+〉 |−〉 takes place as well. Indeed, switching the state
of the output-qubit is essentially equivalent to switching
the sign of δ. Applying similar arguments to the other
four states, we arrive at coupling-Hamiltonians with the
following structure:{∣∣Φ+〉 |±〉 , ∣∣Ψ+〉 |±〉} :
Heff =
J
2
(
1 + (γ − 1)σz ± 2δ
J
σx
)
(12){∣∣Φ−〉 |±〉 , ∣∣Ψ−〉 |±〉} :
Heff =
J
2
(
−1 + (γ + 1)σz ± 2δ
J
σx
)
For general γ, these expressions look relatively symmetric,
thus making it hard to fulfil our goal of distinguishing
the upper and lower subspaces from each other. The
exception to this is whenever γ = ±1. In this case, the
symmetry of the two expressions is very explicitly broken–
one contains a σz-term while the other does not. Let us
for definiteness pick γ = 1, resulting in the Hamiltonians
Heff =
J
2
(
1± 2δ
J
σx
) {∣∣Φ+〉 |±〉 , ∣∣Ψ+〉 |±〉}
Heff =
J
2
(
−1 + 2σz ± 2δ
J
σx
) {∣∣Φ−〉 |±〉 , ∣∣Ψ−〉 |±〉} .
The eigenstates in the subspaces {|Φ+〉 |±〉 , |Ψ+〉 |±〉} are
then straightforward to write down:
1√
2
(∣∣Φ+〉+ ∣∣Ψ+〉) |+〉 E = J
2
+ δ
1√
2
(∣∣Φ+〉− ∣∣Ψ+〉) |−〉 E = J
2
+ δ (13)
1√
2
(∣∣Φ+〉+ ∣∣Ψ+〉) |−〉 E = J
2
− δ
1√
2
(∣∣Φ+〉− ∣∣Ψ+〉) |+〉 E = J
2
− δ
The eigenstates of the subspaces {|Φ−〉 |±〉 , |Ψ−〉 |±〉} are
in principle more involved. However, in the limit where
J  δ, the effect of the σx-term in (12) will be negligible,
leading to an effective Hamiltonian of the form
Heff ' J
2
(−1 + 2σz) ,
and thus approximate eigenstates∣∣Φ−〉 |±〉 E = J
2
(14)∣∣Ψ−〉 |±〉 E = −3J
2
.
Note that flipping the state of the output-qubit between
|+〉 and |−〉 does not change the energy of this second
batch of states, while flipping the state of the output-
qubit changes the energy of the first batch of states (13)
by the amount 2δ. In other words, adding a constant
driving-term of the form
Hdriv = B σ
z
3
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to the Hamiltonian will induce resonant flipping of the
output-qubit if the input is |Φ−〉 or |Ψ−〉, while the same
driving will be detuned by an amount
∆ =
2δ
~
if the inputs are in the state |Φ+〉 or |Ψ+〉. Assuming
this detuning is large compared to the driving-strength
B ensures that nothing happens in the latter case, and
thus we have exactly what we want: A flipping of the
state of the output-qubit if and only if the phases of the
Bell-states of the input have a certain value (in this case:
−1). Assuming we start the output-qubit in the state
|+〉, evolving the four possible inputs over a time τ = pi~2B
would yield the transitions∣∣Φ−〉 |+〉 −→ −ie−i 1~ J2 τ ∣∣Φ−〉 |−〉∣∣Ψ−〉 |+〉 −→ −iei 1~ 3J2 τ ∣∣Ψ−〉 |−〉 (15)
1√
2
(∣∣Φ+〉± ∣∣Ψ+〉) |+〉
−→ e−i 1~ ( J2±δ)τ 1√
2
(∣∣Φ+〉± ∣∣Ψ+〉) |+〉 .
As described in the section on the excitation-parity neuron,
we would like the phases picked up by these terms to
match so that the input-amplitudes are not distorted by
the evolution of the neuron. Matching the phases on the
two first terms yield the criteria
−ie−i 1~ J2 τ = −iei 1~ 3J2 τ
⇔ ei 1~ 2Jτ = 1
⇔ 1
~
2Jτ = 2pin for n ∈ Z
⇔ J = 2nB for n ∈ Z ,
while matching the two phases of the last line of (15)
yields
e−i
1
~ (
J
2−δ)τ = e−i
1
~ (
J
2 +δ)τ
⇔ ei 1~ 2δτ = 1
⇔ 1
~
2δτ = 2pim for m ∈ Z
⇔ δ = 2mB for m ∈ Z .
Note that when these criteria are fulfilled, the following
holds:
ei
1
~Jτ = (−1)n
ei
1
~ δτ = (−1)m .
As a result, the phases reduce to∣∣Φ−〉 |+〉 −→ −ie−i 1~ J2 τ ∣∣Φ−〉 |−〉∣∣Ψ−〉 |+〉 −→ −iei 1~ J2 τ ∣∣Ψ−〉 |−〉
1√
2
(∣∣Φ+〉± ∣∣Ψ+〉) |+〉
−→ (−1)m e−i 1~ J2 τ 1√
2
(∣∣Φ+〉± ∣∣Ψ+〉) |+〉 .
Note that we have no parameters left to adjust in order
to make these phases identical—indeed, there will be a
relative factor (−i) no matter what value of J we use.
However, due to our work above the only problematic
phases occur between the subspace that flips the output
and that which does not. As a result, the phase can be
corrected simply by applying a phase-gate on the output-
qubit after the operation has finished. Combining this
operation with some Hadamards to shift the output-qubit
between the computational basis |↓ / ↑〉 and the basis |±〉
where the flips occur, the full sequence now fulfils our
goal of coherently detecting the sign of the Bell-states in
the input.
Before proceeding, let’s briefly review the criteria that
need to be fulfilled in order for the neuron to operate in
the way explained above. In order for the approximate
eigenstates presented in (13) and (14) to be accurate we
need
J (1− γ) δ  J (1 + γ) .
Additionally, the detuning-criteria that allows us to drive
transitions in only one subspace reduces to
B  δ .
Combining this with the phase considerations above yields
the requirements
γ ' 1
1 m  n .
In other words we need the driving to be weak compared
to the input-output coupling, which in turn needs to be
weak compared to the coupling among the input-qubits,
and this strong coupling needs to be of a Heisenberg-XXX
type. In practice, it turns out that m in fact does not
need to be that large for the scheme to work, probably
due to the fact that δ scales like 2m and the detuning
scales like 2δ. In other words, a more accurate criteria is
that
1 4m  2n ,
which is a much milder criteria on the size of m than
the original one. This is supported by the fact that pa-
rameters such as (m,n) = (3, 82) is able to reach average
fidelities of 99.07%.
It is worth noting that many of the higher-order effects
neglected above can have a detrimental effect on the over-
all fidelity. This is especially true in relation to matching
the relative phases of the different input states, since the
neglected terms will tend to induce different second-order
energy-shifts to the different inputs. As a result, it can
at times be fruitful to depart from the criteria described
11
above and tune the interaction-parameters slightly in or-
der to obtain better overall fidelity. For instance, picking
(m,n) = (2.987, 81.99) instead of (3, 82) increases the fi-
delity of the operation from 99.07% to 99.59%. Even more
remarkably, shifting parameters from (m,n) = (5, 80) to
(4.985, 79.97) increases the average fidelity from 96.38%
all the way to 99.10%, though achieving higher fidelities
than this seem require a larger n to match the relatively
large m.
As a final aside, it is worth noting that the form of the
input-output interaction presented in (11) is far from the
oly one that would work. Indeed, the only essential part
is that it takes the form
δ σx2 Oˆ3
with Oˆ3 an operator that acts on the third qubit and
which breaks the degeneracy and sets up a spectrum with
two distinct energy-eigenstates that we can subsequently
drive transitions between. For instance, an interaction
similar to the cross-resonance interaction favoured by
IBM[27].
δ σx2 σ
z
3
would work equally well if paired with driving of the form
B σx .
In fact, in this case the eigenstates that we would be
inducing flips between would be |↓〉 and |↑〉 rather than
the states |±〉, which means the Hadamards from the
protocol in the main text would no longer be required.
III. FURTHER DETAILS ON BELL-STATE
COMPARISON NETWORK
In this section, a few details regarding the Bell-state
comparison network presented in the main text will be
explored. Specifically, we will present some details on
the implementation of the last layer of the network, and
show how the nature of the comparison-task allows the
size of the network to be scaled down, at a slight cost to
the feed-forward-like structure of the network.
A. Final layer
As explained in the main text, most of the Bell-state com-
parison network simply consist of iterative applications
of the two types of neuron building blocks. However, the
final step of the network is lightly different, since it is no
longer trying to determine if two bits are equal but rather
trying to determine if they are both |↑〉, corresponding
to the qubits in the third layer having determined both
that the phases are equal (blue qubit in |↑〉-state) and
that the excitation parities are equal (orange qubit in
FIG. 4: Schematic depiction of network for comparing
pairs of Bell states. The left-most layer marked in red
constitute the inputs to the network, with subsequent
layers extracting and comparing information about either
the phase (blue) or the excitation parity (orange) of the
input states, with the result of the comparison stored in
the green output qubit.
|↑〉-state). In other words, the operation of the last layer
of the network differs from the excitation-parity neuron in
that the output should only be flipped if the inputs are in
the state |↑ ↑〉 rather than being flipped for both the input
|↑ ↑〉 and |↓ ↓〉1. One way to achieve this functionality is
to adjust the driving in the excitation-counting neuron.
To see how this works, we note first that the driving term
used in this neuron can be written as
A cos
(
2β
~
t
)
σx3 =
A
2
(
ei
2β
~ tσ+3 + e
−i 2β~ tσ−3
)
(16)
+
A
2
(
e−i
2β
~ tσ+3 + e
i 2β~ tσ−3
)
.
Looking closely at the arguments in Sec. I reveals that
only the first of these terms played a role in driving the
transition within the subspace Span (|↓ ↓〉 |↓〉 , |↓ ↓〉 |↑〉),
while the second term was neglected due to rotating-
wave arguments. Similarly, driving the transition within
the subspace Span (|↑ ↑〉 |↓〉 , |↑ ↑〉 |↑〉) turns out to only
involve the second term in (16). As a result, using a
modified driving of the form
Hdriv, final =
A
2
(
e−i
2β
~ tσ+3 + e
+i 2β~ tσ−3
)
(17)
would drive only the transition |↑ ↑〉 |↓〉 ↔ |↑ ↑〉 |↑〉, and
thus we would only detect the |↑ ↑〉-state. The general
intuition behind this is that an operator Oˆ that changes
the (unperturbed) energy of the system by ∆E needs to
enter in the Hamiltonian as
∆H = Oˆ e−i
∆E
~ t + h.c.
1 In the language of gate-based computation, this corresponds to
implementing a Toffoli-gate rather than a pair of CNOT’s.
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in order for the combined term to resonantly drive the
transitions that the operator Oˆ induce. Thus because a σ+3
induce transitions costing ∆E = −2β in the |↓ ↓〉 |↓ / ↑〉-
subspace and ∆E = 2β in the |↑ ↑〉 |↓ / ↑〉-subspace we
can easily use this rule of thumb to identify which term
drives which transitions.
At first, the new reduced driving of (17) may look more
complicated than the original form in (16). However, it is
possible to extract this type of driving from a term very
similar to the one in (16) using a term corresponding to
a local magnetic field on the output-qubit:
Ω
2
σz3 (18)
With this term, flipping the output-qubit from |↓〉 to |↑〉
now costs the energy Ω± 2β, depending on whether the
input is in the state |↑ ↑〉 or |↓ ↓〉. Adding the drive
A cos
(
Ω + 2β
~
t
)
σx3 =
A
2
(
e−i
Ω+2β
~ tσ+3 + e
iΩ+2β~ tσ−3
)
+
A
2
(
ei
Ω+2β
~ tσ+3 + e
−iΩ+2β~ tσ−3
)
,
the first term will then again resonantly induce the tran-
sitions |↑ ↑〉 |↓〉 ↔ |↑ ↑〉 |↑〉, as predicted by our rule of
thumb. On the other hand, the transitions within the
|↓ ↓〉 |↑ / ↓〉-subspace will cost ∆E = Ω− 2β, which does
not fit with the driving-frequency of the second term. The
conclusion that we can draw from our rule of thumb is
in other words that the second term is detuned by an
amount
∆FL =
1
~
|− (Ω + 2β)− (Ω− 2β)| = 2 |Ω|
~
compared to the required value to drive resonant
transitions |↓ ↓〉 |↓〉 ↔ |↓ ↓〉 |↑〉. Picking Ω sufficiently
large compared to the strength of the driving should
therefore suppress the effect of the second term, leading
to effective dynamics of the type we desire.
Note that in some platforms adding a local magnetic
field of the type (18) would not increase the complexity
of the protocol, since such energy-shifts between the
computational states would be naturally present within
the architecture. Indeed, such terms appear naturally
in many implementations of superconducting qubits[16],
and would need to be compensated by changing to a
rotating picture in order to implement Hamiltonians of
the form presented in the main text.
As with the two main types of neurons, it would be
beneficial if the relative phases related to different inputs
could be brought to match. Performing an analysis similar
to the one in Sec. I yields that running the interactions
above for the time τ = piA yields the time-evolution
|↓ ↓〉 |↓〉 −→ e−i 1~ (β+γ J2 )τ |↓ ↓〉 |↓〉
|↑ ↑〉 |↓〉 −→ −ie−i 1~ (β+γ J2 )τ |↑ ↑〉 |↑〉
|ξ±〉 |↓〉 −→ ei
1
~
(
γ J2±
√
J2+β2
)
τ |ξ±〉 |↓〉
where |ξ±〉 are the one-excitation states also used in Sec. I.
Note that making the phases of the first two states match
through clever selection of parameters is not possible–
whatever we do, we cannot get rid of the factor −i that
appear on the |↑ ↑〉-state. Luckily, the usual trick of
correcting this phase through a subsequent phase-gate
on the output-qubit works just as well here as it did in
Sec. I and II. Adding this correction, matching the phases
reduce to the requirements
e−i
1
~ (β+γ
J
2 )τ = e
i 1~
(
γ J2 +
√
J2+β2
)
τ
(19)
= e
i 1~
(
γ J2−
√
J2+β2
)
τ
. (20)
Note that these phases are identical to some of the
phases that needed to be matched when dealing with
the excitation-parity neuron (see (8) ) when a phase-gate
was applied to the output qubit of that system. From the
discussion of that system we therefore already know a set
of solutions:
γ = 1
β = kA (21)
J = ±
√
l2 − k2A
where l is the largest number in a Pythagorean triple
that also contains k. However, looking closer at how this
solution came about, we can note two things: Firstly, the
problem of matching the phases in sec. (I) contained an
additional constraint compared to our current problem.
Indeed, the fact that β/A should be an integer originated
from matching the phases of |↓ ↓〉 and |↑ ↑〉, a set of
phases that in this case are automatically identical once
the factor of −i is taken care of. Secondly, we arrived
at the solution (21) by assuming γ = 1, a requirement
that was only necessary if we also wanted to operate
with a phase-neuron on the same input-state. Both of
these observations indicate that more general solutions
than the one in (21) should exist to our phase-matching
problem. Finding these more general solutions from (19)
is relatively straightforward. From the matching of the
phases on the |ξ±〉-states we get
e
i 1~
(
γ J2 +
√
J2+β2
)
τ
= e
i 1~
(
γ J2−
√
J2+β2
)
τ
⇔ ei 1~ 2
√
J2+β2τ = 1
⇔ 1
~
2
√
J2 + β2τ = 2pil for l ∈ Z
⇔ J = ±
√
l2A2 − β2 for l ∈ Z .
Using the fact that this implies ei
1
~ 2
√
J2+β2τ = (−1)l now
yields the final criteria
e−i
1
~ (β+γ
J
2 )τ = (−1)l ei 1~ (γ J2 )τ (22)
⇔ ±γ
√
l2A2 − β2 = (2s− l)A− β for s ∈ Z ,
13
where the sign is the one appearing in the expression for J .
We can use this equation to either express γ in terms of
β or express β in terms of γ. The first option is relatively
straightforward, yielding simply
γ = ± (2s− l)A− β√
l2A2 − β2 ,
analogeously to the expression in (10). The second option
is a bit more involved. Squaring (22) yields the quadratic
equation
0 =
(
1 + γ2
)
β2 − 2 (2s− l)Aβ (23)
+
(
(2s− l)2A2 − l2A2γ2
)
.
This has real solutions whenever
l2
(
1 + γ2
)− (2s− l)2 ≥ 0 (24)
in which case they can be expressed as
β =
A
1 + γ2
(
(2s− l) (25)
+ (−1)k γ
√
l2 (1 + γ2)− (2s− l)2
)
where k is an integer. Thus because (22) implies (23),
we know that β needs to be of this form to fulfil our
phase-criteria. However, (23) does not in general imply
(22), and thus it is not a priori obvious that all of the
solutions in (25) will also be solutions to the original
equation. Because the right hand side of (22) is real,
a necessary condition is that the left hand side of this
expression should also be real, or equivalently:
l2A2 − β2 ≥ 0 . (26)
Indeed, if this is the case you can move from the squared
criterion to the original one by taking the square root.
Thus β solves the original requirement for some sign of
J if and only if it is of the form (25) and is smaller in
norm than lA. Interestingly, this is automatically the
case whenever β is real. In other words, it turns out that
(24) implies (26). To see this, let x = s/l. The solutions
then take the form
β
Al
=
1
1 + γ2
(
(2x− 1) (27)
+ (−1)k sign (l) γ
√
(1 + γ2)− (2s− l)2
)
.
The interval where this is real follows directly from (24):
1
2
− 1
2
√
1 + γ2 ≤ x ≤ 1
2
+
1
2
√
1 + γ2
Determining the largest absolute value of the function
(27) on this interval is now a question of simple calculus.
Taking the derivative and setting it zero yields
1 = (−1)k sign (l) γ 2x− 1√
(1 + γ2)− (2x− 1)2
Squaring this yields the fact that the function can only
have local extrema when (2x−1)2 = 1, i.e. when 2x−1 =
±1. At these points, the absolute value of the function
reaches ∣∣∣∣ βAl
∣∣∣∣ = 11 + γ2 ∣∣∣±1 + (−1)k sign (l) γ |γ|∣∣∣
=
∣∣∣1± (−1)k sign (lγ) γ2∣∣∣
1 + γ2
which is at most equal to one. Similarly, determining
the value of the function on the boundary of the inter-
val on which it is defined is straightforward and yields(
1 + γ2
)− 12 , another number that is at most equal to one.
Since we know that the largest absolute values that our
function takes must be attained either at points with van-
ishing derivatives or at the boundaries of the interval on
which it is defined, we can now conclude that the absolute
value of our function never exceeds one—and thus that
the requirement (26) is fulfilled.
B. Reduced network
FIG. 5: Schematic depiction of a network for comparing
pairs of Bell states employing fewer qubits to do so than
the one presented in the main text. The left-most layer
marked in red constitute the inputs to the network, with
subsequent layers extracting and comparing information
about either the phase (blue) or the excitation parity
(orange) of the input states, with the result of the
comparison stored in the green output qubit.
The construction of the network presented in the main
text was partially guided by the desire for a neuromorphic
structure that iteratively feeds information forward, layer
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by layer, until it reaches the output qubit. As a part of
this process, the phase and excitation-parity of both of the
input states was read out and the resulting information
stored in the second layer (see Fig. 4). However, this is
quite a lot of information to extract and store considering
we are not interested in the full nature of each Bell-
state separately, but only in whether their properties
are identical or not. Thus it would be desired that we
could bypass this large second layer and move directly to
the two qubits of the third layer. To see how this could
be implemented, consider a situation where the second
layer only has two qubits—one for phase and one for
excitation-parity, as depicted in Fig. 5. Note that each of
the qubits in the second layer are now connected to both
of the input-states. The way this should be interpreted
is that these neuron-functions should be run sequentially.
Thus to compare the two phases, we would first run the
phase-neuron protocol on the first input-state, and then
once it finishes we would run it on the second input state
as well. The effect of this would be that the blue qubit
in the middle layer would be flipped an even number of
times (0 or 2) if the phases are identical, and an odd
number of times (i.e. 1) if they are not identical. Thus
up to a simple NOT-gate the state of the blue qubit is
identical to the state of the blue qubit in the third layer
of the original network. Similarly, sequentially running
the excitation-parity protocols results in the orange qubit
in the middle layer of Fig. 5 being in the same state as
the orange qubit in the third layer of the original network,
up to a NOT-gate. Thus we have essentially bypassed the
need for the second layer of the network. The main price
we pay is that we either need to be able to address the
two qubits in the middle layer in such a way that we can
perform the aforementioned NOT-gates, or we need the
final operation to be able to detect |↓ ↓〉 instead of |↑ ↑〉.
Looking to Sec. III A, we note that the latter solution
only require a shift in the driving frequency from Ω+2β~ to
Ω−2β
~ combined with a brief reconsideration of the phases.
A more subtle disadvantage is the fact that the reduced
network requires the availability of a higher degree of
tunable connectivity, since the qubit with the largest
number of interactions now need 4 connections to other
qubits rather than 3. Additionally, the more optimized
structure could also be argued to be less neuromorphic,
since setting the state of the qubits in the second layer
requires multiple interactions with the input-data to be
run in a fairly structured way rather than the protocol
being defined simply by what kind of neuron a given
qubit is the output of. Nevertheless, the savings in the
number of qubits may make the reduced network a better
candidate for practical applications of this type of scheme.
