The problem of scheduling a set of n unit execution time (UET) tasks subject to precedence constraints on m identical parallel processors is known to be N P -hard in the strong sense. However, polynomial time algorithms exist for some classes of precedence graphs. In this paper, we consider a class of divide-and-conquer graphs that naturally models the execution of the recursive control abstraction of divide-and-conquer algorithms. We prove that the Highest Level First (HLF) strategy minimizes the schedule length for this class, thus settling a conjecture of Rayward-Smith and Clark.
Introduction
A fundamental problem in deterministic scheduling theory is that of scheduling a set of n unit execution time (UET) tasks subject to precedence constraints on m identical parallel processors in order to minimize the schedule length (makespan).
For m = 2, the problem is solvable in polynomial time for an arbitrary precedence graph (Coffman and Graham [3] ).
It becomes N P -hard in the strong sense for an arbitrary m, even for restricted graphs such as opposing forests (Garey et al. [8] ). The complexity is still unknown for fixed m ≥ 3 and arbitrary precedence constraints. However, for some special precedence graphs polynomial time algorithms have been developed. These include trees (Hu [10] ), in-forests and outforests (Bruno [1] ), over-interval graphs (Chardon and Moukrim [2] ), quasi-interval graphs (Moukrim [11] ), level orders and opposing forests for a fixed m (Dolev and Warmuth [5] ), and arbitrary graphs with bounded height (Dolev and Warmuth [7] ). This paper considers the divide-and-conquer class of graphs. A divide-and-conquer graph is recursively defined as follows. A single node is a divide-and-conquer graph. Let s and t be two distinct nodes and DC split a problem into a number of subproblems which in turn are split into even smaller subproblems and so on. Once the subproblems become small enough, each of them is solved individually. Finally, divide-and-conquer algorithms gradually merge solutions of the subproblems into a solution of the original problem. It is well known that a number of problems lend themselves naturally to the divide-and-conquer solution strategy. These include binary search, minimum and maximum finding, quicksort and mergesort, number multiplication, Strassen's method for matrix multiplication, the fast Fourier transform, and many more (see e.g. Dasgupta et al. [4] ).
The restriction to unit execution times (UET) is a typical initial step in tackling the more general preemptive case with arbitrary execution times. In addition to delineating the borderline between polynomial and computationally intractable problems, the UET problems may also occur in practice in their own right. For instance, minimum finding requires only simple arithmetic operations on array indices when splitting the problem into subproblems, and then equally simple comparison operations when merging the subproblem minimums. All these operations can reasonably be assumed to have unit execution times.
Rayward-Smith and Clark [12] leave open the question of whether the divide-and-conquer UET task graphs can be scheduled in polynomial time. More specifically, they conjecture that the Highest Level First (HLF) strategy actually finds an optimum makespan for these graphs. In this paper, we first show that Dolev and Warmuth's Elite Theorem of [6] leads to a polynomial time algorithm for the divide-and-conquer UET task graphs. This algorithm, however, may not produce HLFschedules. We next show how these optimal schedules can be transformed into HLF-schedules of the same makespan and thus we prove that Rayward-Smith and Clark's conjecture holds.
This paper is organized as follows. Section 2 introduces preliminaries for the remaining sections. Section 3 presents an optimization algorithm based on Dolev and Warmuth's Elite Theorem of [6] to schedule a divide-and-conquer UET task graph on m identical parallel processors. Section 4 proves the correctness and optimality of this algorithm. These two sections are intermediate steps in the proof of the conjecture of Rayward-Smith and Clark [12] . Section 5 exhibits a procedure to transform schedules obtained by this algorithm into HLF-schedules of the same makespan thus proving the main result of the paper. Finally, concluding remarks are presented in Section 6.
Preliminaries
In this section, we first discuss some properties of general precedence task graphs before proceeding with the divideand-conquer task graphs. Let G be a precedence UET task graph which may be composed of several components, and m the number of identical parallel processors.
General precedence task graphs
In the following, we recall definitions and notations necessary for the Elite Theorem of [6] .
Definition 1.
If there exists in G a path from task x to task y, then x is a predecessor of y, and y is a successor of x. The height or level of x is the length of the longest path that starts at x. The height of a component is the length of the longest path in the component. 
Definition 4. The Elite of G, denoted by E(G)
, consists of all the initial tasks of G which belong to components that are strictly higher than the median.
For example, in Fig. 2 , if m = 4, then the graph has a median 5, and its Elite is made up of the six initial nodes of its first three components. These nodes are left blank in that figure. Now, if m = 3, then the median of this graph is 7, and its Elite is empty.
Definition 5.
A schedule Γ for G is a sequence of sets Γ 1 , . . . , Γ k such that 1. sets Γ i , for 1 ≤ i ≤ k, partition the tasks of G, and 2. if x ∈ Γ i and y ∈ Γ j , for 1 ≤ i ≤ j ≤ k, then there is no path from y to x in G.
The length of a schedule Γ , denoted by C max (Γ ), is the index of the last nonempty set in the sequence. A minimum schedule length is called optimal and is denoted by C * max (Γ ). Tasks of Γ i are executed in time slot i.
, is a set of m highest initial tasks of the subgraph induced by all tasks scheduled in time slot i of Γ or later. If there are less than m initial tasks, then all of them are in Γ i . [6] ). Let G be a precedence UET task graph for m identical parallel processors.
Theorem 1 (The Elite Theorem

If E(G) contains more than m tasks, then there exists an optimal schedule for G that starts with m initial tasks of E(G).
If E(G) contains m tasks or fewer, then any set of m highest initial tasks of G is a first slot of some optimal schedule for G.
3. If E(G) = ∅, then HLF produces an optimal schedule for G that has idle processors only in its last time slot.
Divide-and-conquer task graphs
We now introduce definitions and notation specific to divide-and-conquer UET task graphs. Let us consider a DC -graph
Note that a DC -graph is also referred to as a DC -component.
Definition 7. An S-component is a component of the form
where DC 1 , . . . , DC k are all DC -components for some k ≥ 1, and s is a single node, see Fig. 3 . 
Operator λ simply trims the bottom node t of DC -and T -components. Finally, we define t = bottom(C ), for C being either a DC -or a T -component. Looking slightly ahead to the algorithm of Section 3, the algorithm trims the top and the bottom tasks of S-and Tcomponents, respectively using operators µ and λ, and it keeps the component-list ordered in descending order of the component height. Thus, whenever it replaces these components by their DC -subcomponents it finds these subcomponents in different positions of the ordered component-list. However, the highest of them (their number is equal to the width defined below) will end up in front of the component-list where they can be trimmed again in the same iteration. In order to perform this trimming correctly, the algorithm needs to know how many highest DC -subcomponents are there after the first trim in Case 2.2.3. We shall leave details to the algorithm and complete this section with the definition of the width of either an S-or a T -component as the number of its highest DC -subcomponents. Formally, Definition 10. The width of a component C (either S or T ), denoted by ω(C), is the number of its highest DC -subcomponents, that is 
The algorithm
In this section, we describe an algorithm based on the Elite Theorem that schedules a divide-and-conquer UET task graph to optimality. Then, we illustrate this algorithm with a numerical example.
Description
The input to the algorithm is a single DC -component list that contains the initial divide-and-conquer graph G. The algorithm then iteratively applies operators µ and λ to the highest components of the component-list and extends both the front and the rear ends of the schedule by the tasks trimmed by these µ and λ operators, respectively. The algorithm produces a new list of DC -, S-, and T -components in each iteration. The algorithm always restores the descending height order of the current component-list at the end of each iteration. The algorithm proceeds to the next iteration whenever this component-list has a nonempty Elite set. Otherwise, HLF algorithm is applied to the leftover graph made up of components in this list to complete the schedule. Then, the algorithm stops. The crux of the algorithm is that it keeps the Elite of the component-list limited to at most m tasks at the beginning of each iteration. In what follows, we describe a single iteration, i, of the algorithm. 
is the empty list. Let Γ i and Ψ i denote the sets of tasks trimmed by operators µ and λ, respectively, at iteration i. Γ i and Ψ i extend, respectively, the front and the rear end of the schedule being built. The following are the only cases that can occur in any iteration i.
Two subcases may occur in Case 1.
complete schedule is as follows:
and the algorithm stops. 
Next, restore the descending height order of L i+1 , and move to iteration i + 1.
We shall assume without loss of generality that among the S-and T -components of equal heights the former precede the latter. We have two subcases to consider for Case 2.
. . , i − 1, then the complete schedule is as follows:
is as follows, see Fig. 6 where the bottom and top blank nodes inside components S i and T i , respectively, represent their DC -subcomponents:
That is, L i starts with x i (x i > 0)DC -components followed by y i (y i ≥ 0)S-components and y i T -components. All these Sand T -components are of equal odd height h i ≥ 1. They are followed by p i (p i ≥ 0)DC -components of height h i − 1. Note that since these components are shorter than the S-and T -components, they are denoted hereafter as dc-components. The remaining components, if any, are in the list L i but they are shorter than the first (x i + 2y i + p i ) components.
We have three subcases to consider for Case 2.2. 
If 2m > q + r and h(DC m ) > 0, then we set the following, see Fig. 8 : 
Before presenting the third subcase, let us first define the following for S 1 , . . . , S
First, we set the following, see Fig. 11 : 
This exhausts all cases that can occur in iteration i.
Illustration
We now illustrate the work of the algorithm for m = 3 identical parallel processors and the divide-and-conquer graph with n = 18 UET tasks shown in Fig. 14. Applying the above algorithm, we obtain the schedule as follows. The remaining graph is now made up of N 4 = 4 components: the nodes 5, 6, 7 and 14. The median of this graph is 1 and its Elite is empty. We are in Case 2.1. Therefore, the algorithm stops as HLF is optimal for that graph. The following HLF-schedule is thus generated H = {5, 6, 7}, {14}. By setting Γ 5 = Ψ 3 , Γ 6 = Ψ 2 and Γ 7 = Ψ 1 , we get the complete schedule Γ 1 , Γ 2 , Γ 3 , H , Γ 5 , Γ 6 , Γ 7 of makespan 8, see 
Correctness and optimality of the algorithm
We now prove that the algorithm of Section 3 is correct and that it always produces optimal schedules. Let L i = (C 1 , . . . , C N i ) be the height ordered component-list at iteration i of the algorithm. Let us assume that M(C 1 , . . . ,
. Otherwise, the Elite set of L i is empty and thus the Elite Theorem can be invoked to ensure the optimality of HLF for L i and the algorithm stops. We denote by x i , p i , and y i the numbers of DC -components, dc-components, S-or T -components, respectively, at iteration i of the algorithm. Let us first establish the following properties.
Proposition 1. If N i ≤ m, then L i contains only DC -components.
Proof. Clearly, the algorithm starts with a single DC -component and m ≥ 1. Moreover, if the algorithm ever comes back to Case 1 in some iteration i + 1, then it does so immediately after leaving Case 2. Proof. In order to prove Proposition 2, it suffices to prove that if it holds immediately before Case 2.2 is executed in iteration i, then either it does so immediately after Case 2.2 is executed or N i+1 ≤ m and all components of L i+1 are DC -components immediately after Case 2.2 is executed in iteration i. We proceed in a case by case fashion. We are now ready to prove the algorithm correctness.
Theorem 2. The algorithm is correct.
Proof. This result immediately follows from Propositions 1-3. Namely, Proposition 1 ensures that L i at the start of Case 1 has no other components than DC -components. Moreover, Proposition 2 ensures that only the correct L i is always passed to Case 2.2. The correct L i starts with x i > 0 DC -components, these are followed by y i ≥ 0 S-components and y i T -components, all of equal height. These 2y i components, in turn, are followed by p i ≥ 0 DC -components all of height one less than the height of the S-and T -components. All the remaining components, if any, are shorter than the first (x i +2y i +p i ) components. The following is the key argument in the proof of optimality.
Proposition 4. The cardinality of the Elite set of L i does not exceed m.
Proof. Let N i ≤ m, then it follows from Proposition 1 that L i contains only DC -components. Thus, its Elite set is made up of at most m tasks since there is exactly one initial task in each DC -component. If N i > m, then by Proposition 3, the mth component must be among the highest (x i + 2y i + p i ) components. Thus, its height can be either h or (h − 1) or higher than h, where h is the height of any T -(or S-) component among the highest (x i + 2y i + p i ) components. Obviously, h is odd. In the first two cases, the median is either (h + 1) or h and the Elite set is made up of initial tasks of the highest DC -components of which there are less than m. In the third case, the m highest components are all DC -components. Therefore, the Elite set is again made up of at most m tasks since there is exactly one initial task in each DC -component.
Theorem 3. The algorithm finds an optimal schedule.
Proof. This follows from the Elite Theorem and Proposition 4 as we need not resort to (1) in the Elite Theorem when constructing a schedule.
We close this section with a comment on the time complexity of the algorithm. However, we emphasize that this time complexity will be improved in the next section where we prove that the schedule produced by the algorithm can be turned into an HLF-schedule. We thus prove that a more efficient HLF algorithm can in fact be used instead of the current algorithm. Consequently, the current algorithm is only a step in the proof of the conjecture of Rayward-Smith and Clark [12] and not the goal itself.
Here are details on the time complexity of the algorithm. By Propositions 1 and 2 the highest component of L i is of DC type. At each iteration i, the height of the highest component of L i is reduced by two through the application of operators µ and λ. Therefore, the number of iterations before the Elite becomes empty, and the HLF algorithm is used to complete the schedule is O(n). At each iteration i, component-list L i+1 has to be sorted in decreasing order of the height of its components. This takes O(n log n) time. Also, HLF takes O(n) time. Thus, the overall time complexity of the algorithm is O(n 2 log n).
HLF for divide-and-conquer graphs
In this section, we show how to obtain an HLF-schedule from the optimal schedule produced by the algorithm of Section 3 with no change in the makespan.
First, we observe that algorithm of Section 3 may produce a schedule which is not HLF according to L (the level in the original divide-and-conquer UET task graph G). Indeed, in Fig. 15, task 14 is at level 1 but it is scheduled earlier than task 11 which is at level 2.
Before proceeding any further we need to introduce the necessary terminology and notation. First, we observe that deleting all the middle tasks from the DC -graph G breaks it into two trees: the top out-tree, O, and the bottom in-tree, I. Clearly, by definition of the divided-and-conquer graphs, these two trees are identical except for their arc directions, which are exactly opposite. Let u be a task in the top out-tree O and l be a task in the bottom in-tree I. The distance from u to its most distant middle task successor is referred to as the H-level of u and it is denoted by H(u). Similarly, the distance to l from its most distant middle task predecessor is referred to as the J-level of l and it is denoted by J(l). By definition Otherwise, let 1 ≤ m < m be the number of processors occupied in the last time slot of S T . We now need to schedule the bottom forest B. For this we need the right order of tasks at any given J-level in B. The order depends on the schedule S T and it is obtained recursively as follows. Start with level = 1, assign to a task t at that level a time index of the latest slot in S T containing a middle task preceding t. The tasks at level = 1 will then be ordered in descending order of their indices. Suppose that the tasks at all levels = 1, . . . , k have been so ordered. To any task x at level = k + 1, assign the latest index among all its predecessors at level = k. result, either one of these time slots becomes full or the other empty. Therefore, we can merge the schedules so that there is at most one time slot with empty processors in the merged schedule, thus again we obtain an optimal schedule. We are now ready to prove the conjecture of Rayward-Smith and Clark [12] .
Theorem 4. HLF-schedules are optimal for divide-and-conquer UET task graphs.
Proof. Let k * be the latest k for which Proposition 5 holds. That is each of the sets Γ k * +1 , . . . , Γ C max includes at least one task from the in-tree I, whereas none of the sets Γ 1 , . . . , Γ k * does. Define
We observe that the algorithm ensures that there is no middle task being initial in at least one of the graphs G 1 , . . . , G k that is higher than the lowest task in Γ k for k = 1, . . . , k * . We assume here that operator µ picks the middle tasks in descending order of their L-levels whereas operator λ picks the middle tasks in ascending order of their L-levels to break ties in the algorithm. Now, let us change the schedule for Γ 1 ∪· · ·∪Γ k * which includes the top out-tree O and the middle tasks from Γ 1 ∪· · ·∪Γ k * to an optimal HLF-schedule by using for instance Hu's algorithm with respect to the L-level. Denote the new schedule by Γ 1 , . . . , Γ k * . It is clear that the makespan of this new schedule is exactly k * . Since HLF rule with respect to the L-level is used for the new schedule, then the lowest task in Γ k is not higher than the lowest task in Γ k . By the same token, the lowest initial task in G k = G − Γ 1 ∪ · · · ∪ Γ k−1 is not lower than the lowest initial task in G k for k = 1, . . . , k * . Therefore, HLF ensures that there is no middle task being initial in at least one of the graphs G 1 , . . . , G k that is higher than the lowest task in Γ k .
This observation is crucial for the proof, for if a task from Γ k * +1 ∪ · · · ∪ Γ C * max being initial in G k is higher than a task in Γ k , then there would be a middle task initial in at least one of G 1 , . . . , G k higher than the lowest task in Γ k . This, however, leads to a contradiction. Consequently, tasks from Γ k * +1 ∪ · · · ∪ Γ C * max may be moved to the slots Γ 1 , . . . , Γ k * only to fill in empty processors, if any, in Γ 1 , . . . , Γ k * but not to replace the tasks already there to ensure HLF-schedule. This transfer however can be done in HLF way as follows. For each l = 2, . . . , k * , in this order, check if there is a task from Γ k * +1 ∪ · · · ∪ Γ C * max that is feasible to schedule in Γ l , that is |Γ l | < m and the task is initial in G l . If such tasks exist, then take the one with the highest L-level and move it into Γ l . This process is repeated until there are no more tasks in Γ k * +1 , . . . , Γ C * max that can be moved into Γ 1 , . . . , Γ k * . It is clear that the new schedule up to time slot k * is HLF with respect to the L-level.
Finally, obtain an optimal HLF-schedule, by using again Hu's algorithm with respect to the L-level, for the tasks remaining in Γ k * +1 , . . . , Γ C * max . Since these tasks form an in-tree the makespan of the new schedule is the same as the original one. It then follows that the concatenation of the two HLF-schedules produces an HLF-schedule with respect to the L-level which is optimal for the original divide-and-conquer UET task graph.
To illustrate the above transformation, let us return to the divide-and-conquer UET task graph of Fig. 14 . Now, operator µ picks the middle tasks in descending order of their L-levels, whereas operator λ picks the middle tasks in ascending order of their L-levels to break ties in the algorithm of Section 3. Therefore, going through all the iterations as we did in Section 3.2, the algorithm produces the schedule shown in Fig. 16 .
Let us now apply the transformation of Theorem 4 to the schedule of Fig. 16 . The latest value k * for which Proposition 5 holds is k * = 5. Using Hu's algorithm for the top out-tree O and the middle tasks of Γ 1 ∪ · · · ∪ Γ k * , with respect to the L-level, we obtain a new schedule (in fact, the schedule remains the same in our example). Then, from Γ 6 , we move tasks 15 and 10 to fill in Γ 5 . The remaining tasks 13, 14, 16 and 17 form an in-tree and are scheduled according to Hu's algorithm.
Concatenating these two schedules yields the HLF-schedule shown in Fig. 17 .
Theorem 4 shows that HLF-schedules are optimal for divide-and-conquer UET task graphs, however, an optimal HLFschedule can then be found in linear time. Thus, we just proved that an optimal schedule for a divide-and-conquer UET task graph can be obtained in O(n) time.
Conclusion
In this paper, we considered the problem of scheduling a set of n UET tasks subject to divide-and-conquer precedence constraints on m identical parallel processors to minimize the makespan. We showed that HLF-schedules are optimal for these precedence constraints, thus settling the conjecture of Rayward-Smith and Clark [12] . Therefore the problem is solvable in linear time. However, a need for a simpler proof of this conjecture remains. Moreover, the characterization of a class of graphs broader than the DC graphs for which HLF schedules are optimal remains an open and intriguing question.
The problem of scheduling divide-and-conquer UET task graphs when the number of available processors varies with time remains an interesting open question to study. Further research on divide-and-conquer graphs may also explore preemptive scheduling with tasks of arbitrary length, scheduling UET tasks with communication delays and the problem of scheduling UET tasks with respect to the maximum lateness criterion.
