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2 つのサーバ内で補充している。
10.2.大容量データアーカイブシステム
アーカイブシステムの改変に伴い、2006 年度中盤から運用を停止し、2008 年に完全撤去を行った。
10.3.電波無響室（J.T. スリスマンティヨ）
平成 20 年 2月 15 日に環境リモートセンシン
グ研究センターマイクロ波リモートセンシング
研究室（ヨサファット研）に電波無響室が完成
しました。この設備は周波数 1GHz から 40GHz
まで使用可能で、合成開口レーダ（SAR）をはじ
め、マイクロ波の電波伝搬と散乱の実験などに
応用する予定です。この設備の寸法は幅 4.0m ×
長 6.6m ×高 2.4m で、また吸収特性は 35dB 以
上です。
マイクロ波リモートセンシングにおける様々
な実験を支援するために、今年度にネットワー
クアナライザ、マイクロ波回路・基板加工装置、高精度回転台なども整備しました。また、合成開口レー
ダの開発に必要不可欠なマイクロ波回路とアンテナを開発するために、モーメント法（MoM）、有限要素
法（FEM）などを使用した高周波回路・アンテナ設計用のソフトウェアも整備しました。
これらの設備は現在飛行機（無人飛行機 UAV を含む）とマイクロ衛星搭載用の合成開口レーダの開発
に使用しています。また、当センターの全国共同利用研究でも多いに活用し、全国の研究者と共同して、
合成開口レーダ、マイクロ波放射計・散乱計、道路凍結監視センサなどであるマイクロ波における様々な
センサの開発に使用します。
10.4.ソフトウェア（近藤昭彦）
　地理情報解析室 :ENVI、IDLERMapper
　　　　　　　ArcGIS
［11］　平成 20年度計算機データベース主要業務
11.1.概要
2005 年度から継続して推進してきたアーカイブシステムの改良、ノウハウの蓄積がようやく実を結ん
だ形で現在データ公開事業は安定して行えている。以下主要業務を記載する。
　図　マイクロ波リモートセンシング研究用電波無響室
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11.2.2008 年度計算機・データベース主要業務
2008 年度での主要課題は以下の 2点であった。
a.CEReS 設立初期に導入されたテープアーカイバの撤去、およびアーカイブ室の改修
b.a.で強化されたサーバ室へのアーカイブサーバ群の引越し、それに伴う環境整備
a.は 2007 年度に目的積立金の形でテープアーカイバ撤去費用を捻出し、2008 年 8月に撤去を行った。
その後、エアコン、電源の強化を行った。この費用は学内裁量経費で一部執行したことを付記しておく。
さらに、4大学連携バーチャルラボラトリ事業（以下 VL）で購入している静止気象衛星生データのテー
プの収納するため、テープラックを 3台導入した（図 1）。
b.は 2007 年度末に VL経費で購入した 40Uラックを 4台設置し、2007 年末に実施した。作業そのも
ののは1週間かかったが、作業前後で大きなトラブルも無く、引越しは無事完了した。これまでの20Uラッ
ク運用と異なり、より高層化、高密度化することから、熱問題が引越し直後の試験運用時にやや見られたが、
1U分の空きを設けて設置する等の処置を施すことにより、これまで以上に安定して稼働している（図 2）。
11.3.データ管理支援室の業務
職務は 2007 年度の変更をほぼそのまま踏襲している。主なものは、各種サーバの稼働状況の確認、手
動で行う作業、画像website の整備、データダウンロード実績整理、およびCEReSwebsiteコンテンツ
管理である。なお、障害・不具合等に早急に対応する必要があるため、これまで同様毎週データベース委
員会およびデータ管理支援室で週例会議を実施している。
a）．各ワークステーションの状態検査 : 下記マシンの動作確認（ルーチン化しているスクリプト等の稼動
状況やネットワーク状況、ディスク使用量）やログの確認と更新。
受信機 2台（hrptrec、anylrec）→順調に稼動中
図1.C3室に設置されたテープラック
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PC-tracker（毎火金曜軌道情報手動更新→ hrptrec と通信不良のため）→滞りなく稼動中
ceres6tx（データ再処理用）→過去データをフル回転にて再処理中のため能力低下傾向
FY2 システム（受信機 +WS）→ 19年度 1月末にアンテナ・受信機一新
dbsch、cgnse（いずれも NOAA/AVHRR 受信データバックアップ用）
　　　→特に問題なし、データは 2ヶ月ごとに消去
新 ceres7tx（NOAA 軌道情報取り込み、ブラウズサイトとしても稼動）
　　　→ 7月末にウィルス攻撃に合い、停止　→ quicklooks へ移行
quicklooks（NOAA 軌道情報取り込み、ブラウズサイトとしても稼動）
　　　→新 ceres7tx より移動　→ VLと共用
tape（データバックアップ用Ultrium 専用マシン）　→　VLと共用
disk-archiver システム（avhrr、modis、mtsat-1r、gms、goes、fy、meteosat）
　　　→ 4月に新規 ftp サーバー（fy、meteosat）追加公開
　　　　avhrr:NOAA 生データ、プロダクツデータ
　　　　modis（学内専用）:MODIS データ（JAXAランドライン取得）
　　　　mtsat-1r:MTSAT データ（WNI/ ウェザーニュース受信分、IIS/ 東大地震研受信分）
　　　　tastm:MTSAT データ（IIS/ 東大地震研受信分）オフライン処理用
　　　　　　　→ 4VL の WNI グリッド化データ不完全の際、IIS データにて処理・補填
　　　　gms:GMS-SVISSR・GOES 生データ、プロダクツデータ
　　　　goes:GOES データ　→ VLにてグリッド化処理進行中
　　　　fy:FY2-B/C/D 生データ　→ VLにて準リアルタイムグリッド処理進行中
　　　　meteosat（学内 /VL 関係研究者専用［ライセンスの関係上］/ 今年度より新規立ち上げ）
　　　　:METEOSAT データ　→ 4VL にてグリッド化進行中
・受信生データ（NOAA、FY2、MTSAT、MODIS）の受信・転送状況、各層のデータ確認とブラウズ
データ（gif 画像作成分）のノイズ等確認。
　NOAA:N17 号　－　受信しているがノイズ・ライン欠損多し、即時加工・ブラウズ化
N18 号　－　安定して受信、週単位で加工・ブラウズ化
→受信データ-----avhrr:/data/ へ即時アーカイブ
　　　　　　月初めに前月分データを再確認後、ディスク使用量効率化のため、生データは圧縮、加工
データも再圧縮
　FY2-D:受信しているが時々ライン欠損、また強風によるアンテナの位置ずれ等で受信不良　
　　　　あり（1日分まとめてブラウズ化）→ fy へ即時アーカイブ . 月初めに生データ圧縮
　MODIS:JAXA より FTPダウンロード取得（現在未画像化につき JAXA サイトから抜粋し
　　　　HDFLook 等で画像確認）→modis:/data/ へ即時アーカイブ
　MTSAT:WNI より可視含むデータ FTPダウンロード取得
　　　　　　→mtsat-1r:/data/disk1 へ即時アーカイブ
　　　　　IIS より地震研受信のデータ FTPダウンロード取得（未公開）
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　　　　　　→mtsat-1r:/data/disk1 へ即時アーカイブ
　　　　　　　tastm:/disk2/mtsat-iis へも即時アーカイブ（オフライン処理用）
　　　　　　　brows/quicklooks:JEG 形式データをブラウズ化
　いずれも転送漏れ、不備データ、加工漏れがあった場合は手動にて再処理。
・毎火曜日に C4の各WS（受信機 2台 +ceres6tx）のシステムバックアップ状況を確認。
　　→HP-SAMによる自動設定なので確認及びバックアップテープ交換
　　　時々不完全なこともあるのでその場合は手動作業
・週一回、受信機 2台の時間合わせ。
・月初めに前月分の各衛星のブラウズ画像のサムネイル化と CDバックアップ、ブラウズホームページ更
新 ･維持 ･管理。
・衛星ごとにUltrium にてテープ（200GB）バックアップ。
　　NOAA・MTSAT・FY2:6 ヶ月単位（200GB に収まる効率の良い範囲なので）
　　MODIS:1 ヶ月単位（10月よりデータ数増加）
・受信アンテナのチェック。
　　→年に数回程度（必要に応じて昨年度よりヨサファット先生に依頼）
・年に 2、3回ある停電の際の C4/WS 等の立ち上げ処理とチェック。
　　→その時のWSの稼動状況・不安定さに応じて事前処置実施
・各システム異常時に計算機・DB委員へ連絡・相談・指示を仰ぐ。
　　→基本的に管理室にて対応、できかねる事象は報告
・WS類の UPSバッテリーの発注、交換。
・時々、各サーバー類のOSのアップデート・再起動を行う。
・計算機室 C4/C3 の管理（空調、営繕、掃除等）。
・管理室管轄の消耗品等の発注 ･在庫管理。
・日々の業務日誌と共に週報の作成、回覧。
　　→週報は基本的に毎週末に発行（データサーバーのユーザーダウンロード数チェックを含む）
・ceres メールサーバーの新規ユーザー登録及び DNSの更新。
　　→新年度切り替わり時とその都度必要に応じて
・CEReS-HP コンテンツのアップロード及び稼動・接続状況確認及びカウンターログチェック。
　　→電子広報部門として業務分担
　　　シンポジウム開催等のお知らせ
　　　月一回発行の CEReS ニュースレターのアップ
　　　過去の年報類のデジタル処理（進行中）
・毎週月曜日の週例会に参加
・4VL より依頼のデータのUSBディスクへのコピー、共同研究者への発送。
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表 : データ管理支援室 , データベース・計算機委員会 ,VL 支援室で対応した障害等一覧
（2008 年度）
2008 年 4月 1日 FY2 用新データアーカイブサーバー（fy）設置（VL対応）
4月 2日 METEOSAT 用新データアーカイブサーバー（meteosat）設置（4VL 対応）
4月 9日 ATMglobalIPの一般ユーザ使用停止
4月 23日 dbcom:RAIDファン故障、tastm（作業用新規立ち上げサーバー）メモリ周りで
エラー出る　-->DB 委員会で対応
4月 25日 2008 年度メーリングリスト更新
5月 16日 久世研究室HPを CEReS-HP内へ包括リンク
5月 29日 dbcom: ファン故障、SCSI エラー
6月 2日 CEReS-HP 上の個人プロフィールを新規作成開始
6月 10日 hrptrec: プロセス一時停止、スクリプト再立ち上げ、以後順調 ;　mtsat-1r: 不調
（4VL にて処置）;dbcom: 故障
6月 20 日 MTSAT データ（過去分）のグリッド化（4VL 分）再処理開始
7月 9日 各研究室のソフトウェアチェック作業依頼開始
7月 20日 FY2-C データ一時停止→衛星側の問題と判明（ビジョンテック対応）
7月 24日 ATM用ヤマハルーター不調
7月 25日 fy:disk1 に powersupplyfailure 出る
7月 30 日 ceres7tx: 乗っ取り・ウィルス攻撃のため停止、中身他サーバーへ移行 ; サーバー
類（tastm、dbx、quicklooks、modis）の OSバージョンアップ
8月 8日 停止した ceres7tx の中身を quicklooks へ移動
9月 1-3 日 C3 の tape-archiver 撤去作業開始 .FY2-C データ 8月末より画像悪化（衛星自体
の劣化が影響か ?）
9月 11-12 日 C4 にて FY2-D 受信への変更作業開始（ビジョンテック対応）
9月 17日 FY2-D のグリッドデータ化開始
10月 8日 C1のエアコン水漏れ、新規設置要請
10月 15-17 日 C3 新規エアコン入れ替え工事
10月 19 日 定期停電あり、特に異常なし
10月 23-24 日 不要な洗面台撤去作業あり、C1エアコン新規設置
11月 6日 ソフトウェアチェック表事務へ提出
11月 21 日 avhrr:RAID 入れ替え、disk1+disk2一本化で、/data/…へ
11 月 25-26 日 C3 にテープキャビネット搬入あり、電源工事もあり
12月 2-3 日 WNI からのMTSATデータ送信停止あり、後に回復その分の再処理行う
12月 6-8 日 WNI からのMTSATデータ送信停止あり
12月 5-9 日 FY2-D 受信停止あり、アンテナ調整あり（ビジョンテック対応）
12月 19 日 modis:disk1 に書き込みできないため、MODIS データ一時停滞
C1→ C3へサーバー類引越し、avhrr・modis 等少しトラブルあり
（DB委員会 +4VL にて対応）
12月 20-24 日 MODIS/Terra 衛星にトラブル、受信一時停止
12月 23-24 日 fy: ダウン（熱暴走か ?）
12月 26 日 C1→ C3へサーバー類引越し、goes、meteosat 等サーバー入れ替え
（DB委員会 +4VL にて対応）
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12 月 27 日 -
2009 年 1月 4日
年末年始期間も特に問題なし
1月 17日 MODIS/Terra 衛星回復、トラブル中の処理データダウンロード開始
1月 23日 CEReS-HP データベースページ新規作成分に入れ替え、建石研究室の地理情報
データベース（GG-56789）をアップ
→実際のデータはアクセス権の関係上、avhrr:/data/…へ入れ込み
2月 6日 NOAA（NPrime;-19 号）打ち上げ情報入る→ DB委員会へ報告
2月 17-18 日 WNI 分 MTSAT データライン欠損あり、IIS 分も画像不良あり、後に回復
3月 9日 TSAT/IIS データ受信停止中（原因不明、回復待ち）
3月 14日 FY2-D 受信停止、DB委員会へ報告
→3/19 ビジョンテック対応、強風でアンテナずれた可能性あり
3月 24-25 日 MODIS-EOC データ受信停止（EOCサーバー不調）
3月 25日 goes:disk1 に powersupplyfailure 出る
［2008 年度データダウンロード実績］
2008 年度（2008 年 4 月 22 日から 2009 年 3 月 27 日迄）のデータダウンロード実績は以下の通り
である。
2008 年度データダウンロード実績（数字はシーン数［ファイル数］）
衛星名/センサー名 学内ダウンロード数 学外ダウンロード数 昨年度比（学内/学外）
NOAA/AVHRR 57,068 13,758 117.9%/343.4%
Terra&Aqua/MODIS 5,558 304*1 24.9%/--
GMS5 23,174 160 16.1%/0.5%
GOES9 15 0 1%以下/--
MTSAT 83,926 83,468 16.4倍/25.6倍
FY2（-C,-D） 15,209 16,322 7604倍/68倍
METEOSAT 146,927 11,311 --/--
GOES-W,-E 92,806 11,528 --/--
総計 424,683 136,851 61.6%/257.8%
昨年度からの違いとしては、学外利用数が 2.5 倍増えたこと（特にMTSAT、FY2）、既に運用を停止し、
過去データとなっている GMS5、GOES9 の利用数が激減したこと、NOAA/AVHRR の学外利用が地味な
がらコンスタントに増えてきていることが挙げられる。今後もデータセットの充実および広報（website）
の充実を行い、学外利用を増やしている努力が必要である。特に英語での web 記載は海外からの利用促
進に繋がると思われる。
