Semimartingale price systems in models with transaction costs beyond
  efficient friction by Kühn, Christoph & Molitor, Alexander
ar
X
iv
:2
00
1.
03
19
0v
2 
 [q
-fi
n.M
F]
  2
7 A
ug
 20
20
Semimartingale price systems in models with transaction costs
beyond efficient friction∗
Christoph Ku¨hn† Alexander Molitor†
Abstract
A standing assumption in the literature on proportional transaction costs is efficient
friction. Together with robust no free lunch with vanishing risk, it rules out strategies of
infinite variation, as they usually appear in frictionless markets. In this paper, we show how
the models with and without transaction costs can be unified.
The bid and the ask price of a risky asset are given by ca`dla`g processes which are locally
bounded from below and may coincide at some points. In a first step, we show that if the
bid-ask model satisfies “no unbounded profit with bounded risk” for simple strategies, then
there exists a semimartingale lying between the bid and the ask price process.
In a second step, under the additional assumption that the zeros of the bid-ask spread
are either starting points of an excursion away from zero or inner points from the right, we
show that for every bounded predictable strategy specifying the amount of risky assets, the
semimartingale can be used to construct the corresponding self-financing risk-free position in
a consistent way. Finally, the set of most general strategies is introduced, which also provides
a new view on the frictionless case.
Keywords: proportional transaction costs, no unbounded profit with bounded risk,
semimartingales, strategies of infinite variation, stochastic integration
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1 Introduction
In frictionless markets, asset price processes have to be semimartingales unless they allow for
an “unbounded profit with bounded risk” (UPBR) with simple strategies (see Delbaen and
Schachermayer [9]). With semimartingale price processes, the powerful tool of stochastic calcu-
lus can be used to construct the gains from dynamic trading. A trading strategy specifying the
amounts of shares an investor holds in her portfolio is a predictable process that is integrable
w.r.t. the vector-valued price process. Strategies can be of infinite variation since in the underly-
ing limiting procedure, one directly considers the (book) profits made rather than the portfolio
rebalancings.
On the other hand, under arbitrary small transaction costs also non-semimartingales can lead
to markets without “approximate arbitrage opportunities”. Guasoni [14] and Guasoni, Ra´sonyi,
and Schachermayer [16] derive the sufficient condition of “conditional full support” of the mid-
price process, that is satisfied, e.g., by a fractional Brownian motion, and arbitrary small constant
∗We would like to thank Christoph Czichowsky, Miryana Grigorova, Yuri Kabanov, and Martin Schweizer for
valuable comments and fruitful discussions.
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proportional costs. Guasoni, Ra´sonyi, and Schachermayer [17] derive a fundamental theorem of
asset pricing for a family of transaction costs models.
Under the assumptions of efficient friction, i.e., nonvanishing bid-ask spreads, and the exis-
tence of a strictly consistent price system, Kabanov and Stricker [23] and Campi and Schacher-
mayer [5] show for continuous and ca`dla`g processes, respectively, that a finite credit line implies
that the variation of the trading strategies is bounded in probability. A similar assertion is shown
in Guasoni, Le´pinette, and Ra´sonyi [15] under the condition of “robust no free lunch with van-
ishing risk”. An important consequence for hedging and portfolio optimization is that the set
of portfolios that are attainable with strategies of finite variation is Fatou-closed. For a detailed
discussion, we refer to the monograph of Kabanov and Safarian [22].
In this paper, we consider ca`dla`g bid and ask price processes that are not necessarily different.
The ask price is bigger or equal to the bid price. The spread, which models the transaction costs,
can vary in time and can even vanish. The contribution of this paper is twofold. First, we show
that if the bid-ask model satisfies “no unbounded profit with bounded risk” (NUPBR) for simple
long-only strategies, then there exists a semimartingale lying between the bid and the ask price
process. This generalizes Theorem 7.2 of Delbaen and Schachermayer [9] for the frictionless
case. The proof in [9] is very intuitive. Roughly speaking, it first shows that an explosion of the
quadratic increments of the price process along stopping times would lead to an (UPBR). Then,
it considers a discrete time Doob decomposition of the asset price process and shows that an
explosion of the drift part as the mesh of the grid tends to zero would lead to an (UPBR). This
already yields that under (NUPBR), the asset price process has to be a good integrator and thus a
semimartingale by the Bichteler-Dellacherie theorem. More recently, Beiglbo¨ck, Schachermayer,
and Veliyev [3] provide an alternative proof of the Bichteler-Dellacherie theorem combining these
no-arbitrage arguments with Komlo´s type arguments. Kardaras and Platen [24] follow a quite
different approach that only requires long investments. They construct supermartingale deflators
as dual variables in suitable utility maximization problems under a variation of (NUPBR) for
simple long-only strategies. Ba´lint and Schweizer [1] assume that asset prices are expressed in
a possibly nontradable accounting unit. In their setting there need not exist an asset with a
strictly positive price process that can be used as a nume´raire. They show that if there exists a
portfolio with strictly positive value process then, under a discounting invariant form of absence
of arbitrage, which generalizes the condition used in [24], the asset prices discounted by the
portfolio value are semimartingales. Since in transaction costs models it is natural to start with
the relative prices of the tradable assets, there is no obvious analogy of discounting by a portfolio
value. In our model, we implicitly assume the existence of an asset with strictly positive price
process that serves as a reference asset.
In the bid-ask model, we consider a Dynkin zero-sum stopping game in which the lower payoff
process is the bid price and the upper payoff process the ask price. The Doob decomposition of
the dynamic value of the discrete time game along arbitrarily fine grids is used to identify smart
investment opportunities. The crucial point is that the drift of the Dynkin value can be earned
by trading in the bid-ask market. This we combine with the brilliant idea in Lemma 4.7 of [9]
to control the martingale part. We complete the proof by showing that under the assumptions
above, the continuous time Dynkin value has to be a local quasimartingale.
In the second part of the paper, we show how a semimartingale between the bid and the
ask process can be used to define the self-financing condition of the model beyond effective
friction. Without efficient friction, strategies of infinite variation can make sense since they do
not produce infinite trading costs. This of course means that we cannot use them as integrators
without major hesitation. In the first step, we only consider bounded amounts of risky assets.
Thus, the trading gains charged in the semimartingale are finite. Then, we add the costs caused
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by the fact that the trades are carried out at the less favorable bid-ask prices. Roughly speaking,
if the spread is away from zero the costs are a Riemann-Stieltjes integral similar to Guasoni,
Le´pinette, and Ra´sonyi [15]. Then, we exhaust the costs when the spread is away from zero.
The crucial point is that these costs are always nonnegative, and the semimartingale gains are
finite. Especially, infinite costs cannot be compensated and lead to ruin. Under a rather mild
additional assumption on the behavior of the spread at zero (see Assumption 3.18), that goes
at least far beyond the frictionless case and the case of effective friction, this approach leads to
a well-founded self-financing condition. Especially, the self-financing risk-less position does not
depend on the choice of the semimartingale we use in the construction (see Corollary 3.22).
A self-financing condition for general strategies has to be justified by suitable approximations
with simple strategies. With transaction costs, this is a delicate issue. Namely, under pointwise
convergence of the strategies alone, one should not expect that portfolio processes converge. By
the strict Fatou-type inequality (see Theorem A.9(iv) of [15]), some variation/costs can disappear
in the limit. Thus, roughly speaking, we postulate the following: first, the limit strategy is better
than all (almost) pointwise converging simple strategies and second, for each strategy there
exists a special sequence of approximating simple strategies s.t. the wealth processes converge
(see Theorem 3.19).
In the second step, we extend the self-financing condition from the bounded strategies to the
maximal set of strategies for which it can be defined in a “reasonable” way. In the special case
of a frictionless market, this maximal set coincides with the set of predictable processes which
are integrable w.r.t. the semimartingale price process in the classic sense (see, e.g., [21]). Thus,
we also provide a further characterization of this ubiquitous set.
In the no-arbitrage theory, the need for general strategies is already proven in the special
case of frictionless markets. Indeed, Delbaen and Schachermayer [9, Lemma 7.9 and Lemma 7.10]
provide an example with a bounded asset price process showing that no free lunch with vanish-
ing risk (NFLVR) for simple strategies does not imply the existence of an equivalent martingale
measure (EMM). Consequently, under transaction costs general strategies can become an im-
portant tool to guarantee the existence of a consistent price system (CPS), which plays a similar
role as an EMM in the frictionless theory, under an appropriate no-arbitrage condition. On the
other hand, in general a CPS does not exist even though (NFLVR) for multivariate portfolio
processes is satisfied. This can already be seen in discrete time (see Schachermayer [32, Example
3.1]) with the observation that general strategies as described in Definition 3.24 coincide with
simple strategies if the time is discrete.
The paper is organized as follows. In Section 2, we show the existence of a semimartingale
price system (Theorem 2.7). In Section 3, we construct the cost process which allows us to
introduce the self-financing condition for bounded strategies, which is justified by Theorem 3.19
and Corollary 3.22. The extension to unbounded strategies is established in Proposition 3.25,
and the special case of a frictionless market is considered in Proposition 3.26. Technical proofs
are postponed to Section 4 and Appendix A.
2 Existence of a semimartingale price system
Throughout the paper, we fix a terminal time T ∈ R+ and a filtered probability
space (Ω,F , (Ft)t∈[0,T ],P) satisfying the usual conditions. The predictable σ-algebra on Ω×[0, T ]
is denoted by P, the set of bounded predictable processes starting at zero by bP. To simplify
the notation, a stopping time τ is allowed to take the value ∞, but [[τ ]] := {(ω, t) ∈ Ω× [0, T ] :
t = τ(ω)}. Especially, we use the notation τA, A ∈ Fτ , for the stopping time that coincides with
τ on A and is infinite otherwise. Varba(X) denotes the pathwise variation of a process X on the
interval [a, b]. A process X is called la`gla`d iff all paths possess finite left and right limits (but
they can have double jumps). We set ∆+X := X+ − X and ∆X := ∆−X := X − X−, where
Xt+ := lims↓tXs and Xt− := lims↑tXs. For a random variable Y , we set Y
+ := max(Y, 0) and
Y − := max(−Y, 0).
The financial market consists of one risk-free bond with price 1 and one risky asset with bid
price S and ask price S. Throughout the paper, we make the following assumption.
Assumption 2.1. (St)t∈[0,T ] and (St)t∈[0,T ] are adapted processes with ca`dla`g paths. In addition,
St ≤ St for all t ∈ [0, T ] and S is locally bounded from below.
In this section, we only consider simple trading strategies in the following sense.
Definition 2.2. A simple trading strategy is a stochastic process (ϕt)t∈[0,T ] of the form
ϕ =
n∑
i=1
Zi−11KTi−1,TiK, (2.1)
where n ∈ N is a finite number, 0 = T0 ≤ T1 ≤ · · · ≤ Tn = T is an increasing sequence of
stopping times and Zi is FTi-measurable for all i = 0, . . . , n− 1.
The strategy ϕ specifies the amount of risky assets in the portfolio. The next definition
corresponds to the self-financing condition of the model. It specifies the holdings in the risk-free
bond given a simple trading strategy.
Definition 2.3. Let (ϕt)t∈[0,T ] be a simple trading strategy. The corresponding position in the
risk-free bond (ϕ0t )t∈[0,T ] is given by
ϕ0t :=
∑
0≤s<t
(
Ss(∆
+ϕs)
− − Ss(∆+ϕs)+
)
, t ∈ [0, T ]. (2.2)
Definition 2.4. Let (ϕt)t∈[0,T ] be a simple trading strategy. The liquidation value process
(V liqt (ϕ))t∈[0,T ] is given by
V liqt (ϕ) := ϕ
0
t + (ϕt)
+St − (ϕt)−St, t ∈ [0, T ]. (2.3)
If it is clear from the context, we write (V liqt )t∈[0,T ] instead of (V
liq
t (ϕ))t∈[0,T ].
We adapt the notion of an unbounded profit with bounded risk (UPBR) from Bayraktar and
Yu [4] to the present setting of simple long-only trading strategies.
Definition 2.5. We say that (St, St)t∈[0,T ] admits an unbounded profit with bounded risk (UPBR)
for simple long-only strategies if there exists a sequence of simple trading strategies (ϕn)n∈N with
ϕn ≥ 0 such that
(i) V liqt (ϕ
n) ≥ −1 for all t ∈ [0, T ] and n ∈ N,
(ii) The sequence (V liqT (ϕ
n))n∈N is unbounded in probability, i.e.,
lim
m→∞
sup
n∈N
P
(
V liqT (ϕ
n) ≥ m
)
> 0. (2.4)
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If no such sequence exists, we say that the bid-ask process (S, S) satisfies the no unbounded
profit with bounded risk (NUPBR) condition for simple long-only strategies.
Remark 2.6. The admissibility condition (i) is rather restrictive, e.g., compared to [15], see
Definition 4.4. therein, which means that the present version of (NUPBR) is a weak condition.
But, for the following first main result of the paper, it is already sufficient.
Theorem 2.7. Let (St, St)t∈[0,T ] satisfy Assumption 2.1 and the (NUPBR) condition for simple
long-only strategies. Then, there exists a semimartingale S = (St)t∈[0,T ] such that
St ≤ St ≤ St for all t ∈ [0, T ]. (2.5)
A semimartingale S satisfying (2.5) we call a semimartingale price system. The remaining
part of the section is devoted to the proof of Theorem 2.7. As a first step, we will show that it
is actually sufficient to prove the following seemingly weaker version of the theorem.
Theorem 2.8. Suppose that 0 ≤ S ≤ S ≤ 1, and that (NUPBR) for simple long-only strategies
holds. Then there exists a semimartingale S = (St)t∈[0,T ] such that
St ≤ St ≤ St for all t ∈ [0, T ].
Proposition 2.9. Theorem 2.8 implies Theorem 2.7.
Proof. We assume that Theorem 2.8 holds true.
Step 1: Let S be locally bounded from below, S ≤ 1, and (S, S) satisfies (NUPBR). Thus,
there is an increasing sequence (σn)n∈N of stopping times with P(σ
n = ∞) → 1 such that
S ≥ −n on J0, σnK for all n ∈ N. With (S, S), a fortiori ((Sσn + n)/(n + 1), (Sσn + n)/(n + 1))
satisfies (NUPBR). By Theorem 2.8, there is a semimartingale Sn for each n ∈ N such that
(Sσ
n
+n)/(n+1) ≤ Sn ≤ (Sσn +n)/(n+1). The process S :=∑∞n=1 1Jσn−1,σnJ((n+1)Sn −n),
where σ0 := 0, lies between S and S. S is a local semimartingale and thus a semimartingale.
Consequently, Theorem 2.8 holds true under the milder condition that S is only locally bounded
from below instead of nonnegative.
Step 2: Let S be locally bounded from below and (S, S) satisfies (NUPBR) for simple long-
only strategies. Consider the stopping times τn := inf{t ≥ 0 : St > n}, n ∈ N. One has that
P(τn = ∞) = P(St ≤ n ∀t ∈ [0, T ]) → 1 as n → ∞. With short-selling constraints, liquidation
value processes that are attainable in the market ((Sτ
n
/n) ∧ 1, (Sτn/n) ∧ 1) can be dominated
by those in (S, S). Indeed, for t < τn, one has (S
τn
t /n) ∧ 1 = St/n, and a purchase at time τn
cannot generate a profit in the market ((Sτ
n
/n)∧1, (Sτn/n)∧1). Thus, ((Sτn/n)∧1, (Sτn/n)∧1)
satisfies (NUPBR) with simple long-only strategies and by Step 1 there exist semimartingales Sn
with (Sτ
n
/n) ∧ 1 ≤ Sn ≤ (Sτn/n) ∧ 1 for all n ∈ N. Then, S := ∑∞n=1 1Jτn−1,τnJnSn, where
τ0 := 0, shows the assertion.
For the remainder of the section, we work under the assumptions of Theorem 2.8. More
specifically we assume the following.
Assumption 2.10. We assume 0 ≤ S ≤ S ≤ 1 and that (S, S) satisfies (NUPBR) for simple
long-only strategies for the remainder of the section.
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In addition, we set w.l.o.g. T = 1. We now proceed with the proof of Theorem 2.8. The
candidate for the semimartingale will be the value process of a Dynkin zero-sum stopping game
played on the bid and ask price, i.e., let (St)t∈[0,1] be the right-continuous version of
St := ess sup
τ∈Tt,1
ess inf
σ∈Tt,1
E
[
Sτ1{τ≤σ} + Sσ1{τ>σ} | Ft
]
= ess inf
σ∈Tt,1
ess sup
τ∈Tt,1
E
[
Sτ1{τ≤σ} + Sσ1{τ>σ} | Ft
]
,
(2.6)
where Tt,1 is the set of [t, 1]-valued stopping times for t ∈ [0, 1]. The existence of such a process
and the non-trivial equality in (2.6) is guaranteed by The´ore`me 7 & 9 and Corollaire 12 in
[27]. Obviously, S = (St)t∈[0,1] satisfies S ≤ S ≤ S. Thus, we only have to show that (NUPBR)
for simple long-only trading strategies implies that S is a semimartingale. We note that all
arguments remain valid for a different terminal value of the game between S1 and S1.
Next, we recall the notion of a quasimartingale and Rao’s Theorem (see, e.g., Theorem 17
in [30, Chapter 3] or Theorem 3.1 in [2]).
Definition 2.11. Let X = (Xt)t∈[0,1] be an adapted process such that E(|Xt|) < ∞ for all
t ∈ [0, 1]. Given a deterministic partition pi = {0 = t0 < t1 < · · · < tn = 1} of [0, 1] the
mean-variation of X along pi is defined as
MV (X,pi) := E
[∑
ti∈π
∣∣E [Xti −Xti+1 | Fti]∣∣
]
and the mean variation of X is defined as
MV (X) := sup
π
MV (X,pi).
Finally, X is called a quasimartingale if MV (X) <∞.
Theorem 2.12 (Rao). Let X be an adapted right-continuous process. Then, X is a quasi-
martingale if and only if X has a decomposition X = Y − Z where Y and Z are each positive
right-continuous supermaringales. In this case, the paths of X are a.s. ca`dla`g.
Remark 2.13. Usually, Rao’s theorem is formulated for an adapted ca`dla`g process X. However,
to show that X can be written as the difference of two right-continuous supermartingales, the
existence of the finite left limits of X is not needed (see the proofs of Theorem 8.13 in [18] or
Theorem 14 in [30, Chapter 3])). On the other hand, right-continuous supermartingales possess
a.s. finite left limits (see Theorem VI.3 in [10]). This means that the theorem can be formulated
for an a priori only right-continuous quasimartingale that turns out to be ca`dla`g.
If we can show that the right-continuous process S is a local quasimartingale, Rao’s theorem
(in the version of Theorem 2.12) yields that S can locally be written as the difference of two
supermartingales, and it admits a ca`dla`g modification. Thus, S is a semimartingale by the Doob-
Meyer-Theorem (Case without Class D) [30, Chapter 3, Theorem 16]. Hence, we now want to
show that S is a local quasimartingale.
For this, we consider a discrete time approximation Sn = (Snt )t∈Dn of S on the set Dn :=
{0, 1/2n, . . . (2n − 1)/2n, 1} of dyadic numbers defined by Sn1 = S1 and
Snt := median
(
St, St,E
[
Snt+1/2n | Ft
])
, t ∈ Dn, t < 1. (2.7)
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Indeed, it is well-known (see, e.g., [29, Proposition VI-6-9]) that
Snt = ess sup
τ∈T nt,1
ess inf
σ∈T nt,1
E
[
Sτ1{τ≤σ} + Sσ1{τ>σ} | Ft
]
= ess inf
σ∈T nt,1
ess sup
τ∈T nt,1
E
[
Sτ1{τ≤σ} + Sσ1{τ>σ} | Ft
]
, t ∈ Dn,
(2.8)
where T nt,1 denotes the set of all {t, t+1/2n, . . . , 1}-valued stopping times. The following propo-
sition generalizes Kifer [25, Proposition 3.2] from continuous processes to right-continuous pro-
cesses.
Proposition 2.14. Let m ∈ N and t ∈ Dm. Then, we have
lim
n→∞
n≥m
Snt = St P−a.s.
Proof. Let n ∈ N with n ≥ m and t ∈ Dm. The pair of {t, t+1/2n, . . . , 1}-valued stopping times
τnt := inf{s ≥ t : s ∈ Dn, Sns = Ss},
σnt := inf{s ≥ t : s ∈ Dn, Sns = Ss}
is a Nash equilibrium of the discrete time game started at time t, i.e.,
E [R(τ, σnt ) | Ft] ≤ Snt ≤ E [R(τnt , σ, ) | Ft] for all τ, σ ∈ T nt,T , (2.9)
where R(τ, σ) := Sτ1{τ≤σ} + Sσ1{τ>σ}. This follows from [29, Proposition VI-6-9] and its proof
with the observation that in finite discrete time the assertion also holds for ε = 0 by dominated
convergence. For any τ ∈ Tt,T , we let Dn(τ) := inf{t ≥ τ : t ∈ Dn} and
ηn(τ)(ω) := sup
s∈(τ(ω),τ(ω)+1/2n)
max
(|Ss(ω)− Sτ (ω)| , ∣∣Ss(ω)− Sτ (ω)∣∣) , ω ∈ Ω.
This yields the estimates
R(τ,Dn(σ)) − ηn(τ) ≤ R(Dn(τ),Dn(σ)) ≤ R(Dn(τ), σ) + ηn(σ) (2.10)
for all τ, σ ∈ T0,T . Let ε > 0. For the continuous time game, the pair of stopping times
τ∗t := inf{s ≥ t : Ss ≤ Ss + ε},
σ∗t := inf{s ≥ t : Ss ≥ Ss − ε}
is an ε-Nash equilibrium, i.e.,
E [R(τ, σ∗t ) | Ft]− ε ≤ St ≤ E [R(τ∗t , σ, ) | Ft] + ε, for all τ, σ ∈ Tt,T . (2.11)
This is shown in Corollaire 12 and its proof in [27]. Combining the first inequality in (2.9) with
τ = Dn(τ
∗
t ), the first inequality in (2.10) and the second inequality in (2.11) yields
Snt ≥ E [R (Dn(τ∗t ), σnt ) | Ft]
≥ E [R(τ∗t , σnt ) | Ft]− E [ηn(τ∗t ) | Ft]
≥ St − ε− E [ηn(τ∗t ) | Ft] .
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Similar, applying the second inequality (2.9) with σ = Dn(σ
∗
t ), the second inequality in (2.10)
and the first inequality in (2.11), yields the corresponding upper estimate on Snt . Putting to-
gether, we get
St + ε+ E [ηn(σ
∗
t ) | Ft] ≥ Snt ≥ St − ε− E [ηn(τ∗t ) | Ft] .
Finally, as ηn(τ
∗
t ) → 0 and ηn(σ∗t ) → 0 a.s. by the right-continuity of S and S, the dominated
convergence theorem for conditional expectations implies
St + ε ≥ lim sup
n→∞
n≥m
Snt ≥ lim infn→∞
n≥m
Snt ≥ St − ε P−a.s.,
which is the assertion as ε > 0 is arbitrary.
In the following, we will consider the discrete-time Doob-decomposition of the processes
(Sn)n∈N, i.e., we write S
n
t = S
n
0 +M
n
t +A
n
t with
Ant :=
∑
ti∈Dn,0<ti≤t
E
[
Snti − Snti−1 | Fti−1
]
, (2.12)
Mnt :=
∑
ti∈Dn,0<ti≤t
(
Snti − Snti−1 − E
[
Snti − Snti−1 | Fti−1
])
(2.13)
for t ∈ Dn. In particular, we have (with a slight abuse of notation)
MV (Sn,Dn) := E
 ∑
ti∈Dn
∣∣∣E [Snti+1 − Snti | Fti]∣∣∣
 = E
 ∑
ti∈Dn
∣∣∣Anti+1 −Anti∣∣∣
 . (2.14)
The following observation is at the core of why our approach works.
Lemma 2.15. Let n ∈ N and t = 0, 1/2n, . . . , (2n − 1)/2n. Then, we have
{Ant+1/2n −Ant > 0} ⊆ {Snt = St},
{Ant+1/2n −Ant < 0} ⊆ {Snt = St}.
Proof. From definition (2.12) we get E
[
Snt+1/2n | Ft
]
−Snt = Ant+1/2n −Ant , which together with
Snt = median
(
St, St,E
[
Snt+1/2n | Ft
])
yields the assertion.
We now want to establish (after some stopping) a uniform bound on (2.14).
Lemma 2.16. Let Assumption 2.10 hold. Then, the set{
sup
t∈Dn
|Mnt | : n ∈ N
}
is bounded in probability.
Proof. Before we begin, we roughly sketch the idea of the proof. If {supt∈Dn |Mnt | : n ∈ N} failed
to be bounded in probability, the same would hold in some sense for the sequence (An)n∈N.
Indeed, this is a consequence of Sn = Sn0 + M
n + An and the fact that |Sn| ≤ 1. Keeping
Lemma 2.15 in mind, we show that by suitable long-only investments in the bid-ask market, one
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can earn the increasing parts of An without suffering from the decreasing parts. In doing so, we
would achieve an (UPBR) since the gains from An are of a higher order than the potential losses
from the martingale part Mn. The proof of the latter relies on the brilliant ideas of Delbaen
and Schachermayer [9, Lemma 4.7], which we adapt to the present setting. The present setting
is easier than in [9, Lemma 4.7] since the jumps of Sn are uniformly bounded.
Step 1: Assume that the claim does not hold true, i.e., there is a subsequence (supt∈Dmn |Mmnt |)n∈N
and α ∈ (0, 1/10) such that
P( sup
t∈Dmn
|Mmnt | ≥ n3) > 10α, n ∈ N.
In the following, we write (supt∈Dn |Mnt |)n∈N instead of (supt∈Dmn |Mmnt |)n∈N in order to simplify
the notation. For this, it is important to note that from now on, we do not use properties of Mn
that do not hold for Mmn . Let Tn := inf{t ∈ Dn : |Mnt | ≥ n3} and define the process (S˜nt )t∈Dn
by S˜nt :=
1
n2
Snt∧Tn . Note that the (discrete-time) Doob decomposition of S˜
n is given by
S˜nt = S˜
n
0 + M˜
n
t + A˜
n
t =
1
n2
Sn0 +
1
n2
Mnt∧Tn +
1
n2
Ant∧Tn , t ∈ Dn,
where (M˜nt )t∈Dn = (
1
n2M
n
t∧Tn
)t∈Dn is the martingale part and (A˜
n
t )t∈Dn = (
1
n2A
n
t∧Tn
)t∈Dn the
predictable part. In addition, we have
P( sup
t∈Dn
|M˜nt | ≥ n) > 10α, |S˜nt − S˜nt−1/2n | ≤
1
n2
, t ∈ Dn. (2.15)
Next, we define Tn,0 := 0 and, recursively,
Tn,i := inf{t ≥ Tn,i−1 : t ∈ Dn, |M˜nt − M˜nTn,i−1 | ≥ 1}, i ∈ N.
Since |Ant −Ant−1/2n | ≤ 1 and thus
|Mnt −Mnt−1/2n | ≤ |Snt − Snt−1/2n |+ |Ant −Ant−1/2n | ≤ 2 (2.16)
for all t ∈ Dn \ {0}, we get
|M˜nTn,i∧1 − M˜nTn,i−1∧1| ≤ 1 + |M˜nTn,i∧1 − M˜n(Tn,i−1/2n)∧1| ≤ 1 + 2/n2 ≤ 3, (2.17)
for all n, i ∈ N. (2.17) implies
P(Tn,i <∞) > 10α for n ∈ N and i = 0, . . . , kn, (2.18)
where kn := ⌊(n− 1)/3⌋ denotes the integer part of (n− 1)/3. Next, we establish a lower bound
in L0(P) on (M˜nTn,i∧1 − M˜nTn,i−1∧1)− for i = 1, . . . , kn. The martingale property of M˜n together
with (2.18) implies
E
[
(M˜nTn,i∧1 − M˜nTn,i−1∧1)−
]
=
1
2
E
[
|M˜nTn,i∧1 − M˜nTn,i−1∧1|
]
≥ 1
2
P(Tn,i <∞) > 5α.
For Bn,i := {(M˜nTn,i∧1 − M˜nTn,i−1∧1)− ≥ 2α}, we get
E
[
(M˜nTn,i∧1 − M˜nTn,i−1∧1)−1Bn,i
]
≥ E
[
(M˜nTn,i∧1 − M˜nTn,i−1∧1)−
]
− 2α > 3α
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and thus by (2.17)
P (Bn,i) > α for n ∈ N and i = 0, . . . , kn. (2.19)
We now turn our attention to the increments (A˜nTn,i∧1 − A˜nTn,i−1∧1)i=1,...,kn for n ∈ N. Since
|S˜nTn,i∧1 − S˜nTn,i−1∧1| ≤ 1/n2, (2.19) implies
P
(
A˜nTn,i∧1 − A˜nTn,i−1∧1 ≥ α
)
≥ P
(
A˜nTn,i∧1 − A˜nTn,i−1∧1 ≥ 2α−
1
n2
)
≥ P (Bn,i) > α
for all n ≥ √α and i = 1, . . . , kn. In particular, if we define (A˜n,↑t )t∈Dn by
A˜n,↑t :=
∑
ti∈Dn,0<ti≤t
(A˜nti − A˜nti−1)+, t ∈ Dn,
we also get
P
(
A˜n,↑Tn,i∧1 − A˜
n,↑
Tn,i−1∧1
≥ α
)
> α (2.20)
for all all n ≥ 1/√α and i = 1, . . . , kn.
Step 2: In the second part of the proof, we construct an (UPBR) by placing smart bets on
the process (A˜n,↑t )t∈Dn . This is similar to the second part of [9, Lemma 4.7] with the major
difference that we cannot invest directly into Sn. We define two sequences of Dn ∪ {∞}-valued
stopping times (σnk )
2n
k=1 and (τ
n
k )
2n
k=1 by
σn1 := inf{t ∈ Dn | Ant+1/2n −Ant > 0}, τn1 := inf{t > σn1 | t ∈ Dn, Ant+1/2n −Ant < 0},
and, recursively,
σnk := inf{t > τnk−1 | t ∈ Dn, Ant+1/2n −Ant > 0},
τnk := inf{t > σnk | t ∈ Dn, Ant+1/2n −Ant < 0}
for k = 2, 3, . . . , 2n. Next, define a sequence of simple trading strategies (ϕn)n∈N by
ϕn :=
(
2n∑
k=1
1
n2
1Kσn
k
,τn
k
K
)
1K0,Tn,kn K
.
By Lemma 2.15, the strategies ϕn only buy if Snt = St and sell if S
n
t = St, despite of a possible
liquidation at Tn,kn Together with S
n
ti − St ≤ 1 for all ti ∈ Dn, t ∈ [0, 1], this implies that
V liq(ϕn) can be bounded from below by
V liqt (ϕ
n) ≥
∑
ti∈Dn,0<ti≤t
ϕnti(S
n
ti − Snti−1)−
1
n2
= A˜n,↑⌊2nt⌋/2n∧Tn,kn
+
∑
ti∈Dn,0<ti≤t
ϕnti(M
n
ti −Mnti−1)−
1
n2
≥
∑
ti∈Dn,0<ti≤t
ϕnti(M
n
ti −Mnti−1)−
1
n2
=
∑
ti∈Dn,0<ti≤t
(n2ϕnti)(M˜
n
ti − M˜nti−1)−
1
n2
, t ∈ [0, 1]. (2.21)
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This means that the strategy allows us to invest in A˜n,↑, but we still do not know if it actually
allows for an (UPBR) as we need to get some control on the martingale part in (2.21). Therefore
notice that ∥∥∥∥∥∥
∑
ti∈Dn,0<ti≤Tn,kn
(n2ϕnti)(M˜
n
ti − M˜nti−1)
∥∥∥∥∥∥
L2(P)
≤
∥∥∥M˜Tn,kn∧1∥∥∥L2(P)
≤
√√√√ kn∑
i=1
∥∥∥M˜nTn,i∧1 − M˜nTn,i−1∧1)∥∥∥2L2(P) ≤ 3√kn. (2.22)
Thus, Doob’s maximal inequality yields∥∥∥∥∥∥ supt∈Dn, t≤Tn,kn
∣∣∣∣∣∣
∑
ti∈Dn,0<ti≤t
(n2ϕnti)(M˜
n
ti − M˜nti−1)
∣∣∣∣∣∣
∥∥∥∥∥∥
L2(P)
≤ 6
√
kn. (2.23)
Consequently, we get the estimate
P
(
inf
t∈[0,Tn,kn∧1]
V liqt (ϕ
n) ≤ −k3/4n − n−2
)
≤ P
 sup
t∈Dn, t≤Tn,kn
∣∣∣∣∣∣
∑
ti∈Dn,0<ti≤t
(n2ϕnti)(M˜
n
ti − M˜nti−1)
∣∣∣∣∣∣ ≥ k3/4n
 ≤ 36√
kn
(2.24)
by Tschebyscheff’s inequality. Thus, let us define the stopping times
Un := inf{t ≥ 0 | V liqt (ϕn) ≤ −k3/4n − n2} ∧ Tn,kn ,
which satisfy P (Un < Tn,kn) ≤ 36/
√
kn. We now pass to the strategy
ϕ˜n := (kn)
−3/4ϕn1K0,UnK.
The left and right jumps of V liq(ϕ˜n) are bounded from below by −k3/4n n−2, which is a direct
consequence of 0 ≤ S ≤ S ≤ 1. We obtain
inf
t∈[0,Tn,kn∧1]
V liqt (ϕ˜
n) ≥ −k−3/4 − n−2 − k−3/4n n−2 → 0, for n→ 0. (2.25)
It remains to show (2.4). First notice that using (2.20) in conjunction with [9, Corollary A1.3],
yields
P
(
A˜n,↑Tn,kn∧1
≥ α
2
2
)
>
α
2
.
It follows that
P
(
(kn)
−3/4A˜n,↑
Tn,kn∧
⌊2nUn⌋
2n
∧1
≥ k1/4n
α2
2
)
>
α
2
− P (Un < Tn,kn)
≥ α
2
− 36√
kn
.
(2.26)
Putting (2.21), (2.24), (2.25), and (2.26) together yields that (ϕ˜n)n∈N is an (UPBR).
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Lemma 2.17. Let Assumption 2.10 hold. For each ε > 0, there exists a constant C > 0 and a
sequence of Dn ∪ {∞}-valued stopping times (τn)n∈N such that P(τn < ∞) < ε and the stopped
processes Sn,τn = (Snt∧τn)t∈Dn , A
n,τn = (At∧τn)t∈Dn satisfy∑
ti∈Dn
∣∣∣An,τnti+1 −An,τnti ∣∣∣ ≤ C (2.27)
and, consequently, MV (Sn,τn ,Dn) = E
 ∑
ti∈Dn
∣∣∣An,τnti+1 −An,τnti ∣∣∣
 ≤ C. (2.28)
Proof. The idea of the proof is akin to the proofs of Proposition 3.1 and Lemma 3.4 in Beiglbo¨ck
et al. [3]. We first claim that
{∑
ti∈Dn
(
Anti+1 −Anti
)+
: n ∈ N
}
is bounded in probability. Sup-
pose otherwise, i.e., there exists an ε > 0 s.t. for each K ∈ N there is a n ∈ N such that
P
 ∑
ti∈Dn
(
Anti+1 −Anti
)+
≥ K
 > ε. (2.29)
We fix such an ε > 0. By Lemma 2.16 and (2.16), there exists a K1 ∈ N s.t. for all n ∈ N the
stopping times Tn := inf{t ∈ Dn : |Mnt | ≥ K1−1} satisfy |(Mn)Tn | ≤ K1 and P(Tn <∞) < ε/3
for all n ∈ N.
Analogously to the previous proof, we define two sequences of Dn ∪ {∞}-valued stopping
times (σnk )
2n
k=1 and (τ
n
k )
2n
k=1 by
σn1 := inf{t ∈ Dn : Ant+1/2n −Ant > 0}, τn1 := inf{t > σn1 : t ∈ Dn, Ant+1/2n −Ant < 0},
and, inductively,
σnk := inf{t > τnk−1 : t ∈ Dn, Ant+1/2n −Ant > 0},
τnk := inf{t > σnk : t ∈ Dn, Ant+1/2n −Ant < 0}
for k = 2, 3, . . . , 2n. Next, define a sequence of simple trading strategies (ϕn)n∈N by
ϕn :=
(
2n∑
k=1
1Kσn
k
,τn
k
K
)
1K0,TnK.
Lemma 2.15 yields that this sequence of simple trading strategies allows us to invest in∑
ti∈Dn
(
(An)Tnti+1 − (An)Tnti
)+
while only making potential losses in the martingale part Mn and at liquidation. After some
elementary but tedious calculations akin to those in step 2 in the proof of Lemma 2.16, we arrive
at
V liqt (ϕ
n) ≥
∑
ti∈Dn,0<ti≤t
(
(An)Tnti+1 − (An)Tnti
)+
+
∑
ti∈Dn,0<ti≤t
ϕnti
(
(Mn)Tnti − (Mn)Tnti−1
)
− 1.
Next, we may apply Doob’s maximal inequality to see
‖ sup
t∈Dn
|
∑
ti∈Dn,0<ti≤t
ϕnti
(
Mn)Tnti − (Mn)Tnti−1
)
|‖L2(P) ≤ 2‖(Mn)Tn1 ‖L2(P) ≤ 2K1 <∞.
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Hence, for a sufficiently large K2 > 0, we find that the stopping times
τn := inf{t ∈ Dn : |
∑
ti∈Dn,0<ti≤t
ϕnti((M
n)Tnti − (Mn)Tnti−1)| ≥ K2}
satisfy P(τn < ∞) < ε/3 for all n ∈ N. Passing from ϕn to ϕ˜n := ϕn1K0,τnK yields a sequence of
simple trading strategies with
V liqt (ϕ˜
n) ≥
∑
ti∈Dn,0<ti≤t
(
(An)Tn∧τnti − (An)Tn∧τnti−1
)+
+
∑
ti∈Dn,0<ti≤t
ϕnti((M
n)Tn∧τnti − (Mn)Tn∧τnti−1 )− 1 ≥ −K2 − 2,
where we use again (2.16). This means that the sequence is uniformly bounded from below and
by P(Tn ∧ τn < ∞) ≤ 2ε/3 unbounded in probability from above, i.e., the strategy yields an
(UPBR) with long-only strategies (after rescaling). Thus, we arrive at a contradiction to (2.29).
Since the martingale parts are also bounded in probability by Lemma 2.16, the same holds for{∑
ti∈Dn
(
Anti+1 −Anti
)−
: n ∈ N
}
, and we are done.
In order to finish the proof of Theorem 2.8 we still need a couple auxiliary results, which
give us some more information about MV (Sn,Dn) in comparison to MV (S
m,Dm). Given a
partition pi = {0 = t0 < t1 < · · · < tn = 1} of [0, 1] and a stopping time τ , we have the following
notation pi(τ) := inf{t ∈ pi : t ≥ τ}. Recall the following useful result from [2].
Lemma 2.18 (Lemma 3.2 of [2]). Let Assumption 2.10 hold. Then
MV(Sπ(τ), pi) = E
[∑
ti∈π
1{ti<τ}
∣∣E [Sti+1 − Sti | Fti]∣∣
]
and
∣∣MV(Sπ(τ), pi)−MV(Sτ , pi)∣∣ ≤ 1.
Compared to the frictionless case with Sn = S = S, the analysis is complicated by the fact
that in general Smt 6= Snt for t ∈ Dn. We have nevertheless the following monotonicity result.
Lemma 2.19. Let Assumption 2.10 hold. In addition, let n,m ∈ N with m > n and let τm be
a Dm ∪ {∞}-valued stopping time. For any s ∈ Dn, we have
E
 ∑
ti∈Dn,ti≥s
1{ti<τm}|E
[
Snti+1 − Snti | Fti
]
| | Fs

≤ E
 ∑
ti∈Dm,ti≥s
1{ti<τm}|E
[
Smti+1 − Smti | Fti
]
| | Fs
+ (2− |Sns − Sms |)1{s<τm}.
In particular, for s = 0 this yields
MV (Sn,Dn(τm),Dn) ≤MV (Sm,τm ,Dm) + 2.
In addition, we have
MV(Sm,Dn(τ),Dn) ≤ MV(Sm,Dm(τ),Dm) + 1. (2.30)
for all [0, 1] ∪ {∞}-valued stopping times τ .
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Proof. Step 1: In a first step, we keep the grid Dn but replace S
n with Sm. Thus, we want to
show
E
 ∑
ti∈Dn,ti≥s
1{ti<τm}|E
[
Snti+1 − Snti | Fti
]
| | Fs

≤ E
 ∑
ti∈Dn,ti≥s
1{ti<τm}|E
[
Smti+1 − Smti | Fti
]
| | Fs
+ (1− |Sns − Sms |)1{s<τm}. (2.31)
We start by showing the one-step estimate∣∣∣E [Sns+1/2n − Sns | Fs]∣∣∣
=
∣∣∣E [Sns+1/2n − Sms | Fs]∣∣∣− |Sns − Sms |
≤
∣∣∣E [Sms+1/2n − Sms | Fs]∣∣∣+ E [∣∣∣Sms+1/2n − Sns+1/2n∣∣∣ | Fs]− |Sns − Sms | (2.32)
for all s = 1− 1/2n, 1− 2/2n, . . . , 0. The equality in (2.32) can be checked separately on the Fs-
measurable sets B1 := {E
[
Sns+2−n | Fs
]
> Ss}, B2 := {E
[
Sns+2−n | Fs
]
< Ss}, and B3 := {Ss ≤
E
[
Sns+2−n | Fs
]
≤ Ss}. By the definition of Sn, B1 ⊆ {Sns = Ss}. On the other hand, Sms ≤ Ss,
which implies the equality on B1. On the set B2 ⊆ {Sns = Ss}, the situation is completely
symmetric. Finally, on B3 = {Sns = E
[
Sns+2−n | Fs
]
}, the equality is obvious. The inequality in
(2.32) follows from Jensen’s inequality for conditional expectations and the triangle inequality.
Now, we show (2.31) by a backward-induction on s = 1−1/2n, 1−2/2n, . . . , 0. For the initial
step s = 1− 1/2n, we only have to multiply (2.32) for s = 1− 1/2n by 1{1−2−n<τm} and use that
|Sm1 − Sn1 | ≤ 1.
Induction step s+ 1/2n  s: By the induction hypothesis, one has
E
 ∑
ti∈Dt,ti≥s+1/2n
1{ti<τm}
∣∣∣E [Snti+1 − Snti | Fti]∣∣∣ ∣∣∣∣Fs

≤ E
 ∑
ti∈Dn,ti≥s+1/2n
1{ti<τm}
∣∣∣E [Smti+1 − Smti | Fti]∣∣∣ ∣∣∣∣Fs

+1{s<τm}E
[
1− |Sns+1/2n − Sms+1/2n ||Fs
]
, (2.33)
where we take on both sides of (2.31) for s + 1/2n the conditional expectation under Fs and
use that {s + 1/2n < τm} ⊆ {s < τm}. Multiplying (2.32) by 1{s<τm} and adding (2.33) yields
(2.31).
Step 2: We still need to pass from Dn to Dm for the process S
m, i.e., we now want to show
that
E
 ∑
ti∈Dn,ti≥s
1{ti<τm}|E
[
Smti+1 − Smti | Fti
]
| | Fs

≤ E
 ∑
ti∈Dm,ti≥s
1{ti<τm}|E
[
Smti+1 − Smti | Fti
]
| | Fs
+ 1{s<τm}. (2.34)
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This is less tricky: for τm = 1, it directly follows from the triangle inequality together with
Jensen’s inequality for conditional expectations and the second summand on the RHS is not
needed. However, in the general case there is the problem that τm can stop in Dm \Dn. Thus,
for every i ∈ {s2n, s2n + 1, . . . , 2n − 1}, we have to make the following calculations
1{i/2n<τm}
∣∣∣E [Sm(i+1)/2n − Smi/2n | Fi/2n]∣∣∣
= 1{i/2n<τm}
∣∣∣∣∣∣E
(i+1)2m−n−1∑
j=i2m−n
(
Sm(j+1)/2m − Smj/2m
)
| Fi/2n
∣∣∣∣∣∣
≤ E
(i+1)2m−n−1∑
j=i2m−n
1{j/2m<τm}
∣∣∣E [Sm(j+1)/2m − Smj/2m | Fj/2m]∣∣∣ | Fi/2n

+
∣∣∣∣∣∣E

1{i/2n<τm}
(i+1)2m−n−1∑
j=i2m−n
1{j/2m≥τm}
(
Sm(j+1)/2m − Smj/2m
)
| Fi/2n
∣∣∣∣∣∣ . (2.35)
For the second summand, we can use the estimate∣∣∣∣∣∣1{i/2n<τm}
(i+1)2m−n−1∑
j=i2m−n
1{j/2m≥τm}
(
Sm(j+1)/2m − Smj/2m
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
(i+1)2m−n−1∑
j=i2m−n+1
1{(j−1)/2m<τm≤j/2m}
(
Sm(i+1)/2n − Smj/2m
)∣∣∣∣∣∣
≤
(i+1)2m−n−1∑
j=i2m−n+1
1{(j−1)/2m<τm≤j/2m} ≤ 1{i/2n<τm≤(i+1)/2n}, (2.36)
where we use 0 ≤ Smti ≤ 1 for all ti ∈ Dm. Putting (2.35) and (2.36) together and summing up
over all i, we arrive at (2.34). Together with (2.31), this yields the main assertion. (2.30) is just
(2.34).
For the convenience of the reader, we recall the following result from [2].
Lemma 2.20 (Lemma 4.2 in [2]). Assume that (τn)n∈N is a sequence of [0, 1] ∪ {∞}-valued
stopping times such that P(τn = ∞) ≥ 1 − ε for some ε > 0 and all n ∈ N. Then, there exists
a stopping time τ and for each n ∈ N convex weights µnn, . . . , µnNn, i.e., µnk ≥ 0, k = n, . . . ,Nn
and
∑Nn
k=n µ
n
k = 1, such that P(τ =∞) ≥ 1− 3ε and
1J0,τK ≤ 2
Nn∑
k=n
µnk1J0,τkK, n ∈ N. (2.37)
We are now in the position to prove Theorem 2.8.
Proof of Theorem 2.8. Let Assumption 2.10 hold. Let ε > 0, (τn)n∈N and C > 0 as in Lemma 2.17.
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In addition, let τ such as in Lemma 2.20. We have
MV (Sn,Dn(τ),Dn) = E
 ∑
ti∈Dn
1{ti<τ}
∣∣∣E [Snti+1 − Snti | Fti]∣∣∣

≤ 2E
 ∑
ti∈Dn
Nn∑
k=n
µnk1{ti<τk}
∣∣∣E [Snti+1 − Snti | Fti]∣∣∣

= 2
Nn∑
k=n
µnkMV (S
n,Dn(τk),Dn)
≤ 2
Nn∑
k=n
µnk(MV (S
k,τk ,Dk) + 2) ≤ 2C + 4, n ∈ N. (2.38)
Indeed, both equalities hold by Lemma 2.18. The first inequality follows from Lemma 2.20 and
the second inequality by Lemma 2.19. The third inequality holds by Lemma 2.17. Next, let us
show that
MV(SDn(τ),Dn) = limm→∞
m≥n
MV(Sm,Dn(τ),Dn) ≤ lim sup
m→∞
m≥n
MV(Sm,Dm(τ),Dm) + 1 ≤ 2C + 5,
n ∈ N, where S is the value process of the continuous time game. Indeed, the equality follows
from Proposition 2.14 and the dominated convergence theorem. The first inequality is (2.30)
and the second follows from (2.38). Together with Lemma 2.18, we arrive at
MV(Sτ ,Dn) ≤ 2C + 6, n ∈ N. (2.39)
Finally, by the right-continuity of Sτ and (2.39), we get
MV(Sτ ) = lim
n→∞
MV(Sτ ,Dn) ≤ 2C + 6.
Together with P(τ < ∞) ≤ 3ε, this establishes that the right-continuous process S is a local
quasimartingale and thus a semimartingale by Rao’s theorem (in the version of Theorem 2.12)
and the Doob-Meyer-Decomposition [30, Chapter 3, Theorem 16].
Proof of Theorem 2.7. Having shown that Theorem 2.8 holds the assertion follows directly by
Proposition 2.9.
3 The self-financing condition
As already discussed in the introduction, we use the semimartingale to define the self-financing
condition in the bid-ask model for general strategies. A self-financing condition can be identified
with an operator ϕ 7→ Π(ϕ) that maps each amount of risky assets to the corresponding position
in the risk-less bank account (if the later exists). Here, we assume that the initial position and
the risk-less interest are zero. The aim is to define Π(ϕ) as ϕ • S − ϕS − “costs”, where the
process ϕ • S denotes the stochastic integral. At this stage, the process ϕ is bounded (see
Proposition 3.25 for the extension to general strategies). The costs are caused by the fact that the
trades are carried out at the less favorable bid-ask prices. Since the gains in the semimartingale
are finite, they cannot compensate infinite costs and the latter lead to ruin.
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3.1 Construction of the cost term
We construct the cost associated to a strategy ϕ ∈ bP path-by-path, i.e., in the following, ω ∈ Ω
is fixed and ϕ, S, S, S are identified with functions in time.
We follow a two-step procedure. First, we calculate the costs on intervals in which the left
limit of the spread is bounded away from zero by means of a modified Riemann-Stieltjes integral.
The integral turns out to always exist (but it can take the value ∞). In the second step, we
exhaust the set of points with positive spread by finite unions of such intervals and define the
total costs as the supremum of the costs along these unions. One may see a vague analogy
between the second step and the way a Lebesgue integral is constructed.
This approach leads to a well-founded self-financing condition under the additional Assump-
tion 3.18 on the behavior of the spread at zero. Very roughly speaking, there should not occur
costs if the investor builds up positions at times the spread is zero and the positions are already
closed before the spread reaches any positive value (cf. Example 3.23 for a counterexample).
Since for the construction itself of our cost process, the assumption is not needed, we introduce
it later on.
In order to introduce the integral, we need the following notation.
Definition 3.1. Let I = [a, b] ⊆ [0, T ] with a < b.
(i) A collection P = {t0, . . . tn} of points ti ∈ [a, b] for n ∈ N and i = 0, . . . , n with a = t0 <
t1 < · · · < tn = b is called a partition of I.
(ii) A partition P ′ = {t′0, . . . , t′m} with P ′ ⊇ P is called a refinement of P .
(iii) If P,P ′ are two partitions of I, the common refinement P ∪ P ′ is the partition obtained
by ordering the points of {t0, . . . tn} ∪ {t′0, . . . , t′m} in increasing order.
(iv) Given a partition P = {t0, . . . , tn} of I a collection λ = {s1, . . . , sn} with si ∈ [ti−1, ti) for
i = 1, . . . , n is called a modified intermediate subdivision of P .
(v) Let ϕ ∈ bP, P = {t0, . . . , tn} be a partition of I and λ = {s1, . . . , sn} be an modified
intermediate subdivision of P , the modified Riemann-Stieltjes sum is defined by
R(ϕ,P, λ) :=
n∑
i=1
(Ssi − Ssi)(ϕti − ϕti−1)+ +
n∑
i=1
(Ssi − Ssi)(ϕti − ϕti−1)−.
Definition 3.2. Let ϕ ∈ bP and I = [a, b] ⊆ [0, T ] with a < b. The cost term of ϕ on I exists
and equals C(ϕ, I) ∈ R+ ∪ {∞} if for all ε > 0 there is a partition Pε of I such that for all
refinements P of Pε and all modified intermediate subdivisions λ of P the following is satisfied:
(i) In the case of C(ϕ, I) <∞, we have |C(ϕ, I) −R(ϕ,P, λ)| < ε,
(ii) In the case of C(ϕ, I) =∞, we have |R(ϕ,P, λ)| > 1ε .
In addition, we set C(ϕ, {a}) := 0 for all a ∈ [0, T ] and C(ϕ, ∅) := 0.
The next proposition establishes the existence of the cost term on an interval I where the
spread is bounded away from zero.
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Proposition 3.3. Let ϕ ∈ bP and I = [a, b] ⊆ [0, T ] with a < b such that inft∈[a,b)(St−St) > 0.
Then, the cost term C(ϕ, I) in Definition 3.2 exists and is unique. In addition, we have{
C(ϕ, I) <∞, if Varba(ϕ) <∞
C(ϕ, I) =∞, if Varba(ϕ) =∞,
where Varba(ϕ) denotes the pathwise variation of ϕ on the interval [a, b].
We postpone the technical proof of Proposition 3.3 to Appendix A.
Remark 3.4. First note that a priori, ϕ need not be of finite variation. Thus, we cannot
decompose it into its increasing part ϕ↑ and decreasing part ϕ↓ to define
∫ b
a (Ss − Ss)dϕ↑s +∫ b
a (Ss−Ss)dϕ↓s := C(ϕ↑, [a, b])+C(ϕ↓, [a, b]). Instead, we consider the increasing and decreasing
parts of ϕ along grids and weight them with the corresponding prices before passing to the limit.
However, if Varba(ϕ) <∞, it can be shown that C(ϕ↑, [a, b])+C(ϕ↓, [a, b]) = C(ϕ, [a, b]). This
can be seen by an inspection of the proof of Proposition 3.3, in which the condition inft∈[a,b)(St−
St) > 0 can be dropped if Var
b
a(ϕ) <∞.
Remark 3.5. Definition 3.2(i) only requires that the cost term exists in the Moore-Pollard-
Stieltjes-sense (see, e.g., Hildebrandt [19, Section 4] and Mikosch and Norvaiˇsa [28, Section
2.3]), i.e., as the limit of the net R(ϕ, ·, ·) indexed by the directed set of tuples (P, λ) with the
partial order (P, λ) ≥ (P ′, λ′) iff P is a refinement of P ′. This is weaker than the existence in
the norm-sense, i.e., as the limit of the net R(ϕ, ·, ·) indexed by the tuples (P, λ) with the partial
order (P, λ) ≥ (P ′, λ′) iff maxi=1,...,n(ti − ti−1) ≤ maxi=1,...,m(t′i − t′i−1), that is guaranteed for
the usual Riemann-Stieltjes integral with a continuous integrator of finite variation. A straight
forward adaption of the existence in the norm-sense of the usual Riemann-Stieltjes integral to
the present context would read:
The cost term is said to exist and equal to C(ϕ, I) ∈ R+ if for each ε > 0 there is δ > 0 such
that |C(ϕ, I) − R(ϕ,P, λ)| < ε for all partitions P = {t0, . . . , tn} with maxi=1,...,n(ti − ti−1) < δ
and all intermediates subdivision λ = {s1, . . . , sn} with si ∈ [ti−1, ti).
But, the following example, similar to Guasoni et al. [15, Example A.3] shows that C(ϕ, I)
does in general not exist in the norm sense: let T = 2, S − S = 1[1,2] and ϕ = 1(1,2]. Namely, if
ti = 1 is not included in the partition P , R(ϕ,P, λ) can oscillate between 0 and 1.
Remark 3.6. The restriction that the point si of the intermediate subdivision λ has to lie in
the interval [ti−1, ti), and not only in [ti−1, ti], has a clear financial interpretation.
If an investor buys ϕs − ϕs− shares at time s, she pays (ϕs − ϕs−)Ss− monetary units.
Consequently, if she updates her position between ti−1 and ti, only the stock prices on the time
interval [ti−1, ti) have to be considered. In the limit, the choice of the price in [ti−1, ti) does not
matter. Indeed, a well-known way to guarantee the existence of Riemann-Stieltjes integrals in the
case of simultaneous jump discontinuities of integrator and integrand is to exclude the boundary
points (see Hildebrandt [19, Section 6]).
Finally, we mention that in the case of Varba(ϕ) < ∞, the integrals are the same as in
Guasoni et al. [15, Section A.2]. But, besides considering different processes, we introduce the
integrals in a different way.
The next proposition shows that the cost term is additive with regard to the underlying
interval.
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Proposition 3.7. Let ϕ ∈ bP, I = [a, b] ⊆ [0, T ] such that inft∈[a,b)(St − St) > 0 and c ∈ [a, b].
Then, we have
C(ϕ, [a, b]) = C(ϕ, [a, c]) + C(ϕ, [c, b]).
Proof. The claim is trivial for c ∈ {a, b}. Thus, we may assume a < b and c ∈ (a, b). Taking
a partition P̂ of [a, b], we pass to the refinement P := P̂ ∪ {c}. Then, for any intermediate
subdivision λ of P , we have
R(ϕ,P, λ) = R(ϕ,P ∩ [a, c], λ ∩ [a, c]) +R(ϕ,P ∩ [c, b], λ ∩ [c, b]).
Using this fact, it can easily be seen that the claim holds.
Having defined the costs for all subintervals I = [a, b] ⊆ [0, T ] with inft∈[a,b)(St − St) > 0,
we now proceed to define the accumulated costs as a process. Therefore, we let
I :=
{
∪ni=1[ai, bi] :
n ∈ N, 0 ≤ a1 ≤ b1 ≤ a2 ≤ · · · ≤ an ≤ bn ≤ T,
inft∈[ai,bi)(St − St) > 0, i = 1, . . . , n
}
∪ {∅}. (3.1)
We now extend the cost term to I. Given ϕ ∈ bP and J = ∪ni=1[ai, bi] with inft∈[ai,bi)(St−St) > 0
for all i = 1, . . . , n, we define the costs along J by
C(ϕ, J) :=
n∑
i=1
C(ϕ, [ai, bi]), (3.2)
where the cost terms C(ϕ, [ai, bi]) for i = 1, . . . , n are defined in Definition 3.2. By Proposi-
tion 3.7, the RHS of (3.2) does not depend on the representation of J . Thus, the cost term
C(ϕ, J) is well-defined for all J ∈ I.
Definition 3.8. (Cost process) Let ϕ ∈ bP. Then, the cost process (Ct(ϕ))t∈[0,T ] is defined by
Ct(ϕ) := sup
J∈I
C(ϕ, J ∩ [0, t]) ∈ [0,∞], t ∈ [0, T ]
(Note that {0} ∈ I with C(ϕ, {0}) = 0 and thus the supremum is nonnegative). If it is clear
from the context, we also write (Ct)t∈[0,T ] for the cost process associated to ϕ.
Proposition 3.9. Let ϕ ∈ bP. The cost process (Ct(ϕ)t∈[0,T ]) is [0,∞]-valued, increasing and,
consequently, la`gla`d (if finite). In addition, the following assertions hold.
(i) For any 0 ≤ s ≤ t ≤ T , we have Ct(ϕ) = Cs(ϕ) + supJ∈I C(ϕ, J ∩ [s, t]),
(ii) For any 0 ≤ s ≤ t ≤ T with infτ∈[s,t)(Sτ − Sτ ) > 0, we have Ct(ϕ) = Cs(ϕ) + C(ϕ, [s, t]),
(iii) For any 0 ≤ s ≤ t ≤ T , we have Ct(ϕ) ≤ Cs(ϕ) + supτ∈[s,t)(Ss − Ss)Varts(ϕ).
The assertions above follow directly from Definitions 3.2 and 3.8. Thus, we leave the easy
proof to the reader.
The next proposition determines sequences of partitions whose corresponding Riemann-
Stieltjes sums converge to the cost term on an interval where the spread is bounded away
from zero. This will be crucial to show that the cost term is predictable. For this purpose, recall
that the oscillation osc(f, I) of a function f : [0, T ] → R on an interval I ⊆ [0, T ] is defined by
osc(f, I) := sup{|f(t)− f(s)| : s, t ∈ I}.
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Proposition 3.10. Let ϕ ∈ bP and I = [a, b] ⊆ [0, T ] with a < b and inft∈[a,b)(St − St) > 0.
In addition, let (Pn)n∈N be a refining sequence of partitions of I, i.e., Pn = {tn0 , . . . , tnmn} with
a = tn0 < t
n
1 < · · · < tnmn = b and Pn+1 ⊇ Pn, such that
(i) lim
n→∞
max( sup
i=1,...,mn
osc(S − S, [tni−1, tni )), sup
i=1,...,mn
osc(S − S, [tni−1, tni ))) = 0
(ii) lim
n→∞
∑mn
i=1 |ϕtni − ϕtni−1 | = Varba(ϕ).
Then, for any sequence λn = {sn1 , . . . , snmn} of modified intermediate subdivision, we have
R(ϕ,Pn, λn)→ C(ϕ, [a, b]) as n→∞.
In addition, such a sequence (Pn)n∈N always exists.
The proof of Proposition 3.10 is closely related to the proof of Proposition 3.3. Thus, we also
postpone it to Appendix A. We now conclude the subsection with a first approximation result.
Proposition 3.11. Let ϕ,ϕn ∈ bP, n ∈ N, t ∈ [0, T ] and J ∈ I. Then, we have the implication
ϕn → ϕ pointwise ⇒ lim inf
n→∞
C(ϕn, J ∩ [0, t]) ≥ C(ϕ, J ∩ [0, t]). (3.3)
Proof. Let ϕn → ϕ pointwise and t ∈ [0, T ]. We start by noting that the claim is trivial if
J = {a} for some a ∈ [0, T ] or if J = ∅.
Step 1. We now treat the special case J = [a, b] ∈ I with a < b. In this case, we have
C(ϕ, J ∩ [0, t]) = C(ϕ, [a, b ∧ t]) and C(ϕn, J ∩ [0, t]) = C(ϕn, [a, b ∧ t]) for all n ∈ N, where we
use the convention [c, d] = ∅ if d < c. In addition, by the preceding observation, we may assume
t > a. We distinguish between the following two cases.
Case 1: We start with the case C(ϕ, [a, b ∧ t]) < ∞. Let ε > 0, there is a partition Pε =
{t0, . . . , tm} of [a, b ∧ t] such that
m∑
i=1
inf
s∈[ti−1,ti)
(Ss − Ss)(ϕti − ϕti−1)+ +
m∑
i=1
inf
s∈[ti−1,ti)
(Ss − Ss)(ϕti − ϕti−1)−
≥ C(ϕ, [a, b ∧ t])− ε.
(3.4)
Using the pointwise convergence of (ϕn)n∈N, we can find N ∈ N such that for all n ≥ N , we
have
m∑
i=1
inf
s∈[ti−1,ti)
(Ss − Ss)(ϕnti − ϕnti−1)+ +
m∑
i=1
inf
s∈[ti−1,ti)
(Ss − Ss)(ϕnti − ϕnti−1)−
≥ C(ϕ, [a, b ∧ t])− 2ε.
(3.5)
Keeping this in mind, for each n, we choose a partition Pn such that for all refinements P
of Pn and intermediate subdivisions λ of P , we have C(ϕ
n, [a, b∧ t]) ≥ R(ϕn, P, λ)− ε. Now, we
let Pn := Pε ∪ Pn and write Pn = {tn0 , . . . , tnmn}. Denoting by ti−1 = tni1 < tni2 < · · · < tnij = ti
the points of Pn in between ti−1 and ti, we have
j∑
k=2
(ϕntnik
− ϕntnik−1 )
+ ≥ (ϕnti − ϕnti−1)+ and
j∑
k=2
(ϕntnik
− ϕntnik−1 )
− ≥ (ϕnti − ϕnti−1)−.
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Together with (3.5) this yields
C(ϕn, [a, b ∧ t]) ≥ R(ϕn, Pn, λn)− ε ≥ C(ϕ, [a, b ∧ t])− 3ε
for all n ≥ N and intermediate subdivision λn of Pn. Hence, we have
lim inf
n→∞
C(ϕn, [a, b ∧ t]) ≥ C(ϕ, [a, b ∧ t])− 3ε,
which tantamount to the claim as ε ↓ 0.
Case 2: We now treat the opposite case, i.e., C(ϕ, [a, b ∧ t]) = ∞. Therefore, let ε > 0 and
we now can choose a partition P such that
m∑
i=1
inf
s∈[ti−1,ti)
(Ss − Ss)(ϕti − ϕti−1)+ +
m∑
i=1
inf
s∈[ti−1,ti)
(Ss − Ss)(ϕti − ϕti−1)− ≥ 1/ε.
Repeating the same arguments as in the first step leads us to lim infn→∞C(ϕ
n, [a, b ∧ t]) ≥
1/ε − 2ε, which implies the claim as ε ↓ 0.
Step 2. Finally, let J = ∪mi=1[ai, bi] ∈ I. Then, using the non-negativity of the sequences
(C(ϕn, [ai, bi ∧ t]))n∈N for i = 1, . . . ,m, we have
lim inf
n→∞
C(ϕn, J ∩ [0, t]) = lim inf
n→∞
m∑
i=1
C(ϕn, [ai, bi ∧ t]) ≥
m∑
i=1
lim inf
n→∞
C(ϕn, [ai, bi ∧ t]).
Thus, (3.3) follows directly from step 1 and the observation at the start of the proof.
3.2 The cost term as a stochastic process
Until now we kept ω ∈ Ω fixed, i.e., the construction is path-by-path. To show some measurability
properties of the cost term, we now consider it as a stochastic process.
Proposition 3.12. Let ϕ ∈ bP. The cost process C(ϕ) = (Ct(ϕ))t∈[0,T ] coincides with a pre-
dictable process up to evanescence.
In order to prove Proposition 3.12, we need the following lemma, whose proof relies on some
deep results of Doob [8] and thus is postponed to Appendix A.
Lemma 3.13. Let ϕ ∈ bP and σ ≤ τ two stopping times such that infσ(ω)≤t<τ(ω)(St(ω) −
St(ω) > 0 for all ω ∈ Ω. Then, the process C(ϕ, [σ ∧ ·, τ ∧ ·]) coincides with a predictable process
up to evanescence.
In order to establish Proposition 3.12, we still need to approximate the supremum in Defini-
tion 3.8 in a measurable way. Therefore, we define for each n ∈ N a sequence of stopping times
by τn0 := 0 and
τnk :=
{
inf{t ≥ τnk−1 : St − St ≤ 2−(n+1)}, k odd
inf{t > τnk−1 : St − St ≥ 2−n}, k even
, for k ∈ N. (3.6)
Note that only a finite number of {τnk (ω)}k∈N is less than infinity as the process S−S has ca`dla`g
sample paths, τn2k < τ
n
2k+1 on {τ2k <∞}, and
inf
τn2k(ω)≤t<τ
n
2k+1(ω)
(
St(ω)− St(ω)
) ≥ 2−(n+1) for k ∈ N0
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for all ω ∈ Ω. In particular, this means that the process Cn(ϕ) = (Cn(ϕ)t)t∈[0,T ]
Cnt (ϕ) :=
∞∑
k=0
C(ϕ, [τn2k ∧ t, τn2k+1 ∧ t]) (3.7)
is well-defined and coincides with a predictable process up to evanescence for each n ∈ N by
Lemma 3.13.
Lemma 3.14. Let ϕ ∈ bP and (Cn(ϕ))n∈N as above. Then, Cn(ϕ)→ C(ϕ) pointwise.
Proof. We write Cn instead of Cn(ϕ) to not overburden the notation. Let (ω, t) ∈ Ω × [0, T ].
For Ct(ω) <∞, we claim: for each ε > 0 there is N = N(ω) ∈ N such that
Ct(ω)− ε ≤ Cnt (ω) ≤ Ct(ω) for all n ≥ N. (3.8)
Thus, let us prove (3.8). It is obvious from Definitions 3.8 that we have Ct(ω) ≥ Cnt (ω) for all
n ∈ N. To prove the other inequality, let ε > 0 and choose 0 ≤ a1 < b1 ≤ a2 < · · · ≤ an < bn ≤ t
such that inft∈[ai,bi)(St(ω)− St(ω)) > 0 for i = 1, . . . , n and
Ct(ω)− ε ≤
n∑
i=1
C(ϕ(ω), [ai, bi]) (3.9)
Let δ := mini=1,...,n inft∈[ai,bi)(St(ω)− St(ω)) > 0 and choose N ∈ N such that 2−N < δ. Then,
it follows from the definition of the stopping times (3.6) that
n⋃
i=1
[ai, bi] ⊆
∞⋃
k=0
[τn2k(ω) ∧ t, τn2k+1(ω) ∧ t] for all n ≥ N.
Combining (3.9) this with Proposition 3.7, we find Ct(ω) − ε ≤ Cnt (ω) for all n ≥ N, which
proves (3.8). Of course, for Ct(ω) =∞ the arguments are completely analogous.
Proof of Proposition 3.12. Applying Lemma 3.13, we find that Cn coincides with a predictable
process up to evanescence. Together with Lemma 3.14 this yields that C does the same.
Next, we want to calculate the cost of an “almost simple” trading strategy (cf. Guasoni et
al. [15] for a detailed discussion).
Definition 3.15. A predictable stochastic process ϕ of finite variation is called an almost
simple strategy if there is a sequence of stopping times (τn)n≥0 with τn < τn+1 on {τn <∞} and
#{n : τn(ω) <∞} <∞ for all ω ∈ Ω, such that
ϕ =
∞∑
n=0
(ϕτn1JτnK + ϕτn+1Kτn,τn+1J).
Proposition 3.16. Let ϕ be an almost simple strategy. We have
Ct(ϕ) =
∞∑
n=0
1{τn≤t}
(
(Sτn− − Sτn−)(ϕτn − ϕτn−)+ + (Sτn− − Sτn−)(ϕτn − ϕτn−)−
)
+
∞∑
n=0
1{τn<t}
(
(Sτn − Sτn)(ϕτn+ − ϕτn)+ + (Sτn − Sτn)(ϕτn+ − ϕτn)−
)
for all t ∈ [0, T ].
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Proof. For ω ∈ Ω fixed, there is some n ∈ N0 with τ0(ω) < . . . < τn−1(ω) ≤ T and τn(ω) = ∞.
Now, it is sufficient to consider partitions containing τi(ω) − δ, τi(ω) if (Sτi−(ω) − Sτi−(ω)) ∧
(Sτi−(ω) − Sτi−(ω)) > 0 and τi(ω), τi(ω) + δ if (Sτi(ω) − Sτi(ω)) ∧ (Sτi(ω) − Sτi(ω)) > 0 for
i = 0, . . . , n− 1 and δ > 0 small. We leave the details to the reader.
At last, we show how a ϕ ∈ bP, which incurs finite cost on a stochastic interval where the
spread is bounded away from zero, can be approximated by almost simple strategies on this
interval such that the cost terms converges as well.
Proposition 3.17. Let ϕ ∈ bP and σ ≤ τ two stopping times such that
inf
σ(ω)≤t<τ(ω)
(St(ω)− St(ω) > 0
for all ω ∈ Ω and C(ϕ, [σ ∧T, τ ∧ T ]) <∞ a.s. Then, there exists a uniformly bounded sequence
(ϕn)n∈N such that ϕ
n
1Kσ,τK is almost simple with ϕ
n
σ = ϕσ on {σ <∞} and |ϕ − ϕn| ≤ 1/n on
Jσ, τK (up to evanescence) for all n ∈ N, and such that
sup
t∈[0,T ]
|C(ϕn, [σ ∧ t, τ ∧ t])− C(ϕ, [σ ∧ t, τ ∧ t])| → 0, P-a.s. (3.10)
The proof is postponed to Appendix A.
3.3 Definition and characterization
For the remainder of the paper, we make the following assumption on the bid-ask spread.
Assumption 3.18. For every (ω, t) ∈ Ω × [0, T ) with St(ω) = St(ω) there exists an ε > 0 s.t.
Ss(ω) = Ss(ω) for all s ∈ (t, (t+ ε) ∧ T ) or Ss(ω) > Ss(ω) for all s ∈ (t, (t+ ε) ∧ T ).
In Example 3.23, we show what can go wrong without this assumption.
For the rest of the paper, we work with the predictable versions of the cost processes (cf.
Proposition 3.12), and identify processes that coincide up to evanescence. Given a semimartin-
gale S, we define the operator Π that maps a bounded, predictable strategy ϕ starting at zero,
i.e., ϕ ∈ bP, to the associated [−∞,∞)-valued risk-less position (also starting at zero) by
Πt(ϕ) := ϕ • St − ϕtSt − Ct(ϕ), t ∈ [0, T ], (3.11)
which coincides with ϕ • St−−ϕtSt−−Ct(ϕ). Throughout the paper, ϕ • S denotes the stochastic
integral in the sense of Definition III.6.17 in [21]. If stock positions are evaluated by the semi-
martingale S, the wealth process is given by Vt(ϕ) := ϕ • St −Ct(ϕ) = Πt(ϕ) + ϕtSt. If there is
ambiguity about the semimartingale S used in the construction, we write CS(ϕ),ΠS(ϕ), V S(ϕ)
instead of C(ϕ),Π(ϕ), V (ϕ).
We still have to introduce a measure that gives some information about the convergence of
integrals w.r.t. S. There exists a probability measure Q ∼ P s.t. the semimartingale S possesses
a decomposition S =M +A, where M is a Q-square integrable martingale and A is a process of
Q-integrable variation (Theorem 58 in Chapter VII of Dellacherie and Meyer [10]). We introduce
the finite measure
µS(B) := EQ (1B • 〈M,M〉T ) + EQ (1B • VarT (A)) , B ∈ P, (3.12)
where 〈M,M〉 denotes the predictable quadratic variation of M (see, e.g., Theorem 4.2 of [21]).
The following theorem characterizes the process V (ϕ) as the limit of wealth processes asso-
ciated with suitable almost simple strategies. Note that for almost simple strategies, V coincides
with the intuitive wealth process that can be written down without any limiting procedure.
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Theorem 3.19. Let ϕ ∈ bP and let µ be a σ-finite measure on the predictable σ-algebra with
µS ≪ µ.
(i) For all {0,1}-valued decreasing predictable processes A and all uniformly bounded sequences
of predictable processes (ϕn)n∈N, the following implication holds:
ϕn → ϕ pointwise on {S− > S−} ∩ {A = 1}, µS-a.e. on {S− = S−} ∩ {A = 1}
=⇒ lim inf
n→∞
V (ϕn) ≤ V (ϕ) on {A = 1} up to evanescence.
(ii) There exists a uniformly bounded sequence of almost simple strategies (ϕn)n∈N s.t.
ϕn → ϕ pointwise on {S− > S−} ∩ {C(ϕ) <∞}, µ-a.e. on {S− = S−}∩{C(ϕ) <∞},
and sup
t∈[0,T ]
|Vt(ϕn)− Vt(ϕ)|1{Ct(ϕ)≤K} → 0 in probability for n→∞ and all K ∈ N.
Remark 3.20. In the special case C(ϕ) <∞, which is equivalent to V (ϕ) > −∞, setting A = 1
yields the following characterization of the wealth process of a bounded strategy: (i) The wealth
of the strategy exceeds the limiting wealths of (almost) pointwise converging simple strategies and
(ii) there exists a special approximating sequence s.t. the wealth processes converge.
On the set {V (ϕ) = −∞} = {C(ϕ) = ∞}, one cannot expect the existence of a sequence
of simple strategies that converge pointwise to ϕ on {S− > S−}. Nevertheless, Theorem 3.19(i)
provides a motivation for V (ϕ) = −∞.
For the proof of Corollary 3.22, we need the theorem in this general form, covering the case
of infinite costs, since a priori it is not clear that the latter property does not depend on the
choice of S.
Remark 3.21. In Theorem 3.19(i), one cannot expect convergence “uniformly in probability”
as in the frictionless case. Indeed, consider S = 1, S = 2, and ϕn = 1]]1/n,1]] which converges
pointwise to ϕ = 1]]0,1]] but V (ϕ
n)− V (ϕ) = 1]]0,1/n]].
Corollary 3.22. Let ϕ ∈ bP. The bank account process Π(ϕ) does not depend on the choice of
the semimartingale price system up to evanescence.
Proof. Let ϕ ∈ bP and S, S˜ be semimartingale price systems. Of course, the measure Q in (3.12)
can be chosen jointly for S and S˜ and w.l.o.g. Q = P. We set µ := µS + µS˜ . Let us fix K ∈ N
and show that
ΠS˜(ϕ) ≥ ΠS(ϕ) on {CS(ϕ) ≤ K} up to evanescence. (3.13)
Observe that (3.13) for all K ∈ N implies that ΠS˜(ϕ) ≥ ΠS(ϕ) up to evanescence since ΠS(ϕ) =
−∞ on {CS(ϕ) =∞} = (Ω × [0, T ]) \ ∪K∈N{CS(ϕ) ≤ K}. Then, the assertion of the corollary
follows by symmetry. Thus, it is sufficient to show (3.13).
For this, let (ϕn)n∈N be a sequence of almost simple strategies satisfying the properties in
Theorem 3.19(ii) for the semimartingale S and µ given above. According to Theorem 3.19(ii),
we may suppose that
sup
t∈[0,T ]
|V St (ϕn)− V St (ϕ)|1{CSt (ϕ)≤K} → 0 P-a.s. (3.14)
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by passing to a subsequence. On the other hand, by applying Theorem 3.19(i) with regard to
the semimartingale S˜ and A := 1{CS(ϕ)≤K}, we get
lim inf
n→∞
V S˜(ϕn) ≤ V S˜(ϕ) on {CS(ϕ) ≤ K} up to evanescence. (3.15)
In addition, Proposition 3.16 and elementary calculations yield the assertion of the corollary for
almost simple strategies, i.e.,
V S˜(ϕn) = V S(ϕn) + ϕn(S˜ − S), n ∈ N. (3.16)
It remains to analyze (ϕn − ϕ)(S˜ − S), especially on {S− = S−} ∩ {S > S}. If a sequence of
ca`dla`g processes converges to zero uniformly in probability, the same holds for the associated
jump processes. Thus, the choice of µ and the same arguments as in the proof of Theorem 3.19(i)
yield
sup
t∈[0,T ]
|ϕnt∆St − ϕt∆St|1{St−−St−=0, CSt (ϕ)<∞} → 0 in probability for n→∞
sup
t∈[0,T ]
|ϕnt∆S˜t − ϕt∆S˜t|1{St−−St−=0, CSt (ϕ)<∞} → 0 in probability for n→∞.
(3.17)
By passing to a further subsequence (again denoted by (ϕn)n∈N), we can and do assume that
the convergence in (3.17) holds for P-a.e. ω ∈ Ω. Thus, on {S− = S−, CS(ϕ) < ∞} we have
ϕn(S˜ − S) = ϕn(S˜− − S−) + ϕn(∆S˜ −∆S) = ϕn(∆S˜ −∆S)→ ϕ(∆S˜ −∆S) = ϕ(S˜ − S) up to
evanescence. In addition, Theorem 3.19(ii) yields ϕn(S˜−S)→ ϕ(S˜−S) on {S− > S−, CS(ϕ) <
∞}, i.e., we have ϕn(S˜ − S) → ϕ(S˜ − S) on {CS(ϕ) < ∞} up to evanescence. Combining this
with (3.14), (3.15), and (3.16) yields
ΠS˜(ϕ)−ΠS(ϕ) = V S˜(ϕ) − ϕS˜ − (V S(ϕ)− ϕS)
≥ lim inf
n→∞
(
V S˜(ϕn)− V S(ϕn)− ϕn
(
S˜ − S
))
= 0 on {CS(ϕ) ≤ K} up to an evanescence,
and we are done. We note that the differences above are well-defined since ΠS(ϕ) and V S(ϕ)
are finite on {CS(ϕ) ≤ K}.
The following example shows that our approach does not work without Assumption 3.18.
Example 3.23. Let S = −|B|, S = |B|, and S = α|B| for α ∈ [−1, 1] where B is a stan-
dard Brownian motion. Consider the strategy ϕ := 1{S=S} = 1{B=0}. We get C(ϕ) = 0
by Definition 3.8. In addition, we have ϕ • S = αLB, where LB is the nonvanishing local
time of B at zero, by [30, Theorem 69 and Corollary 3 of Theorem 70]. Together this implies
Π(ϕ) = αLB−1{B=0}α|B| = αLB. Thus, the self-financing condition would depend on the choice
of α.
3.4 Extension to unbounded strategies
Let (bP)Π := {ϕ ∈ bP : Π(ϕ) > −∞ up to evanescence}. Note that by the preceding corollary
this set does not depend on the semimartingale price system. In this subsection, we want to
extend the self-financing condition, i.e., the operator Π from (bP)Π to an as large as possible
set of predictable strategies. Therefore, recall that the space of adapted la`dla`g processes L
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endowed with the topology of convergence uniformly in probability, which is defined by the
quasinorm ‖X‖up = E
[
supt∈[0,T ] |Xt| ∧ 1
]
, X ∈ L, is a complete metric space with metric
dup(X,Y ) := ‖X − Y ‖up for X,Y ∈ L. Indeed, this is a consequence of the completeness of the
space of la`dla`g functions (also called regulated functions) equipped with the supremum norm
(see, e.g., Franˇkova´ [13, Point 1.8]). In addition, if (Xn)n∈N ⊆ L converges to X ∈ L with regard
to dup, we write up-limn→∞X
n = X. At this step, the restriction from bP to (bP)Π is not
critical since the latter is sufficiently large to approximate finite portfolio processes, in which we
are finally interested, in a reasonable way.
Definition 3.24. Let L denote the subset of predictable strategies ϕ such that there exists a
sequence (ϕn)n∈N ⊂ (bP)Π with
(i) ϕn → ϕ pointwise on Ω× [0, T ] and |ϕn| ≤ |ϕ| for all n ∈ N,
(ii) There exists a semimartingale S with S ≤ S ≤ S such that
(V S(ϕn))n∈N = (ϕ
n • S − CS(ϕn))n∈N
is Cauchy in (L, dup) and such that for all sequences (ϕ˜n)n∈N ⊆ (bP)Π satisfying (i), we
have
up-lim
n→∞
(
V S(ϕ˜n)− V S(ϕn))+ = 0. (3.18)
The requirement (ii) means that in the limit the approximation with (ϕn)n∈N is better
than all other pointwise approximations (ϕ˜n)n∈N if the stock position is evaluated by the same
semimartingale.
Proposition 3.25. Let ϕ ∈ L. If (ϕn)n∈N ⊆ (bP)Π is a sequence satisfying the assertions
of Definition 3.24 for ϕ with regard to a semimartingales S and (ϕ˜n)n∈N ⊆ (bP)Π is another
sequence satisfying the same assertions for ϕ with regard to a semimartingale S˜, then we have
up-lim
n→∞
V S(ϕn)− ϕS = up-lim
n→∞
V S˜(ϕ˜n)− ϕS˜
up to evanescence.
We now can extend the operator Π to L by setting
Π(ϕ) := up-lim
n→∞
V S(ϕn)− ϕS, ϕ ∈ L,
where (ϕn)n∈N is a sequence satisfying the assertions of Definition 3.24 with regard to the
semimartingale S. By Proposition 3.25, Π is well-defined on L, i.e., it does not depend on the
choice of the approximating sequence and the semimartingale.
Proof of Proposition 3.25. Let (ϕn)n∈N and (ϕ˜
n)n∈N be sequences that satisfy the assumptions
of the proposition. Corollary 3.22 states that the process Π(ϕ˜n) does not depend on the semi-
martingale, i.e., we have
V S(ϕ˜n)− ϕ˜nS = V S˜(ϕ˜n)− ϕ˜nS˜ up to evanescence for all n ∈ N,
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and thus(
V S˜(ϕ˜n)− ϕ˜nS˜ − (V S(ϕn)− ϕnS))+ = (V S(ϕ˜n)− V S(ϕn) + (ϕn − ϕ˜n)S)+
≤ (V S(ϕ˜n)− V S(ϕn))+ + ((ϕn − ϕ˜n)S)+ (3.19)
up to evanescence for all n ∈ N. We have that ϕn → ϕ and ϕ˜n → ϕ pointwise as n →
∞. By passing jointly to subsequences, we may suppose that (V S˜(ϕ˜n))n∈N, (V S(ϕn))n∈N, and
((V S(ϕ˜n)− V S(ϕn))+)n∈N converge pointwise up to evanescence, the latter sequence to zero by
(3.18). Thus, by symmetry, (3.19) yields the assertion.
We now turn towards the frictionless case, i.e., S = S = S, and show that L equals the set
L(S) of S-integrable processes:
Proposition 3.26. Let S = S = S be a semimartingale. Then, we have L = L(S) and Π(ϕ) =
ϕ • S − ϕS for all ϕ ∈ L.
The set L(S) was introduced as given in Definition III.6.17 of [21] by Jacob [20], but there are
equivalent definitions that may look a bit smarter and that are based on bP ⊆ L(S). For this,
recall that the space of semimartingales S endowed with the semimartingale topology defined
by the metric
dS(X,Y ) := sup
H∈bP, ‖H‖∞≤1
‖H • (X − Y )‖up, X, Y ∈ S (3.20)
is a complete metric space by E´mery [12, Theorem 1]. The following characterization of S-
integrability is effectively due to Chou et al. [6].
Note 3.27. Let S be a semimartingale and ϕ be a predictable process. The following assertions
are equivalent
(i) ϕ ∈ L(S).
(ii) There exists a sequence (ϕn)n∈N ⊆ bP such that ϕn → ϕ pointwise, |ϕn| ≤ |ϕ| for all
n ∈ N, and (ϕn • S)n∈N is Cauchy in (S, dS).
(iii) For all sequences (ϕn)n∈N ⊆ bP with ϕn → ϕ pointwise and |ϕn| ≤ |ϕ| for all n ∈ N, the
sequence (ϕn • S)n∈N is Cauchy in (S, dS).
In this case, the integral ϕ • S is given by the dS-limit of any such sequence (ϕ
n • S)n∈N.
Proof of Note 3.27. In the definition on page 130, Chou et al. [6] (see also [10, Chapter VIII,
75]) introduce the special approximating sequence ϕn := ϕ1{|ϕ|≤n} for some predictable process
ϕ. Later on, the only properties of (ϕn)n∈N they use is that ϕ
n ∈ bP for n ∈ N, |ϕn| ≤ |ϕ|
for n ∈ N, and ϕn → ϕ pointwise. Thus, the note is just a reformulation of their results [6,
Properties b), c), d) on page 130 and Theoreme 1] (see also [10, Chapter VIII, 74-77]).
A similar characterization is provided in Eberlein and Kallsen [11], page 193 by
L(S) = {ϕ predictable : ∃ semimartingale Z s.t. (ϕ1{|ϕ|≤n}) • S = 1{|ϕ|≤n} • Z, n ∈ N}.
It emphasizes the maximality of L(S) if one requires that the integral ϕ • S := Z itself is a
semimartingale. By contrast, in our characterization from Definition 3.24, the semimartingale
property can be seen more as a result since it is stated with the up-metric and not with the
semimartingale metric.
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Proof of Proposition 3.26. Ad L(S) ⊆ L: This follows from (i)⇒ (ii)⇒(iii) in Note 3.27.
Ad L ⊆ L(S): Let ϕ ∈ L. Thus, there exists (ϕn)n∈N ⊆ bP satisfying Definition 3.24(i) and
(ii). In particular, the sequence (V S(ϕn))n∈N = (ϕ
n • S)n∈N is Cauchy with regard to dup. Let
us demonstrate that the sequence is also Cauchy in (S, dS) by contradiction, i.e., we assume that
there exists ε > 0, a sequence (Hn)n∈N of predictable processes with 0 ≤ Hn ≤ 1 for all n ∈ N
and a subsequence (mn)n∈N with mn ≥ n such that
‖(Hn(ϕn − ϕmn)) • S‖up ≥ ε, n ∈ N. (3.21)
We note that in (3.21), it can be assumed that Hn is [0, 1]-valued and not only [−1, 1]-valued,
since otherwise it can be decomposed into its positive and its negative part. Next, we define
the strategies ψn := Hnϕn + (1 − Hn)ϕmn ∈ bP and θn := (1 − Hn)ϕn + Hnϕmn ∈ bP for
n ∈ N. The strategies satisfy ψn → ϕ, θn → ϕ pointwise and |ψn| ∨ |θn| ≤ |ϕ|, i.e., they satisfy
Definition 3.24 (i). In addition, a simple calculation shows∥∥(ψn • S − ϕn • S)+∥∥
up
≥ ∥∥((Hn (ϕn − ϕmn)) • S)+∥∥
up
− ∥∥(ϕn • S − ϕmn • S)+∥∥
up
,
which, together with Definition 3.24(ii), implies
up-lim
n→∞
((Hn (ϕn − ϕmn)) • S)+ = 0. (3.22)
Analogously, by the same argument applied to the strategies (θn)n∈N, we get
up-lim
n→∞
((Hn (ϕmn − ϕn)) • S)+ = 0. (3.23)
However, (3.22) and (3.23) contradict (3.21). Thus, (ϕn • S)n∈N is Cauchy in (S, dS), and the
assertion follows by (ii)⇒(i) in Note 3.27.
4 Proof of Theorem 3.19
We start with two lemmas that prepare the proof of Theorem 3.19. In the following, we set
X := S−S with the convention that X0− := 0. Let M be the set of starting points of excursions
of the spread away from zero, i.e.,
M :=({X = 0} ∪ {X− = 0})
∩ {(ω, t) ∈ Ω× [0, T ) : ∃ε > 0 ∀s ∈ (t, (t+ ε) ∧ T ) Xs(ω) > 0}.
Here, we follow the convention that an excursion also ends (and thus a new excursion can start) if
only the left limit of the spread process is zero. Under the usual conditions and Assumption 3.18,
the process Y := 1{(ω,t)∈Ω×[0,T ):∃ε>0 ∀s∈(t,(t+ε)∧T ) Xs(ω)>0} is right-continuous on Ω× [0, T ) and
adapted (for the latter one uses that for all t ∈ [0, T ) and ε˜ ∈ (0, T − t), one has {ω ∈ Ω : ∃ε >
0 ∀s ∈ (t, (t+ ε)∧ T ) Xs(ω) > 0} = Ω \ {ω ∈ Ω : ∃ε ∈ (0, ε˜)∩Q ∀s ∈ (t, t+ ε)∩Q Xs(ω) = 0}).
Thus, Y is a progressive process (see, e.g., Theorem 3.11 in [18]), which implies that M is a
progressive set. Consequently, {ω ∈ Ω : τ(ω) <∞, (ω, τ(ω)) 6∈M} ∈ F if τ is a stopping time.
For a stopping time τ , we define the associated stopping time Γ2(τ) by
Γ2(τ) := inf{t > τ : Xt = 0 or Xt− = 0}.
Lemma 4.1. There exists a sequence of stopping times (τn1 )n∈N with P({ω ∈ Ω : τn1 (ω) <
∞, (ω, τn1 (ω)) 6∈M}) = 0 for all n ∈ N, P(τn11 = τn21 <∞) = 0 for all n1 6= n2, and
{X− > 0} ⊂ ∪n∈N]]τn1 ,Γ2(τn1 )]] up to evanescence. (4.1)
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Proof. We define a finite measure µ on the predictable σ-algebra by
µ(A) :=
∞∑
k=1
2−kP({ω ∈ Ω : (ω, qk) ∈ A}), A ∈ P,
where (qk)k∈N is a counting of the rational numbers. Let M be the set of predictable processes
of the form 1]]τ,Γ2(τ)]], where τ runs through all stopping times satisfying P({ω ∈ Ω : τ(ω) <
∞, (ω, τ(ω)) 6∈M}) = 0. The essential supremum of M w.r.t. µ can be written as
esssup M = sup
n∈N
1]]τn1 ,τn2 ]] = 1∪n∈N]]τn1 ,τn2 ]] µ-a.e.,
where τn2 = Γ2(τ
n
1 ). Obviously, the sequence (τ
n
1 )n∈N can be chosen s.t. P(τ
n1
1 = τ
n2
1 < ∞) = 0
holds for all n1 6= n2. Then, by the definition ofM and Γ2, one has that ]]τn11 , τn12 ]]∩]]τn21 , τn22 ]] = ∅
up to evanescence for all n1 6= n2.
Now consider the random time σ := inf{t ∈ (0, T ] : Xt− > 0 and t 6∈ ∪n∈N(τn1 , τn2 ]}. Since
σ can be written as the debut inf{t ∈ (0, T ] : Zt > 0}, where Z := X−(1 −
∑∞
n=1 1]]τn1 ,τn2 ]]) is a
finite predictable process, it is a stopping time (see Theorem 7.3.4 in [7]). By the definition of
the infimum and Γ2, we must have that Xσ = 0 or Xσ− = 0 on the set {σ <∞}. Together with
Assumption 3.18, this means that in σ there starts an excursion, and it is not yet overlapped.
By the definition of the essential supremum, one has µ(]]σ,Γ2(σ)]]) = 0. Since Γ2(σ) > σ on
{σ < ∞}, this is only possible if P(σ < ∞) = 0 and thus P({ω ∈ Ω : ∃t ∈ (0, T ] Xt−(ω) >
0 and t 6∈ ∪n∈N(τn1 (ω), τn2 (ω)]}) = 0.
Next, we analyze the time the spread spends at zero. Define
M1 :={(ω, t) ∈ Ω× [0, T ] : t = 0 or ∀ε > 0 ∃s ∈ ((t− ε) ∨ 0, t) Xs(ω) > 0}
∩ {X− = 0}
and M2 :={X− > 0} ∩ {X = 0}.
The optional setM1∪M2 consists of the ending points of an excursion and of their accumulation
points. For a stopping time τ , we define the starting point of the next excursion after τ by
(Γ1(τ))(ω) := inf{t ≥ τ(ω) : (ω, t) ∈ M} for ω ∈ Ω, which is the debut of a progressive set and
thus a stopping time by Theorem 7.3.4 in [7].
Lemma 4.2. There exists a sequence of stopping times (σn1 )n∈N with P({ω ∈ Ω : σn1 (ω) <
∞, (ω, σn1 (ω)) 6∈ M1 ∪M2}) = 0 such that (σn1 ){Xσn
1
−=0}
are predictable stopping times for all
n ∈ N, P(σn11 = σn21 <∞) = 0 for all n1 6= n2, and
{X− = 0} ⊂ ∪n∈N
(
[[(σn1 ){Xσn1 −=0}
]]∪]]σn1 ,Γ1(σn1 )]]
)
up to evanescence. (4.2)
for Γ1 from above.
(4.2) can be interpreted as follows. If the spread approaches zero continuously at some time t,
the investment between t− and t already falls into the “frictionless regime”. On the other hand,
if the spread jumps to zero at time t, the frictionless regime only starts immediately after t (if
at all).
Proof of Lemma 4.2. We take the starting points τn1 of the excursions from Lemma 4.1 and
define the measure µ(A) :=
∑∞
n=1 2
−nP({ω ∈ Ω : (ω, τn1 (ω)) ∈ A}) + P({ω ∈ Ω : (ω, T ) ∈
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A}) for all A ∈ P. Consider the essential supremum w.r.t. µ of the set of predictable pro-
cesses 1[[σ{Xσ−=0}]]∪]]σ,Γ1(σ)]]
, where σ runs through the set of stopping times satisfying P({ω ∈ Ω :
σ(ω) <∞, (ω, σ(ω)) 6∈M1∪M2}) = 0 with the further constraint that σ{Xσ−=0} is a predictable
stopping time. Again, the supremum can be written as
1
∪n∈N
(
[[(σn1 ){Xσn
1
−=0}
]]∪]]σn1 ,Γ1(σ
n
1 )]]
) µ-a.e.
Consider the random time
σ := inf{t ≥ 0 : Xt− = 0 and t 6∈ ∪n∈N
(
[(σn1 ){Xσn1 −=0}
] ∪ (σn1 , σn2 ]
)
}, (4.3)
where σn2 := Γ1(σ
n
1 ). Since σ := inf{t ≥ 0 : Zt = 0}, where
Z := X− +
∞∑
n=1
1[[(σn1 ){Xσn
1
−=0}
]]∪]]σn1 ,σ
n
2 ]]
is predictable, σ is a stopping time (see Theorem 7.3.4 in [7]). In addition, one has
[[σ{Xσ−=0}]] = [[σ]] ∩ {X− = 0}
=
(
[[0, σ]] \ ∪n∈N[[(σn1 ){Xσn1−=0}]]∪]]σ
n
1 , σ
n
2 ]]
)
∩ {X− = 0} ∈ P,
where we use that the infimum in (4.3) must be attained if Xσ− = 0. Thus, σ{Xσ−=0} is a
predictable stopping time. Finally, we have that P({ω ∈ Ω : σ(ω) <∞, (ω, σ(ω)) 6∈M1 ∪M2) =
0. By the maximality of the supremum, one has
µ([[σ{Xσ−=0}]]∪]]σ,Γ1(σ)]]) = 0.
Since the intervals overlap T or some τn1 (ω) if they are nonempty, we arrive at P(σ < ∞) = 0,
and thus (4.2) holds.
Note 4.3. For any ϕ ∈ bP and any σ-finite measure µ on P with µS ≪ µ, there exists a
uniformly bounded sequence of simple strategies (ϕn)n∈N with ϕ
n → ϕ, µ-a.e., and for any such
sequence (ϕn)n∈N one has ϕ
n • S → ϕ • S uniformly in probability.
Proof. The existence of such a sequence with ϕn → ϕ, µ-a.e. follows from the approximation
theorem for measures (see, e.g., Theorem 1.65(ii) in [26]). Then, the convergence of the integrals
follows for the martingale parts by (3) on page 49 of [21] and for the finite variation parts by
dominated convergence.
Proof of Theorem 3.19. Obviously, it is sufficient to show the theorem under an equivalent mea-
sure Q ∼ P. Hence, we assume w.l.o.g. that P = Q, where Q is the measure introduced above
(3.12).
Ad (i): Let (ϕn)n∈N ⊂ bP satisfy ϕn → ϕ pointwise on {S− > S−, A = 1}. For any J ∈ I
from (3.1), Proposition 3.11 yields that lim infn→∞C(ϕ
n, J ∩ [0, t])(ω) ≥ C(ϕ, J ∩ [0, t])(ω)
for all (ω, t) ∈ {A = 1}. It follows that lim infn→∞Ct(ϕn)(ω) ≥ supJ∈I C(ϕ, J ∩ [0, t])(ω) =
Ct(ϕ)(ω) for all (ω, t) ∈ {A = 1}. If in addition (ϕn)n∈N is uniformly bounded and ϕn →
ϕ µS-a.e. on {S− = S−, A = 1}, we have that
(ϕn1{A=1}) • S → (ϕ1{A=1}) • S uniformly in probability (4.4)
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(see Note 4.3). Since {A = 1} is a predictable set of interval type, there is an increasing sequence
of stopping times (Tm)m∈N such that {A = 1}∪(Ω×{0}) = ∪m∈N[[0, Tm]] (see, e.g., [18, Theorem
8.18]). For each m ∈ N, we obviously have((
1[[0,Tm]]ϕ
)
• S
)
1[[0,Tm]] = (ϕ • S)
Tm
1[[0,Tm]] = (ϕ • S)1[[0,Tm]].
Letting m→∞ this yields
(ϕ1{A=1} • S)1{A=1} = (ϕ • S)1{A=1} (4.5)
up to evanescence by Note 4.3 and, analogously, (ϕn1{A=1} • S)1{A=1} = (ϕ
n • S)1{A=1} up to
evanescence for n ∈ N. Thus, together with (4.4), we have
lim inf
n→∞
(ϕn • S − ϕ • S)+ 1{A=1} = 0 up to evanescence.
Putting the cost terms and the trading gains w.r.t. S together, we arrive at (i).
Ad (ii): The following analysis is based on the stopping times (τn1 )n∈N and (σ
n
1 )n∈N from
Lemma 4.1 and Lemma 4.2, respectively. We can and do choose the sequence (σn1 )n∈N s.t.
P(σn1 = τ
m
1 <∞, Xσ1n− > 0) = 0, ∀n,m ∈ N. (4.6)
This means that if the spread X only touches zero at a single point and its left limit is non-zero,
there directly starts the next excursion without a one point frictionless regime in between.
For the rest of the proof, we write {Xτ− ∈ B} for the set {ω ∈ Ω : ∃t ∈ [0, T ] τ(ω) =
t, Xt−(ω) ∈ B}, where τ is a [0, T ] ∪ {∞}-valued stopping time and B ⊂ R. Let
An :=]](τn1 ){Xτn
1
−>0}
,Γ2(τ
n
1 )[[∪[[(Γ2(τn1 )){Xτn
1
−>0}∩{XΓ2(τn1 )−
>0}]] ∈ P, n ∈ N,
Bn := [[(σn1 ){Xσn1 −=0}
]]∪]]σn1 ,Γ1(σn1 )]] ∈ P, n ∈ N,
B˜n :=]]Γ1(σ
n
1 ),Γ2(Γ1(σ
n
1 ))[[∪[[(Γ2(Γ1(σn1 )))X{Γ2(Γ1(σn1 )))−>0}]] ∈ P, n ∈ N,
and
ϕN := ϕ1
∪n=1,...,N (An∪Bn∪B˜n)
, N ∈ N. (4.7)
Excursions away from zero are either included by An or by B˜n with the frictionless forerun-
ner Bn. In the first case, the spread cannot jump away from zero since Xτn1 = 0 on {Xτn1 − > 0}.
In the latter case, the frictionless forerunner avoids that ϕN produces costs when the spread
jumps away from zero, which do not occur with the strategy ϕ. Namely, at a time the spread
jumps away from zero, ϕN either remains zero or it already coincides with ϕ. Note that the
frictionless forerunner may consist of a single point only. For example, this is the case if the
jump time is an accumulation point of starting/ending points of excursions shortly before.
First, we approximate ϕ by the strategies ϕN .
Step 1: Let E ∈ FT be a set with P(E) = 1 s.t. the properties from Lemma 4.1 and Lemma 4.2
hold for all ω ∈ E. Let us show that ϕNt (ω)→ ϕt(ω) for all t ∈ [0, T ] and ω ∈ E. By construction
of ϕN , we only have to show that for each n ∈ N, the excursion starting in τn1 (ω) is overlapped
by Anω := {t ∈ [0, T ] : (ω, t) ∈ An}, the ω-intersection of An, or by some B˜mω , m ∈ N. In the case
that Xτn1 (ω)−(ω) > 0, the excursion is overlapped by A
n
ω. In the case that Xτn1 (ω)−(ω) = 0, we
have by Lemma 4.2 that τn1 (ω) ∈ [σm1 (ω),Γ1(σm1 (ω))] for some m ∈ N and thus the excursion
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starting in τ1n(ω) is overlapped by B˜
m
ω . By Note 4.3, it follows that ϕ
N • S to ϕ • S uniformly
in probability for N →∞.
Step 2: W.l.o.g we assume that the bounded process ϕ takes values in [−1/2, 1/2] to get rid
of a further constant. Let us show that
sup
t∈[0,T ]
|Ct(ϕN )− Ct(ϕ)|1{Ct(ϕ)≤K} → 0, N →∞, pointwise on E ∀K ∈ N. (4.8)
From Xτn1 = 0 on {Xτn1 − > 0} and Xσn1 = 0 on {Xσn1− > 0}, we conclude: for fixed ω ∈ E
and 0 ≤ a ≤ b ≤ T with infu∈[a,b)Xu(ω) > 0, we either have that ϕNu (ω) = ϕu(ω) for all
u ∈ [a, b] or ϕNu (ω) = 0 for all u ∈ [a, b]. By the definition of the cost term in (3.2), this yields
C(ϕN , I ∩ [0, t]) ≤ C(ϕ, I ∩ [0, t]) for all I ∈ I, (ω, t) ∈ E × [0, T ] and thus Ct(ϕN ) ≤ Ct(ϕ) for
all (ω, t) ∈ E × [0, T ]. We define
θm := inf{t ≥ 0 : Ct(ϕ) > m} ∧ T for m ∈ N. (4.9)
By ∆−Cθm(ϕ) ≤ supu∈[0,T ]Xu, the paths of the stopped process Cθm(ϕ) are bounded. Fix
ω ∈ E and ε > 0. For K ∈ N we set u := θK. Proposition 3.7 yields that C(ϕ, I ∩ [0, u]) =
C(ϕ, I∩[0, t])+C(ϕ, I∩[t, u]) for all I ∈ I and t ≤ u. Therefore, together with Proposition 3.9(i),
there exists I ∈ I such that
sup
t∈[0,T ]
(Ct(ϕ) − C(ϕ, I ∩ [0, t])) 1{Ct(ϕ)≤K} ≤ ε.
The set I is overlapped by finitely many ω-intersections of An and Bn ∪ B˜n, i.e., for N large
enough, one has I ⊂ ∪n≤N (An ∪Bn ∪ B˜n)ω, i.e., C(ϕN , I ∩ [0, t]) = C(ϕ, I ∩ [0, t]) and, conse-
quently, (Ct(ϕ)−Ct(ϕN ))1{Ct(ϕ)≤K} ≤ (C(ϕ, I ∩ [0, t])−C(ϕN , I ∩ [0, t]))1{Ct(ϕ)≤K}+ ε = ε for
all t ∈ [0, T ]. This implies (4.8). Together with Step 1, we have that
ϕN → ϕ pointwise up to evanescence (4.10)
and sup
t∈[0,T ]
|Vt(ϕN )− Vt(ϕ)|1{Ct(ϕ)≤K} → 0 in probability (4.11)
for N →∞ and each K ∈ N.
Step 3: It remains to approximate the strategies ϕN , N ∈ N, by almost simple strategies.
Since the pointwise convergence that we need on {X− > 0} ∩ {C(ϕ) <∞} is not metrizable, it
is not sufficient to approximate each ϕN separately by a sequence of almost simple strategies.
Let µ be a σ-finite measure on P with µS ≪ µ. We fix some N ∈ N and let ε := 2−N . In the
following, we construct an almost simple strategy step by step on disjoint stochastic intervals.
The main idea is to approximate the cost term on subintervals of excursions where the spread
is bounded away from zero while controlling the error at the beginning and the end of the
excursions. We start with the construction of an almost simple strategy on An with n ≤ N .
We recall that τn2 := Γ2(τ
n
1 ). There exists a stopping time τ
n,N
1 with θ
N ∧ τn2 ≥ τn,N1 > τn1 on
{τn1 < θN} ∩ {Xτn1 − > 0}, τ
n,N
1 = θ
N on {θN ≤ τn1 } and, for notational convenience, τn,N1 = τn1
elsewhere s.t.
P(τn1 ∧ θN ≤ τn,N1 ≤ τn1 + ε) = 1, (4.12)
P((ϕN1
]]τn1 ,τ
n,N
1 ]]
• S)⋆ > ε) ≤ ε, P(τn1 < ∞, |Xτn,N1 − Xτn1 ∧θN | > ε) ≤ ε, and P(τ
n
1 <
∞, C
τn,N1
(ϕN ) − Cτn1 ∧θN (ϕN ) > ε) ≤ ε, where we use the notation Y ⋆ := supt∈[0,T ] |Yt| and
32
θN was defined in (4.9). This follows from the right-continuity of the processes ϕN1]]τn1 ,T ]]
• S, X
and from the definition of the cost process together with Xτn1 = 0 on {Xτn1 − > 0}. In addition,
since [[(τn2 ){Xτn
2
−=0}
]] =]]τn1 , τ
n
2 ]] ∩ {X− = 0} ∈ P, the stopping time (τn2 ){Xτn
2
−=0}
is predictable.
Thus, by the existence of an announcing sequence (see, e.g., Theorem 4.34 in [18]), there is a
stopping time τn,N2 with τ
n,N
1 ≤ τn,N2 ≤ τn2 ∧ θN and τn,N2 < τn2 on {Xτn2 − = 0, τ
n,N
1 < τ
n
2 } s.t.
P(τn,N2 < τ
n
2 ∧ θN − ε) ≤ ε, P(Xτn2 − > 0, τ
n,N
2 < τ
n
2 ∧ θN ) ≤ ε, (4.13)
P((ϕN1
]]τn,N2 ,τ
n
2 ∧θ
N [[∪[[(τn2 ){Xτn
2
−>0, τ
n,N
2 <τ
n
2 ∧θ
N }
]]
• S)⋆ > ε) ≤ ε, P(X
τn,N2
> ε, τn,N2 < τ
n
2 ∧ θN) ≤ ε,
and P(τn2 <∞, Cτn2 ∧θN (ϕN )− Cτn,N2 (ϕ
N ) > ε) ≤ ε.
By Proposition 3.17 applied to the stopping times τn,N1 ≤ τn,N2 , there exists an almost simple
strategy ψ˜N with ψ˜N
τn,N1
= ϕN
τn,N1
,
sup
t∈[τn,N1 ,τ
n,N
2 ]
|ψ˜Nt − ϕNt | ≤ ε, (4.14)
P
 sup
t∈[τn,N1 ,τ
n,N
2 ]
|Ct(ψ˜N )− Cτn,N1 (ψ˜
N )− (Ct(ϕN )− Cτn,N1 (ϕ
N ))| > ε
 ≤ ε,
and P(((ψ˜N −ϕN )1
]]τn,N1 ,τ
n,N
2 ]]
• S)⋆ > ε) ≤ ε (the later also uses Note 4.3). We define the almost
simple strategy by
ψNt := ψ˜
N
t 1(τn,N1 <t≤τ
n,N
2 )
on An. (4.15)
Since ψN can be updated for free at the left endpoint of An, for the increments of the process
V (ψN )− V (ϕN ) = (ψN − ϕN ) • S − (C(ψN )− C(ϕN )) we get the estimate
P
 sup
t∈(τn1 ,τ
n
2 )∪[(τ
n
2 ){Xτn2 −
>0}]
|Vt(ψN )− Vτn1 (ψN )− (Vt(ϕN )− Vτn1 (ϕN ))|1{Ct(ϕ)≤K} > 8ε
τn1 <∞, Xτn1 − > 0,
) ≤ 8ε for all n = 1, . . . , N, K ≤ N, (4.16)
regardless of how ψN is defined outside An, especially at time τn1 . Indeed, in the worst case,
there are 2 error terms on (τn1 , τ
n,N
1 ], 3 error terms on (τ
n,N
1 , τ
n,N
2 ], and 3 error terms between
(τn,N2 , τ
n
2 ) ∪ [(τn2 ){Xτn
2
−>0}
].
We proceed with the construction of the almost simple strategy on Bn ∪ B˜n with n ≤ N . A
strategy with support Bn has zero costs, and by Note 4.3, we find an (almost) simple strategy ψ̂N
with
µ(|ψ̂N − ϕN |1Bn > ε) ≤ ε, (4.17)
P(Γ1(σ
n
1 ) <∞, |ψ̂NΓ1(σn1 ) − ϕ
N
Γ1(σn1 )
|XΓ1(σn1 ) > ε) ≤ ε, (4.18)
and P(((ψ̂N − ϕN )1Bn • S)⋆ > ε) ≤ ε. After Γ1(σn1 ), we proceed similar to (4.15). Setting
τ˜n2 := Γ2(Γ1(σ
n
1 )), there exists a stopping time τ˜
n,N
1 with τ˜
n,N
1 = θ
N on {θN ≤ Γ1(σn1 )},
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τ˜n,N1 = Γ1(σ
n
1 ) on {Γ1(σn1 ) < θN , XΓ1(σn1 ) > 0} and θN ∧ τ˜n2 ≥ τ˜
n,N
1 > Γ1(σ
n
1 ) on {Γ1(σn1 ) <
θN , XΓ1(σn1 ) = 0} s.t. P(Γ1(σn1 )∧ θN ≤ τ˜
n,N
1 ≤ Γ1(σn1 )+ ε) = 1, P(((ϕN −ϕNΓ1(σn1 ))1]]Γ1(σn1 ),τ˜n,N1 ]] •
S)⋆ > ε) ≤ ε, P(Γ1(σn1 ) <∞, |Xτ˜n,N1 −XΓ1(σn1 )∧θN | > ε) ≤ ε, and P(Γ1(σ
n
1 ) <∞, Cτ˜n,N1 (ϕ
N )−
CΓ1(σn1 )∧θN (ϕ
N ) > ε) ≤ ε. τ˜n,N2 is defined completely analogous to τn,N2 from above. We set
ψNt := ψ̂
N
t 1(t≤Γ1(σn1 )∧θN ) + ψ
N
t 1(τ˜n,N1 <t≤τ˜
n,N
2 )
on Bn ∪ B˜n (4.19)
for some almost simple strategy ψ
N
with ψ
N
τ˜n,N1
= ϕN
τ˜n,N1
and sup
t∈[τ˜n,N1 ,τ˜
n,N
2 ]
|ψNt − ϕNt | ≤ ε. As
in (4.16), but with the additional error terms on Bn and (4.18) for the case that the spread
jumps away from zero, we get that
P
 supt∈[(σn1 ){Xσn
1
−=0}
∪(σn1 ,Γ2(Γ1(σ
n
1 )))
∪[(Γ2(Γ1(σn1 ))){XΓ2(Γ1(σn1 ))−
>0}]
|Vt(ψN )− V 1 − (Vt(ϕN )− V 2)|1{Ct(ϕ)≤K} > 10ε

≤ 10ε for all n = 1, . . . , N, K ≤ N, (4.20)
where V 1 := Vσn1−(ψ
N ), V 2 := Vσn1−(ϕ
N ) on {Xσn1− = 0} and V 1 := Vσn1 (ψN ), V 2 := Vσn1 (ϕN )
on {Xσn1− > 0}. By (4.6), An and Bm ∪ B˜m are disjoint. Thus, (4.15) and (4.19) can be used to
define an almost simple strategy on Ω × [0, T ]: for n ≤ N , define ψN on ∪n≤N (An ∪ Bn ∪ B˜n)
as above and set ψN := 0 on (Ω × [0, T ]) \ ∪n≤N (An ∪ Bn ∪ B˜n). By V0(ψN ) = V0(ϕN ) = 0
and the construction of An and Bn∪ B˜n, for each (ω, t), (Vt(ψNt )(ω)−Vt(ϕN )(ω))1{Ct(ϕ)≤K}(ω)
can be written as a finite sum of increments from (4.16) and (4.20). For this, we again use
that at the right endpoint of An and B˜n, the position can be liquidated without any costs.
Summing up the error terms and recalling that ε = 2−N , this yields P(supt∈[0,T ] |Vt(ψN ) −
Vt(ϕ
N )|1{Ct(ϕ)≤K} > 18N2−N ) ≤ 18N2−N for all N ≥ K. Together with (4.11), we obtain
supt∈[0,T ] |Vt(ψN )− Vt(ϕ)|1{Ct(ϕ)≤K} → 0 in probability for N →∞ and all K ∈ N.
By (4.17) and (4.19), we have that (ψN )N∈N converges to ϕ µ-a.e. on {X− = 0}∩{C(ϕ) <∞}.
It remains to show that (ψN )N∈N converges pointwise up to evanescence to ϕ on the set {X− >
0}∩{C(ϕ) <∞}. Let (ω, t) ∈ Ω× [0, T ] with Xt−(ω) > 0 and Ct(ϕ)(ω) <∞. By the arguments
in Step 1, there exists an n ∈ N with (ω, t) ∈ An ∪ B˜n. W.l.o.g. (ω, t) ∈ An. By (4.12), one has
τn,N1 (ω) ≤ τn1 (ω) + 2−N < t and, as the costs at t are finite, θN (ω) ≥ t for N large enough.
Case 1: t < τn2 (ω). By (4.13) and the lemma of Borel-Cantelli, we have that P(E
n) = 0, where
En := ∩
N˜∈N
∪
N≥N˜
{τn,N2 < τn2 − 2−N}. If ω 6∈ En, this implies that t < τn2 (ω)− 2−N ≤ τn,N2 (ω)
for N large enough and thus by (4.14), |ψNt (ω)− ϕNt (ω)| ≤ 2−N for N large enough.
Case 2: t = τn2 (ω) and thus Xτn2 (ω)− > 0. By (4.13) and the lemma of Borel-Cantelli, we
have that P(E˜n) = 0, where E˜n := ∩
N˜∈N
∪
N≥N˜
{Xτn2 − > 0, τ
n,N
2 < τ
n
2 }. If ω 6∈ E˜n, this implies
that t = τn,N2 (ω) for N large enough and thus by (4.14), |ψNt (ω) − ϕNt (ω)| ≤ 2−N for N large
enough.
Since ϕNt (ω) = ϕt(ω) for all N ≥ n, we conclude that the sequence (ψN )N∈N converges
pointwise up to evanescence to ϕ on the set {X− > 0} ∩ {C(ϕ) <∞}.
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A Technical results: Construction of the cost term
Proof of Proposition 3.3 and Proposition 3.10. As the two propositions are interrelated, we give
their proofs together. Recall that the arguments below are path-by-path, i.e., ω ∈ Ω is fixed.
Step 1: We begin by establishing the uniqueness of the cost term. Therefore, assume that
there are exist C1, C2 ∈ [0,∞] satisfying the condition in Definition 3.2. This means that for
each i ∈ {1, 2}, ε > 0, we find a partition P iε of I = [a, b] such that for every refinement P of
P iε and every modified intermediate subdivision λ of P , we have d(Ci, R(ϕ,P, λ)) < ε, where
d(x, y) := | arctan(x)−arctan(y)| with arctan(∞) := pi/2, which defines a metric on [0,∞]. But,
letting λ denote an arbitrary modified intermediate subdivision of P 1ε ∪ P 2ε , this means
d(C1, C2) ≤ d(C1, R(ϕ,P 1ε ∪ P 2ε , λ)) + d(C2, R(ϕ,P 1ε ∪ P 2ε , λ)) < 2ε,
which means C1 = C2 as the above holds for all ε > 0.
Step 2: We now turn towards existence. Let (δn)n∈N, (ηn)n∈N ⊆ (0,∞) be sequences with
δn ↓ 0 and ηn ↓ 0. It follows from a minor adjustment of [28, Lemma 2.1] that for each n ∈ N
there is a partition Pn = {tn0 , . . . , tnkn} of I such that
osc(S − S, [tni−1, tni )) < δn and osc(S − S, [tni−1, tni )) < δn (A.1)
for i = 1, . . . , kn. By the definition of the oscillation of a function, (A.1) also holds for every
refinement of Pn. Hence, Pn can be chosen such that we also have{∑kn
i=1 |ϕtni − ϕtni−1 |+ ηn ≥ Varba(ϕ), if Varba(ϕ) <∞∑kn
i=1 |ϕtni − ϕtni−1 | > 1/ηn, if Varba(ϕ) =∞
for all n ∈ N. (A.2)
In addition, we can obviously choose the sequence (Pn)n∈N such that it is refining. This shows
that there exists a refining sequence of partitions satisfying assertions (i) and (ii) of Proposi-
tion 3.10.
Step 3: Next, let (Pn)n∈N be a refining sequence of partitions from step 2, i.e., Pn =
{tn0 , . . . , tnkn} satisfies (A.1) and (A.2).
1. Case: Let us first assume Varba(ϕ) <∞. Let M := supt∈I(St − St). We claim that for all
subdivisions λ = {s1, . . . , skn} of Pn, all refinements P ′ = {t′0, . . . , t′m} of Pn, and all subdivisions
λ′ = {s′1, . . . , s′m} of P ′, we have
|R(ϕ,Pn, λ)−R(ϕ,P ′, λ′)| ≤ ηnM + δnVarba(ϕ). (A.3)
To show this, for each i ∈ {1, . . . , n}, we denote by t′i1 , . . . , t′ini the elements of P
′ with tni−1 =
t′i1 < · · · < t′ini = t
n
i and obtain that∣∣∣∣∣(Ssi − Ssi)(ϕtni − ϕtni−1)+ −
ni∑
k=1
(
Ss′ik
− Ss′ik
)(
ϕt′ik
− ϕt′ik−1
)+∣∣∣∣∣
≤
∣∣∣∣∣(Ssi − Ssi)
((
ϕtni − ϕtni−1
)+ − ni∑
k=1
(
ϕt′ik
− ϕt′ik−1
)+)∣∣∣∣∣
+
∣∣∣∣∣
ni∑
k=1
((
Ss′ik
− Ss′ik
)
− (Ssi − Ssi)) (ϕt′ik − ϕt′ik−1)+
∣∣∣∣∣
≤M
(
ni∑
k=1
(
ϕt′ik
− ϕt′ik−1
)+
−
(
ϕtni − ϕtni−1
)+)
+ δn
ni∑
k=1
(
ϕt′ik
− ϕt′ik−1
)+
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and, similar,∣∣∣∣∣(Ssi − Ssi)(ϕtni − ϕtni−1)− −
ni∑
k=1
(
Ss′ik
− Ss′ik
)(
ϕt′ik
− ϕt′ik−1
)−∣∣∣∣∣
≤M
(
ni∑
k=1
(
ϕt′ik
− ϕt′ik−1
)− − (ϕtni − ϕtni−1)−
)
+ δn
ni∑
k=1
(
ϕt′ik
− ϕt′ik−1
)−
(here we need that si, s
′
ik
are strictly smaller than tni ). Hence, using this together with (A.2)
yields
|R(ϕ,Pn, λ)−R(ϕ,P ′, λ′)| ≤M
(
m∑
k=1
|ϕt′
k
− ϕt′
k−1
| −
kn∑
k=1
|ϕtn
k
− ϕtn
k−1
|
)
+ δn
m∑
k=1
|ϕt′
k
− ϕt′
k−1
|
≤ ηnM + δnVarba(ϕ).
Now, let (λn)n∈N be arbitrary modified intermediate subdivisions of (Pn)n∈N. Then, as the
sequence (Pn)n∈N is refining, (A.3) yields
sup
m≥n
|R(ϕ,Pm, λm)−R(ϕ,Pn, λn)| ≤ ηnM + δnVarba(ϕ).
Thus, the sequence (R(ϕ,Pn, λn))n∈N is Cauchy in R+ and C := lim
n→∞
R(ϕ,Pn, λn) ∈ R+ exists.
It remains to show that C satisfies Definition 3.2(i). Therefore, let ε > 0 and choose n ∈ N such
that ηnM + δnVar
b
a(ϕ) < ε/2 and |C − R(ϕ,Pn, λn)| < ε/2. Together with (A.3), this implies
that for all refinements P ′ of Pn and subdivisions λ
′ of P ′, we have
|C −R(ϕ,P ′, λ′)| ≤ |C −R(ϕ,Pn, λn)|+ |R(ϕ,Pn, λn)−R(ϕ,P ′, λ′)| < ε.
Thus, C satisfies Definition 3.2(i).
2. Case: We now treat the case Varba(ϕ) =∞. In this case, we will show that the cost term
exists and C(ϕ, I) =∞. Recall that we assumed δ := inft∈[a,b)(St−St) > 0. We define a sequence
(σk)k≥0 by σ0 = a and
σk :=
{
inf{t ≥ σk−1 : St ≤ St + δ/3} ∧ b, k odd
inf{t ≥ σk−1 : St ≤ St − δ/3} ∧ b, k even.
As S, S, and S are ca`dla`g, we have σk = b for k large enough. Hence, let K ∈ N denote the
smallest number such that σK = b. In addition, note that we also have σ0 ≤ σ1 < σ2 < · · · <
σK = b and, per construction,
inf
t∈[σ2k ,σ2k+1)
St − St > δ/3, and inf
t∈[σ2k+1,σ2(k+1))
St − St > δ/3. (A.4)
Recall that Varba(ϕ) =∞ implies that
∑kn
i=1 |ϕtni −ϕtni−1 | → ∞ as n→∞ by (A.2). Since K <∞
and ϕ is bounded, this implies that for at least one k ∈ {0, 1, . . . ,K − 1}, we have∑
tni ,t
n
i−1∈Pn
tni ,t
n
i−1∈[σk,σk+1]
|ϕtni − ϕtni−1 | → ∞, n→∞,
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which, again by the boundedness of ϕ, implies that∑
tni ,t
n
i−1∈Pn
tni ,t
n
i−1∈[σk,σk+1]
(ϕtni − ϕtni−1)+ →∞ and
∑
tni ,t
n
i−1∈Pn
tni ,t
n
i−1∈[σk,σk+1]
(ϕtni − ϕtni−1)− →∞, n→∞. (A.5)
By (A.4), this implies that R(ϕ,Pn, λn) → ∞ as n → ∞ for arbitrary subdivisions λn of Pn.
Since the sums in (A.5) get even bigger if Pn are replaced by refining partitions Gn, the cost
term C(ϕ, I) exists and is ∞.
This finishes the proof of Propositions 3.3 and 3.10. Indeed, in step 2 above, we showed that
there exists a sequence of partitions satisfying the assumptions (i) and (ii) of Proposition 3.10.
Subsequently, in step 3 we showed that for every refining sequence of partitions with these prop-
erties the corresponding Riemann-Stieltjes sums converge and their limits satisfy Definition 3.2.
Thus, by the uniqueness shown in step 1, their limits coincide and we are done.
We now turn to the proof of Lemma 3.13. This will rely on the following concept and result
of Doob [8].
Definition A.1. Let ϕ be a stochastic process. A sequence (Tn)n∈N of predictable stopping
times is called a predictable separability set for ϕ if for each ω ∈ Ω the set {Tn(ω) : n ∈ N}
contains 0 and is dense in [0, T ] and
{(t, ϕt(ω)) : t ∈ [0, T ]} = {(Tn(ω), ϕTn(ω)(ω)) : n ∈ N}, (A.6)
i.e., the graph of the sample function t 7→ ϕt(ω) is the closure of the graph restricted to the set
{Tn(ω) : n ∈ N}. A stochastic process ϕ having a predictable separability set is called predictably
separable.
Theorem A.2 (Doob [8], Theorem 5.2). A predictable process coincides with some predictably
separable predictable process up to evanescence.
Proof of Lemma 3.13. By Theorem A.2, we have to show that for a predictably separable pre-
dictable process ϕ, the process C(ϕ, [σ ∧ ·, τ ∧ ·]) is predictable.
Let {Tn : n ∈ N} denote the predictable separability set for ϕ. By (A.6), we can find a
sequence of finite sequences of (not necessarily predictable) stopping times σ = T n0 ≤ T n1 ≤
· · · ≤ T nmn = τ such that
Varτ∧tσ∧t(ϕ) = limn→∞
mn∑
i=1
|ϕTni ∧t − ϕTni−1∧t|, pointwise, t ∈ [0, T ].
Next, we define for each n ∈ N and i ∈ {1, . . . ,mn} a sequence (V n,il )l∈N of stopping times by
V n,i0 = T
n
i−1 and recursively
V n,il := inf{t > V n,il−1 :|St − St − (SV n,i
l−1
− S
V n,i
l−1
)| > 1
2n
or |St − St − (SV n,i
l−1
− S
V n,i
l−1
)| > 1
2n
} ∧ T ni .
This leads to the sequence of random partitions Pn :=
⋃
k≤n
⋃
i=1,...,mk
⋃
l∈N0
{V i,kl }, n ∈ N,
which is for each ω refining. Note that for ω and n fixed, Pn is finite. Rearranging the re-
sulting stopping times in increasing order yields a refining sequence of increasing sequences of
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stopping times (νnk )k∈N, n ∈ N, such that #{k : νnk (ω) < ∞} < ∞ for all n ∈ N, Varτ∧tσ∧t(ϕ) =
lim
n→∞
∑∞
k=0 |ϕνnk ∧t−ϕνnk−1∧t| for all t ∈ [0, T ], and max(osc(S−S, [νnk , νnk+1)), osc(S−S, [νnk , νnk+1))) ≤
1/n for all k ∈ N0 and n ∈ N. In particular, this means that for each ω ∈ {σ < τ} and t ∈ [0, T ]
the sequence of partitions (Pn(ω))n∈N defined by Pn(ω) := {νnk (ω) ∧ t : k ∈ N} satisfies the
assumptions of Proposition 3.10. Hence, Proposition 3.10 together with C(ϕ, [σ ∧ ·, τ ∧ ·]) = 0
on {σ = τ} implies that the sequence of predictable processes
∞∑
k=1
(Sνn
k−1
− Sνn
k−1
)(ϕνn
k
∧· − ϕνn
k−1∧·
)+ +
∞∑
k=1
(Sνn
k−1
− Sνn
k−1
)(ϕνn
k
∧· − ϕνn
k−1∧·
)−, n ∈ N (A.7)
converges pointwise to C(ϕ, [σ ∧ ·, τ ∧ ·]), which yields the assertion.
Proof of Proposition 3.17. In the following, we can and do assume with no loss of generality that
σ and τ are [0, T ]-valued stopping times. In addition, by Proposition 3.3, we have Varτσ(ϕ) <∞
a.s. and thus w.l.o.g. also for all paths. This implies that the paths of ϕ are la`gla`d on [[σ, τ ]].
Step 1. We start by constructing the sequence (ϕn)n∈N. Therefore, we define
T n0 := σ, T
n
k := inf{t ∈ (T nk−1, τ ] : |ϕt − ϕTnk−1+| ≥ 1/n}, k ∈ N, (A.8)
which are obviously stopping times. In addition, we have T nk−1 < T
n
k on {T nk−1 < ∞} and
#{k : T nk (ω) ≤ τ} < ∞ for all ω ∈ Ω as Varτσ(ϕ) < ∞. Since the infimum may or may not be
attained, we have to define further stopping times:
pin0 := σ, pi
n
k := (T
n
k ){|ϕTn
k
−ϕTn
k−1
+|≥1/n}
, k ∈ N
and note that pink is a predictable stopping time for all k ∈ N. Indeed, for k ≥ 1 we have
Jpink K = J0, T
n
k K ∩ {(ω, t) : Yt(ω) ≥ 1/n} ∈ P
since the process Yt := |ϕt −ϕTn
k−1+
|1KTn
k−1,τK
is a predictable. Hence, we may define (ϕn)n∈N by
ϕn :=
∞∑
k=0
(
ϕπn
k
1Jπn
k
K + ϕTnk +1KTnk ,T
n
k+1K\Jπ
n
k+1K
)
which satisfies ϕnσ = ϕσ and ϕ
n
1Kσ,τK is predictable and, consequently, almost simple. In addition,
the definition ensures |ϕ− ϕn| ≤ 1/n on Jσ, τK.
Step 2: Let us show that supt∈[σ,τ ] |Vartσ(ϕ) − Vartσ(ϕn)| → 0 pointwise. Let ω ∈ Ω and
ε > 0 be fixed. We take a partition P = {t0, . . . , tm} such that Varτσ(ϕ(ω)) ≤
∑m
i=1 |ϕti(ω) −
ϕti−1(ω)|+ ε. This yields
Vartσ(ϕ(ω)) ≤
m∑
i=1
|ϕti∧t(ω)− ϕti−1∧t(ω)|+ ε, ∀t ∈ [σ(ω), τ(ω)]. (A.9)
Now, recall from Step 1 that ϕn(ω)→ ϕ(ω) uniformly on [σ(ω), τ(ω)]. Thus, we may choose
N ∈ N large enough such that for all n ≥ N we have |ϕt(ω) − ϕnt (ω)| ≤ ε/(2m) for all t ∈
[σ(ω), τ(ω)]. Therefore, we get
Vartσ(ϕ(ω)) −Vartσ(ϕn(ω)) ≤
m∑
i=1
|ϕti∧t(ω)− ϕti−1∧t(ω)|+ ε−Vartσ(ϕn(ω))
≤
m∑
i=1
|ϕnti∧t(ω)− ϕnti−1∧t(ω)|+ 2ε−Vartσ(ϕn(ω)) ≤ 2ε
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for all t ∈ [σ(ω), τ(ω)]. Hence, we have proven the claim as we have Vartσ(ϕ(ω)) ≥ Vartσ(ϕn(ω))
by construction.
Step 3: We now show that (3.10) holds. We again argue path-by-path, i.e., ω ∈ Ω is fixed
without explicitly mentioning it. Therefore, note that the jumps of the cost term on [σ, τ ] are
given by
∆Ct(ϕ) = lim
s↑t
C(ϕ, [s, t]) = (St− − St−)(∆ϕt)+ + (St− − St−)(∆ϕt)−, t ∈ (σ, τ ],
∆+Ct(ϕ) = lim
s↓t
C(ϕ, [t, s]) = (St − St)(∆+ϕt)+ + (St − St)(∆+ϕt)−, t ∈ [σ, τ).
In the following, given k ∈ N, we use the notation C(ϕ, (T nk−1, T nk ]) := C(ϕ, [T nk−1, T nk ]) −
∆+CTn
k−1
(ϕ) and C(ϕ, (T nk−1, T
n
k )) := C(ϕ, (T
n
k−1, T
n
k ]) −∆CTnk (ϕ), where it is tacitly assumed
that T nk ≤ τ . In particular, this means that for ϕn, we have C(ϕn, (T nk−1, T nk ]) = (STnk − −
STn
k
−)(ϕ
n
Tn
k
− ϕnTn
k
−)
+ + (STn
k
− − STn
k
−)(ϕ
n
Tn
k
− ϕnTn
k
−)
− as C(ϕn, (T nk−1, T
n
k )) = 0 according to
Proposition 3.16. We now want to get an estimate on
|C(ϕ, (T nk−1, T nk ]) + ∆+CTnk (ϕ)− (C(ϕn, (T nk−1, T nk ]) + ∆+CTnk (ϕn))| (A.10)
(this means that we move forward from T nk−1+ to T
n
k + and tacitly assume T
n
k < τ).
Step 3.1: We start by establishing a strong bound on the difference (A.10), which only holds
if the prices do not vary too much between T nk−1 and T
n
k . To formalize this, we take δ > 0, which
will be specified later, and define (ρm)m≥0 by ρ0 := σ and
ρm := inf{t ∈ (ρm−1, τ ] : |St − St − (Sρm−1 − Sρm−1)| > δ or |St − St − (Sρm−1 − Sρm−1)| > δ}.
We now claim that on {ρm−1 ≤ T nk−1 < T nk < ρm} for some m ≥ 1, we have
|C(ϕ, (T nk−1, T nk ]) + ∆+CTnk (ϕ)− (C(ϕn, (T nk−1, T nk ]) + ∆+CTnk (ϕn))|
≤ δVarTnk +Tn
k−1+
(ϕ) + sup
t∈[0,T ]
(St − St)
(
Var
Tn
k
+
Tn
k−1+
(ϕ) −VarTnk +Tn
k−1+
(ϕn)
)
, k ≥ 1. (A.11)
In order to prove this, we distinguish between two cases.
Case 1: We start by considering the event {T nk = pink}, i.e., the infimum in (A.8) is attained
and ∆+CTn
k
(ϕ) = ∆+CTn
k
(ϕn). First, we assume that ϕTn
k
− ϕTn
k−1+
≥ 0, i.e., the strategy ϕ
buys (after netting buying and selling)
a := ϕTn
k
− ϕTn
k−1+
= Var
Tn
k
Tn
k−1+
(ϕn) ≥ 0
stocks on (T nk−1, T
n
k ]. Now observe that ϕ
n buys a stocks at a cost of STn
k
− − STn
k
− and ϕ buys
at least a stocks at different cost, which differs from STn
k
−−STn
k
− by at most δ. In addition, the
continuous strategy purchases ϕ↑Tn
k
−ϕ↑Tn
k−1+
− a additional stocks and sells ϕ↓Tn
k
−ϕ↓Tn
k−1+
stocks
on the same interval. But the cost of those trades can be estimated above by supt∈[0,T ](St−St).
Putting these arguments together, we get
|C(ϕ, (T nk−1, T nk ]) + ∆+CTnk (ϕ)− (C(ϕn, (T nk−1, T nk ]) + ∆+CTnk (ϕn))|
≤ δa+ sup
t∈[0,T ]
(St − St)(ϕ↑Tn
k
− ϕ↑Tn
k−1+
− a+ ϕ↓Tn
k
− ϕ↓Tn
k−1+
)
= δVar
Tn
k
Tn
k−1+
(ϕn) + sup
t∈[0,T ]
(St − St)
(
Var
Tn
k
Tn
k−1+
(ϕ) −VarTnkTn
k−1+
(ϕn)
)
≤ δVarTnk +Tn
k−1+
(ϕ) + sup
t∈[0,T ]
(St − St)
(
Var
Tn
k
+
Tn
k−1+
(ϕ) −VarTnk +Tn
k−1+
(ϕn)
)
,
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where we used Var
Tn
k
Tn
k−1+
(ϕn) ≤ VarTnkTn
k−1+
(ϕ) ≤ VarTnk +Tn
k−1+
(ϕ) and ∆+CTn
k
(ϕ) = ∆+CTn
k
(ϕn) on
{T nk = pink}. For ϕTnk − ϕTnk−1+ < 0, the argument is analogue.
Case 2: We still have to prove the claim on {T nk 6= pink}. Here, we have ∆CTnk (ϕn) = 0 and,
therefore, the argument is similar to the previous case but this time with a := ϕTn
k
+ − ϕTn
k−1+
.
Thus, we skip the details.
Step 3.2: We still need a bound on (A.10) if the costs vary by more than δ between T nk−1 and
T nk . Fortunately, a weaker bound will be sufficient here. We now claim that, in general, we have
|C(ϕ, (T nk−1, T nk ]) + ∆+CTnk (ϕ)− (C(ϕn, (T nk−1, T nk ]) + ∆+CTnk (ϕn))|
≤ sup
t∈[0,T ]
(St − St)
[
2
n
+ (Var
Tn
k
+
Tn
k−1+
(ϕ) −VarTnk +Tn
k−1+
(ϕn))
]
. (A.12)
We distinguish between the same cases as above.
Case 1: We first consider the event {T nk = pink}. Recall that in this case we have ∆+CTnk (ϕ) =
∆+CTn
k
(ϕn). In addition, let us assume that ϕTn
k
− ϕTn
k−1+
≥ 0. In this case, we have ϕTn
k
−
ϕTn
k−1+
≥ 1/n and ϕTn
k
− − ϕTn
k−1+
≤ 1/n by the Definition of T nk . This implies
ϕTn
k
− ϕTn
k
− = ϕTn
k
− ϕTn
k−1+
−
(
ϕTn
k
− − ϕTn
k−1+
)
≥ 0,
i.e., both strategies buy at T nk , but possibly different amounts. Thus, we have ∆CTnk (ϕ) =
(STn
k
− − STn
k
−)(ϕTn
k
− ϕTn
k
−) and can write
|C(ϕ, (T nk−1, T nk ]) + ∆+CTnk (ϕ) − (C(ϕn, (T nk−1, T nk ]) + ∆+CTnk (ϕn))|
= |C(ϕ, (T nk−1, T nk )) + (STnk − − STnk −)(ϕTnk − ϕTnk −)− (STnk − − STnk −)(ϕTnk − ϕTnk−1+)|
= |C(ϕ, (T nk−1, T nk ))− (STnk − − STnk −)(ϕTnk − − ϕTnk−1+)|.
Since the costs per share are bounded by supt∈[0,T ](St − St), this yields
|C(ϕ, (T nk−1, T nk ))− (STnk − − STnk −)(ϕTnk − − ϕTnk−1+)|
≤ sup
t∈[0,T ]
(St − St)
[
Var
Tn
k
−
Tn
k−1+
(ϕ) + |ϕTn
k
− − ϕTn
k−1+
|
]
≤ sup
t∈[0,T ]
(St − St)
[
2
n
+Var
Tn
k
+
Tn
k−1+
(ϕ) −VarTnk +Tn
k−1+
(ϕn)
]
,
where we use |ϕTn
k
− − ϕTn
k−1+
| ≤ 1/n per construction of T nk , Var
Tn
k
−
Tn
k−1+
(ϕ)− |ϕTn
k
− − ϕTn
k−1+
| ≤
Var
Tn
k
Tn
k−1+
(ϕ)−VarTnkTn
k−1+
(ϕn), and ∆+CTn
k
(ϕ) = ∆+CTn
k
(ϕ) on {T nk = pink}.
The case ϕTn
k
− ϕTn
k−1+
≤ 0 is analogous.
Case 2: We still need to consider the event {T nk 6= pink}, i.e., ∆CTnk (ϕn) = 0. However, as this
is analogous to Case 1, we leave it to the reader.
In addition, note that on {T nk−1 ≤ t < T nk }, we have VartTnk−1+(ϕ
n) = 0 and, thus, the trivial
estimate
|C(ϕ, (T nk−1, t])− C(ϕn, (T nk−1, t])| ≤ sup
t∈[0,T ]
(St − St)(VartTn
k−1+
(ϕ) −VartTn
k−1+
(ϕn)). (A.13)
Step 4: We can now finish the proof by putting the different estimates together. Therefore,
let a(δ) := #{m : ρm ≤ τ} and note that a(δ) <∞ (recall that ω ∈ Ω is fixed). Next, note that
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we have ∆+Cσ(ϕ) = ∆
+Cσ(ϕ
n) by construction of ϕn. For t ∈ [σ, τ ] let Kn := #{k : T nk ≤ t}.
We get
|C(ϕ, [σ, t]) − C(ϕn, [σ, t])|
≤
Kn∑
k=1
|C(ϕ, (T nk−1, T nk ]) + ∆+CTnk (ϕ)1{Tnk <t} − (C(ϕ
n, (T nk−1, T
n
k ]) + ∆
+CTn
k
(ϕn)1{Tn
k
<t})|
+ |C(ϕ, (T nKn , t])− C(ϕn, (T nKn , t])| (A.14)
On {T nKn < t} we apply the estimate (A.12) to all pairs T nk−1, T nk with k = 1, . . . ,Kn such that
there is at least onem = 1, . . . , a(δ) with T nk−1 < pm ≤ T nk , the estimate (A.13) to the last interval
(T nKn , t] and for all other pairs we use the stronger estimate (A.11). On {T nKn = t} we apply the
same estimates to all pairs T nk−1, T
n
k with k = 1, . . . ,Kn − 1. In addition, on {T nKn = pinKn = t}
the arguments in Step 3.1, Case 1 resp. Step 3.2, Case 1 show that |C(ϕ, (T nKn−1, T nKn ]) −
C(ϕn, (T nKn−1, T
n
Kn
])| is bounded from above by the RHS of (A.11) if there is nom ∈ {1, . . . , a(δ)}
with T nKn−1 < pm ≤ T nKn or by the RHS of (A.12) if there is. Finally, on {T nKn = t, pinKn = ∞},
we have VartTn
Kn−1
+(ϕ
n) = 0 and thus |C(ϕ, (T nKn−1, T nKn ]) − C(ϕn, (T nKn−1, T nKn ])| is bounded
from above by the RHS of (A.13). Plugging all this into (A.14), we get
|C(ϕ, [σ, t]) − C(ϕn, [σ, t])|
≤ δVartσ(ϕ) + sup
t∈[0,T ]
(St − St)
(
Vartσ(ϕ) −Vartσ(ϕn) +
2a(δ)
n
)
≤ δVarτσ(ϕ) + sup
t∈[0,T ]
(St − St)
(
sup
t∈[σ,τ ]
(Vartσ(ϕ)−Vartσ(ϕn)) +
2a(δ)
n
)
(A.15)
for all t ∈ [σ, τ ]. Given an ε > 0, we first choose δ < ε/(2Varτσ(ϕ)) and, subsequently, applying
Step 2 together with the fact that a(δ) <∞ and supt∈[0,T ](St − St) <∞ (for fixed ω ∈ Ω). We
can choose N ∈ N such that for n ≥ N the second term in (A.15) is smaller than ε/2. At last
this yields supt∈[σ,τ ] |C(ϕ, [σ, t]) − C(ϕn, [σ, t])| < ε for n ≥ N . Thus, we have established the
assertion.
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