The Lugannani-Rice formula is a saddlepoint approximation method for estimating the tail probability distribution function, which was originally studied for the sum of independent identically distributed random variables. Because of its tractability, the formula is now widely used in practical financial engineering as an approximation formula for the distribution of a (single) random variable. In this paper, the Lugannani-Rice approximation formula is derived for a general, parametrized sequence (X (ε) ) ε>0 of random variables and the order estimates (as ε → 0) of the approximation are given.
Introduction
Saddlepoint approximations (SPAs) provide effective methods for approximating probability density functions and tail probability distribution functions, using their cumulant generating functions (CGFs). In mathematical statistics, SPA methods originated with Daniels (1954) , in which an approximation formula was given for the density function of the sample meanX n = (X 1 + · · · + X n )/n of independent identically distributed (i.i.d.) random variables (X i ) i∈N , provided that the law of X 1 has the density function. Lugannani and Rice (1980) derives the following approximation formula for the right tail probability:
and the saddlepointθ of K(·). That is,θ satisfies K ′ (θ) = x. Related SPA formulae have been studied in Daniels (1987) , Jensen (1995) , Kolassa (1997) , Butler (2007) , the references therein, and others.
Strictly, the Lugannani-Rice (LR) formula (1.1) should be interpreted as an asymptotic result as n → ∞. However, it is popular in many practical applications of financial engineering as an approximation formula for the right tail probability because of its tractability. This approximation is P (X 1 > x) ≈ 1 − Φ(ŵ 1 ) + φ(ŵ 1 ) 1
In other words, LR formula (1.1) is applied even when n is 1 ! For financial applications of SPA formulae, we refer the readers to papers such as Rogers and Zane (1999) The aim of this paper is to provide a measure of the effectivity of the "generalized usage" of the LR formula (1.2) from an asymptotic theoretical viewpoint. We consider a general parametrized sequence of random variables (X (ε) ) ε>0 and assume that the rth cumulant of X (ε) has order O(ε r−2 ) as ε → 0 for each r ≥ 3. This implies that X (ε) converges in law to a normally distributed random variable (a motivation is provided for this assumption in Remark 2 of Section 3). We next derive the expansion under some conditions. This is the main result of the paper (see Theorem 2 in Section 3 for the details).
Remark 1. We note that the expansion (1.3) with the order estimates (1.4) and the classical LR formula (1.1) treat different situations, although they may have some overlap. Let
where (X i ) i∈N is an i.i.d. sequence of random variables. Then, we can check that the law of X (ε) satisfies the conditions necessary to apply Theorem 2 in Section 3 (see Remark 2 (iv) in Section 3). So, (1.3) holds with (1.4) . On the other hand, the classical LR formula (1.1) gives an approximation formula of the far-right tail probability:
In this paper, with motivation from financial applications (e.g., call option pricing in Section 4), we choose to analyse the right tail probability P (X (ε) > x) instead of the far-right tail probability P (X (ε) > x/ε). For a related remark, see (i) in Section 7.
The organisation of the rest of this paper is as follows. In Section 2, we introduce the "exact" LR expansion: we first derive it formally, and next provide a technical condition sufficient to ensure the validity of the expansion. Section 3 states our main results: we derive the order estimates of the higher order terms in the exact LR expansion (1.3). Section 4 discusses some examples: we introduce two stochastic volatility (SV) models and numerically check the accuracy of the higher order LR formula. Section 5 contains the necessary proofs: Subsection 5.1 gives the proof of Theorem 1 and Subsection 5.2 gives the proof of Theorem 2. Section 6 discusses some extensions of Theorem 2: under additional conditions we obtain the sharper estimate Ψ ε m (ŵ ε ) = O(ε 2m+1 ) as ε → 0 for m ∈ N, and the related order estimate of the absolute error of the Mth order LR formula. In addition, we introduce error estimates for the Daniels-type formula, which is an approximation formula for the probability density function. The last Section 7 contains concluding remarks. In Appendix, we present some toolkits for deriving the explicit forms of Ψ ε 2 (ŵ ε ) and Ψ ε 3 (ŵ ε ).
The Exact Lugannani-Rice Expansion
In this section we derive the exact LR expansion (1.3), which is given as a natural generalisation of the original LR formula. For readability, we introduce here the formal calculations to derive that formula and leave rigorous arguments to Section 5.1 (see also Appendix in Rogers and Zane (1999) ).
Let (µ ε ) 0≤ε≤1 be a family of probability distribution on R and define a distribution function F ε and a tail probability functionF ε by
We denote by K ε the CGF of µ ε , that is,
We assume the following conditions.
[A1] For each ε ∈ [0, 1], the effective domain D ε = {θ ∈ R ; |K ε (θ)| < ∞} of K ε contains an open interval that includes zero.
[A2] For each ε ∈ [0, 1], the support of µ ε is equal to the whole line R. Moreover, the characteristic function of µ ε is integrable; that is,
where i = √ −1 is the imaginary unit.
It is well known that K ε is analytic and convex on the interior O ε of D ε . Moreover, [A2] implies that µ ε has a density function, and thus K ε is a strictly convex function (see Durrett (2010) , for instance). Since the range of K 
for any x ∈ R. We callθ ε the saddlepoint of K ε given x. Here, note that K ε is analytically continued as the function defined on O ε × iR. Now, we derive (1.3). Until the end of this section, we fix an ε ∈ [0, 1] and an x ∈ R. To derive (1.3), we further that require the conditionθ ε = 0 be satisfied. Applying Levy's inversion formula, we representF ε (x) by the integral form
for arbitrary c ∈ O ε \ {0} (see Proposition 1 in Subsection 5.1). Next, we representŵ ε ∈ R aŝ
where sgn(a) = 1 (a ≥ 0), −1 (a < 0). Note thatŵ ε is well defined because of the calculation
by virtue of the convexity of K ε and Taylor's theorem. We consider the following change of variables between w and θ:
Then, replacing the variable θ with w in the right-hand side of (2.2) and applying Cauchy's integral theorem, we see that
where γ ε is a Jordan curve in w-space corresponding to the line {θ ε } × iR and θ(w) (= θ ε (w)) is defined by (2.5) as an implicit function with respect to w. Note that θ(w) is well defined for each w and is analytic on each contour under suitable conditions. Denoting
we can decompose (2.6) intō
where
N ε (x) is just the tail probability of the standard normal distribution; that is, N ε (x) =Φ(ŵ ε ), whereΦ
Here, ifŵ ε = 0, we see that ψ ε is analytic on {ŵ ε } × iR; hence, we obtain 1 2πi
Order Estimates of Approximation Terms
In practical applications, we need to truncate the formula (
We call the right-hand side of (3.1) the Mth LR formula. The aim of this section is to derive order estimates for Ψ m (ŵ ε ) (m = 0, 1, . . . ,) as ε → 0.
We fix x ∈ R, which is an arbitrary value such that
We then impose the following additional assumptions.
[A3] There is a δ 0 > 0 such that
[A4] For each ε, there is an interval I ε ⊂ D ε such that I ε ր R as ε → 0; that is, I ε ⊂ I ε ′ for each ε ≥ ε ′ and ∪ ε I ε = R.
[A5] For each nonnegative integer r, K (ii) From [A4], we see that for each compact set C ⊂ R there is an ε 0 such that C ⊂ D ε for ε ≤ ε 0 . Therefore, the assertions in [A5] make sense for small ε. Note that one of the sufficient conditions for [A4] is that
0 (θ) = 0 holds for r ≥ 3. Therefore,
with some m ∈ R and σ > 0, where the positivity of σ follows from
Hence, µ 0 is the normal distribution with mean m and variance σ 2 . Note here that the effective domain of K 0 is equal to R, which is consistent with [A4].
(iv) An example which satisfies [A5] is the following. Let X i for i ∈ N be i.i.d. random variables with mean zero, letX n = (X 1 + · · · X n )/ √ n, and let µ 1/ √ n be its distribution. We see that (µ 1/ √ n ) n satisfies [A5] by the central limit theorem (setting ε := 1/ √ n). SV models with small "vol of vol" parameters are introduced as additional examples in Section 4. Now, we introduce our main theorem.
Recall here that the notation a ε = O(ε r ) implies lim sup
Remark 3. It may be natural to expect that Ψ ε m (ŵ ε ) = O(ε km ) holds as ε → 0 for some k m > 3. In other words, to expect that the relation Ψ ε m (ŵ ε ) = Θ(ε 3 ) may not hold for m ≥ 2. Here, a n = Θ(b n ) is the Bachmann-Landau "Big-Theta" notation, meaning that 0 < lim inf n a n b n ≤ lim sup n a n b n < ∞. 
for each m ≥ 0, and
for each M ≥ 0. In the next section, we also numerically demonstrate these results by use of examples.
Examples
In this section, we introduce some examples and apply our results.
The Heston SV model
As the first example, we treat Heston's SV model (Heston (1993) ). We consider the following stochastic differential equation (SDE):
where κ, b > 0, ρ ∈ [−1, 1], and ε ≥ 0. It is known that the above SDE has the unique solution (X ε t , V ε t ) t when 2κb ≥ ε 2 . The process (X ε t ) t is regarded as the log-price process of a risky asset with the stocastic volatility process ( V ε t ) t under the risk-neutral probability measure (the risk-free rate is set as zero for simplicity). Our goal is to approximate the tail probabilitȳ
Here ε ≥ 0 is the "vol of vol" parameter, which describes dispersion of the volatility process. In this section, we consider the case of a small ε. Note that when ε = 0, X ε T has the normal distribution.
To apply our main result, we verify that the conditions
is satisfied and the explicit form of the CGF of µ ε with ε > 0 is given as on a neighbourhood of the origin, where
(see Rollin, Castilla, and Utzet (2010) or Yoshikawa (2013)). Note that when ε = 0, we have . The same source also tells us that when ερ < κ, it is also true that D ε ⊃ I ε := [u ε,− , u ε,+ ], where u ε,− < 0 < u ε,+ are given by
We can easily see that 
and α ε,−1 < 0 < α ε,+1 are the solutions to p ε (θ) = −4π 2 /T 2 . Note that K ε (θ) is given by (4.1) on [u ε,− , u ε,+ ] and by Figure 3 represents the log-log plot of the approximations for small ε. In this figure, we can find the linear relationships between log |Ψ ε m (ŵ ε )| and log ε. We estimate their relationship by linear regression and get
Then we can numerically confirm that Ψ ε m (ŵ ε ) = O(ε 2m+1 ) as ε → 0 for m = 0, 1, 2, which is consistent with Theorem 2 and (3.4) (see also Theorem 3 in Section 6.1).
Next, we calculate the relative errors of the LR formula. We let
We define the relative error for approximated valueP of P (X ε T > x):
To find the true value of P (X ε T > x) ('True' in Table 1 ), we directly calculate the integral (2.2) with c =θ ε . Table 1 : Approximated values of P (X ε T > x) and relative errors with ε = 0.2, 0.4, 0.6, 0.8, 1. The results are shown in Table 1 and Figure 4 . We see that the relative errors decrease when ε becomes small. Moreover, we can verify that the higher order LR formula gives a more accurate approximation. In particular, the accuracies of the '1st' and '2nd' formulae are quite high, even when ε is not small. Figure 5 shows the log-log plot of the absolute errors, defined by
We see that there are linear relationships between log ε and the log AE functions: by linear regression, we have log AE Normal = 1.1460 log ε − 4.5447, R 2 = 0.9996, log AE 0th = 3.2951 log ε − 7.8692, R 2 = 0.9999, log AE 1st = 4.9353 log ε − 9.7660, R 2 = 0.9999, log AE 2nd = 6.9894 log ε − 11.050, R 2 = 0.9999.
These imply that the error of the mth LR formula has order O(ε 2m+3 ) as ε → 0, which is consistent with (3.5) and Theorem 4 in Section 6.1. At the end of this section, we consider the application to option pricing. We calculate the European call option price
under the risk-neutral probability measure P , where L > 0 is the strike price. The explicit form of Call ε was obtained by Heston (1993) , so we can calculate the exact value, up to the truncation error associated with numerical integration. Applying the LR formula to (4.4) was proposed by Rogers and Zane (1999) . Here, we briefly review the procedure to do so. First, we rewrite (4.4) as
where l = log L. For the second term in the right-hand side of the above equality, we can directly apply the LR formula. To evaluate the first term, we define a new probability measure Q (called the share measure) by the following Radon-Nikodym density
From this we obtain
Now, we can easily find the CGFK ε (θ) of the distribution Q(X ε T ∈ ·):
Obviously,K ε (θ) satisfies our assumptions [A1]-[A5]. Therefore, we can apply the LR formula to Q(X ε T > l). Now we set the initial price e x 0 of the underlying asset as 100 and the strike price L as 105. For the model parameters, we set κ = 6, b = 0. .2) and (4.3), respectively, with tail probabilities as option prices. Table 2 and Figure 6 summerise the results. As in the tail probability case, we can see that the LR formulae yield highly accurate approximations. 
The Wishart SV Model
Next, we introduce the Wishart SV model. The Wishart process was first studied by Bru (1991) ; it was first used to describe multivariate stochastic volatility by Gouriéroux (2006) . Since then, modelling of multivariate stochastic volatility by using the Wishart process has been studied in several papers, such as Fonseca, We consider the following SDE:
where I is the n-dimensional unit matrix, R, M, Q ∈ R n ⊗ R n , and ε ≥ 0. Here, tr[A] is the trace of A and A ′ denotes the transpose matrix of A. Ω ∈ R n ⊗ R n is assumed to satisfy
for some β ≥ (n − 1)ε 2 . (W t ) t and (B t ) t are R n ⊗ R n -valued processes whose components are mutually independent standard Brownian motions. The process (Y ε t ) t is regarded as the log-price of a security under a risk-neutral probability measure. (Σ ε t ) t is an n-dimensional matrix-valued process which describes multivariate stochastic volatility. We verify the validity of the approximation terms of the exact LR expansion forF ε (x) = P (Y ε T > x). Now we investigate the relative errors of the LR formula. We compare the approximations of P (Y ε T > x) by the formulae 'Normal,' '0th,' '1st', and '2nd', defined in the same way as in Section 4.1, with the true value, which is calculated by direct evaluation of the integral in (2.2). Similar to the case in Section 4.1, we show the relative errors and the log-log plot of absolute errors of the formulae in Table 3 and Figure 8 . We can also confirm that the LR formulae are highly accurate. Using the data shown in Figure 8 At the end of this section, we confirm the validity for application in option pricing. Similarly to (4.4), we consider the European call option
with the strike price L > 0. To find the true value of the option price, we apply a closed-form formula proposed in Benabid, Bensusan, and El Karoui (2010). We set the initial price of the underlying asset as e y0 = 100 and L = 105. For the initial volatility, we put σ 0 = 0.25. Other parameters are the same as in the previous case. Table 4 and Figure 9 . Although the linear relationships are not as clear as in Figure 6 , we can see that the LR formulae are highly accurate in each case.
Proofs

Proof of Theorem 1
In this subsection, we justify the formal calculations shown in Section 2. For ease of readability, we omit ε from the notation used in this section. 
Now, consider the four lines Γ 1 , . . . , Γ 4 ⊂ C, defined as
for a given l > 0. By Cauchy's integral theorem, we have
Here, we observe that
Since c ∈ O, the integral on the right-hand side is finite. Thus, the left-hand side must converge to zero as l → ∞. Combining this result with (5.1), we obtain that
we can take the limit R → ∞ on the right-hand side of (5.2); we conclude that
which is the assertion of Proposition 1.
Now, we present the rigorous definition of the change of variables (2.5). For each θ ∈ D,
Obviously, w(θ) is analytic on O \ {θ}. Moreover, by straightforward calculation we observe
Here we see that w(θ) is also analytic atθ. Indeed, similar to (2.4), we have
By [A2], k(θ) is positive, and thus k(θ) is real analytic. As a consequence, the function w(θ) is real analytic on O. Now we can take the limit θ →θ in (5.5) to obtain
by using l'Hôpital's rule. This implies that (w ′ (θ)) 2 = K ′′ (θ) = 0. Therefore, we deduce that there exist a neighbourhood U ⊂ C of w(θ) =ŵ and a holomorphic function θ(w) on U such that θ(w(z)) = z for z ∈ U.
Here we remark that
Proof. Let y ∈ R. By [A2], we have K ′′ (y) = 0. Thus, we can find a neighbourhood U of K ′ (y) and an analytic inverse function function (
Lemma 1 immediately implies 
for each w =ŵ. By definition, the relation (2.5) holds everywhere onÛ . Therefore, if we define the curves η and γ as η = {θ + it ; t ∈ R}, γ = {w(θ) ; θ ∈ η}, then θ(w) can be also defined and is analytic on γ. Then, we can apply the change of variables to obtainF
In Section 2, we need the conditionθ = 0. In this section we only consider the case wherê θ > 0; the arguments are analogous for the case whereθ < 0. In any case, we haveθ = 0 and thus η does not pass 0. Here, we see thatŵ > 0. Indeed, ifŵ = 0, then the inequality in (2.4) must be changed to equality. However, the assumptionsθ > 0 and [A2] imply that the left-hand side of (2.4) is positive. This is a contradiction. Moreover, by its definition,ŵ must be nonnegative. These arguments imply that γ does not exceed 0.
To prove this proposition, we prepare a lemma.
Lemma 2. |θ(w) −θ| ≥ |w −ŵ|/ √ C.
Proof. By [B1] and Taylor's theorem, we have
which implies the asserted statement.
Proof of Proposition 2. By Cauchy's integral theorem, it suffices to show that
By [B1] and Lemma 2, we observe
for sufficiently large magnitudes of l. Hence, we obtain (5.6) from (5.7).
Proof of Theorem 1. From Propositions 1 and 2, we get (2.6). Now we verify the holomorphicity of ψ on {ŵ} × iR. We define
when θ(w) is defined and let w = 0, where log z is the principal value of the logarithm of z. Since θ(w) is analytic on the line {ŵ} × iR, h is also analytic. We can easily see that h ′ (w) = ψ(w). This implies that ψ(w) is also analytic; this permits the following Taylor series expansion:
for w ∈ {ŵ} × iR.
To complete the proof of Theorem 1, it suffices to check the calculations in (2.7). Using (5.9) and the relation
we have
By [B3], the right-hand side of the above inequality is finite. Thus, we can apply Fubini's theorem and we can interchange the sum and the integral in (2.7). That is,
We finish the proof of Theorem 1 by using (5.10) again.
Proof of Theorem 2
For simplicity, we only consider the caseθ 0 > 0. First, we introduce the following lemma.
Lemma 3.θ ε −→θ 0 ,ŵ ε −→ŵ 0 as ε → 0.
Proof. First, we check that (θ ε ) ε is bounded. By (2.1), we havê
, we see that (m ε ) ε is bounded. Thus, from [A3], we get
Second, we observe that
for some compact set C ⊂ R. Letting ε → 0, we get the former assertion. The latter assertion follows immediately.
The above lemma implies the following corollary.
Proof. Sinceθ ε −→θ 0 > 0, we can find some δ 1 > 0 such thatθ ε >θ 0 /2 > 0 holds for ε < δ 1 . The relationŵ ε > 0 is obtained in the same way by usingŵ
By the above corollary, we may assume thatθ ε andŵ ε are strictly positive.
Proof. Since (θ ε ) ε and (ŵ ε ) ε are bounded and away from zero, it suffices to show thatŵ
From the definition ofŵ ε , we havê
Using K ε (0) = 0 and Taylor's theorem, we get
Therefore,
from which our assertion follows.
We writeθ
Note thatθ ′ ε exists, because θ(w) is analytic atŵ ε . Similarly, we can definê
for each n. The next proposition is frequently used in the calculations shown later.
Proof. Since both the numerator and the denominator in the right-hand side of (5.5) converge to zero with w →ŵ ε , we can apply l'Hôpital's rule to obtain
Solving this equation forθ
′ ε , we obtain the desired assertion. Recall that the function g(w) defined in (5.8) is analytic onÔ ε,+ := {w(θ) ; θ ∈ O ε ∩ (0, ∞)}. The following lemma is straightforward by using mathematical induction.
Lemma 4. For each n = 0, 1, 2, . . . and w ∈Ô ε,+ ,
Note that g(ŵ ε ) =θ ε /ŵ ε > 0. Therefore, we can define h(w) = log g(w) on a neighbourhood ofŵ ε . Obviously, we have ψ(w) = h ′ (w). Hence,
Different but nevertheless straightforward calculations give
Lemma 5. For each n and w ∈Ô ε,+ ,
By (5.11), Lemmas 3 and 5, it suffices to consider the estimation of the order of g (m) (ŵ ε ) for m ∈ N. The next proposition gives the order estimate of g ′ (ŵ ε ).
Proof. By Lemma 4, we have
Combining this with (5.5), we get
Letting w →ŵ ε , both the numerator and the denominator of the right-hand side of (5.13) converge to zero. Then, we can apply l'Hôpital's rule to obtain
(5.14)
By Proposition 4 and (5.14), we see that g ′ (ŵ ε ) = lim w→ŵε g ′ (w) exists and can be given as
Our assertion follows from (5.15) and Proposition 3.
Differentiating both sides of (5.5) with respect to w, we get the following proposition.
By (5.13) and Propositions 4 and 6, we obtain the following.
Proposition 7. For w ∈Ô ε,+ \ {ŵ ε },
with θ = θ(w) and θ ′ = θ ′ (w) for brevity.
Next, we consider the second derivativeθ
Proof. Apply l'Hôpital's rule for (5.16) and observe that
We then obtain our assertion by solving the above equation forθ
Proof. Applying l'Hôpital's rule for the equality in Proposition 7 and using Proposition 8, we have
Similarly to Proposition 3, by applying Taylor's theorem, we get
. From (5.19), we get
Therefore, we can rewrite the numerator of the right-hand side of (5.18) as
Here, we use the relations
, and v ε = O(ε 2 ) as ε → 0. This completes the proof.
In fact, we can refine the assertion of the above proposition. From Taylor's theorem, we observe thatŵ
Then, by a calculation similar to that in the proof of the above proposition, we have
where we have applied the relation
Here, we calculate the third derivative of θ(w) atŵ ε (θ
Proof. Differentiating both sides of (5.16), we have
Now we apply l'Hôpital's rule for (5.22 ) to obtain
This can be simplified to
We have obtained the desired assertion.
Substituting (5.21) into (5.20), we have the following proposition.
Proposition 11.
Now we are prepared to prove the next proposition.
Proof. By Lemma 4, it holds that
for w =ŵ ε . Letting w →ŵ ε and substituting (5.23), we havê
Proposition 13. For each n ≥ 3, the following two assertions hold.
(i) There are nonnegative integers m n , a (ii) f n (ŵ ε ) = 0.
Proof. We will prove assertion (i) by induction. First, we consider the case n = 3. By Proposition 6 and Lemma 6, we know
thus, (i) is true for n = 3. Now we assume that (i) holds for any integer in {3, . . . , n}. Thus,
by virtue of Lemma 6, where
Replacing n with n + 1 again gives (i). By induction, (i) holds for n ≥ 3. The assertion (ii) is obvious from (2.1) and the definition of f n (w).
Proposition 14. For each n ≥ 2, we haveθ
Proof. When n = 2, the assertion is obvious by [A5] and Proposition 8. We suppose that the assertion is true for 1, . . . , n − 1. By the definition of f n , we have
for w =ŵ ε . By Proposition 13(ii) and the definition ofθ ε , we see that both the numerator and the denominator of the right-hand side of the above equality converge to zero by letting w →ŵ ε . Therefore, we can apply l'Hôpital's rule to obtain
By Lemma 6 and Proposition 13, we see that f ′ n (ŵ ε ) has the form
for some m n , a 
Here, by the suppositionθ
. . , j = n − 1 and that [A4] holds, we see that the term
= O(ε n−1 ) as ε → 0. Therefore, the assertion is also true for n. Induction completes the proof.
Lemma 7. For each n ≥ 3, g (n) (ŵ ε ) = O(ε 3 ) as ε → 0.
Proof. The assertion is true for n = 3 by Proposition 12. For n ≥ 4, the assertion is obtained by Lemma 4, Proposition 14, and induction.
Proof of Theorem 2. Since (φ(ŵ ε )) 0≤ε≤1 is bounded, it suffices to show that ψ (m) (ŵ ε ) = O(ε min{2m+1,3} ), ε → 0 for m ≥ 0. From (5.11)-(5.12), we have that
by Proposition 5 and that
by Propositions 5, 9, and 12. For m ≥ 2, we get the assertion by Lemmas 5 and 7.
6 Extentions
Error Estimates of the Higher Order LR Formulae
In the beginning of this subsection, we introduce the following proposition. 
Application to the Daniels Formula for Density Functions
In this subsection, we study the order estimates for the saddlepoint approximation formula of Daniels (1954) , which approximates the probability density function. Let x ∈ R and definê θ (n) ε ,ŵ ε as are done in Section 5.2. By an argument similar to that in Section 2, we can prove the following "exact" Daniels expansion:
under suitable conditions, where f ε is the probability density function of µ ε and
In the case of the sample mean of i.i.d. random variables, this version of (6.4) was studied as (3.3) in Daniels (1954) and (2.5) in Daniels (1980) . In the general case, we can obtain (6. [A8] There exists ε 2 ∈ (0, 1] such that
where C n > 0 is a constant appearing in (6.3).
We can easily show the following by arguments similar to those in Section 5 and Subsection 6.1 (we omit the proof here). 
Concluding Remarks
For a general, parametrised sequence of random variables (X (ε) ) ε>0 , assuming that the rth cumultant of X (ε) has order O(ε r−2 ) as ε → 0 for each r ≥ 3, we derive the "exact" Lugannnani-Rice expansion formula for the right tail probability
where x ∈ R is fixed to a given value. In particular, we have obtained the order estimates of each term in the expansion. For the first two terms, we have that Ψ ε 0 (ŵ ε ) = O(ε) and Ψ ε 1 (ŵ ε ) = O(ε 3 ) as ε → 0, respectively. Under some additional conditions, the mth term satisfies Ψ ε m (ŵ ε ) = O(ε 2m+1 ) as ε → 0. Using these, we have established (3.5) for each m, M ≥ 0. As numerical examples, we chose stochastic volatility models in financial mathematics; we checked the validity of our order estimates for the LR formula.
The following are interesting and important future research topics related to this work.
(i) Analysing the far-right tail probability
using an LR type expansion, which is compatible with the classical LR formula (see Remark 1 in Introduction). In this case, the saddlepoint diverges as ε → 0 allowing us to avoid the difficulty in calculating (2.7) by using Watson's lemma (see Watson (1918) or Kolassa (1997) ). Hence, we can expect that condition [B3] may be omitted; this condition was imposed when we derived the exact LR expansion.
