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Abstract
An asymptotic approach for a Schroedinger type equation with non selfadjoint Hamil-
tonian of a special type in the case of two close degeneracy (turning) points is developed.
Both real and complex degeneracy points are treated by a method of matched asymp-
totic expansions in the context of a unifying approach. An asymptotic expansion near
degeneracy point containing the parabolic cylinder functions is constructed and the tran-
sition matrix connecting the coefficients of adiabatic modes in front of and behind the
degeneracy point is derived.
A simple non-technical recipe is also provided, which enables one to apply results to
different physical problems without performing intermediate calculations.
Keywords: degeneracy points, turning points, avoided crossing, non-Hermitian Hamil-
tonians
1 Introduction
Formal asymptotic solutions of a Schroedinger type equation
H(x)Ψ(x) = −i~∂Ψ(x)
∂x
, (1)
where H is a selfadjoint linear operator and ~ is a small parameter, ~→ 0, have been studied
intensively from the beginning of the XXth century. Interest in such an equation was initially
invoked and greatly stimulated by problems of quantum mechanics, where such an equation
describes the adiabatic evolution of a quantum system the Hamiltonian of which is given by H
and −x stands for the physical time. For ~ sufficiently small, the exact solution is approximated
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Figure 1: Avoided crossing: The nonperturbed eigenvalues (thin lines) are crossing at x = 0,
while the exact ones (thick lines) do not. Dashed/solid lines (also blue/green on-line) distin-
guish different modes, left/right pictures represent different numbering of exact eigenvalues, see
Section 5. (In arbitrary units.)
by an adiabatic, or semiclassical, expansion (which we also call an adiabatic mode) having the
principal term
Ψ = ϕ e
i
~
∫ x β(x) +O(~). (2)
Here β is an eigenvalue of the operator H, and ϕ is a properly chosen corresponding eigen-
function,
H(x)ϕ(x) = β(x)ϕ(x). (3)
It is implied here that ϕ comprises the factor containing the Berry phase if it is nontrivial.
The asymptotics (2) works well if there is a finite gap between the eigenvalue β and the rest
of the spectrum of H and if this gap does not depend on ~. A discussion of the asymptotics
that approximate exact solutions with an error O(~), O(~n) with an integer n or O(e−c/~) with
constant c proportional to the gap between the eigenvalue β and the rest of the spectrum is
given in papers [13], [33] and [53], respectively. All different results in this field are known
under a generalized name of adiabatic theorem.
It is well known that the vicinity of a crossing point of at least two eigenvalues βj(x),
j = 1, 2, say, at x = 0 (thin lines in Fig. 1), the adiabatic approximation (2) is not applicable.
Neither is it applicable in the case of an avoided crossing (see thick lines in Fig. 1)
β2 − β1
2
'
√
(Qx)2 + p2, (4)
which appears upon a small perturbation of the operator with crossing eigenvalues; see, for
example, [46]. The parameter p in (4) characterizes the smallest distance between the eigen-
values. If p decreases rapidly enough with ~, the adiabatic approximation (2) does not work
near x = 0.
For the first time, the problem of constructing asymptotic solutions in the presence of an
avoided crossing was encountered in quantum mechanics in the description of state transitions
in a two level quantum system. The transitions amplitudes were found by Landau [47] and
Zener [71] in 1932. The refined results were obtained by Stueckelberg [64] shortly afterwards.
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Investigation of the phase of the transition coefficients were performed in [14], [15]. Among
many other works on the adiabatic transitions in physical systems, some are to be outlined
including the Dykhne’s formula [30], Hwang and Pechukas, e.g. [38], and Zhu and Nakamura
[72]. However, mathematically rigorous results came only much later, and the first proof of
the Landau-Zener formula was given in [35, 37]. The Landau-Zener formula was derived for a
system of pseudo-differential equations in [66].
Based on (4) it was reasonably stated in [47] that an avoided crossing is actually a crossing
of the eigenvalues at two points in the complex plane x = ±ip/Q. At the same time, the
crossing of eigenvalues at a real point, which cannot be resolved by a small perturbation, is
also widely known in the theory of the so-called WKB approximations [68, 44, 17]. Primarily,
it happens in the problems described in terms of a second order differential equation, such as
the stationary Schroedinger equation itself,
− ~
2
2m
ψ′′(x) + (V (x)− E)ψ(x) = 0. (5)
In the WKB approximation, β1,2 ≡ ±
√
E − V (x) plays the role of the eigenvalues (3). The
solutions in this case are given by an expression similar to (2). In the classically allowed region,
i.e., where V < E, the solution with a positive eigenvalue, β1, is interpreted as a running forward
along the x axis, while the solution with a negative β2 is running backward. The points κ,
where the eigenvalues vanish, E = V (κ), and thus degenerate, β1 = β2 = 0, are called turning
points. It is in their neighborhood that the WKB approximation is not valid anymore, which
resembles the behavior of adiabatic solutions (2) for equation (1). Near turning points, the
eigenvalues depend on x as βj ' (−1)j
√−V ′(κ)(x− κ), j = 1, 2, if V ′(κ) 6= 0. Turning points
with such eigenvalue behavior are called the simple ones. If V = V (x) has a single absolute
extremum on interval of interest not coinciding with κ, there are generally two simple turning
points, see Fig. 2.
The general solution of (5) in the presence of one simple turning point comprises two os-
cillating asymptotics on one side (classically allowed region) and an exponentially decreasing
and increasing ones on the other (classically forbidden region). A particular solution, which
has only exponentially decreasing asymptotics, may be interpreted as follows: a wave incident
to a such point is completely reflected, hence the name of the turning point.
However, for some systems of ordinary differential equations (ODEs) and for more general
cases, the interpretation of the point, where two eigenvalues degenerate, as a point of reflection
is not valid. Therefore we prefer the terms “the point of degeneration” or the degeneracy point,
using the other names only emphasizing the character of degeneracy. For uniformity of the
nomenclature, we refer to an avoided crossing as two simple complex degeneracy points.
The x-dependence of eigenvalues near the degeneracy point does not necessary contain the
square root. It may be as β1,2 ∼ ±(x − κ)k/2 for any integer k. Every value of k demands
a special investigation. Below we deal with the perturbation of an operator with crossing
eigenvalues, i.e., with one degeneracy point, near which the eigenvalues are linear functions
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Figure 2: Real turning points: Non perturbed eigenvalues (thin lines) are crossing at one
point, x = 0, as before. However, the exact ones (thick lines) are crossing at two points sep-
arated by perturbation. In between the turning points, the eigenvalues are purely imaginary.
Dashed/solid lines (also blue/green on-line) distinguish different modes, left/right pictures rep-
resent different numbering of exact eigenvalues, see Section 5. (In arbitrary units.)
(k = 2). We show that after perturbation such a degeneracy point splits into a pair of simple
ones.
The problems of constructing of asymptotic solutions in the presence of one degeneracy
point or a pair of them for the ODEs of second order and their generalizations to systems of
ODEs has been studied in many papers; see the books and reviews [10], [32], [55], [63], [67]
and references therein. All the methods applied to investigation of degeneracy points can be
divided into three groups: the uniform methods, which work both in the vicinity of degeneracy
points and away from the points, methods based on the Fourier representation of the unknown
function, and methods based on local considerations in the vicinity of the degeneracy point
with further matching of local solutions with adiabatic ones.
In the technique of ‘uniform approximations’ the required solution is mapped into a solution
of a simpler equation, which, however, has the same disposition of degeneracy points as the
original one. It was pioneered in [20], [25], [49]. It was also applied to the equations in the
general form in [21]. The methods based on the Fourier analysis are the Maslov method [45],
[50] and the microlocal analysis [66]. In the next section, we give a more detailed exposition
of the method of matched asymptotic expansions (or the boundary layer method), which we
apply in this paper and which is based on local considerations.
An abstract general approach to degeneracy points for equation (1), where H(x) is an
operator in the Banach space has been suggested in [21], [34], see also references therein. A
spectral model equation of the same form (1) is introduced in these works, where H(x) is
substituted with a matrix 2 × 2, with eigenvalues coinciding with eigenvalues of the original
problem. Despite of the generality of the approach, only three types of spectral models were
considered: the parabolic model with one simple turning point, the hyperbolic model with a
pair of turning points in between of which the eigenvalues are complex and real outside, and
the elliptic model with complexity of the eigenvalues inverted in regard to the pair of turning
points. The models with complex degeneracy points have not been considered.
The treatment of the problem in [21] has the main emphasis on the mathematical rigor
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and validity of the approach. Hence, it does not contain a recipe of solving specific physical
problems given by some particular ODE systems.
On the other hand, there is a lot of physical works treating different physical phenomena
caused by the presence of degeneracy points. These physical works apart from the problems for
Schroedinger equation comprise, for example, the problems of radiowaves propagation [12], [18],
[19], [57], acoustical waveguides [51, 52], elasic waveguides [59], [56], waves in the Timoshenko
beam [58], electrons in crystal [24], liquid crystals [4], graphene [61], [70], creeping waves on the
smooth boundary of the convex body for particular boundary conditions [3] to mention just
a few. Despite profound similarities of all the problems with degeneracy points, each physical
problem from above was solved with account of its specific assumptions and without applying
any of the theory developed in the abstract form in the earlier works.
It is the intention of the present paper to fill the existing gap between abstract considerations
of [21], [34], and the needs of the physical community dealing with particular problems. We build
a mathematical approach, which permits us to consider in the general form and on the same
footing pairs of both real and complex degeneracy points generated by a small perturbation of
an operator with two eigenvalues exactly degenerate at one point.
Our approach is based on some spectral properties of a selfadjoint linear operator pencil, to
which most of the relevant problems can be reduced. It originates from the consideration of the
Schroedinger equation with a not selfadjoint Hamiltonian of a special type. The classification of
different problems is much easier in this formulation. Apart of the original eigenvalue behavior,
the classification requires an additional condition, which turns out to be a linear independence
of the corresponding eigenvectors.
Along with deriving an asymptotic solution for the problem at hand, we also aim to deliver a
(relatively) nontechnical recipe applicable to a wide range of physical problems. The objective is
to give the resulting formulas in such a form that the understanding of intermediate procedures
and details of their derivation are not necessary for their application.
Away from the degeneracy point, such an approach for waves propagation problems has
been first applied in [31]. To the best of our knowledge, it was in [57] and [58], where such a
statement has been pioneered for considering particular physical problems in the presence of
degeneracy points.
2 Statement of the problem and outline of the paper
To obtain the necessary level of rigor and generality of our considerations but to maintain at
the same time the transparency of derivation and guarantee the applicability to a wide range
of physical problems, we elaborate a method of the not selfadjoint Schroedinger equation of a
special type.
The suggestive observation is that (5) can be written in the form of (1) (see App. D) but
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with a non selfadjoint H, which, however, can be factorized as
H = Γ−1Kˆ, (6)
where both Γ and Kˆ are selfadjoint. Thus, we focus our considerations on the following linear
operator equation
KˆΨ(x) = −i~Γ∂Ψ(x)
∂x
, (7)
where both Kˆ and Γ are selfadjoint operators in an appropriate Hilbert space, to which Ψ
belongs, Γ and Γ−1 are bounded. The operator Kˆ may depend on other coordinates as well
as x, but it should not have derivatives in its respect. We assume that Γ does not depend on
x. This condition may be removed but we include it for simplicity, because in the cases known
to the authors it is always satisfied. Equation (7) is a direct generalization of (1) and for non
trivial Γ it is known in mathematical literature as of Sobolev type, see for example, [65].
Further analyses shows that most of the physical problems with degeneracy points can be
written in form (7). In particular the stationary Schroedinger equation (5), Maxwell equations
[57] (with a non-invertible Γ), the Timoshenko beam equations [58], Dirac equation for fermions
scattering in graphene, and many others, see also examples of Appendix D. Actually, any
system of linear differential equations can be written in a similar form and, if it describes a
physical process with the conservation of energy, the operators Kˆ and Γ are always selfadjoint
according to our observations. Equation (7) can also be treated in the framework of PT -
simmetric quantum mechanics with Γ playing the role of P-simmerty operator, see [8] and
reference therein.
One of the important features of (7) is that it possesses a conservation law similar to the
total probability conservation for the Schrodinger equation. For any two exact solutions of (7)
Ψ1 and Ψ2 it holds
1
(Ψ1,ΓΨ2) = const. (8)
Indeed, differentiating the left-hand side of (8) we deduce
∂(Ψ1,ΓΨ2)
∂x
= (Ψ1,Γ
∂Ψ2
∂x
) + (Γ
∂Ψ1
∂x
,Ψ2) = −i~−1(Ψ1, KˆΨ2) + i~−1(KˆΨ1,Ψ2) = 0, (9)
where we used that operators Kˆ and Γ are self-adjoint. For Γ = I, identity operator, the
constant in (8) is simply a normalization constant and (8) gives the familiar total probability
conservation law of quantum mechanics. In the problems of waves propagation from Appendix
D we have Γ 6= I and the quantity (8) has a meaning of time-averaged flux density in the
x-direction, while for the Dirac equation it is a time-averaged electron current density in the
same direction. In this paper we will refer to (8) simply as flux. Note, that the constant in (8)
is not positive definite, see more below.
1Henceforth by (·, ·) we understand the standard scalar product of the corresponding Hilbert space.
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To take into account the presence of (small) perturbation in many relevant physical prob-
lems, we consider a particular form of Kˆ,
Kˆ = K(x) + δB(x), δ =
√
~, (10)
thus giving the subject of our interest in the form(
K+
√
~B
)
Ψ = −i~Γ∂Ψ(x)
∂x
. (11)
One could consider a more general two-parametric case, with δ independent of ~, but we choose
the most important relation between them to avoid complications that do not affect the main
result. The importance of the relation δ =
√
~ was known since the early works of Landau [47]
and Zener [71]. The two-parametric consideration of the case, where Γ is the identity matrix,
was given in [66] and confirmed the importance of this relation.
Further, we assume that the operators Γ and its inverse, B(x), and K(x) − K(0) are all
bounded. We assume also that K(x) −K(0) and B may be expanded in a series in powers of
x near x = 0.
The principal term of the adiabatic solution for (11) is very similar to (2) and is constructed
by means of an eigenvalue β and eigenfunction ϕ of the spectral problem given by
K(x)ϕ(x) = β(x)Γϕ(x). (12)
Eigenvalues of (12) can be both real and complex, while eigenfunctions ϕ are Γ-orthogonal (
see Appendix A for details).
We make two crucial assumptions on the behavior of β and ϕ.
1. We limit ourselves to consideration of the case where two real eigenvalues β1 and β2 of
(12) have a point of simple crossing at x = 0, i.e.,
β2(x)− β1(x) '
x→0
2Qx, Q > 0. (13)
Q does not depend on ~, Q ∼ 1, and both β1 and β2 are separated from the rest of the
spectrum of (12) (if any) with a gap independent on ~. This condition also fixes the
numbering of the unperturbed modes, for a detailed discussion of this issue see Section
5.
2. The corresponding eigenfunctions ϕj(0) ≡ limx→0ϕj(x), j = 1, 2, are linear independent
at x = 0.
In fact, we assume that the eigenvalues βj(x) and eigenfunctions ϕj(x) can be found as series
in powers of x.
However, the eigenvalues and the eigenfunctions βj, ϕj, j = 1, 2, are holomorphic functions
of x and the series for them converges if K(x) − K(0) and B(x) are holomorphic families of
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operators, and the eigenvalues βj, j = 1, 2, are separated from the rest of the spectrum with a
finite gap [39].
Our aim is to find formal asymptotic expansion of solutions (11) as
√
~ → 0 both away
from the degeneracy point and in its neighborhood. We solve also the connection problem. Its
formulation is given in Section 5.
The case of linear dependent ϕ1(0) and ϕ2(0) will be considered in the next paper. We
note that this condition does not hold for equation (5), which was our original motivation for
this paper. However it is fulfilled for the important physical problem of the Dirac fermions [61],
among other examples, see Appendix D.
As will be shown in the next Section, our formulation of the problem incorporates both the
case of an avoided crossing and classical turning points. The two regimes are distinguished by
the relative sign of the normalization of modes,
sign [(ϕ1,Γϕ1)(ϕ2,Γϕ2)] = ±1, (14)
which is an invariant for a given physical problem.
Another spectral problem naturally arising in connection with (11) is the problem for the
whole operator Kˆ,
(K+
√
~B)ϕˆ = βˆΓϕˆ. (15)
The eigenvalues βˆ and eigenfunctions ϕˆ will be found in Section 3.2 as perturbations of the
eigenvalues β and eigenfunctions ϕ of (12).
In this paper, we follow the method of matched asymptotic expansions [9, 67], also called
the boundary layer method [6]. It consists of the construction, in the vicinity of a turning point,
where the adiabatic (also called the outer) expansion is not applicable, of an inner expansion,
which is given in terms of a series expansion in particular powers of a small parameter, ~α, α < 1.
The validity zones of two types of solutions intersect, and they can be matched there to obtain
the transition matrix. In the field of nonadiabatic transitions, this method has been used for
the first time by Hagedorn in [35] for his proof of the Landau–Zener formula. Methodologically,
our paper follows the asymptotic considerations of our previous works [3, 57, 58, 59].
The paper is organized in the following way. The Introduction and the Statement of the
problem is followed by Section 3, which contains auxiliary, though very important consider-
ations of eigenvalues and eigenfunctions of Kˆ near a degeneracy point, i.e., the perturbed
eigenvalue problem. The formulas obtained there enable us to introduce all the parameters,
which determine our final results. Namely, in this section we derive that the eigenvalues have
complex degeneracy points (avoided crossing case), Fig. 1, or the real ones, Fig. 2, (classical
turning points) depending on the relative sign of normalization of two degenerating modes, as
stated above.
In Sections 4–9, we realize the program of matched asymptotic expansions, starting with
the construction of the adiabatic (outer) expansion in Section 4. It maintains its asymptotic
character outside a neighborhood of the degeneracy point, whose size we derive in Section 4.3.
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The analysis of the outer expansion on the boundary of its applicability zone enables us to
introduce a stretched variable.
Upon constructing the adiabatic solutions we define in Section 5 the transition problem
between them and discus their numbering at different sides of the degeneracy point. After
that, in Section 6 we rewrite the equation (11) in terms of the stretched variable and construct
an inner expansion, which works near the degeneracy point. An inner expansion contains a
special function; in our case it is the parabolic cylinder function. The zones of validity of the
outer and the inner expansions intersect as expected. We find an asymptotics of the inner
expansion for a large stretched variable in Section 7, and rearrange an adiabatic expansion in
terms of the stretched variable in Section 8.
Finally, we match these expansions in the intersection zone and obtain the transition matrix
in Section 9. It naturally depends on the definition of the adiabatic modes. We introduce
canonical adiabatic modes in Section 9.3, which provide the transition matrix in the simplest
form and also give a general transition matrix for an arbitrary choice of the adiabatic modes in
Section 9.4. It is followed by Section 10 where we give a physical interpretation of the obtain
transition matrix in term of reflection and transition coefficients.
In Conclusions, section 11 of the paper, we formulate shortly our main results and give the
recipe for those, who do not want to delve in the process of obtaining asymptotic formulas and
want to jump directly to a result applicable to any particular problem, which can be reduced
to an equation of the form (11).
The paper is concluded with four Appendices. In the first one, Appendix A, we discuss the
basic features of the eigenproblem (12) of selfadjoint linear operator pencils. Some properties of
the outer expansion in the limit of lifting degeneracy are outlined in Appendix B. The general
properties of the transition matrix following from the conservation law (8) are discussed in
Appendix C. Appendix D contains some examples of problems, which are reducible to (11),
and a particular case of application of our method to electrons scattering in graphene.
3 Perturbation method for the spectral problem
Since many of the particular problems of waves propagation or states transition are given in
terms of the behavior of the spectrum, we start by investigating the spectral problem (15). To
this end we adapt the perturbation method developed by Schroedinger and Rellich (see the
history of the problem and references in [39]) to deal with the operator pencils rather then
operators themselves, i.e., with eigenproblems containing Γ on the right-hand side.
We construct an approximate solution to the eigenvalue problem both away from the de-
generacy point and in its vicinity. Applying the perturbation method to find the eigenvalues,
we also will be able to introduce physically relevant parameters governing our results, and to
clarify the conditions, which cause eigenvalues behavior either as shown in Figs. 1 or 2.
We use in this Section properties of eigenvalues and eigenfunctions of the unperturbed
spectral problem (12) derived in Appendix A.
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3.1 Perturbed eigenproblem away from degeneracy point
Away from degeneracy point, we may search for the eigenvalues and eigenfunctions of (15)
(K+
√
~B)ϕˇ = βˇΓϕˇ
as a formal asymptotic series in powers of
√
~ and as functions of the original variable x,
βˇ(x, ~) = βˇ(0)(x) +
√
~βˇ(1)(x) + . . . , ϕˇ(x, ~) = ϕˇ(0)(x) +
√
~ϕˇ(1)(x) + . . . (16)
This procedure is very well studied for Γ = I, and will mostly be used as the reference in the
rest of the paper, so we just indicate the main steps postponing detailed treatment to further
sections.
Upon inserting these series into (28) and equating terms with equal powers of
√
~, we get
an infinite sequence of equations
(K− βˇ(0)Γ)ϕˇ(0) = 0 (17)
(K− βˇ(0)Γ)ϕˇ(1) = (βˇ(1)Γ−B) ϕˇ(0) (18)
(K− βˇ(0)Γ)ϕˇ(2) = (βˇ(1)Γ−B) ϕˇ(1) + βˇ(2)Γϕˇ(0) (19)
. . .
Equation (17) is the original spectral problem (12). Thus, we choose the principal approxima-
tion as
βˇ
(0)
j = βj, ϕˇ
(0)
j = ϕj (20)
where j is the number of the corresponding solution of the eigenproblem, for the sake of defi-
niteness we choose to construct here the first mode, j = 1.
The solution of the above system of equations differs from the standard case only in the
definition of the unperturbed eigenvalues and eigenfunctions β, ϕ, and the presence of Γ. Thus,
in the first approximation we can write
ϕˇ1 = ϕ1 +
√
~
[ B21
(β1 − β2)N2ϕ2 + ϕˇ
(1)
1⊥
]
+ . . . (21)
βˇ1 = β1 +
√
~
B11
N1
+ ~
[
B21B12
(β1 − β2)N1N2 +
(ϕ1,Bϕˇ(1)1⊥)
N1
]
+ . . . , (22)
We separated explicitly the contribution of the second mode ϕ2 since we assume that namely
the pair of β1 and β2 degenerate at x = 0. By ϕ
(1)
1⊥ we denoted the contribution of the rest
of the spectrum (if any) to the first approximation of ϕˇ, Γ-orthogonal to ϕ1 and ϕ2. We also
supplied the expansion (16) with condition
(ϕˇ(0),Γϕˇ
(n)
j ) = 0. (23)
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In (21), (22), we also introduced the following notation for the eigenfunctions normalization
Ni = (ϕi,Γϕi), i = 1, 2. (24)
It can always be chosen constant. The matrix elements for any operator, say, A, are defined as
Aij(x) ≡ (ϕi(x),A(x)ϕj(x)) , j, k = 1, 2. (25)
The scalar product here is that inherent from the Hilbert space in which K acts.
3.2 Perturbed eigenproblem in the vicinity of the degeneracy point
As is evident from (21), (22), the expansions are not valid whenever βj, j = 1, 2, degenate.
Similarly to the general theory [6, 9, 67] for Γ = I, and other particular problems, e. g.,
[58, 59], in the vicinity of a degeneracy point the behavior of the eigenvalues/eigenfunctions
(and of the approximate solution of the equation (11)) should be described in terms of a slow
variable. For our particular case with perturbation of order
√
~ and linear intersection of the
eigenvalues, it is given by
τ = x/
√
~. (26)
Arguments for choosing such a slow variable are given in Section 4.3.
We substitute (26) in K and B and expand them in the formal series as follows
K(
√
~τ) = K(0) +
√
~τK(1) + ~τ 2K(2) + . . . ,
B(
√
~τ) = B(0) +
√
~τB(1) + ~τ 2B(2) + . . . ,
(27)
where
K(n) = 1
n!
dnK
dxn
∣∣∣∣
x=0
, B(n) = 1
n!
dnB
dxn
∣∣∣∣
x=0
.
Inserting these expansions into (15) we obtain(
K(0) +
√
~(τK(1) +B(0)) + ~(τ 2K(2) +B(1)τ) + . . .
)
ϕˆ = βˆΓϕˆ. (28)
We search for the eigenvalues and eigenfunctions in the form similar to (16)
βˆ(τ,
√
~) = βˆ(0)(τ) +
√
~βˆ(1)(τ) + . . . , ϕˆ(τ,
√
~) = ϕˆ(0)(τ) +
√
~ϕˆ(1)(τ) + . . . (29)
Note that in distinction to the expansions of βˇ, ϕˇ, the approximations βˆ(n), ϕˆ(n) are now
functions of τ , not x. We distinguish them by using a hat accent.
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Upon inserting these series into (28) and equating terms with equal powers of
√
~, we get
an infinite sequence of equations
(K(0) − βˆ(0)Γ)ϕˆ(0) = 0 (30)
(K(0) − βˆ(0)Γ)ϕˆ(1) =
(
βˆ(1)Γ− τK(1) −B(0)
)
ϕˆ(0) (31)
(K(0) − βˆ(0)Γ)ϕˆ(2) =
(
βˆ(1)Γ− τK(1) −B(0)
)
ϕˆ(1)
+
(
βˆ(2)Γ− τ 2K(2) − τB(1)
)
ϕˆ(0) (32)
. . .
Equation (30) is the original spectral problem (12) taken at the degeneracy point x = 0. Thus
we have
βˆ
(0)
j = β0, (33)
where
β0 ≡ β1(0) = β2(0), (34)
and we introduced the subscript, j = 1, 2, to distinguish the two modes in what follows. For
the eigenvalue we have
ϕˆ
(0)
j = α
(0)
j1 (τ)ϕ1(0) + α
(0)
j2 (τ)ϕ2(0), j = 1, 2, (35)
where ϕj(0) ≡ limx→0ϕj(x), j = 1, 2 are linear independent eigenfunctions of the original
problem. We determine them by the limiting transition to make them uniquely defined. The
eigenfunctions of both degenerating modes may be written in the form (35).
The coefficients α
(0)
jk , j, k = 1, 2 are unknown at this step. They can be found from the
condition of the solvability of the equation (31), which is the condition of orthogonality of the
right-hand side of (31) with ϕk(0), k = 1, 2. It gives for both j = 1 and j = 2 the same system
(βˆ
(1)
j N
(0)
1 − τK(1)11 − B(0)11 )α(0)j1 + (−τK(1)12 − B(0)12 )α(0)j2 = 0,
(−τK(1)21 − B(0)21 )α(0)j1 + (βˆ(1)j N (0)2 − τK(1)22 − B(0)22 )α(0)j2 = 0;
(36)
here, N
(0)
j = Nj(0), j = 1, 2. Similarly, the matrix elements with a superscript (n), n = 0, 1,
are also taken at the degeneracy point x = 0,
K(1)jk = (ϕj(0),K(1)(0)ϕk(0)), B(0)jk = Bjk(0), j, k = 1, 2. (37)
Note that, as we show in the Appendix A, K(1)12 = K(1)21 = 0 always holds. The diagonal matrix
elements K(1)jj , j = 1, 2, . . ., are proportional to the derivatives of the unperturbed eigenvalues,
see (194).
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The condition of solvability of the system (36) with respect to α
(0)
j1 , α
(0)
j2 is the nullification
of the determinant. It gives a quadratic equation in βˆ
(1)
j . Under an appropriate choice of the
notation, its solution can always be written as
βˆ
(1)
1,2 = βˆ
(1)
av ±
√
(τ + b)2Q2 + p2sgn(N
(0)
1 N
(0)
2 ) (38)
The square root is assumed to be positive if it is real. We do not discuss the complex case since
we will not treat it.
In (38), we used the following notation. Half the difference of the derivatives of the unper-
turbed eigenvalues at x = 0 is denoted as
Q =
1
2
(
K(1)22
N
(0)
2
− K
(1)
11
N
(0)
1
)
, Q > 0, (39)
and the degeneracy point displacement owing to the perturbation equal for both modes reads
b =
1
2Q
(
B(0)22
N
(0)
2
− B
(0)
11
N
(0)
1
)
. (40)
The parameter p characterizes the degree of separation of the eigenvalues for sgn(N
(0)
1 N
(0)
2 ) ≡
sgn(N1N2) = 1
2, or the width of the classically forbidden zone if N1N2 < 0. It reads
p2 =
B(0)12 B(0)21
|N (0)1 N (0)2 |
=
|B(0)12 |2
|N (0)1 N (0)2 |
. (41)
The parameter ν is a dimensionless combination of the above mentioned physical parameters,
which will govern our final result
ν = i
B(0)12 B(0)21
N
(0)
1 N
(0)
2
1
( β′2(0)− β′1(0) )
=
ip2 sgn(N1N2)
2Q
. (42)
In what follows we also need
√
ν. We define the branch of the square root in such a way that
√
ν = ei
pi
4
sgn(N1N2)
√
|ν|. (43)
Finally, the average of degenerating eigenvalues in the first-order approximation is as follows:
βˆ(1)av =
1
2
(
B(0)11
N
(0)
1
+
B(0)22
N
(0)
2
)
+
τ
2
(
K(1)11
N
(0)
1
+
K(1)22
N
(0)
2
)
. (44)
2As shown in Appendix A, the norms of eigenfunctions ϕj , j = 1, 2, cannot vanish, once eigenfunctions are
smooth and linearly independent on the whole interval. Then the sign of the norm of ϕj , sgn(Nj), is a constant
even for Nj = Nj(x), and so is the product, sgn(N
(0)
1 N
(0)
2 ) = sgn(N1N2). In what follows we always use the
later expression.
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Actually, by a simple transformation of the equation (7), Ψ→ Ψe i2~
∫ x (βˆ1+βˆ2) dx, we can always
transform the operator Kˆ to such a form that βˆ1(x) = −βˆ2(x), and consequently β0 = βˆ(1)av = 0.
But we will keep our considerations in the general form.
We may give now formulas for principal approximations of eigenvalues:
βˆj = β0 +
√
~
(
βˆ(1)av + (−1)j
√
(τ + b)2Q2 + p2 sgn(N1N2)
)
+O(~) (45)
= β0 +
√
~
(
βˆ(1)av + (−1)j
√
(τ + b)2Q2 − 2iQν
)
+O(~), j = 1, 2.
At this stage we are ready to deduce that for sgn(N1N2) = 1 we have the avoided crossing
case, see Fig. 1, with two complex degeneracy points, τ± = κ±/
√
~, while for sgn(N1N2) = −1
we have two real ones, as in Fig. 2,
τ± = κ±/
√
~ =
{ −b± ip/Q, N1N2 > 0
−b± p/Q, N1N2 < 0 . (46)
In both cases the degeneracy points are the simples ones.
The eigenfunction approximation ϕˆ
(0)
j (35) for j = 1, 2 can be easily found now by solving
(36) for α
(0)
j , j = 1, 2, which can be written in the notation (39), (40), (44), either as
α
(0)
j1 (τ) =
B(0)12
N
(0)
1
, α
(0)
j2 (τ) = βˆ
(1)
j − βˆav +Q(τ + b), (47)
or
α
(0)
j1 (τ) = βˆ
(1)
j − βˆav −Q(τ + b), α(0)j2 (τ) =
B(0)21
N
(0)
2
. (48)
The solvability of (36) guarantees that these two expressions differ only in the overall normal-
ization of the principal approximation (35) of the eigenfunction ϕˆj.
Let us find an asymptotics of eigenvalues and eigenfunctions (45) and (47) as |τ | → ∞. The
eigenvalues have the following asymptotics:
βˆj ' β0 +
√
~
(
βˆ(1)av + (−1)j
(
Q |τ + b| − iν|τ |
)
+ o(τ−1)
)
+O(~). (49)
We neglect b in comparison with τ in the denominator of the second term and use (42) for ν.
Taking into account formulas (39), (40), (41), (44), from (49) for (τ + b) > 0 we obtain
βˆj '
τ→+∞
β0 +
K(1)jj
N
(0)
j
√
~τ +
√
~
B(0)jj
N
(0)
j
−
√
~
iν
τ
+ . . . (50)
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and for (τ + b) < 0 we get
βˆ1 '
τ→−∞
β0 +
K(1)22
N
(0)
2
√
~τ +
√
~
B(0)22
N
(0)
2
−
√
~
iν
τ
+ . . . ,
βˆ2 '
τ→−∞
β0 +
K(1)11
N
(0)
1
√
~τ +
√
~
B(0)11
N
(0)
1
−
√
~
iν
τ
+ . . . .
(51)
Formula (50) helps to see that the perturbed eigenvalues βˆj, j = 1, 2, are numbered in (45) to
approach the values of the unperturbed ones (see (13), (22)) to the right of x = 0
βˆj →
τ→+∞
βj, j = 1, 2. (52)
While to the left, the numbering of the perturbed eigenvalues is inverted
βˆ1 →
τ→−∞
β2, βˆ2 →
τ→−∞
β1 (53)
We note here that there are two possible ways on numbering of βˆ on different sides of the
turning point provided that the numbering of β is fixed by (13). The one adopted in (45), and
leading to (52), (53), is most convenient for N1N2 > 0, since it preserves the continuity of βˆ
across the degeneracy points area, see thick lines on Fig. 1, right. However it does not respect
the flux sign of modes in the case of N1N2 < 0, since sgnNi, i = 1, 2 is constant across the
degeneracy point, see Appendix A.
On the other hand, if one chooses the numbering of βˆ in such a way that βˆj ∼ βj at both
sides of the degeneracy point, as on Figs. 1 and 2, left, i.e.
βˆj →
x→±∞
βj, j = 1, 2 (54)
the sign of the flux of every mode Ψˆ will be conserved for N1N2 < 0. However, in this case the
perturbed eigenvalues βˆ become non-smooth functions of τ at τ = −b point for N1N2 > 0. See
further discussion of this issue in Section 5.
4 Adiabatic (outer) expansion
To proceed with resolving the connection problem via the method of matched asymptotic ex-
pansions, in this section we construct adiabatic, or outer, expansions away from the degeneracy
points of the original equation
KˆΨ ≡ (K+ δB)Ψ = −i~∂xΓΨ; (55)
here ∂x ≡ ∂∂x . As discussed in the Introduction, we limit ourselves to considering self-adjoint
linear operators K, B and Γ in an appropriate Hilbert space, which Ψ belongs to. Moreover,
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B and Γ and Γ−1 are assumed to be bounded. We keep two independent parameters δ and ~
in the next section, but it is assumed later that δ =
√
~.
Depending on the relative complexity of the eigenvalue problems for the complete operator
Kˆ and the original one, K, there are two ways of constructing the adiabatic expansion, which
we present in the following two subsections.
4.1 Adiabatic expansion in terms of perturbed Kˆ = Kˆ(x, δ)
We start by constructing the expansion in terms of the complete operator Kˆ (i.e., including the
perturbation). Henceforth we denote the quantities corresponding to the complete operator Kˆ
with a hat.
We search for an adiabatic expansion of (55) in the form of
Ψˆ(x, δ, ~) = Φˆ(x, δ, ~) e
i
~
∫ x ϑˆ(x′,δ,~) dx′ , (56)
where both Φˆ and ϑˆ are given by formal series in powers of ~
Φˆ(x, δ, ~) = Φˆ(0)(x, δ) + ~Φˆ(1)(x, δ) + ~2Φˆ(2)(x, δ) + . . . , (57)
ϑˆ(x, δ, ~) = ϑˆ(0)(x, δ) + ~ϑˆ(1)(x, δ) + ~2ϑˆ(2)(x, δ) + . . . (58)
The standard adiabatic approximation contains only an expansion of Φ, while we also introduce
the second expansion in the phase factor. In a complete analogy with perturbation theory for
eigenfunctions (see (23)), we are entitled to impose an additional condition
(Φˆ(0),ΓΦˆ(n)) = 0, n ≥ 1. (59)
It fixes the arbitrariness of possible multiplication of the principal approximation by an arbitrary
series in ~. This condition makes the representation (56)–(58) unique. As we will see in the
sequel, it also guarantees that the amplitude factor Φˆ depends on the local properties of the
medium only, while all the integral (nonlocal) ones are contained in the phase factor.
Inserting (58) into (55) and equating coefficients at equal powers of ~, we obtain a sequence
of equations
(Kˆ− ϑˆ(0)Γ)Φˆ(0) = 0, (60)
(Kˆ− ϑˆ(0)Γ)Φˆ(1) = ϑˆ(1)ΓΦˆ(0) − iΓ∂xΦˆ(0), (61)
. . .
(Kˆ− ϑˆ(0)Γ)Φˆ(n) = ϑˆ(n)ΓΦˆ(0) +
n−1∑
i=1
ϑˆ(i)ΓΦˆ(n−i) − iΓ∂xΦˆ(n−1). (62)
These equations differ from known in quantum mechanics, see [46], by the presence of the
matrix Γ and by the expansion in the exponent.
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To construct an adiabatic mode, we shall choose the principal approximation as
Φˆ
(0)
1 = ϕˆ1, ϑˆ
(0)
1 = βˆ1, (63)
where βˆ1 and ϕˆ1 are a real eigenvalue and the corresponding eigenfunction, respectively, of the
perturbed spectral problem
Kˆϕˆ ≡ (K+ δB)ϕˆ = βˆΓϕˆ. (64)
Their properties, in particular, the orthogonality of eigenfunctions, are discussed in Appendix
A. Henceforth we supply the approximations Φˆ(n) and ϑˆ(n) with a subscript, which reflects the
indexing number of the eigenvalue and eigenfunction used in the principal approximation.
Solving the equations one by one, as the standard perturbation theory prescribes, in the
principal approximation we obtain
Ψˆ1 = Ψˆ
(0)
1 +O(~),
Ψˆ
(0)
1 = ϕˆ1 exp
 i~
x∫
x∗
βˆ1(x
′, δ)dx′ −
x∫
x∗
Sˆ11(x
′, δ)dx′
 , (65)
here
Sˆij ≡ (ϕˆi,Γ∂xϕˆj)
Nˆi
, (66)
Nˆ1 = (ϕˆ1,Γϕˆ1), and x
∗ is a constant. The second term in the exponent in (65) has a two-
fold interpretation. Its imaginary part is the Berry phase [11], while its real part fixes the
normalization of the whole solution. Indeed, analyzing the real part of Sˆ11 for smooth Nˆ1 =
Nˆ1(x, δ), we find
Re
(
Sˆ11(x
′)
)
=
(∂xϕˆ1,Γϕˆ1) + (ϕˆ1,Γ∂xϕˆ1)
2(ϕˆ1,Γϕˆ1)
=
1
2
∂x ln |ϕˆ1,Γϕˆ1|, (67)
and thus upon integration and exponentiation, as in (65), at the upper limit of integration it
gives exactly |Nˆ1(x, δ)|−
1
2 and a constant at the lower one, so that
Ψˆ
(0)
1 = |Nˆ1(x∗, δ)|
1
2
ϕˆ1(x, δ)
|Nˆ1(x, δ)|
1
2
exp
 i~
x∫
x∗
βˆ1(x
′, δ)dx′ − i
x∫
x∗
Im Sˆ11(x
′, δ)dx′
 , (68)
(Ψˆ1,ΓΨˆ1) = |Nˆ1(x∗, δ)| Nˆ1(x, δ)|Nˆ1(x, δ)|
+O(~). (69)
Thus, the adiabatic mode can be made Γ-normalized, |(Ψˆ1,ΓΨˆ1)| = 1 + O(~), assuming the
eigenfunctions are normalized in x∗. The overall sign of the normalization factor (ϕˆ1,Γϕˆ1),
however, cannot be fixed. Similarly to (67), the presence of the Berry phase, i.e., Im Sˆ11,
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makes (65) invariant under nonconstant phase shifts of the eigenfunction, ϕˆj → eiσj(x)ϕˆj, with
arbitrary smooth σj(x). Thus, the adiabatic solution is uniquely defined up to a constant factor.
In the present paper, we are interested in the case δ =
√
~. Then, (65) contains an overmatch
of accuracy. Moreover, solving the eigenproblem (64) for Kˆ = K + √~B can be much more
complicated then solving it just for K.
As mentioned above, there are two complementary ways of constructing the adiabatic modes
in the latter case. One could be the substitution into (65) for δ =
√
~ of an expansion of the
ϕˆ and βˆ in powers of
√
~ obtained by the perturbation method in Section 3.1. This procedure
involves the substitution of one asymptotic expansion into another, and we prefer to use an
alternative, more transparent method. It consists in building a separate perturbation scheme
for the adiabatic mode itself. We give it in full details in the next subsection. The results of
both ways do coincide, as will be clear from what follows.
4.2 Adiabatic solution in terms of the original K
We search for adiabatic solution of (55) in the same form
Ψ(x,
√
~) = Φ(x,
√
~) e
i√
~
∫ x ϑ(x′,~)
dx′, (70)
but now, both Φ and ϑ are given by formal series not in powers of ~, but of
√
~, respecting the
order of magnitude of the perturbation
Φ(x,
√
~) = Φ(0)(x) +
√
~Φ(1)(x) + ~Φ(2)(x) + . . . , (71)
ϑ(x,
√
~) = ϑ(0) +
√
~ϑ(1)(x) + ~ϑ(2)(x) + . . . (72)
Similar to (59), we supply the representation (70–72) with the additional condition
(Φ(0),ΓΦ(n)) = 0, n ≥ 1, (73)
which has the same meaning as (59). We also note that in the absence of the perturbation B,
both expansions (71), (72) are just those obtained in the previous section.
Following the perturbation method, we insert (71),(72) into (55). Equating the coefficients
at equal powers of
√
~, we obtain a sequence of equations
(K− ϑ(0)Γ)Φ(0) = 0, (74)
(K− ϑ(0)Γ)Φ(1) = −BΦ(0) + ϑ(1)ΓΦ(0), (75)
(K− ϑ(0)Γ)Φ(2) = −BΦ(2) + ϑ(2)ΓΦ(0) + ϑ(1)ΓΦ(1) − iΓ∂xΦ(0), (76)
. . .
(K− ϑ(0)Γ)Φ(n) = −BΦ(n−1) + ϑ(n)ΓΦ(0)
+
n−1∑
i=1
ϑ(i)ΓΦ(n−i) − iΓ∂xΦ(n−2). (77)
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Aiming at constructing the ‘first’ mode, we choose as the solution of the principal order
equation (74) the first eigenfunction of K
Φ
(0)
1 = ϕ1, ϑ
(0)
1 = β1, (78)
where β1 and ϕ1 are an eigenvalue and the corresponding eigenfunction, respectively, of the
original spectral problem (12).
We solve equations (75), (76) and (77) step by step. All these equations are solvable if
their right-hand sides are orthogonal to the solution of the homogeneous equation (74). This
condition with account of (73) and (78) yields
ϑ
(1)
1 =
B11
N1
, ϑ
(2)
1 =
(ϕ1,BΦ(1)1 ) + i(ϕ1,Γ∂xϕ1)
N1
, (79)
ϑ
(n)
1 =
(ϕ1,BΦ(n−1)1 ) + i(ϕ1,Γ∂xΦ(n−2)1 )
N1
, n > 2, (80)
We recall here that the eigenvalues βj, j = 1, 2, are assumed real.
Taking into account (73), we write the higher order approximations in the form
Φ
(n)
1 = c
(n)
12 ϕ2 +ϕ
(n)
1⊥ , n ≥ 1, (81)
where c
(n)
12 is a scalar function of x, and ϕ
(n)
1⊥ is Γ-orthogonal to ϕ1 and ϕ2
(ϕj,Γϕ
(n)
1⊥ ) = 0, j = 1, 2. (82)
In what follows, we shall consider the degeneracy between β1 and β2, so we separate the term
proportional to ϕ2, because it contains the main singularity when β2 is close to β1, see Section
4.3. To find Φ
(n)
1 , we substitute (81) into (77), calculate its scalar product with ϕ2, taking into
account (82) and the orthogonality properties of eigenfunctions, see Appendix A. We find
c
(1)
12 =
B21
(β1 − β2)N2 , (83)
c
(n)
12 =
(ϕ2,BΦ(n−1)1 )−N2
∑n−1
i=1 ϑ
(i)
1 c
(n−i)
12 + i(ϕ2,Γ∂xΦ
(n−2)
1 )
(β1 − β2)N2 , n ≥ 2. (84)
To complete the construction of the adiabatic solution, we need to deduce the perpendicular
component ϕ
(n)
1⊥ , n = 1, 2, . . . However, as we shall see in the next section, it does not influence
the transition of the modes, at least in the principal order. Thus, we only need to show the
possibility of its determination to prove that the recurrent system (74)-(77) can indeed be solved
step by step. We rewrite equation (77) as follows
(K− β1Γ)ϕ(n)1⊥ = Γf (n), (85)
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where Γf (n) is the right-hand side of (77). In view of the assumption of the presence of a finite
gap between βj, j = 1, 2 and the rest of the spectrum and the fact that f
(n) is Γ – orthogonal
to ϕj, j = 1, 2, equation (85) has a single solution ϕ
(n)
1⊥ ; see Appendix A, (property 5).
In the case of a purely discrete spectrum of K, the first order approximation of ϕ(n)1⊥ has the
form
ϕ
(1)
1⊥ =
∑
j 6=1,2
c
(1)
1j ϕj =
∑
j 6=1,2
Bj1
(β1 − βj)Njϕj, (86)
where the summation ranges all the modes except for the first two. Thus, all the terms of the
formal series can be constructed.
We assume now that |N1(x∗)| = 1. In the O(~) approximation, we thereof have
Ψ1 =
1
|N1(x)|1/2
(
ϕ1 +
√
~
B21
(β1 − β2)N2ϕ2 +
√
~ϕ(1)1⊥ + . . .
)
× (87)
exp
{
iΘ1 +
i
~
∫ x
x∗
ϑ1dx
}
,
where we employ the notation
ϑ1 = β1 +
√
~
B11
N1
+ ~
[
B21B12
(β1 − β2)N1N2 +
(ϕ1,Bϕ(1)1⊥)
N1
− ImS11
]
+O(~3/2) (88)
and
Sij ≡ (ϕi,Γ∂xϕj)
Ni
, (89)
Θ1 is a constant phase factor. To obtain ϑ
(2)
1 explicitly we have used (81), (83), the orthogonality
condition for ϕj, and the notation (89).
First of all, we note that (65), together with (21) and (22), gives (87), as expected. Our
comments on the treatment of Im Sˆ are equaly applicable to ImS in (87). We note that,
according to the property 3 of Appendix A, the normalization factor Nj(x) is not equal to zero.
Its sign cannot be fixed, and represents intrinsic properties of solution. Formula (87) also shows
that the whole adiabatic solution Ψj is normalized in the principal approximation.
Recall that the structure of the amplitude Φ guarantees that under the transformation
ϕj → eiσjϕj, j = 1, 2 (no hats!), it maps in the same way: Φj → eiσjΦj. And at the same
time, the Berry phase
∫ x
ImS11dx transforms nontrivially under the same phase shift if σj is
not constant, σj = σj(x),∫ x
x∗
ImS11dx →
ϕj→eiσjϕj
σ1(x)− σ1(x∗) +
∫ x
x∗
ImS11dx. (90)
So, the only ambiguity left in the definition of Ψj is an overall constant phase factor. It can
be interpreted purely in terms of the lower limit of integration x∗, but for simplicity of further
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analysis we introduced an additional parameter Θj. It will be chosen in Section 9.3 in such a
way that the dependence on x∗ will disappear from (87) whatsoever.
We call the formal series constructed here the adiabatic expansion or adiabatics. The prin-
cipal term of the expansion is named the adiabatic approximation or adiabatic mode.
The other solution, Ψ2 is obtained by simply interchanging the indices 1↔ 2. The formula
(87) works if there is a finite gap between β1 and the rest of the spectrum. If the distance
between β1 and β2 at a point decreases with decreasing of ~, adiabatic formulas may not work,
as follows from (81), (83), and (84). We investigate in the next section the validity domain of
(87).
4.3 The validity region of adiabatic solutions and the slow variable
As already mentioned in the Introduction, we consider in this paper only the case of the
intersection of (real) eigenvalues of original spectral problem (12)
β2 − β1 '
x→0
2Qx, Q > 0. (91)
We show now that the higher-order terms both in the amplitude and in the exponent of the
adiabatic solution (87) have a singularity at the degeneracy point and the order of the singularity
increases with the order of approximation. In other words, in the vicinity of the degeneracy
point x = 0, the adiabatic expansion looses its asymptotic character.
First of all we note that on an interval surrounding x = 0 the matrix elements Bjk and Sjk,
j, k = 1, 2, are bounded. This fact follows from the assumption that B, Γ are bounded and
functions ϕj and their x derivatives can always be chosen continuous and have a bounded norm
‖ϕj‖ <∞, ‖dϕj/dx‖ <∞. From (85) it follows that
‖ϕ(n)1⊥‖ = ‖(K− β1Γ)−1Γf (n)‖ ≤ ‖(Γ−1K− β1)−1⊥ ‖‖f (n)‖. (92)
The restriction of (Γ−1K − β1)−1 to the subspace Γ – orthogonal to ϕj, j = 1, 2, denoted
above by (Γ−1K−β1)−1⊥ , is bounded because both β1 and β2 are separated from the rest of the
spectrum, and because Γ and its inverse are bounded. The right-hand side of equation (75)
denoted by Γf (1) has a bounded norm, as follows from the above-said and the first formula of
(79). Therefore ϕ
(1)
1⊥ does not have a singularity at x = 0. The singularity of Φ
(1)
1 is determined
by the singularity c
(1)
12 and, taking into account (83), we obtain Φ
(1)
1 = O ((β1 − β2)−1) . Formula
(79) shows that ϑ
(2)
1 is of order Φ
(1)
1 , ϑ
(2)
1 = O ((β1 − β2)−1). The nominator of c(2)12 , according
to (84) for n = 2, is of order c
(1)
12 ; note that Φ
(1)
1 ∼ c(1)12 . The difference of the eigenvalues β1
and β2 in the denominator yields c
(2)
12 = O ((β1 − β2)−2) . To estimate ϕ(2)1⊥, we note that the
right-hand side of (76) is of order O ((β1 − β2)−1). Therefore ϕ(2)1⊥ = O ((β1 − β2)−1), according
to (92). Thus we have Φ
(2)
1 = O ((β1 − β2)−2) . To estimate ϑ(3)1 from (80) we need also estimate
∂xΦ
(1)
1 , which is of order dc
(1)
12 /dx = O ((β1 − β2)−2), because d(β1 − β2)/dx is a constant.
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The process can be continued. The singularity of Φ
(n)
1 is the same as the singularity of c
(n)
12 ,
which is calculated by (84). It is given by a fraction, where all terms in the nominator are
of order O
(
(β1 − β2)−(n−1)
)
as c
(n−1)
12 and dc
(n−2)
12 /dx. The denominator contains β1 − β2. The
order of the singularity of ϕ
(n)
1⊥ is smaller. The singularity of ϑ
(n)
1 is of order c
(n−1)
12 . Finally, we
obtain
Φ
(n)
1 ∼ c(n)12 ϕ2 = O
(
(β1 − β2)−n
)
= O(x−n),
ϑ
(n)
1 = O
(
(β1 − β2)−n+1
)
= O
(
x−n+1
) (93)
near x = 0.
Then the n–th correction to the adiabatic expansion (87) behaves as
~n/2Φ(n) = O
(
~n/2
xn
)
.
It stays small and thus guarantees the asymptotic nature of expansions (87) for
x ∼ ~1/2−γ  ~1/2 (94)
for any γ > 0. This suggests to seek the resonant or inner expansion of (55) in the vicinity of
x = 0 in terms of the slow, or stretched, variable
τ = x/
√
~, (95)
and in terms of this variable we shall re-expand the adiabatic expansion for future matching
with the inner one.
5 Transition matrix and numbering of modes
As shown above, the adiabatic solutions Ψj, j = 1, 2 cannot be defined on an interval containing
a degeneracy point. The same applies to Ψˆj, j = 1, 2, at least for not too big |ν|, see Appendix
B. Establishing a connection between the adiabatic modes on two sides of a degeneracy point
is the essence of the connection problem considered in the present paper.
Let two eigenvalues β1 and β2 be separated from the rest of the spectrum with a gap. Let
the asymptotics as ~→ 0 of an exact solution Ω be a linear combination of the corresponding
adiabatic modes on one side of the degeneracy point, say, to its left, x < 0,
Ω '
x−√~
k−1 Ψ1 + k
−
2 Ψ2; (96)
then the aim of the connection problem is to find them on the other side, for x > 0,
Ω '
x√~
k+1 Ψ1 + k
+
2 Ψ2. (97)
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By the adiabatic theorem, the discrepancy is maximum of order O(~). This problem is solved
by calculating the transition matrix connecting the two sets of coefficients
T
(
k−1
k−2
)
=
(
k+1
k+2
)
. (98)
For an unambiguous definition of T one should fix the normalization and the phases of the
modes Ψ, which we carry out in Section 9.2, and also their numbering.
Generally speaking, since the adiabatic modes are defined separately on different sides of
a degeneracy point, their numbering (i.e., the choice of the index j = 1, 2) is a question of
our convenience, and there are two ways of doing it. Each of the numbering methods has its
benefits and implications.
Throughout this paper, we fix the numbering of adiabatic solutions, Ψj, j = 1, 2, of the
original operator by the condition (13). This choice of numbering is based on the smoothness
of the eigenvalues βi and on the sign of the derivative of β at the degeneracy point. It is most
convenient for N1N2 < 0. In this case, the sign of the flux of each mode, sgnNi, is maintained
across the degeneracy point, because Ni(x) 6= 0, see Appendix A, and it is a smooth function of
x if corresponds to smooth eigenvalues. In subsection 9.2, we show that as ν → 0 the transition
between Ψj, j = 1, 2 is govern by a diagonal matrix. To have the identity transition matrix,
one needs to fix correctly the constant factors between modes, (see Section 9.2).
However, this choice is not the most natural one for an avoided crossing. Indeed, in this
case a perturbed eigenvalue approximating an original one with a given number becomes a
nonsmooth function, as follows from considerations of Section 3.2. A more appropriate way
would be the numbering that follows the sign of eigenvalues, not that of their derivatives. For
details, see formulas (52), (53) and Figs. 2, 1.
As was mentioned, we follow the numbering (13), more appropriate for the case of real
degeneracy points. The transition matrix for the other numbering is given by (165).
6 Inner asymptotic expansion
Adiabatic formulas fail to hold near x = 0, as we showed in Section 4.3. To match adiabatic
modes at different sides of the degeneracy point, x = 0, we construct here a formal asymptotic
expansion valid in its vicinity and name it the inner or resonance expansion. To do this, we
first express (55) in terms of the slow variable τ . Inserting expansions (27) of K(√~τ) and
B(√~τ) into (55), we obtain an equation(
K(0) +
√
~(τK(1) +B(0)) + ~(τ 2K(2) + τB(1)) + . . .
)
ψ = −i
√
~Γ
∂ψ
∂τ
. (99)
Its solution can be sought in the form of
ψ = φ e
i√
~
τ∫
−b
(
β0+
√
~βˆ(1)av
)
dτ ′
, φ = φ(0) +
√
~φ(1) + ~φ(2) + . . . , (100)
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where β0 and βˆ
(1)
av are defined in (34) and (44). Substituting (100) into (99) and equating the
coefficients at equal powers of
√
~, we obtain a sequence of equations
(K(0) − β0Γ)φ(0) = 0 (101)
(K(0) − β0Γ)φ(1) = (βˆ(1)av Γ− τK(1) −B(0))φ(0) − iΓφ˙(0), (102)
(K(0) − β0Γ)φ(2) = (βˆ(1)av Γ− τK(1) −B(0))φ(1)
−(τ 2K(2) + τB(1))φ(0) − iΓφ˙(1), (103)
. . .
where the dot marks the derivative with respect to τ , f˙ ≡ ∂f/∂τ . We note that the equations
(30)–(32) are transformed into (101)–(103) upon replacing βˆ(0), ϕ(0) ϕˆ(1) and βˆ(1) by β0, φ
(0),
φ(1), and βˆ
(1)
av − i∂/∂τ , respectively. Thus we can repeat the line of argument of Subsection 3.2,
also replacing α
(0)
jk (τ) by a
(0)
k (τ), k = 1, 2, to avoid a conflict of notation.
Thus, the principal approximation of the amplitude, φ(0), is given by the formula
φ(0) = a1(τ)ϕ1(0) + a2(τ)ϕ2(0), (104)
where the scalar coefficients ak(τ), k = 1, 2, satisfy a system of ordinary differential equations
(N
(0)
1 (−i∂/∂τ + βˆ(1)av ) − τK(1)11 − B(0)11 ) a1 + (−τK(1)12 − B(0)12 ) a2 = 0
(−τK(1)21 − B(0)21 ) a1 + (N (0)2 (−i∂/∂τ + βˆ(1)av )− τK(1)22 − B(0)22 ) a2 = 0.
(105)
Using the definitions (44), (39) and (40), it can be written
− ia˙1 = −(τ + b)Qa1 + B
(0)
12
N
(0)
1
a2,
− ia˙2 = B
(0)
21
N
(0)
2
a1 + (τ + b)Qa2.
(106)
To solve this system, we first express a1 from the second equation in the form
a1 = −N
(0)
2
B
(0)
21
(ia˙2 + (τ + b)Qa2) (107)
and substitute it into the first one to obtain the following equation for a2:
a¨2 +
(
(τ + b)2Q2 − iQ+ νσ2) a2 = 0; (108)
here
σ = e−ipi/4
√
2Q, (109)
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and ν is given by (42).
We note that in terms of a new variable
t = σ(τ + b), (110)
the equation (108) reduces to the parabolic cylinder equation [1]
∂2t y(t) +
(
1
2
− t
2
4
+ ν
)
y(t) = 0, (111)
where a2(τ) = y(σ(τ + b)), the parameter ν was introduced in (42). The general solution to
(111) can be written as a linear combination
a2(τ) ≡ y(σ(τ + b)) = ADν(σ(τ + b)) +BDν(−σ(τ + b)), (112)
where A and B are arbitrary constants, and Dν is the parabolic cylinder function in the notation
of Whittaker [69]. By using its property [1]
∂tDν(t) +
t
2
Dν(t)− νDν−1(t) = 0,
from (107) we derive the expression for the first coefficient in (104)
a1(τ) = −i B
(0)
12
σN
(0)
1
(ADν−1(σ(τ + b))−BDν−1(−σ(τ + b))) , (113)
where we take into account that
νσN
(0)
2
B(0)21
=
B(0)12
σN
(0)
1
. (114)
Using the formulas (100), (104), (112), (113) and σ from (109), we obtain the principal
approximation of the inner expansion
ψ(τ, ~) = φ(0)(τ) e
i√
~
τ∫
−b
(
β0+
√
~βˆ(1)av
)
dτ ′
+O(
√
~), (115)
φ(0)(τ) = − iB
(0)
12
σN
(0)
1
[ADν−1(t)−BDν−1(−t)]ϕ1(0) + [ADν(t) +BDν(−t)]ϕ2(0), (116)
t = σ(τ + b).
The process of constructing inner solution can be continued. One can show that in higher
approximations, the relation
~n/2φ(n) = O(~n/2τ 2n+1) (117)
holds. Then the validity region of the inner solution is given by
|τ | ∼ ~−1/4+g′ , |x| ∼ ~−1/4+g′ (118)
with arbitrary small g′ > 0. Comparing with the validity region of the adiabatic solution (94),
we observe that the intersection of these regions or the matching region is
|x| ∼ ~1/2−g, 0 < g < 1/4. (119)
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7 Inner expansion in the matching region
Following the matched asymptotic expansion method, we derive now the principal term of the
inner expansion of ψ given by (115), (116) in the matching region, i.e., on the outskirts of the
validity domain, as τ ≡ x/√~→ ±∞, but (119) is still satisfied.
The asymptotics of Dν(t) is different in different sectors of the complex plane [1]
Dν(t) '|t|→∞ t
νe−
t2
4 (1 +O(t−1)), arg(t) ∈ (−3pi
4
,
3pi
4
), (120)
Dν(t) '|t|→∞ t
νe−
t2
4 (1 +O(t−1)) +ξνe2ipiν t−ν−1e
t2
4 (1 +O(t−1)),
arg(t) ∈ (pi
4
,
5pi
4
), (121)
where
ξν ≡ −
√
2pi
Γ(−ν)e
−ipiν ,
for the future use we note that ξν−1 = ξν/ν.
To calculate the asymptotics of (113), (112), we need the following observation
Dν(±σ(τ + b)) = eiν arg (±στ) |στ |νe−
σ2(τ+b)2
4 +O(τ−1) (122)
valid for arg (±στ) = −pi/4, or arg (±στ) = 3pi/4 and |τ | → ∞. Here b is a fixed constant.
We also took into account the fact that for imaginary ν, the second term in (121) is of order
t−1 ∼ τ−1, while the exponent factor is a pure phase, | exp{±t2/4} | = 1.
We need also the asymptotics
Dν−1(±σ(τ + b)) = O(τ−1), (123)
valid for arg (±στ) = −pi/4, |τ | → ∞ and
Dν−1(±σ(τ + b)) = e−iν arg (±στ) ξν−1e2ipiν |στ |−νe
σ2(τ+b)2
4 +O(τ−1) (124)
if arg (±στ) = 3pi/4, |τ | → ∞.
We proceed now with the asymptotics to the left of the turning point. We fix the arguments,
so that for negative τ and |τ | > |b|,
arg(σ(τ + b)) = arg(e−ipi/4τ) = 3pi/4, arg(−σ(τ + b)) = −pi/4.
Taking into account (122)-(124), for the amplitude of the principal term of the inner expansion
(116) as τ → −∞ we obtain
φ(0) =
τ→−∞
−iξν−1B
(0)
12
σN
(0)
1
Aei
5piν
4
e
σ2(τ+b)2
4
|στ |ν ϕ1(0)
+
(
Aei
3piν
4 +Be−i
piν
4
) |στ |ν
e
σ2(τ+b)2
4
ϕ2(0) +O(τ
−1).
(125)
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Let us turn now to the asymptotics to the right of the turning point. For τ > 0 we put
arg(σ(τ + b)) = −pi
4
, arg(−σ(τ + b)) = 3pi/4.
Formulas (122)-(124) in this case yield an asymptotics as τ → +∞
φ(0) =
τ→+∞
iξν−1B(0)12
σN
(0)
1
Bei
5piν
4
e
σ2(τ+b)2
4
|στ |ν ϕ1(0)
+
(
Ae−i
piν
4 +Bei
3piν
4
) |στ |ν
e
σ2(τ+b)2
4
ϕ2(0) +O(τ
−1).
(126)
In both cases, (115) should be applied for the inner expansion.
8 Adiabatic modes rearrangement in the matching re-
gion
We shall construct now the rearrangement of the adiabatic expansion on the boundary of its
validity region with the above formulas.
First of all, formula (50) in terms of the slow variable τ (95) yields
β2 − β1 = 2Q
√
~τ +O(~τ 2). (127)
Taking into account the notation (34), (39), (40), (42), (44) and also (127) and the definition
of the slow variable (95), in the exponent of (87) we obtain
iΘ1 +
i
~
∫ x
x∗
dx′ϑ1(x′, ~)
= iΘ1 +
i
~
∫ x
x∗
dx′
(
β1 +
√
~
B11
N1
+ ~
[
B21B12
(β1 − β2)N1N2 +
(ϕ1,Bϕ(1)1⊥)
N1
− ImS11
]
+ . . .
)
= iΘ1 + i
∫ τ
τ∗
dτ ′
(
β0√
~
+ βˆ(1)av (τ
′)−Q(τ ′ + b) + i ν
τ ′
+R1
)
=
i√
~
τ∫
−b
(
β0 +
√
~βˆ(1)av (τ ′)
)
dτ ′ − iQ(τ + b)
2
2
− ν ln |στ |+R+ iζ, (128)
where the remainder R1 = O(
√
~) comprises higher terms like
√
~( (ϕ1,Bϕ
(1)
1⊥)
N1
− ImS11) and also
the discrepancy caused by the replacement of β1 and β1 − β2 by their principal terms. The
variable τ may be as large as O(~−γ), 0 < γ < 1/2, while the lower limit, τ ∗ ≡ x∗/√~, is
assumed to be much less, τ ∗  τ . Thus R = O(~1/2−γ). From the third line of formula (128),
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we notice that under the integral there are the first three terms of the expansion (49) of the
exact eigenvalue βˆ1(x, ~) for positive τ + b (or βˆ2(x, ~) for negative τ + b) in vicinity of the
degeneracy point. We will use this observation in Section 9.3 for interpreting Θ1 and x
∗.
In passing from the third line to the forth, we have chosen Θ1 in such a way that the
dependence on the lower limit of integration τ ∗ in (128) disappears completely
iΘ1 = iζ +
i√
~
∫ τ∗
−b
(
β0 +
√
~βˆ(1)av (τ ′)
)
dτ ′ − iQ(τ
∗ + b)2
2
− ν ln |στ ∗|. (129)
Here ζ envolves the remaining arbitrariness in the definition of the phase of adiabatic modes,
which will be fixed in Secion 9.2. Such a choice of Θ1 also guarantees that the formulas for the
first mode (and the second one) are the same both for negative and positive τ .
Second, the amplitude factor in (87) under the same assumptions as above becomes
Φ =
1
|N (0)1 |1/2
(
ϕ1(0)− B
(0)
21
2QN
(0)
2 τ
ϕ2(0) + . . .
)
. (130)
As follows from the discussion in Section 4.3, the approximations of order ~n/2 after transition
to the slow variable τ both in the phase and the amplitude become of order O(τ−n). But we
consider the case τ = O(~−γ), for arbitrary small γ > 0. Therefore the unaccounted terms in
(128), (130) and the second term in the latter formula are negligibly small, and the principal
term of the first mode with account of notation (109) reads
Ψ
(0)
1 (
√
~τ, ~) = e
i√
~
τ∫
−b
(
β0+
√
~βˆ(1)av
)
dτ ′
eiζ |στ |−ν eσ
2(τ+b)2
4
ϕ1(0)
|N (0)1 |1/2
+O(τ−1). (131)
Interchanging the indices 1 ↔ 2 (which in (128) accounts for changing the overall sign in all
terms but the first one), for the second mode we get
Ψ
(0)
2 (
√
~τ, ~) = e
i√
~
τ∫
−b
(β0+
√
~βˆ(1)av )dτ ′
e−iζ |στ |νe−σ
2(τ+b)2
4
ϕ2(0)
|N (0)2 |1/2
+O(τ−1), (132)
and on the different sides of the degeneracy point both modes are given by the same formula
(j = 1, 2)
Ψ
(0)
j−(
√
~τ, ~) = Ψ(0)j (
√
~τ, ~) if τ < 0; Ψ(0)j+(
√
~τ, ~) = Ψ(0)j (
√
~τ, ~) if τ > 0. (133)
We recall that ν and σ2(τ + b)2 are purely imaginary and the principal terms (131) and (132)
are of order one in τ .
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9 Transition matrix
9.1 Matching of inner and outer expansions
We are ready now to match inner and outer expansions thus obtaining the transition matrix.
Comparing (125) and (126) with (131) and (132) correspondingly, we immediately recognize
that
|N (0)2 |−1/2ψ(0) '
τ→−∞
k−1 Ψ
(0)
1− + k
−
2 Ψ
(0)
2−, (134)
|N (0)2 |−1/2ψ(0) '
τ→+∞
k+1 Ψ
(0)
1+ + k
+
2 Ψ
(0)
2+, (135)
where
k−1 ≡ −i
√
νeiθaAξν−1ei
5piν
4 e−iζ , k−2 ≡
(
Aei
3piν
4 +Be−i
piν
4
)
eiζ , (136)
k+1 ≡ i
√
νeiθaBξν−1ei
5piν
4 e−iζ , k+2 ≡
(
Ae−i
piν
4 +Bei
3piν
4
)
eiζ , (137)
where we used that
B(0)12
σN
(0)
1
|N (0)1 |1/2
|N (0)2 |1/2
=
√
νeiθa , θa = arg
B(0)12
N
(0)
1
+
pi
4
(1− sgn(N1N2)) , (138)
which follows from (109) and (43). The formulas (136), (137) enable us to find the transition
matrix T , as a solution of the following equation valid for all values of A and B
T
(
k−1
k−2
)
=
(
k+1
k+2
)
. (139)
It reads
T =
(
eipiν i
√
2piνei
piν
2
e2iζ−iθaΓ(1−ν)√
2piν ei
piν
2 e2iζ−iθa
Γ(1+ν)
eipiν
)
, (140)
here we used the identities ξν−1 =
√
2pi
Γ(1−ν)e
−ipiν and Γ(1− ν) sinpiν = νpi
Γ(1+ν)
.
As it must, the obtained transition matrix (140) satisfies general properties (217) discussed
in Appendix C for any phase factor eiζ . To check this fact, one should take into account that
Γ(1 + ν) = Γ(1− ν) and (43).
9.2 Asymptotics of T and its canonical form
As we mentioned in Section 8, we are free to choose the phase factor eiζ at will, changing the
definition of adiabatic modes. For instance, we can search for such modes that transform to
each other with unit probability in the appropriate limit of degeneracy lifting. In other words,
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they must give the asymptotics of T for |ν|  1 in the simplest form. This enables us to
fix uniquely the phase factor eiζ , thus completing the unambiguous definition of the adiabatic
modes (87) (up to a constant factor common for all modes).
Before considering degeneracy lifting, we shall check the opposite limit of vanishing pertur-
bation, ν → 0. As expected in Section 5, we have
T '
ν→0
(
1 0
0 1
)
(141)
for any choice of ζ and both for the avoided crossing case and real turning points.
To consider the |ν|  1 asymptotics, we start with Stirling’s formula [1]
Γ(1 + ν)'
√
2piν
(ν
e
)ν
, |ν|  1, arg (ν) < pi (142)
for ν = i|ν| sgn(N1N2), see (42), and obtain
Γ(1 + ν) '
|ν|→∞
√
2pi|ν| e−|ν|pi2 eiθΓ(ν), iθΓ(ν) = −ν + ν ln |ν|+ ipi
4
sgn(N1N2). (143)
Note that arg Γ(1− ν) = − arg Γ(1 + ν). Now we may simplify the off-diagonal terms t12 and
t21 of T as follows:
t12'−e
−ipi
2
(1−sgn(N1N2))(1+i|ν|)
eν−ν ln |ν|+2iζ−iθa
, t21' e
−|ν|pi
2
(sgn(N1N2)−1)
e−ν+ν ln |ν|−2iζ+iθa
. (144)
By choosing the phase factor iζ as
iζ =
iθa
2
− ν
2
+
ν ln |ν|
2
, (145)
we obtain the simplest possible form of the transition matrix asymptotics for |ν|  1
T '
|ν|→∞
(
0 −1
1 0
)
if N1N2 > 0, T '|ν|→∞ e
pi|ν|
(
1 1
1 1
)
if N1N2 < 0. (146)
The form of matrix T in the case of avoided crossing, N1N2 > 0, reflects the peculiarities of
the numbering method that we choose, see discussion in Section 5. Note that the phase factor
−1 cannot be changed at will by choosing the phase of adiabatic modes, since it would also
change (141).
Actually, this phase is an intrinsic property of the transitions in the avoided crossing case.
In the Appendix B, we reveal the correspondence between the perturbed and unperturbed
adiabatic modes in this limit, which is given exactly by the first of the matrices (146).
Substituting (145) into (140) we get the final result
T =
(
eipiν i
√
2piνei
piν
2 +ν−ν ln |ν|
Γ(1−ν)√
2piν ei
piν
2 −ν+ν ln |ν|
Γ(1+ν)
eipiν
)
. (147)
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Note that
√
ν = ei
pi
4
sgn(N1N2)
√|ν|.
The adiabatic modes with ζ given by (145) we call canonical modes, their explicit form is
discussed in the following subsection. The transition matrix T (147) between such canonical
modes we call canonical transition matrix.
Finally, we present the matrix T in another form, writing explicitly the absolute values and
arguments of matrix elements. To this end, we take into account the fact that |Γ(1 + ν)|2 =
|Γ(1− ν)|2 = pi|ν|/ sinh pi|ν| and obtain
T =
(
e−pi|ν|w
√
1− e−2pi|ν|e−pi2 |ν|(w−1)eiθ′eipi2 (1+w)√
1− e−2pi|ν|e−pi2 |ν|(w−1)e−iθ′ e−pi|ν|w
)
, (148)
where w = sgnN1N2, and
θ′ = arg Γ(1 + ν)− θΓ, (149)
and θΓ is the principal term of the asymptotics of arg Γ(1 + ν) if |ν| → ∞, see (143), therefore
θ′ → 0.
We note that the obtained matrix T (147) describes the transition process between the
principal approximations of the adiabatic expansion (87). Thus, it can be called the principal
approximation of the complete (exact) transition matrix of the problem.
9.3 Canonical adiabatic modes
We have found above the transition matrix (147) between two adiabatic modes (87), whose
remaining ambiguity in the overall phase factor was fixed by (145). We called such modes the
canonical ones.
Substituting (145) into (129) and then into (87), we obtain their final form, which however
contains a number of diverse terms in the phase factor without a clear physical meaning.
Recalling an observation made after (128), we can interpret them as an integral of the perturbed
eigenvalue βˆ (45) in the vicinity of the degeneracy point.
Indeed, by explicit integration and trivial series expansion at the upper limit of integration,
we find that for τ ∗ = x∗/
√
~ ∼ ~−g with g ∈ (0, 1/2)
i
∫ τ∗
τ±
dτ ′
√
Q2(τ ′ + b)2 − 2iνQ = iQ(τ
∗ + b)2
2
+ ν ln |στ ∗|+ ν
2
− ν ln |ν|
2
+O(~1/2−g) (150)
holds. The lower limit of integration is chosen to be equal to the real part of the degeneracy
point (46)
τ± ≡ Reκ± /
√
~, τ± =
{ −b if N1N2 > 0,
−b± p/Q if N1N2 < 0. (151)
Combining now (87), (129), and (145) with (150), we obtain
iΘ1 =
i√
~
∫ τ∗
−b
(
β0 +
√
~βˆ(1)av (τ ′)
)
dτ ′ − iQ(τ
∗ + b)2
2
− ν ln |στ ∗|+ iθa
2
− ν
2
+
ν ln |ν|
2
. (152)
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In (150), we immediately recognize the terms outside the integral from (152), and, introducing
the notation βˆprj (x
′, ~) and ϑj, we get the following form for the canonical mode:
Ψ
(0)
j± = e
iϑj
ϕj(x)
|(ϕj(x),Γϕj(x))|1/2
exp
 i~
x∫
Reκ±
(
βˆprj (x
′, ~)− ~ ImSjj(x′)
)
dx′
 , (153)
where
βˆprj (x
′, ~) =

βj +
√
~Bjj
Nj
+ ~
[
(−1)jB21B12
(β2−β1)N1N2 +
(ϕj ,Bϕ(1)j⊥)
Nj
]
if |x′| ∈ (x∗, |x|),
β0 +
√
~β(1)av + (−1)j ~ sgn( x′√~ + b)
√
Q2( x
′√
~ + b)
2 − 2iνQ if x′ ∈ (−x∗, x∗),
(154)
with arbitrary x∗ ∼ ~1/2−g with g ∈ (0, 1/2) and
ϑj = (−1)j+1 θa
2
+
1√
~
τ±∫
−b
(
β0 +
√
~βˆ(1)av (τ ′)
)
dτ ′. (155)
Here τ± and θa are determined by (151) and (138), and β0 and βˆ
(1)
av are defined in (44) and (34),
respectively. An integral term in the formula (155) vanishs if N1N2 > 0.
The function βˆprj (x
′, ~) can be regarded as the first terms of the asymptotic expansion of
the perturbed eigenvalue βˆj as ~→ 0, depending on the considered interval of the values of x′:
(22) for x′ well separated from the degeneracy point, x′  √~ (upper line of (154)) and (45) for
smaller values of x′ (lower line of (154)). Note that βˆpr1 (x
′, ~) and its x′-derivative have jumps
of order O(~1/2+g) in x′ = x∗, which are negligible in the O(~1/2) approximation. Moreover,
βˆpr1 (x
′, ~) is independent of x∗ in the same approximation. We recall that it is the transition
process between these modes that is described by the canonical T given in (147).
Finally we note that by selecting phases of ϕj(0), j = 1, 2, we can always obtain θa = 0.
Indeed, if we replace ϕ1(0) and ϕ2(0) by e
iθa
2 ϕ1(0) and e
−iθa
2 ϕ2(0), respectively, B(0)12 is replaced
by a real positive quantity for N1N2 > 0, and a purely imaginary one if N1N2 < 0. In both cases,
θa vanish as follows from (138). The same relation can be obtained by imposing a condition on
the matrix elements of B: B12
N1
=
B21
N2
. (156)
9.4 Transition matrix for arbitrary modes
Consider the adiabatic mode of the general form (87), j = 1, 2:
Ψ˜
(0)
j± = ϕj e
i
~
x∫
x±
j
(
βj+
√
~
Bjj
Nj
+~
[
(−1)jB21B12
(β2−β1)N1N2 +
(ϕj ,Bϕ
(1)
j⊥)
Nj
+iSjj
])
dx′
(157)
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= |N(x±j )|1/2
ϕj(x)
|Nj(x)|1/2 e
i
~
x∫
x±
j
(
βj+
√
~
Bjj
Nj
+~
[
(−1)jB21B12
(β2−β1)N1N2 +
(ϕj ,Bϕ
(1)
j⊥)
Nj
−ImSjj
])
dx′
,
with an appropriate lower limit of integration lying in the area of applicability of the solution on
the same side of the degeneracy point x = 0, sgnx±j = sgnx, |x±j | >>
√
~. The eigenfunctions
ϕj have arbitrary normalization and phase factor.
Comparing (157) with (153), we write
Ψ˜
(0)
j± = n
±
j Ψ
(0)
j±, j = 1, 2, (158)
where the constant factors are
n±j = |Nj(x±j )|1/2 e−iϑj exp

i
~
Reκ±∫
x±j
(
βˆprj (x
′, ~)− ~ ImSjj(x′)
)
dx′
 , (159)
where the notation is from (154) and (155).
The new adiabatic coefficient k˜ in (134), (135) will also be altered in the following way
k˜−j =
k−j
n−j
, k˜+j =
k+j
n+j
, j = 1, 2. (160)
As compared to (140) the new transition matrix will read in this case
T˜ =
(
n+1 0
0 n+2
)
T
(
1
n−1
0
0 1
n−2
)
. (161)
This is the main formula for expressing the transition matrix through the canonical one in the
general case.
10 Physical interpretation
The transition matrix written above enables one to reconstruct formally the adiabatic solution
on a given side of the degeneracy point, provided that we know it on the other side. Now we
proceed with the physical interpretation of results obtained. We recall that for any solution Ψ,
the quantity (Ψ,ΓΨ) is a constant, see (8); it does not depend on x and for problems of waves
propagation (see Appendix D) has the meaning of the time-averaged flux of energy.
For physical interpretation of the transition process described by matrix (161), we must
first establish the direction of modes propagation, and thus identify the incident and reflected
waves. One of the possibilities to determine it is by the sign of Nj, j = 1, 2, i.e., by the direction
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of the time-averaged flux of energy. Another way to do it is based on the sign of the phase
speed, which most useful when sgnN1 = sgnN2. In the problems originated in monochromatic
waves propagation, the harmonic factor, e−i
ωt
~ , is usually omitted and the velocity of phase
propagation is vj = ω/βˆj. Therefore for such problems, the sign of the phase velocity coincides
with the sgn βˆj, while sgnNj coincides with the one of the group velocity. The direction of the
phase velocity and the energy flux may not coincide.
Now let us consider two adiabatic solutions Ψj, j = 1, 2, with asymptotics (87), say, for
negative x corresponding to real eigenvalues β1 and β2 degenerating at x = 0. Depending on
the signs of (Ψ1,ΓΨ1) and (Ψ2,ΓΨ2), the transition of these solutions would correspond to
two different physical processes.
First, let the signs of Nj, j = 1, 2, be opposite. This means that solutions Ψj, j = 1, 2
describe fields with opposite direction of energy fluxes. As shown in (45), in this case the
perturbed problem has two real degeneracy points.
The sign of Nj may be both positive and negative for a mode of any number. Let N1 > 0,
N2 < 0. Then the first mode for negative x may be regarded as an incident one and the second
mode as the reflected one from the degeneracy points. The first mode behind the turning
points for positive x is a transmitted one. Putting in the definition of the transition matrix
(139) k−1 = 1, k
−
2 = R, k
+
1 = T , k
+
2 = 0, we obtain for the reflected R and transmitted T
coefficients the following:
R = −T21T22 , T =
detT
T22 . (162)
If the modes are canonical (153), the transition matrix (148) for N1N2 = −1 gives
R = −
√
1− e−2pi|ν|e−iθ′ , T = e−pi|ν|, (163)
where θ′ is defined in (149). If the modes are not canonical, the matrix elements of T˜ (161)
should be used in (162) instead of those of T .
If N1 and N2 have the same sign, then the direction of energy propagation, or its analog, for
both degenerating modes is the same. In this case, we have the avoided crossing of eigenvalues
of the perturbed problem as may be seen from (45), and we interpret the process near x = 0
as the transformation or interaction of adiabatic modes. The first mode incident from the left,
i.e., k−1 = 1, k
−
2 = 0 in (134), produces two modes on the right of x = 0 with k
−
1 = t11, k
−
2 = t21,
where the corresponding elements of the matrix T are the transmission coefficient t11 of the
first mode, and the excitation coefficient t21 of the second one. The matrix (148) yields
T =
(
e−pi|ν| −√1− e−2pi|ν|eiθ′√
1− e−2pi|ν|e−iθ′ e−pi|ν|
)
. (164)
It is worth noting that the numbering of modes introduced by us is not convenient in the
case of weak interaction of modes, i.e., in the case where perturbed eigenvalues are separated so
that the adiabatics may be applied. In our numbering, the eigenvalues of the adiabatic modes
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have an abrupt jump, see thick lines in Fig. 1, left. If we change the numbering of modes on
the left of the degeneracy point, i.e., if we identify the incident and reflected waves by their
phase velocities, then the eigenvalues for large |ν| will be continuous and the transition matrix
for the new numeration reads
T
(
0 1
−1 0
)
=
( √
1− e−2pi|ν|eiθ′ e−pi|ν|
−e−pi|ν| √1− e−2pi|ν|e−iθ′
)
. (165)
11 Conclusions
In the present paper, we studied a special class of Schroedinger equation with non-Hermitian
Hamiltonian, permitting a representation (6). We showed that such a formulation incorporates
a wide range of very different physical problems, arising in quantum mechanics or in problems
of waves propagation (such as elastic waves, radiowaves, and the others).
The special form of the Hamiltonian yields a conservation law: the quadratic form (Ψ,ΓΨ)
is constant for any solution Ψ. The sign of this form is an intrinsic property of solutions. For
problems of waves propagation, which we considered, it has the meaning of a flux of energy.
The relative sign of the fluxes of degenerating modes, w ≡ sgn(Ψ1,ΓΨ1)(Ψ2,ΓΨ2), determines
the character of the transition — either it follows the avoided crossing scenario (w < 0), or
the real turning points one (w > 0). Both regimes were considered within a unified asymptotic
approach.
We constructed formal adiabatic expansions for the equation (11) for ~ → 0, assuming
that two modes of the unperturbed operator degenerate at x = 0. The perturbation causes
the splitting of the point of degeneration (degeneracy point) into two real or complex simple
degeneracy (turning) points dependent on w.
Employing the method of matched asymptotic expansions, we solved the transition problem
by passing through a neighborhood of the degeneracy point, constructing an inner solution,
which incorporates the contributions of both degenerating modes. It contains parabolic cylinder
functions, and the transition matrix was obtained by matching their asymptotics to adiabatic
modes.
Generally speaking, the transition matrix depends on the normalization of adiabatic modes
and their relative phases. Fixing all these ambiguities, we obtained a canonical transition
matrix, having the most natural asymptotics for vanishing perturbation and in the limit of
lifting the degeneracy. It depends on the relative sign of the fluxes w and on the parameter
ν, see (176), which is determined by the eigenvalues behavior and can be found numerically if
needed.
The transition matrix depends only on eigenvalues and eigenfunctions of two degenerating
modes and does not depend on the rest of the spectrum, as is prescribed by the adiabatic theo-
rem. If w is fixed, the absolute values of the canonical matrix entries, which are responsible for
energy relations, are completely determined by eigenvalues behavior of the perturbed operator.
The results obtained coincide with those of Landau and Zener [47], [71] and [35] for the avoided
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crossing scenario and [61], [70] for the two real turning points scenario. The only restriction
on the choice of modes to obtain the absolute values of the matrix entries is that they should
have the same normalization.
If, in addition, the eigenfunctions of the unperturbed operator are known at the degeneracy
point, the phases of adiabatic modes can be fixed by (155) and the phases of the transition
matrix entries can be obtained. They coincide with those found in [14], [15] for the case of an
avoided crossing and with [70] for two real turning points.
The usual way of treating the non-Hermitian problems consist of dealing with a non-
Hermitian Hamiltonian H and constructing biorthogonal bases {ϕ}, {ϕ†} of eigefunctions
of H and H† correspondingly. In such approaches, the normalization of a solution (Ψ†,Ψ)
can always be chosen positive, since there is no relation between ϕ and ϕ† presupposed, and
the latter one can always be supplied with an appropriate phase factor. In this case, the
nature of perturbed degeneracy points (either avoided or real crossing of eigenvalues will be in-
voked) is fully defined by the (non-Hermitian) perturbation operator B, and its matrix elements
(ϕ†,Bϕ).
The connection of our approach with the aforementioned one follows from the relation
ϕ† = αΓϕ, which is valid for the class of Hamiltonians (6). We put α = 1, thus fixing the
ambiguity in the definition of the adjoint eigenfunction. The advantage of our approach is that
the nature of the perturbed degeneracy is revealed by simple comparison of the signs of the
normalization of the degenerating modes, sgn(Ψi,ΓΨi) = sgn(ϕi,Γϕi), i = 1, 2.
We believe that the suggested approach enables to get the results in a physically more
transparent manner. Our considerations can be generalized to the case where Γ−1 does not
exist or Γ is not a matrix but, for example, a differential operator. Further generalizations of
the approach to the multidimensional case, i.e., to the equation of the form of
(K(x, y) + δB(x, y)) Ψ = −i~
(
Γx
∂Ψ(x)
∂x
+ Γy
∂Ψ
∂y
)
(166)
ares also possible, and are the subject of the future work. An example of treatment of (166) is
given in [60].
The extraction of Γ can also reflect particular symmetries of a given physical problem, as
is for the Dirac equation, see (226). Another example of the applications of the equation in
the form (11) is the case of PT -symmetric quantum mechanics with Γ playing the role of a
P-symmetry operator (see [8]). We shall note that some aspects of the presence of degeneracy
points, also called exceptional ones [7, 36], were considered, e.g., in [2, 62]. However, only the
case of complex degeneracy points (i.e., avoided crossing) were dealt with, since the presence of
real degeneracy points would signal entering the broken P-symmetry region. Considering the
transition of a quantum system through such a region is yet another application of the general
method presented here.
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Recipe
We conclude this paper with a recipe on solving the connection problem without necessity of
following all the intermediate steps presented in the preceding sections.
The general procedure is the following. For a given physical problem where a degeneracy
point is present of the considered type, one should first define unambiguously the adiabatic
modes, and then calculate the parameter ν, which defines the transition matrix T . This can
be carried out by performing the following steps.
• First of all, one should rewrite the physical problem in hand in the form
(K+
√
~B)Ψ = −i~∂xΓΨ (167)
where K, B, and Γ are selfadjoint operators not containing the derivatives in x, and ~ is
a parameter that can be considered small in the physical problem at hand.
Despite there is no universal way how to accomplish this step for a given system of
linear partial differential equations, in many cases the approaches used in [31, 57, 58]
and Appendix D yield the required result. Usually, K and B will be given by square
matrices with elements containing derivatives in coordinates other than x, while first
component(s) of the vector Ψ will be given by original unknown function(s), and the
others will be given by linear combination of its (their) derivatives. We note that the
choice of linear combinations of derivatives of unknown functions as the components of Ψ
may be suggested by considering in detail the conservation law inherent for the physical
problem — it must transform into the bilinear form (Ψ,ΓΨ) = const.
• At the next stage, one should solve the generalized eigenvalue problem for K(x):
K(x)ϕj(x) = βj(x)Γϕj(x), j = 1, 2, (168)
and check that its solutions indeed satisfy the conditions assumed in this paper: there is
only one degeneracy point of the eigenvalues
β2(x)− β1(x) '
x→0
2Qx, Q > 0, (169)
and the corresponding eigenfunctions ϕj are linear independent at this point. We note
that ϕj(0) should be defined by continuity at x = 0. The “normalization” constants of
eingenfunctions
Nj = (ϕj,Γϕj), j = 1, 2, (170)
should be calculated. The eigenfunctions may be always normalized in such a way that
|Nj| = 1 at the degeneracy point, but we do not assume it was accomplished. The sign
of N1N2 is an intrinsic property of the problem and cannot be changed by any alteration
of the eigenfunctions: if Nj, j = 1, 2, are of the same sign, the system follows the avoided
crossing scenario, Fig. 1; otherwise, it follows the real turning points one, Fig. 2.
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• Next, one must to construct the (principal term of) adiabatic expansion in the outer
regions, Ψ˜j± on the right/left of the degeneracy point,
Ψ˜j± = ϕj e
i
∫ x
x±
j
(~−1βˆprj (x′,~)+iSjj(x′))dx′
, (171)
βˆprj (x
′, ~) = βj +
√
~
Bjj
Nj
+ ~
[
B21B12
(β1 − β2)N1N2 +
(ϕj,Bϕ(1)j⊥)
Nj
]
, (172)
with any lower limit of integration, which is appropriate for the physical problem, but
always lying on the same side of the degeneracy point x = 0 as the area of applicability
of the corresponding solution , x±j ∼ x, |x| 
√
~. Here βˆpr1 (x′, ~) is an eigenvalue
of K + √~B taken with sufficient precision for calculation of the principal term of the
asymptotics. Instead of using analytical expression (172), one can also find it numerically.
• The (nonadiabatic) transformation of adiabatic modes (171) in a neighborhood of a de-
generacy point is solved then by the matrix T˜ in the following sense. By a given linear
combination of modes (171) on one side of the degeneracy point (say, left),
Ψ '
x−√~
k˜−1 Ψ˜
(0)
1− + k˜
−
2 Ψ˜
(0)
2−, (173)
we find a linear combination on the other side (say, right),
Ψ '
x√~
k˜+1 Ψ˜
(0)
1+ + k˜
+
2 Ψ˜
(0)
2+, (174)
by using the following equation: (
k˜+1
k˜+2
)
= T˜
(
k˜−1
k˜−2
)
(175)
with T˜ given by formula (161) with account of (147), (155) and (159).
The transition matrix is fully determined by a single parameter ν,
ν = i
p2sgn(N1N2)
2Q
, (176)
which is a dimensionless ratio of two physical parameters of the problem: the separation
of perturbed eigenvalues near the degeneracy point or distance between turning points,
p, (41), and the eigenvalue’s relative inclination Q, see (169).
Upon completing the above steps, we obtain a transition matrix together with an unam-
biguous definition of the adiabatic modes, which solves completely the physical problem.
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A Properties of the Γ-eigenvalue problem
The eigenvalue problem (3)
Kϕ = βΓϕ (177)
with Γ 6= I (I is the identity matrix) has different properties, as compared with the case of
Γ = I.
1. First of all, the eigenvalues may be both real and complex. The complex eigenvalues
appear in pairs: βn and its complex conjugate βn ≡ βn. The index n means the sequential
number of the eigenvalue βn. The eigenfunctions corresponding to βn are denoted by ϕn.
2. The normalization factor for a real eigenvalue βn
Nn = (ϕn,Γϕn) (178)
is real, but may be positive and negative. This causes new properties of solutions. We
note that it is always positive if Γ = I and ϕn 6= 0.
We note that for complex eigenvalues βm the normalization factor is (ϕm,Γϕm).
3. If the eigenvalue βn is not degenerate, we have
Nn 6= 0. (179)
The same is true if βn is twofold degenerate, and the algebraic multiplicity is equal to the
geometric one.
4. The eigenfunctions of the numbers m and n satisfy the orthogonality conditions
(ϕn,Γϕm) = 0, n 6= m,m. (180)
5. Let β1 and β2 be eigenvalues of the problem (177) separated from the other spectrum
with a gap. The corresponding eigenfunctions are ϕj, j = 1, 2.
If (ϕj,Γf) = 0, j = 1, 2, the equation
(K− β1Γ)ϕ1⊥ = Γf (181)
has a unique solution ϕ1⊥ such that (ϕj,Γϕ1⊥) = 0, j = 1, 2.
39
The properties 1,2,4 are obtained in the standard way. Taking the inner product of the
equation (177) for ϕn and the eigenfunction ϕn, we derive that βn is real if Nn 6= 0, using the
fact that (ϕn,Kϕn) and Nn are real. Taking the inner product of the equation (177) for ϕm
and the eigenfunction ϕn, we obtain
(βn − βm)(ϕn,Γϕm) = 0. (182)
We used the fact that K is selfadjoint and the property of the inner product (βnϕn,Γϕm) =
βn(ϕn,Γϕm). The relation (182) yields (180).
Now we proceed with a proof of the property 3, by using some general facts from [39]
formulated for our case.
• For our operator Γ−1K, where K and Γ are selfadjoint, Γ and Γ−1 are bounded, we
can construct a projection P to the invariant subspace M ′ = PH, corresponding to an
isolate part of the spectrum Σ′. In our case, Σ′ consists of a single eigenvalue or a pair of
degenerating eigenvalues separated from the other spectrum with a gap. All the Hilbert
space H is split into the direct sum
H = M ′
⊕
M ′′, (183)
where M ′′ = (I − P)H. Then every vector f is represented as f = Pf + (I − P)f ,
Pf ∈M ′, (I −P)f ∈M ′′. Both subspaces M ′, M ′′ are invariant for the operator Γ−1K.
• The projection P can be found as an integral of the resolvent of Γ−1K along the contour
C, which surrounds an isolated part of its spectrum Σ′:
P = 1
2pii
∫
C
(Γ−1K− βI)−1 dβ. (184)
The adjoint projection P+ is an integral of the resolvent of the adjoint operator along
the contour C ′, which surrounds an isolated part of the spectrum of the adjoint operator:
P+ = 1
2pii
∫
C′
((Γ−1K)+ − βI)−1 dβ. (185)
We note that if K and Γ are selfadjoint
1.
(Γ−1K)+ = KΓ−1 (186)
2. The spectrum of the adjoint operator KΓ−1 coincides with the spectrum of the operator
Γ−1K itself; therefore the contours coincide, C ′ = C. The adjoint eigenfunctions ϕ+j are
determined as follows: ϕ+j = Γϕj.
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3. The projections satisfy the relations
P+ = ΓPΓ−1, (187)
which follows from the relation KΓ−1 − βI = Γ(Γ−1K− βI)Γ−1.
Lemma 1
The subspaces M ′ and M ′′ are Γ - orthogonal, i.e.,
(f ,Γg) = 0 if f ∈M ′,g ∈M ′′, (188)
which follows from the relations
f = Pf , g = (I −P)f , (189)
(Pf ,Γ(I −P)f) = (f ,P+Γ(I −P)f), (190)
P+Γ(I −P) = ΓPΓ−1Γ(I −P) = ΓP(I −P) = 0. (191)
Lemma 2
If
(f ,Γq) = 0 (192)
for all f ∈M ′, then q ∈M ′′.
Assume that q = q′ + q′′, q′ ∈M ′, q′′ ∈M ′′. Then
(f ,Γq′) = 0, (193)
because (f ,Γq′′) = 0 according to Lemma 1. A vector Γq′ as any vector from the Hilbert
space can be represented as a sum Γq′ = f1 + g1, f1 ∈ M ′, g1 ∈ M ′′. For |Γq′|2 we obtain
|Γq′|2 = (q′,Γf1) + (q′,Γg1) = 0 because of (193) and Lemma 1. We derive that q′ = 0 and
q = q′′ ∈M ′′.
From Lemma 2 we obtain the property 3. Indeed, let (ϕj,Γϕ1) = 0 for j = 1, 2. Let the
basis of M ′ consists of ϕ1 and ϕ2. Then ϕ1 belongs to M ′′, which contradicts the assumption
that ϕ1 ∈M ′.
Now consider a one-dimensional M ′, which is cϕ1 for any constant c. The subspace M ′
has a single basis vector ϕ1. If (ϕ1,Γϕ1) = 0, then ϕ1 belongs to M
′′ as well. We have a
contradiction, because it belongs to M ′.
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The property 5 follows from Lemma 2 as well. It is assumed that f is Γ – orthogonal to
M ′. Then f ∈ M ′′ by Lemma 2. The subspace M ′′ is an invariant subspace for the operator
(Γ−1K − β1I). The solution can be found in the form ϕ(n)1⊥ = (Γ−1K − β1I)−1⊥ f , where
(Γ−1K− β1I)−1⊥ is the restriction of the resolvent to M ′′.
If K = K(x), then the eigenvalues and eigenfunctions, generally speaking, also depend on
x. Useful properties for such dependencies and real eigenvalues are
1.
dβk(x)
dx
=
K′kk(x)
Nk
(194)
2.
(βk(x)− βj(x))Sjk(x) = K′jk(x), (195)
where
K′(x) = dK(x)
dx
, K′jk(x) ≡ (ϕj(x),K′(x)ϕk(x)), j = 1, 2, k = 1, 2, (196)
and the conversion coefficients Sjk(x) are defined in (89).
Indeed, differentiating the eigenvalue equation (12) for the ϕk with respect to x and scalar
multiplying it by ϕj, we get
(ϕj(x),K′(x)ϕk(x)) =
(
βk(x)− βj(x)
)
(ϕj(x),Γ
dϕk(x)
dx
) +
dβk(x)
dx
Nk δjk, (197)
where δjk is the Kronecker symbol. If j = k, we obtain (194). If j 6= k and the eigenvalues are
real, we have (195).
Formulas (194) and (195) have a useful consequence. The matrix entries of K′ satisfy the
condition
K′12(0) = K′21(0) = 0. (198)
at the degeneracy point x = 0.
This follows from (195) if we take into account the fact that the conversion coefficient Sjk(x)
is bounded for any x, and β1(0) = β2(0).
B Adiabatic approximation near x = 0 for |ν|  1.
Here we compare the asymptotics of the adiabatic approximation Ψˆ in terms of the perturbed
operator Kˆ for |τ | → ∞ with the adiabatic approximation Ψ in terms of the original operator
K. We carry out this comparison in the case where adiabatics can be applied for Ψˆ.
According to (68) the principal approximation of the adiabatic mode for the perturbed
problem is expressed through perturbed eigenfunctions ϕˆ1(x), perturbed eigenvalues βˆ1(x),
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and the imaginary part of the conversion coefficient Sˆ11(x). We may find these quantities near
x = 0 by means of asymptotic expansions from Section 3.2.
According to (35) and with account of the fact sgnN
(0)
1 = sgnN
(0)
2 and (47), the normalized
perturbed eigenfunction reads
ϕˆj(x)
|Nˆj(x)|1/2
= eiδj
α
(0)
j1 (τ)ϕ1(0) + α
(0)
j2 (τ)ϕ2(0)
| N (0)1 |α(0)j1 (τ)|2 +N (0)2 |α(0)j2 (τ)|2 |1/2
. (199)
where the δj are arbitrary constants. To obtain the asymptotics of (199), we note that from
(47) it follows that
α
(0)
12 =τ→+∞
iν
τ
+O(τ−2), α(0)12 =
τ→−∞
2Qτ +O(1), (200)
α
(0)
22 =τ→+∞ 2Qτ +O(1), α
(0)
22 =
τ→−∞
iν
τ
+O(τ−2). (201)
From (47) in view of (155) we have
α
(0)
j1 =
τ→±∞
B(0)12
N
(0)
1
, j = 1, 2, α
(0)
j1 = |α(0)j1 |e2iϑ1 , ϑ2 = −ϑ1. (202)
Formula (68) gives the adiabatic approximation. We note that Im Sˆ11 = 0. Applying the
asymptotic formula for eigenvalues as τ →∞ and the definition of ν (42), we get
ϕˆ1(τ)
|Nˆ1|1/2
→ eiδ1
 −
ϕ2(0)
|N(0)2 |1/2
as τ → −∞,
e2iϑ1 ϕ1(0)|N(0)1 |1/2
as τ → +∞,
ϕˆ2(τ)
|Nˆ2|1/2
→ eiδ2
 e
2iϑ1 ϕ1(0)
|N(0)1 |1/2
as τ → −∞,
ϕ2(0)
|N(0)2 |1/2
as τ → +∞.
(203)
We choose δ1 = δ2 = e
−iϑ1 . Taking into account (52),(53), the definition of canonical mode
(153), and the fact that Im Sˆjj = 0, we find
Ψˆ1 = −Ψ(1)2− + o(1), Ψˆ2 = Ψ(1)1− + o(1) as τ → −∞, (204)
Ψˆ1 = Ψ
(1)
1+ + o(1), Ψˆ2 = Ψ
(1)
2+ + o(1) as τ → +∞, (205)
which are the required relations between the canonical modes Ψˆj and Ψj, j = 1, 2.
We intend to show now that the adiabatic approach works even near x = 0 if |ν| ∼ ~−α,
α > 0. We calculate the main singularity in each approximation by using explicit formulas for
an adiabatic approximation for the perturbed Kˆ.
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To check that the conditions of applicability of adiabatic approximation are fulfilled, we give
below the main order of the next approximations of Φˆ
(n)
1 , ϑˆ
(n)
1 , which can be found by analogy
with the adiabatic expansion of Ψj, j = 1, 2 (see Section 4.3:
ϑˆ
(n)
1 = i
(ϕˆ1,Γ∂xΦˆ
(n−1)
1 )
Nˆ1
∼ icˆ(n−1)12 Sˆ12, n ≥ 1, (206)
Φˆ
(n)
1 = cˆ
(n)
12 ϕˆ2 + ϕˆ
(n)
1⊥ , cˆ
(1)
12 = i
Sˆ21
(βˆ1 − βˆ2)
, (207)
c
(n)
12 = =
−Nˆ2
∑n−1
i=1 ϑˆ
(i)
1 cˆ
(n−i)
12 + i(ϕˆ2,Γ∂xΦˆ
(n−2)
1 )
(βˆ1 − βˆ2)Nˆ2
, n ≥ 2. (208)
Here ϕˆ
(n)
1⊥ is Γ-orthogonal to ϕˆj, j = 1, 2. It may have only a lower order singularity near x = 0
comparing with cˆ
(n)
12 .
Formula (45) and the definition of ν (42) show that the minimal value of eigenvalues in the
case of the avoided crossing and for fixed Q can be interpreted in terms of ν:
min(βˆ2 − βˆ1) = 2
√
~
√
2Q|ν|+O(~). (209)
Applying it to (206)–(208) we show that |Sˆ12| = |Sˆ21| = Q|B12|/(2~|βˆ1−βˆ2|2), |c(1)12 | ≤ 1/(8~|ν|).
Considering the formulas (206) and (208) step by step, we deduce that |ϑˆ(n)1 /2(βˆ1 − βˆ2)| ∼
1/(8~|ν|)n, |c(n)12 | ∼ 1/(8~|ν|)n.
C The properties of the transition matrix
The general properties of the transition matrix follow from the flux conservation law (8). For
two solutions Ψj, j = 1, 2 having Ψ
(0)
j− as their asymptotic on the left of the degeneracy point
Ψj '
x−√~
Ψ
(0)
j− +O(
√
~), (210)
their asymptotics on its right can be derived via (139) and will be given by
Ψj '
x√~
tj1Ψ
(0)
1+ + tj2Ψ
(0)
2+ +O(
√
~), (211)
where tjk, j, k = 1, 2, are the T matrix entries. At the same time, the relation
(Ψj,ΓΨk) = const, j, k = 1, 2 (212)
must hold and the constants are the same on both sides of the degeneracy point.
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Calculating the scalar product in (212) for all values of the indices by using (210) and (211)
for both sides of the degeneracy point, and equating the results, we obtain
N1 = |t11|2N1 + |t21|2N2, (213)
N2 = |t12|2N1 + |t22|2N2, (214)
0 = t11t12N1 + t21t22N2. (215)
Equation (215) yields
t11
t22
= −N2
N1
t21
t12
≡ γ, (216)
where we introduce the notation γ. The last formula enables us to derive from (213) and (214)
that detT = 1/γ = γ. Therefore |γ| = 1, i.e., γ is a phase factor. We can govern γ by changing
lower limits of integration in adiabatic formulas. Then we deduce that for an appropriate choice
of the arbitrary phase of the adiabatic mode, the matrix T has the following properties:
detT = 1, T =
 t11 t12
−t12N1N2 t11
 . (217)
If sgnN1 = sgnN1, the matrix T is unitary T T + = I, where I is the identity matrix.
D Examples
We start our list of examples with a well-known case of real turning points in the stationary
Schroedinger equation, which was probably the first ever studied problem. Although it served
for the authors as an incentive for the studies, this example needs an alteration of the method
presented in the paper due to the presence of the Jordan block in the operator K at the
degeneracy point.
Then we elaborate in full detail the application of our method to the description of the
electrons scattering in graphene in the external potential. After formulating the problem in our
terminology and checking the applicability of our results to this physical problem (following
the first two steps of the Recipe, Sec. 11), the only calculation needed to obtain the transition
matrix is to substitute the values of parameters describing the degeneracy point into the formula
for the transition matrix (140).
D.1 Stationary Schroedinger equation
The stationary Schroedinger equation in the one-dimensional space with external potential
U = U(x) is written as [46]
− ~
2
2m
ψ′′(x) + (U(x)− E)ψ(x) = 0. (218)
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Introducing a new two-component unknown function
Ψ = (ψ(x),−i~ψ′(x))T , (219)
we rewrite the original equation (218) in the form
KΨ = −i~Γ∂Ψ
∂x
(220)
with Hermitian operators
K ≡
(
2m(E − U(x)) 0
0 1
)
, Γ =
(
0 1
1 0
)
. (221)
The conversation law (8) in this case has the meaning of the probability current
(Ψ,ΓΨ) = i~
(
ψ(x)
dψ∗(x)
dx
− ψ∗(x)dψ(x)
dx
)
, (222)
which is constant for the static wave functions.
The eigenvalue problem Kϕ = βΓϕ gives
βj = (−1)j+1
√
2m(E − U(x)), ϕj = (1, βj)T , j = 1, 2. (223)
At the degeneracy points x = κ, where
β1(κ) = β2(κ) = 0, (224)
the eigenfunctions become linear dependent
ϕ1(κ) = ϕ2(κ) = (1, 0)T , (225)
thus contradicting our assumption 2 in Section 2 – the operator contains a Jordan block at the
degeneracy point.
We draw a conclusion that although this problem can be treated using the method developed
in this paper, the result obtained for the transition matrix (140) is not applicable. Appropriate
modifications are the subject of future works.
D.2 Dirac equation in 2 + 1 dimensions
Properties of the electronic excitations in graphene are described by the massless Dirac equation
in (2 + 1) - dimensional space [41]. In the presence of the external potential U = U(x, y), the
stationary wave function eiEtΨ˜(x, y) must satisfy
(vFσ · pˆ + U) Ψ˜(x, y) = EΨ˜(x, y), (226)
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where σ = (σx, σy) is a pair of Pauli 2× 2 matrices, pˆ = −i~∇; for simplicity we put the Fermi
velocity equal to one, vF = 1.
One of the physical problems described by (226) is the electron scattering on an electrostatic
potential barrier inside graphene. If the external potential depends on one variable only, U =
U(x), we can separate the x-derivative in the equation (226).
Following our Recipe, we proceed to the Fourier transform,
Ψ(x, py) =
∫
R
dye−ipyy/~Ψ˜(x, y)
to obtain the equation in the form (7)
KˆΨ = −i~Γ∂Ψ
∂x
(227)
with Hermitian operators
Kˆ ≡
(
E − U(x) −ipy
ipy E − U(x)
)
, Γ =
(
0 1
1 0
)
. (228)
The Γ-eigenvalues of Kˆ are
βˆj = (−1)j+1
√
(E − U)2 − p2y, j = 1, 2, (229)
with eigenfunctions
ϕˆj =
(
E − U(x)
βˆj + ipy
)
. (230)
Their normalization is
Nˆj = 2(E − U) Reβˆ j. (231)
The conservation law (8) in this case corresponds to the conservation of the x-component of
the electron current jµ [16], due to the simple fact that Γ = σx,
(Ψ,ΓΨ) = Ψ†σxΨ ≡ jx, (232)
and can naturally be both positive and negative as is obvious from (231).
Depending on the form of the potential and relative values of E, py, different types of
(quasi)degeneracy of the eigenvalues, βˆ1(κ)' βˆ2(κ) may exist. The most studied case [61, 70] is
when the electrons are incident almost perpendicularly to the potential barrier. The interest in
this case was invoked by the presence of the so-called Klein paradox [43], which is characterized
by the unit probability of tunnelling through the barrier, for applications in grahene see [42].
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The scattering of electrons on a potential close to normal is characterized by small values
of py. In particular, if we assume that py is of order
√
~, py =
√
~ p, p = O(1), we can separate
the perturbation B from the original operator in the following way:
Kˆ = K+
√
~B, (233)
where
K =
(
E − U(x) 0
0 E − U(x)
)
, B =
(
0 −ip
ip 0
)
. (234)
This completes the first stage of the Recipe (see Section 11).
On the second stage, one should solve the eigenvalue problem for the original operator pencil
Kϕ = βΓϕ. It is straightforward in this case that
βj = (−1)j(E − U(x)), ϕj = 1√
2
(
1
(−1)j
)
, j = 1, 2, (235)
the sign of normalization reflects the electric charge of these modes. So, in this case we have
N1N2 = −1. (236)
The degeneracy points x = κ are those where β(κ) = 0, i.e.,
E = U(κ). (237)
Supposing that on the interval of interest there is only one such point κ = 0, we conclude that
all the assumptions of the Section 2 and (169), in particular, are satisfied if the potential has
a nonvanishing first derivative at x = κ, Q ≡ ∂U
∂x
(0) 6= 0.
For constructing the canonical modes on the third stage of the Recipe, we calculate the
matrix entries
B12 = −B21 = −ip, B11 = B22 = 0 (238)
and other necessary ingredients
Sij = 0, Q = U
′(0), ν = −i p
2
2Q
, (239)
θa = argB12 + pi/2 = 0, b = 0, (240)
κ± = ±
√
~ p/Q. (241)
We also note that in this case the eigenvalues are symmetric, β1 = −β2, so that
β0 = β
(1)
av = 0. (242)
The canonical modes are
Ψ
(0)
j± = ϕj(x)e
i/~
∫ x
x±
βˆprj (x
′,~)dx′
, (243)
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βˆpr1 (x
′, ~) =
{
(E − U(x′))− ~ p2
2(E−U(x′)) for |x′| ∈ (x∗, |x|),
−Q sgnx′√x′2 − ~p2/Q2 for |x′| ∈ (0, x∗). (244)
and βˆpr2 (x
′, ~) = −βˆpr1 (x′, ~). The transition matrix is given by (140) with ν from above.
Thus, our method can be applied readily to the description of the nearly normal scattering
of electrons on an external potential. This case was investigated successfully in [61, 70] by a
different method, and it is a straightforward task to verify that our result for the transition
matrix is in agreement with their results.
The more interesting case where U(x) = E + O(x − κ)2, i.e., where the energy of the
incoming electrons are equal (or close) to the extremal value of the potential is the theme of
future work.
D.3 Wave equation
Considering the monochromatic solutions u = e−iωtv of the wave equation with a nonconstant
velocity
1
c2
∂2u
∂t2
−∆u = 0, (245)
we obtain a Helmholtz equation for v
∆v +
ω2
c2
v = 0. (246)
Suppose the velocity of wave propagation depends only on one spatial variable c = c(x′/L),
where L is the characteristic scale of the velocity variations. A solution v dependent on x′ only,
will satisfy then a second order ordinary differential equation
d2v
dx′2
+
ω2
c2(x
′
L
)
v = 0. (247)
To write this second order equation in the form of a first order system like (7), one may take
the first derivative of v as a new variable, i.e., putting
Ψ1 = v, Ψ2 = − i
k0
dv
dx′
, k0 =
ω
c0
, (248)
where c0 = c(0), and we assume c(x
′/L) ∼ c0. Then equation (247) can be written as
k0
(
c20
c2(x′/L) 0
0 1
)(
Ψ1
Ψ2
)
= −i
(
0 1
1 0
)
∂
∂x′
(
Ψ1
Ψ2
)
. (249)
Upon introducing a dimensionless variable x = x′/L and dividing (249) by k0, we rewrite it
finally in the form (7), where
K =
(
c20
c2(x)
0
0 1
)
, Γ =
(
0 1
1 0
)
, (250)
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and the (small) parameter is ~ = 1/(k0L). Thus, the condition ~ 1 implies that k0L 1.
The eigenvalue problem (12) for this case has the following solution:
βj(x) = (−1)jc0/c(x), ϕj = (1, βj). (251)
The degeneracy points, where β1 = β2, correspond to c(x) → ∞. In the electromagnetic
media, for instance, the light velocity is inverse proportional to the square root of dielectric and
magnetic permeabilities. So, at the points where one of them vanishes (as happens in plasma
[18]), c(x) tends to infinity.
The Helmhotlz equation with many spatial coordinates can be considered analogously. For
instance, in the case of a two-dimensional waveguide
∂2u
∂x′2
+
∂2u
∂z′2
+
ω2
c2(x
′
L
, z
′
H
)
u = 0, (252)
with u defined inside a strip with some boundary conditions, e.g.,
u|z′=0 = 0, du
dz′
∣∣∣∣
z′=H
= 0, (253)
we can introduce once again the new variables (248) to obtain
k0
(
1
k20
d2
dz′2 +
c20
c2(x
′
L
, z
′
H
)
0
0 1
)(
Ψ1
Ψ2
)
= −i
(
0 1
1 0
)
∂
∂x′
(
Ψ1
Ψ2
)
. (254)
In terms of dimensionless x = x′/L, z = z′/H, this equation takes the form (7) with ~ =
1/(k0L), and
K =
(
1
(k0H)2
d2
dz2
+
c20
c2(x,z)
0
0 1
)
, Γ =
(
0 1
1 0
)
. (255)
The conservation law (8) for (249,254) is given by
(Ψ,ΓΨ) =
2
c0
Re
(
−iωu¯du
dx
)
. (256)
For the original time-dependent solution u it has the meaning of the time-averaged flux of
energy in the x direction.
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