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ABSTRAK 
Proses penerimaan mahasiswa baru Universitas Islam Indragiri  menghasilkan data mahasiswa 
yang sangat  berlimpah  berupa  data  profil  mahasiswa  dan  data   lainnya.  Hal  tersebut terjadi  secara  
berulang  dan  menimbulkan  penumpukan  terhadap  data  mahasiswa baru,  sehingga mempengaruhi 
pencarian informasi terhadap data tersebut. Penelitian ini bertujuan untuk  melakukan pengelompokan 
terhadap data penerimaan  mahasiswa baru di  Universitas Islam Indragiri  dengan memanfaatkan proses 
data  mining  dengan  menggunakan  teknik  Clustering.  Algoritma  yang  digunakan  untuk  
pembentukan  cluster  adalah  algoritma K-Means.  K-Means  merupakan  salah  satu  metode  data  
non-hierarchical  clustering  yang    dapat mengelompokkan  data  mahasiswa  ke  dalam  beberapa  
cluster  berdasarkan  kemiripan  dari  data tersebut, sehingga data mahasiswa yang memiliki 
karakteristik yang sama dikelompokkan dalam satu cluster    dan  yang  memiliki  karakteristik  yang  
berbeda  dikelompokkan  dalam  cluster  yang  lain. Implementasi  menggunakan  RapidMiner  5.3  
digunakan  untuk  membantu  menemukan  nilai  yang akurat.  Atribut  yang  digunakan  adalah  asal 
sekolah,  program  studi  dan  nilai  UAN.  Cluster mahasiswa yang terbentuk adalah tiga  cluster, 
dengan cluster pertama 195 items,  cluster kedua 271 items  dan  cluster  ketiga  sejumlah  50 items.  
Hasil  dari  penelitian  ini  digunakan sebagai  salah  satu  dasar  pengambilan  keputusan  untuk  
menentukan  strategi mempromosikan masing-masing program studi yang ada di universitas islam 
indragiri. berdasarkan hasil cluster algoritma k-means dapat dilihat jurusan/program studi yang di 
minati di masing-masing sekolah.  
 
Kata kunci: K-Means, Clustering, Mahasiswa Baru 
 
1 PENDAHULUAN 
Kemajuan teknologi informasi sudah semakin berkembang pesat dalam segala bidang kehidupan. 
Banyak sekali data yang dihasilkan oleh teknologi informasi yang canggih, mulai dari bidang ekonomi, 
industri, dan teknologi serta berbagai bidang kehidupan lainnya. Penerapan teknologi informasi dalam 
dunia pendidikan juga dapat menghasilkan data yang berlimpah mengenai mahasiswa dan proses 
pembelajaran yang dihasilkan. Pada institusi pendidikan perguruan tinggi, data dapat diperoleh 
berdasarkan data historis, sehingga data akan bertambah secara terus menerus, misalnya data 
mahasiswa. Proses penerimaan mahasiswa baru dalam sebuah perguruan tinggi menghasilkan data yang 
berlimpah berupa profil dari mahasiswa baru tersebut. Hal ini akan terjadi secara berulang pada sebuah 
perguruan tinggi. Penumpukan data mahasiswa secara terus menerus akan memperlambat pencarian 
informasi terhadap data tersebut. Berdasarkan berlimpahnya data mahasiswa, informasi yang 
tersembunyi dapat diketahui dengan cara melakukan pengolahan terhadap data tersebut sehingga 
berguna bagi pihak universitas. 
 Pengolahan data mahasiswa perlu dilakukan untuk mengetahui informasi penting berupa 
pengetahuan baru (knowledge discovery). Data mining adalah proses mencari pola atau informasi 
menarik dalam data terpilih dengan menggunakan teknik atau metode tertentu. Teknik, metode, atau 
algoritma dalam data mining sangat bervariasi. Pemilihan metode atau algoritma yang tepat sangat 
bergantung pada tujuan dan proses Knowledge discovery in Database ( KDD) secara keseluruhan. Salah 
satu metode yang terdapat dalam data mining yang digunakan dalam penelitian ini adalah 
pengelompokan (Clustering) dimana metode tersebut mengidentifikasi objek yang memiliki kesamaan 
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karakteristik tertentu, dan kemudian menggunakan karakteristik tersebut sebagai “vektor karakteristik” 
atau “centroid”.(Nasari, Darma, & Informasi, 2015) 
Dalam mengelompokkan data mahasiswa baru tahun ajaran 2016/2017 dengan teknik Clustering. 
Pengelompokkan yang penulis terapkan menggunakan algoritma K-Means Clustering, algoritma K-
Means Clustering mampu mengelompokkan data pada kelompok yang sama dan data yang berbeda 
pada kelompok yang berbeda. Sehingga akan terlihat kelompok data mahasiswa baru tahun ajaran 
2016/2017 pada Universitas Islam Indragiri yang tidak terstruktur menjadi terstruktur. Tujuan dari 
penelitian ini adalah menerapkan algoritam K-means Clustering pada data penerimaan mahasiswa baru 
tahun ajaran 2016/2017  
 
2 TINJAUAN PUSTAKA 
2.1 Data Mining 
Data mining adalah proses menganalisa data dari perspektif yang berbeda dan menyimpulkannya 
menjadi informasi-informasi penting yang dapat dipakai untuk meningkatkan keuntungan, memperkecil 
biaya pengeluaran, atau bahkan keduanya. Secara teknis, data mining dapat disebut sebagai proses 
untuk menemukan korelasi atau pola dari ratusan atau ribuan field dari sebuah relasional database yang 
besar(Mabrur A.G, 2012).  
Kemampuan Data mining untuk mencari informasi bisnis yang berharga dari basis data yang 
sangat besar, dapat dianalogikan dengan penambangan logam mulia dari lahan sumbernya, teknologi 
ini dipakai untuk:  
1. Prediksi trend dan sifat-sifat bisnis, dimana data mining mengotomatisasi proses pencarian 
informasi pemprediksi di dalam basis data yang besar.  
2. Penemuan pola-pola yang tidak diketahui sebelumnya, dimana data mining “menyapu” basis data, 
kemudian mengidentifikasi pola-pola yang sebelumnya tersembunyi dalam satu sapuan.  
Data mining dan knowledge discovery in database (KDD) sering kali digunakan secara bergantian 
untuk menjelaskan proses penggalian informasi tersembunyi dalam suatu basis data yang besar. 
Sebenarnya kedua istilah tersebut memiliki konsep yang berbeda, tetapi berkaitan satu sama lain. Dan 
salah satu tahapan dalam keseluruhan proses KDD adalah data mining (Nasari et al., 2015). 
Proses KDD secara garis besar dapat dijelaskan sebagai berikut: 
1. Data Selection 
Pemilihan (seleksi) data dari sekumpulan data operasional perlu dilakukan sebelum tahap penggalian 
informasi dalam KDD dimulai. Data hasil seleksi yang akan digunakan untuk proses data mining 
disimpan dalam suatu berkas, terpisah dari basis data operasional. 
2. Pre- processing / Cleaning 
Sebelum proses data mining dapat dilaksanakan, perluh dilakukan proses pembersihan pada data 
yang menjadi fokus KDD. Proses pembersihan mencakup antara lain membuang duplikasi data, 
memeriksa data yang inkosisten, dan memperbaiki kesalahan pada data, seperti kesalahan cetak 
(tipografi). 
3. Transformation 
Coding adalah transformasi pada data yang telah dipilih, sehingga data tersebut sesuai untuk proses 
data mining. Proses coding dalam KDD merupakan proses kreatif dan sangat tergantung pada jenis 
atau pola informasi yang akan dicari dalam basis data. 
 
2.2 Data mining 
Data mining adalah proses mencari pola atau informasi menarik dalam data terpilih dengan 
menggunakan teknik atau metode tertentu. Teknik, metode, atau algoritma dalam data mining sangat 
bervariasi. Pemilihan metode atau algoritma yang tepat sangat bergantung pada tujuan dan proses KDD 
secara keseluruhan. 
 
2.3 Interpretation / Evaluation 
Pola informasi yang dihasilkan dari proses data mining perlu ditampilkan dalam bentuk yang 
mudah dimengerti oleh pihak yang berkepentingan. Tahap ini merupakan bagian dari proses KDD yang 
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disebut interpretation. Tahap ini mencakup pemeriksaan apakah pola atau informasi yang ditemukan 
bertentangan dengan fakta atau hipotesis yang ada sebelumnya. 
 
2.4 Clustering 
Salah  satu  teknik  yang  dikenal  dalam  data  mining  yaitu clustering. Pengertian clustering 
keilmuan dalam data mining adalah  pengelompokan  sejumlah  data  atau  objek  ke  dalam cluster 
(group)  sehingga  setiap  dalam cluster tersebut  akan berisi  data  yang  semirip  mungkin  dan  berbeda  
dengan  objek dalam cluster yang  lainnya.  Sampai  saat  ini,  para  ilmuwan masih  terus  melakukan  
berbagai  usaha  untuk  melakukan perbaikan model cluster dan  menghitung jumlah cluster yang 
optimal  sehingga  dapat  dihasilkan cluster yang  paling  baik. Ada dua metode clustering yang kita 
kenal, yaitu hierarchical clustering dan partitioning.  Metode hierarchical  clustering sendiri terdiri dari 
complete linkage clustering, single linkage clustering, average linkage clustering dan centroid linkage 
clustering.Sedangkan  metode partitioning sendiri  terdiri  dari k-means dan fuzzy k-means (Alfina, 
Santosa, & Barakbah, 2012). 
Pengelompokan  (clustering)  merupakan  bagian  dari  ilmu data  mining yang  bersifat  tanpa  
arahan (unsupervised) . Clustering adalah  proses  pembagian  data  ke  dalam  kelas  atau cluster 
berdasarkan  tingkat kesamaannya.  Dalam clustering,  data  yang  memiliki  kesamaan  dimasukkan  
ke  dalam cluster yang  sama, sedangkan data yang tidak memiliki kesamaan dimasukkan dalam cluster 
yang berbeda  (Khotimah, Teknik, Studi, Informatika, & Kudus, 2014). 
 
2.5 Algoritma K-Means 
K-Means Clustering adalah, K dimaksudkan sebagai konstanta jumlah cluster yang diinginkan, 
Means dalam hal ini berarti nilai suatu ratarata dari suatu grup data yang dalam hal ini didefinisikan 
sebagai cluster, sehingga K-Means Clustering adalah suatu metode penganalisaan data atau metode 
data mining yang melakukan proses pemodelan tanpa supervisi (unsupervised) dan merupakan salah 
satu metode yang melakukan pengelompokan data dengan sistem partisi. Metode K-Means berusaha 
mengelompokkan data yang ada kedalam beberapa kelompok, dimana data dalam satu kelompok 
mempunyai karakteristik yang sama satu sama lainnya dan mempunyai karakteristik yang berbeda 
dengan data yang ada didalam kelompok yang lain. Algoritma K-means merupakan algoritma yang 
membutuhakan parameter input sebanyak k dan membagi sekumpulan n objek kedalam k cluster 
sehingga tingkat kemiripan antar anggota dalam suatu cluster tinggi sedangkan tingkat kemiripan 
dengan anggota pada cluster lain sangat rendah. Kemiripan anggota tarhadap cluster diukur dengan 
kedekatan objek terhadap nilai mean  pada cluster atau dapat disebut sebagai centroid cluster atau pusat 
massa. (Khotimah et al., 2014). 
Berikut adalah rumus untuk menentukan jarak data dari masing-masing centrioid : 
𝑑(𝑃, 𝑄) = √∑ (𝑥𝑗(𝑃) − 𝑥𝑗(𝑄))
2
𝑝
𝑗=1
 
Keterangan : 
D = titik dokumen 
P = data record 
Q = data centroid  
 
Jarak yang terpendek antara centroid dengan dokumen menentukan posisi cluster suatu dokumen. 
Adapun rumus iterasi lainnya didefinisikan sebagai berikut : 
 
𝐶 (𝑖) =
𝑥1 + 𝑥2 + 𝑥3 + ⋯ . . +𝑥𝑛
∑ 𝑥
 
 
Keterangan : 
𝑋1 = Nilai data record ke-1 
𝑋2 = Nilai data record ke-2 
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∑ 𝑥 = jumlah data record 
Eksperimen ini  menggunakan  algoritma  yang  paling  umum  digunakan  dalam clustering  yaitu  
algoritma K-Means.  Algoritma  ini  populer  karena  mudah  diimplementasikan  dan  kompleksitas  
waktunya  linear. Kelemahannya adalah algoritma ini sensitif terhadap inisialisasi cluster (Langgeni, 
Baizal, & W, 2010).  
Dasar algoritmanya adalah sebagai berikut:  
1. Inisialisasi cluster 
2. Masukkan  setiap  dokumen  ke  cluster  yang  paling  cocok  berdasarkan  ukuran  kedekatan  dengan  
centroid. Centroid adalah vektor term yang dianggap sebagai titik tengah cluster.  
3. Setelah semua dokumen masuk ke cluster. Hitung ulang centroid cluster berdasarkan dokumen yang 
berada di dalam cluster tersebut.  
4. Jika centroid tidak berubah (dengan treshold tertentu) maka stop. Jika tidak, kembali ke langkah 2. 
 
2.6 Transformasi Normal (Normalisasi) 
Suatu teknik untuk mengorganisasikan data kedalam  tabel-tabel untuk memenuhi kebutuhan 
pemakai didalam suatu orgnisasi. Data-data yang dilakukan normalisasi dengan membagi nilai data 
tersebut dengan nilai range data (nilai data maksimum – nilai data minimum). Tujuan dari normalisasi 
yaitu: 
1. Untuk menghilangan kerangkapan data  
2. Untuk mengurangi kompleksitas 
3. Untuk mempermudah pemodifikasian data 
𝑥𝑛 =
 𝑥0 − 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 
Dengan, 
Xn = nilai data normal 
X0 = nilai data aktual 
Xmin = nilai minimum data aktual keseluruhan 
Xmax = nilai maksimum data aktual keseluruhan 
 
Normalisasi data  input bertujuan untuk menyesuaikan nilai range data dengan fungsi aktivasi 
dalam sistem ELM. Ini berarti nilai kudrat input harus berada pada range 0 sampai 1. Sehingga range 
input yang memenuhi syarat adalah nilai data input dari 0 sampai 1. Oleh karena itu output yang 
dihasilkan pun akan berada pada range 0 sampai 1. Kemudian untuk nendapatkan nilai sebenarnya dari 
output perlu dilakukan normalisasi (Hidayat, 2012). 
 
3 METODOLOGI PENELITIAN 
Adapun tujun dari penelitian ini adalah untuk mengelompokan data mahasiswa baru tahun ajaran 
2016/2017 dengan menggunakan algoritma K-Means Clustring. Adapun variabel  yang digunakan 
untuk melakukan pengelompokan data mahasiswa baru tahun ajaran 2016/2017 terdiri dari 3 yaitu: 
1. Asal sekolah 
2. Prodi /Jurusanyang dipilih) 
3. Nilai UAN 
Untuk melakukan clustring menggunakan metode k-means ada beberapa langkah yang harus 
dilakukan adalah sebagai berikut : 
 
3.1 Sumber data  
Data dalam penelitian ini bersumber dari universitas islam indargiri dimana data ini merupakan 
data sekunder yang terdiri atas data mahasiswa baru tahun ajaran 2016/2017. Adapun jumlah data yang 
diperoleh sebanyak 516 yang terdiri Nama Mahasiswa, Fakultas, Prodi, Asal Sekolah, dan Nilai UAN. 
Berikut contoh data mahasiswa baru 2016/2017  yang diperoleh. 
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Tabel 1. Data mahasiswa baru yang diperoleh 
No NAMA FAKULTAS  PRODI ASAL SEKOLAH 
Nilai 
UAN 
1 ADE SAPUTRA T I K TEKNIK SIPIL MA NURUL HUDA  44,6 
2 KAMARUDDIN T I K TEKNIK SIPIL SMAN 1 KOTO GASIB 34,8 
3 REZA TRY ADITYA T I K TEKNIK SIPIL SMAN 1 TEMBILAHAN 33,4 
4 M. YOGA ALI AKBAR T I K TEKNIK SIPIL SMAN 1 KERITANG 46,4 
5 ANDI SEPTIAWAN T I K TEKNIK SIPIL SMAN 2 TEMBILAHAN 36,4 
6 ZULKIFLI T I K TEKNIK SIPIL BLM ADA IJAZAH 45,7 
7 APRIZAL T I K TEKNIK SIPIL SMAN 2 TEMBILAHAN 33,2 
8 FITRIA NURMA YUNITA T I K SISTIM INFORMASI SMAN 1 TEMBILAHAN HULU 45,7 
9 FELBY IRSYAHDI T I K SISTIM INFORMASI SMAN 1 TEMBILAHAN HULU 33,9 
10 ARI ANGGARA T I K SISTIM INFORMASI BLM ADA IJAZAH 47,4 
11 MUHAMMAD BUDIMAN T I K SISTIM INFORMASI SMKN 1 TEMBILAHAN 42,5 
12 RUZIMAH T I K SISTIM INFORMASI SMAN 1 TEMBILAHAN HULU 33,6 
13 HARIYADI T I K SISTIM INFORMASI BLM ADA IJAZAH 56,3 
14 MAHMUDDIN T I K SISTIM INFORMASI 
MA UMMUL QURO AL-ISLAMI 
BOGOR 45,3 
15 IRWANDI RIZKI PUTRA T I K SISTIM INFORMASI 
SMAN DHARMA PENDIIDIKAN 
KEMPAS 32,4 
16 MAHMUD RIZKY ARMI T I K SISTIM INFORMASI SMKN 2 TEMBILAHAN 51,3 
17 FIRMAN ISWANDI T I K SISTIM INFORMASI SMKN 1 PARIAMAN 44,6 
18 TEJA SEKTI WICAKSONO T I K SISTIM INFORMASI SMAN 1 TEMBILAHAN HULU 34,8 
19 MUHAMMAD ILYAS T I K SISTIM INFORMASI SMAN 1 TANAH MERAH 33,4 
20 M. ANSYARI SAPUTRA T I K SISTIM INFORMASI SMAN 1 TEMBILAHAN HULU 46,4 
21 M. ANDI SETIAWAN T I K SISTIM INFORMASI SMAN 1 TEMBILAHAN HULU 36,4 
22 SAIPUN NAZAR T I K TEKNIK INDUSTRI SMKN 2 TEMBILAHAN 45,3 
23 ARMAN JAYA T I K TEKNIK INDUSTRI SMA PGRI TEMBILAHAN 44,2 
24 ALI MU'AMAR T I K TEKNIK INDUSTRI MA DARUL ISTIQOMAH SELENSEN 53,4 
25 JUNAIDI T I K TEKNIK INDUSTRI SMA PGRI TEMBILAHAN 43,1 
26 FADHLUL HAFIZ T I K TEKNIK INDUSTRI SMKN 2 TEMBILAHAN 55,2 
27 MUSTA SEDAYU T I K TEKNIK INDUSTRI 
MA TARBIYAH ISLAMIYAH 
KOTABARU 32,4 
 
3.2 Transformasi Data 
Transpormasi data dilakukan untuk mengubah data tujuannya adalah agar data dapat diolah 
dengan menggunakan  metode K-Mean Clustering. Adapun variabel yang digunakan pada pendaftaran 
mahasiswa baru yaitu data Prodi, Asal Sekolah dan Nilai UAN. Untuk data program studi dikelompokan 
menjadi 15 kelompok. Adapun program studi sistem informasi ditransformasikan dengan nilai 1, 
program studi teknik sipil ditrasformasikan dengan nilai 2, dan program studi teknik industri 
ditransformasikan dengan nilai 3, manajemen ditransformasikan dengan nilai 4, akuntansi 
ditransformasikan dengan nilai 5, ilmu hukum ditransformasikan dengan nilai 6, ekonomi syariah 
ditransformasikan dengan nilai 7, IAT ditransformasikan dengan nilai 8, MPI ditransformasikan dengan 
nilai 9, bahasa inggris ditransformasikan dengan nilai 10, penjaskesrek ditransformasikan dengan nilai 
11, agroteknologi ditransformasikan dengan nilai 12, agribisnis ditransformasikan dengan nilai 13, 
teknologi pangan ditransformasikan dengan nilai 14, dan budidaya perairan ditransformasikan dengan 
nilai 15.   Untuk variabel asal sekolah dikelompokan menjadi 3 kelompok. Adapun kelompok data 
pertama dengan asal sekolah SMA di teransformasikan dengan nilai 1, asal sekolah SMK 
ditrasformasikan dengan nilai 2, dan untuk asal sekolah selain SMA dan SMK ditrasformasikan dengan 
nilai 3. Untuk variabel nilai UAN diklompokan menjadi 3 kelompok, yang pertama untuk nilai UAN 
dengan rata-rata  <=5 ditransformasikan dengan nilai 1, nilai >5 ditransformasikan dengan nilai 2, dan 
nilai <=7 ditransformasikan dengan nulai 3. Adapun hasil dari transfomasi  dapat dilihat pada tabel 
berikut ini: 
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Tabel 2. Data Hasil Transformasi 
ID PRODI ASAL SEKOLAH Nilai UAN 
K1 2 3 2 
k2 2 1 2 
k3 2 1 2 
k4 2 1 2 
K5 2 1 2 
K6 2 3 2 
K7 2 1 2 
K8 1 1 2 
K9 1 1 1 
K10 1 2 1 
K11 1 1 2 
K12 1 1 1 
K13 1 2 1 
K14 1 3 2 
K15 1 1 1 
K16 1 2 1 
K17 1 2 1 
K18 1 1 2 
K19 1 1 2 
K20 1 1 1 
K21 1 1 2 
K22 3 2 1 
K23 3 1 2 
K24 3 3 1 
K25 3 1 2 
K26 3 2 1 
K27 3 3 2 
 
3.3 Pengolahan Data 
Pengolahan data mahasiswa baru dilakukan setelah proses transformasi sehingga data mahasiswa 
baru bisa diolah menggunakan metode K-Mean Clustring. Adapun langkah-langkah proses algoritma 
K-Mean Clustring adalah sebagai berikut: 
1. Dilakukan  k dari jumlah  cluster baru yang ingin dibentuk. Adapun cluster yang akan dibuat adalah 
3 cluster. 
2. Tentukan titik pusat awal dari setiap cluster. Adapun penentuan titik pusat awal dalam penelitian ini 
detentukan secara random dan titk pusat yang didapatkan dapat dilihat pada tabel berikut: 
  Tabel 3. Titik Pusat Awal Tiap Cluster 
Titik Pusat    
Centroid 1 2 1 2 
Centroid 2 2 3 2 
Centroid 3 2 1 1 
 
3. Hitung jarak setiap data ke pusat cluster antara objek ke centroid terdekat. Centroid terdekat akan 
menjadi cluster yang diikuti oleh data tersebut.  Perhitungan jarak Euclidien dapat dilakukan dengan 
Persamaan berikut : 
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𝑑(𝑝, 𝑞) = √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2 + (𝑝3 − 𝑞3)2 
Persamaan diatas digunakan karena atribut yang digunakan berjumlah 3. Sebagai contoh, akan 
dihitung jarak dari data mahasiswa pertama ke pusat cluster pertama dengan persamaan: 
𝑑(1,1) = √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2 + (𝑝3 − 𝑞3)2 
       =  √(2 − 2)2 + (3 − 1)2 + (2 − 2)2 
       = 2 
Dari hasil perhitungan diatas di dapatkan hasil bahwa jarak data mahasiswa baru pertama dengan 
cluster pertama adalah 2. Jarak data mahasiswa baru pertama ke pusat cluster kedua dengan persamaan: 
𝑑(1,2) = √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2 + (𝑝3 − 𝑞3)2 
     =  √(2 − 2)2 + (3 − 3)2 + (2 − 2)2 
     =  √(0)2 + (0)2 + (0)2           = 0 
Dari hasil perhitungan di atas didapatkan hasil bahwa jarak data mahasiswa baru pertama ke cluster 
kedua adalah 0. Jarak data mahasiswa baru pertama ke pusat cluster ketiga dengan persamaan: 
𝑑(1,3) = √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2 + (𝑝3 − 𝑞3)2 
     =  √(2 − 2)2 + (1 − 1)2 + (2 − 1)2 
        =  √(0)2 + (0)2 + (1)2   = 2,2   
Dari hasil perhitungan di atas didapatkan hasil bahwa jarak data mahasiswa baru pertama ke cluster 
ketiga adalah 2,2. 
 
Berdasarkan hasil ketiga perhitungan diatas dapat disimpulkan bahwa jarak data mahasiswa baru 
pertama yang paling mendekati adalah cluster 2, sehingga mahasiswa baru pertama dimasukan ke dalam 
cluster 2   Hasil perhitungan selengkapnya untuk 27 sampel data mahasiswa baru dapat dilihat pada 
tabel berikut ini: 
Tabel 4. Hasil Perhitungan setiap data ke setiap Cluster iterasi 1 
Data 
Ke-i 
Jarak Ke Centroid Jarak  Cluster 
1 2 3 Terdekat diikuti 
K1 2 0 2,2 0 2 
K2 0 2 1 0 1 
K3 0 2 1 0 1 
K4 0 2 1 0 1 
K5 0 2 1 0 1 
K6 2 0 2,2 0 2 
K7 0 2 1 0 1 
K8 1 2,2 1,4 1 1 
K9 1,4 2,4 1 1 3 
K10 1,7 1,7 1,4 1,4 3 
K11 1 2,2 1,4 1 1 
K12 1,4 2,4 1 1 3 
K13 1,7 1,7 1,4 1,4 3 
K14 2,2  1 2,4 1 2 
K15 1,4 2,4 1 1 3 
K16 1,7 1,7 1,4 1,4 3 
K17 1,7 1,7 1,4 1 3 
K18 1  2,2 1,4 1 1 
K19 1 2,2 1,4 1 1 
K20 1,4 2,4 1 1 3 
K21 1 2,2 1,4 1 1 
K22 1,7 1,7 1,4 1,4 3 
K23 1 2,2 1,4 1 1 
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K24 2,4 1,4 2,2 1,4 2 
K25 1 2,2 1,4 1 1 
K26 1,7 1,7 1,4 1,4 3 
K27 2,2 1 2,4 1 2 
 
1. Setelah semua data ditempatkan kedalam cluster yang tedekat, kemudian hitung kembali pusat 
cluster yang baru berdasarkan rata-rata anggota yang ada pada cluster tersebut.  
2. Jika centroid yang baru konvergen dengan centroid yang lama maka hentikan iterasi. Jika tidak maka 
iterasi dilanjutkan ke yang berikutnya.  
3. Selanjutnya mengelompokan hasil cluster pada iterasi pertama yang belum kovergen. Untuk 
membangkitkan kembali centroid baru dengan rumus berikut: 
𝐶 =
∑ 𝑚
𝑛
 
Dimana: 
C : centroid data 
m : anggota data yang termasuk kedalam centroid tertentu 
n : jumlah data yang menjadi anggota centroid tertentu 
 
Contoh perhitungna pada cluster 1 adalah sebagai berikut: 
 
2 + 2 +2 +2 +2 +1 +1 +1 +1+1 +3+3 
= 1,5 
12 
1 + 1 +1 +1 +1 +1 +1 +1 +1+1 +1+1 
= 1 
12 
2 + 2 +2 +2 +2 +2 +2 +2 +2+2 +2+2 
= 2 
12 
Contoh perhitungan pada cluster 2 adalah sebagai berikut: 
2 + 2 +1  +3+3 
= 2,2 
5 
3 +3 +3 + 3+3  
= 3 
5 
2 + 2 +2 +1 +2  
= 1,8 
5 
Contoh perhitungan pada cluster 3 adalah sebagai berikut : 
2 + 2 +2 +2 +2 +1 +1 +1 +3+3  
= 1,4 
10 
1+2 +1 +2 +1 +2 +2 +1+2 +2 
= 1,6 
10 
1 + 1 +1 +1 +1 +1 +1 +1 +1+1  
= 1 
10 
 
Pada pengelompokan data dengan menggunakan rumus diatas didapatkan titik pusat cluster dengan 
nilai sebagai berikut: 
 
Tabel 5. Titik pusat iterasi-1 setelah cluster 
Titik Pusat    
centroid 1 1,5 1 2 
centroid 2 1,2 3 1,8 
centroid 3 1,4 1,6 1 
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Karena centroid baru yang digunakan belum konvergen maka iterasi harus dilanjutkan. Dalam  
penelitian ini, iterasi terjadi sebanyak 3  kali iterasi karena kondisi cluster sudah mencapai konvergen 
dan proses iterasipun berhenti. Adapun hasil akhir clustering dari 27 data mahasiswa baru dapat dilihat 
pada tabel berikut: 
Tabel 6. Hasil perhitungan data ke setiap cluster pada iterasi-2 
Data 
Ke-i 
Jarak Ke Centroid Jarak  Cluster 
1 2 3 Terdekat diikuti 
K1 2,06 0,3 1,82 1,0969 2 
K2 0,5 2 1,31 0,1863 1 
K3 0,5 2 1,31 0,1863 1 
K4 0,5 2 1,31 0,1863 1 
K5 0,5 2 1,31 0,1863 1 
K6 2,06 0,3 1,82 0,3 2 
K7 0,5 2 1,31 0,5 1 
K8 0,5 2,3 1,23 0,5 1 
K9 1,12 2,5 0,72 0,72 3 
K10 1,5 1,8 0,57 0,57 3 
K11 0,5 2,3 1,23 0,5 1 
K12 1,12 2,5 0,72 0,72 3 
K13 1,5 1,8 0,57 0,57 3 
K14 2,06 1,2 1,77 1,2 2 
K15 1,12 2,5 0,72 0,72 3 
K16 1,5 1,8 0,57 0,57 3 
K17 1,5 1,8 0,57 0,57 3 
K18 0,5 2,3 1,23 0,5 1 
K19 0,5 2,3 1,23 0,5 1 
K20 1,12 2,5 0,72 0,72 3 
K21 0,5 2,3 1,23 0,5 1 
K22 2,06 1,5 1,65 1,5 2 
K23 1,5 2,2 1,98 1,5 1 
K24 2,69 1,1 2,13 1.1 2 
K25 1,5 2,2 1,98 1,5 1 
K26 2,06 1,5 1,65 1,5 2 
K27 2,5 0,8 2,35 0,8 2 
 
Pada iterasi ketiga, titk pusat dari setiap cluster sudah tidak berubah dan tidak ada lagi data yang 
berpindah dari satu cluster ke cluster yang lain. 
 
4 HASIL DAN PEMBAHASAN 
4.1 Hasil iterasi dengan metode K-Means 
Adapun pengolahan data mahasiswa baru dengan menggunkan algoritma k-mean clustring dan 
software RepidMiner dapat dilihat pada gambar berikut: 
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Gambar 1. Pemodelan K-Means pada RepidMiner 
Dengan menggunakan pemodelan k-means clustring seperti gambar 2 diatas, dengan jumlah data 
516 dan inisialisasi jumlah cluster sebanyak 3 buah, sesuai dengan pendefinisian nilai k dengan jumlah 
cluster_0 : 195 items, cluster_1: 271   items, dan cluster_2 : 50 items. 
 
Gambar 2. Claster Model 
Hasil Penyebaran cluster_0, cluster_1, dan Cluster_3 sebanyaak  data 516  pada pemodelan k-
means clustring dengan menggunakan repidminer, untuk 3 kelompok datadapat dilihat pada gambar 
berikut : 
 
Gambar 3. Pemodelan K-Mean Clustering pada RepidMiner 
Untuk kelompok data yang terdapat pada gambar diatas terdiri dari dua kelompok data. Kelompok 
pertama terlihat pada titik-titik penyebaran yang ditandai dengan warna hijau, kelompok kedua terlihat 
pada titik-titik penyebaran yang ditandai dengan warna biru, dan kelompok ketiga terlihat pada titik-
titik penyebaran yang ditandai dengan warna merah. 
Adapun hasil analisa cluster pada gambar 3, berisi tentang hasil pengelompokan berdasarkan 
kedekatan jarak antra titik pusat dengan data mahasiswa pada setiap atribut. 
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Tabel 7, Hasil Analisa Cluster Satu (Cluster_0) 
Hasil Cluster Satu 
Cluster satu terdiri dari  mahasiswa yang berasal dari : 195 
Program Studi : Berasal dari Sekolah : 
a.  Akuntasi = 42 SMA = 14, SMK= 12,  SK= 16 
b.  Ilmu Hukum = 112 SMA = 70, SMK= 16,  SK= 26 
c.  Ekonomi Syariah = 17 SMA = 5, SMK= 2,  SK= 10 
d.   IAT = 17 SMA = 9,  SK= 8 
e.  MPI = 7 SK = 7 
Data rata-rata Nillai UAN = 43,29 
Tabel 8. Hasil Analisa Cluster Dua (Cluster_1) 
Hasil Cluster Dua 
Cluster satu terdiri dari  mahasiswa yang berasal  dari : 271 
Program Studi : Berasal dari Sekolah : 
a.  Manajemen = 210 SMA = 86, SMK= 43,  SK= 81 
b.  Teknik Sipil = 23 SMA = 12, SMK= 8,  SK= 3 
c.  Sistem Informasi = 32 SMA = 19, SMK= 9,  SK= 4 
d.   Teknik Industri = 6 SMA = 2, SMK= 2,  SK= 2 
    
Data rata-rata Nillai UAN = 43,,33 
 
Tabel 9. Hasil Analisa Cluster Tiga (Cluster_2) 
Hasil Cluster Tiga 
Cluster satu terdiri dari  mahasiswa yang berasal dari : 50 
Program Studi : Berasal dari Sekolah : 
a.  Bahasa Inggris = 10 SMA = 3, SMK= 5,  SK= 2 
b.  Penjaskesrek = 14 SMA = 5, SMK= 2,  SK= 7 
c.  Agroteknologi = 7 SMA = 4, SK= 3 
d.   Akgribisnis= 6 SMA = 3, SMK= 1,  SK= 2 
e.  Teknologi Pangan= 8 SMA = 4, SMK= 2,  SK= 2 
e.  Budidaya Perairan= 5 SMA = 4, SK = 1 
Data rata-rata Nillai UAN = 43,77 
 
Dari  data  hasil  clustering  yang  telah dilakukan  di  atas,  maka  dapat  ditentukan beberapa  
strategi  promosi dalam penerimaan mahasiswa baru  yang  dapat dilakukan oleh pihak universitas islam 
indragiri dalam melakukan promosi progrom studi di masing-masing sekolah yang ada di kabupten 
indragiri hilir, sesuai dengan hasil yang paling banyak diminati berdasarkan dari masing-masing cluster 
yang terbentuk.  
 
5 PENUTUP 
5.1 Kesimpulan 
Setelah banyak tahapan dilakukan dalam penerapan algoritma k-means clustring ada beberapa 
kesimpulan yaitu : 
1. Penentuan  centroid (titik pusat) pada tahap awal Algoritma K-Means sangat berpengaruh pada hasil 
cluster seperti pada hasil pengujian yang dilakukan dengan menggunakan 516 dataset dengan 
centroid yang berbeda menghasilkan hasil cluster yang berbeda juga. 
2. Setelah dilakukan pengolompokan data penerimaan mahasiswa menggunakan metode k-means 
Clustring terbentuk tiga cluster yaitu cluser satu dengan jumlah 195 items, cluster dua 271 dengan 
jumlah 271 items, dan cluster tiga dengan jumlah 50 items. 
3. Strategi promosi bagi calon mahasiswa baru nantinya akan mengikuti cluster yang terbentuk 
bardasarkan program studi yang paling banyak diminati di masing-masing sekolah. 
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5.2 Saran 
1. Pengelompok data mahasiswa universitas islam indragiri sebaiknya dilakukan setiap tahun ajaran 
baru . 
2. Penelitian ini dapat dijadikan salah satu  referensi untuk yang akan mendatang dalam melakukan 
promosi program studi yang diminati di masing-masing kesekolah. 
3. Pada penelitian berikutnya, diharapkan agar bisa dikomparasi dengan menggunakan metode 
clustering lainnya untuk menghasilkan suatu penelitian yang lebih baik. 
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