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Abstract
This thesis aims to model the uniaxial deformation of a class of materials consisting of
microscopic spherical shells embedded in a rubber matrix. These shells are assumed
to buckle as the stress on the material increases.
To motivate the analysis we consider the paradigm problem of the debonding of a
distribution of cylindrical inclusions in an elastic material undergoing antiplane shear,
with bonded and debonded inclusions playing the role of unbuckled and buckled shells
respectively.
We begin the modelling of the microsphere-containing material by considering the
buckling of an isolated embedded shell inclusion with a uniaxial stress field at infinity,
using Koiter’s theory of shallow shells. The resulting energy functional is solved as
an eigenvalue problem by the Rayleigh–Ritz method. Subsequently, we analyse the
buckling criterion asymptotically in the limit as the thickness ratio tends to zero by
analogy with the WKB analysis of a beam on a variable-stiffness substrate.
To model the shell after buckling we consider the simplified case of an embed-
ded shell with a crack around its equator. The system is solved by expressing the
displacements in the shell and matrix as series of Love stress functions, with the re-
sulting infinite system of equations solved numerically with the aid of a convergence
acceleration method.
Finally we consider a composite material consisting of a homogenised dilute dis-
tribution of buckled and unbuckled shells, with the proportion of each type of shell
dependent on the stress applied to the material, according to an asymptotic formula
relating the size of the inclusions and the critical buckling stress that was obtained
previously.
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Chapter 1
Introduction
1.1 Industrial motivation
For over sixty years, anechoic tiles [16, 100] have been used as coatings for submarines
and other underwater structures. These tiles can take many forms, but their main
function is to match with the acoustic impedance of water so that their reflection
coefficient is minimised [58].
One material that is often used for this purpose is vulcanised rubber. This ma-
terial is used due to its viscoelastic property that shear elastic waves are attenuated
quickly on passing through it. However, incident waves on the material generate
mainly compressive waves in the material. To take advantage of the material’s atten-
uation property, small microspheres are introduced into the material before setting.
These microspheres are hollow shells of around 20µm in radius and are depicted in
Figure 1.1. The spheres have the property that a compressive wave impinging on an
Figure 1.1: Depiction of microspheres in the composite material.
embedded sphere causes the energy of the wave to be partly converted into shear wave
energy (this is known as mode conversion), which is then attenuated by the matrix
material. By this mechanism, the energy of the incident acoustic wave is dissipated
throughout the material.
However, the motivation for the work in this thesis is not the actual attenuative
mechanism. Instead we consider how the coatings may be damaged by static loads
1
such as water pressure. To analyse the static properties of the material, an experiment
is set up (see Figure 1.2) whereby the material is placed in a tank of water under a
rigid block, and subjected to increasing pressure to simulate the uniaxial compression
that the material would experience in reality. The displacement of the rigid block is
measured for both increasing and decreasing water pressure.
A representation of the results is shown in Figure 1.3. There are four main features
of the graph, which are labelled 1–4. Initially, as the material is first loaded, the graph
is linear up to some critical pressure, at which point the stiffness lessens considerably.
The resulting ‘kink’ in the graph need not be as pronounced as shown, but the
sharpness is dependent on the distribution of the sizes of the microspheres. Secondly,
if the material is loaded up to a point A and then unloaded, the deformation takes
place along curve AB, displaying a marked stress-softening or hysteresis effect. This
phenomenon is related to the Mullins effect seen in filled rubbers (see Section 1.2).
The third feature of the graph is a (semi-)permanent set once the material is fully
unloaded from A. (This set only occurs if the material has been deformed past the
critical pressure, or ‘kink’.) If further loading occurs, it will happen along the curve
BA. If the material is deformed past the point A, it will follow the original loading
curve, with unloading occuring along a new softened curve, with greater displacements
than curve AB. The fourth effect is that if a material has been unloaded to the point
B, the permanent set disappears fairly rapidly. However, the material’s behaviour
under compression does not return to the curve O1A for a period of 24 hours. This
is also a phenomenon associated with the Mullins effect.
Given that anechoic tiles have an obvious military application, research on their
properties is hard to find in publicly available journals. Parnell [79] and Allwright,
Jones and Parnell [1] considered the scattering of sound from a single microsphere,
modelled as a void for simplicity. The material surrounding the void was assumed
to be under hydrostatic stress at infinity, inducing a strain field in the immediate
vicinity of the void. This strained material scatters an incident acoustic wave, and
the strength of this scattered field was determined. Meanwhile the static problem has
been analysed by Fok [31] and Fok and Allwright [32]. These two references consider
the hydrostatic compression at infinity of an embedded microsphere. Chapter 3 of
this thesis includes this problem as a special case.
1.2 Rubber elasticity and the Mullins effect
Vulcanised rubber is an elastic material which satisfies a nonlinear stress–strain rela-
tion. This is characterised by the strain energy function of the material. The most
2
Figure 1.2: An experiment to determine the properties of the material.
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Figure 1.3: Behaviour of the composite material.
3
common strain energy functions used for rubber are the Neo-Hookean and Mooney–
Rivlin material models. However, these have been supplanted in recent times by more
sophisticated models such as the Ogden material model [44]. All these models treat
the material as incompressible, due to the fact that the compressibility of rubber is
very small [93].
We will now consider the models which have been proposed for the explanation of
the Mullins effect, which may give an insight into properties 2–4 of Figure 1.3. The
main similarity between carbon black-filled rubber, for which the Mullins effect was
first described, and anechoic tiles is that both materials are formed from vulcanised
rubber filled with microscopic particles. However in black-filled rubbers the inclusions
are small particles of carbon, which can be treated as rigid in comparison to the
rubber. The similarities are close enough that we can transfer some of the knowledge
of the Mullins effect to the case of anechoic tiles.
The Mullins effect in filled rubbers is usually demonstrated by a uniaxial tension
test. The results of a typical test are shown in Figure 1.4. The material in its virgin
1
1
2
O
3
A
B
Strain
Stress
Figure 1.4: Schematic diagram of the Mullins effect.
form, that is, having not been previously deformed, follows curve 1 along OAB. If
the material is stretched along this curve from O to A and retracted, we find that
the retraction follows curve 2 from A to O. All further deformations from O to A
and back then follow curve 2. If the material is now stretched from O to B, it follows
curve 2 to A and then curve 1 from A to B. On retraction, it follows curve 3, and all
further deformations from O to B follow this curve.
The Mullins effect has also been noticed in simple shear tests and uniaxial compres-
sion tests, but to a lesser extent than for uniaxial extension. Although a permanent
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set and hysteresis are also observed in all tests, only the idealised behaviour given
above is usually considered when modelling the effect.
An additional property of filled rubbers is that the stiffness is regained after a
period of time. At room temperature the recovery is slow, but at 100◦C up to 50%
of the stiffness is recovered after an hour [43]. This effect is known as healing.
1.2.1 Experimental evidence
Although the Mullins effect was noted as far back as 1903 [11], and was studied
by Holt [43] for example, the first major experimental study was made by Mullins
[71, 72, 73]. He performed tensile stress–strain experiments on unfilled and filled
rubber vulcanisates, and found that filled vulcanisates were considerably softer on the
second stretching. Unfilled rubbers were only slightly affected by previous stretching.
It was also found that the stress–strain properties of the previously stretched material
were anisotropic, and that the stiffness returned to the structure after some time, but
only at significantly higher temperatures than room temperature. Mullins attributed
these effects to a breakdown in the structure of the carbon black particles as the
material was stretched.
Blanchard and Parkinson [10] disagreed. By measuring the resistivity of the rubber
as it was being stretched under uniaxial tension, they noticed no significant change
in the structure of the carbon filler particles. Their explanation for the Mullins effect
was the breakage of bonds between the rubber and the carbon particles, and they
derived an empirical relation based on the molecular theory of rubber.
Later, Harwood et al. [40, 41] performed more experiments, and found that in
fact unfilled rubbers do exhibit a similar stress-softening effect to filled rubbers in
uniaxial tension tests, if strains of up to 5 are considered. They concluded that the
most likely cause of the Mullins effect was a change in the orientation or entanglement
of the polymer chains in the rubber.
More recently Dorfmann and Ogden [28] presented experimental results that
showed that, at least for strains of up to around 1.5, the Mullins effect is hardly
seen in rubber with low concentrations of carbon black, so that for relatively low
strains the effect can be primarily attributed to the presence of inclusions.
1.2.2 Molecular-based theories
Bueche [14, 15] agreed that the cause of the Mullins effect was primarily due to the
breaking of bonds between the rubber and the particles. He proposed a molecular
model which considered the probability that a polymer chain attached to two carbon
black particles would come loose when the particles are displaced.
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Govindjee and Simo [34, 36, 35] reviewed the explanations for the Mullins effect,
and also favoured this explanation. Expanding upon Bueche’s work, they modelled
the rubber by taking a statistically representative sample volume of rubber, calcu-
lating its strain energy function using an averaging theory, and relating it to the
average strain history of the material using ideas from statistical mechanics. An av-
eraged strain energy function is obtained, together with slightly modified stress–strain
equations which are dependent on the volume fraction of particles in the rubber.
1.2.3 Empirical theories
Due to the necessity of modelling large deformations of rubber with nonlinear elas-
ticity, an alternative approach to modelling the Mullins effect has been to devise
empirical notions of ‘damage’ to the material. Mullins and Tobin [74] constructed a
model which attempted to explain the effect in terms of ‘hard’ and ‘soft’ phases of
the rubber. They assumed that most of the rubber would be in the hard phase to
begin with, but after deformation a larger proportion of the rubber will be in the soft
phase. The words ‘hard’ and ‘soft’ here do not necessarily refer to the filler and the
rubber respectively.
Later, Johnson and Beatty [49, 48, 50] developed a theory to explain the Mullins
effect for any nonlinear elastic material, parametrising the damage done to the ma-
terial by the maximum previous strain. Beatty and Krishnaswamy [5, 53, 4, 54] gave
this theory an overhaul. They adapted the model of Mullins and Tobin of the ex-
istence of hard and soft phases in the rubber, with the volume fraction of the soft
phase increasing if the strain is increased past its maximum previous strain. However,
there is no need to interpret the rubber as having hard and soft phases. We can con-
sider the volume fraction of soft phase as an abstract damage parameter which varies
between 0 in the undamaged (virgin) state, and 1 (totally damaged). Here damage
is defined as loading past the maximum previous strain. The results work with any
strain energy function, but a specific dependence on the maximum previous strain
(softening function) is chosen for analytical simplicity and to fit experimental data.
More recently, Ogden and co-workers [77, 28] developed a theory similar to that of
Beatty and Krishnaswamy in that it is based around the strain energy function of the
material, with a damage parameter modelling the amount of damage being done to
the material; however, in this theory the damage is modelled in a much more abstract
way. The strain energy function of the material is modified so that it depends on a
damage parameter labelled η, making the material ‘pseudo-elastic’. In this theory,
η is constant if damage is being done to the material — a counterintuitive idea, but
useful since the loading curve for an undamaged material can thus be modelled by a
known strain energy function. The parameter η should therefore be treated purely
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as a mathematical construct, with no physical basis. Like Beatty and Krishnaswamy,
Ogden and Roxburgh introduce a ‘damage function’ which expresses how the strain
energy function depends on η when η varies. The validity of the model is checked
by fitting the material constants of the strain energy function and constants in the
damage function to data from Mullins and Tobin’s original experiments, but the
model chosen has no physical justification for its form.
There have been many other theories that attempt to describe the Mullins effect.
Miehe [68] and later Laraba-Abbes et al. [56] employed a model which considered a
strain energy function (1− d)W where W is a given strain energy function and d is a
damage parameter. A different course was taken by Marckmann et al. [66], who used
a ‘network alteration theory’, adapting a rubber model based on considerations of how
chains of molecules deform. DeSimone et al. [27] created a model which simplified
the behaviour in Figure 1.4 to a piecewise linear relation, and invoked a damage
parameter model similar to Beatty and Krishnaswamy to explain stress-softening in
that case. Lin and Schomburg [59] attempted to create a full phenomenological model
for rubber, incorporating viscoelasticity and plasticity as well as the Mullins effect,
but without considering any microscopic effects. All these theories are essentially
empirical relations, that mainly seek to predict the stress–strain curve in Figure 1.4
by fitting experimental data to a curve rather than appeal to the rubber molecules’
bonds breaking.
1.3 Application to anechoic tiles
The strains that the microsphere-filled material will experience are much less than 5,
so by the results of Dorfmann and Ogden [28], we can confidently assume that the
main mechanism by which the material loses stiffness is the slippage or rupture of
bonds between the matrix and the inclusions (which will be referred to henceforth as
‘debonding’). The reason for this is that the softening effect is barely seen at these
strains in unfilled rubbers. If we assume that the ‘kink’ in Figure 1.3 is due to the
buckling of the microspheres, we conclude that the debonding occurs after buckling,
in light of the observation that no stress-softening occurs if the loading never reaches
the kink.
The conjectured reasons for the behaviour of the material in Figure 1.3 are there-
fore that the material behaves naturally for small strains, until a critical stress causes
most of the shells to buckle (increasingly large strains will eventually cause all shells
to buckle). This buckling will cause slippage or rupture in the bonds between the
inclusions and the matrix, and the degree to which this occurs becomes greater as the
stress is increased. The degree of debonding is referred to as the damage done to the
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material. No damage is conjectured to occur on unloading, so that each unloading
curve (such as A–B in Figure 1.3) represents the stress–strain relation for a given
damage parameter and will thus be the same on loading since reloading the material
up to the maximum previous strain would not cause the damage to increase greatly.
The permanent set is assumed to be due to shells remaining buckled on full unload-
ing, and the healing effect seen after 24 hours is presumably due to the refornation
of bonds between the inclusions and the matrix, as for carbon black-filled rubbers.
Analytically solving the problem of a debonding nonlinearly elastic matrix from
a buckling shell is a near-impossible task, so it will not be considered here. On the
other hand, by making the simplification to linear elasticity, the buckling problem
itself can be tackled analytically, giving an explanation of the first effect in Figure 1.3.
Modelling the debonding, though, would still be too difficult, which means that we
will only consider the inclusions as having two states: unbuckled and buckled, both
with full attachment to the matrix. Ideally there would be a continuum of states of
the inclusion, from pristine (unbuckled) to a very damaged state (buckled and with
a large region of debonding from the matrix). However with only two states of the
inclusion we can consider the damage parameter to be given by the proportion of
shells which have buckled. Nevertheless, it is hoped that the results can begin to
explain the loading curve for the material.
1.4 Thesis outline
Before considering the buckling problem, in Chapter 2 we analyse the paradigm prob-
lem of infinitely long cylindrical fibres in antiplane strain. We will first consider how
one inclusion debonds from the matrix under this mode of deformation, before con-
sidering the homogenised problem of many inclusions embedded in the matrix. Two
homogenisation approaches are analysed, namely the multiple scales homogenisation
which assumes a grid distribution of inclusions, and the point inclusion method, which
assumes that the fibres are infinitely far apart.
In Chapter 3 we analyse the problem of a spherical shell embedded in a linearly
elastic matrix. We apply a stress field at infinity and find the critical stress at which
the inclusion buckles. The background theory for this chapter is in Appendix A,
which is presented in terms of general curvilinear coordinates, before specialising to
spherical polar coordinates. In Chapter 4 we analyse the limit as the shell thickness
ratio tends to zero. This will give us an approximate analytic expression for the
critical stress and buckling pattern, as opposed to the numerical results of Chapter
3.
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Chapter 5 analyses a model for the behaviour of the shell after buckling has
occured. We do not consider the full post-buckling behaviour of the shell. Rather,
we assume that the shell is assumed to lose its stiffness around its equator, resulting
effectively in a split shell. The final solution is found numerically. In Chapter 6
we take the leading-order solutions at infinity of the pre-buckled and post-buckled
shells, and use these results to find the behaviour of a homogenised material formed
from a distribution of these microsphere inclusions, via a method similar to the point
inclusion method of Chapter 2. We finally draw our conclusions in Chapter 7.
Throughout the thesis we will assume that the shell and the matrix are linearly
elastic materials, with dimensions and physical properties as given in Table 1.1. The
matrix shear modulus is not given because all stresses will be given in terms of this
quantity.
Physical quantity Value
Shell mid-surface radius R̂ 20µm
Shell thickness h 0.02 R̂
Matrix shear modulus Gm —
Matrix Poisson ratio νm 0.45
Shell shear modulus Gs 100Gm
Shell Poisson ratio νs 0.35
Table 1.1: Typical values of physical constants.
1.5 Statement of originality
In Chapter 2, originality is claimed for Section 2.3 insofar as it discusses the particular
configuration shown in Figure 2.2 and the calculation of stress intensity factors. The
initial theory of the section is entirely due to Tamate and Yamada [91]. For the
multiple scales analysis of Section 2.4.1, the results are not original but originality is
claimed for the method by which they were derived (the results have not been derived
by the multiple scales homogenisation method previously). Section 2.4.2 and onwards
is original work.
In Chapter 3, originality is claimed for the results of Section 3.3 and the entirety
of the remainder of the chapter. Chapter 4 is original from Section 4.3.2 onwards, as
is the entirety of Chapter 5 except where noted. In Chapter 6 up to Section 6.3.2,
the mechanism of finding the effective elastic tensor by averaging the polarisation
is not original, however the analysis of splitting the solution into inner and outer
solutions and the averaging analysis is original. The work of Section 6.3.2 onwards is
all original. The appendices are not original, apart from Section C.1 and Appendix
D.
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Chapter 2
A Paradigm Problem
In this chapter we will be studying a paradigm problem which will introduce the
homogenisation process to be used in Chapter 6. The model studied here is the
debonding of a fibre embedded in an elastic medium (both linearly elastic), undergoing
antiplane shear parallel to the fibres. The main similarity between the antiplane
shear of embedded fibres and the buckling of embedded shells is that in both cases
an individual inclusion undergoes a transition between a ‘virgin’ and a ‘damaged’
state. In the antiplane case these states correspond to being respectively bonded and
debonded to the matrix, while in the case of an embedded shell we consider unbuckled
and buckled states. In this chapter we show that if we know the far-field behaviour
of a single inclusion in a matrix which has a stress field applied at infinity, in both
the virgin and damaged states, together with a criterion for the transition from the
first state to the second, we can consider a continuous distribution of inclusions with
varying properties, and analyse how the damaging of individual inclusions affects the
large-scale properties of the composite material. These methods will be applied to a
distribution of embedded shells in Chapter 6.
We first solve the problem of one fully attached fibre, before considering its
debonding from the matrix, using complex variable theory. Following this we consider
two methods of homogenisation for the problem — by multiple scales (assuming the
fibres are arranged in a grid), and by the point inclusion method (assuming the fibres
are far apart). We compare the two methods and conclude that the simpler point
inclusion method is accurate enough for our needs. Finally this method is applied to
the problem of a distribution of debonding fibres.
2.1 Governing equations
In elasticity theory, antiplane deformations are characterised by having only one non-
zero component of displacement, which we will assume is in the z-direction. This
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displacement is assumed not to depend on z. In other words, in Cartesian coordinates,
u = 0 , (2.1)
v = 0 , (2.2)
w = f(x, y) . (2.3)
This gives us only two non-zero components of strain,
exz =
1
2
∂f
∂x
, (2.4)
eyz =
1
2
∂f
∂y
, (2.5)
and hence only two non-zero components of stress,
τxz = G
∂f
∂x
, (2.6)
τyz = G
∂f
∂y
, (2.7)
where G is the shear modulus of the material, assumed to depend on x and y only.
Substituting these into the steady equilibrium equation with no body forces,
∂τij
∂xj
= 0 , (2.8)
gives us the equation to be solved for f ,
∇ · (G∇f) = 0 , (2.9)
in two dimensions.1 The dilatation ∇ ·u is zero, showing that all antiplane deforma-
tions are automatically volume-preserving.
2.2 The matrix–fibre problem
In this section we will consider the problem of a single, infinitely long circular cylindri-
cal fibre embedded in an elastic matrix, undergoing a shearing stress field at infinity,
as depicted in Figure 2.1. For simplicity we assume that τxz|∞ is zero and τyz|∞ = τ0.
The matrix is assumed to have constant shear modulus Gm, and in the fibre the
shear modulus is Gf , also constant. We define two displacements fm and ff for the
displacements in the matrix and fibre respectively.
1Had we been considering a Mooney–Rivlin or Neo-Hookean material in nonlinear elasticity (see
Section 1.2), we would have the same equation to solve (see [46]), although the stress field would
have non-zero components other than those given above.
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τ0
τ0
Included fibre
Matrix material z
y
x
Figure 2.1: A depiction of the stress field acting on the included fibre.
The radius of the fibre is assumed to be a, and the displacement and tractions are
to be matched at x2 + y2 = a2. From the previous section the problem thus becomes
∂2ff
∂x2
+
∂2ff
∂y2
= 0 in x2 + y2 < a2, (2.10)
∂2fm
∂x2
+
∂2fm
∂y2
= 0 in x2 + y2 > a2, (2.11)
fm − ff = 0 at x2 + y2 = a2, (2.12)
Gm
∂fm
∂r
−Gf ∂ff
∂r
= 0 at x2 + y2 = a2, (2.13)
Gm
∂fm
∂y
→ τ0 as x2 + y2 →∞, (2.14)
Gm
∂fm
∂x
→ 0 as x2 + y2 →∞. (2.15)
This problem is best solved by changing to cylindrical polar coordinates,
r =
√
x2 + y2 , (2.16)
θ = tan−1
(y
x
)
. (2.17)
The system to be solved becomes
1
r
∂
∂r
(
r
∂ff
∂r
)
+
1
r2
∂2ff
∂θ2
= 0 in r < a, (2.18)
1
r
∂
∂r
(
r
∂fm
∂r
)
+
1
r2
∂2fm
∂θ2
= 0 in r > a, (2.19)
fm − ff = 0 at r = a, (2.20)
Gm
∂fm
∂r
−Gf ∂ff
∂r
= 0 at r = a, (2.21)
fm ∼ τ0
Gm
r sin θ as r →∞ . (2.22)
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We assume that the displacements are of the form
fm = Fm(r) sin θ , (2.23)
ff = Ff(r) sin θ , (2.24)
due to the condition at infinity. Substituting these into equations (2.18)–(2.19) gives
Fm = Ar +
B
r
, (2.25)
Ff = Cr +
D
r
, (2.26)
where A, B, C and D are arbitrary constants. We immediately set D = 0 so that
the displacement is finite in the fibre. We also set
A =
τ0
Gm
(2.27)
to match to the condition at infinity. Comparing the displacements at r = a gives
C =
τ0
Gm
+
B
a2
, (2.28)
and finally, matching the tractions gives
B =
τ0a
2
Gm
(
Gm −Gf
Gm +Gf
)
. (2.29)
Therefore, altogether we have
fm =
τ0
Gm
[
r +
a2
r
(
Gm −Gf
Gm +Gf
)]
sin θ , (2.30)
ff =
τ0
Gm
[
r + r
(
Gm −Gf
Gm +Gf
)]
sin θ (2.31)
=
2τ0 sin θ
Gm +Gf
. (2.32)
The two limiting cases Gf →∞ and Gf → 0 are of interest to us. The first models
the case where the fibre becomes infinitely stiff, or in other words, rigid. In the second
limit, the fibre becomes infinitely soft, namely a void. This case also corresponds to
the traction being zero on r = a, so it could equally well model the situation where
the matrix has fully debonded from its inclusion, with no traction between the two.
In the two limits Gf →∞ and Gf → 0, the matrix displacement becomes
fm =
τ0
Gm
(
r ∓ a
2
r
)
sin θ (2.33)
respectively.
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We note that we could also consider the case where the shear at infinity was
aligned differently, i.e.
Gm ∇f ||x|→∞ = τ0p̂ , (2.34)
where p̂ = (p̂1, p̂2) is a unit vector. In that case the solution for the displacement
becomes
fm =
τ0
Gm
[
r +
a2
r
(
Gm −Gf
Gm +Gf
)]
(p̂1 cos θ + p̂2 sin θ) , (2.35)
ff =
τ0
Gm
[
r + r
(
Gm −Gf
Gm +Gf
)]
(p̂1 cos θ + p̂2 sin θ) . (2.36)
2.3 Debonding
Having calculated the displacement field in the matrix for a fully-attached and a fully-
detached inclusion, we now want to consider the case of a partly-attached inclusion,
so that we can model the debonding process. We assume that the inclusion is bonded
along b1a2 and b2a1 in Figure 2.2 and unbonded along a1b1 and a2b2 in the same
figure. The reason for choosing this configuration is that we assume that the material
will begin debonding at the region of greatest stress, namely at θ = ±π/2. Then, as
the stress at infinity increases we suppose that the extent of the debonding will also
increase, yielding a configuration as shown in Figure 2.2.
attached
detached
a1b1
a2 b2
θ0
a
Sf
Sm
Figure 2.2: Configuration of the partly-attached fibre.
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This problem has already been solved by Tamate and Yamada [91]. Although
they didn’t give an explicit solution for the displacement, they used complex function
theory to find the stress fields around the crack tips, which enabled them to find
the stress intensity factors. We will use their solution method to find these stress
intensity factors so that we can predict the debonding of the fibre from the matrix.
We define two regions Sf and Sm which are separated by a circle of radius a, as
shown in Figure 2.2. In Sf we have a linear elastic material with shear modulus Gf ,
and in Sm we have a material with modulus Gm. As before, at infinity a stress field
τyz = τ0 is applied, which can be rewritten as
τxz − iτyz = −iτ0 (2.37)
in preparation for the use of complex variable theory. The arc a1b1 is referred to as
L′1 and a2b2 is designated L
′
2. Along these arcs the two materials are unattached. We
denote
L′ = L′1 ∪ L′2 (2.38)
to be the unbonded curve. Similarly, b1a2 is denoted L
′′
1 and b2a1 is denoted L
′′
2. We
define
L′′ = L′′1 ∪ L′′2 (2.39)
to be the bonded curve — the materials are attached along here. In our problem, the
points ai, bi have complex values
a1 = ae
iθ0 , (2.40)
b1 = ae
i(pi−θ0) , (2.41)
a2 = ae
i(pi+θ0) , (2.42)
b2 = ae
i(2pi−θ0) . (2.43)
Now, the displacements in both regions are given by a solution of Laplace’s equa-
tion. It is well known that in a simply-connected domain, any solution of Laplace’s
equation,
∂2f
∂x2
+
∂2f
∂y2
= 0 , (2.44)
can be given by
f = ℜ(χ(ζ)) (2.45)
=
1
2
(
χ(ζ) + χ(ζ)
)
(2.46)
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where ζ = x + iy, ℜ denotes the real part, and χ(ζ) is an analytic function. In this
section an overbar represents the complex conjugate. For the annular region Sm, the
solution is given by equation (2.46) added to a multiple of log(|ζ|) [29]. Then if ff is
the z-displacement in Sf and fm is the z-displacement in Sm, we can find the solutions
ff =
1
2
(
χf(ζ) + χf(ζ)
)
, (2.47)
fm =
1
2
(
χm(ζ) + χm(ζ)
)
+ α log(|ζ|) (2.48)
for as yet unknown analytic functions χf(ζ) and χm(ζ) and real constant α.
The stresses τxz and τyz in a linear material are given by equations (2.6)–(2.7).
We find that this implies
τxz − iτyz =

Gfχ
′
f(ζ) in the fibre
Gmχ
′
m(ζ) +
Gmα
ζ
in the matrix,
(2.49)
on using equation (2.46). Hence, on using equation (2.37) we have our condition at
infinity:
χ′m(ζ) → −
iτ0
Gm
as |ζ| → ∞. (2.50)
The stress components referred to cylindrical coordinates (r, θ, z) can be written
as
τrz − iτθz =

Gfχ
′
f(ζ)
ζ
|ζ| in the fibre
Gmχ
′
m(ζ)
ζ
|ζ| +
Gmα
|ζ| in the matrix.
(2.51)
The fibre is in a state of equilibrium, so that the integral of τrz in the fibre around the
boundary of Sf is zero. From (2.51), integrating the matrix value of τrz − iτθz around
the same contour gives 2πGmα. However, τrz is continuous across the contour, either
through matching tractions on the bonded sections or by setting τrz = 0 on either
side of the detached sections. Thus we obtain α = 0. Now, we demand that τrz = 0
on L′, so that on this curve
σχ′+f (σ) + σ¯χ
′+
f (σ) = 0 , (2.52)
σχ′−m (σ) + σ¯χ
′−
m (σ) = 0 , (2.53)
where σ = aeiθ and superscript + and − refer to which side of L′ the χi(ζ) are defined
on: ‘+’ refers to the Sf side and ‘−’ to the Sm side. Along the bonded edge L′′, we
demand continuity in τrz and in f (or ∂f/∂θ). These conditions tell us that we require
Gf
[
σχ′+f (σ) + σ¯χ
′+
f (σ)
]
= Gm
[
σχ′−m (σ) + σ¯χ
′−
m (σ)
]
, (2.54)
σχ′+f (σ)− σ¯χ′+f (σ) = σχ′−m (σ)− σ¯χ′−m (σ) (2.55)
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along L′′. The problem is therefore to find two analytic functions χf(ζ), χm(ζ) which
satisfy the conditions (2.52), (2.53), (2.54) and (2.55) on the interface between Sf and
Sm, and (2.50) at infinity.
Tamate and Yamada solved the problem by analytically extending χf(ζ) and
χm(ζ), which are currently only defined in Sf and Sm respectively, to the entire plane
Sf ∪Sm (with the possible exception of branch cuts). To this end, we define functions
ω1(ζ) and ω2(ζ) by
ω1(ζ) =

ζχ′f(ζ) in Sf
−a
2
ζ
χ′f
(
a2
ζ
)
in Sm,
(2.56)
ω2(ζ) =

−a
2
ζ
χ′m
(
a2
ζ
)
in Sf
ζχ′m(ζ) in Sm,
(2.57)
so that for each j = 1, 2 we have
ωj
(
a2
ζ
)
= −ωj(ζ) in Sf ∪ Sm. (2.58)
This implies that on ζ = σ = aeiθ,
ω±j (σ) = −ω∓j (σ) . (2.59)
These functions (2.56) and (2.57) have been chosen so that the boundary conditions
on L′ imply that ω1(ζ) and ω2(ζ) are analytic on the whole complex plane, cut along
L′′ (the bonded curve). On using (2.59), the conditions along L′′ become[
Gfω
+
1 (σ) +Gmω
+
2 (σ)
]
=
[
Gfω
−
1 (σ) +Gmω
−
2 (σ)
]
, (2.60)[
ω+1 (σ)− ω+2 (σ)
]
= − [ω−1 (σ)− ω−2 (σ)] . (2.61)
In addition, from the behaviour of χ′f(ζ) and χ
′
m(ζ) at infinity, we find that
ω1(ζ) ∼ a0ζ +O(ζ2) as ζ → 0 , (2.62)
ω1(ζ) ∼ −a0a
2
ζ
+O(ζ−2) as ζ →∞ , (2.63)
ω2(ζ) ∼ − iτ0
Gm
ζ +O(ζ−1) as ζ →∞ , (2.64)
ω2(ζ) ∼ − iτ0
Gm
a2
ζ
+O(ζ) as ζ → 0 , (2.65)
where a0 is some constant. The problem has thus reduced to finding the two functions
ω1(ζ) and ω2(ζ) which are analytic on the whole complex plane cut along L
′′, and
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which satisfy equations (2.60) and (2.61) on L′′ together with (2.62)–(2.65) at infinity
and zero.
Now, consider the function
H(ζ) = Gfω1 +Gmω2 + iτ0ζ +
iτ0a
2
ζ
. (2.66)
This is analytic on C by (2.60), and we have H(ζ)→ 0 as ζ → 0,∞ by (2.62)–(2.65).
Thus H is bounded on C and analytic, so by Liouville’s theorem, H = constant = 0.
This gives us
Gfω1(ζ) +Gmω2(ζ) = −iτ0
(
ζ +
a2
ζ
)
. (2.67)
This leaves us with the problem of finding the function
Φ(ζ) = ω1(ζ)− ω2(ζ) , (2.68)
which is analytic on C \ L′′, and which satisfies
Φ+(σ) = −Φ−(σ) on L′′, (2.69)
by equation (2.61). This is a homogeneous Hilbert problem for open contours; an
explanation of the problem and a solution method can be found in Green and Zerna
[37].
The solution here is given by
Φ(ζ) = X(ζ)R(ζ) , (2.70)
where
X(ζ) = (ζ − a1)−1/2(ζ − b1)−1/2(ζ − a2)−1/2(ζ − b2)−1/2 , (2.71)
R(ζ) = c−1ζ
−1 + c0 + c1ζ + c2ζ
2 + c3ζ
3 , (2.72)
and we take the branch of X(ζ) which is single-valued on the plane cut along L′′ and
which has the form
X(ζ) ∼ ζ−2 + A1ζ−3 + · · · (2.73)
at infinity. The solution is finally determined by calculating the five constants ck.
Once Φ(ζ) is found, the functions ω1(ζ), ω2(ζ) can be found from equations (2.67)
and (2.68). Solving these gives us
ω1(ζ) =
Gm
Gm +Gf
Φ(ζ)− i
Gm +Gf
τ0
(
ζ +
a2
ζ
)
, (2.74)
ω2(ζ) = − Gf
Gm +Gf
Φ(ζ)− i
Gm +Gf
τ0
(
ζ +
a2
ζ
)
. (2.75)
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Hence, on using the limits of ω2(ζ) at infinity and zero in equations (2.64) and (2.65),
and the expansion (which can be found)
X(ζ) ∼ − 1
a2
+B1ζ +O(ζ
2) as ζ → 0, (2.76)
we find that
c−1 = − iτ0a
4
Gm
, (2.77)
c3 =
iτ0
Gm
. (2.78)
By expanding X(ζ) at zero and infinity, it can be shown that A1 and B1 are both zero
in the above expansions of X(ζ), and hence that c0 and c2 are also zero. We are left
with the task of determining c1. This comes from the condition that the difference in
the displacement f at L′′k is zero for each k = 1, 2, i.e. for each attached arc.
So we require
[f1 − f2]L′′ = 0 (2.79)
⇒
∫
L′′
(
∂f1
∂θ
− ∂f2
∂θ
)
dθ = 0 (2.80)
⇒
∫
L′′
[
ω+1 (σ) + ω
−
1 (σ)− ω+2 (σ)− ω−2 (σ)
]
dθ = 0 (2.81)
⇒
∫
L′′
(Φ+ + Φ−) dθ = 0 (2.82)
⇒
∫
L′′
Φ− dθ = 0 (2.83)
⇒
∫
L′′
X−(σ)R(σ) dθ = 0 . (2.84)
Some algebraic manipulation (taking care of course with the branch cuts) shows that
(recalling σ = aeiθ)
X−(aeiθ) = |X−(aeiθ)|eiΘ , (2.85)
where
|X−(aeiθ)| = 1√
2a2
√
cos 2θ − cos 2θ0
(2.86)
Θ = −1
2
[
tan−1
(
sin θ − sin θ0
cos θ − cos θ0
)
+ tan−1
(
sin θ − sin θ0
cos θ + cos θ0
)
+tan−1
(
sin θ + sin θ0
cos θ + cos θ0
)
+ tan−1
(
sin θ + sin θ0
cos θ − cos θ0
)]
. (2.87)
We choose the branch of the inverse trigonometric functions such that
tan−1 x+ cot−1 x =
π
2
. (2.88)
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We also choose
tan−1(tanx) = x− nπ , (2.89)
where n ∈ N is chosen so that −π/2 < x− nπ < π/2, and
cot−1(cotx) = x− nπ , (2.90)
where n ∈ N is chosen so that 0 < x− nπ < π. Then, using trigonometric identities
we find that Θ simplifies to give
eiΘ = e−iθ for − θ0 < θ < θ0 , (2.91)
eiΘ = −e−iθ for π − θ0 < θ < π + θ0 . (2.92)
We will substitute these values into equation (2.84) to find c1. We will calculate
the integral around L′′2, which is the arc from θ = −θ0 to θ = θ0 — choosing the other
arc gives the same result. We obtain∫ θ0
−θ0
(
c−1
a
e−iθ + ac1e
iθ + a3c3e
3iθ
)
√
2a2
√
cos 2θ − cos 2θ0
· e−iθ dθ = 0 . (2.93)
Using the results (2.77), (2.78) for c−1 and c3, we find that this simplifies to
−
√
2τ0a
Gm
∫ θ0
−θ0
sin 2θ√
cos 2θ − cos 2θ0
dθ +
c1√
2a
∫ θ0
−θ0
dθ√
cos 2θ − cos 2θ0
= 0 . (2.94)
The integrands are respectively odd and even, so the first integral is zero while the
second is nonzero. This tells us that c1 = 0. Therefore
R(ζ) =
iτ0a
3
Gm
(
ζ3
a3
− a
ζ
)
. (2.95)
2.3.1 Calculation of stress intensity factors
We will now attempt to find the stress intensity factor of the τrz component of stress
at the crack tip ζ = aeiθ0 . By symmetry it should be the same at the other crack
tips. We will consider the stress along the arc a1b2 in Figure 2.2, assuming that the
stress has a square-root-singularity in the arc-length parameter aψ, ψ being the angle
measured anticlockwise from a1.
By the previous section, the stress τrz at ζ = σ in the matrix is given by
τrz|ζ=σ = ℜ
[
Gmσ
a
χ′m(σ)
]
(2.96)
= ℜ
[
Gm
a
ω−2 (σ)
]
(2.97)
= −Gm
a
ℜ
[
GfΦ
−(σ)
Gm +Gf
+
iτ0
Gm +Gf
(
σ +
a2
σ
)]
. (2.98)
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We will be looking near the crack tips, where the square root singularity from the
Φ(ζ) term dominates. Therefore, near here,
τrz|ζ=σ ∼ −
GmGf
a(Gm +Gf)
ℜ (Φ−(σ)) (2.99)
=
Gfτ0a
2
Gm +Gf
ℜ
(
iX−(σ)
(
a
σ
− σ
3
a3
))
. (2.100)
As stated previously, we wish to find τrz at ζ = a exp (i(θ0 − ψ)), which is
τrz|ζ=a exp(i(θ0−ψ)) ∼
Gfτ0a
2
Gm +Gf
ℜ [iX−(aei(θ0−ψ))(ei(ψ−θ0) − e3i(θ0−ψ))] , (2.101)
or, by equations (2.85)–(2.87),
τrz|ζ=aei(θ0−ψ) ∼
Gfτ0
(Gm +Gf)
√
2
√
cos 2(θ0 − ψ)− cos 2θ0
×ℜ [iei(ψ−θ0) (ei(ψ−θ0) − e3i(θ0−ψ))] (2.102)
=
√
2Gfτ0 sin 2(θ0 − ψ)
(Gm +Gf)
√
cos 2(θ0 − ψ)− cos 2θ0
. (2.103)
Now, we assume that
τrz|ζ=aei(θ0−ψ) =
Krz√
aψ
+ · · · (2.104)
for small aψ, where Krz is the stress intensity factor. We find that
Krz = lim
ψ→0
√
aψ τrz|ζ=aei(θ0−ψ) (2.105)
= lim
ψ→0
[ √
2aψGfτ0 sin 2(θ0 − ψ)
(Gm +Gf)
√
cos 2(θ0 − ψ)− cos 2θ0
]
(2.106)
=
Gfτ0
√
a sin 2θ0
Gm +Gf
. (2.107)
In order to model the debonding of the material from the inclusion, we will model
the interface as a crack where the material has debonded, and a potential crack where
it has not. We apply the Griffith criterion for crack opening, which states that the
crack will extend if the energy released in doing so is greater than the additional
surface energy of the crack.2 This is equivalent to saying that the crack opens if the
stress intensity factor increases past a critical parameter Kcrit [87]. This leads to a
condition on τ0 for crack growth,
Krz > Kcrit (2.108)
⇒ τ0 > (Gf +Gm)Kcrit
Gf
√
a sin 2θ0
. (2.109)
2A more physically realistic model of crack growth is the Barenblatt model, which assumes that
near the crack tip there exists a region where cohesive forces ameliorate the singularity in the stress
component. However, Willis [97] showed that the Barenblatt and Griffith models only differ for
dynamic crack propagation, as opposed to static (or quasistatic) deformations, as we consider here.
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However, if we assume that θ0 = π/2 at the start of the process, then we would
require an infinite stress at infinity to begin debonding. To resolve this problem we
assume that there already exists a small crack, so that we start not from θ0 = π/2
but from θ0 = π/2 − ε, where ε ≪ 1. This is a reasonable assumption because it
is unlikely that the bonding of an inclusion is ever perfect. The one simplification
that we make is that the initially debonded patches are at the poles, at the region of
greatest strain.
Now, we find that if there exists a crack with θ0 = π/2 − ε, then as soon as τ0
satisfies (2.109), the crack will extend a little. But this implies that θ0 decreases, so the
right-hand side of (2.109) decreases. Therefore the extended crack also satisfies (2.109)
at this value of τ0, decreasing θ0 even more. We find that θ0 continues decreasing
until θ = ε. Therefore, as soon as a critical stress τcrit is reached, the crack goes from
θ0 = π/2− ε to θ0 = ε instantaneously, with any further increase of stress decreasing
θ0 still further (but never actually reaching 0). In practical terms, we consider the
transition being from a fully bonded inclusion to full decohesion, as soon as τ0 > τcrit.
The critical stress is given by
τcrit =
Gf +Gm
Gf
Kcrit√
a sin 2(pi
2
− ε) (2.110)
=
Gf +Gm
Gf
K˜crit√
a
, (2.111)
where
K˜crit =
Kcrit√
sin 2ε
(2.112)
is a modified stress intensity factor.
2.4 Homogenisation
The second part of this chapter involves the consideration of a distribution of in-
clusions. The theory of finding the effective material constants of a medium based
on its microscale is known as homogenisation. We will consider two different ho-
mogenisation methods. Firstly we will analyse multiple-scales homogenisation, where
inclusions can be as close as is necessary to each other, but need to be arranged in a
grid. Secondly we will look at a method which is easier to apply and is not restricted
to a grid structure, but which assumes that the inclusions are placed far from each
other. Finally we will compare the two methods to see whether we could be justified
in using the second, simpler method rather than the more complicated multiple scales
approach.
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The model (2.9) is mathematically identical to a number of other physical phe-
nomena, many of which are listed by Batchelor [3]. This has resulted in an active field
of research in the homogenisation of material properties relating to these phenomena.
The constants which take the place of G in (2.9) are known as transport properties
in the other models, which include:
• Conduction of heat or electrical current, for which the transport property is the
thermal or electrical conductivity κ or σ;
• Steady flow in a porous medium, for which the transport property is the Darcy
parameter k/µ; here k is the permeability while µ is the fluid’s viscosity;
• The electric field in an insulating material, for which the transport property is
the dielectric constant ε.
2.4.1 Multiple-scales homogenisation
Multiple scale analysis can be used when there are at least two length scales involved in
the problem. In our case, we have the long scale (the dimensions of the material itself)
and the short scale or microscale (the dimensions of the inclusions). We assume that
the properties of the material are doubly periodic in the small scale. The methodology
used in the solution of such problems is well-established; see for example [7, 84,
2]. What follows is an overview of the method, specifically for the case where the
microscale is a square lattice of small side ε, that x = (x1, x2), and that we want to
solve the equation
∂
∂xi
(
a
(
x,
x
ε
) ∂f
∂xi
)
= q(x) (2.113)
(where the summation convention applies over i = 1, 2). There are specified boundary
conditions around the boundary of the body (which could be of Dirichlet, Neumann
or mixed type, but this has no effect on the homogenisation process), and a(x,x/ε)
is assumed to be periodic in both components of x/ε with period 1. In addition we
suppose that a > 0.
We introduce a new coordinate
X =
x
ε
(2.114)
which is the local, or ‘fast’ coordinate with componentsX = (X1, X2). We now treat
x and X as independent variables, so that
∂
∂xk
becomes
∂
∂xk
+
1
ε
∂
∂Xk
, (2.115)
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which means that equation (2.113) becomes
1
ε2
∇X ·
(
a(x,X)∇Xf
)
+
1
ε
[
∇X ·
(
a(x,X)∇xf
)
+∇x ·
(
a(x,X)∇Xf
)]
+∇x ·
(
a(x,X)∇xf
)
= q(x) , (2.116)
where ∇x = ∂/∂xi and ∇X = ∂/∂Xi. We expand f in an asymptotic expansion
f(x,X) ∼ f0(x,X) + εf1(x,X) + ε2f2(x,X) + · · · , (2.117)
with each term 1-periodic in X, and equate all the coefficients of successive powers
of ε in equation (2.116) to zero. At O(ε−2),
∇X ·
(
a(x,X)∇Xf0
)
= 0 , (2.118)
with f0 1-periodic in X. However, the only 1-periodic solutions g to the equation
∂
∂Xj
(
bij(x,X)
∂g
∂Xi
)
= 0 (2.119)
are those which are constant in X (provided that the matrix (bij) is positive definite,
which is the case here since a > 0). Hence we have f0 = f0(x).
In light of this, the O(ε−1) equation becomes
∇X ·
(
a(x,X)∇Xf1
)
= −∇Xa · ∇xf0 . (2.120)
Now, according to the Fredholm alternative solvability condition, this (inhomoge-
neous self-adjoint) equation has no periodic solutions f1 unless the integral over the
domain of X (the unit cell) of the right-hand side of the equation multiplied by the
solution of the homogeneous equation equals zero. By equation (2.119), solutions of
the homogeneous equation are constant in X, so∫
unit
cell
∇Xa · ∇xf0 dX1 dX2 = 0 , (2.121)
where we take any unit cell of the lattice. However, if p(X) is any function periodic
on the unit cell, it can easily be verified that∫ 1
0
∫ 1
0
∂p
∂Xi
dX1 dX2 = 0 . (2.122)
Therefore, condition (2.121) is satisfied identically. To solve equation (2.120) we
assume that f1(x,X) has the form
f1(x,X) = χj(x,X)
∂f0
∂xj
+ f̂1(x) (2.123)
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(the summation convention applies here), where f̂1(x) is an arbitrary function which
has no effect on our solution. Then, from equation (2.120),[
∂
∂Xi
(
a(x,X)
∂χj
∂Xi
)
+
∂a
∂Xj
]
∂f0
∂xj
= 0 . (2.124)
This is true for arbitrary ∂f0/∂xj only if
∂
∂Xi
(
a(x,X)
∂χj
∂Xi
)
+
∂a
∂Xj
= 0 (2.125)
for j = 1, 2.
We have now reached the essential stage of the homogenisation procedure, namely
the cell problem. This requires finding 1-periodic functions χj(x,X) that satisfy
equation (2.125). Note that any solution of this will be unique up to the addition of
an arbitrary function of x: consideration of ∆χj = χj − χ˜j for two solutions χj, χ˜j
gives us
∂
∂Xi
(
a(x,X)
∂
∂Xi
∆χj
)
= 0 , (2.126)
whose solution is an arbitrary function of x as in equation (2.119). This is why f̂1(x)
is arbitrary in equation (2.123).
Once we know the functions χj(x,X), we can proceed to the O(1) equation,
∇X ·
(
a(x,X)∇Xf2
)
= q(x)−∇X ·
(
a(x,X)∇xf1
)
−∇x ·
(
a(x,X)∇Xf1
)
−∇x ·
(
a(x,X)∇xf0
)
. (2.127)
By the Fredholm alternative we demand that the integral of the right hand side over
the unit cell in X is zero, for the same reason as our previous calculation at O(ε−1).
Apart from q(x), which remains after integration, the first term is:
I1 = −
∫ 1
0
∫ 1
0
∂
∂Xi
(
a
∂f1
∂xi
)
dX1 dX2 . (2.128)
However, this is zero because of (2.122).
Integrating the second term on the right hand side of equation (2.127) gives
I2 = −
∫ 1
0
∫ 1
0
∂
∂xi
(
a
∂f1
∂Xi
)
dX1 dX2 (2.129)
= −
∫ 1
0
∫ 1
0
∂
∂xi
(
a
∂χj
∂Xi
∂f0
∂xj
)
dX1 dX2 , (2.130)
and for the third term we have
I3 = −
∫ 1
0
∫ 1
0
∂
∂xi
(
a
∂f0
∂xi
)
dX1 dX2 . (2.131)
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We need I1 +I2 +I3 + q(x) = 0, or∫ 1
0
∫ 1
0
∂
∂xi
[
a(x,X)
(
δij +
∂χj
∂Xi
)
∂f0
∂xj
]
dX1 dX2 = q(x) . (2.132)
This finally leads to the homogenised equation,
∂
∂xi
(
âij(x)
∂f0
∂xj
)
= q(x) , (2.133)
where
âij(x) =
∫ 1
0
∫ 1
0
a(x,X)
(
δij +
∂χj
∂Xi
)
dX1 dX2 (2.134)
are the homogenised coefficients. The matrix (âij) can be shown to be positive definite
(see, for example, [21]).
2.4.1.1 A specific example
Due to the difficulty in determining the cell functions χj, there are few situations
for which analytical solutions exist. As an example, consider the case where a is a
function of X2 only. One solution for the cell functions (and hence the solution, given
that χj are unique up to an arbitrary function of x) is that χ1 = 0, and that χ2
satisfies
∂χ2
∂X1
= 0 , (2.135)
∂χ2
∂X2
=
1
a(X2)
∫ 1
0
dX2
a(X2)
− 1 . (2.136)
Then the homogenised coefficients become
â11 =
∫ 1
0
a(X2) dX2 , (2.137)
â12 = 0 , (2.138)
â21 = 0 , (2.139)
â22 =
1∫ 1
0
dX2
a(X2)
, (2.140)
one coefficient being the arithmetic average and the other being the harmonic aver-
age. In the analogous electrical conductivity problem, this is just the fact that wires
connected in series have a resistivity which is the arithmetic average of the individual
wires’, whereas for wires connected in parallel the overall resistivity is the harmonic
average.
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2.4.1.2 Application to antiplane strain
We will now consider the antiplane shear at infinity of a material which consists of a
periodic array of inclusions of radius εγ/2, 0 < γ < 1, whose centres are separated by
a distance ε. The inclusions are assumed to have shear modulus Gf , and the matrix
has a modulus of Gm. The system satisfies the equation
∂
∂xi
(
a(x/ε)
∂f
∂xi
)
= 0 (2.141)
with stress conditions at infinity, irrelevant to the homogenisation procedure (al-
though this is where the homogenised coefficients influence the solution). The quan-
tity a takes the value Gf in the inclusion and Gm in the matrix.
This problem has already been considered by Cioranescu et al. [22] in the context
of torsion of non-homogeneous elastic cylinders. The problem that will be presented
has been solved before, in the context of electrical conductance, by Rayleigh [89], with
improvements by Runge [82]. These solutions were recapped by Perrins et al. [81, 80],
while Nicorovici and McPhedran [76] considered the equivalent problem for elliptic
inclusions. However, none of these papers considered the problem from a multiple
scales homogenisation viewpoint, as presented earlier in this section. Instead they
simply assumed that the medium was infinitely large and periodic with an applied
constant field at infinity. The advantage of the multiple-scales approach that we will
study is that we can consider a material whose properties vary on a much larger scale
than the inclusion’s dimensions. In contrast the papers cited above only considered
a strictly periodic medium. Nevertheless, they will serve to verify our workings.
The cell problem can be solved using complex variable methods and Rayleigh’s
multipole method [89] to ensure periodicity. In the notation of the previous section,
we have q(x) = 0, and a(x,X) = a(X), given by
a(X) =
{
Gf if X ∈ Pf
Gm if X ∈ Pm .
(2.142)
Of course, there is no reason why Gf and Gm are not able to be functions of x, but
for simplicity we will assume that they are constants. We define
Pf =
{
X ∈
[
−1
2
,
1
2
]2
: |X| 6 γ
2
}
, (2.143)
Pm =
[
−1
2
,
1
2
]2
\ Pf , (2.144)
as depicted in Figure 2.3. Thus the unit cell is now centred on the point (0, 0) rather
than (1/2, 1/2) as in the theory of Section 2.4.1. This makes no practical difference
but simplifies the mathematical derivation of the effective modulus.
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Pf
Pm
Y
X
γ/2
−1/2 0 1/2
−1/2
0
1/2
Figure 2.3: The unit cell.
The discontinuity of a(X) creates difficulties in the homogenisation procedure
which can be overcome by prescribing physically consistent conditions on the bound-
ary between the inclusions and the matrix. In addition to the obvious continuity of
displacement, we impose continuity of traction. In other words,
• f is continuous across |X| = γ/2,
• a∂f/∂n is continuous across |X| = γ/2, where n is the unit normal vector to
Pf .
Now we simply follow the method outlined earlier in this section. At leading order,
we obtain
f0 = f0(x) (2.145)
from equation (2.118). At the next order, as in equation (2.125), we have a cell
problem to solve,
∂2χj
∂Xi ∂Xi
= 0 , (2.146)
in Pf and Pm separately. Three conditions apply to the two functions
χ
(f)
j = χj |Pf , (2.147)
χ
(m)
j = χj |Pm , (2.148)
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namely periodicity, and continuity of displacement and traction. We need to express
the traction condition in terms of χj. We could achieve this by expanding the traction
an · ∇f in powers of ε by using (2.115) and (2.117), but the result is the same as
would be obtained by intergrating the equation (2.125) over the unit cell, namely that[
anj + a
∂χj
∂n
](f)
(m)
= 0 , (2.149)
where [·](f)(m) denotes the difference between the value in Pf and Pm across their bound-
ary.
The cell problem thus reduces to solving the following:
∇2χ(f)j = 0 in Pf , (2.150)
∇2χ(m)j = 0 in Pm , (2.151)
χ
(m)
j periodic on the unit cell , (2.152)
[χj]
(f)
(m) = 0 along |X| = γ/2 , (2.153)[
anj + a
∂χj
∂n
](f)
(m)
= 0 along |X| = γ/2 . (2.154)
2.4.1.3 Solution of the cell problem
The system is best solved by changing to complex variables,
Z = X1 + iX2 . (2.155)
Then the solution of (2.150), as shown in Section 2.3, is given by
χ
(f)
j =
1
2
[
φ
(f)
j (Z) + φ
(f)
j (Z)
]
, (2.156)
which is the real part of the analytic function φ
(f)
j (Z). This we expand as a power
series:
φ
(f)
j =
∞∑
n=0
ajnZ
n . (2.157)
Similarly, the solution to equation (2.151) is
χ
(m)
j =
1
2
[
φ
(m)
j (Z) + φ
(m)
j (Z)
]
, (2.158)
where φ
(m)
j = b
j
0 +
∞∑
n=1
(bjnZ
n + cjnZ
−n) . (2.159)
The function φ
(m)
j (Z) is expanded as a Laurent series rather than a power series
because it is defined on an annulus containing Pm. There is no logarithmic term in
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this quantity for the same reason as that explained in Section 2.3 on page 17. Now,
since any periodic function remains periodic after the addition of a constant, we may
set aj0 = 0 without loss of generality, by subtracting from the whole solution its value
at the origin.
To ensure that (2.152) is satisfied, we turn to Rayleigh’s multipole method [89].
Any function that is holomorphic on the punctured plane 0 < |Z − (k+ il)| <∞ can
be written as
F(k,l) = β0 +
∞∑
n=1
[
βn
(
Z − (k + il))n + γn(Z − (k + il))−n] . (2.160)
Using this, we can construct a doubly-periodic function F˜ , holomorphic except at
the cell centres, by summing over all integer pairs (k, l):
F˜ =
∞∑
k=−∞
∞∑
l=−∞
F(k,l) , (2.161)
assuming that βn, γn are chosen so that F˜ converges (in particular we must set
β0 = 0). By setting φ
(m)
j = F˜ , we hope to satisfy the periodicity constraint by
forming a relation between the coefficients bjn and c
j
n. Thus
∞∑
n=1
{
∞∑
k=−∞
∞∑
l=−∞
[
βn
(
Z − (k + il))n + γn(Z − (k + il))−n]
−bjnZn − cjnZ−n
}
− bj0 = 0 . (2.162)
Now,
η :=
∞∑
n=1
∞∑
k=−∞
∞∑
l=−∞
βn
(
Z − (k + il))n (2.163)
is a function which is analytic on C and periodic. Since it has no poles it is bounded
on C, and hence (by Liouville’s theorem) it is constant. Then
∞∑
n=1
{
∞∑
k=−∞
∞∑
l=−∞
γn
(
Z − (k + il))−n − bjnZn − cjnZ−n
}
− (bj0 − η) = 0 . (2.164)
By the linear independence of the remaining terms in the double sum we see that we
must have γn = c
j
n. Then, on defining
Λ =
{
(k, l) ∈ Z2 : (k, l) 6= (0, 0)} , (2.165)
we obtain
∞∑
n=1
 ∑
(k,l)∈Λ
cjn
(
Z − (k + il))−n − bjnZn
− (bj0 − η) = 0 . (2.166)
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Now, note that
(
Z − (k + il))−n = ∞∑
m=0
(
n+m− 1
m
)
(−1)n(k + il)−(n+m)Zm , (2.167)
so that
∞∑
n=1
 ∑
(k,l)∈Λ
cjn
∞∑
m=0
(
n+m− 1
m
)
(−1)n(k + il)−(n+m)Zm − bjnZn

−(bj0 − η) = 0 . (2.168)
We define
Sn =
∑
(k,l)∈Λ
(k + il)−n . (2.169)
These are known as Coulombic lattice sums and have been computed by Huang [47].
In our geometry, for n > 3 we have Sn = 0 unless n is a multiple of 4. The lattice
sums are absolutely convergent, apart from the special case S2 which we will discuss
later [89].
Our relation now becomes
∞∑
n=1
cjn
∞∑
m=0
[(
n+m− 1
m
)
(−1)nSn+mZm
]
= (bj0 − η) +
∞∑
n=1
bjnZ
n . (2.170)
Equating term-by-term, we get
∞∑
n=1
cjn(−1)n
(
n+ k − 1
k
)
Sn+k = b
j
k (2.171)
for k = 1, 2, 3, . . . ; and bj0 = η, namely that b
j
0 is an undetermined constant.
In order to satisfy equation (2.153), we simply substitute Z = 1
2
γeiθ into the
expressions for χ
(f)
j and χ
(m)
j and equate powers of e
iθ in each expression. We obtain
∞∑
n=1
[
ajn
γn
2n
einθ + ajn
γn
2n
e−inθ
]
= ℜbj0 +
∞∑
n=1
[
bjn
γn
2n
einθ + bjn
γn
2n
e−inθ + cjn
γ−n
2−n
e−inθ + cjn
γ−n
2−n
einθ
]
, (2.172)
giving us ℜbj0 = 0 (we may also set ℑbj0 = 0 since this value is never used) and a
condition for each n and j,
cjn =
(γ
2
)2n
(ajn − bjn) . (2.173)
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We can treat the traction condition (2.154) in a similar way. In complex coordi-
nates it reduces to[
a(Z + Z¯) + 2a
(
Z
∂χ1
∂Z
+ Z¯
∂χ1
∂Z¯
)](f)
(m)
= 0 (j = 1) , (2.174)[
−ai(Z − Z¯) + 2a
(
Z
∂χ2
∂Z
+ Z¯
∂χ2
∂Z¯
)](f)
(m)
= 0 (j = 2) . (2.175)
Following the same process of equating powers of eiθ gives us the final relation
cjn =
(γ
2
)2n [
(bjn + I
j
n)− α(ajn + Ijn)
]
, (2.176)
where
Ijn =

+1 n = 1, j = 1
−i n = 1, j = 2
0 n > 1 ,
(2.177)
and
α =
Gf
Gm
. (2.178)
The functions χj are therefore determined by the values of the constants a
j
n, b
j
n
and cjn, which are given by the simultaneous solution of equations (2.171), (2.173)
and (2.176). By writing
ajn =
(
2
1− α
)
djn − Ijn , (2.179)
bjn =
(
1 + α
1− α
)
djn − Ijn , (2.180)
cjn =
(γ
2
)2n
djn , (2.181)
we can turn this system into one set of equations,(
1 + α
1− α
)
djn − Ijn =
∞∑
m=1
(−1)m
(γ
2
)2m
djm
(
m+ n− 1
n
)
Sm+n . (2.182)
Now let djn = φ
j
n+ iψ
j
n. Consider first the case j = 1. As I
1
n is real, we find (assuming
that the system is nonsingular) that ψ1n = 0 for each n, on taking real and imaginary
parts. Similarly, for j = 2, we find that φ2n = 0 for each n, as I
2
n is purely imaginary.
Thus we write
φn = φ
1
n , (2.183)
ψn = ψ
2
n , (2.184)
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and we have the solution to the cell problem,
χ
(f)
1 = −X1 + ℜ
[
∞∑
n=1
(
2
1− α
)
φnZ
n
]
, (2.185)
χ
(m)
1 = −X1 + ℜ
[
∞∑
n=1
{(
1 + α
1− α
)
φnZ
n +
(γ
2
)2n
φnZ
−n
}]
, (2.186)
χ
(f)
2 = −X2 + ℜ
[
∞∑
n=1
( −2i
1− α
)
ψnZ
n
]
, (2.187)
χ
(m)
2 = −X2 + ℜ
[
∞∑
n=1
{
−i
(
1 + α
1− α
)
ψnZ
n + i
(γ
2
)2n
ψnZ
−n
}]
, (2.188)
where the constants φn and ψn are given by(
1 + α
1− α
)
φn − δ1n =
∞∑
m=1
(−1)m
(γ
2
)2m
φm
(
m+ n− 1
n
)
Sm+n , (2.189)
−
(
1 + α
1− α
)
ψn + δ1n =
∞∑
m=1
(−1)m
(γ
2
)2m
ψm
(
m+ n− 1
n
)
Sm+n . (2.190)
Here δ1n is the Kronecker delta. For periodicity to hold we must take S2 = π in
equation (2.189), and S2 = −π in equation (2.190). Rayleigh [89] chose S2 = π on
the basis that his composite material was infinitely longer in one of the principal
directions than the other. In our case this is not an option, given that the dimensions
of the macro-scale body have no effect on the homogenisation process. However, we
show in Section C.1 of Appendix C that if S2 doesn’t take the values above, the
functions χj would not be periodic. Additionally, it can be verified that
ψn = (−1)(n−1)/2φn , (2.191)
using the behaviour of the lattice sums Sk. Thus φn, ψn are zero unless n is odd.
Having (theoretically) determined the functions χj by a numerical method for the
coefficients φn, ψn, we can substitute them into equation (2.134) and integrate to find
the constant homogenised coefficients âij .
2.4.1.4 Homogenised coefficients
From equation (2.134), we see that the homogenised coefficients of the problem be-
come
âij = Gf
∫
Pf
(
δij +
∂χ
(f)
j
∂Xi
)
d2X +Gm
∫
Pm
(
δij +
∂χ
(m)
j
∂Xi
)
d2X . (2.192)
Consider first the integral over Pm, which we denote by
Iij = Gm
∫
Pm
(
δij +
∂χj
∂Xi
)
d2X , (2.193)
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where
χj = −Xj +Kj + Lj , (2.194)
and the functions Kj and Lj are given by
K1 = ℜ
[
∞∑
n=1
(
1 + α
1− α
)
φnZ
n
]
, (2.195)
K2 = ℜ
[
∞∑
n=1
(
1 + α
1− α
)
(−iψnZn)
]
, (2.196)
L1 = ℜ
[
∞∑
n=1
(γ
2
)2n
φnZ
−n
]
, (2.197)
L2 = ℜ
[
∞∑
n=1
i
(γ
2
)2n
ψnZ
−n
]
. (2.198)
Thus
Iij = Gm
∫
Pm
(
∂Kj
∂Xi
+
∂Lj
∂Xi
)
d2X . (2.199)
Rewriting the functions Kj and Lj in terms of Z and Z¯, we get
K1 =
1
2
(
1 + α
1− α
) ∞∑
n=1
φn(Z
n + Z¯n) , (2.200)
K2 =
1
2
(
1 + α
1− α
) ∞∑
n=1
iψn(−Zn + Z¯n) , (2.201)
L1 =
1
2
∞∑
n=1
(γ
2
)2n
φn(Z
−n + Z¯−n) , (2.202)
L2 =
1
2
∞∑
n=1
i
(γ
2
)2n
ψn(Z
−n − Z¯−n) . (2.203)
Using the relations
∂
∂X1
=
∂
∂Z
+
∂
∂Z¯
, (2.204)
∂
∂X2
= i
(
∂
∂Z
− ∂
∂Z¯
)
, (2.205)
and substituting Z = reiθ, we obtain
∂K1
∂X1
=
1
2
(
1 + α
1− α
) ∞∑
n=1
nφn(Z
n−1 + Z¯n−1) (2.206)
=
1
2
(
1 + α
1− α
) ∞∑
n=1
nφnr
n−1(ei(n−1)θ + e−i(n−1)θ) (2.207)
=
(
1 + α
1− α
) ∞∑
n=1
nrn−1φn cos(n− 1)θ . (2.208)
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Similarly,
∂K2
∂X1
=
(
1 + α
1− α
) ∞∑
n=1
nrn−1ψn sin(n− 1)θ , (2.209)
∂K1
∂X2
= −
(
1 + α
1− α
) ∞∑
n=1
nrn−1φn sin(n− 1)θ , (2.210)
∂K2
∂X2
=
(
1 + α
1− α
) ∞∑
n=1
nrn−1ψn cos(n− 1)θ , (2.211)
∂L1
∂X1
= −
∞∑
n=1
nr−(n+1)
(γ
2
)2n
φn cos(n+ 1)θ , (2.212)
∂L2
∂X1
= −
∞∑
n=1
nr−(n+1)
(γ
2
)2n
ψn sin(n+ 1)θ , (2.213)
∂L1
∂X2
= −
∞∑
n=1
nr−(n+1)
(γ
2
)2n
φn sin(n+ 1)θ , (2.214)
∂L2
∂X2
=
∞∑
n=1
nr−(n+1)
(γ
2
)2n
ψn cos(n+ 1)θ . (2.215)
We will now attempt to integrate these over Pm. By dividing the region of integration
into four parts, as in Figure 2.4, we can write
θ = 5π/4
θ = 3π/4
θ = 7π/4
θ = π/4r
Figure 2.4: Regions of integration for Pm.∫∫
Pm
F d2X =
∫ pi/4
−pi/4
∫ (1/2)/(cos θ)
γ/2
F r dr dθ +
∫ 3pi/4
pi/4
∫ (1/2)/(cos(θ−pi/2))
γ/2
F r dr dθ
+
∫ 5pi/4
3pi/4
∫ (1/2)/(cos(θ−pi))
γ/2
Fr dr dθ +
∫ 7pi/4
5pi/4
∫ (1/2)/(cos(θ−3pi/2))
γ/2
Fr dr dθ
(2.216)
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=∫ pi/4
−pi/4
∫ (1/2)/ cosχ
γ/2
[
F |θ=χ + F |θ=χ+pi/2
+ F |θ=χ+pi + F |θ=χ+3pi/2
]
r dr dχ . (2.217)
We will now begin to calculate the components. For the â11 component, the
integral becomes
I11 = Gm
∫
Pm
(
∂K1
∂X1
+
∂L1
∂X1
)
d2X (2.218)
= Gm
∫ pi/4
−pi/4
∫ 1/(2 cosχ)
γ/2
∞∑
n=1
[
nrn−1φn
(
1 + α
1− α
)[
cos(n− 1)χ
+cos(n− 1)(χ+ π/2) + cos(n− 1)(χ+ π) + cos(n− 1)(χ+ 3π/2)]
−nr−(n+1)
(γ
2
)2n
φn
[
cos(n+ 1)χ+ cos(n+ 1)(χ+ π/2)
+ cos(n+ 1)(χ+ π) + cos(n+ 1)(χ+ 3π/2)
]]
rdr dχ . (2.219)
However,
cos(n− 1)(χ+ π) = (−1)n−1 cos(n− 1)χ , (2.220)
cos(n− 1)(χ+ 3π/2) = (−1)n−1 cos(n− 1)(χ+ π/2) . (2.221)
Thus equation (2.219) can be simplified, to give
I11 = 2Gm
∞∑
n=1
n odd
∫ pi/4
−pi/4
∫ 1/(2 cosχ)
γ/2
[
nrnφn
(
1 + α
1− α
)[
cos(n− 1)χ
+cos(n− 1)(χ+ π/2)]
−nr−n
(γ
2
)2n
φn
[
cos(n+ 1)χ+ cos(n+ 1)(χ+ π/2)
]]
dr dχ. (2.222)
By the properties of the cosines, the first two terms survive only if n− 1 is an integer
multiple of 4. Similarly, the second two terms survive only if n + 1 is an integer
multiple of 4. We write n − 1 = 4(j − 1) for the first two terms, and n + 1 = 4j for
the other two terms, where in each case j = 1, 2, . . . . The integral simplifies to:
I11 = 4Gm
∞∑
j=1
∫ pi/4
−pi/4
[
(4j − 3)φ4j−3
(
1 + α
1− α
)
cos 4(j − 1)χ
×
[
1
(2 cosχ)4j−2(4j − 2) −
(γ/2)4j−2
4j − 2
]
−(4j − 1)φ4j−1
(γ
2
)8j−2
cos 4jχ
×
[
(2 cosχ)4j−2
2− 4j −
(γ
2
)2−4j 1
2− 4j
]]
dχ . (2.223)
37
On expanding the terms in the integrand, we will have four terms contributing to the
integral. In the second term, we are integrating cos 4(j−1)χ over [−π/4, π/4] so only
the j = 1 term will survive. For the same reason, the fourth term will disappear. On
integrating the one surviving term of the second term, we get
(2nd term) = 4Gm · 1 · φ1
(
1 + α
1− α
)(π
4
+
π
4
)
·
(
−(γ/2)
2
2
)
(2.224)
= −Gmπφ1γ
2
4
(
1 + α
1− α
)
. (2.225)
Define
Φ =
πφ1γ
2
4
(
1 + α
1− α
)
, (2.226)
so that the second term becomes −GmΦ. The remaining terms can be written as
GmΣ, where
Σ =
∞∑
j=1
{
4(4j − 3)
4j − 2 φ4j−3
(
1 + α
1− α
)∫ pi/4
−pi/4
cos 4(j − 1)χ
(2 cosχ)4j−2
dχ
+
4(4j − 1)
24j(4j − 2)γ
8j−2φ4j−1
∫ pi/4
−pi/4
(cosχ)4j−2 cos 4jχ dχ
}
. (2.227)
However, ∫
cos kx cosk−2 x dx =
[
sin(k − 1)x cosk−1 x
k − 1
]
, (2.228)
so the expression above for Σ becomes
Σ =
∞∑
j=1
(−1)j−1
22(j−1)(2j − 1)
[(
1 + α
1− α
)
φ4j−3 +
γ8j−2
24j
φ4j−1
]
. (2.229)
Then
I11 = Gm(Σ− Φ) . (2.230)
On considering I12 and I21, we find that the cosine terms are replaced by sines (ex-
cept in the upper limit of the integral). This makes the integrands of the coefficients
odd functions of χ, so that these integrals disappear. Finally, on considering I22, we
get
I22 = Gm(Σ22 − Φ22) , (2.231)
where the two quantities Σ22 and Φ22 are the same as Σ and Φ but with φn replaced
by ψn, and the second term in Σ subtracted rather than added. However, by the
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relationship between φn and ψn in equation (2.191), we get Σ22 = Σ and Φ22 = Φ, so
that
Iij = Gm(Σ− Φ)δij . (2.232)
We will now consider the contribution to âij by the integral over Pf ,
Jij = Gf
∫
Pf
(
δij +
∂χ
(f)
j
∂Xi
)
d2X . (2.233)
If we set
C1 = ℜ
[
∞∑
n=1
φnZ
n
]
, (2.234)
C2 = ℜ
[
∞∑
n=1
−iψnZn
]
, (2.235)
we find that the integral is given by
Jij =
(
2Gf
1− α
)∫
Pf
∂Cj
∂Xi
d2X . (2.236)
Now, we find that
∂C1
∂X1
=
1
2
∞∑
n=1
nφn(Z
n−1 + Z¯n−1) (2.237)
=
∞∑
n=1
nφnr
n−1 cos(n− 1)θ ; (2.238)
similarly
∂C1
∂X2
= −
∞∑
n=1
nφnr
n−1 sin(n− 1)θ , (2.239)
∂C2
∂X1
=
∞∑
n=1
nψnr
n−1 sin(n− 1)θ , (2.240)
∂C2
∂X2
=
∞∑
n=1
nψnr
n−1 cos(n− 1)θ . (2.241)
On integrating these over the region Pf , all terms disappear except for the n = 1 term
in cos(n− 1)θ. Hence ∫∫
Pf
∂C1
∂X1
d2X =
∫ 2pi
0
∫ γ/2
0
φ1r dr dθ (2.242)
= 2πφ1
(γ/2)2
2
(2.243)
=
πγ2φ1
4
. (2.244)
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Similarly, ∫∫
Pf
∂C2
∂X2
d2X =
πγ2ψ1
4
=
πγ2φ1
4
. (2.245)
Hence
Jij =
(
2Gf
1− α
)
πγ2φ1
4
δij (2.246)
=
πGmαγ
2φ1
2(1− α) δij (2.247)
= 2Gm
α
1 + α
Φδij (2.248)
by equation (2.226). So, overall,
âij = Iij +Jij (2.249)
= Gm
(
Σ− Φ + 2α
1 + α
Φ
)
δij (2.250)
= Gm
[
Σ−
(
1− α
1 + α
)
Φ
]
δij . (2.251)
On collecting all the previous results, and defining
Ψ =
(
1− α
1 + α
)
Φ , (2.252)
the homogenised tensor âij is given by
âij = Ĝδij , (2.253)
where the homogenised shear modulus is
Ĝ = Gm(Σ−Ψ) , (2.254)
where
Ψ =
πγ2φ1
4
, (2.255)
Σ =
∞∑
j=1
(−1)j−1
22(j−1)(2j − 1)
[(
1 + α
1− α
)
φ4j−3 +
γ8j−2
24j
φ4j−1
]
, (2.256)
and φn satisfies(
1 + α
1− α
)
φn − δ1n =
∞∑
m=1
(−1)m
(γ
2
)2m
φm
(
m+ n− 1
n
)
Sm+n (2.257)
with S2 = π.
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However, the definition (2.256) of Σ can be simplified greatly, with a little analysis.
On substituting for
(
1+α
1−α
)
φ4j−3 from equation (2.257), we obtain
Σ =
∞∑
j=1
(−1)j−1
22j−2(2j − 1)
{[
δ1,4j−3 +
∞∑
m=1
(−1)m
(γ
2
)2m
φm
(
m+ 4j − 4
4j − 3
)
Sm+4j−3
]
+
γ8j−2
24j
φ4j−1
}
(2.258)
= 1 +
∞∑
j=1
(−1)j−1
22j−2(2j − 1)
{
γ8j−2
24j
φ4j−1
+
∞∑
m=1
(−1)m
(γ
2
)2m
φm
(
m+ 4j − 4
4j − 3
)
Sm+4j−3
}
. (2.259)
Now, Sm is zero unless either m = 4l for some integer l > 1, or m = 2. The second of
these cases is found on taking m = j = 1 in the inner sum, which yields −πγ2φ1/4.
Therefore
Σ = 1− πγ
2φ1
4
+ Σ˜ , (2.260)
where
Σ˜ =
∞∑
j=1
(−1)j−1
22j−2(2j − 1)
{
γ8j−2
24j
φ4j−1
−
∞∑
i=1
(γ
2
)8i−2
φ4i−1
(
4i+ 4j − 5
4j − 3
)
S4i+4j−4
}
. (2.261)
We can write this quantity as
Σ˜ =
∞∑
j=1
∞∑
i=1
(−1)j−1
22j−2(2j − 1)
{
δij
24j
− 1
28i−2
(
4i+ 4j − 5
4j − 3
)
S4i+4j−4
}
γ8i−2φ4i−1 ,
(2.262)
or, on swapping the order of summation,
Σ˜ =
∞∑
i=1
Γiγ
8i−2φ4i−1 , (2.263)
where
Γi =
∞∑
j=1
(−1)j−1
22j−2(2j − 1)
{
δij
24i
− 1
28i−2
(
4i+ 4j − 5
4j − 3
)
S4i+4j−4
}
. (2.264)
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Simplifying,
Γi =
(−1)i−1
26i−2(2i− 1) −
∞∑
j=1
(−1)j−1
28i+2j−4(2j − 1)
(
4i+ 4j − 5
4j − 3
)
S4i+4j−4 (2.265)
=
(−1)i−1
26i−2(2i− 1)
{
1−
∞∑
j=1
(−1)i+j
22i+2j−2
(
2i− 1
2j − 1
)(
4i+ 4j − 5
4j − 3
)
S4i+4j−4
}
(2.266)
=
(−1)i−1
26i−2(2i− 1)
{
1−
∞∑
j=1
(−1)i+j
22i+2j−2
(
4i+ 4j − 5
4j − 2
)
S4i+4j−4
}
. (2.267)
However, it can be shown (see Section C.2 of Appendix C) that
∞∑
j=1
(−1)i+j
22i+2j−2
(
4i+ 4j − 5
4j − 2
)
S4i+4j−4 = 1 , (2.268)
so that Γi and hence Σ˜ are zero. Thus
Σ = 1− πγ
2φ1
4
(2.269)
= 1−Ψ , (2.270)
and the homogenised shear modulus from equation (2.254) becomes
Ĝ = Gm (1− 2Ψ) (2.271)
= Gm
(
1− πγ
2φ1
2
)
, (2.272)
where φ1 is found by solving the system (2.257). This agrees exactly with the solution
found by Perrins et al. [81].
2.4.1.5 The small inclusion limit
We will now take the equations (2.272) and (2.257) and find the asymptotic behaviour
as γ → 0. This is in order to compare this behaviour to the corresponding result from
the point inclusion method, which we will study shortly. We can simplify the notation
by introducing a compliance parameter
s =
1− α
1 + α
=
Gm −Gf
Gm +Gf
, (2.273)
so that voids can be considered as inclusions with compliance parameter 1, rigid inclu-
sions have s = −1, and inclusions with compliance parameter s ≶ 0 are respectively
stiffer or more compliant than the surrounding matrix.
First, we notice that the whole problem only depends on γ through powers of γ2.
We thus make an asymptotic expansion
φn ∼ φ(0)n + γ2φ(2)n + γ4φ(4)n +O(γ6) , (2.274)
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which we now substitute into equation (2.257). To leading order,
φ(0)n = sδ1n . (2.275)
At the next order,
1
s
γ2φ(2)n = −
γ2
4
φ
(0)
1
(
n
n
)
Sn+1 (2.276)
⇒ φ(2)n = −s2
Sn+1
4
. (2.277)
Continuing the process, we obtain
φ(4)n = s
3S2Sn+1
16
, (2.278)
φ(6)n = −s4
S22Sn+1
64
. (2.279)
Thus the coefficients become
φn ∼ sδ1n − γ
2s2Sn+1
4
+
γ4s3S2Sn+1
16
− γ
6s4S22Sn+1
64
+O(γ8) . (2.280)
In particular,
φ1 ∼ s− πs
2γ2
4
+
π2s3γ4
16
− π
3s4γ6
64
+O(γ8) . (2.281)
Thus, from equation (2.272),
Ĝ ∼ Gm
[
1− πsγ
2
2
+
π2s2γ4
8
− π
3s3γ6
32
+O(γ8)
]
. (2.282)
2.4.2 The point inclusion method
This method is derived from a different viewpoint from the multiple scales approach.
Put simply, we consider the problem of one inclusion, and find the leading order be-
haviour at infinity. This inner solution will match to the outer solution, which will
satisfy an equation in R2 with a particular singularity at the origin. We then con-
sider a distribution of singularities which will correspond to a homogenised material.
This method is an approximation, which is a priori valid for dilute distributions of
inclusions. The exposition in this section is rather elementary in character; a more
thorough analysis is performed in Chapter 6.
Before exploring the method, we first need to consider the lengthscales of the
problem. Suppose that the characteristic length of an inclusion is a, and that the
characteristic separation distance between inclusions is β. Then the method is valid
only if a/β ≪ 1. In order to apply this method to our problem, we return to the
results of Section 2.2, where we considered the inner displacement of the problem: the
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antiplane shear at infinity of an elastic matrix containing one elastic (fibre) inclusion.
Given a condition at infinity of
∇finner||x|→∞ =
τ0
Gm
p̂ , (2.283)
we found the resulting inner displacement in the matrix in equation (2.35):
finner =
τ0
Gm
[
r +
a2s
r
]
(p̂1 cos θ + p̂2 sin θ) , (2.284)
on using the compliance parameter s defined in equation (2.273). The outer solution
represents the inclusion as a point at the origin, so that
∇2fouter = 0 for X 6= 0 , (2.285)
where X = (a/β)x is the position vector for the outer problem. We have a matching
condition between the outer and inner solutions:
lim
X→0
fouter = lim
x→∞
finner . (2.286)
This is a rather simplistic formulation; in reality the matching would take place in
an intermediate domain between x and X . Equivalently, one may use a matching
procedure such as van Dyke’s rule. This is performed in Section 6.2.1, and we find
that in fact
lim
x→∞
finner = lim
X→0
f
(reg)
outer , (2.287)
where f
(reg)
outer is the regular part of fouter, i.e. a solution without singularities, which
may be found by solving (2.285) for all X.
Equation (2.285) and its boundary condition (2.287) can be replaced by a gener-
alised equation ∇2fouter = H, where H is some distribution. To find H, consider the
equation which defines the Green’s function Γ for Laplace’s equation in R2,
∇2Γ = δ(X)δ(Y ) . (2.288)
Formally, we can take the directional derivative b ·∇ of both sides, where b = (b1, b2)
is some vector. Then
∇2(b · ∇Γ) = b · ∇(δ(X)δ(Y )) . (2.289)
However, we know that the solution to equation (2.288) is given by
Γ =
1
2π
logR , (2.290)
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where R =
√
X2 + Y 2. Hence
b · ∇Γ = 1
2πR
(b1 cos θ + b2 sin θ) . (2.291)
If we let fouter = b · ∇Γ, then we need to satisfy the matching condition (2.287).
Comparing the term in 1/r, we find that3
b =
2πsa2τ0
Gm
p̂ (2.292)
= 2πsa2
(
lim
x→∞
∇finner
)
by (2.283) (2.293)
= 2πsa2
(
lim
X→0
∇f (reg)outer
)
by the matching condition. (2.294)
Now, from equation (2.289), the equation that fouter satisfies is
∇2fouter = b · ∇
(
δ(X)δ(Y )
)
(2.295)
= 2πsa2
(
lim
X→0
∇f (reg)outer
)
· ∇(δ(X)δ(Y )) (2.296)
= 2πsa2∇f (reg)outer · ∇
(
δ(X)δ(Y )
)
, (2.297)
since δ(X)δ(Y ) is zero if (X,Y ) 6= 0.
2.4.2.1 Homogenisation of point inclusions
On taking equation (2.297) as the inner asymptotic solution near one inclusion in a
distribution of many, we find that the corresponding outer solution satisfies
∇2fouter = 2πa2s∇f (reg)outer · ∇
(∑
p
δ(X −Xp)
)
, (2.298)
where the inclusions are placed at Xp, for p = 1, 2, . . . , P . On homogenising this
result, allowing the separation between the inclusions to tend to zero, this equation
becomes
∇2f = 2πa2s∇f · ∇ω , (2.299)
where ω(X) is the number density of inclusions, or the number of inclusions per unit
area. This homogenisation process, which effectively removes the difference between
the total and regular parts of fouter, will be studied in greater depth in Chapter 6.
We now compare this result to the case of a homogenised material with an effective
shear modulus Ĝ(X). In this case the displacement satisfies
∇ · (Ĝ∇f) = 0 (2.300)
⇒ ∇Ĝ · ∇f + Ĝ∇2f = 0 (2.301)
⇒ ∇2f = − 1
Ĝ
∇Ĝ · ∇f (2.302)
= −∇(log Ĝ) · ∇f . (2.303)
3The linear term in finner will be matched by the regular part of the outer solution, f
(reg)
outer.
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This is compared with equation (2.299), to show that we must have
∇f · ∇
[
log Ĝ+ 2πa2sω
]
= 0 . (2.304)
For arbitrary deformations, we must therefore have
log Ĝ = −2πa2sω + constant (2.305)
⇒ Ĝ = A exp (−2πa2sω) . (2.306)
However, if ω were zero, the effective modulus would simply be the modulus of the
matrix, Gm. Hence
Ĝ = Gm exp
(−2πa2sω) . (2.307)
Many other homogenisation theories consider the area fraction of an inclusion
instead of the density, so for completeness we will now state result (2.307) in terms of
the area fraction. If ω, the density of inclusions, is equal to the number of inclusions
per unit area, and each inclusion has area πa2, then the area fraction of inclusions is
given by
ρ = πa2ω . (2.308)
Then the effective shear modulus of a material with inclusions of uniform size will be
given by
Ĝ = Gme
−2sρ (2.309)
in terms of the area fraction of inclusions, ρ, and the compliance parameter, s.
2.4.3 Comparison
Now we wish to compare the result of the effective shear modulus ĜPI found by the
point inclusion method of Section 2.4.2 to the effective shear modulus ĜMS found by
the multiple-scales method of Section 2.4.1. This involves first applying the point
inclusion method to a square lattice of inclusions. We can then compare this result to
the asymptotic result of Section 2.4.1.5, which considered the limit of small inclusion
size (compared to the separation distance of inclusion centres).
So, we consider equation (2.307). We need to assume that ω refers to a square
lattice of inclusions, with one inclusion per square of area ε2. Thus ω = 1/ε2, and
the radius of the inclusions is a = εγ/2. Hence
ĜPI = Gm exp
(
−πsγ
2
2
)
(2.310)
∼ Gm
[
1− πsγ
2
2
+
π2s2γ4
8
− π
3s3γ6
48
+O(γ8)
]
as γ → 0 . (2.311)
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Comparing this approximation to that obtained from the multiple-scales expansion
(2.282), which gave us
ĜMS ∼ Gm
[
1− πsγ
2
2
+
π2s2γ4
8
− π
3s3γ6
32
+O(γ8)
]
as γ → 0 , (2.312)
we find that the two approximations agree4 up to O(γ4).
Therefore, the point inclusion approach gives a very good approximation to the
multiple scales method even when γ ≈ 0.5, the case where the separation of the
inclusions is of the order of their diameters. This is a very good result for a theory
which assumes that the inclusions are infinitely far apart.
2.4.4 Extension of the point inclusion approach
Our final task in this chapter is to determine how the material’s stiffness would vary
if some inclusions are bonded while others are debonded. We begin by consider-
ing a distribution of differently-sized inclusions, before generalising this result to a
dispersion of inclusions whose size and stiffness vary according to a given statistical
distribution. Debonding is taken into account by only considering rigid inclusions and
voids (which model the debonded rigid inclusions), with the proportion of debonded
inclusions dependent on the distribution of the sizes of the inclusions and the applied
stress on the composite material.
2.4.4.1 Distributions of dissimilar particles
A simple method of considering a uniform distribution of inclusions with different
radius or material parameters is to consider the relative densities ω. As an example,
suppose that we had inclusions of two different radii, a1 and a2. If these occur in
the composite material in proportions φ1 and φ2 respectively (φ1 + φ2 = 1) then
the densities of the two types of inclusion will be φ1ω and φ2ω. Substituting this
information into equation (2.299) gives
∇2f = 2πs∇f · ∇ (a21φ1ω + a22φ2ω) , (2.313)
so that the effective modulus becomes
Ĝ = Gm exp
(−2πs (a21φ1ω + a22φ2ω)) . (2.314)
Using this simple example we can consider a composite containing n types of in-
clusion, with radii ai and compliance parameter si (for i = 1, . . . , n). If the proportion
4This order of agreement is also seen for fibres which are arranged isometrically in the composite
material; the effective modulus in this case is given by Perrins et al. [80].
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of the inclusions which are of type i is φi, with
n∑
i=1
φi = 1 , (2.315)
then the effective modulus of the material is
Ĝ = Gm exp
(
−2πω
n∑
i=1
sia
2
iφi
)
. (2.316)
The above result can be generalised further, to the case where the inclusions are
distributed according to a multivariate statistical distribution. We will assume that
the inclusion radius a and the compliance parameter s are distributed randomly with
the probability density function F (a, s). For comparison, the probability density
function giving rise to the effective modulus in equation (2.316) is
F (a, s) =
n∑
i=1
φiδ(a− ai)δ(s− si) , (2.317)
where δ(·) is Dirac’s delta function. Modifying equation (2.299) to take this distribu-
tion into account gives us
∇2f = 2π∇f · ∇
[
ω
∫∫
S
sa2F (a, s) da ds
]
, (2.318)
where
S = {(a, s) : 0 6 a <∞,−1 6 s 6 1} (2.319)
is the parameter range of a and s. Performing the homogenisation for this general
distribution of inclusions gives
Ĝ = Gm exp (−2πQω) , (2.320)
where
Q =
∫∫
S
sa2F (a, s) da ds . (2.321)
2.4.4.2 Debonding
A specific application of the previous section is to consider the varying stiffness of a
composite material as the inclusions are debonding. Recall from Section 2.3.1 that
we could consider the debonding process as a sudden jump from being fully bonded
to being fully detached. Crucially, this occured at a critical value of τ0, the stress at
infinity. Equation (2.111) gave this as
τcrit =
λ(Gf +Gm)
Gf
√
a
, (2.322)
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where λ is the modified stress intensity factor. Analysis in Chapter 6 will show that
the critical stress at a point in the homogenised material will also equal this value.
Incorporating the shear moduli into λ, we obtain
τcrit =
λ√
a
. (2.323)
Now, our probability density function F (a, s) needs to capture the fact that, for
a given stress at infinity τ , the inclusions are bonded (or s = −1) if a < acrit, and
debonded (or s = 1) for a > acrit, where acrit is found from equation (2.323),
acrit(τ) =
λ2
τ 2
. (2.324)
So, if we assume that the radii of the inclusions vary according to the probability
density function F˜ (a), then we can write
F (a, s) = G(a, s)F˜ (a) , (2.325)
where G(a, s) captures the variation in stiffness. But if the inclusions are either
attached or detached, according to whether a ≶ acrit, then
G(a, s) =
{
δ(s+ 1) a < acrit
δ(s− 1) a > acrit . (2.326)
Thus the quantity Q from equation (2.321), now dependent on the stress at infinity,
becomes
Q(τ) = −
∫ λ2/τ2
0
a2F˜ (a) da+
∫ ∞
λ2/τ2
a2F˜ (a) da (2.327)
=
∫ ∞
0
a2F˜ (a) da− 2
∫ λ2/τ2
0
a2F˜ (a) da (2.328)
= E(X2)− 2
∫ λ2/τ2
0
a2F˜ (a) da . (2.329)
Here E(X2) is the expected value of X2, where the random variable X is distributed
according to the probability density function F˜ (a). The quantity Q(τ) is then sub-
stituted into the expression for the effective modulus in equation (2.320).
Finally in this chapter we will model an experiment whereby a material containing
a distribution of fibres experiences an ever-increasing loading. This loading is assumed
to be such that a constant stress field is induced in the (homogenised) material. The
fibres are initially bonded to the matrix but may undergo debonding. We consider how
the debonding process might occur with two different distributions of rigid inclusions.
The two distributions we discuss are:
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1. All inclusions being of the same size, or
F˜ (a) = δ(a− a0) , (2.330)
2. A normal distribution of inclusions, with mean a0 and variance σ
2, with
F˜ (a) =
1√
2πσ2
exp
(
−(a− a0)
2
2σ2
)
. (2.331)
In both cases we will find Q(τ) which will give us an effective shear modulus that
depends on the applied stress in the material. However, we will want to interpret
this in terms of a force–displacement graph. The simplest way of achieving this is to
consider an infinite body with shear modulus Ĝ, applying a stress τyz|∞ = τ . Then at
any point in the body the displacement will be proportional to τ/Ĝ. We thus choose
a representative displacement, for plotting graphs, as
displacement =
τ
Ĝ(τ)
. (2.332)
We will first consider the case where all inclusions are the same size. The quantity
Q(τ) is given as
Q(τ) =

−a20 if
λ2
τ 2
> a0
a20 if
λ2
τ 2
< a0 ,
(2.333)
so that the effective shear modulus, as a function of the loading stress τ , becomes
Ĝ(τ) =

Gm exp (2πa
2
0ω) if τ <
λ√
a0
Gm exp (−2πa20ω) if τ >
λ√
a0
.
(2.334)
We can find the effective shear modulus in the same way for the normal distribu-
tion of inclusions, (2.331). On finding the quantity Q(τ) from equation (2.329) (we
do not write down the exact expression here as the form is irrelevant), we substitute
it into the definition of the effective shear modulus, to find
Ĝ(τ) = Gm exp (−2πQ(τ)ω) . (2.335)
These effective moduli are substituted into the definition of a typical displacement,
(2.332), and stress–displacement graphs drawn. In plotting these, we choose the
inclusions to have the property that the spacing between the inclusions is the same
order as their diameter. Assuming a square grid, as in Section 2.4.3, this implies that
ω = 1 and a0 = 1/4 in the system of units for which the length of the unit cell is
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1 (here a0 refers to the size of the inclusions in the first case, or the mean size of
inclusions in the second case). We arbitrarily choose λ = 1 (implying that the critical
stress τcrit equals 2 for inclusions of size 1/4), and equally arbitrarily set the standard
deviation σ equal to a0 for the normal distribution. We set Gm = 1 without loss of
generality because it can be absorbed into the constant of proportionality which links
the stress to displacement.
The results can be seen in Figures 2.5 and 2.6. The first graph shows that as
soon as the stress reaches the value of 2, all the inclusions debond simultaneously (as
indicated above). The second graph, on the other hand, shows a gradual softening of
the material as the larger inclusions debond, followed by the smaller inclusions until
the curve asymptotes to the curve in the first graph once the proportion of debonded
inclusions approaches 1. If the standard deviation σ were smaller, the second graph
would become closer to the first, since the probability density function (2.331) tends
to the function (2.330) in the sense of distributions as σ → 0.
These graphs, it is to be stressed, show the initial loading curve: while the material
would follow these curves on loading, on unloading they would follow a different curve
(in fact, a straight line towards the origin), given that there is no re-bonding of the
matrix to the inclusions. We say that the materials are undergoing damage, because
they are softening as the stress is increased.
The similarity of the second graph to Figure 1.3 is striking. This gives us reason to
believe that the mechanism that we have postulated for the effect seen in the anechoic
tiles is reasonably correct.
2.5 Conclusion
In this chapter we have analysed the antiplane shear of a distribution of embedded
fibres, as a simple analogy to the distribution of spherical shells which will be studied
in the remaining chapters. We have found the effective shear modulus for a distribu-
tion of fibres, using the point-inclusion approach, which was subsequently generalised
to the case of a dispersion of fibres with varying properties. Using this generalised
expression we were able to consider two states of the fibre, namely attached and
detached, distributed throughout the medium. Whether the fibres were bonded or
debonded depended on the stress in the material (or, more accurately, the maximum
previous stress), which can be linked to the stress far from the inclusion when con-
sidering the fibres as being isolated (the inner problem). The transition between the
two states is given (for a given size of inclusion) by the results of Section 2.3.
One possible improvement to the debonding model is to relax the assumption that
the initial debonded patches occur at the regions of greatest stress. This may cause
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Figure 2.5: Stress–displacement graph for a composite material containing identical
inclusions undergoing damage.
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Figure 2.6: Stress–displacement graph for a composite material containing a normal
distribution of inclusions undergoing damage.
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some inclusions to debond at a higher applied stress, thus giving a more gradual
variation in the proportion of debonded fibres as the applied stress increases.
In Chapter 6, we will apply this process to the study of the buckling of a distribu-
tion of embedded shells. The debonding of the fibres corresponds to the buckling of
the shells, so that we have two states of an inclusion: unbuckled and buckled. These
states will be found in Chapters 3 and 5 respectively, while an analytic expression for
the critical stress at which buckling occurs is found in Chapter 4. Finally, in Chapter
6 we will analyse the method of Section 2.4.2 in more depth in order to apply it to the
three-dimensional case. A distribution of buckling shells will be considered, following
the method of Section 2.4.4.
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Chapter 3
Buckling of an Embedded Sphere
In this chapter we intend to analyse the deformation and subsequent buckling of a
spherical shell embedded in an elastic matrix with an applied stress field at infinity. In
order to find the buckling criterion we will need to investigate the change in stability
of the pre-buckled state from stable to unstable. To this end we first review the
Trefftz criterion which will give us the condition required for the change in stability.
Following this we will find the pre-buckled state, by a method of Love [64]. This will
feed into the expression for the change in potential energy required by the Trefftz
criterion, which will also require expanding the virtual displacement of the shell in
terms of Legendre functions, assuming an axisymmetric buckling pattern. The point
at which change in stability occurs is finally calculated by the Rayleigh–Ritz method.
3.1 Physical description of the problem
We consider a spherical shell, depicted in Figure 3.1, with internal radius R0 and
external radius R1 embedded in an isotropic linearly elastic matrix. By setting
R0 = R̂ − h
2
, (3.1)
R1 = R̂ +
h
2
, (3.2)
we can alternatively say that the shell has a spherical mid-surface of radius R̂ and
a constant thickness h. The matrix is characterised by its shear modulus Gm and
Poisson ratio νm, and likewise the shell is characterised by Gs and νs. The shell is
hollow, with a hydrostatic pressure applied on the inner surface.
We assume that the shell is tightly bonded to the matrix, so that the displacement
and traction at R = R1 are continuous. Finally, we impose that the state of stress
in the shell is a superposition of two states of stress: the response to a uniaxial
stress τzz|∞ = −qz at infinity, and the (purely radial) response to the applied stresses
τRR|∞ = −qR and τRR|R0 = −qin.
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Gs, νs
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Gm, νm
R0
R1
Figure 3.1: Configuration of the physical problem.
3.2 Conditions for change in stability
We will now review the conditions for the change in stability of a mechanical system.
Suppose that a mechanical system is in a state I. To investigate the stability of this
state, we superimpose a virtual displacement, to create a second state II. The state
of the system is characterised by its potential energy.
Denoting the potential energy of the system by W , we define the change in po-
tential energy as
∆W = WII −WI , (3.3)
where the subscripts refer to the state of the system. Suppose that the virtual dis-
placement is given by v. We can split ∆W into terms which are linear in v, quadratic
terms, and terms of higher order:
∆W = ∆W1 +∆W2 + · · · . (3.4)
The equilibrium state of the system can be found by setting ∆W1 = 0 for all variations
v and using the calculus of variations to find the Euler equations for the system. Then
[12] the equilibrium state is stable if ∆W2 > 0 for all variations v. The critical load for
a continuous system is the lowest load for which ∆W2 is nonpositive for at least one
possible variation. At this load the equilibrium changes from stable to unstable. The
Trefftz criterion for stability states that the transition from stability to instability,
in terms of the loading parameter of state I, is found at a stationary value of ∆W2
(with respect to v).
We now consider how this theory applies to the shell embedded in a matrix. First,
we state that the virtual displacement v will refer to the virtual shell displacement;
the virtual displacement in the matrix will be found as a linear function of v, as the
matrix obeys linear elasticity. The total potential energy of the system will be given
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by the sum of the potential energy in the shell and the potential energy in the matrix.
We will first consider the shell.
Denoting quantities pertaining to state I by a superscript (I), we suppose as before
that the displacement in the shell in state I is given by v(I)+v, where v is the virtual
displacement. Using the expression (A.168) for the potential energy density in the
shell, the change in potential energy density, denoted ∆V , is given by
∆V =
h
2
Eαβλµ
(
γ
(I)
αβ + γαβ
)(
γ
(I)
λµ + γλµ
)
+
h3
24
Eαβλµ
(
ρ
(I)
αβ + ραβ
)(
ρ
(I)
λµ + ρλµ
)
−h
2
Eαβλµγ
(I)
αβγ
(I)
λµ −
h3
24
Eαβλµρ
(I)
αβρ
(I)
λµ (3.5)
=
h
2
Eαβλµ
(
γ
(I)
αβγλµ + γαβγ
(I)
λµ + γαβγλµ
)
+
h3
24
Eαβλµ
(
ρ
(I)
αβρλµ + ραβρ
(I)
λµ + ραβρλµ
)
, (3.6)
where γαβ is the middle-surface strain tensor of the shell and ραβ is the tensor of
changes of curvature. The quantity Eαβλµ is the elasticity tensor for shells, defined
in (A.167).
We will determine the pre-buckled state I using the hypothesis of linear elasticity,
so that terms which are of quadratic order or higher in the strain tensor are negligi-
ble. Thus we replace the middle-surface strain tensor for state I, defined γ
(I)
αβ, by its
linearised counterpart θ
(I)
αβ, as defined in equation (A.160). Then we have
∆V =
h
2
Eαβλµ
(
θ
(I)
αβγλµ + γαβθ
(I)
λµ + γαβγλµ
)
+
h3
24
Eαβλµ
(
ρ
(I)
αβρλµ + ραβρ
(I)
λµ + ραβρλµ
)
. (3.7)
We then assume that the middle-surface strain tensor and the tensor of changes
of curvature are related to the stress resultants and stress couples of the shell in
state I by equations (A.165)–(A.166). These equations hold within the fundamental
approximation of shell theory, i.e. that the thickness of the shell is small compared
with its radius of curvature, so that
(I)nαβ = hEαβλµθ
(I)
λµ
[
1 +O(h/R̂)
]
, (3.8)
(I)mαβ =
h3
12
Eαβλµρ
(I)
λµ
[
1 +O(h/R̂)
]
. (3.9)
Thus we can write
∆V = (I)nαβγαβ +
(I)mαβραβ +
h
2
Eαβλµγαβγλµ +
h3
24
Eαβλµραβρλµ (3.10)
where (I)nαβ, (I)mαβ are the stress resultants and stress couples of the pre-buckled
state.
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We now assume that the virtual displacement satisfies the nonlinear shallow shell
theory of Section A.4.2, where γαβ and ραβ are given by equations (A.158)–(A.159).
We can thus take ∆V and split it into linear terms, quadratic terms, and terms of
higher order. The linear terms are
∆V1 =
(I)nαβθαβ +
(I)mαβραβ (3.11)
and the quadratic terms are
∆V2 =
1
2
(I)nαβw,αw,β +
h
2
Eαβλµθαβθλµ +
h3
24
Eαβλµραβρλµ (3.12)
where θαβ, the linearised middle-surface strain tensor, is given by (A.160), and w is
the normal displacement of the shell. The reason for choosing the nonlinear theory for
the virtual displacement is now apparent, since if we had not included the nonlinear
term 1
2
w,αw,β in γαβ, then ∆V2 would be independent of the pre-buckled state I.
Then the change in potential energy of the shell become
∆Ws =
∫∫
mid-shell
surface
(
(I)nαβθαβ +
(I)mαβραβ
)
dS
+
∫∫
mid-shell
surface
(
1
2
(I)nαβw,αw,β +
h
2
Eαβλµθαβθλµ +
h3
24
Eαβλµραβρλµ
)
dS
+ higher order terms. (3.13)
We now consider the matrix. There will be a virtual displacement u which arises
due to the virtual displacement v of the shell, and in addition we need to consider the
pre-buckling matrix displacement u(I), giving a total displacement of u(I) + u. From
equation (A.49), we can see that the change in potential energy density between states
I and II is
∆V =
1
2
Aijkl
(
e
(I)
ij e
(I)
kl + e
(I)
ij ekl + eije
(I)
kl + eijekl
)
− 1
2
Aijkle
(I)
ij e
(I)
kl (3.14)
=
1
2
Aijkl
(
e
(I)
ij ekl + eije
(I)
kl + eijekl
)
, (3.15)
where e
(I)
ij , eij are strain tensors formed from u
(I), u respectively. The first two terms
in the expression above are linear in the virtual displacement u (and hence linear in
v). The linear and quadratic terms in the change of potential energy of the matrix
thus become
∆Wm =
∫∫∫
R>R1
1
2
Aijkl
(
e
(I)
ij ekl + eije
(I)
kl
)
dV
+
∫∫∫
R>R1
1
2
Aijkleijekl dV . (3.16)
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Finally, we note that if a hydrostatic pressure qin is applied to the inner surface of
the shell, the potential energy of this loading will be given by
∆Win = −
∫∫
R=R0
qinw dS , (3.17)
which is linear in the virtual displacement.
Therefore, the total change in potential energy is given by the sum of equations
(3.13), (3.16) and (3.17), or
∆W = ∆Ws +∆Wm +∆Win . (3.18)
However this is written as the sum of terms which are linear and quadratic in the
virtual displacement, as in equation (3.4). We find that
∆W1 =
∫∫
mid-shell
surface
(
(I)nαβθαβ +
(I)mαβραβ
)
dS
+
∫∫∫
R>R1
1
2
Aijkl
(
e
(I)
ij ekl + eije
(I)
kl
)
dV −
∫∫
R=R0
qinw dS , (3.19)
and
∆W2 = I1 +I2 +I3 , (3.20)
where
I1 =
∫∫
mid-shell
surface
1
2
(I)nαβw,αw,β dS , (3.21)
I2 =
∫∫
mid-shell
surface
(
h
2
Eαβλµθαβθλµ +
h3
24
Eαβλµραβρλµ
)
dS , (3.22)
I3 =
∫∫∫
R>R1
1
2
Aijkleijekl dV . (3.23)
It will become convenient to consider these three contributions to the energy integral
separately.
Now, as stated previously, in order to obtain the pre-buckled state I, we solve the
variational problem ∆W1 = 0 for each possible virtual displacement v. However, a
different method is to obtain the pre-buckled state by another means, and assume
that ∆W1 is zero, or at least small in the limit of shell theory. Then the critical
buckling stress is found at a stationary point of ∆W2.
3.2.1 The Rayleigh–Ritz method
Before determining the deformation in the prebuckled state, we consider the problem
of finding the critical load by finding the stationary point of equation (3.20), by the
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Trefftz criterion. We limit our consideration to axisymmetric buckling patterns, so
that we can write
v = vReR + vθeθ , (3.24)
where vR, vθ are functions of R and θ only. By equations (A.199) and (A.200), we
have
v1 = R̂vθ , (3.25)
w = vR . (3.26)
To find the stationary value of (3.20), we will use the Rayleigh–Ritz approach [55]
which involves writing the virtual displacement as an infinite series,
vR =
∞∑
n=0
UnP
(0)
n (µ) , (3.27)
vθ =
∞∑
n=1
VnP
(1)
n (µ) , (3.28)
or equivalently
w =
∞∑
n=0
UnP
(0)
n (µ) , (3.29)
v1 =
∞∑
n=1
R̂VnP
(1)
n (µ) . (3.30)
In these expressions, P
(0)
n (µ) is a Legendre polynomial, P
(1)
n (µ) is an associated Leg-
endre function as defined in (B.4), µ = cos θ and Un, Vn are constant coefficients.
These coefficients are then found by solving
∂
∂Un
∆W2 = 0 , (3.31)
∂
∂Vn
∆W2 = 0 . (3.32)
We will get an infinite system of linear equations whose determinant must be set to
zero for a nonzero buckling deformation. The critical value for the applied stress at
infinity will be found from this condition.
Finally we note that since the buckling deformations are axisymmetric, we have
w,2 = 0 and so the only term of the stress resultant tensor
(I)nαβ that contributes to
the integral (3.21) is (I)n11. Thus only the component τθθ of stress in the shell will be
used in the determination of the critical buckling parameter.
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3.3 Pre-buckled state of stress
As stated in Section 3.1, the state of stress in the pre-buckled shell will be found by
considering two states of stress and superposing the results. The first state of stress is
a uniaxial compression at infinity, and the second is a purely radial deformation. The
deformed state will be found by the full theory of linear elasticity, and the information
required for the buckling problem (namely the stress resultant (I)n11) will be extracted
from this state.
For the first case we assume that the only applied stress is a component
τzz|∞ = −qz . (3.33)
This implies that the deformation of the system will be axisymmetric, for which
the displacement component uφ is zero and all quantities are independent of the
coordinate φ. The state of stress in the shell before buckling will be solved by a
method of Love [64], which was used by Goodier [33] to solve the problem of a
spherical elastic inclusion embedded in a dissimilar elastic matrix. This work was
repeated by Liu and Nauman [63] and Bilgen and Insana [8]. Mazzullo [67] has built
on previous work on the case of a multi-layered inclusion, which is solved numerically
due to the large system of equations that results from the analysis.
The method solves the problem by combining two types of harmonic function to
construct a solution. A harmonic function, by definition, satisfies Laplace’s equation,
∇2Φ = 0 . (3.34)
In spherical polar coordinates with axisymmetry,
1
R2
∂
∂R
(
R2
∂Φ
∂R
)
+
1
R2 sin θ
∂
∂θ
(
sin θ
∂Φ
∂θ
)
= 0 . (3.35)
By separating solutions, one can show that
Φ = RnP (0)n (µ) (3.36)
is a solution for all integers n, where
µ = cos θ (3.37)
and P
(0)
n (µ) is a Legendre polynomial (see Appendix B). The solution (3.36) is known
as an axisymmetric harmonic of order n. By equation (B.2) we have
Φn =
{
RnP
(0)
n (µ) if n > 0
RnP
(0)
−n−1(µ) if n < 0 .
(3.38)
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The two types of spherical harmonic function used for the solution are denoted
φ(n) and ω(n) where n is the order of the harmonic. When limited to axisymmetric
deformations, the displacements and dilatation in terms of the first solution are
uR =
∂φ(n)
∂R
, (3.39)
uθ =
1
R
∂φ(n)
∂θ
= −
√
1− µ2
R
∂φ(n)
∂µ
, (3.40)
∆ = 0 . (3.41)
For the second solution,
uR = R
2∂ω
(n)
∂R
+ αnRω
(n) , (3.42)
uθ = R
∂ω(n)
∂θ
= −R
√
1− µ2∂ω
(n)
∂µ
, (3.43)
∆ =
(
2n+ (3 + n)αn
)
ω(n) , (3.44)
where αn =
−2(3n+ 1− 2(2n+ 1)ν)
n+ 5− 4ν . (3.45)
The two stress components which are required for matching are, from equations
(A.126) and (A.128),
τRR = 2G
(
∂uR
∂R
+
ν
1− 2ν∆
)
, (3.46)
τRθ = G
(
1
R
∂uR
∂θ
+R
∂
∂R
(uθ
R
))
(3.47)
= G
(
−
√
1− µ2
R
∂uR
∂µ
+R
∂
∂R
(uθ
R
))
, (3.48)
on using (A.46) to write λ in terms of ν and G.
In the matrix, we choose the three harmonic functions
φ(−1) =
A
R
P
(0)
0 (µ) , (3.49)
φ(−3) =
B
R3
P
(0)
2 (µ) , (3.50)
ω(−3) =
C
R3
P
(0)
2 (µ) , (3.51)
(where A, B and C are undetermined constants) together with a homogeneous field
u∞ which is the displacement given by a constant stress field with only one compo-
nent, τzz = −qz.
First we will find the displacements and stresses due to the three harmonic func-
tions. We find that the displacements become, on using equations (3.39), (3.40),
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(3.42) and (3.43),
uR = − A
R2
P
(0)
0 (µ) +
(
−3B
R4
− 3C
R2
+
Cα
(m)
−3
R2
)
P
(0)
2 (µ) , (3.52)
uθ =
B
R4
P
(1)
2 (µ) +
C
R2
P
(1)
2 (µ) , (3.53)
applying (B.4). The stress components are
τRR = 2Gm
[
2A
R3
P
(0)
0 (µ) +
(
12B
R5
+
6C
R3
− 2Cα
(m)
−3
R3
− 6Cνm
(1− 2νm)R3
)
P
(0)
2 (µ)
]
(3.54)
τRθ = Gm
[
−8B
R5
− 6C
R3
+
Cα
(m)
−3
R3
]
P
(1)
2 (µ) , (3.55)
using (3.46) and (3.48). Here the superscript (m) on the αn constants refer to the
fact that the matrix elastic constants are those that are used in the evaluation of αn.
Next the solution u∞ is found by solving the six equations contained in the stress–
strain relation of equation (A.43) in Cartesian coordinates,
τij = λekkδij + 2Geij , (3.56)
where the only nonzero left-hand side is τzz = −qz. We soon find that
exx = eyy =
νmqz
Em
, (3.57)
ezz = − qz
Em
, (3.58)
eij = 0 if i 6= j , (3.59)
where Em is the Young’s modulus in the matrix. Eventually we obtain
u∞ =
qzR
6Gm
(
2νm − 1
νm + 1
P
(0)
0 (µ)− 2P (0)2 (µ)
)
eR − qzR
6Gm
P
(1)
2 (µ)eθ , (3.60)
on integrating equations (3.57)–(3.58), changing to spherical polar coordinates and
using µ = cos θ. The corresponding stress components for this solution are
τRR = −qz
3
P
(0)
0 (µ)−
2qz
3
P
(0)
2 (µ) , (3.61)
τRθ = −qz
3
P
(1)
2 (µ) , (3.62)
on writing τzz = −qz in spherical polar coordinates.
The displacement in the matrix is written as the sum of equations (3.52), (3.53)
and (3.60), or
uR = − A
R2
P
(0)
0 (µ) +
(
−3B
R4
− 3C
R2
+
Cα
(m)
−3
R2
)
P
(0)
2 (µ)
+
qzR
6Gm
(
2νm − 1
νm + 1
P
(0)
0 (µ)− 2P (0)2 (µ)
)
, (3.63)
uθ =
B
R4
P
(1)
2 (µ) +
C
R2
P
(1)
2 (µ)−
qzR
6Gm
P
(1)
2 (µ) . (3.64)
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Similarly the relevant stress components in the matrix are given by the sum of equa-
tions (3.54) and (3.61), and (3.55) and (3.62), or
τRR = 2Gm
[
2A
R3
P
(0)
0 (µ) +
(
12B
R5
+
6C
R3
− 2Cα
(m)
−3
R3
− 6Cνm
(1− 2νm)R3
)
P
(0)
2 (µ)
]
−qz
3
P
(0)
0 (µ)−
2qz
3
P
(0)
2 (µ) , (3.65)
τRθ = Gm
[
−8B
R5
− 6C
R3
+
Cα
(m)
−3
R3
]
P
(1)
2 (µ)−
qz
3
P
(1)
2 (µ) . (3.66)
In the shell, we use the potential functions
φ(−1) =
D
R
P
(0)
0 (µ) , (3.67)
φ(−3) =
E
R3
P
(0)
2 (µ) , (3.68)
ω(−3) =
F
R3
P
(0)
2 (µ) , (3.69)
φ(2) = GR2P
(0)
2 (µ) , (3.70)
ω(2) = HR2P
(0)
2 (µ) , (3.71)
ω(0) = IP
(0)
0 (µ) , (3.72)
where D to I are undetermined constants. After similar analysis to the matrix, we
find that the displacement and stress components in the shell become
uR =
(
− D
R2
+ α
(s)
0 RI
)
P
(0)
0 (µ)
+
(
−3E
R4
+ 2GR− 3F
R2
+
α
(s)
−3F
R2
+ 2HR3 + α
(s)
2 R
3H
)
P
(0)
2 (µ) , (3.73)
uθ =
(
E
R4
+
F
R2
+GR +HR3
)
P
(1)
2 (µ) , (3.74)
τRR = 2Gs
(
2D
R3
+ α
(s)
0 I +
3α
(s)
0 Iνs
1− 2νs
)
P
(0)
0 (µ)
+2Gs
{
12E
R5
+ 2G+ (6− 2α(s)−3)
F
R3
+ 3(2 + α
(s)
2 )R
2H
+
νs
1− 2νs
(
−6F
R3
+ (4 + 5α
(s)
2 )HR
2
)}
P
(0)
2 (µ) , (3.75)
τRθ = Gs
(
−8E
R5
+ 2G− 6F
R3
+
α
(s)
−3F
R3
+ 4HR2 + α
(s)
2 R
2H
)
P
(1)
2 (µ) , (3.76)
where the (s) superscript denotes that shell elastic constants should be used.
The nine constants A to I are found by equating the displacement components
uR and uθ and the stress components τRR and τRθ at R = R1, and letting τRR and
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τRθ be zero at R = R0. The matching takes place by equating coefficients of P
(0)
0 (µ),
P
(0)
2 (µ) and P
(1)
2 (µ). The resulting linear system to be solved is
1
R21
A− 1
R21
D + α
(s)
0 R1I =
qzR1(2νm − 1)
6Gm(1 + νm)
, (3.77)
− 3
R41
B +
(
α
(m)
−3 − 3
R21
)
C +
3
R41
E
+
(
3− α(s)−3
R21
)
F − 2R1G− (2 + α(s)2 )R31H =
qzR1
3Gm
, (3.78)
1
R41
B +
1
R21
C − 1
R41
E − 1
R21
F −R1G−R31H =
qzR1
6Gm
, (3.79)
2
R30
D +
1 + νs
1− 2νsα
(s)
0 I = 0 , (3.80)
12
R50
E +
(
6− 2α(s)−3
R30
− 6νs
R30(1− 2νs)
)
F + 2G
+
[
3R20(2 + α
(s)
2 ) +
νs(4 + 5α
(s)
2 )
1− 2νs R
2
0
]
H = 0 , (3.81)
− 8
R50
E +
α
(s)
−3 − 6
R30
F + 2G+ (4 + α
(s)
2 )R
2
0H = 0 , (3.82)
− 2Gm
GsR31
A+
2
R31
D +
1 + νs
1− 2νsα
(s)
0 I = −
qz
6Gs
, (3.83)
12Gm
R51Gs
B +
(
6− 2α(m)−3
R31
− 6νm
(1− 2νm)R31
)
Gm
Gs
C
− 12
R51
E −
(
6− 2α(s)−3
R31
− 6νs
(1− 2νs)R31
)
F − 2G
−
(
3(2 + α
(s)
2 )R
2
1 +
(4 + 5α
(s)
2 )νsR
2
1
1− 2νs
)
H =
qz
3Gs
, (3.84)
− 8Gm
R51Gs
B +
Gm
Gs
(
α
(m)
−3 − 6
R31
)
C +
8
R51
E
+
(
6− α(s)−3
R31
)
F − 2G− (4R21 + α(s)2 R21)H =
qz
3Gs
. (3.85)
The analytical solution to the above system can be found using a symbolic computa-
tion package such as Maple.
We now consider the case where the state of stress is purely radial, with
τRR|∞ = −qR (3.86)
and τRR|R0 = −qin . (3.87)
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Then, the pre-buckling displacement will also be purely radial, with
u =
(
AsR +
Bs
R2
)
eR , (3.88)
u =
(
AmR +
Bm
R2
)
eR (3.89)
in the shell and the matrix respectively [64]. We find that the corresponding radial
stress component becomes
τRR = (3λ+ 2G)A− 4GB
R3
, (3.90)
where A, B, λ and G have different values in the shell and the matrix, denoted by a
suffix ‘m’ or ‘s’.
Using conditions (3.86) and (3.87), and matching τRR and u at R = R1, we find
that
Am = − qR
3λm + 2Gm
, (3.91)
Bs =
(3λs + 2Gs)R
3
0
4Gs
As +
R30qin
4Gs
, (3.92)
Bm =
R31
4Gm
[
(3λs + 2Gs)As
(
R30
R31
− 1
)
+
(
R30qin
R31
− qR
)]
, (3.93)
As =
qinR
3
0
4R31
(
1
Gm
− 1
Gs
)
− qR
(
1
3λm + 2Gm
+
1
4Gm
)
{
1 +
(3λs + 2Gs)
4
[
R30
GsR31
+
1
Gm
(
1− R
3
0
R31
)]} . (3.94)
3.3.1 Finding the stress resultant
From equations (A.95), (A.115), (A.107) and (A.108), the stress component τθθ in
the shell is
τθθ = 2Gs
(
1
R
∂uθ
∂θ
+
uR
R
+
νs
1− 2νs∆
)
(3.95)
= 2Gs
(
−
√
1− µ2
R
∂uθ
∂µ
+
uR
R
+
νs
1− 2νs∆
)
. (3.96)
First we will find τθθ for both modes of deformation described earlier. From the first
calculation, where the only applied stress was τzz = −qz at infinity, we find that
τθθ = 2Gs
(
− D
R3
+ α
(s)
0 I +
E
R5
+
F
R3
+G+HR2 +
3νsα
(s)
0 I
1− 2νs
)
P
(0)
0 (µ)
+2Gs
[
−7E
R5
− 2G+ (−7 + α
(s)
−3)F
R3
+ (−2 + α(s)2 )R2H
+
νs
1− 2νs
(
−6F
R3
+ (4 + 5α
(s)
2 )HR
2
)]
P
(0)
2 (µ) . (3.97)
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For the second type of deformation, which was purely radial, we find that
τθθ = (3λs + 2Gs)As +
2GsBs
R3
(3.98)
= (3λs + 2Gs)As
(
1 +
R30
2R3
)
+
qinR
3
0
2R3
. (3.99)
Hence overall,
τθθ =
[
2Gs
(
− D
R3
+ α
(s)
0 I +
E
R5
+
F
R3
+G+HR2 +
3νsα
(s)
0 I
1− 2νs
)
+ (3λs + 2Gs)As
(
1 +
R30
2R3
)
+
qinR
3
0
2R3
]
P
(0)
0 (µ)
+2Gs
[
−7E
R5
− 2G+ (−7 + α
(s)
−3)F
R3
+ (−2 + α(s)2 )R2H
+
νs
1− 2νs
(
−6F
R3
+ (4 + 5α
(s)
2 )HR
2
)]
P
(0)
2 (µ) . (3.100)
Next we will find the stress resultant n11 from this value of τθθ. From equation
(A.163),
n11 =
∫ h/2
−h/2
σ11 dθ3 , (3.101)
where θ3, defined in (A.129), is the coordinate which is directed normal to the shell.
However, θ3 ∈ [−h/2, h/2] and h/R̂≪ 1, so let
θ3 = hξ , (3.102)
then
n11 = h
∫ 1/2
−1/2
σ11 dξ . (3.103)
We will further assume that
n11 ∼ h
∫ 1/2
−1/2
(
lim
h/ bR→0
σ11
)
dξ , (3.104)
because we will only require the first term of n11 (regarded as an asymptotic expansion
in h/R̂) for the shell buckling problem; any terms of higher order are neglected. But
from equation (A.162),
σ11 = (1− 2θ3H + θ23K)(1− θ3b11)τ 11 (3.105)
=
(
1 +
θ3
R̂
)3
τ 11 . (3.106)
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Here τ 11 is the stress component referred to base vectors gi, where the coordinates
are the shell coordinates (A.170)–(A.172). Therefore
τ 11 =
1
R2
τθθ (3.107)
⇒ σ11 =
(
1 +
θ3
R̂
)3
τθθ
R2
(3.108)
=
(
1 +
hξ
R̂
)3
τθθ
(R̂+ hξ)2
(3.109)
=
1
R̂2
(
1 +
hξ
R̂
)
τθθ . (3.110)
Therefore
lim
h/ bR→0
σ11 =
1
R̂2
lim
h/ bR→0
τθθ . (3.111)
But
lim
h/ bR→0
τθθ =
[
2Gs
(
− D¯
R̂3
+
E¯
R̂5
+
F¯
R̂3
+ G¯+ H¯R̂2 +
(1 + νs)α
(s)
0 I¯
1− 2νs
)
+
3
2
(3λs + 2Gs)A¯s +
qin
2
]
P
(0)
0 (µ)
+2Gs
[
−7E¯
R̂5
− 2G¯+ (−7 + α
(s)
−3)F¯
R̂3
+ (−2 + α(s)2 )R̂2H¯
+
νs
1− 2νs
(
−6F¯
R̂3
+ (4 + 5α
(s)
2 )H¯R̂
2
)]
P
(0)
2 (µ) , (3.112)
where D¯ to I¯ and A¯s are the values as h/R̂→ 0, given by
D¯ =
qzR̂
3
12Gm
(1 + νs)(1− νm)
(1− νs)(1 + νm) , (3.113)
E¯ = −qzR̂
5
2Gm
(1− νm)
(1− νs)(7− 5νm) , (3.114)
F¯ = −5qzR̂
3
6Gm
(1− νm)(1− 2νs)
(1− νs)(7− 5νm) , (3.115)
G¯ = − qz
6Gm
(1− νm)(7− 5νs)
(1− νs)(7− 5νm) , (3.116)
H¯ = 0 , (3.117)
I¯ =
qz
12Gm
(1− νm)(5− 4νs)
(1− νs)(1 + νm) , (3.118)
(3λs + 2Gs)A¯s =
1 + νs
3(1− νs)
[
qin
(
Gs
Gm
− 1
)
− 3qR Gs
Gm
(1− νm)
(1 + νm)
]
. (3.119)
Substituting these into
n11 =
h
R̂2
∫ 1/2
−1/2
(
lim
h/ bR→0
τθθ
)
dξ , (3.120)
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we find (as limh/ bR→0 τθθ is constant),
n11 =
h
R̂2
lim
h/ bR→0
τθθ (3.121)
= p0P
(0)
0 (µ) + p2P
(0)
2 (µ) , (3.122)
where
p0 =
qzhGs
2R̂2Gm
(1− νm)(−5νm + 15νmνs − 17 + 3νs)
(1− νs)(7− 5νm)(1 + νm)
+
h(1 + νs)
2R̂2(1− νs)
[
qin
(
Gs
Gm
− 1
)
− 3qR Gs
Gm
(1− νm)
(1 + νm)
]
+
qinh
2R̂2
, (3.123)
p2 =
10qzhGs(1− νm)
R̂2Gm(1− νs)(7− 5νm)
. (3.124)
3.3.2 Interpretation
Given the stress resultant calculated in the previous section, we now wish to find
which regions of the shell are in compression and tension. We have
n11 = p0 +
p2
2
(3 cos2 θ − 1) (3.125)
= p0 +
p2
4
+
3p2
4
cos 2θ . (3.126)
Now, if we are looking for the transition point between tension and compression, we
have n11 = 0 at that point, or
cos 2θ = − 4
3p2
(
p0 +
p2
4
)
, (3.127)
giving
θ =
{
1
2
cos−1
[
− 4
3p2
(
p0 +
p2
4
)]
, π − 1
2
cos−1
[
− 4
3p2
(
p0 +
p2
4
)]}
, (3.128)
assuming that ∣∣∣∣ 43p2
(
p0 +
p2
4
)∣∣∣∣ < 1 . (3.129)
Now, in the case that qz > 0 (compression at infinity), we have that n
11 < 0 in
between the values in equation (3.128), assuming condition (3.129) still holds. (If
qz < 0, n
11 > 0 in between the two values.)
Note in particular that if qR = qin = 0, the values in equation (3.128) depend only
on the Poisson ratios νm and νs. For example, taking the values for νs and νm from
Table 1.1 and setting qR = qin = 0, we have
− 4
3p2
(
p0 +
p2
4
)
= 0.395 , (3.130)
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Figure 3.2: Areas of the spherical shell in compression (thick) and tension (thin).
telling us that we are in compression for
θ ∈ (0.582, 2.559) , (3.131)
independently of the shear moduli of the materials and the magnitude of the applied
stress at infinity. The region of compression is shown as the thick curve in Figure 3.2
(the thin curve representing areas in tension).
3.4 The functional in terms of the Legendre coef-
ficients
We will now return to the expression for the change in potential energy derived at
the end of Section 3.2. Recall that we had considered the linear terms ∆W1 and
the quadratic terms ∆W2. We stated that the equation ∆W1 = 0 would give the
equilibrium (pre-buckling) state. However, we have calculated this state already by
the full equations of linear elasticity, and we thus assume that ∆W1 = 0. Indeed, it
can be shown that by substituting the full linear solution obtained earlier into ∆W1,
we have that
∆W1 = O(h
2/R̂2) , (3.132)
which is small compared to the individual terms in the integral.
Now consider the quadratic terms, given by equation (3.20). First we will consider
I1. Given that w is independent of the coordinate φ, from equation (3.21) we have
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that
I1 =
∫∫
shell
(I)n11
2
(
dw
dθ
)2
dS , (3.133)
where we take as read that ‘shell’ means the mid-shell surface. The stress resultant
will be given by equation (3.122), but for simplicity we will consider two cases only:
firstly qz = q∞, qR = 0 and qin = 0; and secondly qz = 0, qR = q∞ and qin = 0. Thus
(I)n11 = q∞
(
p0P
(0)
0 (µ) + p2P
(0)
2 (µ)
)
, (3.134)
where for the first case we redefine
p0 =
hGs
2R̂2Gm
(1− νm)(−5νm + 15νmνs − 17 + 3νs)
(1− νs)(7− 5νm)(1 + νm) , (3.135)
p2 =
10hGs(1− νm)
R̂2Gm(1− νs)(7− 5νm)
, (3.136)
and for the second case
p0 = − 3hGs(1 + νs)(1− νm)
2R̂2Gm(1 + νm)(1− νs)
, (3.137)
p2 = 0 . (3.138)
Now, if F (θ) is independent of φ, then∫∫
shell
F (θ) dS =
∫ 2pi
0
∫ pi
0
F (θ)R̂2 sin θ dθdφ (3.139)
= 2πR̂2
∫ pi
0
F (θ) sin θ dθ (3.140)
= 2πR̂2
∫ 1
−1
F (µ) dµ . (3.141)
Then, from equation (3.134) we have that
(I)n11 = q∞
(
p0 − p2
2
)
+ q∞
3p2
2
µ2 , (3.142)
which we can substitute together with equation (3.29) and the result (3.141) into the
expression for I1 to get
I1 = πq∞
(
p0 − p2
2
)
R̂2
∞∑
n,m=1
∫ 1
−1
UnP
(1)
n (µ)UmP
(1)
m (µ) dµ
+
3πq∞p2R̂
2
2
∞∑
n,m=1
∫ 1
−1
µ2UnP
(1)
n (µ)UmP
(1)
m (µ) dµ (3.143)
= 2πq∞
(
p0 − p2
2
)
R̂2
∞∑
n=1
n(n+ 1)
2n+ 1
U 2n
+
3πq∞p2R̂
2
2
∞∑
n,m=1
UnUm
∫ 1
−1
µP (1)n (µ) · µP (1)m (µ) dµ , (3.144)
71
using the orthogonality condition (B.12).
Using relation (B.7) we find that the second term above is equal to
3πq∞p2R̂
2
2
∞∑
n,m=1
Un
2n+ 1
Um
2m+ 1
∫ 1
−1
(
nP
(1)
n+1(µ) + (n+ 1)P
(1)
n−1(µ)
)
×
(
mP
(1)
m+1(µ) + (m+ 1)P
(1)
m−1(µ)
)
dµ (3.145)
which, on using the orthogonality condition, becomes
3πq∞p2R̂
2
2
∞∑
n=1
{[
2n2(n+ 1)(n+ 2)
(2n+ 1)2(2n+ 3)
+
2(n− 1)n(n+ 1)2
(2n− 1)(2n+ 1)2
]
U 2n
+
4n(n+ 1)(n+ 2)(n+ 3)
(2n+ 1)(2n+ 3)(2n+ 5)
UnUn+2
}
. (3.146)
Therefore we finally obtain
I1 = πq∞R̂
2
∞∑
n=1
[{
(2p0 − p2)n(n+ 1)
2n+ 1
+3p2
[
n2(n+ 1)(n+ 2)
(2n+ 1)2(2n+ 3)
+
(n− 1)n(n+ 1)2
(2n− 1)(2n+ 1)2
]}
U 2n
+
6p2n(n+ 1)(n+ 2)(n+ 3)
(2n+ 1)(2n+ 3)(2n+ 5)
UnUn+2
]
. (3.147)
Now we will consider I2 from equation (3.22). Recall from equation (3.30) that
v1 = R̂
∞∑
n=1
VnP
(1)
n (µ) . (3.148)
Koiter [52] employed the van der Neut substitution,
vα = ψ,α + εαλa
λµχ,µ , (3.149)
where εαλ is the surface alternating tensor and ψ, χ are functions to be determined.
Under our assumption of axisymmetry, this simplifies to
vα = ψ,α , (3.150)
where
ψ =
∞∑
n=0
(
R̂Vn
)
P (0)n (µ) , (3.151)
V0 being arbitrary (we will set it to zero without loss of generality). Then the lin-
earised strain tensor θαβ of equation (A.160) becomes
θαβ =
1
2
(vα|β + vβ|α)− w
R̂
aαβ (3.152)
= ψ|αβ − w
R̂
aαβ , (3.153)
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since in shallow buckling the order of covariant differentiation is irrelevant [52]. Hence
the integrand in I2 becomes
h
2
Eαβλµ
w2
R̂2
aαβaλµ − hEαβλµψ|αβw
R̂
aλµ
+
h
2
Eαβλµψ|αβψ|λµ + h
3
24
Eαβλµw|αβw|λµ , (3.154)
using equation (A.159) to determine ραβ. From equation (A.167), we find that the
first term becomes
2hGs(1 + νs)
1− νs
w2
R̂2
, (3.155)
and the second term becomes
− 2hGs(1 + νs)
R̂(1− νs)
w∇2ψ , (3.156)
using the fact that
aαβψ|αβ = ∇2ψ (3.157)
is the surface Laplacian on the shell. The integrals of the other two terms are both
of the form ∫∫
shell
Eαβλµω|αβω|λµ dS . (3.158)
Given that Eαβλµ is composed entirely of aαβ terms, we have Eαβλµ|ρ = 0 since
aαβ|ρ = aαβ|ρ = 0 from equation (A.152). Hence the integral (3.158) becomes∫∫
shell
[(
Eαβλµω|αβω|λ
)∣∣
µ
− Eαβλµω|αβµω|λ
]
dS , (3.159)
where the first term disappears by the divergence theorem (as the shell is closed).
Applying the same process we get∫∫
shell
Eαβλµω|αβλµω dS , (3.160)
changing the order of covariant differentiation as we’re dealing with shallow shells.
We finally obtain
2Gs
1− νs
∫∫
shell
ω∇4ω dS , (3.161)
which becomes
2Gs
1− νs
∫∫
shell
(∇2ω)2 dS (3.162)
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on using Green’s theorem.
Putting the above together gives us
I2 =
hGs
1− νs
∫∫
shell
[(
∇2ψ − (1 + νs)w
R̂
)2
+(1− ν2s )
w2
R̂2
+
h2
12
(∇2w)2] dS . (3.163)
Now, we have from equation (3.157) that
∇2ψ = 1
R̂2
ψ|11 + 1
R̂2 sin2 θ
ψ|22 . (3.164)
In addition,
ψ,2 = 0 (3.165)
and
ψ|αβ = (ψ,α)|β (3.166)
= ψ,αβ − Γ¯γαβψ,γ (3.167)
from equation (A.149), so that
∇2ψ = 1
R̂2
(ψ,11 + cot θψ,1) (3.168)
and similarly
∇2w = 1
R̂2
(w,11 + cot θw,1) . (3.169)
From these, using equations (3.151), (3.29) and (B.1), we find that
∇2ψ = −
∞∑
n=0
n(n+ 1)Vn
R̂
P (0)n (µ) , (3.170)
∇2w = −
∞∑
n=0
n(n+ 1)Un
R̂2
P (0)n (µ) , (3.171)
which, on substitution into equation (3.163) and using the orthogonality condition
on Legendre functions, gives us that
I2 =
4πhGs
R̂2(1− νs)
∞∑
n=0
1
2n+ 1
[
(n(n+ 1)Vn + (1 + νs)Un)
2 R̂2
+(1− ν2s )R̂2U 2n +
h2n2(n+ 1)2U 2n
12
]
. (3.172)
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In order to calculate I3 from equation (3.23), we need to determine the displace-
ment field u that is induced in the elastic matrix from the virtual deformation v of
the shell. This is found by solving the elasticity equations for u with a displacement
boundary condition
u|R=R1 = v , (3.173)
assuming that the displacement on the outer shell surface is approximately equal to
the mid-surface displacement v. We also state that the stress field vanishes asR→∞.
This problem has been solved by Lur’e [65]. Firstly the boundary displacement is
decomposed into a series of homogeneous vector spherical harmonics,
v =
∞∑
n=0
Y n(θ, φ) . (3.174)
Then the vector
U−n−1 =
(
R1
R
)n+1
Y n(θ, φ) (3.175)
is formed, which gives us the final solution
u =
∞∑
n=0
[
U−n−1 − 1
2
(R21 −R2)
∇(∇ ·U−n−1)
(3− 4νm)(n+ 1) + 2(1− νm)
]
. (3.176)
The first difficulty we find when trying to solve this problem is that the terms in
the series in equations (3.27) and (3.28), taken together, are not homogeneous surface
vector spherical harmonics. We need to write v as a series of the following:
Y n = αnP
(1)
n (µ)(cosφex + sinφey) + βnP
(0)
n (µ)ez . (3.177)
On using the relations in (A.102), we can transform to spherical coordinates:
Y n =
(
αn
√
1− µ2P (1)n (µ) + βnµP (0)n (µ)
)
eR
+
(
αnµP
(1)
n (µ)− βn
√
1− µ2P (0)n (µ)
)
eθ . (3.178)
From equations (B.8) and (B.10) we find that
Y n =
(
(nαn + βn)µP
(0)
n (µ)− nαnP (0)n−1(µ)
)
eR
+
(
αnµP
(1)
n (µ)− βn
√
1− µ2P (0)n (µ)
)
eθ . (3.179)
Now, from equation (B.6),√
1− µ2P (0)n (µ) =
√
1− µ2
2n+ 1
(
P
(0)
n+1
′
(µ)− P (0)n−1
′
(µ)
)
(3.180)
=
P
(1)
n−1(µ)− P (1)n+1(µ)
2n+ 1
. (3.181)
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Using this together with equation (B.7), we find that
Y n =
(
n(γn − αn)P (0)n−1(µ) + (n+ 1)γnP (0)n+1(µ)
)
eR
+
(
(αn − γn)P (1)n−1(µ) + γnP (1)n+1(µ)
)
eθ , (3.182)
where
γn =
nαn + βn
2n+ 1
. (3.183)
Thus
v =
∞∑
n=0
[
n(γn − αn)P (0)n−1 + (n+ 1)γnP (0)n+1
]
eR
+
∞∑
n=0
[
(αn − γn)P (1)n−1 + γnP (1)n+1
]
eθ . (3.184)
On rearranging the indices of the terms in the sums, we obtain
u =
∞∑
m=0
[(m+ 1)(γm+1 − αm+1) +mγm−1]P (0)m (µ)eR
+
∞∑
m=1
[αm+1 − γm+1 + γm−1]P (1)m (µ)eθ , (3.185)
which we can compare with equations (3.27) and (3.28) to get
Un = (n+ 1)(γn+1 − αn+1) + nγn−1 , (3.186)
Vn = αn+1 − γn+1 + γn−1 , (3.187)
or
γn − αn = Un−1 − (n− 1)Vn−1
2n− 1 , (3.188)
γn =
Un+1 + (n+ 2)Vn+1
2n+ 3
, (3.189)
which we can substitute into the relations that we find for αn and γn.
Now, from equations (3.182) and (3.175) we find that
U−n−1 =
(
R1
R
)n+1 {[
n(γn − αn)P (0)n−1(µ) + (n+ 1)γnP (0)n+1(µ)
]
eR
+
[
(αn − γn)P (1)n−1(µ) + γnP (1)n+1(µ)
]
eθ
}
. (3.190)
On using various identities of Appendix B, we find that
∇ (∇ ·U−n−1) = (n+ 2)
R21
(
R1
R
)n+3
(2n+ 1)(n+ 1)γnP
(0)
n+1(µ)eR
− 1
R21
(
R1
R
)n+3
(2n+ 1)(n+ 1)γnP
(1)
n+1(µ)eθ . (3.191)
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Thus, from equation (3.176), we find that the radial component of the virtual dis-
placement field in the matrix is given by
u · eR =
∞∑
n=0
{[
n(γn − αn)P (0)n−1(µ) + (n+ 1)γnP (0)n+1(µ)
](R1
R
)n+1
−n+ 2
2
(
1− R
2
R21
)(
R1
R
)n+3 (2n+ 1)(n+ 1)γnP (0)n+1(µ)
(3− 4νm)(n+ 1) + 2(1− νm)
}
(3.192)
and the tangential component becomes
u · eθ =
∞∑
n=0
{[
(αn − γn)P (1)n−1(µ) + γnP (1)n+1(µ)
](R1
R
)n+1
+
1
2
(
1− R
2
R21
)(
R1
R
)n+3 (2n+ 1)(n+ 1)γnP (1)n+1(µ)
(3− 4νm)(n+ 1) + 2(1− νm)
}
. (3.193)
Rearranging the indices and using equations (3.188) and (3.189) gives
u =
∞∑
m=0
[
Am
(
R1
R
)m+2
+Bm
(
R1
R
)m]
P (0)m (µ)eR
+
∞∑
m=1
[
Cm
(
R1
R
)m+2
+Dm
(
R1
R
)m]
P (1)m (µ)eθ , (3.194)
where
An +Bn = Un , (3.195)
Cn +Dn = Vn , (3.196)
and
An = −(n+ 1)Cn , (3.197)
Cn =
1
2n+ 1
{
nVn −Un + n(2n− 1)
2
[
Un + (n+ 1)Vn
(3− 4νm)n+ 2(1− νm)
]}
. (3.198)
Now consider the integral I3, from equation (3.23). The stress tensor from equa-
tion (A.43) is given by
τ ij = Aijklekl , (3.199)
so that
I3 =
1
2
∫∫∫
R>R1
τ ijeij dV , (3.200)
or
I3 =
1
2
∫∫∫
R>R1
τ ijui|j dV (3.201)
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by the symmetry of the stress tensor and equation (A.39). Next, we modify the
integrand to find
I3 =
1
2
∫∫∫
R>R1
[
(τ ijui)
∣∣
j
− τ ij|jui
]
dV , (3.202)
where the second term disappears by the equilibrium equation (A.41) for the stress
tensor in the absence of body forces. Then, by the divergence theorem we have
I3 =
1
2
∫∫
∂V
τ ijnjui dS , (3.203)
where ∂V is the internal boundary of the region, R = R1, since both the stresses and
displacements vanish at infinity. The normal vector points inwards, so that the only
non-zero component is n1 = −1. This gives
I3 = −1
2
∫∫
∂V
(
τ 11u1 + τ
12u2
)
dS . (3.204)
Now, from equations (A.92) and (A.93), we find that
τ 11 = 2Gme11 +
2Gmνm
1− 2νm∆ , (3.205)
τ 12 =
2Gm
R2
e12 , (3.206)
where
∆ = e11 +
1
R2
e22 +
1
R2 sin2 θ
e33 . (3.207)
In terms of uR and uθ, we find that the relevant strain components become
e11 =
∂uR
∂R
, (3.208)
e12 =
1
2
(
∂uR
∂θ
+R
∂uθ
∂R
− uθ
)
, (3.209)
∆ =
∂uR
∂R
+
2uR
R
+
1
R
∂uθ
∂θ
+
cot θ
R
uθ . (3.210)
We substitute the values for uR and uθ from equation (3.194) into equations
(3.208)–(3.210), and then we substitute these into equations (3.205)–(3.206). These
will be substituted into (3.204), with the identities
u1 = uR , (3.211)
u2 = Ruθ (3.212)
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from (A.107) and (A.108). Eventually we get an integral involving squares of Legendre
functions. We finally obtain, using equations (3.195)–(3.197),
I3 = 4πGmR1
∞∑
n=0
{
Un
2n+ 1
[
nUn − 2(n+ 1)Cn
+
νm
1− 2νm ((n− 2)Un − 2(n+ 1)Cn + n(n + 1)Vn)
]
+
n(n+ 1)Vn
2(2n+ 1)
[(n+ 1)Vn + 2Cn −Un]
}
, (3.213)
where Cn is given by equation (3.198).
3.5 The eigenvalue problem
Now we use the results (3.147), (3.172) and (3.213), and apply conditions (3.31) and
(3.32). From the second of these, we have
∂
∂Vn
(I1 +I2 +I3) = 0 . (3.214)
Now,
∂I1
∂Vn
= 0 , (3.215)
∂I2
∂Vn
=
8πhGsn(n+ 1) (n(n+ 1)Vn + (1 + νs)Un)
(1− νs)(2n+ 1) , (3.216)
∂I3
∂Vn
=
4πGmR1
2n+ 1
{
Un
[
−2(n+ 1)En + νm
1− 2νm (n(n+ 1)− 2(n+ 1)En)
]
+
1
2
n(n+ 1) [2(n+ 1)Vn + 2Cn −Un + 2EnVn]
}
, (3.217)
where Cn is given by equation (3.198) and we write
En =
∂Cn
∂Vn
=
1
2n+ 1
[
n+
n(n+ 1)(2n− 1)
2
(
(3− 4νm)n+ 2(1− νm)
)] . (3.218)
Substituting the above into equation (3.214) gives us
Vn = µnUn , (3.219)
where
µn = −
{
2hn(n+ 1)Gs
R1(1− νs)Gm + (n+ 1) + 2En
}−1{
2h(1 + νs)Gs
R1(1− νs)Gm −
2En(1− νm)
n(1− 2νm)
+
1
2n+ 1
(
n(2n− 1)
2
(
(3− 4νm)n+ 2(1− νm)
) − 1)− 1
2
+
νm
1− 2νm
}
(3.220)
79
with µ0 = 0. Substituting this back in to the expressions for I1 to I3 gives us ∆W2
in the form
∆W2 =
∞∑
n=0
[
(anq∞ + bn)U
2
n + cnq∞UnUn+2
]
, (3.221)
where the coefficients are given by
an = πR̂
2
{
(2p0 − p2)n(n+ 1)
2n+ 1
+3p2
[
n2(n+ 1)(n+ 2)
(2n+ 1)2(2n+ 3)
+
(n− 1)n(n+ 1)2
(2n− 1)(2n+ 1)2
]}
, (3.222)
bn =
4πhGs
R̂2(1− νs)(2n+ 1)
[(
n(n+ 1)µn + 1 + νs
)2
R̂2
+(1− ν2s )R̂2 + h2n2(n+ 1)2/12
]
+
4πGmR1
2n+ 1
[
n− 2(n+ 1)Fn + νm
1− 2νm (n− 2− 2(n+ 1)Fn + n(n+ 1)µn)
+
n(n+ 1)µn
2
((n+ 1)µn + 2Fn − 1)
]
, (3.223)
cn =
6πR̂2p2n(n+ 1)(n+ 2)(n+ 3)
(2n+ 1)(2n+ 3)(2n+ 5)
, (3.224)
where
Fn =
Cn
Un
=
1
2n+ 1
{
nµn − 1
+
n(2n− 1)
2
[
1 + (n+ 1)µn
(3− 4νm)n+ 2(1− νm)
]}
. (3.225)
Then from equation (3.31) we have
2(anq∞ + bn)Un + cn−2q∞Un−2 + cnq∞Un+2 = 0 , (3.226)
where c−2 and c−1 are both zero. If we let
λ =
1
q∞
, (3.227)
then we have the system(
−an
bn
− λ
)
Un − cn−2
2bn
Un−2 − cn
2bn
Un+2 = 0 . (3.228)
We can now split up our consideration of the Un coefficients into odd and even n:(
−a2n−1
b2n−1
− λ
)
U oddn −
c2n−3
2b2n−1
U oddn−1 −
c2n−1
2b2n−1
U oddn+1 = 0 (3.229)(
−a2n−2
b2n−2
− λ
)
U evenn −
c2n−4
2b2n−2
U evenn−1 −
c2n−2
2b2n−2
U evenn+1 = 0 (3.230)
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for n = 1, 2, . . . , where
U oddn = U2n−1 , (3.231)
U evenn = U2n−2 . (3.232)
The equations (3.229)–(3.230) comprise two eigenvalue problems for infinite tridiag-
onal matrices: (
Aodd − λI)U odd = 0 , (3.233)
(Aeven − λI)U even = 0 , (3.234)
which can be solved numerically.
3.6 Results
Recall that we planned to consider two modes of deformation only, namely uniaxial
compression at infinity, where the stress field at infinity had only the component
τzz = −q∞, and a hydrostatic compression at infinity, for which τRR = −q∞. We will
consider the uniaxial case first.
The infinite systems of the previous section are truncated and solved numerically,
with parameter values from Table 1.1 and using equations (3.135) and (3.136) for p0
and p2. We set Gm = 1 since we can scale q∞ with the true value of Gm without chang-
ing the problem mathematically. We will be searching for the lowest positive value of
q∞, in order to find the first point at which the equilibrium solution becomes unsta-
ble (considering a gradual quasisteady loading of the material). This corresponds to
finding the largest possible eigenvalue λ. Considering even and odd buckling modes
separately, the largest positive eigenvalue in both cases is λ = 18.18, giving a lowest
critical compressive stress at infinity of q∞ = 0.0550. The corresponding eigenvectors
in each case give us the constants Un, and hence from equation (3.219) the constants
Vn. We substitute these values of the coefficients into equations (3.27) and (3.28) to
determine the displacement components of the characteristic buckling pattern which
would occur at the critical buckling stress. These buckling patterns are shown in
Figures 3.3 and 3.4.
It may seem surprising that the spheres buckle around the equator. After all, by
common experience if a spherical shell is placed between two flat plates and com-
pressed, which is a superficially similar mode of deformation, the spheres tend to
buckle at the poles. However, compressing spherical shells between flat plates in-
duces a different pattern of stresses in the shell than embedding them in an elastic
material. An embedded spherical shell, under uniaxial compression at infinity, is in
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Figure 3.3: Even buckling pattern for the largest positive eigenvalue.
−1.5 −1 −0.5 0 0.5 1 1.5
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1z
x
Figure 3.4: Odd buckling pattern for the largest positive eigenvalue.
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compression (in the τθθ component) around the equator while in tension around the
poles (see Figure 3.2); this is why buckling occurs around the equator. Conversely,
placing a shell between two flat plates and compressing it results in the region of
highest compressive stress — and hence buckling — being around the poles.
Experimentalists should therefore be wary of modelling the buckling of embedded
shells by sandwiching them between flat plates, for the reasons stated above. This
approach does have its uses, however: if the shells are not bonded to the elastic
matrix, and the matrix is much more compliant than the shell (as is the case here,
from Table 1.1), then the shells will only be in contact with the matrix at the poles,
mimicking the sandwiching approach. The likely true configuration of the spheres
is partial bonding, which is outside the scope of this thesis, but would require us to
solve a coupled delamination problem for the shells.
By solving the eigenvalue problem above, we are also able to find the largest
negative eigenvalue. This corresponds to the lowest critical tensile stress at infinity
for which the equilibrium configuration is unstable (restricting buckling patterns to
axisymmetric deformations). In both odd and even cases we find the critical stress
to be −q∞ = 0.1328 for the material constants given previously. The corresponding
buckling patterns are given in Figures 3.5 and 3.6.
These results are physically unrealistic for the simple reason that we only con-
sider axisymmetric deformations. Had we considered buckling in the φ-direction, we
would have taken account of the fact that the stress component τφφ in the shell is in
compression around the equator. Thus the most likely lowest critical stress for the
case of tension at infinity would correspond to non-axisymmetric buckling around the
equator.1
3.6.1 Hydrostatic stress at infinity
Finally, we will calculate the lowest critical stress in the case where a hydrostatic
stress at infinity is used. We will use equations (3.137) and (3.138), and substitute
them into the linear system (3.226). Now, p2 = 0 so that cn = 0 for all n. This means
that (3.226) becomes
(anq∞ + bn)Un = 0 . (3.235)
1In the case of compression at infinity the component τφφ is in compression around the poles. It
is implausible that buckling in the φ-direction would occur here at a lower critical stress than the
axisymmetric buckling mode.
83
−1.5 −1 −0.5 0 0.5 1 1.5
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1z
x
Figure 3.5: Even buckling pattern for the largest negative eigenvalue.
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Figure 3.6: Odd buckling pattern for the largest negative eigenvalue.
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Therefore each of the buckling modes are given from equations (3.27)–(3.28) by
vR = UnP
(0)
n (µ) (3.236)
vθ = VnP
(1)
n (µ) (3.237)
= µnUnP
(1)
n (µ) (3.238)
for each n, with corresponding critical stress
q∞ = − bn
an
. (3.239)
The constants bn in this expression are unchanged from equation (3.223), and substi-
tuting the relevant value of p0 gives
an = −3πh(1− νm)(1 + νs)Gs
(1− νs)(1 + νm)Gm
n(n+ 1)
(2n+ 1)
. (3.240)
We require the lowest critical stress at infinity, which involves finding the minimum
value of (3.239) over n = 0, 1, 2, . . . . For the parameter values given previously, we
find that the lowest critical stress is q∞ = 0.08072, found when n = 18.
This result is to be compared with that of Fok and Allwright [32], who considered
the buckling of an embedded shell with a hydrostatic stress field at infinity, but having
introduced a simplifying assumption that the shell was inextensible, or that
R̂∇2ψ + 2w = 0 . (3.241)
This assumption gives µn =
2
n(n+1)
, which is perhaps an oversimplification when
compared to our result (3.220).
Fok and Allwright found that the critical stress at infinity satisfied
q∞ =
4Gs(1 + νs)(1 + νm)
3(1− νm)
[
1 +
Gm(1− νs)R̂
Gs(1 + νs)h
]
×
{
[n(n + 1)− (1− νs)]
12(1− ν2s )
h3
R̂3
+
2h
R̂(n− 1)(n+ 2)(1 + νs)
+
Gm[(2n
3 − n2 + 3n+ 2)− νm(2n3 − 3n2 + 5n+ 2)]
Gs(1 + νs)(n− 1)2(n+ 2)[3n+ 2− 2νm(2n+ 1)]
}
(3.242)
which, on minimising using our parameter values, gives the lowest critical stress
as q∞ = 0.4215 when n = 18. The value of q∞ compares quite badly with our
result, indicating that the simplifying inextensibility assumption of the authors is not
valid in our parameter regime. Numerical experiments show that as h/R̂ → 0 the
minimum q∞ according to (3.242) becomes closer to the value given by our theory.
Note nevertheless that the order n = 18 of the buckling pattern as calculated by Fok
and Allwright agrees with the value arising from the theory of this chapter.
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Chapter 4
Asymptotic Buckling Analysis
In Chapter 3 we succeeded in finding the critical stress at infinity sufficient to induce
buckling in a shell embedded in a linearly elastic material. However, the results
were found numerically rather than analytically. As a consequence, we cannot easily
determine the dependence of the critical stress (and the resulting buckling pattern)
on the material and geometric parameters of the problem. In this chapter we take
the energy integrals of Chapter 3 for the case of a uniaxial stress field at infinity and
consider the limit as the thickness ratio tends to zero. We obtain asymptotic forms
for the critical stress and buckling patterns in this limit, and compare them to the
numerical results found in Chapter 3.
4.1 Limiting cases
We begin by considering numerical experiments on the results of Chapter 3. The
variation in the buckling pattern as h/R̂ → 0 is shown in Figure 4.1. In this figure
we use Gs/Gm = 100 and values of the Poisson ratios from Table 1.1. We note
that as h/R̂ decreases the wavelength of the buckling pattern decreases, while at the
same time the extent of the buckled region also decreases. In this limit the critical
stress tends to a constant. A similar pattern occurs in the case where we consider
the quantity Gs/Gm → 0, but not as rapidly, and the critical stress in this limit is
unbounded. The behaviour of the buckling patterns in these limits ought to make the
problem amenable to analysis, since problems resulting in highly oscillatory solutions
can often be approximated using the WKB asymptotic method.
We stress here that the analysis of these limits is purely mathematical in nature.
It may be the case that in one of the limits which we will study, one or more of
our assumptions become invalid. Certainly the shallow shell assumption will remain
valid because by definition it assumes that the buckling wavelength is much shorter
than the radius of curvature of the unbuckled shell, which is confirmed by Figure 4.1.
However, if the asymptotic value of the critical stress at infinity becomes very large,
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Figure 4.1: The buckling pattern as h/R̂→ 0.
as happens in the limit Gs/Gm → 0, our assumption of linear elasticity for the matrix
may be violated. Nevertheless, our aim is that the results of the asymptotic analysis
should give a reasonably accurate analytic expression for both the buckling pattern
and the critical stress at infinity in our parameter regime.
4.2 The Euler strut
In order to analyse the behaviour of the system in these limits, it would be preferable
to start by considering a canonical problem, involving a structure that buckles to a
localised buckling pattern as seen in Figure 4.1. One such problem is that of an Euler
strut attached to a substrate of variable stiffness. This is a problem that has been
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analysed by Coman [23]. The problem involves the deformation under buckling of a
beam attached to a deformable substrate, as shown in Figure 4.2. The substrate will
be assumed to be composed of linear springs, whose stiffness varies as a function of
position.1
θ(s)
Figure 4.2: A diagram of a beam attached to an deformable substrate.
Consider the equations for the deformation of an elastic beam, as depicted in
Figure 4.2,
EI
d2θ
ds2
− Fx sin θ + Fy cos θ = 0 , (4.1)
dFx
ds
+ fx = 0 , (4.2)
dFy
ds
+ fy = 0 , (4.3)
where s is the arc-length along the beam,
(
Fx(s), Fy(s)
)
are the (x, y)-components
of the internal force along the beam, (fx, fy) are the components of the body force
acting on the beam, θ(s) is the angle that the beam makes with the horizontal (x-)
direction, and EI is the bending stiffness of the beam. The variable θ is related to x
and y by
dx
ds
= cos θ , (4.4)
dy
ds
= sin θ . (4.5)
We suppose that the deflections are small, so that θ ≈ 0, and
cos θ ∼ 1 , (4.6)
sin θ ∼ θ . (4.7)
Then from equation (4.4) we have
dx
ds
∼ 1 ⇒ x ∼ s , (4.8)
1We note that similar buckling patterns have been observed when the substrate is of constant but
nonlinear stiffness [94], although the variable-stiffness case is analysed in this chapter as it seems
particularly relevant to our sphere-buckling problem.
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and from equation (4.5) we obtain
dy
ds
∼ θ . (4.9)
To obtain the small-deflection equations, we therefore denote the centre-line of
the beam by y = w(x), replace s by x, and θ by w′(x) (according to equation (4.9)).
The main equation becomes
EI
d3w
dx3
− Fxdw
dx
+ Fy = 0 , (4.10)
where
dFx
dx
+ fx = 0 , (4.11)
dFy
dx
+ fy = 0 . (4.12)
We now consider the forces applied to our beam. We suppose that the only body
forces applied are in the y-direction (due to the elastic foundation), denoted
fy = −V (w(x), x) . (4.13)
In reality, the elastic foundation would also apply a force fx in the x-direction, but for
simplicity this is neglected here. At either end of the beam we apply a compressive
force P in the x-direction. Because there are no body forces in the x-direction, we
have
dFx
dx
= 0 , (4.14)
with Fx = −P at either end of the beam, so that Fx ≡ −P . Now, from equation
(4.10), we get
EI
d3w
dx3
+ P
dw
dx
+ Fy = 0 (4.15)
⇒ EI d
4w
dx4
+ P
d2w
dx2
+
dFy
dx
= 0 (4.16)
⇒ EI d
4w
dx4
+ P
d2w
dx2
+ V (w(x), x) = 0 . (4.17)
We now search for possible models for the elastic foundation. By far the simplest
is the Winkler foundation model, which models the foundation as a continuum of
linear springs of stiffness k(x) > 0 (varying in position along the beam), giving us
V = k(x)w(x) . (4.18)
Of course, this is a very simplified model and doesn’t take into account any interaction
between springs. A more realistic model would use the equations of linear elasticity,
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but this is quite difficult to express solely in terms of w(x).2 We will accordingly
follow Coman and assume that the foundation is governed by the Winkler model
with a variable stiffness coefficient k(x).
The equation to be solved for the mid-beam displacement w(x) is thus
EI
d4w
dx4
+ P
d2w
dx2
+ k(x)w = 0 . (4.19)
The beam is clamped at either end, so that
w(−L) = w(L) = w′(−L) = w′(L) = 0 . (4.20)
For localised buckling patterns of the kind seen in Figure 4.1, we require k(x) to have
a minimum at some point x = x0 in the beam, so that k(x0) > 0, k
′(x0) = 0 and
k′′(x0) > 0.
4.2.1 Nondimensionalisation
We first nondimensionalise the equation. The scalings used are
x = Lx̂ , k(x) = Kk̂(x̂) , w(x) = Wŵ(x̂) , (4.21)
giving
EI
KL4
d4w
dx4
+
P
KL2
d2w
dx2
+ k(x)w = 0 , (4.22)
where we have dropped the ̂ notation for convenience. We suppose that the quantity
multiplying the w′′′′(x) term is small, so that we can define
ε4 =
EI
KL4
. (4.23)
This parameter will be small if the foundation is stiffer than the beam, or if the
beam is very long (compared to its thickness, characterised by I). These conditions
are equivalent to the limiting cases in the sphere buckling problem discussed earlier,
namely that the shear modulus ratio Gs/Gm or the thickness ratio h/R̂ are small.
We then define the nondimensional loading parameter
λ =
P
2
√
KEI
, (4.24)
2One attempt to bridge the gap between the Winkler model and the linear elastic model by
introducing resistance to shearing is the Pasternak model, which has been derived in many different
ways [99]. It takes the form
V = k(x)w(x)− κ(x)d
2w
dx2
where κ(x) is a material parameter.
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giving
ε4
d4w
dx4
+ 2ε2λ
d2w
dx2
+ k(x)w = 0 . (4.25)
For simplicity we will replace the end conditions (4.20) by
w(±∞) = w′(±∞) = 0 . (4.26)
We will limit our analysis to the case λ > λc =
√
min k(x) = k(x0)
1/2. This
is because there are no non-zero solutions to equation (4.25) and boundary condi-
tions (4.26) when λ 6 λc. To show this, take the differential equation and change
coordinates x = εx̂. Then (writing x̂ as x for simplicity),
w′′′′ + 2λw′′ + k(x)w = 0 . (4.27)
We then multiply this by w and integrate over R. Integrating by parts, we obtain∫
R
kw2 dx = −
∫
R
(
2λw′′w + (w′′)2
)
dx (4.28)
= −
∫
R
2λw′′w dx− ‖w′′‖2 , (4.29)
where ‖ · ‖ is the L2 norm. Since the left hand side is positive, the first term on the
right hand side must also be positive, so that
−
∫
R
2λw′′w dx 6 2λ‖w′′‖ · ‖w‖ (4.30)
by the Cauchy–Schwartz inequality. Thus∫
R
k(x)w2 dx 6 2λ‖w′′‖ · ‖w‖ − ‖w′′‖2 (4.31)
for all possible deformations w. Maximising the right hand side over ‖w′′‖, we find
that
2λ‖w′′‖ · ‖w‖ − ‖w′′‖2 6 λ2‖w‖2 . (4.32)
Therefore ∫
R
k(x)w2 dx 6 λ2‖w‖2 (4.33)
⇒
∫
R
(
λ2 − k(x))w2 dx > 0 . (4.34)
Now, given that k(x) > 0 is not constant, if λ2 6 min k(x) we must have w ≡ 0 in
order to satisfy (4.34). Hence, for nonzero solutions we must have
λ2 > min k(x) . (4.35)
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4.2.2 Coman’s analysis
Coman’s method [23] for solving the equation is rather ad hoc in character, and while
we will be able to justify the assumptions he made in his analysis, we will summarise
his results here first. The method relies on the WKB ansatz
w(x) = W (x) exp
(
i
ε
S(x)
)
. (4.36)
The equation is simplified by taking only the first two terms in the Taylor expansion
of the function S(x),
S(x) = S(x0) + S
′(x0)(x− x0) + 1
2
S ′′(x0)(x− x0)2 +O
(
(x− x0)3
)
, (4.37)
where x0 is the minimum of k(x), i.e. the weakest point of the material. We set
η0 = S
′(x0) , (4.38)
σ = S ′′(x0) , (4.39)
to be parameters which are to be found in the course of the analysis, and look at the
region near x = x0 by setting
ζ = ε−1/2(x− x0) (4.40)
to be an O(1) position parameter. The ansatz substituted into the equation therefore
becomes
w(x) = W (x) exp
(
iε−1/2η0ζ +
iσ
2
ζ2
)
, (4.41)
absorbing S(x0) into W (x).
Now, the function W (x) and the parameter λ are expanded in powers of ε1/2 and
ε respectively:
W (x) = W0(x) + ε
1/2W1(x) + εW2(x) + · · · , (4.42)
λ = λ0 + ελ1 + · · · . (4.43)
Assuming that k(x) has a minimum at x0, asymptotic analysis of the equation (4.25)
eventually yields
η0 = k(x0)
1/4 , (4.44)
σ = iΓ1 , (4.45)
λ0 = k(x0)
1/2 , (4.46)
λ1 = 2Γ1(1 + 2n) , (4.47)
W0(x) = Hn(
√
Γ1 ζ) , (4.48)
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where Hn(x) are Hermite polynomials, n = 0, 1, 2, . . . , and
Γ1 =
√
k′′(x0)
2
√
2k(x0)1/4
. (4.49)
This analysis works well for the beam equation above, yielding asymptotic forms
of the buckling pattern and critical stress. However, the scalings used may only be
particularly suited to the beam equation (4.25). Without a clear understanding of
the underlying asymptotic behaviour of the solutions, we should not blindly apply
the same process to the shell buckling problem. In the next section we will analyse
the beam equation from a more fundamental point of view, to see if we can find a
more general asymptotic approximation method which we can in turn apply to the
shell problem.
4.3 WKB analysis
In this section we will examine equation (4.25) from a more systematic point of
view, to understand the underlying structure of the equation. First, however, we
will consider what turns out to be a related problem, namely that of the harmonic
oscillator. We will analyse this equation by the WKB method, identifying Stokes and
anti-Stokes lines, and using this information to solve the equation. This process will
then be repeated for equation (4.25). Finally, we will show that a simplified method
of solution can be applied to this equation if we are looking for the lowest eigenvalue.
This method will then form the basis of our solution of the full spherical shell buckling
problem.
The WKB method relies on the substitution of the ansatz
w = A(x)eiφ(x)/ε (4.50)
into the equation under consideration. For future reference, we note that
w = Aeiφ/ε , (4.51)
w′′ =
[
−φ
′2A
ε2
+
i
ε
(φ′′A+ 2φ′A′) + A′′
]
eiφ/ε , (4.52)
w′′′′ =
[
φ′4A
ε4
− i
ε3
(6φ′′φ′2A+ 4φ′3A′)
− 1
ε2
(3φ′′2A+ 4φ′′′φ′A+ 12φ′′φ′A′ + 6φ′2A′′)
+
i
ε
(φ′′′′A+ 4φ′′′A′ + 6φ′′A′′ + 4φ′A′′′) + A′′′′
]
eiφ/ε . (4.53)
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4.3.1 The harmonic oscillator
It will transpire that the structure of equation (4.25) bears a close resemblance to the
problem of the harmonic oscillator in quantum mechanics. This satisfies the equation
− w′′ + x2w = λw , (4.54)
with |w| → 0 as |x| → ∞. Here λ represents the energy level. If we look for large λ,
we set ε = 1/λ and rescale x:
ε2w′′ + (1− x2)w = 0 , (4.55)
with |w| → 0 as |x| → ∞. We substitute the standard WKB ansatz (4.50) to find, at
leading order [−φ′(x)2 + (1− x2)]A0(x) = 0 , (4.56)
where A0 is the leading order term in the asymptotic expansion of A(x),
A(x) = A0(x) + εA1(x) + · · · . (4.57)
Equation (4.56) is known as the eikonal equation. Solving for φ′(x), we find that
φ′ = ±
√
1− x2 , (4.58)
where the ± denote the two branches of the multivalued function (1 − x2)1/2 in
the complex plane, for which the branch cuts will be chosen to lie along the lines
x = −1 + ip, x = 1 − ip for p ∈ (0,∞). Clearly, the expression (4.58) may be
integrated analytically, but we will assume otherwise in order to describe a method
which may be applied to more complicated functions. At the next order in (4.55), we
obtain
i [φ′′(x)A0(x) + 2φ
′(x)A′0(x)] +
[−φ′(x)2 + (1− x2)]A1(x) = 0 , (4.59)
whence we find
A0 = (1− x2)−1/4 . (4.60)
The two solutions to φ′ that are given in equation (4.58) — denoted by φ′1 and
φ′2 — describe two different WKB approximations w1 and w2 to the solution of the
original equation (4.54), where
wj(x) = A0(x)e
iφj(x)/ε . (4.61)
It is the interaction between these two solutions that elucidates the properties of the
full solution of (4.54). In order to examine these properties fully, we need to extend
the two solutions found to the complex plane. Thus equation (4.58) now refers to two
branches of the function in the complex plane, for x ∈ C.
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4.3.1.1 Stokes lines and anti-Stokes lines
Our next step in the analysis of the equation is to determine the Stokes lines and
anti-Stokes lines associated with the asymptotic solutions wi(x). We will follow the
theory from a general point of view, which assumes that we have n such solutions.
Firstly, we determine the so-called turning points of φ. These are defined as the points
x where φ′i(x) = φ
′
j(x) for i 6= j. Given these turning points, we now turn to the
definition of Stokes lines. Comparing two solutions wi(x) and wj(x), these are the
lines (emanating from a turning point X) on which one of the solutions is maximally
dominant over the other. This is equivalent to the condition that
ℜ
{∫ x
X
[
φ′i(ζ)− φ′j(ζ)
]
dζ
}
= 0 . (4.62)
Conversely, anti-Stokes lines are lines (again, emanating from a turning point X)
over which two solutions are equally dominant. This corresponds to the condition
ℑ
{∫ x
X
[
φ′i(ζ)− φ′j(ζ)
]
dζ
}
= 0 . (4.63)
These definitions are unwieldy for the actual calculation of the lines. We will
follow a procedure used by Yakubenko [98]. This paper contained a method for the
calculation of anti-Stokes lines, which we extend to the calculation of Stokes lines.3
The anti-Stokes line calculation begins by defining
F (x) =
∫ x
X
[
φ′i(ζ)− φ′j(ζ)
]
dζ , (4.64)
so that the anti-Stokes lines are defined by
G(x) := ℑF (x) = 0 . (4.65)
Now, if a path in R2 is defined by G(x1, x2) = constant, then a vector tangent to this
path is given by (
− ∂G
∂x2
,
∂G
∂x1
)
. (4.66)
Thus if we set ξ = ℜx and η = ℑx then the vector(
−∂G
∂η
,
∂G
∂ξ
)
(4.67)
3Yakubenko follows the convention that Stokes lines are defined by equation (4.63) and anti-
Stokes lines by equation (4.62). This convention is mainly seen in the engineering and physics
literature, while our definitions above are used predominantly in the mathematical literature.
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is tangent to G(x) = constant in the complex plane. Thus the curves G(x) = constant
are the integral curves of
dη
dξ
=
∂G/∂ξ
−∂G/∂η (4.68)
=
∂
∂ξ
(ℑF )
− ∂
∂η
(ℑF ) (4.69)
= −
∂
∂ξ
(ℑF )
∂
∂ξ
(ℜF ) (4.70)
= −ℑ(∂F/∂ξ)ℜ(∂F/∂ξ) , (4.71)
using the Cauchy-Riemann equations (assuming that F is analytic). Now, if
x = ξ + iη , (4.72)
x¯ = ξ − iη , (4.73)
then
∂F
∂ξ
=
∂F
∂x
∂x
∂ξ
+
∂F
∂x¯
∂x¯
∂ξ
(4.74)
=
∂F
∂x
. (4.75)
Hence
dη
dξ
= −ℑ(∂F/∂x)ℜ(∂F/∂x) (4.76)
= −ℑ
[
φ′i(x)− φ′j(x)
]
ℜ [φ′i(x)− φ′j(x)] . (4.77)
This relation can be solved numerically to give the solution to G(x) = constant.
To pick out the anti-Stokes lines, which are given by G(x) = 0, we set the starting
position to be the turning points (as the lines emanate from these).
If we follow the same process for the Stokes lines, defined by
H(x) := ℜF (x) = 0 , (4.78)
we find that the equivalent relation for calculation purposes becomes
dη
dξ
=
ℜ [φ′i(x)− φ′j(x)]
ℑ [φ′i(x)− φ′j(x)] . (4.79)
With regard to the asymptotic behaviour of a function, Stokes lines delimit areas in
which the function has different asymptotic expansions. These regions will be referred
to as ‘Stokes regions’. For WKB approximations, the asymptotic solution w will be
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formed from different combinations of the solutions wi in each Stokes region. Taking
any two solutions, recall that along anti-Stokes lines for those two solutions, neither
solution is exponentially dominant over the other. Therefore, in regions delimited by
anti-Stokes lines (and branch cuts), one solution is going to be exponentially dominant
over the other. Consider the quotient
wi
wj
=
Ai(x)
Aj(x)
exp
(
i
ε
∫ (
φ′i − φ′j
)
dx
)
. (4.80)
If this tends to infinity exponentially as ε → 0, then wi is exponentially dominant
over wj .
4.3.1.2 Analysis of the harmonic oscillator
Defining φ′1 and φ
′
2 to be the positive and negative roots of (4.58) respectively, we find
that the turning points occur at x = ±1. The Stokes and anti-Stokes lines emanating
from these turning points are shown in Figure 4.3, where the thick black lines are
branch cuts.
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Figure 4.3: Stokes lines (unbroken) and anti-Stokes lines (broken) for the harmonic
oscillator.
Now, in order to establish the relative dominance of the solutions w1 and w2, we
note that φ2 = −φ1 throughout the complex plane. Applying condition (4.80) allows
us to show that w1 dominates as ℜx → −∞ while w2 dominates as ℜx → +∞,
where wi is the solution given by (4.61). Using the fact that the dominance of the
98
two solutions switches on crossing an anti-Stokes line (or a branch cut), the complex
plane in Figure 4.3 has been partitioned into regions labelled A and B, delimited by
anti-Stokes lines and branch cuts. In regions A, w1 is exponentially dominant over
w2 while in regions B w2 dominates.
We are interested in the form of the solution along the real axis. Because the
asymptotic solution for the problem has a different form in each Stokes region, we
can consider three regions, where the solution will be formed of different combina-
tions of the two solutions wi. For the region ℜx < −1, we require the solution to
decay as ℜx → −∞, so the solution is composed only of a constant multiple of the
exponentially subdominant solution, i.e. C−w2. Similarly, for ℜx > 1, the required
exponentially subdominant solution is C+w1. In the remaining region, ℜx ∈ (−1, 1),
we have a certain linear combination of the two solutions, C1w1 + C2w2.
The common method of matching these solutions is to realise that each of the
asymptotic solutions wi is not valid in a region of the turning points, since A0 is
unbounded at these points. The original equation is expanded in the vicinity of the
turning point to find an inner solution. (In the case of a simple turning point as we
have at x = ±1, the inner solutions are Airy functions). The matching process gives
us a connection formula, linking the coefficients of the outer solution on either side
of the turning point.
The alternative method of solving the problem is to consider the solution along
the real axis, but deformed around the turning points as shown in Figure 4.4. We
Branch cut
Branch cut
Figure 4.4: Path of the solution (in bold), showing detour around the turning points.
prescribe the solution as ℜx → ±∞, and find the solution by following the path in
Figure 4.4 and considering how the solution changes on crossing the Stokes lines.
For this method we need to recall that on traversing an anti-Stokes line for two
solutions wi and wj, the subdominant solution becomes dominant and vice versa. On
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traversing a Stokes line, if the only solution present on one side is subdominant, the
solution on the other side is composed of the same subdominant solution. However,
if the solution on one side contains a dominant component, the coefficient of the sub-
dominant solution is changed on crossing the Stokes line, while the coefficient of the
dominant solution remains the same. The amount by which the subdominant coeffi-
cient is changed is dependent on the nature of the turning point and is proportional
to the dominant coefficient.
As previously noted, the turning points at x = ±1 give the solution in this vicinity
the structure of an Airy function. For turning points of this form, consider Figure
4.5, which represents the solution in the vicinity of x = +1. The red and green arcs
s
d
d d
s
s
d
d
s
E
FG
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J
K
Figure 4.5: Schematic diagram of the Airy turning point. Please refer to the text for
an explanation.
distinguish the regions in which different solutions are dominant. Considering the
w1 and w2 solutions, the green arcs correspond to regions A in Figure 4.3 (near the
turning point) and the red arcs to regions B. Stokes lines are represented as solid lines
and anti-Stokes lines as broken lines. Line J is a branch cut.
Recall that in each Stokes region we have a different asymptotic solution, com-
prised of different combinations of the solutions w1 and w2. Suppose, therefore, that
in the region between E and G, we have a solution A1w1 + A2w2. On crossing the
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Stokes line G in an anticlockwise manner, the coefficient of the subdominant solution
w2 changes, so that the solution now becomes A1w1+B2w2. In fact, it can be shown
[13] that for the Airy turning point,
B2 − A2 = iA1 , (4.81)
and that on traversing a Stokes line in an anticlockwise direction the coefficient of the
subdominant solution is always increased by the coefficient of the dominant solution
multiplied by i. The value i is the Stokes multiplier for the turning point.4 Now, for
the harmonic oscillator problem, we require an exponentially subdominant solution
in the region ℜx > 1. Hence, with reference to Figure 4.5, the solution in the Stokes
region E–G (and, indeed, in the region J–E) must be given by C+w1. Circling the
turning point anticlockwise from E, this solution becomes dominant on crossing the
anti-Stokes line F. Therefore, on crossing the Stokes line G the coefficient of the
subdominant solution, w2, is increased from zero to iC+ according to equation (4.81).
Thus, in the Stokes region G–I, the solution is comprised of C+w1 + iC+w2. On
crossing the Stokes line at I, we add i×(iC+) to the coefficient of w1, the subdominant
solution, meaning that in the region I–J the solution is comprised solely of iC+w2.
This solution then corresponds with the solution C+w1 on the other side of the branch
cut J.
Thus, the effect of the turning point is that if we have a solution C+w1 in ℜx > 1,
then for ℜx < 1 the solution comprises C+w1 + iC+w2. The turning point at x = −1
has the same structure as the one at x = 1, but rotated by 180◦. Therefore, if the
solution for ℜx < −1 is C−w2, then for ℜx > −1 we have the solution iC−w1+C−w2.
Now, in the region ℜx ∈ (−1, 1), we have two expressions for the asymptotic
solution, which should match, i.e.
iC−w1 + C−w2 = C+w1 + iC+w2 . (4.82)
The left-hand side of (4.82) becomes
L = C−A0(x)
[
i exp
(
i
ε
∫ x
−1
√
1− x2 dx
)
+ exp
(
− i
ε
∫ x
−1
√
1− x2 dx
)]
, (4.83)
4This relies on the fact that the two solutions are normalised — we could multiply one solution
by a constant, which would change the value of the Stokes multiplier. For the Airy function the two
functions are defined as
w1 = x
−1/4 exp
(−23x3/2) ,
w2 = x
−1/4 exp
(
2
3x
3/2
)
.
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with the right-hand side becoming
R = C+A0(x)
[
exp
(
i
ε
∫ x
1
√
1− x2 dx
)
+ i exp
(
− i
ε
∫ x
1
√
1− x2 dx
)]
. (4.84)
Written in terms of trigonometric functions, these become
L = 2C−e
ipi/4A0(x) cos
(
1
ε
∫ x
−1
√
1− x2 dx+ π
4
)
, (4.85)
and
R = 2C+e
ipi/4A0(x) cos
(
−1
ε
∫ 1
x
√
1− x2 dx− π
4
)
(4.86)
= 2C+e
ipi/4A0(x)
× cos
(
1
ε
∫ x
−1
√
1− x2 dx+ π
4
−
[
1
ε
∫ 1
−1
√
1− x2 dx+ π
2
])
. (4.87)
If L and R are to be equated, we must have
1
ε
∫ 1
−1
√
1− x2 dx+ π
2
= nπ (4.88)
for n ∈ Z. In other words,
ε =
1
2n+ 1
(4.89)
for integer n = 0, 1, 2, . . . , as ε > 0. Correspondingly, the eigenvalues λn to equation
(4.54) are
λn =
1
ε
= 2n+ 1 . (4.90)
In fact it transpires that these energy levels are exact, with eigenfunctions given by
yn = e
−x2/2Hn(x) , (4.91)
where Hn(x) are Hermite polynomials.
4.3.2 Return to the beam equation
We now return to the equation (4.25) for the beam on an elastic foundation. Into
this we substitute the WKB ansatz, so that from (4.51)–(4.53) we obtain, at leading
order, (
φ′(x)4 − 2λφ′(x)2 + k(x))A(x) = 0 (4.92)
⇒ φ′(x)4 − 2λφ′(x)2 + k(x) = 0 (4.93)
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as an eikonal equation. This equation will give us φ′(x) in terms of λ and k(x). Let
us assume that this problem is solved, and proceed to the next order in the equation.
Expanding the amplitude A(x) as in equation (4.57), the O(ε) terms in equation
(4.25) following the WKB substitution become
− i(4A′0φ′3 + 6A0φ′′φ′2) + 2λi(A0φ′′ + 2A′0φ′) = 0 , (4.94)
which can be rearranged to give
A′0
A0
= −φ
′′(3φ′2 − λ)
2φ′(φ′2 − λ) (4.95)
⇒ logA0(x) = −
∫
φ′′(3φ′2 − λ)
2φ′(φ′2 − λ) dx+ constant (4.96)
= −
∫ [
φ′′
2φ′
+
φ′′φ′
φ′2 − λ
]
dx+ constant (4.97)
= −1
2
log
(
φ′(x)
[
φ′(x)2 − λ])+ constant (4.98)
⇒ A0(x) = C√
φ′(x)
(
φ′(x)2 − λ) , (4.99)
where C is a constant.
We now return to the eikonal equation (4.93) and solve it to get
φ′(x) = ±
√
λ±
√
λ2 − k(x) . (4.100)
The variable x refers to the real line, but as for the harmonic oscillator it is necessary
to allow x to vary over the whole complex plane. This leads us to consider the four
branches of φ′(x), which we denote by
φ′1(x) =
√
λ+
√
λ2 − k(x) , (4.101)
φ′2(x) =
√
λ−
√
λ2 − k(x) , (4.102)
φ′3(x) = −
√
λ−
√
λ2 − k(x) , (4.103)
φ′4(x) = −
√
λ+
√
λ2 − k(x) , (4.104)
with x ∈ C. Before we proceed further, we will make the simplifying assumption that
k(x) is of the form
k(x) = κ+ l(x− x0)2 , (4.105)
where κ and l are both strictly positive. Thus, from the analysis on page 92, there
are only nonzero solutions to (4.25)–(4.26) for λ > k(x0)
1/2 =
√
κ. This simplifies the
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following algebra greatly without modifying the behaviour of the system. Thus
φ′1(x) =
√
λ+
√
λ2 − κ− l(x− x0)2 , (4.106)
φ′2(x) =
√
λ−
√
λ2 − κ− l(x− x0)2 , (4.107)
φ′3(x) = −
√
λ−
√
λ2 − κ− l(x− x0)2 , (4.108)
φ′4(x) = −
√
λ+
√
λ2 − κ− l(x− x0)2 . (4.109)
In order to analyse φ′ in the complex plane, we need to identify the branch points
of the function. In our case, these occur when the argument of a square-root term is
zero. So, assuming that λ ∈ R+, we have branch points when
λ2 − κ− l(x− x0)2 = 0 , (4.110)
and also when
λ+
√
λ2 − κ− l(x− x0)2 = 0 , (4.111)
λ−
√
λ2 − κ− l(x− x0)2 = 0 . (4.112)
Consider equation (4.110). Solving for x gives
x = x0 ±
√
λ2 − κ
l
, (4.113)
which defines two branch points for each value of λ 6= √κ = λc. Thus we see that λc
is the value of λ for which these branch points coincide. For equations (4.111)–(4.112)
we find (squaring the equation) that
λ2 = λ2 − κ− l(x− x0)2 (4.114)
⇒ x = x0 ± i
√
κ
l
. (4.115)
However, on substituting this back into equations (4.111)–(4.112) we find that it only
satisfies the latter, implying that there are no values of x that satisfy equation (4.111).
Armed with this information we can proceed to describe the Riemann surface
of the solution. The four solution sheets are numbered 1–4 as in equations (4.106)–
(4.109). The branch points that link sheets 1 and 2 are located at x given by equation
(4.113). The branch points that link sheets 3 and 4 are also located here. Meanwhile
sheets 2 and 3 are linked by branch points located at x given in equation (4.115).
The branch cuts linking sheets 2 and 3 are assumed to follow a path parallel to
the imaginary axis from each branch point in equation (4.115) to infinity. On the
other hand, the other two sets of branch cuts, connecting sheets 1 and 2, and sheets
104
3 and 4, emanate from the branch points in equation (4.113) and proceed to infinity
along the path of a hyperbola, for ease of computation. The hyperbola is defined by
the equation
(ℜ(x− x0))2 − (ℑ(x− x0))2 = λ
2 − κ
l
(4.116)
in the complex plane. A plot of these branch cuts can be seen in Figures 4.6 and 4.7,
for the values
κ = l = 1 , x0 = 0 , (4.117)
and where λ takes the values 0.9 and 1.3 respectively. While there are no non-trivial
solutions to (4.25)–(4.26) in the former case, we include it here for completeness. A
representation of the Riemann surface can be seen in Figure 4.8, taking a cross-section
along a line parallel to the real axis with ℑx < −
√
κ/l. In the diagram the sheets
are numbered 1 to 4, from top to bottom.
Given any two solutions wi(x), we can now find the turning points and the Stokes
and anti-Stokes lines that give the relative dominance of these solutions. Because
the turning points are the same as the branch points, we find that there are turning
points only between sheets 1 and 2, sheets 2 and 3, and sheets 3 and 4. Moreover,
the families of Stokes and anti-Stokes lines for solutions w1 and w2, and for solutions
w3 and w4, coincide. The results for representative values of λ ≶ λc are shown in
Figures 4.9 and 4.10. The solid thick black lines are branch cuts (the branch cuts
from x = x0 ± i
√
κ/l are omitted for clarity). The remaining solid lines are Stokes
lines while anti-Stokes lines are broken lines on the plot; the thin red lines refer to
the Stokes and anti-Stokes lines for solutions w2 and w3, and the thick green lines to
those for solutions w1 and w2 (and also for solutions w3 and w4). The values of the
constants are as given for Figures 4.6 and 4.7.
Next we will proceed to interpret the Stokes diagrams in order to predict the
behaviour of the asymptotic solution to (4.25) along the real line, assuming as before
that λ > λc =
√
κ. We will consider the dominance of each of the solutions wi with
respect to the others. Taking any two solutions, recall that in regions delimited by
anti-Stokes lines (and branch cuts), one solution is going to be exponentially dominant
over the other. Consider first the relative dominance of w1 and w2. The anti-Stokes
lines for these two solutions are shown as the thick green broken lines on Figure 4.10.
We can find the relative dominance along the real axis as ℜx→ ±∞ by considering
the behaviour of ℑ(φ′1−φ′2). For ℜx > x0+
√
(λ2 − κ)/l we have ℑ(φ′1−φ′2) < 0 and
decreasing to −∞ as ℜx increases. Similarly, for ℜx < x0 −
√
(λ2 − κ)/l we have
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Figure 4.6: The branch cuts of φ(x) when λ < λc.
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Figure 4.7: The branch cuts of φ(x) when λ > λc.
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Figure 4.8: A pictorial representation of the Riemann surface of φ(x).
ℑ(φ′1 − φ′2) < 0, decreasing to −∞ as ℜx→ −∞. Thus by equation (4.80),
w1
w2
→ ∞ exponentially as ℜx→∞ , (4.118)
w1
w2
→ 0 exponentially as ℜx→ −∞ . (4.119)
Knowing the relative dominance of w1 and w2 in two of the regions delimited by
anti-Stokes lines allows us to determine the relative dominance in the whole of the
complex plane, by realising that on traversing anti-Stokes lines the relative dominance
switches.
In addition, knowledge of the relative dominance of w1 and w2 gives us the relative
dominance of w3 and w4, given that
φ′3 = −φ′2 , (4.120)
φ′4 = −φ′1 , (4.121)
by equations (4.106)–(4.109). Thus, where w1 is dominant over w2, we also have w3
dominant over w4. Therefore, from Figure 4.10 we can divide the complex plane into
two types of region:
• A: w1 ≫ w2 and w3 ≫ w4,
• B: w2 ≫ w1 and w4 ≫ w3.
The regions are shown in Figure 4.11.
To find the relative dominance of w2 and w3 we use the same process, namely by
finding the behaviour of ℑ(φ′2 − φ′3) as ℜx tends to ±∞. However,
ℑ(φ′2 − φ′3) = 2ℑφ′2 (4.122)
107
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
ℜx
ℑx
Figure 4.9: The Stokes diagram for φ(x) when λ < λc.
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Figure 4.10: The Stokes diagram for φ(x) when λ > λc.
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Figure 4.11: Regions of dominance for w1 and w2.
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Figure 4.12: Regions of dominance for w2 and w3.
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by equation (4.120), and ℑφ′2 → +∞ as ℜx → ±∞. This gives us the relative
dominance of w2 and w3 in those limits, and hence (by considering the anti-Stokes
lines) in the whole complex plane. The regions are shown in Figure 4.12, where the
two regions are
• C: w2 ≫ w3,
• D: w3 ≫ w2,
recalling that there are branch cuts following the anti-Stokes lines on the imaginary
axis from the turning points to infinity.
We are interested in the form of the solution w along the real axis. As stated
earlier, in each Stokes region we will have a different asymptotic formula for w. In
our case the different formulae will be different combinations of the four solutions wi.
Consider Figures 4.10 and 4.11. Along the segment of the real line from −∞ to
x0 −
√
(λ2 − κ)/l, which we will denote (I), we have that w2 and w4 are dominant
respectively over w1 and w3. Thus along (I) the solution must be a combination of the
solutions w1 and w3, since we want the solution to decay at −∞. For the same reason,
the solution in (III), which is the segment of the real line from x0 +
√
(λ2 − κ)/l to
+∞, the solution must be formed from the subdominant solutions w2 and w4. The
region (II), along the real line between the values x0 ±
√
(λ2 − κ)/l, must contain
some combination of all four of the solutions, where the coefficients are dependent on
the coefficients in regions (I) and (III).
With reference to Figure 4.10, we need to mention the Stokes line which crosses
the real axis at x = x0. Recall that on crossing a Stokes line, the coefficient of the
subdominant solution is changed. By Figures 4.11 and 4.12, the four solutions are in
balance along this section of the real axis. Thus, in order to analyse the behaviour
of the full solution on crossing the Stokes line we must deform the contour slightly.
Two paths, denoted P and Q, are shown in Figure 4.13; P is above the real axis while
Q is below. Suppose that to the left of the Stokes line the solution is given by
w = C1w1 + C2w2 + C3w3 + C4w4 . (4.123)
On traversing the Stokes line along path P, the solution w2 is dominant over solution
w3, by Figure 4.12. Thus on crossing this line with all four solutions present, the
dominant solution w2 would modify the coefficient of the solution w3. Conversely,
along path Q the dominance is reversed, meaning that along this path it is the solution
w2 that is modified. Thus, to the right of the Stokes line we have the two solutions
L = C1w1 + C2w2 + C˜3w3 + C4w4 , (4.124)
R = C1w1 + C˜2w2 + C3w3 + C4w4 , (4.125)
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where C˜i 6= Ci for i = 2, 3. There is an obvious discrepancy between the solutions
following the two paths, and thus we must conclude that the Stokes line in question
is an inactive Stokes line. In other words, it satisfies the condition (4.62) but the
asymptotic solutions of the equation in question either side of the line coincide.
Stokes
line
Anti-Stokes
line
Path P
Path Q
Figure 4.13: Paths for analysis of the Stokes line crossing x = x0 in Figure 4.10.
The fact that this Stokes line is inactive means that there is no interaction between
the two pairs of solutions {w1, w2} and {w3, w4}. Thus, on analysing the full problem
in the three regions (I)–(III), we can consider either the pair {w1, w2} or {w3, w4} for
the eigenvalue calculation. The structure of the Stokes diagram for either of these
pairs is that of the harmonic oscillator, so effectively we have two decoupled harmonic
oscillator problems.
However, making the same calculation as for the harmonic oscillator is rather
unwieldy, so we can take advantage of the fact that we are only interested in the
lowest eigenvalue λ, in which case the turning points are positioned close together.
This fact allows us to consider a local problem for the critical stress and resulting
buckling pattern, which will be easier to apply to other related problems — such
as the shell buckling problem of Chapter 3. This local problem should give us a
solution related to the harmonic oscillator problem, given the similarities in their
Stokes diagrams.
4.3.3 A general method of solution
Consider the beam equation, with the simplified foundation stiffness k(x) given by
equation (4.105),
ε4w′′′′ + 2λε2w′′ +
(
κ+ l(x− x0)2
)
w = 0 . (4.126)
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Without loss of generality we can consider x0 = 0, and we know that buckling will
occur around this value of x. Therefore scale
x = εαx¯ (4.127)
to find
ε4(1−α)w′′′′ + 2λε2(1−α)w′′ +
(
κ+ lε2αx¯2
)
w = 0 , (4.128)
where ′ corresponds to differentiation with respect to x¯. Matching terms gives α = 1,
and
w′′′′ + 2λw′′ + κw = 0 . (4.129)
Subsitution of w = emx¯ gives
m4 + 2λm2 + κ = 0 , (4.130)
or
m2 = −λ±
√
λ2 − κ . (4.131)
This quantity has a double root at λ =
√
κ. But as we saw earlier, this is the critical
value of λ at which the system undergoes a bifurcation. In other words, the two
turning points coalesce at x = x0 = 0 and move apart along the real axis. Thus the
leading-order value of the buckling parameter λ is
√
κ, with a small correction since
λ must be greater than λc for a buckling pattern to emerge. So we set
λ =
√
κ+ εβλ1 (4.132)
for some unknown (as yet) exponent β, and then the exponent m becomes
m = ±iκ1/4 (4.133)
at leading order. Thus, one possible solution of equation (4.129) is
w = exp
(
iκ1/4x
ε
)
, (4.134)
in terms of x rather than x¯. This will be the leading order behaviour of w near x = 0.
We now wish to find the envelope of this oscillatory buckling pattern. To do this,
we write
w = exp
(
iκ1/4x
ε
)
f(x) (4.135)
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from equation (4.134). Substituting this and (4.132) into equation (4.126), we find
that
ε4f ′′′′ + 4iε3κ1/4f ′′′ + (−4ε2√κ+ 2ε2+βλ1)f ′′
+4iε1+βλ1κ
1/4f ′ + (lx2 − 2εβ√κλ1)f = 0 . (4.136)
We need to search on a scale intermediate between x = O(1) and the x = O(ε) scale
which gave us the oscillatory pattern. Setting
x = εγx̂ , (4.137)
we find that
ε4−4γf ′′′′ + 4iε3−3γκ1/4f ′′′ + (−4ε2−2γ√κ+ 2ε2+β−2γλ1)f ′′
+4iε1+β−γλ1κ
1/4f ′ + (ε2γlx̂2 − 2εβ√κλ1)f = 0 , (4.138)
where a prime now denotes differentiation with respect to x̂. We match the largest
term in the coefficient of f ′′ together with both terms in the coefficient of f , or
2− 2γ = 2γ = β , (4.139)
giving
γ =
1
2
, β = 1 , (4.140)
with the leading order equation
f ′′ +
(
λ1
2
− lx̂
2
4
√
κ
)
f = 0 . (4.141)
Now if we rescale
x̂ =
√
2κ1/8
l1/4
x˜ , (4.142)
λ1 =
√
l
κ1/4
Λ , (4.143)
we obtain the equation
f ′′ + (Λ− x˜2)f = 0 , (4.144)
which is the equation for the harmonic oscillator, for which the exact solutions are
given by equations (4.90) and (4.91). In terms of x̂,
λ1 =
√
l
κ1/4
(2n+ 1) , (4.145)
f = exp
(
−
√
l
4κ1/4
x̂2
)
Hn
(
l1/4√
2κ1/8
x̂
)
. (4.146)
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By equations (4.132), (4.135) and (4.137), we find that
w = exp
[
1
ε
(
iκ1/4x−
√
lx2
4κ1/4
)]
Hn
(
l1/4x√
2εκ1/8
)
, (4.147)
λ =
√
κ+
ε(2n+ 1)
√
l
κ1/4
. (4.148)
This corresponds exactly to Coman’s results given earlier. Effectively the solution
is highly oscillatory, modulated by a function which is given by the solutions to the
harmonic oscillator eigenvalue problem.
We now therefore have a general mechanism for taking a problem similar to the
beam on a substrate of variable stiffness, and reducing it to the harmonic oscillator
problem. Briefly:
• We obtain the Euler–Lagrange equation.
• To find the oscillation wavelength we substitute x = εαx¯ where x is the inde-
pendent variable of the equation.
• We find the leading order equation by matching leading order terms and finding
α, giving us a solution w0(x¯). The leading order λ, given by λ0, is found by
choosing the value of λ in this equation so that two roots coincide.
• We substitute w = w0(x¯)f(x) into the Euler–Lagrange equation.
• We set λ = λ0+ εβλ1 and x = εγ x̂. By judicious choice of β and γ we obtain an
equation that can be scaled to give an eigenvalue problem for the amplitude f .
• The buckling pattern is then given by w = w0(x¯)f(x), where f(x) and the cor-
rection λ1 to the critical parameter λ are given by the solution to the eigenvalue
problem for f .
4.4 Application to the shell problem
We now attempt to apply the solution method found in the previous section to the
problem given in Chapter 3. Firstly, we need to find the Euler–Lagrange equation
for the energy integral ∆W2 defined in equation (3.20) in terms of three integrals Ii
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given by equations (3.133), (3.163) and (3.204). Combining these gives
∆W2 =
∫∫
shell
{
q∞
2
(
p0P
(0)
0 (µ) + p2P
(0)
2 (µ)
)
(1− µ2)
(
dw
dµ
)2
+
hGs
1− νs
[(
∇2ψ − (1 + νs)w
R̂
)2
+ (1− ν2s )
w2
R̂2
+
h2
12
(∇2w)2
]
− 1
2
τRR(w,ψ)w +
√
1− µ2
2R̂
τRθ(w,ψ)
∂ψ
∂µ
}
dS , (4.149)
assuming that the traction terms are evaluated on the mid-surface of the shell rather
than the outer surface. Finding the Euler–Lagrange equations for this energy func-
tional is not a simple task. One simplifiation that can be made is to suppose that
ψ = 0 , (4.150)
which is equivalent to assuming that vθ = 0, meaning that we consider only radial
displacements w of the shell. This can be motivated by looking at the numerical
results of Chapter 3, which show that the ratio vθ/w tends to zero in the limit h/R̂→
0. We obtain
∆W2 =
∫∫
shell
{
q∞
2
(
p0P
(0)
0 (µ) + p2P
(0)
2 (µ)
)
(1− µ2)
(
dw
dµ
)2
+
hGs
1− νs
[
2(1 + νs)
w2
R̂2
+
h2
12
(∇2w)2
]
− 1
2
τRR(w)w
}
dS . (4.151)
However, there is still one complicating factor. The one stress component re-
maining, τRR, can not be found explicitly in terms of w (and ψ), which is why we
found the stress component as an expansion in Legendre polynomials in Chapter 3.
However, once we look at the limit of a highly-oscillatory displacement pattern, it
becomes possible to find an asymptotic expression for the stress component. This
will be analysed next.
4.4.1 WKB analysis of the Navier equations
Recall that in the limit being considered, the region over which buckling occurs be-
comes smaller. Thus, as shown in Figure 4.14, we can consider the region over which
buckling occurs as a half-space. The displacement components (u, v) in the elastic
medium then satisfy the equations of plane strain, which are the Navier equations,
(λ+ 2G)
∂2u
∂x2
+G
∂2u
∂y2
+ (λ+G)
∂2v
∂x∂y
= 0 , (4.152)
G
∂2v
∂x2
+ (λ+ 2G)
∂2v
∂y2
+ (λ+G)
∂2u
∂x∂y
= 0 , (4.153)
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yx
u|y=0 = ℜ
[
Ub(x)e
iφb(x)/ε
]
v|y=0 = ℜ
[
Vb(x)e
iφb(x)/ε
]
Figure 4.14: Approximation of the buckling region by a half-space.
where the material constants take their value in the matrix.
Now, as the wavelength of the buckling pattern is assumed to be small, we may
consider the case where the displacement boundary conditions at the boundary of the
half-space are given by modulated highly-oscillatory functions,
u|y=0 = ℜ
[(
U 0b(x) + εU
1
b(x) + · · ·
)
eiφb(x)/ε
]
, (4.154)
v|y=0 = ℜ
[(
V 0b (x) + εV
1
b (x) + · · ·
)
eiφb(x)/ε
]
, (4.155)
where we have expanded the modulating functions Ub and Vb in asymptotic series.
The displacements and stresses in the half-space, in the limit ε→ 0, can be found by
substituting the WKB ansatz
u = U(x, y)eiφ(x,y)/ε , (4.156)
v = V (x, y)eiφ(x,y)/ε (4.157)
into the Navier equations (4.152)–(4.153), where5
U(x, y) =
1
ε
U0(x, y) + U1(x, y) + εU2(x, y) +O(ε
2) , (4.158)
V (x, y) =
1
ε
V0(x, y) + V1(x, y) + εV2(x, y) +O(ε
2) . (4.159)
5The scaling of the first term with 1/ε is made with the benefit of hindsight. Had we set the
leading order term to be O(1), we would not be able to match the terms to the boundary conditions.
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We obtain
uxx =
{
−φ
2
x
ε3
U0 +
1
ε2
[−φ2xU1 + 2iφxU0x + iφxxU0]
+
1
ε
[−φ2xU2 + 2iφxU1x + iφxxU1 + U0xx]+O(1)} eiφ/ε , (4.160)
uxy =
{
−φxφy
ε3
U0 +
1
ε2
[−φxφyU1 + iφxU0y + iφyU0x + iφxyU0]
+
1
ε
[−φxφyU2 + iφxU1y + iφyU1x + iφxyU1 + U0xy] +O(1)
}
eiφ/ε , (4.161)
uyy =
{
−φ
2
y
ε3
U0 +
1
ε2
[−φ2yU1 + 2iφyU0y + iφyyU0]
+
1
ε
[−φ2yU2 + 2iφyU1y + iφyyU1 + U0yy]+O(1)} eiφ/ε , (4.162)
and equivalent formulae for vxx, vxy and vyy.
These are substituted into Navier’s equations, and to leading order we find that
the two equations can be written as[
(λ+ 2G)φ2x +Gφ
2
y (λ+G)φxφy
(λ+G)φxφy Gφ
2
x + (λ+ 2G)φ
2
y
][
U0
V0
]
= 0 . (4.163)
We require a non-trivial solution, so the determinant of the matrix on the left is set
to zero. This results in the equation
G(λ+ 2G)
(
φ2x + φ
2
y
)2
= 0 (4.164)
⇒ φ2x + φ2y = 0 . (4.165)
Now, in order to solve this equation we recall the boundary conditions at y = 0,
(4.154)–(4.155), together with the requirement that the elastic displacement decays
to zero as y → ∞. This tells us that we must solve equation (4.165) with the
conditions
φ(x, 0) = φb(x) , (4.166)
ℑφ(x, y) → +∞ as y →∞ . (4.167)
The solution becomes
φ(x, y) = φb(x+ iay) , (4.168)
where a = ±1 is chosen in order to satisfy equation (4.167). We substitute the
resulting fact that
φy = iaφx (4.169)
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into equation (4.163) to find that
V0 = iaU0 . (4.170)
We now proceed to the next order in the Navier equations, using equations (4.169)
and (4.170) to simplify the resulting expressions. The two equations are found to be
multiples of each other, both equivalent to
∂U0
∂x
+ ia
∂U0
∂y
= −i (λ+G)φx
(λ+ 3G)
(U1 + iaV1) . (4.171)
The same process occurs at the third order in the Navier equations, resulting in
the two equations
(λ+G)φ2x(U2 + iaV2) = (λ+G)aφxy(U1 + iaV1) + (λ+ 2G)U0xx +GU0yy
+ia(λ+G)U0xy + 2i(λ+ 2G)φx
∂U1
∂x
− 2aGφx∂U1
∂y
+i(λ+G)φx
∂V1
∂y
− a(λ+G)φx∂V1
∂x
, (4.172)
ia(λ+G)φ2x(U2 + iaV2) = i(λ+G)φxy(U1 + iaV1) + iaGU0xx + ia(λ+ 2G)U0yy
+(λ+G)U0xy + 2Giφx
∂V1
∂x
− 2a(λ+ 2G)φx∂V1
∂y
+i(λ+G)φx
∂U1
∂y
− a(λ+G)φx∂U1
∂x
. (4.173)
These equations must be consistent, so that the right-hand side of the first equation
added to ia times the right-hand side of the second equation must be zero. This
eventually gives us another equation,
(λ+G)
(
∂
∂x
+ ia
∂
∂y
)2
U0 + i(λ+ 3G)φx
(
∂
∂x
+ ia
∂
∂y
)
(U1 + iaV1) = 0 . (4.174)
Substituting for U0x + iaU0y from equation (4.171), we find that(
∂
∂x
+ ia
∂
∂y
)
(U1 + iaV1) = 0 . (4.175)
Now define
ξ = iay − x , (4.176)
η = iay + x , (4.177)
so that equation (4.175) becomes
∂
∂ξ
(U1 + iaV1) = 0 , (4.178)
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which we solve to get
U1 + iaV1 = f(η) , (4.179)
where f(η) is an arbitrary function. We substitute this result into equation (4.171)
to find (
∂
∂x
+ ia
∂
∂y
)
U0 = −i (λ+G)φx
(λ+ 3G)
f(η) . (4.180)
Now, we have
φ = φb(x+ iay) = φb(η) , (4.181)
so that the equation (4.180) becomes
− 2∂U0
∂ξ
= −i (λ+G)φ
′
b(η)f(η)
(λ+ 3G)
(4.182)
⇒ U0 = iξ(λ+G)φ
′
b(η)f(η)
2(λ+ 3G)
+ g(η) . (4.183)
We can then find V0 by equation (4.170).
Finally we will need to analyse the fourth order term in the Navier equations. We
have
(λ+G)φ2x(U3 + iaV3) = (λ+G)aφxy(U2 + iaV2) + (λ+ 2G)U1xx +GU1yy
+(λ+G)V1xy + 2i(λ+ 2G)φx
∂U2
∂x
− 2aGφx∂U2
∂y
+i(λ+G)φx
∂V2
∂y
− a(λ+G)φx∂V2
∂x
, (4.184)
ia(λ+G)φ2x(U3 + iaV3) = i(λ+G)φxy(U2 + iaV2) +GV1xx + (λ+ 2G)V1yy
+(λ+G)U1xy + 2Giφx
∂V2
∂x
− 2a(λ+ 2G)φx∂V2
∂y
+i(λ+G)φx
∂U2
∂y
− a(λ+G)φx∂U2
∂x
. (4.185)
In a similar manner to the process at the third order, we take ia times the second
equation and add it to the first, obtaining the equation
(λ+ 2G)U1xx + ia(λ+G)U1xy +GU1yy + iaGV1xx + (λ+G)V1xy
+ia(λ+ 2G)V1yy + iφx(λ+ 3G)
(
∂
∂x
+ ia
∂
∂y
)
(U2 + iaV2) = 0 . (4.186)
Substituting for V1 from equation (4.179), and changing to coordinates ξ, η, we find
that
4(λ+G)
∂2U1
∂ξ2
− 2iφx(λ+ 3G) ∂
∂ξ
(U2 + iaV2) = 0 (4.187)
⇒ ∂U1
∂ξ
=
iφx
2
(
λ+ 3G
λ+G
)
(U2 + iaV2) + h(η) (4.188)
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where h(η) is an arbitrary function. However, we can find U2 + iaV2 from equation
(4.172). Substituting for V1 from equation (4.179) and for U0 from equation (4.183),
the equation simplifies to give
φx(U2 + iaV2) = if
′(η)− 2i
(
λ+ 3G
λ+G
)
∂U1
∂ξ
. (4.189)
If this is substituted into equation (4.188), we find that ∂U1/∂ξ is an arbitrary function
of η, or
∂U1
∂ξ
= ĥ(η) . (4.190)
Thus
U1 = ξĥ(η) + j(η) , (4.191)
where j(η) is an arbitrary function.
Now, in our definitions of U0, V0, U1 and V1 we have four arbitrary functions,
namely f(η), g(η), ĥ(η) and j(η). To determine these functions we apply the boundary
conditions on y = 0. We know that U(x, y) and V (x, y) are given by equations
(4.158)–(4.159), but on the boundary we have
U(x, y)|y=0 = U 0b(x) + εU 1b(x) + · · · , (4.192)
V (x, y)|y=0 = V 0b (x) + εV 1b (x) + · · · , (4.193)
which are given. Matching at O(ε−1), we have that
U0|y=0 = V0|y=0 = 0 . (4.194)
Substituting this into equation (4.183), we find that
− ix(λ+G)φ
′
b(x)f(x)
2(λ+ 3G)
+ g(x) = 0 , (4.195)
which determines g(η). This is substituted back into equation (4.183) to give
U0 =
i(ξ + η)(λ+G)φ′b(η)f(η)
2(λ+ 3G)
. (4.196)
At the next order in the boundary conditions, we have
U1|y=0 = U 0b(x) , V1|y=0 = V 0b (x) . (4.197)
In particular,
(U1 + iaV1)|y=0 = U 0b(x) + iaV 0b (x) . (4.198)
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From equation (4.179), this gives us
f(x) = U 0b(x) + iaV
0
b (x) . (4.199)
Now, from equation (4.191),
U1|y=0 = −xĥ(x) + j(x) , (4.200)
which equals Ub(x). Hence
j(x) = U 0b(x) + xĥ(x) (4.201)
⇒ U1 = (ξ + η)ĥ(η) + U 0b(η) . (4.202)
To find the remaining arbitrary function ĥ(η), we match the boundary conditions
at the next level, giving
U2|y=0 = U 1b(x) , V2|y=0 = V 1b (x) , (4.203)
so that
(U2 + iaV2)|y=0 = U 1b(x) + iaV 1b (x) . (4.204)
Substituting this into the restriction of (4.189) to y = 0, we obtain
ĥ(x) =
1
2
(
λ+G
λ+ 3G
)[
f ′(x) + iφ′b(x)
(
U 1b(x) + iaV
1
b (x)
)]
. (4.205)
Gathering the preceding results together, we have
U0 =
i(ξ + η)(λ+G)φ′b(η) [U
0
b(η) + iaV
0
b (η)]
2(λ+ 3G)
, (4.206)
V0 = iaU0 , (4.207)
U1 = U
0
b(η) +
ξ + η
2
(
λ+G
λ+ 3G
)[
U 0b
′
(η) + iaV 0b
′
(η)
+iφ′b(η)
(
U 1b(η) + iaV
1
b (η)
)]
, (4.208)
V1 = V
0
b (η) + ia
(
U1 − U 0b(η)
)
. (4.209)
Combining these, we obtain our asymptotic formulae for U(ξ, η) and V (ξ, η):
U = U 0b(η)− ia
ξ + η
2
F (η) +O(ε) , (4.210)
V = V 0b (η) +
ξ + η
2
F (η) +O(ε) , (4.211)
where
F (η) = ia
(
λ+G
λ+ 3G
){
1
ε
[
U 0b(η) + iaV
0
b (η)
]
iφ′b(η) +
[
U 0b
′
(η) + iaV 0b
′
(η)
]
+
[
U 1b(η) + iaV
1
b (η)
]
iφ′b(η)
}
. (4.212)
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In terms of the original variables x and y,
U(x, y) = U 0b(x+ iay) + yF (x+ iay) +O(ε) , (4.213)
V (x, y) = V 0b (x+ iay) + iayF (x+ iay) +O(ε) . (4.214)
Then the displacement field in the medium is given by
u(x, y) = [Ub(x+ iay) + yF (x+ iay)] e
iφb(x+iay)/ε +O(ε) , (4.215)
v(x, y) = [Vb(x+ iay) + iayF (x+ iay)] e
iφb(x+iay)/ε +O(ε) . (4.216)
Now, consider the quantity F eiφ/ε. On setting y = 0, we find that
eiφb(x)/εF (x) =
(
ia(λ+G)
λ+ 3G
)
d
dx
[
(Ub(x) + iaVb(x)) e
iφb(x)/ε
]
+O(ε) , (4.217)
∼ ia(λ+G)
λ+ 3G
d
dx
[
(u+ iav)|y=0
]
. (4.218)
Therefore, on defining
ub(x) = u(x, y)|y=0 = Ubeiφb(x)/ε , (4.219)
vb(x) = v(x, y)|y=0 = Vbeiφb(x)/ε , (4.220)
we find that
u(x, y) ∼ ub(x+ iay) + ia(λ+G)y
λ+ 3G
[u′b(x+ iay) + iav
′
b(x+ iay)] , (4.221)
v(x, y) ∼ vb(x+ iay)− (λ+G)y
λ+ 3G
[u′b(x+ iay) + iav
′
b(x+ iay)] , (4.222)
where a = ±1 is chosen so that u, v → 0 as y →∞.
Now that we have an analytic expression for the displacement, we can find the
traction components on y = 0, in particular the normal traction τyy|y=0. We have
τyy = λ
(
∂u
∂x
+
∂v
∂y
)
+ 2G
∂v
∂y
(4.223)
= λ
∂u
∂x
+ (λ+ 2G)
∂v
∂y
(4.224)
= λ
[
u′b(x+ iay) +
ia(λ+G)y
λ+ 3G
(u′′b(x+ iay) + iav
′′
b(x+ iay))
]
+(λ+ 2G)
[
iav′b(x+ iay)−
λ+G
λ+ 3G
(u′b(x+ iay) + iav
′
b(x+ iay))
− iay(λ+G)
λ+ 3G
(u′′b(x+ iay) + iav
′′
b(x+ iay))
]
, (4.225)
so that
τyy|y=0 = λu′b(x) + ia(λ+ 2G)v′b(x)
−(λ+G)(λ+ 2G)
λ+ 3G
(u′b(x) + iav
′
b(x)) (4.226)
= −
(
2G2
λ+ 3G
)
u′b(x) + ia
(
2G(λ+ 2G)
λ+ 3G
)
v′b(x) . (4.227)
122
4.4.2 The Euler–Lagrange equation
Before returning to the energy functional (4.151), we will apply the result (4.227)
from the previous section to find τRR(w). The variable x in that result corresponds
to the arc-length parameter R̂θ in our problem, and y = 0 corresponds to R = R̂.
Finally the displacements ub(x), vb(x) correspond to the shell displacements vθ and
w respectively. The values of the Lame´ constants used are the values λm and Gm in
the matrix. Hence
τRR|R= bR ≈ τyy|y=0 (4.228)
≈ −
(
2G2m
(λm + 3Gm)R̂
)
d
dθ
(vθ|R= bR)
+ia
(
2Gm(λm + 2Gm)
(λm + 3Gm)R̂
)
d
dθ
(w|R= bR) . (4.229)
We set vθ = 0 and rewrite
2Gm(λm + 2Gm)
(λm + 3Gm)
=
4Gm(1− νm)
3− 4νm , (4.230)
and
d
dθ
= −
√
1− µ2 d
dµ
, (4.231)
so that
τRR|R= bR ≈ −
√
1− µ24ia(1− νm)Gm
(3− 4νm)R̂
dw
dµ
. (4.232)
However, this can not be substituted directly into equation (4.151), because that
functional contains terms which are the real parts of w and τRR, while equation
(4.232) refers to a complex quantity, due to the derivation method by WKB analysis.
So, set wR and wI to be respectively the real and imaginary components of w. Thus
τRR|R= bR = −
√
1− µ2 4ia(1− νm)Gm
(3− 4νm)R̂
d
dµ
(wR + iwI) (4.233)
⇒ ℜ τRR|R= bR =
√
1− µ2 4a(1− νm)Gm
(3− 4νm)R̂
dwI
dµ
. (4.234)
Substituting this into equation (4.151) eventually gives
∆W2 =
∫∫
shell
{
q∞
2
(
p0P
(0)
0 (µ) + p2P
(0)
2 (µ)
)
(1− µ2)
(
dwR
dµ
)2
+
hGs
1− νs
[
2(1 + νs)
w2R
R̂2
+
h2
12
(∇2wR)2
]
− 2a(1− νm)Gm
(3− 4νm)R̂
√
1− µ2wRdwI
dµ
}
dS . (4.235)
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Now, we set
dS = R̂2 sin θ dθ dφ , (4.236)
and after integrating over φ and changing coordinate to µ by equation (3.141) we find
∆W2 =
∫ 1
−1
{
πR̂2q∞
(
p0P
(0)
0 (µ) + p2P
(0)
2 (µ)
)
(1− µ2)
(
dwR
dµ
)2
+
2πR̂2hGs
1− νs
[
2(1 + νs)
w2R
R̂2
+
h2
12
(∇2wR)2
]
− 4πR̂a(1− νm)Gm
(3− 4νm)
√
1− µ2wRdwI
dµ
}
dµ . (4.237)
Now, the in-surface Laplacian operator is given by equation (3.169),
∇2w = 1
R̂2
[
d2w
dθ2
+ cot θ
dw
dθ
]
(4.238)
=
1
R̂2 sin θ
d
dθ
(
sin θ
dw
dθ
)
(4.239)
=
1
R̂2
d
dµ
(
(1− µ2)dw
dµ
)
. (4.240)
Thus the energy integral becomes
∆W2 =
∫ 1
−1
{
πh3Gs
6(1− νs)R̂2
[
d
dµ
(
(1− µ2)dwR
dµ
)]2
+
4π(1 + νs)hGs
1− νs w
2
R
+πR̂2q∞
(
p0P
(0)
0 (µ) + p2P
(0)
2 (µ)
)
(1− µ2)
(
dwR
dµ
)2
− 4πR̂a(1− νm)Gm
(3− 4νm)
√
1− µ2wRdwI
dµ
}
dµ . (4.241)
Now, we set about nondimensionalising the components. Note that from equations
(3.135)–(3.136) that we can write
p0 =
hGs
R̂2Gm
p˜0 , (4.242)
where p˜0 depends only on the Poisson ratios of the shell and matrix. The same
relation holds for p2. We find that
p˜0 =
(1− νm)(−5νm + 15νmνs − 17 + 3νs)
2(1− νs)(7− 5νs)(1 + νm) , (4.243)
p˜2 =
10(1− νm)
(1− νs)(7− 5νm) , (4.244)
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for the case of a uniaxial stress field at infinity. We also nondimensionalise
w = R̂w˜ , (4.245)
and
q∞ =
(
Gs
Gm
)α
Gsq˜∞ . (4.246)
This additional factor of (Gs/Gm)
α in the scaling of q∞ is introduced to enable us to
write the equation (almost) entirely in terms of our small parameter, which will be
chosen shortly. The energy functional that results from this analysis is given by
∆W2 = πR̂
3Gm
∫ 1
−1
{
h3
R̂3
Gs
Gm
1
6(1− νs)
[
d
dµ
(
(1− µ2)dw˜R
dµ
)]2
+
h
R̂
(
Gs
Gm
)2+α
q˜∞
(
p˜0 + p˜2P
(0)
2 (µ)
)
(1− µ2)
(
dw˜R
dµ
)2
− 4a(1− νm)
3− 4νm
√
1− µ2w˜Rdw˜I
dµ
+
h
R̂
Gs
Gm
4(1 + νs)
1− νs w˜
2
R
}
dµ . (4.247)
At this stage we can identify
ε3 :=
h3
R̂3
Gs
Gm
(4.248)
to define the small parameter ε. The exponent α is defined by setting
h
R̂
(
Gs
Gm
)2+α
= ε , (4.249)
which gives
α = −5
3
. (4.250)
We note that this rescaling of our buckling parameter q∞ is made for the same reason
as the rescaling of P in the Euler strut problem at equation (4.24).
By setting
P (µ) = 6(1− νs)
(
p˜0 + p˜2P
(0)
2 (µ)
)
(4.251)
= −A+ Bµ
2
2
, (4.252)
where
A = −6(1− νs)
(
p˜0 − p˜2
2
)
(4.253)
=
9(1− νm)(9 + 5νm − 5νmνs − νs)
(7− 5νm)(1 + νm) > 0 , (4.254)
B = 18(1− νs)p˜2 (4.255)
=
180(1− νm)
7− 5νm > 0 , (4.256)
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and
C = −24a(1− νm)(1− νs)
3− 4νm , (4.257)
D = 24
(
Gs
Gm
)2/3
(1 + νs) , (4.258)
we find, on rearranging equation (4.247), and dropping the tilde notation, that
∆W2 =
πR̂3Gm
6(1− νs)
∫ 1
−1
{
ε3
[
d
dµ
(
(1− µ2)dwR
dµ
)]2
+ εq∞P (µ)(1− µ2)
(
dwR
dµ
)2
+ C
√
1− µ2wRdwI
dµ
+ εDw2R
}
dµ . (4.259)
We will treat the constant D as an O(1) parameter even though it contains the ratio
of shear moduli. It is possible to find a parameter regime in which ε is small but
Gs/Gm is large, but for simplicity we will assume that this is not the case here.
Recall that we have effectively made the assumption that
w ∼ A(µ)eiφ/ε = A(µ) (cos(φ/ε) + i sin(φ/ε)) (4.260)
in finding the approximation to the stress term τRR. Thus we have
dw
dµ
∼ iφ
′
ε
eiφ/ε , (4.261)
which allows us to make the assumption that
dwI
dµ
= Q(µ)wR (4.262)
for the purposes of minimising (4.259), for some function Q(µ). Thus equation (4.259)
becomes
∆W2 =
πR̂3Gm
6(1− νs)
∫ 1
−1
{
ε3
[
d
dµ
(
(1− µ2)dwR
dµ
)]2
+ εq∞P (µ)(1− µ2)
(
dwR
dµ
)2
+
[
C
√
1− µ2Q(µ) + εD
]
w2R
}
dµ . (4.263)
Now, denoting the integrand by F (wR, w
′
R, w
′′
R), the Euler–Lagrange equation is
given by
d2
dµ2
(
∂F
∂w′′R
)
− d
dµ
(
∂F
∂w′R
)
+
∂F
∂wR
= 0 . (4.264)
Applying this to ∆W2, we find that
ε3
d
dµ
{
(1− µ2) d
2
dµ2
[
(1− µ2)dwR
dµ
]}
−εq∞ d
dµ
[
P (µ)(1− µ2)dwR
dµ
]
+
[
C
√
1− µ2Q(µ) + εD
]
wR = 0 , (4.265)
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or, on using (4.262),
ε3
d
dµ
{
(1− µ2) d
2
dµ2
[
(1− µ2)dw
dµ
]}
−εq∞ d
dµ
[
P (µ)(1− µ2)dw
dµ
]
− iC
√
1− µ2dw
dµ
+ εDw = 0 , (4.266)
where we take the real part of the equation.
4.4.3 Analysis of the equation
We now apply the asymptotic method of Section 4.3.3 to equation (4.266). The first
step is to let µ = εαµ¯, and find the leading order terms. For each term the leading
order components are
ε3−4α
d4w
dµ¯4
− 8ε3−2αµ¯d
3w
dµ¯3
+ ε1−2α(q∞)0A
d2w
dµ¯2
− ε−αiC dw
dµ¯
+ εDw = 0 , (4.267)
where (q∞)0 is the leading-order value of q∞. The largest three terms are matched by
setting α = 1. Then the linear equation to solve becomes
d4w
dµ¯4
+ (q∞)0A
d2w
dµ¯2
− iC dw
dµ¯
= 0 . (4.268)
We substitute w = emµ¯ to find the auxiliary equation
m4 + (q∞)0Am
2 − iCm = 0 , (4.269)
or (discounting the m = 0 root),
m3 + (q∞)0Am− iC = 0 . (4.270)
Now, (q∞)0 is identified by demanding that two of the roots coincide, by Section 4.3.3.
A cubic equation with three roots αi is written as,
(m− α1)(m− α2)(m− α3) = 0 . (4.271)
Matching coefficients with equation (4.270), we have
− (α1 + α2 + α3) = 0 , (4.272)
α1α2 + α2α3 + α3α1 = (q∞)0A , (4.273)
−α1α2α3 = −iC . (4.274)
As we are searching for coincident roots at this order, we let α1 = α2. Then from
equation (4.272) we have
α3 = −2α1 , (4.275)
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which is then substituted into equations (4.273)–(4.274) to find
− 3α21 = (q∞)0A , (4.276)
2α31 = −iC . (4.277)
Eliminating α1 between these two equations gives
(q∞)0 =
3
A
(
C
2
)2/3
, (4.278)
whereby the double root becomes
α1 = i
(
C
2
)1/3
. (4.279)
Therefore, by defining
κ =
(
C
2
)1/3
, (4.280)
we have α1 = iκ and hence we obtain the oscillatory solution to (4.268),
w0(µ¯) = e
iκµ¯ , (4.281)
and the leading order buckling stress,
(q∞)0 =
3κ2
A
. (4.282)
We need to choose the constant a appropriately in the definition (4.257) of C.
Recall that a was chosen in Section 4.4.1 so that the displacement in the matrix was
zero at infinity, or equivalently so that the WKB exponent φ(x, y) satisfied (4.167).
Now, to put our solution in the form required by the work of that section, notice that
µ = cos θ (4.283)
= − sin(θ − π/2) (4.284)
≈ π
2
− θ , (4.285)
for θ ≈ π/2. Then
w0 = e
iκµ/ε (4.286)
≈ αe−iκθ/ε (4.287)
= α exp
(
− iκs
εR̂
)
, (4.288)
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where s is the arc-length parameter R̂θ and α is a constant. Now, as stated previously,
s corresponds to the coordinate x in Section 4.4.1, thus the corresponding value of φ
on the boundary, from (4.288), becomes
φb(x) = −κx
R̂
. (4.289)
By (4.257) and (4.280), we have κ = −a|κ|, so
φb(x) =
a|κ|x
R̂
. (4.290)
Next we use (4.168) to find
iφ(x, y) =
|κ|y
R̂
, (4.291)
which tends to +∞ as y → ∞ whatever the value of a, thus satisfying (4.167)
automatically. Henceforth we will therefore choose a = −1 without loss of generality
so that C > 0; the other choice a = +1 would be equivalent to writing w0(µ¯) = e
−iκµ¯.
Returning to the shell problem, we now need to set
w = w0(µ/ε)f(µ) (4.292)
= eiκµ/εf(µ) , (4.293)
and substitute it into the Euler–Lagrange equation, (4.266). Furthermore, we must
rescale µ = εγµ̂ and set
q∞ =
3κ2
A
+ εβλ , (4.294)
where λ is the correction to the buckling stress. This is a long computation which
eventually gives us a linear differential equation for f(µ̂),
ε3−4γf ′′′′ + 4iκε2−3γf ′′′ − 3ε1−2γκ2f ′′
+
[
3εγiκ3µ̂2
(
1− B
A
)
+ 3εκ2µ̂
(
6− B
A
)
+ 2εβ−γ iκλA
]
f ′
+
[
ε2γ−1
3B
2A
κ4µ̂2 + εγ iκ3µ̂
(
2− 3B
A
)
− εβ−1λκ2A+ ε(6κ2 +D)
]
f = 0 , (4.295)
where only the largest coefficients are shown. We choose the exponents β and γ so
that the terms in f ′′, µ̂2f and λf remain at the leading order, or
β = 1 , γ =
1
2
. (4.296)
Thus the leading order equation becomes
d2f
dµ̂2
+
[
λA
3
− Bκ
2
2A
µ̂2
]
f = 0 . (4.297)
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The equation can clearly be transformed to the equation for the harmonic oscillator.
In fact, by setting
µ̂ = γµ˜ , λ =
3
γ2A
Λ , (4.298)
where
γ2 =
√
2A
Bκ2
, (4.299)
we obtain
d2f
dµ˜2
+ (Λ− µ˜2)f = 0 . (4.300)
The expression for γ is well-defined since B > 0 and A > 0 by the definitions (4.254)
and (4.256).
The solutions to the harmonic oscillator equation are given by
fn = e
−eµ2/2Hn(µ˜) , (4.301)
Λn = 2n+ 1 . (4.302)
We will require the lowest eigenvalue, Λ0 = 1. Given that H0(x) = 1, the correspond-
ing eigenfunction to Λ0 is
f0 = e
−eµ2/2 . (4.303)
Transforming back to µ̂ and λ, we find that the lowest eigenvalue and corresponding
eigenfunction are
λ =
3|κ|
A
√
B
2A
, f = exp
[
−|κ|
2
√
B
2A
µ̂2
]
. (4.304)
Substituting these back into the expressions for the critical stress (4.294) and the
buckling pattern (4.293), we find
q∞ =
3κ2
A
+
3ε|κ|
A
√
B
2A
, (4.305)
w(µ) = exp
(
iκµ
ε
)
exp
(
−|κ|
2ε
√
B
2A
µ2
)
. (4.306)
These are, of course, the nondimensionalised quantities. Using equation (4.246),
we find that the full asymptotic expression for the critical stress at infinity is
q∞ =
(
Gm
Gs
)5/3
Gs
[
3κ2
A
+
3ε|κ|
A
√
B
2A
]
. (4.307)
We could equally find the dimensional buckling pattern w(µ). However, given that
this is an eigenfunction, any constant multiple of w is also a solution. Thus redimen-
sionalising is unnecessary and (4.306) can be regarded as the dimensional buckling
pattern.
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4.4.4 Comparison with numerical results
We will first compare the asymptotic result for q∞, (4.307) with the numerical results
found in Section 3. The results are shown in Figures 4.15 and 4.16. The first graph
shows how the critical stress q∞ changes as the shear stress ratio Gs/Gm tends to zero.
The points are the numerical results while the unbroken curve denotes the asymptotic
result in (4.307). The Poisson ratios in Table 1.1 are used, h/R̂ is kept constant at
0.01 and Gm is set to 1. A very good agreement is seen.
The second graph shows the equivalent result from (4.307) in the limit as the
thickness ratio h/R̂ tends to zero. The same constants are used, with Gs/Gm kept
constant at 100. At first sight the agreement seems to be inferior, but in fact the
error is only around 4.4% at most, and the result at h/R̂ = 0.01 is the same as the
result in the previous graph at Gs/Gm = 100.
We now consider how the buckling patterns agree with the progression in Figure
4.1. The results are shown in Figure 4.17. Here, only for the largest value of h/R̂
can we easily discern a difference between the asymptotic (red) and numerical (blue)
results. This is a strong validation of our asymptotic expression (4.306) for w.
Having established that the asymptotic solution is correct for increasingly small
values of ε, we would now like to evaluate it for the values given in Table 1.1, for
which ε = 0.093. Recall from Section 3.6 that the true value of q∞ for these values is
0.0550, with odd and even buckling patterns6 given in Figures 3.3–3.4. Substituting
the relevant values into (4.307) gives the asymptotic value of q∞ to be 0.0481. This is
the correct order of magnitude, but is not especially accurate. The buckling pattern
comparison is shown in Figure 4.18, where the red curve is the asymptotic solution
and the blue curve is the even buckling pattern from Figure 3.3. We observe a good
qualitative agreement.
One possible reason for the discrepancy in these values is that the constant D
given by equation (4.258) becomes 698.0, which means that we may not be justified
in neglecting it. We can introduce it back into the analysis by scaling D¯ = ε2D, which
will be an O(1) constant on using the values in Table 1.1. The equation (4.270) now
becomes the quartic
m4 + (q∞)0Am
2 − iCm+ D¯ = 0 . (4.308)
By setting the discriminant of this polynomial to zero [62], we can find the (q∞)0
corresponding to two roots being repeated. We denote this repeated root by m = iκ,
for κ ∈ R. The quantities κ and (q∞)0 will be related — but not according to the
6In order to compare odd buckling patterns, we simply multiply w in equation (4.306) by a
multiple of i, since w is an eigenfunction. The real part is taken in order to plot the buckling
patterns.
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Figure 4.15: Comparison of asymptotic and numerical results for q∞ in the limit
Gs/Gm → 0.
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Figure 4.16: Comparison of asymptotic and numerical results for q∞ in the limit
h/R̂→ 0.
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Figure 4.18: Comparison of the asymptotic and numerical buckling pattern for values
in Table 1.1.
relation (4.282), which held in the absence of D¯. Next, in place of equation (4.297),
we have
d2f
dµ̂2
+
[(
κ2A
6κ2 − A(q∞)0
)
λ−
(
κ2(q∞)0(A+B/2)− 12κC − 2κ4
6κ2 − A(q∞)0
)
µ̂2
]
f = 0 .
(4.309)
We can scale this equation to obtain the correction to the critical stress as before.
Solving numerically, however, we find that the dimensional critical stress becomes
q∞ = 0.0617, which is as inaccurate as the approximation having not taken D into
account. We suspect therefore that the discrepancy is in fact due to the omission of
terms involving ψ in the original energy integral (4.149). This is verified by numerical
solutions of the eigenvalue problem (4.266), which gave q∞ = 0.0619. This compares
well with the asymptotic solution given previously.7
One final useful calculation that can be made is to find the number of oscillations
appearing in the buckling pattern. From equation (4.306) we can see that the buckling
pattern is formed from an oscillatory part multipled by a strictly positive envelope.
The region of buckling is defined by the envelope, which is never zero, but let us
define the buckling region as the range of µ over which the envelope is greater than
some proportion s of the maximum value, 1. The buckling region is therefore defined
7The numerical scheme was a pseudospectral method using Hermite polynomials scaled with a
Gaussian profile, as implemented in a Matlab program by Weideman and Reddy [95].
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as
exp
(
−|κ|
2ε
√
B
2A
µ2
)
> s (4.310)
⇒ µ2 < − log s
(
2ε
|κ|
)√
2A
B
(4.311)
⇒ |µ| <
√
2ε
|κ| log
(
1
s
)(
2A
B
)1/4
. (4.312)
Thus we can define the disturbance length as
L = 2
√
2ε
|κ| log
(
1
s
)(
2A
B
)1/4
. (4.313)
Now, the oscillatory part of the buckling pattern is given by eiκµ/ε, or cos(κµ/ε)
so that the wavelength is
λ =
2πε
|κ| . (4.314)
Thus to find the number of oscillations within the buckled region, we divide the
disturbance length by the wavelength, or
N =
1
π
√
2|κ|
ε
log
(
1
s
)(
2A
B
)1/4
. (4.315)
For the values in Table 1.1, we find that
A = 7.27 , (4.316)
B = 20.8 , (4.317)
κ = 1.53 , (4.318)
ε = 0.0928 , (4.319)
and we use a representative value for s of 0.05. The number of oscillations N in the
buckling region is calculated to be 2.890, which agrees with Figure 4.18.
4.5 Conclusion
The key result from this chapter that will be used in the homogenisation process of
Chapter 6 is the analytic expression (4.307) for the critical buckling stress. Given a
distribution of differently-sized shells embedded in a matrix, this expression will be
used to predict the proportion of those shells which have buckled as the stress on the
composite material is increased.
However, before we can approach the homogenisation problem we need to analyse
the behaviour of the shell once it has buckled. This will be examined in the next
chapter.
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Chapter 5
Post-buckling Analysis
In this chapter we investigate a model for the behaviour of a single embedded spherical
shell, which has been weakened due to buckling. In Chapter 3 we found that the
buckling occurred in a band around the shell’s equator. To model this we introduce
a crack in the shell around the equator, to account for the loss of stiffness which
occurs here. The components of displacement in the shell and the matrix are found
in terms of Love stress functions, which are expanded in series of Legendre functions.
An infinite system of equations is found for the coefficients of the functions, which is
then solved numerically.
5.1 Basic modelling
The post-buckled shell and the surrounding matrix are, as before, modelled as linear
elastic materials. The spherical shell occupies the region R0 < R < R1, with the
surrounding region R > R1 being the matrix. As in previous chapters, the shell has
elastic constants Gs and νs, and the matrix has elastic constants Gm and νm.
As stated in the preamble, we are interested in the post-buckling behaviour of the
shell, in other words its behaviour once the stress at infinity has increased beyond the
value calculated in Chapter 3 and determined analytically in Chapter 4. To model the
fact that the shell buckles in a band around the equator, we introduce an imperfection
here, namely that the shell is split along the plane θ = π/2, with zero traction on
that plane. The flaw in the shell is depicted in Figure 5.1. Any interpenetration of
the two hemispheres of the shell is ignored.
This model for the buckled shell is clearly not what the shell would in reality
experience. However, all we require for the purposes of our report is that the shell is
somehow weakened around the equator, and introducing this crack would seem to be
a simple way of achieving this aim.
As in previous chapters, the geometry is axisymmetric, so the problem is imme-
diately simplified. However, in contrast to the pre-buckled shell of Chapter 3, where
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Figure 5.1: Depiction of the split in the embedded shell around its equator.
a solution method had been found previously, the split shell is not one that has been
considered in the literature. The axisymmetry enables us to consider the problem in
one quadrant only, described by polar coordinates R and θ (which we will write in
terms of µ = cos θ as before). The conditions on the boundaries of the shell and the
matrix are
τ
(s)
RR
∣∣∣
R=R0
= 0 , (5.1)
τ
(s)
Rθ
∣∣∣
R=R0
= 0 , (5.2)
τ
(s)
RR
∣∣∣
R=R1
− τ (m)RR
∣∣∣
R=R1
= 0 , (5.3)
τ
(s)
Rθ
∣∣∣
R=R1
− τ (m)Rθ
∣∣∣
R=R1
= 0 , (5.4)
u
(s)
R
∣∣∣
R=R1
− u(m)R
∣∣∣
R=R1
= 0 , (5.5)
u
(s)
θ
∣∣∣
R=R1
− u(m)θ
∣∣∣
R=R1
= 0 , (5.6)
τ
(s)
Rθ
∣∣∣
µ=0
= 0 , (5.7)
τ
(s)
θθ
∣∣∣
µ=0
= 0 , (5.8)
τ
(m)
Rθ
∣∣∣
µ=0
= 0 , (5.9)
u
(m)
θ
∣∣∣
µ=0
= 0 , (5.10)
where a superscript (s) or (m) corresponds to the quantity in the shell or the matrix
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respectively. A diagram is shown in Figure 5.2.
Zero traction
Zero traction
τRθ, uθ = 0
Continuity of
traction and displacement
Figure 5.2: Diagram of the solution quadrant for the split shell problem.
We also have a condition on the stress at infinity. As in Chapter 3, we consider
an axisymmetric state of stress at infinity, composed of the superposition of the two
states of stress
τzz = −qz , (5.11)
τRR = τθθ = τφφ = −qR . (5.12)
To combine these two states, consider the total stress state at infinity, which is given
by
τ = −qzez ⊗ ez − qR(eR ⊗ eR + eθ ⊗ eθ + eφ ⊗ eφ) (5.13)
which, on writing ez in terms of eR and eθ by equation (A.102), gives us
τ = (−qR − qz cos2 θ)eR ⊗ eR + (−qR − qz sin2 θ)eθ ⊗ eθ
−qReφ ⊗ eφ + qz cos θ sin θ(eR ⊗ eθ + eθ ⊗ eR) . (5.14)
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This corresponds to a state of stress at infinity given by
τRR = −qR − qz cos2 θ (5.15)
=
(
−qR − qz
3
)
P
(0)
0 (µ)−
2qz
3
P
(0)
2 (µ) , (5.16)
τRθ = qz cos θ sin θ (5.17)
= −qz
3
P
(1)
2 (µ) . (5.18)
Strictly speaking, we should consider the problem where the matrix occupies the
region R1 < R < R2, where R2 ≫ R1, with traction components τRR, τRθ given
by (5.16) and (5.18) applied at R = R2. Then the problem described earlier is the
limiting case where R2 →∞. This is why only two stress components are prescribed
at infinity in the formulation presented here.
The hemispherical shell is not modelled by the thin shell equations of Chapter
3, for two reasons. Firstly, the boundary conditions at θ = π/2 are not simple to
determine, and would make the equations less tractable. Secondly, the full linear
elastic equations in this axisymmetric geometry are readily solvable by expanding the
displacements in harmonic functions, via the biharmonic Love stress functions, which
would not necessarily be the case on using shell equations. Thus, for this problem we
have neglected the effect of geometric nonlinearity.
5.2 Love stress functions
Introduced by Love [64], Love stress functions are biharmonic functions which describe
the solution to the equations of elasticity for axisymmetric problems. Ling and Yang
[61] derived the expressions for the displacement and stress components in spherical
polar coordinates. If the Love stress function is given by L then the displacement
and stress components in a material of shear modulus G and Poisson ratio ν are given
by
uR =
1− ν
G
µ∇2L − 1
2G
∂
∂R
(DL ) , (5.19)
uθ =
√
1− µ2
2G
{
−2(1− ν)∇2L + 1
R
∂
∂µ
(DL )
}
, (5.20)
τRR =
{
(2− ν)µ ∂
∂R
+
ν(1− µ2)
R
∂
∂µ
}
∇2L − ∂
2
∂R2
(DL ) , (5.21)
τRθ =
√
1− µ2
{
−(1− ν)
(
∂
∂R
+
µ
R
∂
∂µ
)
∇2L
+
∂
∂R
(
1
R
∂
∂µ
)
(DL )
}
, (5.22)
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τθθ = −(1− ν)
(
µ
∂
∂R
− 1− µ
2
R
∂
∂µ
)
∇2L + ∂
2
∂R2
(DL )
+
(
µ
∂
∂R
+
1− µ2
R
∂
∂µ
)(
1
R
∂L
∂R
− µ
R2
∂L
∂µ
)
, (5.23)
τφφ =
(
µ
∂
∂R
+
1− µ2
R
∂
∂µ
)[
ν∇2L −
(
1
R
∂L
∂R
− µ
R2
∂L
∂µ
)]
, (5.24)
where
∇2L = 1
R2
∂
∂R
(
R2
∂L
∂R
)
+
1
R2
∂
∂µ
[
(1− µ2)∂L
∂µ
]
, (5.25)
DL = µ
∂L
∂R
+
1− µ2
R
∂L
∂µ
. (5.26)
Now, the Love stress functions are biharmonic, so that they satisfy the biharmonic
equation
∇4L = 0 . (5.27)
It can be shown that axisymmetric solutions to this equation are of the form
L =
(
αRn+2 + βRn + γR−(n−1) + δR−(n+1)
) (
AP (0)n (µ) +BQn(µ)
)
, (5.28)
where α, β, γ, δ, A and B are arbitrary constants, Qn(µ) is a Legendre function of
the second kind, and n > 0 is an integer. Now, using the fact that
P (0)n (µ) = P
(0)
−(n+1)(µ) , (5.29)
we can consider two general types of Love stress function:
Ln = (αn +R
2βn)R
nP (0)n (µ) (5.30)
for any n ∈ Z, and
L˜n = (AnR
n+2 +BnR
n + CnR
−(n−1) +DnR
−(n+1))Qn(µ) (5.31)
for n > 0. This form of stress function is chosen for Qn(µ) since these functions are
undefined for n < 0.
We will first find the components of displacement and stress derived from Ln.
Using equation (5.25), we find that
∇2Ln =
[
n(n+ 1)αn + (n+ 2)(n+ 3)βnR
2
]
Rn−2P (0)n (µ)
−(αn +R2βn)Rn−2n(n+ 1)P (0)n (µ) (5.32)
= 2(2n+ 3)βnR
nP (0)n (µ) . (5.33)
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Secondly, from equation (5.26), we find
DLn =
[
nαn + (n+ 2)R
2βn
]
Rn−1µP (0)n (µ)
+(αn +R
2βn)R
n−1(1− µ2)dP
(0)
n
dµ
(5.34)
=
2(n+ 1)
2n+ 1
Rn+1βnP
(0)
n+1(µ) +
[
nαn +
n(2n+ 3)
2n+ 1
R2βn
]
Rn−1P
(0)
n−1(µ) , (5.35)
on using identities in Appendix B.
Next we substitute the values in equations (5.33) and (5.35) into equations (5.19)–
(5.22). We obtain, after some algebra,
uR =
1
G
{
−n(n− 1)
2
αn +
n(2n+ 3)
2(2n+ 1)
[4(1− ν)− (n+ 1)]βnR2
}
Rn−2P
(0)
n−1(µ)
+
1
G
{
2(1− ν)(2n+ 3)(n+ 1)− (n+ 1)2
2n+ 1
}
RnβnP
(0)
n+1(µ) , (5.36)
uθ =
1
2G
{
−nαn −
[
n(2n+ 3) + 4(1− ν)(2n+ 3)
2n+ 1
]
R2βn
}
Rn−2P
(1)
n−1(µ)
+
1
2G
{
4(1− ν)(2n+ 3)− 2(n+ 1)
2n+ 1
}
RnβnP
(1)
n+1(µ) , (5.37)
τRR =
{
−n(n− 1)(n− 2)αn − n(2n+ 3)(n
2 − 3n− 2ν)
2n+ 1
R2βn
}
Rn−3P
(0)
n−1(µ)
+
[
4(1− ν)n(2n+ 3)(n+ 1)− 2n(n+ 1)2
2n+ 1
]
Rn−1βnP
(0)
n+1(µ) , (5.38)
τRθ =
{
−n(n− 2)αn + 2(1− ν)(2n+ 3)− n
2(2n+ 3)
2n+ 1
R2βn
}
Rn−3P
(1)
n−1(µ)
+
[
4(1− ν)n(2n+ 3)− 2n(n+ 1)
2n+ 1
]
Rn−1βnP
(1)
n+1(µ) . (5.39)
Finally, we will find that we need to calculate τθθ for the Love stress function
Ln. However, this would not yield a concise expression. It is much simpler merely
to calculate the value of τθθ at µ = 0, given that this is where we will be using the
condition involving this stress component.
Setting µ = 0 in equation (5.23), and using the expression (5.26) for DLn, we find
τθθ|µ=0 =
{
(1− µ2) ∂
∂µ
[
1− ν
R
∇2Ln + ∂
2
∂R2
(
Ln
R
)
+
1
R2
∂Ln
∂R
− µ
R3
∂Ln
∂µ
]}∣∣∣∣
µ=0
.
(5.40)
This expression can be simplified on using the product rule for derivatives, to give
τθθ|µ=0 =
{
(1− µ2) ∂
∂µ
[
1− ν
R
∇2Ln + 1
R3
Ln − 1
R2
∂Ln
∂R
+
1
R
∂2Ln
∂R2
]}∣∣∣∣
µ=0
.
(5.41)
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Substituting the expressions from equations (5.30) and (5.33), and simplifying, gives
us
τθθ|µ=0 =
{
(n− 1)2αn +
[
(n+ 1)2 + 2(1− ν)(2n+ 3)]R2βn}
×Rn−3
[
(1− µ2)dP
(0)
n
dµ
]∣∣∣∣∣
µ=0
. (5.42)
However, [
(1− µ2)dP
(0)
n
dµ
]∣∣∣∣∣
µ=0
=
n(n+ 1)
2n+ 1
(
P
(0)
n−1(0)− P (0)n+1(0)
)
, (5.43)
and
0 =
(
µP (0)n
)∣∣
µ=0
=
n+ 1
2n+ 1
P
(0)
n+1(0) +
n
2n+ 1
P
(0)
n−1(0) (5.44)
⇒ (n+ 1)P (0)n+1(0) = −nP (0)n−1(0) (5.45)
so that [
(1− µ2)dP
(0)
n
dµ
]∣∣∣∣∣
µ=0
=
n(n+ 1)
2n+ 1
(
P
(0)
n−1(0) +
n
n+ 1
P
(0)
n−1(0)
)
(5.46)
= nP
(0)
n−1(0) . (5.47)
Therefore,
τθθ|µ=0 =
{
(n− 1)2αn +
[
(n+ 1)2 + 2(1− ν)(2n+ 3)]R2βn}
×nRn−3P (0)n−1(0) . (5.48)
Finally it is worth noting that in the expression (5.30) for Ln, the constants α0
and α1 do not give rise to any displacement or stresses in the material: in other words,
they are arbitrary. Therefore we may set them to be zero without loss of generality.
Next we will consider the Love stress function L˜n from equation (5.31). It can
be shown that only one function of this form gives rise to displacement components
which are non-singular at µ = 1, which is L˜0 with only the constant A0 non-zero.
Define χ = A0, and denote the stress function by
L comp = χQ0(µ) =
χ
2
log
(
1 + µ
1− µ
)
, (5.49)
because the deformation described by this function is also known as a centre of com-
pression.1 We find, on using equations (5.19)–(5.23), that the displacements and
1Ling and Yang [61] state that it is ‘convenient’ to include this term in the general expression
for the stress, whereas in fact it is necessary since a centre of compression cannot be constructed by
Love stress functions of the form (5.30).
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stress components arising from this stress function are
uR =
χ
2GR2
, (5.50)
uθ = 0 , (5.51)
τRR = −2χ
R3
, (5.52)
τRθ = 0 , (5.53)
τθθ =
χ
R3
. (5.54)
We will finally consider a third Love stress function, which we will denote L∞.
This will describe the response of an infinite expanse of material to a given homo-
geneous stress field. By incorporating this term into the deformation field of the
matrix, with the homogeneous stress field given by the applied stress at infinity of
the problem, we can assume that the remaining terms in the matrix deformation field
decay at infinity. The function L∞ is a specific solution of the type Ln, but will
be treated separately for convenience. As noted before, the state of stress at infinity
in our problem will be given by equations (5.16) and (5.18). The appropriate Love
stress function is found by using the functions Ln from equation (5.30) and choosing
the terms whose stress components have no dependence on R. This is achieved by
choosing L1 and L3, with α1 = 0 (as it is arbitrary, as mentioned previously), and
β3 = 0 (as it has the wrong dependence on R). Thus
L∞ =
(
α3P
(0)
3 (µ) + β1P
(0)
1 (µ)
)
R3 , (5.55)
giving us stress components at infinity
τRR =
10(1 + νm)
3
β1P
(0)
0 (µ) +
[
8(4− 5νm)β1
3
− 6α3
]
P
(0)
2 (µ) , (5.56)
τRθ =
[
4(4− 5νm)β1
3
− 3α3
]
P
(1)
2 (µ) . (5.57)
Comparing these with equations (5.16) and (5.18), we find that
β1 = = − (3qR + qz)
10(1 + νm)
, (5.58)
α3 =
1
9
[
qz − 4(4− 5νm)(3qR + qz)
10(1 + νm)
]
. (5.59)
We can now determine the displacement components described by the Love stress
function L∞:
uR = − R
Gm
[
(3qR + qz)(1− 2νm)
6(1 + νm)
P
(0)
0 (µ) +
qz
3
P
(0)
2 (µ)
]
, (5.60)
uθ = − Rqz
6Gm
P
(1)
2 (µ) . (5.61)
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5.3 Analysis
We will choose appropriate Love stress functions in the matrix and the shell. Re-
call that we had three types of function: Ln(αn, βn), L
comp(χ) and L ∞. Where
superscripts (s) and (m) refer to the shell and matrix respectively, we have
L (m) =
∞∑
n=−∞
Ln(αn, βn) +L
comp(χm) +L
∞ , (5.62)
L (s) =
∞∑
n=−∞
Ln(γn, δn) +L
comp(χs) , (5.63)
so that the constants αn, βn and χm refer to the matrix, and γn, δn and χs to the
shell.
One simplification we can make immediately is to note that in the matrix, by
design, the only stress at infinity should be that due to the term L∞. By analysing
the stress fields produced by Ln, we find that we need
αn = 0 for n = 3, 4, 5, . . . (5.64)
βn = 0 for n = 1, 2, 3, . . . . (5.65)
We also set β0 = 0 and α2 = 0 to omit the rigid body displacement field that would
result from these coefficients. Additionally, α0 and α1 are arbitrary, so to ensure the
correct behaviour of the stress field at infinity, we remove the Ln terms in equation
(5.62) for n = 0, 1, 2, . . ., giving
L (m) =
−1∑
n=−∞
Ln(αn, βn) +L
comp(χm) +L
∞ . (5.66)
5.3.1 Conditions along the equatorial plane
We will now consider separately the conditions which are applied at µ = 0, namely
equations (5.7)–(5.10). We consider first of all the conditions in the matrix. The
displacement condition (5.10) becomes, on using our choice of L (m),
0 =
−1∑
n=−∞
Rn
[
−n(2n+ 3) + 4(1− νm)(2n+ 3)
2n+ 1
βnP
(1)
n−1(0)
+
4(1− νm)(2n+ 3)− 2(n+ 1)
2n+ 1
βnP
(1)
n+1(0)
]
−
−3∑
n=−∞
Rnαn+2(n+ 2)P
(1)
n+1(0) . (5.67)
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Recall the relationship (5.45) between Legendre functions of order zero. The equiva-
lent expression for Legendre functions of order 1, from equation (B.7), is
nP
(1)
n+1(0) = −(n+ 1)P (1)n−1(0) . (5.68)
This equation implies that P
(1)
m (0) is zero if m > 0 is even, or if m < 0 is odd.
Equation (5.67) thus becomes
0 =
−1∑
n=−∞
n odd
Rn
{
4(1− νm)(2n+ 3)− 2(n+ 1)
2n+ 1
βnP
(1)
n+1(0)
−n(2n+ 3) + 4(1− νm)(2n+ 3)
2n+ 1
βnP
(1)
n−1(0)
− αn+2(n+ 2)P (1)n+1(0)
}
. (5.69)
Now, the above equation holds for R > R1, and over this interval the functions R
n
form a linearly independent set. We can therefore set the coefficients of each Rn to
be zero. This tells us that
β−1 = 0 , (5.70)
and that
αn+2 =
1
n+ 2
{
4(1− νm)(2n+ 3)− 2(n+ 1)
2n+ 1
−n(2n+ 3) + 4(1− νm)(2n+ 3)
2n+ 1
P
(1)
n−1(0)
P
(1)
n+1(0)
}
βn (5.71)
for n = −3,−5,−7, . . . .
By applying the same process to equation (5.9), we obtain the relation
αn+2 =
1
n(n+ 2)
{
4(1− νm)n(2n+ 3)− 2n(n+ 1)
2n+ 1
+
2(1− νm)(2n+ 3)− n2(2n+ 3)
2n+ 1
P
(1)
n−1(0)
P
(1)
n+1(0)
}
βn (5.72)
for n = −3,−5,−7, . . . .
Combining these two results gives us
αn = βn = 0 for n = −1,−3,−5, . . . . (5.73)
Thus
L (m) =
−2∑
n=−∞
n even
Ln(αn, βn) +L
comp(χm) +L
∞ . (5.74)
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We will now consider the corresponding conditions in the shell, using equation
(5.63). Condition (5.7) gives us
n(n+ 2)γn+2P
(1)
n+1(0) =
{
4(1− νs)n(2n+ 3)− 2n(n+ 1)
2n+ 1
P
(1)
n+1(0)
+
2(1− νs)(2n+ 3)− n2(2n+ 3)
2n+ 1
P
(1)
n−1(0)
}
δn , (5.75)
leading to
δ−1 = 0 (5.76)
and
γn+2 =
1
n(n + 2)
{
4(1− νs)n(2n+ 3)− 2n(n+ 1)
2n+ 1
+
2(1− νs)(2n+ 3)− n2(2n+ 3)
2n+ 1
P
(1)
n−1(0)
P
(1)
n+1(0)
}
δn (5.77)
for n = 2, 4, 6, . . . and for n = −3,−5,−7, . . . . The equation (5.75) is identically
zero for other values of n.
Finally we consider equation (5.8), which together with equations (5.54) and (5.48)
gives
0 =
∞∑
n=−∞
{[
(n+ 1)2 + 2(1− νs)(2n+ 3)
]
R2δn
+ (n− 1)2γn
}
Rn−3nP
(0)
n−1(0) +
χs
R3
. (5.78)
Collecting terms in Rn−1 and equating the coefficients to zero, we get
(n+ 1)2(n+ 2)γn+2P
(0)
n+1(0)
+n
[
(n+ 1)2 + 2(1− νs)(2n+ 3)
]
δnP
(0)
n−1(0) + χsδn,−2 = 0 , (5.79)
where the last term involves Kronecker’s delta. This equation is trivially satisfied if
n = 0 or n = −1. For n = −2, we obtain
χs = (1− 2νs)δ−2 , (5.80)
and
γn+2 = − [(n+ 1)
2 + 2(1− νs)(2n+ 3)]n
(n+ 1)2(n+ 2)
P
(0)
n−1(0)
P
(0)
n+1(0)
δn (5.81)
for n = 1, 3, 5, 7, . . . and n = −4,−6,−8, . . . . Taking equations (5.77) and (5.81), we
have found all components γn in terms of components δn, except for γ0, γ1 and γ2.
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The first two of these, as noted before, are arbitrary so can be set to zero without loss
of generality. Finally, we note that the displacement field resulting from a Love stress
function involving only γ2 is exactly equivalent (modulo a multiplicative constant) to
the displacement field resulting from a Love stress function involving only δ0. Both
these fields correspond to a rigid body displacement parallel to the z-axis in the
problem. Therefore, we can also set γ2 = 0 without loss of generality.
From equations (5.45) and (5.68), we can write
P
(0)
n−1(0)
P
(0)
n+1(0)
= −n+ 1
n
, (5.82)
P
(1)
n−1(0)
P
(1)
n+1(0)
= − n
n+ 1
. (5.83)
Using these, we define
γn+2 = λnδn (5.84)
where
λn =

2(1− νs)(2n+ 3) + (n+ 1)2
(n+ 1)(n+ 2)
for n = . . . ,−8,−6,−4, 1, 3, 5, . . .
2(1− νs)(2n+ 3) + n2 − 2
(n+ 1)(n+ 2)
for n = . . . ,−7,−5,−3, 2, 4, 6, . . .
0
for n = −2,−1, 0 .
(5.85)
Then
L (s) =
∞∑
n=−∞
Ln(λn−2δn−2, δn) +L
comp(χs) , (5.86)
where χs is given by equation (5.80).
5.3.2 The remaining boundary conditions
In equation (5.86), we split the sum in two:
L (s) = L + +L − +L comp (5.87)
where
L − =
−1∑
n=−∞
Ln(λn−2δn−2, δn) (5.88)
L + =
∞∑
n=0
Ln(λn−2δn−2, δn) . (5.89)
In L − we replace n by −(m+ 1), so that
L − =
∞∑
m=0
R−(m+1)(λ−m−3δ−m−3 +R
2δ−m−1)P
(0)
m (µ) , (5.90)
using the fact that
P
(m)
−n−1(µ) = P
(m)
n (µ) . (5.91)
We then define
ζm = δ−m−1 , (5.92)
resulting in
L − =
∞∑
m=0
R−m−1(λ−m−3ζm+2 +R
2ζm)P
(0)
m (µ) . (5.93)
By applying equations (5.36)–(5.39) to L ± separately, making the substitution
(5.92) and rearranging, we can write the displacement and traction components in
the shell as
τ
(s)
RR = −
2χs
R3
+
∞∑
n=0
P (0)n (µ)
{[
− (n+ 1)n(n− 1)λn−1
+
[4(1− νs)(2n+ 1)− 2n]n(n− 1)
2n− 1
]
Rn−2δn−1
+
(n+ 1)(2n+ 5) [2νs − (n− 2)(n+ 1)]
2n+ 3
Rnδn+1
+
n(2n− 3) [n(n+ 3)− 2νs]
2n− 1 R
−n−1ζn−1
+
[
n(n+ 1)(n+ 2)λ−(n+2)
+
2(n+ 2)(n+ 1) [2(1− νs)(2n+ 1)− (n+ 1)]
2n+ 3
]
R−n−3ζn+1
}
,
(5.94)
τ
(s)
Rθ =
∞∑
n=1
P (1)n (µ)
{[
− (n+ 1)(n− 1)λn−1
+
2(n− 1) [2(1− νs)(2n+ 1)− n]
2n− 1
]
Rn−2δn−1
+
(2n+ 5) [2(1− νs)− (n+ 1)2]
2n+ 3
Rnδn+1
+
(2n− 3) [2(1− νs)− n2]
2n− 1 R
−n−1ζn−1
+
[
− n(n+ 2)λ−(n+2)
− 2(n+ 2) [2(1− νs)(2n+ 1)− (n+ 1)]
2n+ 3
]
R−n−3ζn+1
}
, (5.95)
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u
(s)
R =
χs
2GsR2
+
1
2Gs
∞∑
n=0
P (0)n (µ)
{[
− n(n+ 1)λn−1
+
2n [2(1− νs)(2n+ 1)− n]
2n− 1
]
Rn−1δn−1
+
(n+ 1)(2n+ 5) [4(1− νs)− (n+ 2)]
2n+ 3
Rn+1δn+1
−n(2n− 3) [4(1− νs) + (n− 1)]
2n− 1 R
−nζn−1
+
[
− n(n+ 1)λ−(n+2)
+
2(n+ 1) [(n+ 1)− 2(1− νs)(2n+ 1)]
2n+ 3
]
R−n−2ζn+1
}
, (5.96)
u
(s)
θ =
1
2Gs
∞∑
n=1
P (1)n (µ)
{[
− (n+ 1)λn−1
+
4(1− νs)(2n+ 1)− 2n
2n− 1
]
Rn−1δn−1
−(2n+ 5) [4(1− νs) + (n+ 1)]
2n+ 3
Rn+1δn+1
−(2n− 3) [4(1− νs)− n]
2n− 1 R
−nζn−1
+
[
nλ−(n+2) +
4(1− νs)(2n+ 1)− 2(n+ 1)
2n+ 3
]
R−n−2ζn+1
}
. (5.97)
Now, we will split up the Love stress function in the matrix into the two compo-
nents
L (m) = L P +L∞ , (5.98)
where
L P = L comp(χm) +
−2∑
n=−∞
n even
Ln(αn, βn) . (5.99)
Writing
φn = α−(n+1) , (5.100)
ψn = β−(n+1) , (5.101)
in the same way as for the shell coefficients, we find that the stress and displacement
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components corresponding to L P are
τPRR = −
2χm
R3
+
∞∑
n=0
n even
P (0)n (µ)
{
n(2n− 3) [n(n+ 3)− 2νm]
2n− 1 R
−n−1ψn−1
+n(n+ 1)(n+ 2)R−n−3φn−1
+
2(n+ 2)(n+ 1) [2(1− νm)(2n+ 1)− n− 1]
2n+ 3
R−n−3ψn+1
}
, (5.102)
τPRθ =
∞∑
n=2
n even
P (1)n (µ)
{
(2n− 3) [2(1− νm)− n2]
2n− 1 R
−n−1ψn−1
−n(n+ 2)R−n−3φn−1
− 2(n+ 2) [2(1− νm)(2n+ 1)− (n+ 1)]
2n+ 3
R−n−3ψn+1
}
, (5.103)
uPR =
χm
2GmR2
+
1
2Gm
∞∑
n=0
n even
P (0)n (µ)
{
−n(2n− 3) [4(1− νm) + (n− 1)]
2n− 1 R
−nψn−1
−n(n+ 1)R−n−2φn−1
+
2(n+ 1) [−2(1− νm)(2n+ 1) + (n+ 1)]
2n+ 3
R−n−2ψn+1
}
, (5.104)
uPθ =
1
2Gm
∞∑
n=2
n even
P (1)n (µ)
{
−(2n− 3) [4(1− νm)− n]
2n− 1 R
−nψn−1
+nR−n−2φn−1
+
4(1− νm)(2n+ 1)− 2(n+ 1)
2n+ 3
R−n−2ψn+1
}
. (5.105)
Applying (5.98), the conditions (5.1)–(5.6) become
τ
(s)
RR
∣∣∣
R=R0
= 0 , (5.106)
τ
(s)
Rθ
∣∣∣
R=R0
= 0 , (5.107)(
τ
(s)
RR − τPRR
)∣∣∣
R=R1
= τ∞RR|R=R1 , (5.108)(
τ
(s)
Rθ − τPRθ
)∣∣∣
R=R1
= τ∞Rθ|R=R1 , (5.109)(
u
(s)
R − uPR
)∣∣∣
R=R1
= u∞R |R=R1 , (5.110)(
u
(s)
θ − uPθ
)∣∣∣
R=R1
= u∞θ |R=R1 , (5.111)
where τ∞RR, τ
∞
Rθ, u
∞
R and u
∞
θ are given by equations (5.16), (5.18), (5.60) and (5.61).
The equations (5.106)–(5.111) can in turn be written in the form
∞∑
n=0
{
A1nδn−1 + A
2
nδn+1 + A
3
nζn−1 + A
4
nζn+1
}
P (0)n (µ) = 0 , (5.112)
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∞∑
n=1
{
B1nδn−1 +B
2
nδn+1 +B
3
nζn−1 +B
4
nζn+1
}
P (1)n (µ) = 0 , (5.113)
∞∑
n=0
{
C1nδn−1 + C
2
nδn+1 + C
3
nζn−1 + C
4
nζn+1 + C
5
nψn−1
+C6nφn−1 + C
7
nψn+1 +
2χm
R31
δn,0
}
P (0)n (µ) = C
8P
(0)
2 + C
9P
(0)
0 , (5.114)
∞∑
n=1
{
D1nδn−1 +D
2
nδn+1 +D
3
nζn−1 +D
4
nζn+1 +D
5
nψn−1
+D6nφn−1 +D
7
nψn+1
}
P (1)n (µ) = D
8P
(1)
2 (µ) , (5.115)
∞∑
n=0
{
E1nδn−1 + E
2
nδn+1 + E
3
nζn−1 + E
4
nζn+1 + E
5
nψn−1
+E6nφn−1 + E
7
nψn+1 −
χm
2GmR21
δn,0
}
P (0)n (µ) = E
8P
(0)
2 + E
9P
(0)
0 , (5.116)
∞∑
n=1
{
F 1nδn−1 + F
2
nδn+1 + F
3
nζn−1 + F
4
nζn+1 + F
5
nψn−1
+F 6nφn−1 + F
7
nψn+1
}
P (1)n (µ) = F
8P
(1)
2 (µ) . (5.117)
All these equations are only valid in the domain µ ∈ (0, 1). The coefficients Ain to F in
are given in Appendix D for completeness.
5.3.3 Obtaining the linear system in general
All six of the equations (5.112)–(5.117) can be written in one of the forms
∞∑
n=0
αnP
(0)
n (µ) = AP
(0)
2 (µ) +BP
(0)
0 (µ) (5.118)
∞∑
n=1
βnP
(1)
n (µ) = CP
(1)
2 (µ) , (5.119)
for µ ∈ (0, 1). We will find the linear system arising from the six equations (5.112)–
(5.117) by studying these canonical equations.
We will require the results
∫ 1
0
P (0)m (µ)P
(0)
n (µ) dµ =

1
2m+ 1
m = n
fm,n m even, n odd
fn,m m odd, n even
0 m 6= n, same parity
(5.120)
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∫ 1
0
P (1)m (µ)P
(1)
n (µ) dµ =

m(m+ 1)
2m+ 1
m = n
m(m+ 1)fm,n m even, n odd
n(n+ 1)fn,m m odd, n even
0 m 6= n, same parity
(5.121)
where
fm,n =
(−1)(m+n+1)/2m!n!
2m+n−1(m− n)(m+ n+ 1)
[(m
2
)
!
]2 [(n− 1
2
)
!
]2 . (5.122)
The result for Legendre functions of order 0 is given by Byerly [17], but his method
also holds for the order 1 functions.
The result above is not convenient for numerical calculations, given that the fac-
torial terms soon become so large that they exceed the maximum number able to be
held by the program. The quantities are said to overflow. To counter this we re-write
equation (5.122) by considering, for even r,
sr =
r!
2r
[(
r
2
)
!
]2 (5.123)
=
r![
2r/2
(
r
2
)
!
]2 (5.124)
=
1 · 2 · 3 · · · r
[2 · 4 · 6 · · · r]2 (5.125)
=
1 · 3 · 5 · · · (r − 1)
2 · 4 · 6 · · · r (5.126)
=
r/2∏
n=1
(
2n− 1
2n
)
. (5.127)
Then
fm,n =
(−1)(m+n+1)/2nsmsn−1
(m− n)(m+ n+ 1) . (5.128)
We will now consider equations (5.118) and (5.119) in turn, beginning with (5.118).
We multiply the equation by P
(0)
m (µ) and integrate over µ ∈ (0, 1). Considering even
and odd m as separate cases, we obtain
∞∑
n=1
n odd
αnfm,n +
αm
2m+ 1
=
A
5
δm,2 +Bδm,0
for m = 0, 2, 4, 6, . . . (5.129)
∞∑
n=0
n even
αnfn,m +
αm
2m+ 1
= Af2,m +Bf0,m
for m = 1, 3, 5, 7, . . . . (5.130)
153
These two systems of equations should be equivalent. The reason for this is that, from
(5.120), we can write any even Legendre polynomial over (0, 1) as a linear combination
of odd Legendre polynomials, and vice versa. Thus, over (0, 1), the system (5.118)
can be written either as a sum of odd or even Legendre polynomials. The two systems
(5.129) and (5.130) are the result of considering even and odd series respectively. To
analyse the two systems, we will split αn into odd and even indices. Define
em = α2m−2 (5.131)
om = α2m−1 , (5.132)
then from equations (5.129) and (5.130) we obtain the systems
∞∑
r=1
f2s−2,2r−1or +
es
4s− 3 =
A
5
δs,2 +Bδs,1
for s = 1, 2, 3, . . . (5.133)
∞∑
s=1
f2s−2,2r−1es +
or
4r − 1 = Af2,2r−1 +Bf0,2r−1
for r = 1, 2, 3, . . . . (5.134)
Now define an infinite matrixM with entries
Mrs = f2s−2,2r−1 (5.135)
and a vector
âs = Aδs,2 +Bδs,1 (5.136)
so that
A
5
δs,2 +Bδs,1 =
1
4s− 3 âs (5.137)
Af2,2r−1 +Bf0,2r−1 =
∞∑
s=1
Mrsâs . (5.138)
Therefore, on defining the two diagonal matrices ∆1 and ∆2 with entries
(∆1)ss =
1
4s− 3 , (5.139)
(∆2)rr =
1
4r − 1 , (5.140)
the two systems can be written in the form
MTo+∆1e = ∆1â , (5.141)
∆2o+Me = Mâ , (5.142)
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for the solution vectors o and e.
We now turn to equation (5.119). As before, we multiply by P
(1)
m (µ) and integrate
over µ ∈ (0, 1), obtaining (for even and odd m in turn)
∞∑
n=1
n odd
βnm(m+ 1)fm,n +
m(m+ 1)βm
2m+ 1
=
6C
5
δm,2
for m = 2, 4, 6, . . . (5.143)
∞∑
n=2
n even
βnn(n+ 1)fn,m +
m(m+ 1)βm
2m+ 1
= 6Cf2,m
for m = 1, 3, 5, . . . . (5.144)
Set
e˜m = β2m−2 for m = 2, 3, 4, . . . (5.145)
o˜m = β2m−1 for m = 1, 2, 3, . . . , (5.146)
noting that e˜1 is never determined by this system. Eventually we obtain
∞∑
r=1
g2s−2,2r−1o˜r +
2(s− 1)(2s− 1)
4s− 3 e˜s =
6C
5
δs,2
for s = 2, 3, 4, . . . (5.147)
∞∑
s=2
g2s−2,2r−1e˜s +
2r(2r − 1)
4r − 1 o˜r = Cg2,2r−1
for r = 1, 2, 3, . . . , (5.148)
where
g2s−2,2r−1 = 2(s− 1)(2s− 1)f2s−2,2r−1 . (5.149)
Now, define the diagonal matrices ∆3 and ∆4 by
(∆3)ss = 2(s− 1)(2s− 1) , (5.150)
(∆4)rr = 2r(2r − 1) , (5.151)
so that
(M∆3)rs = g2s−2,2r−1. (5.152)
Finally note that if
ĉs = Cδs,2 (5.153)
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then
6C
5
δs,2 = ∆3∆1ĉ , (5.154)
Cg2,2r−1 = M∆3ĉ . (5.155)
This all results in the two systems
∆3M
To˜+∆3∆1e˜ = ∆3∆1ĉ , (5.156)
∆4∆2o˜+M∆3e˜ = M∆3ĉ . (5.157)
Now, the first row of equation (5.156) is empty, which will cause problems when we
apply the results above. Therefore, we premultiply the equation with the matrix
Γ =

0 1 0 0
0 0 1 0
0 0 0 1
· · ·
...
. . .
 (5.158)
which has the effect of moving all the rows up by one. Then define
∆5 = Γ∆3 , (5.159)
so that equation (5.156) becomes
∆5M
To˜+∆5∆1e˜ = ∆5∆1ĉ . (5.160)
We cannot multiply throughout by ∆−15 because the matrix ∆5 is singular. This,
however, will not cause any problems in the calculation of the solution to the split
shell problem, as we shall see shortly.
5.3.4 Application to the split shell
In this section we will be applying the results of the previous section to equations
(5.112)–(5.117). We will first consider the equations involving P
(0)
n (µ). Because they
are all of the same form, we will analyse the canonical equation
∞∑
n=0
{
V 1n δn−1 + V
2
n δn+1 + V
3
n ζn−1 + V
4
n ζn+1 + V
5
nψn−1
+V 6n φn−1 + V
7
nψn+1 + V˜ χmδn,0
}
P (0)n (µ) = V
8P
(0)
2 + V
9P
(0)
0 (5.161)
where V is used here as a symbol which can be replaced by A, C or E, and V˜
corresponds to the multiplier of χmδn,0 in the sum. Comparing this to (5.118), we get
αn = V
1
n δn−1 + V
2
n δn+1 + V
3
n ζn−1 + V
4
n ζn+1
+V 5nψn−1 + V
6
n φn−1 + V
7
nψn+1 + V˜ χmδn,0 , (5.162)
A = V 8 , (5.163)
B = V 9 . (5.164)
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At this stage we need to determine which coefficients are to be solved for. They
are
δ0, δ1, δ2, δ3, . . . ,
ζ1, ζ2, ζ3, ζ4, . . . ,
ψ1, ψ3, ψ5, ψ7, . . . , (5.165)
φ1, φ3, φ5, φ7, . . . ,
χm .
The coefficient ζ0 is zero by equation (5.76). We find that it is convenient to write
the coefficients above in terms of six solution vectors,
δo = (δ1, δ3, δ5, . . .) , (5.166)
ζo = (ζ1, ζ3, ζ5, . . .) , (5.167)
ψ = (ψ1, ψ3, ψ5, . . .) , (5.168)
φ = (χm, φ1, φ3, . . .) , (5.169)
δe = (δ0, δ2, δ4, . . .) , (5.170)
ζe = (ζ2, ζ4, ζ6, . . .) . (5.171)
The reason for this becomes clear when we perform the split into odd and even indices,
as in equations (5.131)–(5.132). We eventually find that
e = V 1δ
o + V 2ζ
o + V 3ψ + V 4φ , (5.172)
o = V 5δ
e + V 6ζ
e , (5.173)
where the six matrices V i are given by
V 1 =

V 20 0 0
V 12 V
2
2 0
0 V 14 V
2
4
· · ·
...
. . .
 , (5.174)
V 2 =

V 40 0 0
V 32 V
4
2 0
0 V 34 V
4
4
· · ·
...
. . .
 , (5.175)
V 3 =

V 70 0 0
V 52 V
7
2 0
0 V 54 V
7
4
· · ·
...
. . .
 , (5.176)
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V 4 =

V˜ 0 0
0 V 62 0
0 0 V 64
· · ·
...
. . .
 , (5.177)
V 5 =

V 11 V
2
1 0
0 V 13 V
2
3
0 0 V 15
· · ·
...
. . .
 , (5.178)
V 6 =

V 41 0 0
V 33 V
4
3 0
0 V 35 V
4
5
· · ·
...
. . .
 . (5.179)
Given that V can stand for A, C or E, we have thus defined matrices Ai, Ci and
Ei for i = 1, . . . , 6. Having found expressions for the vectors o and e in equations
(5.141)–(5.142), we now only need to define the vectors â for the three choices of V .
We find that
âV =

V 9
V 8
0
0
...
 . (5.180)
We next consider the same problem for the three equations of (5.112)–(5.117) that
involve P
(1)
n (µ). Once again using V as a symbol, which this time could stand for B,
D or F , the equation to be analysed is
∞∑
n=1
{
V 1n δn−1 + V
2
n δn+1 + V
3
n ζn−1 + V
4
n ζn+1 + V
5
nψn−1
+V 6n φn+1 + V
7
nψn+1
}
P (1)n (µ) = V
8P
(1)
2 (µ) , (5.181)
so that comparison with (5.119) yields
βn = V
1
n δn−1 + V
2
n δn+1 + V
3
n ζn−1 + V
4
n ζn+1
+V 5nψn−1 + V
6
n φn+1 + V
7
nψn+1 , (5.182)
C = V 8 . (5.183)
Performing the split (5.145)–(5.146) into even and odd indices, we find that
e˜ = V 1δ
o + V 2ζ
o + V 3ψ + V 4φ , (5.184)
o˜ = V 5δ
e + V 6ζ
e (5.185)
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for the same six matrices V i given by (5.174)–(5.179). Additionally, the vector ĉ for
each equation is given by
ĉV =

0
V 8
0
0
...
 . (5.186)
Now, the preceding expressions for e, o, e˜, o˜ and the vectors âV , ĉV can be
substituted either into (5.141) and (5.160), or into (5.142) and (5.157). In both
cases we have six infinite systems of equations for six vectors of unknowns, (5.166)–
(5.171). These six systems will be combined into one matrix equation, whose form
will depend on whether we substitute the quantities into (5.141) and (5.160), or into
(5.142) and (5.157). The first case we name the ‘even’ method, since this was the
result of multiplying the original equations by P
(0)
m (µ) for even m. The second case
is accordingly dubbed the ‘odd’ method.
In the ‘even’ method the matrix equation is given by
T eX = Re , (5.187)
where the solution vector is
X =

δo
ζo
ψ
φ
δe
ζe
 , (5.188)
and the matrix is given by
T e =

∆1A1 ∆1A2 O O M
TA5 M
TA6
∆5∆1B1 ∆5∆1B2 O O ∆5M
TB5 ∆5M
TB6
∆1C1 ∆1C2 ∆1C3 ∆1C4 M
TC5 M
TC6
∆5∆1D1 ∆5∆1D2 ∆5∆1D3 ∆5∆1D4 ∆5M
TD5 ∆5M
TD6
∆1E1 ∆1E2 ∆1E3 ∆1E4 M
TE5 M
TE6
∆5∆1F 1 ∆5∆1F 2 ∆5∆1F 3 ∆5∆1F 4 ∆5M
TF 5 ∆5M
TF 6

(5.189)
where O is the zero matrix, and the right-hand side vector is
Re =

0
0
∆1âC
∆5∆1ĉD
∆1âE
∆5∆1ĉF
 . (5.190)
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The equivalent equation for the ‘odd’ method is
T oX = Ro , (5.191)
where
T o =

MA1 MA2 O O ∆2A5 ∆2A6
M∆3B1 M∆3B2 O O ∆4∆2B5 ∆4∆2B6
MC1 MC2 MC3 MC4 ∆2C5 ∆2C6
M∆3D1 M∆3D2 M∆3D3 M∆3D4 ∆4∆2D5 ∆4∆2D6
ME1 ME2 ME3 ME4 ∆2E5 ∆2E6
M∆3F 1 M∆3F 2 M∆3F 3 M∆3F 4 ∆4∆2F 5 ∆4∆2F 6

(5.192)
and
Ro =

0
0
MâC
M∆3ĉD
MâE
M∆3ĉF
 . (5.193)
5.4 Numerical analysis
We now have two systems to solve, given by (5.187) and (5.191), which should give
the same solution. The difficulty in finding these solutions lies in the fact that the
systems are infinite.
The matrices T e and T o are composed of 36 infinite submatrices. We suppose that
each of these submatrices is truncated to a size of N × N , with the corresponding
subvectors of Re and Ro truncated to a length of N . Then the equations (5.187) and
(5.191) form a system of 6N linear simultaneous equations for 6N of the coefficients
in the vector X. We will seek the solutions to these systems as N →∞. A number
of issues will arise which we will now consider in turn.
During the course of this analysis, we will assume for the purposes of illustration
that the material and geometric parameters are those of Table 1.1, apart from the
choice of R̂ = 1. We apply a uniaxial stress field at infinity, given by qz = q > 0 and
qR = 0.
5.4.1 Scaling of the solution matrix
One observation that can be made on calculating the solution of the truncated systems
(5.187) and (5.191) is that the matrices T e and T o are badly scaled. This implies that
the solutions that are found can be less accurate than is expected. To counter this
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effect, the matrix T must be scaled appropriately. Neumaier [75] suggests that the
system (5.187) (for example) should be replaced by
⇒ T˜ eX˜ = Re (5.194)
where
T˜ e = T eK
−1 (5.195)
and
X˜ = KX (5.196)
for some matrixK. It is readily verified that the system (5.194) is exactly equivalent
to the original system (5.187). A ‘natural’ choice for K is suggested, which is given
by the diagonal matrix with entries
(K)kk =
√
(T Te T e)kk . (5.197)
5.4.2 Comparison of the ‘odd’ and ‘even’ solutions
Recall that the two systems (5.187) and (5.191), having been derived from the same
matching conditions, should give the same solution. However, on calculation, it tran-
spires that the solutions given by the odd and even methods are different. This
discrepancy between the two methods is obviously worrying. Which one of these
solutions, if either, is closest to the true solution?
The answer to this question is found by the realisation that the system (5.191) is
numerically singular. In other words, there exist nonzero solutions X˜ to the system
T˜ oX˜ = 0 . (5.198)
In practical terms, we should speak of nonzero vectors X˜ such that T˜ oX˜ is negligi-
ble. In this context, ‘negligible’ refers to quantities which are smaller than a certain
tolerance, which is determined from T˜ o and ε. Here, ε is a quantity referred to as ‘ma-
chine epsilon’ and essentially characterises the distance between successive numbers
in floating point arithmetic [92].
Numerical experiments for certain values of the constants of the problem show that
the numerical nullity of T˜ o (the number of solutions to (5.198) ) is 1 for N . 200
while (in the same range of N) the nullity of T˜ e is 0. We thus conclude that it is
the odd method which is incorrect. In fact, by taking an appropriate multiple of the
solution to (5.198) and adding it to the calculated solution of (5.191), we can recover
the solution as given by the even method. Given that the even method appears to be
more numerically accurate, we will henceforth only consider this method.
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Thus we will be seeking the solution to the system
TX = R (5.199)
where T = T e and R = Re. The system is scaled according to the theory of Section
5.4.1 before calculation.
5.4.3 Convergence acceleration
Now, we wish to be able to determine the solution of the system in the limit as
N → ∞. We introduce the notation χ(N)m to denote the coefficient χm found from
the numerical scheme with the submatrices of T truncated to size N ×N . A similar
notation will hold for the other coefficients, viz. δ
(N)
n , ζ
(N)
n and so forth. Unfortunately,
the coefficients do not converge before the system becomes too large to solve in a
reasonable amount of time. As an example, Figure 5.3 shows the behaviour of χ
(N)
m
as N increases, for a certain combination of geometric and material constants.
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−0.08
−0.07
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(N)
m
Figure 5.3: Plot of χ
(N)
m for increasing N .
In this situation we must resort to using convergence acceleration methods. These
methods take a sequence of the form
SN = S + qN , (5.200)
where qN → 0 as N → ∞. By taking the terms SN and applying some transforma-
tion to them, a convergence acceleration method constructs a new sequence which is
designed to converge more quickly to S.
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Sequences can be categorised according to the behaviour of the sequence
ρN :=
SN+1 − S
SN − S =
qN+1
qN
. (5.201)
Defining
ρ = lim
N→∞
|ρN | , (5.202)
we define sequences SN which have ρ = 0 to be hyperlinearly convergent, those for
which 0 < ρ < 1 to be linearly convergent, and those for which ρ = 1 to be logarith-
mically convergent [45]. If ρ > 1, the sequence diverges.
Perhaps the best-known acceleration methods are the Shanks transformation and
Richardson extrapolation [6]. However, in recent years a number of other acceleration
methods have been developed. Smith and Ford [85] compared a number of these
methods on a range of linearly and logarithmically convergent sequences for which
the solutions are known. They showed that the best-performing schemes were the
u and v Levin transforms and the Brezinski θ-method. However, applying these
methods to our coefficients does not result in accelerated convergence. Thus our
sequences must be especially hard to accelerate.
Logarithmically convergent sequences are known to be the most difficult to accel-
erate. A theorem by Delahaye and Germain-Bonne [26] shows that there is no one
scheme that will accelerate every logarithmically convergent sequence. In general, the
appropriate choice of scheme will depend on the form of the remainder terms qN in
(5.200). If the form of qN is not known, as is the case for our coefficients, we must
choose an acceleration scheme by other means. One way of doing so is by assuming
that qN is given by a certain expression, and apply a method which is designed for
remainder terms of that form.
The form of qN that we consider is given by
qN ∼ Nσ
(
c0 + c1N
−1 + c2N
−2 + · · · ) (5.203)
as N →∞, where σ < 0 is a constant. We know that the remainder terms of χ(N)m and
the other coefficients are not of this form, since Weniger [96] showed that sequences
with this remainder term are accelerated by the Levin u-transform. However, we will
search for other accelerating sequences designed for this form of qN which also happen
to accelerate the convergence of our coefficients. One such method is the modified
Aitken δ2-method, which was proposed by Bjørstad, Dahlquist and Grosse [9]. We
will use the slightly modified method given by Osada [78].
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Suppose that we are given a sequence SN that satisfies SN − S = qN , where qN is
given in equation (5.203). Then define
s00 = 0 , (5.204)
s0N = SN for N = 1, 2, . . . ,M. (5.205)
Then, for k = 0, 1, . . . ,
⌊
M
2
⌋− 1 we define
sk+1N = s
k
N −
[
2k + 1− σ
2k − σ
]
(skN+1 − skN)(skN − skN−1)
skN+1 − 2skN + skN−1
(5.206)
for k + 1 6 N 6M − (k + 1). We find that
skN − S = O(Nσ−2k) (5.207)
as N → ∞. Clearly, in order to use this method, the value of σ must be known
beforehand. This causes problems if we want to apply it to the coefficients of X,
the solution of (5.199), as N → ∞. Because we do not know the value of σ for this
sequence (if indeed the sequence even satisfies (5.203)), we must determine it by other
means.
For sequences that do satisfy (5.203), the constant σ can be constructed from the
values of the sequence. Bjørstad, Dahlquist and Grosse [9] state that on defining
TN = 1 +
1
∆
(
SN+1 − SN
SN+1 − 2SN + SN−1
) , (5.208)
where ∆ is the forward difference operator, we have
TN ∼ σ +N−2
(
t0 + t1N
−1 + t2N
−2 + · · · ) (5.209)
as N → ∞. Thus σ can be found by applying the modified Aitken δ2-method with
σ = −2 to the sequence TN .
However, given that the coefficients in our problem do not have remainder terms of
the form (5.203), this method does not work as well as hoped. In addition, the values
of the coefficients for large N have small errors in them, due to numerical inaccuracies
in solving the original matrix system for N & 200. These errors are magnified by the
process of applying difference operators in the definition of the auxiliary sequence TN .
Nevertheless, if we apply the modified Aitken δ2-method to TN , we find that for
each coefficient φn, ψn, the resulting value of σ is broadly similar. The value of σ for
the coefficients δn and ζn vary wildly (including obviously incorrect positive values),
but as n increases the value tends to that for ψn and φn. These trends can be seen in
Figure 5.4. Therefore, it is reasonable to assume that we can treat σ as a parameter of
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Figure 5.4: The value of σ as calculated by TN for each coefficient: red (δn), green
(ζn), blue (ψn), black (φn).
the whole problem, with each coefficient being found by applying the modified Aitken
δ2-method with the same value of σ. Unfortunately, this value is not determined by
the sequence TN — the limiting value found depends strongly on the number of terms
taken in the acceleration process, and had not converged by the time we had taken
the maximum number of terms.
However, by treating σ as a parameter of the problem, we can apply the δ2-method
to the whole problem, with differing values of σ, and determine the correct value by
choosing the solution with the best behaviour. In this situation, ‘best behaviour’ is
determined by the displacement of the outer boundary of the shell. We find that as we
vary σ, the limiting values of the coefficients, as calculated by the δ2-method, also vary.
This results in a variation in the shell displacement components. In particular, we
can evaluate the shell displacement component u
(s)
θ , evaluated at R = R1 and µ = 0.
Clearly this quantity should be zero. However, in general, this is not calculated to be
the case. Denoting this offset by ℓ, we find that ℓ varies monotonically with σ. Using
the same parameters as before, we find (through numerical experiments) that ℓ < 0
when σ = −0.5, and that ℓ > 0 when σ = −0.05. By a simple root-finding technique,
we calculate that ℓ = 0 is given by σ = −0.119 to three significant figures. These
values were found by using the range of N = 501, . . . , 1000.
Thus the correct coefficients for the problem should be given by the results of
the δ2-method with this value of σ. As a comparison with Figure 5.3, the value of
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χm obtained by acceleration is −0.01044. Using these coefficients, we can determine
the shell displacements. We can verify that the coefficients calculated are correct by
overlaying the resulting plot of the deformed shell over the plot from a finite element
computation.2 For the uniaxial stress state at infinity that we have considered up to
now, the overlay is shown in Figure 5.5. Note that it would not have been appropriate
Figure 5.5: Overlay of the plot of the deformed shell found by using the convergence
acceleration method (red) on the finite element result (blue).
to calculate the finite element result instead of the Love stress function calculation,
because in Chapter 6 we will require the behaviour of the solution at infinity, which
is readily found from the latter but impossible to measure from the finite element
result.
We note that the parameter σ will depend on the material and geometric param-
eters of the problem. Thus, for each problem we consider, we must find σ separately.
The problem under consideration is a mixed boundary value problem: in other words,
along part of the boundary of the material, displacement boundary conditions apply
whereas along the remainder, traction boundary conditions are imposed. It is known,
for example from fracture mechanics problems, that there are in general singularities
2The finite element computation was made using the COMSOL Multiphysics package, formerly
known as FEMLAB.
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in the stress of the material near the points at which the two types of boundary con-
dition meet. In linear elasticity, if the materials on either side of the transition point
are the same, the singularity is an inverse square root singularity, as exemplified by
Section 2.3 of this thesis. However, in this chapter the transition point between the
boundary conditions is also the point at which two different materials meet. In this
case, the singularity strength is a complicated function of the material and geometric
parameters of the problem [24]. We speculate that the value of σ is in some way
dependent on this singularity strength.
We can verify that the calculated value of σ is correct by considering that if
SN ∼ S + c0Nσ (5.210)
as N →∞, then in the same limit we have
log(|SN − S|) ∼ σ logN + constant, (5.211)
where S is the limiting value of the sequence as calculated by the convergence accel-
eration method. In Figure 5.6 we have plotted graphs of log(|SN −S|) versus log(N),
where SN corresponds to δ
(N)
20 , ζ
(N)
20 , ψ
(N)
20 and φ
(N)
20 . Superimposed on these graphs
are straight lines whose gradient is the calculated value of σ. We find that as N →∞
(so logN → ∞), the graphs agree, as expected. Thus our choice of σ appears to be
validated.
5.5 Results for canonical stress states at infinity
Now that we have a method that finds the solution to the original problem in the
limit as the size of the system of equations becomes infinite, we apply it to the case
of two canonical stress states at infinity. We again choose the values given in Table
1.1, apart from the choice R̂ = 1. These states are:
• Radial compression, or qz = 0 and qR = qr
• Pure shear, or qz = 3qs and qR = −qs.
The reason for choosing these two states will become clear in Chapter 6, where these
results will be used. The shell displacements which result from solving the linear
system and accelerating the convergence are shown in Figures 5.7 and 5.8. As be-
fore, these were compared with finite element calculations and were shown to match.
However, it is fair to note that if q is taken too large, numerical instabilities appear
in the shell displacement plots. The values of σ for these calculations are, to three
significant figures, σ = −0.119 for the radial case and σ = −0.120 for the pure shear
case.
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Figure 5.6: In blue: Comparison of log |SN − S| (vertical axis) versus logN , where
(clockwise from top-left) SN = δ
(N)
20 , ζ
(N)
20 , φ
(N)
20 and ψ
(N)
20 . In red: a straight line with
gradient σ.
For the purposes of Chapter 6, we need to know the behaviour of the solution
as R → ∞. Referring to (5.98), we know that if L∞ characterises the state of an
infinite expanse of the matrix material undergoing a given applied stress, then L P
is what needs to be added to this to account for the presence of the inclusion. By
examining equations (5.102)–(5.105), we find that to leading-order these added terms
are:
τPRR = −
2χm
R3
+
4
3
[
(5− νm)P (0)2 (µ) + (1− 2νm)P (0)0 (µ)
] ψ1
R3
+O(R−5) , (5.212)
τPRθ = −
2
3
(1 + νm)P
(1)
2 (µ)
ψ1
R3
+O(R−5) , (5.213)
uPR =
1
2GmR2
{
χm − 2
3
[
(5− 4νm)P (0)2 (µ) + (1− 2νm)P (0)0 (µ)
]
ψ1
}
+O(R−4) , (5.214)
uPθ = −
1
2Gm
2(1− 2νm)
3
ψ1
R2
P
(1)
2 (µ) +O(R
−4) . (5.215)
Thus we can see that the leading order terms at infinity in the matrix depend on only
two of the coefficients, namely χm and ψ1.
This means that we only need to calculate these two coefficients in both the radial
compression and pure shear cases for the analysis of Chapter 6. Denoting the first
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Figure 5.7: Shell displacement (red) for the radial compression case, where qr = 0.3.
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Figure 5.8: Shell displacement (red) for the pure shear case, where qs = 0.1.
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case by a superscript ‘r’ and the second by a superscript ‘s’, we find that
χrm = χ˜
r
mqr , (5.216)
ψr1 = ψ˜
r
1qr , (5.217)
χsm = χ˜
s
mqs , (5.218)
ψs1 = ψ˜
s
1qs , (5.219)
where
χ˜rm = −0.05014 , (5.220)
ψ˜r1 = 0.01761 , (5.221)
χ˜sm = −0.06896 , (5.222)
ψ˜s1 = −0.5217 . (5.223)
Finally, in the next chapter we will show that three of these coefficients will be
related. In fact, from equation (6.311), we need that
4(1 + νm)ψ˜
r
1 − 2(1− 2νm)ψ˜s1 + 3χ˜sm = 0 . (5.224)
Using the values in (5.220)–(5.223) and νm = 0.45, we calculate this quantity to be
−3.90× 10−4. This is small in comparison with (5.220)–(5.223), so we suppose that
it is the errors in the numerical method that cause it to be non-zero.
5.6 Discussion
During the course of this chapter, we have considered a problem which serves as a
model of a shell which is weakened due to buckling around its equator. By considering
Love stress functions in the matrix and shell, we were able to find a semi-analytical
solution, which gave us the displacements and stresses as infinite series in Legendre
polynomials, for which the coefficients had to be found by solving an infinite system
of linear equations. This system was truncated to successively larger sizes, giving for
each coefficient a sequence of values which didn’t converge before the system became
too large to solve. Instead we considered a convergence acceleration method which
employed a parameter σ. This parameter was determined by demanding that the
displacements of the shell and matrix matched at θ = π/2.
Clearly, the one major weakness of this theory is the necessity of convergence
acceleration methods. While the method seems to give results which match closely to
finite element calculations, we cannot be sure if the coefficients obtained are correct,
nor define how accurate they are. However, in the absence of knowledge about the
true behaviour of the remainder terms qN for the coefficients, and thus being able to
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tailor an acceleration method for them, it appears that we must be content with the
results obtained.
Further work, however, may be carried out to modify the solution method in such a
way as to improve the convergence properties of the problem. Specifically, we suspect
that the main culprit is the singularity in the material at the point where the crack
in the shell meets the matrix. We have noted that the strength of this singularity is
dependent on geometric and material parameters of the problem. If this strength is
calculated, it may be feasible to consider the full solution as the sum of a singular
field and a regular field, of which the latter may be calculated more easily using the
approach of this chapter.
Asymptotic methods may also be used to simplify the problem in the limit as
the shell thickness ratio h/R̂ tends to zero. However, Figure 5.5 shows that near the
crack we would need to consider the full elastic solution, as the displacement varies
over a lengthscale comparable with the shell thickness. This full solution would be
obtained using numerical methods, leading to a hybrid asymptotic-numerical method
for the solution of the problem.
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Chapter 6
Homogenisation
In this chapter we will model the experiment described in Chapter 1. This will involve
finding the displacement of the upper surface of a block of material undergoing uniax-
ial compression. Consequently we will require the elastic constants of the composite
material, which will be found by a homogenisation process. This echoes the ‘point-
inclusion’ process of Chapter 2, which calculated the shear modulus of a composite
material undergoing antiplane shear, assuming that the inclusions were far apart.
Section 6.2 reviews this work and applies it to arbitrarily-shaped inclusions, which
introduces an element of anisotropy to the material. By this process we introduce the
method which will be applied to three-dimensional inclusions.
The only information that we require for the homogenisation process is the be-
haviour of a single inclusion. If we know the leading-order displacement of an em-
bedded inclusion which is experiencing an arbitrary stress field at infinity, then the
behaviour of a dilute composite material composed of these inclusions can be de-
duced. This will be analysed in Section 6.3.1. Following this, in Section 6.3.2 we
will determine the form of the elasticity tensor for such a material, if deformations
are restricted to being axisymmetric. In Sections 6.3.3–6.3.4, we will specialise this
result even further, namely to the pre-buckled shell described in Section 3.3 and the
idealised post-buckled shell described in Chapter 5.
Finally we will model the experiment described in Chapter 1 by considering a
block of the material which is experiencing a homogeneous stress field τzz = −q. We
will mirror the theory of Section 2.4.4 by using the results of Chapter 4 to determine
at what stress q the inclusions buckle.
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6.1 Homogenisation of composite materials
In the theory of homogenisation for linearly elastic materials, we consider a material
whose elasticity tensor is variable in space,
Aijkl = Aijkl(x) , (6.1)
so that the stress–strain relation is given by
τij(x) = Aijkl(x)ekl(x) , (6.2)
where τij and eij are stress and strain tensors in the material. The variations in all
the above quantities are assumed to be over a short lengthscale. Thus, on introducing
an averaging process 〈·〉, we can define an effective elasticity tensor Âijkl by
〈τij〉 = Âijkl〈ekl〉 , (6.3)
which describes the deformation of the material on the macro-scale. The transition
from (6.2) to (6.3) is non-trivial, and involves assumptions on the distribution and
configuration of the microstructure of the material.
A material which consists of two or more phases of material — where the elas-
ticity tensor Aijkl(x) is piecewise constant — is referred to as a composite material.
Common examples of such materials are fibre-reinforced materials, lamellar materials
and materials containing a certain proportion of inclusions of a different material.
The analysis of such materials is relatively well-advanced [20, 69, 83].
We will be analysing materials for which the microstructure consists of a distribu-
tion of inclusions embedded in a continuous matrix. If these inclusions are spherical
elastic bodies and dilutely dispersed in the matrix, the effective elasticity tensor was
found by Hashin [42]. This result can be extended to ellipsoidal inclusions, using a
method of Eshelby [30], who determined the state of deformation in a single ellipsoidal
inclusion embedded in a matrix.
To find the elasticity tensor when the inclusions are not dilutely dispersed, we
need to consider the interaction of inclusions with each other. Additionally it is nec-
essary to describe the distribution of the inclusions. For identical randomly-dispersed
spherical inclusions this problem was considered by Chen and Acrivos [19] and a
better approximation was obtained.
The inclusions which we will study are not of the type that can by analysed by
Eshelby’s method, because they are not solid elastic inclusions. Instead, we will use
the known solution of a single inclusion in the matrix, and determine the effective
material properties for dilutely-dispersed inclusions by matching this solution to an
‘outer’ solution where the inclusions are regarded as points (hence the ‘point-inclusion’
model).
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6.2 Return to antiplane strain
We begin, however, by reconsidering the point-inclusion method of Section 2.4.2.
Recall that we solved the problem for a circular inclusion undergoing an antiplane
shear at infinity. Where the stress at infinity was given by
Gm∇f = τ0p̂ , (6.4)
we found that the displacement field in the matrix was given by
f =
τ0
Gm
(
p̂ · x+ a
2s
|x|2 p̂ · x
)
. (6.5)
In this expression, Gm is the matrix shear modulus, a is the inclusion radius and s is
the compliance parameter given by equation (2.273). We can consider this displace-
ment field as a ‘bulk’ response which would be the solution in the absence of the
inclusion, plus the ‘perturbation’ solution f˜ which arises due to the presence of the
inclusion. Here we have
f˜ =
τ0
Gm
a2s
|x|2 p̂ · x . (6.6)
Subsequently, we took the corresponding outer displacement to this inner displace-
ment and found that it was the solution to equation (2.297). This equation was then
the basis of our homogenisation method. Now, while this homogenisation method
gave a satisfactory result for the case of a distribution of circular inclusions, we can-
not immediately transfer the result to three-dimensional inclusions without a deeper
understanding of the homogenisation process. To illustrate this, we will consider the
homogenisation of non-circular inclusions.
It can be shown [70] that if we had considered an arbitrarily-shaped inclusion in
an infinite matrix undergoing antiplane shear at infinity, then the displacement field
f in the matrix is again given by
f ∼ τ0
Gm
p̂ · x+ f˜ , (6.7)
where the perturbation field in this case is given by
f˜ =
τ0
Gm
Mij p̂i
xj
|x|2 +O(|x|
−2) (6.8)
as |x| → ∞, applying the summation convention for i, j = 1, 2. The 2× 2 symmetric
matrix −2πGmMij is referred to in [70] as the Po´lya–Szego˝ matrix, and elsewhere
as the polarisability tensor. For comparison we note that for the case of a circular
inclusion we have
Mij = a
2sδij . (6.9)
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Now, we will na¨ıvely apply the point-inclusion homogenisation process to equation
(6.7). We readily find that f satisfies the equation
∇2f = 2πMij
[
lim
|x|→∞
∂f
∂xi
]
∂δ(x)
∂xj
. (6.10)
Homogenising to a distribution of inclusions in the manner of Section 2.4.2 gives
∇2f = 2πMij ∂f
∂xi
∂ω
∂xj
. (6.11)
Now, if we consider a material with an effective modulus Ĝij, then the displacement
in such a material would satisfy the equation
∂
∂xi
(
Ĝij
∂f
∂xj
)
= 0 (6.12)
⇒ Ĝij ∂
2f
∂xi∂xj
= −∂Ĝij
∂xi
∂f
∂xj
. (6.13)
However, we now notice that there is no way of comparing equations (6.11) and (6.13),
unless Ĝij is a scalar multiple of δij. We must therefore be a little more sophisticated
in our analysis.
6.2.1 The inner and outer solutions
Before reappraising the homogenisation process, we will take into consideration the
different scales in the problem. We note that the model assumes that the inclusions
are of the order a in length, with their centres being separated by a length of order
b, as shown in Figure 6.1. We choose the inclusions to be of size 2a so that circular
inclusions have radius a. The ratio
ε =
a
b
(6.14)
is assumed to be small. We refer to the two cases A and B in Figure 6.1 to be the inner
and outer regimes respectively. The inner region considers the lengthscale to be that
of the inclusions, with each inclusion being infinitely far apart. Conversely the outer
region has the inclusion separation as its lengthscale and considers the inclusions to
be points in the plane. We can thus construct nondimensional spatial variables in
these two regimes. We will label the inclusions by d, which ranges over 1, 2, . . . , D. If
x refers to the dimensional variable centred on an inclusion d, then the dimensionless
inner variable x˜(d) near that inclusion can be found by
x˜
(d) =
x
a
. (6.15)
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Figure 6.1: Length scales for one inclusion (A) and the separation (B).
Now, we will denote the dimensionless outer variable by X˜. If the inclusions in the
outer region are placed at the points X˜
d
for d = 1, . . . , D, then the inner variable
around inclusion d is linked to the outer variable by the relation
X˜ = X˜
d
+ εx˜(d) . (6.16)
We can reconstruct a dimensional outer variable by scaling this quantity by b, or
X = bX˜ . (6.17)
Now, we will analyse the displacement in both inner and outer regimes. Recall
that the displacement in the inner problem satisfied
f = ci
(
xi +
Mijxj
|x|2
)
+O(|x|−2) , (6.18)
where ci is the displacement gradient at infinity, or
ci =
∂f
∂xi
∣∣∣∣
|x|→∞
. (6.19)
However, in general the constants ci will be different for each inclusion. In addition,
we note that the displacement can be made subject to a rigid body displacement β
parallel to the z-axis without changing the nature of the deformation, because the
inclusions which are attached to the matrix would also be subject to the same rigid
body displacement. This β will also be different from inclusion to inclusion.
Labelling the inclusions by d, we thus have the inner solution fdA for the displace-
ment,
fdA = β
d + cdixi +
cdiMijxj
|x|2 +O(|x|
−2) , (6.20)
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in the vicinity of inclusion d. This expression can be nondimensionalised using the
scaling (6.15) to give
fdA = β
d + acdi x˜
(d)
i +
cdiMij
a
x˜
(d)
j
|x˜(d)|2
+O(|x˜(d)|−2) . (6.21)
Writing
c˜di = ac
d
i , (6.22)
M˜ij =
1
a2
Mij , (6.23)
we have
fdA = β
d + c˜di x˜
(d)
i + c˜
d
i M˜ij
x˜
(d)
j
|x˜(d)|2
+O(|x˜(d)|−2) . (6.24)
Now, we know from equation (6.10) that by taking the Laplacian of (6.24) in the
inner variables x˜(d), we obtain
∇2exfdA = 2πc˜di M˜ij
∂δ(x˜(d))
∂x˜
(d)
j
. (6.25)
Changing to outer variables according to (6.16), we find that the outer displacement
fB due to inclusion d satisfies
ε2∇2fXfB = 2πε3c˜di M˜ij
∂δ(X˜ − X˜d)
∂X˜j
. (6.26)
But this is true for each d = 1, 2, . . . , D, so
∇2fXfB = 2πεM˜ij
D∑
d=1
c˜di
∂δ(X˜ − X˜d)
∂X˜j
. (6.27)
This equation can be solved to give
fB = Q(X˜) + εM˜ij
D∑
d=1
c˜di (X˜j − X˜dj )
|X˜ − X˜d|2
, (6.28)
where Q(X˜) is some displacement field that satisfies
∇2fXQ(X˜) = 0 . (6.29)
Now that we have the displacement in the outer solution, we can find the coeffi-
cients βd and c˜di in terms of Q(X˜) by matching the inner solution (6.24) to the outer
solution (6.28) using van Dyke’s matching rule. This rule states that if we take m
terms of the inner solution and expand them in n terms of the outer variable, the
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resulting expression will equal n terms of the outer solution expanded in m terms of
the inner variable. We write
(nto)(mti) = (mti)(nto) , (6.30)
where ‘ti’ stands for ‘terms inner’ and ‘to’ stands for ‘terms outer’. Taking the outer
solution (6.28) and expanding Q(X˜) in an asymptotic solution
Q(X˜) = Q(0)(X˜) + εQ(1)(X˜) + ε2Q(2)(X˜) + · · · , (6.31)
we find that
(1to) = Q(0)(X˜) (6.32)
= Q(0)(X˜
d
+ εx˜(d)) (6.33)
= Q(0)(X˜
d
) + εx˜(d) · (∇fXQ(0))
∣∣
fX=fX
d + · · · , (6.34)
so that
(1ti)(1to) = Q(0)(X˜
d
) , (6.35)
(2ti)(1to) = Q(0)(X˜
d
) + εx˜(d) · (∇fXQ(0))
∣∣
fX=fX
d . (6.36)
These will be compared to the corresponding expansions of the inner solution in terms
of outer variables. We expand βd and c˜di in asymptotic expansions,
βd = (βd)0 + ε(β
d)1 + · · · , (6.37)
c˜di = (c˜
d
i )0 + ε(c˜
d
i )1 + · · · . (6.38)
For consistent matching, we find that we require (c˜di )0 = 0. Then
(1to)(1ti) = (βd)0 , (6.39)
(1to)(2ti) = (βd)0 + (c˜
d
i )1(X˜i − X˜di ) . (6.40)
Equating (6.35)–(6.36) with (6.39)–(6.40), we find that
(βd)0 = Q
(0)(X˜
d
) , (6.41)
(c˜di )1 =
∂Q(0)
∂X˜i
∣∣∣∣
fX=fX
d
. (6.42)
The result (6.42) is substituted into equation (6.28) to obtain the first three terms in
the outer displacement,
fB = Q
(0)(X˜) + εQ(1)(X˜) + ε2Q(2)(X˜)
+ε2M˜ij
D∑
d=1
∂Q(0)
∂X˜i
∣∣∣∣
fX=fX
d
(X˜j − X˜dj )
|X˜ − X˜d|2
. (6.43)
Now that we have determined the first three terms in the outer displacement, we
will now use this expansion to find the effective shear modulus of a material containing
a distribution of inclusions.
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6.2.2 The averaging operator
We first introduce an averaging operator, as used by Chapman [18] in the context
of homogenising vortices in superconductors. Suppose that we have a material con-
taining a discrete distribution of inclusions. Suppose also that we have a quantity
Φ(X) which is defined on this domain, in terms of the dimensional spatial variable
X. Then the effective value of Φ in the material is defined by
Φ̂(ξ) = 〈Φ(X)〉 , (6.44)
where 〈·〉 is an averaging operator given by
〈Φ(X)〉 = lim
c→0
1
πc2
∫
|X−ξ|<c
Φ(X) d2X , (6.45)
where ξ is the position of the centre of the circle over which the integration is per-
formed. In the definition (6.45), the limiting process occurs in such a way that the
separation b of the inclusions tends to zero at the same time as c→ 0, with b≪ c at
all times.
We define a number density of inclusions by
ω(ξ) = lim
c→0
1
πc2
∫
|X−ξ|<c
D∑
d=1
δ(X −Xd) d2X , (6.46)
where the summation is over all inclusions in the integration domain. The relationship
between the separation b and the scale c of the integration region is the same as above.
All these quantities are defined for functions of the dimensional variable X,
whereas we will be averaging quantities which are defined in terms of the dimen-
sionless spatial variable X˜ . To find this, we take (6.45) and change variables to X˜
by equation (6.17). We find that
〈Φ(X˜)〉 = lim
c→0
1
πc2
∫
|fX−eξ|<c/b
Φ(X˜)b2 d2X˜ (6.47)
= lim
c→0
1
πρ2
∫
|fX−eξ|<ρ
Φ(X˜) d2X˜ , (6.48)
where we have assumed that c = ρb for some ρ ≫ 1. Then the expression above is
independent of c, so that
〈Φ(X˜)〉 = 1
πρ2
∫
|fX−eξ|<ρ
Φ(X˜) d2X˜ . (6.49)
Thus we are integrating over a large region, keeping the separation of the inclusions
constant. In this formulation, we find that the dimensionless density function is given
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by
ω˜(ξ˜) =
〈
D∑
d=1
δ(X˜ − X˜d)
〉
(6.50)
= b2
〈
D∑
d=1
δ(X −Xd)
〉
(6.51)
= b2ω(ξ) . (6.52)
Finally, it can be shown that
lim
c→0
1
πc2
D∑
d=1
Φ(Xd) =
〈
Φ(X)
D∑
d=1
δ(X −Xd)
〉
(6.53)
≈ 〈Φ(X)〉ω(ξ) , (6.54)
if ω is assumed to be slowly-varying in ξ. Equivalently, for functions defined in terms
of dimensionless variables,
1
πρ2
D∑
d=1
Φ(X˜
d
) =
〈
Φ(X˜)
D∑
d=1
δ(X˜ − X˜d)
〉
(6.55)
≈ 〈Φ(X˜)〉ω˜(ξ˜) . (6.56)
6.2.3 The homogenisation process
In this section we will write X, Mij and ω(ξ) instead of X˜, M˜ij and ω˜(ξ˜), for clarity.
We take the displacement (6.43) and form its gradient ei.
1 On differentiating, we
obtain
ei =
∂fB
∂Xi
=
∂Q(0)
∂Xi
+ ε
∂Q(1)
∂Xi
+ ε2
∂Q(2)
∂Xi
+ ε2Mkj
D∑
d=1
∂Q(0)
∂Xk
∣∣∣∣
X=Xd
Hij(X −Xd) ,
(6.57)
where
Hij(X) = Hji(X) =
∂
∂Xi
(
Xj
|X|2
)
(6.58)
=
δij|X|2 − 2XiXj
|X|4 . (6.59)
The expressions (6.43) and (6.57) above comprise only the first two terms of an
asymptotic expansion of those quantities, and they hold everywhere except for an
arbitrarily small neighbourhood of the inclusions, i.e. for X ∈ Ω∗, where
Ω∗ =
D⋂
d=1
{
X : |X −Xd| > η} (6.60)
1The strain field, which is a vector for antiplane deformations because the displacement is con-
strained to one direction, is given by 12ei.
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for some arbitrarily small η > 0.
The stress field τi in the material will be given by
τi = Gij(X)ej , (6.61)
where Gij(X) is the shear modulus of the material. Considering X ∈ Ω∗, we have
Gij(X)|X∈Ω∗ = Gmδij , (6.62)
since the material in Ω∗ is the matrix (as the inclusions are considered to be points).
The value of Gij(X) at the inclusions is not known, however we do know that the
stress field τi is continuous throughout the material. The stress field also satisfies the
equilibrium condition,
∂τi
∂Xi
= 0 . (6.63)
We define the polarisation [69] to be the vector field given by
pi(X) = Gij(X)ej −Gmei (6.64)
= τi −Gmei . (6.65)
If we apply the averaging operator to this quantity, we find that
〈pi〉 = 〈τi〉 −Gm〈ei〉 . (6.66)
However, the definition of an effective shear modulus Ĝij, echoing (6.3), is that
〈τi〉 = Ĝij〈ej〉 . (6.67)
Hence
Ĝij〈ej〉 = Gm〈ei〉+ 〈pi〉 . (6.68)
Thus, if we can determine the effective polarisation 〈pi〉 as a multiple of the effective
strain field 〈ei〉, we can determine the effective shear modulus.
To analyse the effective polarisation, we recall from equation (6.49) that
〈pi〉 = 1
πρ2
∫
|X−ξ|<ρ
pi d
2X , (6.69)
since pi is defined in terms of the nondimensional spatial coordinates. However, by
the expressions (6.62) and (6.64), we have pi = 0 for X ∈ Ω∗. Hence the integrand
in (6.69) is zero apart from in a vicinity of each inclusion. Hence
〈pi〉 = 1
πρ2
D∑
d=1
∫
|X−Xd|<η
pi d
2X , (6.70)
where the sum is over all inclusions in the domain of integration. We will write
〈pi〉 = 1
πρ2
[pi] , (6.71)
where
[pi] =
D∑
d=1
∫
|X−Xd|<η
pi d
2X . (6.72)
Consider now the integral of pi over an arbitrary domain Ω. We obtain, on using
the divergence theorem and the equilibrium equation, (6.63),∫
Ω
pi d
2X =
∫
Ω
(τi −Gmei) d2X (6.73)
=
∫
Ω
[
∂
∂Xj
(Xiτj)−Gm ∂f
∂Xi
]
d2X (6.74)
=
∫
∂Ω
[Xiτjnj −Gmfni] dS , (6.75)
where ni are the components of the unit outward normal to Ω. Thus, (6.72) becomes
[pi] =
D∑
d=1
∫
|X−Xd|=η
[
(Xi −Xdi )τjnj −Gmfni
]
dS . (6.76)
However, because the stress is continuous throughout the material, we have τj = Gmej
along this contour. In addition, (Xi −Xdi ) = ηni here. Hence
[pi] = Gm
D∑
d=1
∫
|X−Xd|=η
[ηejninj − fni] dS . (6.77)
Given that η is arbitrarily small, we can analyse this expression in the limit η → 0.
At any singularity d, we can separate the expressions for strain and displacements
into terms which are bounded and unbounded respectively. From (6.43) and (6.57),
the leading part of the unbounded terms at the singularity d are given by
f∗ = ε2Mij
∂Q(0)
∂Xi
∣∣∣∣
X=Xd
(Xj −Xdj )
|X −Xd|2 , (6.78)
e∗i = ε
2Mkj
∂Q(0)
∂Xk
∣∣∣∣
X=Xd
Hij(X −Xd) . (6.79)
Now, for each inclusion d, if the integrand in (6.77) is bounded asX →Xd, then the
integral tends to zero in the limit η → 0. Thus we need only consider the unbounded
terms in calculating the effective polarisation, so that
[pi] = Gm
D∑
d=1
∫
|X−Xd|=η
[
ηe∗jninj − f∗ni
]
dS . (6.80)
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Evaluating expressions (6.78) and (6.79) at |X −Xd| = η, we have
f∗ = ε2Mkl
∂Q(0)
∂Xk
∣∣∣∣
X=Xd
nl
η
, (6.81)
e∗j = ε
2Mkl
∂Q(0)
∂Xk
∣∣∣∣
X=Xd
δjl − 2njnl
η2
. (6.82)
Substituting these into (6.80) gives
[pi] = ε
2GmMkl
D∑
d=1
∂Q(0)
∂Xk
∣∣∣∣
X=Xd
∫ 2pi
0
(ninj(δjl − 2njnl)− ninl) dθ . (6.83)
Simplifying this expression, using the fact that njnj = 1, gives
[pi] = ε
2GmMkl
D∑
d=1
∂Q(0)
∂Xk
∣∣∣∣
X=Xd
∫ 2pi
0
(−2ninl) dθ . (6.84)
However, ∫ 2pi
0
ninj dθ = πδij , (6.85)
so that
[pi] = −2πε2GmMki
D∑
d=1
∂Q(0)
∂Xk
∣∣∣∣
X=Xd
. (6.86)
Then, from equation (6.71), we have
〈pi〉 = −2πε2GmMki · 1
πρ2
d∑
d=1
∂Q(0)
∂Xk
∣∣∣∣
X=Xd
. (6.87)
From equation (6.56), this becomes
〈pi〉 = −2πε2GmMkiω(ξ)
〈
∂Q(0)
∂Xk
〉
. (6.88)
Now, from equation (6.57), we have that
ei =
∂Q(0)
∂Xi
+O(ε) (6.89)
⇒
〈
∂Q(0)
∂Xk
〉
= 〈ek〉+O(ε) . (6.90)
Substituting into equation (6.88), we have
〈pi〉 = −2πε2GmMkiω(ξ)〈ek〉+O(ε3) , (6.91)
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which we substitute into equation (6.68), obtaining
Ĝij〈ej〉 = Gm〈ei〉 − 2πε2GmMkiω(ξ)〈ek〉+O(ε3) (6.92)
⇒ Ĝij = Gmδij − 2πε2GmMijω(ξ) +O(ε3) , (6.93)
since the matrixMij is symmetric. However, recall that this is in terms of dimension-
less quantities, or
Ĝij = Gmδij − 2πε2GmM˜ijω˜(ξ˜) +O(ε3) . (6.94)
Returning to dimensional quantities, using (6.23) and (6.52), we have
Ĝij ∼ Gmδij − 2π(ε2b2a−2)GmMijω(ξ) (6.95)
= Gmδij − 2πGmMijω(ξ) . (6.96)
This agrees with the equivalent result of Movchan and Serkov [70], who calculated
the result for disperse periodic composites.
6.2.4 Matching stress at infinity and locally
Recall that in Chapter 2 we assumed that the stress at infinity in the inner problem
near an inclusion was equal to the effective stress at a point in the composite material.
This assumption was made in order to determine the criterion at which the inclusions
turned from being attached to detached. To verify this assumption, we now return to
the expressions (6.24) and (6.28) for the inner and outer displacements respectively
and match them in a more systematic way.
First we note that, near an inclusion d, the inner displacement is given by an
expression of the form
fdA = (β
d)0 + ε(β
d)1 + ε
2(βd)2 + · · ·
+
[
(c˜di )0 + ε(c˜
d
i )1 + ε
2(c˜di )2 + · · ·
] [
x˜
(d)
i +
M˜ijx˜
(d)
j
|x˜(d)|2
+
M˜iklx˜
(d)
k x˜
(d)
l
|x˜(d)|4
+ · · ·
]
+
[
(g˜dij)0 + ε(g˜
d
ij)1 + ε
2(g˜dij)2 + · · ·
] [
x˜
(d)
i x˜
(d)
j +
N˜ijklx˜
(d)
k x˜
(d)
l
|x˜(d)|4
+ · · ·
]
+ · · · . (6.97)
As on page 179, we find that for consistent matching we must have (c˜di )0 = 0, and
additionally (g˜dij)0 = (g˜
d
ij)1 = 0. We have included the possibility that the behaviour at
infinity of the inner displacement is more general, in order to match fully into arbitrary
outer displacements Q(X˜). It is assumed that, in antiplane strain, if the displacement
behaves as Ω(rn) at infinity, then the correction to this due to the presence of the
185
inclusion (what has been referred to as the ‘perturbation’ displacement) is O(r−n) at
infinity.
In the outer problem, the displacement field, including higher-order terms, is given
by
fB = Q
(0)(X˜) + εQ(1)(X˜) + · · ·+ εM˜ij
D∑
d=1
(
ε(c˜di )1 + ε
2(c˜di )2 + · · ·
)
(X˜j − X˜dj )
|X˜ − X˜d|2
+ε2
D∑
d=1
(
εM˜ikl[(c˜
d
i )1 + ε(c˜
d
i )2] + ε
2N˜ijkl(g˜
d
ij)2 + · · ·
)
(X˜k − X˜dk )(X˜l − X˜dl )
|X˜ − X˜d|4
+ · · · , (6.98)
which is an extension of the result (6.28). If we split the sum into terms which are
non-singular and singular at X˜ = X˜
d
, we can write this as
fB = L
(0)(X˜) + εL(1)(X˜) + · · ·+ ε2M˜ij
(
(c˜di )1 + ε(c˜
d
i )2 + · · ·
)
(X˜j − X˜dj )
|X˜ − X˜d|2
+ε3
(
M˜ikl(c˜
d
i )1 + εN˜ijkl(g˜
d
ij)2 + · · ·
)
(X˜k − X˜dk)(X˜l − X˜dl )
|X˜ − X˜d|4
+ · · · , (6.99)
where L(X˜) = L(0)(X˜) + εL(1)(X˜) + · · · is the finite part of the displacement at
X˜ = X˜
d
. Matching the inner and outer solutions by Van Dyke’s method, we find
that
(c˜di )k =
∂L(k−1)
∂X˜i
∣∣∣∣
fX
d
, (6.100)
(g˜dij)k =
1
2
∂2L(k−2)
∂X˜i∂X˜j
∣∣∣∣∣
fX
d
, (6.101)
and so forth. This agrees with the theory given previously since L(0)(X˜) = Q(0)(X˜).
If (6.100)–(6.101) are substituted into (6.97), the limit of the inner displacement
at infinity becomes
fdA
∣∣
∞
= L(0)(X˜
d
) + εL(1)(X˜
d
) + · · ·
+εx˜
(d)
i
∂L(0)
∂X˜i
∣∣∣∣
fX
d
+ ε2x˜
(d)
i
∂L(1)
∂X˜i
∣∣∣∣
fX
d
+ · · ·
+
ε2x˜
(d)
i x˜
(d)
j
2
∂2L(0)
∂X˜i∂X˜j
∣∣∣∣∣
fX
d
+ · · · (6.102)
=
[
L(0) + εL(1) + · · · ]∣∣
fX=fX
d
+εex(d)
. (6.103)
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Hence the (dimensional) stress at infinity in the inner problem is
τ inneri
∣∣
∞
= Gm
∂fdA
∂xi
(6.104)
=
Gm
a
∂fdA
∂x˜
(d)
i
(6.105)
=
Gm
a
[
ε
∂L(0)
∂X˜i
+ ε2
∂L(1)
∂X˜i
+ · · ·
]∣∣∣∣
fX=fX
d
+εex(d)
(6.106)
=
Gm
b
[
∂
∂X˜i
(L(0) + εL(1) + · · · )
]∣∣∣∣
fX=fX
d
+εex(d)
. (6.107)
On the other hand the (dimensional) effective stress in the composite material is given
by the finite part of the outer stress,
τ effi = Gm
∂fB
∂Xi
(6.108)
=
Gm
b
∂
∂X˜i
(L(0) + εL(1) + · · · ) , (6.109)
so that the stress at infinity in the inner problem equals the effective stress in the
composite material at a point near that inclusion.
6.3 Three-dimensional inclusions
We will now consider the homogenisation problem for three-dimensional inclusions
embedded in a matrix. Recall that in the previous section for antiplane strain, we
analysed the slowest-decaying solutions at infinity for an embedded inclusion experi-
encing a certain strain field at infinity.
In the case of spherical shell inclusions, the analogue of the perturbation field f˜
in antiplane strain can be found from Chapters 3 and 5. We saw in Chapter 3 that
the perturbation displacement for both uniaxial and radial stress fields decayed as
O(R−2) to leading order at infinity: see equations (3.63), (3.64) and (3.89). Similarly,
in Chapter 5, the perturbation displacement field was denoted by uP in equations
(5.104)–(5.105), whose leading order solution at infinity decayed as O(R−2).
Now, for the antiplane deformations, we identified displacement solutions that
decayed as O(r−1) at infinity with solutions of
∇2f = ∂δ
∂xj
. (6.110)
We now wish to find the equivalent singular solutions of the elasticity equations in
the matrix that decay as O(R−2) at infinity. These are the unit doublet states. These
states are shown by Gurtin [39] to be
uij =
1
kR3
[
xδij + xiej − 3xixj
R2
x− (3− 4νm)xjei
]
(6.111)
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with Cartesian components
uijl =
1
kR3
[
xlδij + xiδjl − (3− 4νm)xjδil − 3xixjxl
R2
]
, (6.112)
where
x = (x1, x2, x3) , (6.113)
R =
√
x21 + x
2
2 + x
2
3 , (6.114)
k = 16πGm(1− νm) . (6.115)
The state uij is the solution to
∇ · τ ij + ei ∂
∂xj
δ(x) = 0 , (6.116)
or
∂τ ijrm
∂xm
+ δir
∂δ
∂xj
= 0 (6.117)
⇒ Amrmkl
∂eijkl
∂xm
+ δir
∂δ
∂xj
= 0 , (6.118)
where Amijkl is the standard elasticity tensor in the matrix.
Thus, in order to construct a singular solution that decays as O(R−2) at infinity,
we take a linear combination of these unit doublet states. Define a perturbation
displacement field in the matrix to have Cartesian components
ul = Piju
ij
l (6.119)
=
Pij
kR3
[
xlδij + xiδjl − 3xixjxl
R2
− (3− 4νm)xjδil
]
, (6.120)
applying the summation convention. We will suppose that the matrix Pij is known,
given by a linear transformation of the applied strain field at infinity, or
Pij = Mijmn emn|∞ , (6.121)
so that the tensor Mijmn plays the same part as the polarisability tensor Mij in the
previous work for antiplane strain deformations.
In addition to this perturbation field, there will be a homogeneous displacement
field due to the applied stress at infinity. Suppose that this is given by
ui = (Eij +Kij)xj (6.122)
where Eij is symmetric and Kij is skew-symmetric. Then the strain field at infinity
is given by
eij|∞ = Eij . (6.123)
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This is substituted into equation (6.121), so that the total displacement field is now
given by the sum of the homogeneous displacement field (6.122), the perturbation
field (6.119), and a rigid body displacement Fk:
uk = Fk + (Ekl +Kkl)xl +MijmnEmnu
ij
k (6.124)
= Fk + (Emn +Kmn)
(
δkmδlnxl +Mijmnu
ij
k
)
, (6.125)
since Mijmn = Mijnm from equation (6.121). The tensors Emn, Kmn and the rigid
displacement Fk will in general be different for each inclusion, which as before we will
label with d for d = 1, . . . , D. Thus
uk = F
d
k + (E
d
mn +K
d
mn)
(
δkmδlnxl +Mijmnu
ij
k
)
. (6.126)
As for antiplane deformations, we now nondimensionalise this displacement, for
inclusions of size a. We set
x˜
(d) =
1
a
x , (6.127)
so that
uijk (x˜
(d)) = a−2uijk (x) . (6.128)
Writing
M˜ijmn = a
−3Mijmn , (6.129)
E˜dmn = aE
d
mn , (6.130)
K˜dmn = aK
d
mn , (6.131)
we find that the dimensionless inner displacement becomes
uAk = F
d
k + (E˜
d
mn + K˜
d
mn)
(
δkmδlnx˜
(d)
l + M˜ijmnu
ij
k (x˜
(d))
)
. (6.132)
Now, the unit doublet states satisfy equation (6.118). Thus,
Amrmkl
∂
∂x˜
(d)
m
[
1
2
(
∂uAk
∂x˜
(d)
l
+
∂uAl
∂x˜
(d)
k
)]
= −E˜dmnM˜ijmnδir
∂δ(x˜(d))
∂x˜
(d)
j
. (6.133)
Changing to outer variables X˜ , given by
x˜
(d) =
1
ε
(X˜ − X˜d) , (6.134)
we find that
ε2Amrmkl
∂
∂X˜m
[
1
2
(
∂uBk
∂X˜l
+
∂uBl
∂X˜k
)]
= −ε4E˜dmnM˜ijmnδir
∂δ(X˜ − X˜d)
∂X˜j
. (6.135)
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This is true for each d = 1, . . . , D, so
ε2Amrmkl
∂
∂X˜m
[
1
2
(
∂uBk
∂X˜l
+
∂uBl
∂X˜k
)]
= −ε4M˜ijmnδir
D∑
d=1
E˜dmn
∂δ(X˜ − X˜d)
∂X˜j
. (6.136)
Integrating, we find that
uBk = Qk(X˜) + ε
2M˜ijmn
D∑
d=1
E˜dmnu
ij
k (X˜ − X˜
d
) , (6.137)
where Qk(X˜) is some admissable displacement, that satisfies
Amrmkl
∂
∂X˜m
[
1
2
(
∂Qk
∂X˜l
+
∂Ql
∂X˜k
)]
= 0 . (6.138)
We now need an expression for E˜dmn. This is found by matching the inner and outer
displacements (6.132) and (6.137) respectively. The method is exactly analogous to
that for antiplane strain deformations. We suppose that Qk(X˜) is expanded in an
asymptotic series,
Qk(X˜) = Q
(0)
k (X˜) + εQ
(1)
k (X˜) + · · · , (6.139)
so that
(1ti)(1to) = Q
(0)
k (X˜
d
) , (6.140)
(2ti)(1to) = Q
(0)
k (X˜
d
) + εx˜
(d)
l
∂Q
(0)
k
∂X˜l
∣∣∣∣∣
fX
d
. (6.141)
For the inner solution, we expand F˜k, E˜kl and K˜kl in asymptotic expansions,
F˜k = (F˜k)0 + ε(F˜k)1 + · · · , (6.142)
E˜kl = (E˜kl)0 + ε(E˜kl)1 + · · · , (6.143)
K˜kl = (K˜kl)0 + ε(K˜kl)1 + · · · . (6.144)
Analogously to the antiplane strain case, we assume that both (E˜kl)0 and (K˜kl)0 are
zero. Then
(1to)(1ti) = (F dk )0 , (6.145)
(1to)(2ti) = (F dk )0 +
(
(E˜kl)1 + (K˜kl)1
)
(X˜l − X˜dl ) . (6.146)
This implies, on using van Dyke’s matching rule, that
(F dk )0 = Q
(0)
k (X˜
d
) , (6.147)
(E˜dkl)1 =
1
2
(
∂Q
(0)
k
∂X˜l
+
∂Q
(0)
l
∂X˜k
)∣∣∣∣∣
fX
d
, (6.148)
(K˜dkl)1 =
1
2
(
∂Q
(0)
k
∂X˜l
− ∂Q
(0)
l
∂X˜k
)∣∣∣∣∣
fX
d
. (6.149)
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Thus the first four terms of the outer displacement become
uBk = Q¯k(X˜) + ε
3M˜ijmn
D∑
d=1
1
2
(
∂Q
(0)
m
∂X˜n
+
∂Q
(0)
n
∂X˜m
)∣∣∣∣∣
fX
d
uijk (X˜ − X˜
d
) , (6.150)
where we use the notation
Q¯k = Q
(0)
k + εQ
(1)
k + ε
2Q
(2)
k + ε
3Q
(3)
k . (6.151)
We now denote the strain field caused by the displacement Qk by
Φkl(X˜) =
1
2
(
∂Qk
∂X˜l
+
∂Ql
∂X˜k
)
, (6.152)
so that
uBk = Q¯k(X˜) + ε
3M˜ijmn
D∑
d=1
Φ(0)mn(X˜
d
)uijk (X˜ − X˜
d
) , (6.153)
and the corresponding strain field is
eBkl = Φ¯kl(X˜) + ε
3M˜ijmn
D∑
d=1
Φ(0)mn(X˜
d
)Hijkl(X˜ − X˜
d
) , (6.154)
using the same notation as (6.151). In this expression,
Hijkl(X˜) =
1
2
(
∂uijk (X˜)
∂X˜l
+
∂uijl (X˜)
∂X˜k
)
. (6.155)
6.3.1 The homogenisation process for three-dimensional in-
clusions
In three dimensions, the averaging operator analogous to the two-dimensional version
(6.45) is defined by
〈Φ(X)〉 = lim
c→0
3
4πc3
∫
|X−ξ|<c
Φ(X) d3X , (6.156)
since the averaging region is now a sphere. The limiting operation, as before, occurs
in such a way that the separation b is much smaller than c at all times. The number
density ω(ξ) of inclusions is now
ω(ξ) =
〈
D∑
d=1
δ(X −Xd)
〉
, (6.157)
where the summation is over all inclusions in the integration domain.
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The above definitions are for quantities defined in terms of the dimensional co-
ordinate X. For quantities defined in terms of non-dimensional coordinates X˜ we
have, analogously to (6.49),
〈Φ(X˜)〉 = 3
4πρ3
∫
|fX−eξ|<ρ
Φ(X˜) d3X˜ , (6.158)
for some ρ≫ 1. Then
ω˜(ξ˜) =
〈
D∑
d=1
δ(X˜ − X˜d)
〉
= b3ω(ξ) . (6.159)
We now proceed to find an expression for the effective elasticity tensor of the
material. As in the antiplane strain case, we will write X , Mijkl and ω(ξ) instead of
X˜, M˜ijkl and ω˜(ξ˜), to avoid cumbersome notation, with the implicit understanding
that these are the dimensionless quantities. The displacement and strain fields are
given by equations (6.153) and (6.154), for X not close to the inclusions, or X ∈ Ω∗,
where
Ω∗ =
D⋂
d=1
{
X : |X −Xd| > η} (6.160)
for some arbitrarily small η > 0. Let the stress and strain be linked in the material
by the equation
τij(X) = Aijkl(X)ekl(X) , (6.161)
where Aijkl is the elasticity tensor. This is equal to the matrix elasticity tensor A
m
ijkl
for X ∈ Ω∗, and not known in a region near each inclusion — however we do assume
that the stress field is continuous. Then the effective elasticity tensor is defined by
equation (6.3). We find Âijkl through a method based on the polarisation tensor
as shown in Section 6.2.3. Analogously to the work in that section, we define the
polarisation tensor to be
pij = τij − Amijklekl . (6.162)
Hence
〈pij〉 = 〈τij〉 − Amijkl〈ekl〉 (6.163)
= Âijkl〈ekl〉 − Amijkl〈ekl〉 , (6.164)
so that
Âijkl〈ekl〉 = Amijkl〈ekl〉+ 〈pij〉 . (6.165)
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We thus need to determine 〈pij〉. This is given by
〈pij〉 = 3
4πρ3
[pij] , (6.166)
where
[pij ] =
∫
|X−ξ|<ρ
pij d
3X . (6.167)
However, since Aijkl(X) = A
m
ijkl for X ∈ Ω∗, we have that pij|X∈Ω∗ = 0. Thus pij is
only nonzero for a small region surrounding each inclusion. Hence
[pij] =
D∑
d=1
∫
|X−Xd|<η
pij d
3X . (6.168)
However, for a given region Ω ∈ R3, we have∫
Ω
pij d
3X =
∫
Ω
(τij − Amijklekl) d3X (6.169)
=
∫
Ω
[
∂
∂Xk
(Xjτik)− 1
2
Amijkl
(
∂uk
∂Xl
+
∂ul
∂Xk
)]
d3X (6.170)
=
∫
∂Ω
[
Xjτiknk − 1
2
Amijkl (uknl + ulnk)
]
dS , (6.171)
on using τik,k = 0 and where ni are the Cartesian components of the normal vector
to the surface. Thus
[pij ] =
D∑
d=1
∫
|X−Xd|=η
[
(Xj −Xdj )τiknk −
1
2
Amijkl (uknl + ulnk)
]
dS . (6.172)
By the continuity of the stress field, we use τik = A
m
iklmelm on each contour, so that
[pij] = A
m
iklm
D∑
d=1
∫
|X−Xd|=η
[
ηnjelmnk − 1
2
δjk(ulnm + umnl)
]
dS , (6.173)
since Xj −Xdj = ηnj along the contour.
This expression will be analysed in the limit η → 0, since η is an arbitrarily small
constant. As for antiplane strain, at any singularity d we can separate the expressions
(6.153) and (6.154) for the displacement and strain fields respectively into bounded
and unbounded terms. Integrating the bounded terms results in zero in the limit
η → 0, so we will consider only the unbounded terms, so that
[pij] = A
m
iklm
D∑
d=1
∫
|X−Xd|=η
[
ηnje
∗
lmnk −
1
2
δjk(u
∗
l nm + u
∗
mnl)
]
dS . (6.174)
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For the inclusion d, the unbounded parts of the displacement and strain fields are
given by
u∗k = ε
3MijmnΦ
(0)
mn(X
d)uijk (X −Xd) , (6.175)
e∗kl = ε
3MijmnΦ
(0)
mn(X
d)Hijkl(X −Xd) (6.176)
respectively, from (6.153) and (6.154). Substituting equations (6.175)–(6.176) into
equation (6.174), we obtain
[pij] = ε
3AmiklmMpquv
D∑
d=1
Φ(0)uv (X
d)
∫
|X−Xd|=η
{
ηnjnkHpqlm(ηn)
− 1
2
δjk [u
pq
l (ηn)nm + u
pq
m(ηn)nl]
}
dS . (6.177)
Evaluating uijk and Hijkl from equations (6.112) and (6.155) at Xj − Xdj = ηnj ,
we find that
uijl (ηn) =
1
kη2
[nlδij + niδjl − (3− 4νm)njδil − 3ninjnl] , (6.178)
Hijlm(ηn) =
1
kη3
{
δijδlm − (1− 2νm)(δilδjm + δimδjl)
−3
[
δijnlnm − (1− 2νm)(δimnjnl + δilnjnm)
+δjmninl + δlmninj + δjlninm
]
(6.179)
+15ninjnlnm
}
. (6.180)
Now, if we define the integrals
Iij =
∫ 2pi
0
∫ pi
0
ninj sin θ dθdφ , (6.181)
Iijkl =
∫ 2pi
0
∫ pi
0
ninjnknl sin θ dθdφ , (6.182)
Iijklpq =
∫ 2pi
0
∫ pi
0
ninjnknlnpnq sin θ dθdφ , (6.183)
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then equation (6.177) becomes
[pij] =
ε3MpquvA
m
ilmn
2k
D∑
d=1
[
1
2
(
∂Q
(0)
u
∂Xv
+
∂Q
(0)
v
∂Xu
)]∣∣∣∣∣
Xd
×
{
2δpqδmnIjl − (2− 4νm)(δpmδqnIjl + δpnδqmIjl)
−6
[
δpqIjlmn − (1− 2νm)(δpnIjlqm + δpmIjlqn)
+δqnIpmjl + δmnIpqjl + δqmIpnjl
]
+30Ipqmnjl − 2δjlδpqImn − δjlδqmIpn − δjlδqnIpm
+(3− 4νm)(δjlδpmIqn + δjlδpnIqm) + 6δjlIpqmn
}
. (6.184)
In evaluating the integrals (6.181)–(6.183), we note that they are isotropic tensors,
in that a rotation of the axis doesn’t change the components of the tensor.2 Moreover,
interchanging any two indices in the integrals yields the same result, making the
tensors symmetric. Now, Suiker and Chang [90] give the general form for isotropic
Cartesian tensors. The tensors of ranks 2 and 4 can be written, for constants Ci, as
Tij = C1δij , (6.185)
Tijkl = C1δijδkl + C2δikδjl + C3δilδjk , (6.186)
and Tijklpq is a linear combination of the 15 possible products of three Kronecker delta
symbols. Now, the symmetry property identified earlier means that these expressions
can be simplified to give
Tij = Cδij , (6.187)
Tijkl = C (δijδkl + δikδjl + δilδjk) , (6.188)
Tijklpq = C
[
δij (δklδpq + δkpδlq + δkqδlp)
+δik (δjlδpq + δjpδlq + δjqδlp)
+δil (δjkδpq + δjpδkq + δjqδkp)
+δip (δjkδlq + δjlδkq + δjqδkl)
+δiq (δjkδlp + δjlδkp + δjpδkl)
]
, (6.189)
where C is some constant in each case. Thus, we only need to calculate the tensors
2If the axes of ni were changed, we would simply change the integration variables, given that
integration occurs over the whole surface of the unit sphere.
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Iij to Iijklpq for one choice of index. We have that
I33· · · 3︸︷︷︸
n
=
∫ 2pi
0
∫ pi
0
cosn θ sin θ dθdφ (6.190)
= 2π
∫ pi
0
cosn θ sin θ dθ (6.191)
= −2π
[
cosn+1 θ
n+ 1
]pi
0
(6.192)
=
2π
n+ 1
(
1− (−1)n+1) . (6.193)
Thus
I33 =
4π
3
, (6.194)
I3333 =
4π
5
, (6.195)
I333333 =
4π
7
. (6.196)
Hence
Iij =
4π
3
δij (6.197)
Iijkl =
4π
15
(δijδkl + δikδjl + δilδjk) (6.198)
Iijklpq =
4π
105
[
δij (δklδpq + δkpδlq + δkqδlp)
+δik (δjlδpq + δjpδlq + δjqδlp)
+δil (δjkδpq + δjpδkq + δjqδkp)
+δip (δjkδlq + δjlδkq + δjqδkl)
+δiq (δjkδlp + δjlδkp + δjpδkl)
]
. (6.199)
Using these integrals, we eventually find that
[pij] =
8πε3
35k
MpquvA
m
ilmn
D∑
d=1
[
1
2
(
∂Q
(0)
u
∂Xv
+
∂Q
(0)
v
∂Xu
)]∣∣∣∣∣
Xd
×
{
δjl [−δmnδpq + (6− 7νm)δmpδnq + (6− 7νm)δmqδnp]
+δjm [−δlnδpq − δlpδnq + (6− 7νm)δlqδnp]
+δjn [−δlmδpq − δlpδmq + (6− 7νm)δlqδmp]
+δjp [−δlmδnq − δlnδmq − δlqδmn]
+δjq [(6− 7νm)δlmδnp + (6− 7νm)δlnδmp − δlpδmn]
}
. (6.200)
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Furthermore, if we multiply the sixth-order tensor in the braces with the tensor Amiklm,
we obtain
70Gm(1− νm)δipδjq . (6.201)
Thus
[pij ] =
16πε3Gm(1− νm)
k
Mpquvδipδjq
D∑
d=1
[
1
2
(
∂Q
(0)
u
∂Xv
+
∂Q
(0)
v
∂Xu
)]∣∣∣∣∣
Xd
(6.202)
= ε3Mijuv
D∑
d=1
[
1
2
(
∂Q
(0)
u
∂Xv
+
∂Q
(0)
v
∂Xu
)]∣∣∣∣∣
Xd
, (6.203)
by the definition (6.115) of k.
Now,
〈pij〉 = 3
4πρ3
[pij ] (6.204)
= ε3Mijuv · 3
4πρ3
D∑
d=1
[
1
2
(
∂Q
(0)
u
∂Xv
+
∂Q
(0)
v
∂Xu
)]∣∣∣∣∣
Xd
(6.205)
= ε3Mijuv
〈
1
2
(
∂Q
(0)
u
∂Xv
+
∂Q
(0)
v
∂Xu
)
D∑
d=1
δ(X −Xd)
〉
(6.206)
≈ ε3Mijuvω(ξ)
〈
1
2
(
∂Q
(0)
u
∂Xv
+
∂Q
(0)
v
∂Xu
)〉
(6.207)
= ε3Mijuvω(ξ)〈euv〉+O(ε4) . (6.208)
Substituting into equation (6.165), we find that
Âijkl〈ekl〉 =
(
Amijkl + ε
3Mijklω(ξ)
) 〈ekl〉+O(ε4) , (6.209)
so that
Âijkl = A
m
ijkl + ε
3Mijklω(ξ) + o(ε
3) . (6.210)
However, recall that this expression is in terms of dimensionless quantites, or
Âijkl = A
m
ijkl + ε
3M˜ijklω˜(ξ˜) . (6.211)
Changing to dimensional coordinates, we have
Âijkl ≈ Amijkl + (ε3b3a−3)Mijklω(ξ) (6.212)
= Amijkl +Mijklω(ξ) . (6.213)
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6.3.2 The polarisability tensor for axisymmetric deforma-
tions
The previous section showed that in order to find the effective elasticity tensor of
the composite material, we need to determine the polarisability tensor Mijkl. We
will do this for the situation where the individual inclusions undergo axisymmetric
deformations.
Recall that the polarisability tensor satisfies
Mijkl ekl|∞ = Pij . (6.214)
We will determine Mijkl by first finding the canonical form of ekl|∞ for axisymmetric
deformations. Secondly, we will find Pij from a representation of the axisymmetric
form of the perturbation deformation u. This will give us a system of equations to
solve for the tensor Mijkl.
To find the state of strain at infinity for axisymmetric deformations, we will assume
that the state of stress at infinity is given by a superposition of two states. The overall
stress tensor at infinity, in Cartesian components, becomes
τ |∞ =
 qs − qr 0 00 qs − qr 0
0 0 −2qs − qr
 (6.215)
for two stress parameters qr and qs. Now, consider an isotropic material experiencing
a state of stress τij and a state of strain eij . Any second order tensor can be uniquely
split up into hydrostatic and deviatoric parts. For instance, define
ê = ekk (6.216)
to be the dilatation, then
eij =
ê
3
δij + e˜ij , (6.217)
where e˜ij is the deviatoric strain tensor (satisfying e˜kk = 0). Similarly, we can write
τij = τ̂ δij + τ˜ij , (6.218)
where τ̂ = 1
3
τkk is known as the mean stress. Substituting (6.217) into the stress–
strain relation for isotropic materials,
τij = λekkδij + 2Geij , (6.219)
we find that
τij =
(
λ+
2G
3
)
êδij + 2Ge˜ij . (6.220)
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Comparing this with (6.218), we find that
τ̂ = Kê , (6.221)
τ˜ij = 2Ge˜ij , (6.222)
where K = λ+ 2
3
G is the bulk modulus of the material.
Now, considering the state of stress (6.215), we obtain
τ̂ |∞ = −qr , (6.223)
τ˜ij|∞ = qsAij , (6.224)
where Aij are the components of the matrix
A =
 1 0 00 1 0
0 0 −2
 . (6.225)
Hence
ê|∞ = −
qr
K
, (6.226)
e˜ij|∞ =
qs
2G
Aij , (6.227)
and from (6.217) we can write the state of strain at infinity for general axisymmetric
deformations as
ekl|∞ = −
qr
3K
δkl +
qs
2G
Akl . (6.228)
In order to determine Pij in (6.214), we note that for axisymmetric deformations,
the leading-order terms of the perturbation displacement at infinity are of the form
u =
1
R2
[
ξP
(0)
0 (µ) +
(
5− 4νm
1− 2νm
)
ηP
(0)
2 (µ)
]
eR
+
1
R2
ηP
(1)
2 (µ)eθ (6.229)
for some constants ξ and η. These constants will be linearly dependent on the stress
field at infinity. We note that we have decomposed this stress field into hydrostatic
and deviatoric parts, represented by qr and qs respectively. Thus we can write
ξ = qrξ
r + qsξ
s , (6.230)
η = qrη
r + qsη
s . (6.231)
Therefore the leading-order part to the perturbation displacement in any axisymmet-
ric problem is given by
u =
1
R2
[
(qrξ
r + qsξ
s)P
(0)
0 (µ) +
(
5− 4νm
1− 2νm
)
(qrη
r + qsη
s)P
(0)
2 (µ)
]
eR
+
1
R2
(qrη
r + qsη
s)P
(1)
2 (µ)eθ , (6.232)
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and is thus characterised by the four constants ξr, ξs, ηr and ηs. These constants will
be found for both the pre-buckled and post-buckled shell in Sections 6.3.3–6.3.4.
We now suppose that Pij is a matrix of the form
Pij = αδij + βAij , (6.233)
where α and β are to be found. We substitute this into equation (6.120) and equate
the result to the general expression (6.232) for a uniaxial response to an applied stress
field. Eventually, we find that u = Piju
ij becomes
u = −2(1− 2νm)α
kR2
eR +
2(5− 4νm)β
kR2
P
(0)
2 (µ)eR +
2(1− 2νm)β
kR2
P
(1)
2 (µ)eθ . (6.234)
On comparison with (6.232), we obtain
α = −k(qrξ
r + qsξ
s)
2(1− 2νm) , (6.235)
β =
k(qrη
r + qsη
s)
2(1− 2νm) . (6.236)
Thus
Pij =
k
2(1− 2νm) [−(qrξ
r + qsξ
s)δij + (qrη
r + qsη
s)Aij ] , (6.237)
and, from (6.214) it remains to find the Mijkl that satisfies
Mijkl
(
− qr
3Km
δkl +
qs
2Gm
Akl
)
=
k
2(1− 2νm) [−(qrξ
r + qsξ
s)δij + (qrη
r + qsη
s)Aij] . (6.238)
The equation (6.238) has to be true for any values of qr and qs. Thus the equation
can be decomposed into two:
− 1
3Km
Mijklδkl =
k
2(1− 2νm) (−ξ
rδij + η
rAij) , (6.239)
1
2Gm
MijklAkl =
k
2(1− 2νm) (−ξ
sδij + η
sAij) . (6.240)
This tensor Mijkl has to satisfy the restrictions applied to all elasticity tensors,
because the effective elasticity tensor (6.213) is linear in Mijkl. Thus we require
Mijkl = Mjikl = Mijlk = Mklij . (6.241)
Alternatively, we could use the symmetry of the problem to prescribe a form ofMijkl,
and then solve for its components. Certainly, if ξs = ηr = 0, then we can assume that
Mijkl has the form of an isotropic elasticity tensor, i.e.
Mijkl = λ
′δijδkl +G
′(δikδjl + δilδjk) , (6.242)
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for constants λ′ and G′. With this form of Mijkl, we find that
Mijklδkl = (3λ
′ + 2G′)δij (6.243)
MijklAkl = 2G
′Aij . (6.244)
Thus, defining K ′ = λ′ + 2
3
G′, we have from equations (6.239)–(6.240) that
K ′ = Km
kξr
2(1− 2νm) , (6.245)
G′ = Gm
kηs
2(1− 2νm) . (6.246)
If, on the other hand, one or both of ξs and ηr are nonzero, the tensor Mijkl
will have the form of an anisotropic elasticity tensor. All elasticity tensors can be
represented as a 6× 6 symmetric matrix, satisfying
τ11
τ22
τ33
τ23
τ31
τ12
 =

C11 C12 C13 C14 C15 C16
C22 C23 C24 C25 C26
C33 C34 C35 C36
C44 C45 C46
C55 C56
C66


e11
e22
e33
e23
e31
e12
 , (6.247)
where the missing components are found from the fact that Cij is symmetric. We
will assume that Mijkl has the form of an elasticity tensor for a transversely isotropic
material. Such an elasticity tensor has the 6× 6 form
C1 C2 C4 0 0 0
C1 C4 0 0 0
C3 0 0 0
C5 0 0
C5 0
(C1 − C2)
 (6.248)
if the z-axis is taken to be the axis of symmetry, where Ci are material constants.
Isotropic materials are a subset of transversely isotropic materials, with material
constants given by
C1 = C3 = λ+ 2G , (6.249)
C2 = C4 = λ , (6.250)
C5 = 2G , (6.251)
where λ and G are the usual Lame´ elastic moduli.
Because both matrices δij and Aij are diagonal, the tensor Mijkl can in fact be
represented by the 3× 3 submatrix C1 C2 C4C2 C1 C4
C4 C4 C3
 . (6.252)
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The reason for this is that we do not consider simple shear deformations in our
assumption of axisymmetry. Thus the material constant C5 will be indeterminate.
This will not cause difficulties, because the composite material will not be subjected
to simple shear deformations, rather only deformations whose strain tensor will be a
linear combination of δij and Aij.
Thus, considering equation (6.239), we find that C1 C2 C4C2 C1 C4
C4 C4 C3
 11
1
 = − 3kKm
2(1− 2νm)
−ξr
 11
1
+ ηr
 11
−2
 . (6.253)
Similarly for equation (6.240), C1 C2 C4C2 C1 C4
C4 C4 C3
 11
−2
 = 2kGm
2(1− 2νm)
−ξs
 11
1
+ ηs
 11
−2
 . (6.254)
In each of these equations, the first two rows are equivalent, so that we have four
equations for the four constants C1–C4. These are written as the system
1 1 0 1
0 0 1 2
1 1 0 −2
0 0 −2 2


C1
C2
C3
C4
 =

α1
α2
α3
α4
 , (6.255)
where
α1 =
3kKm(ξ
r − ηr)
2(1− 2νm) , (6.256)
α2 =
3kKm(ξ
r + 2ηr)
2(1− 2νm) , (6.257)
α3 = −2kGm(ξ
s − ηs)
2(1− 2νm) , (6.258)
α4 = −2kGm(ξ
s + 2ηs)
2(1− 2νm) . (6.259)
The system (6.255) for the coefficients is singular, in that the matrix has zero de-
terminant. Thus, in order for a solution to exist we must have a condition on the
right-hand side, by the Fredholm Alternative. This theorem states that, given a sys-
tem Mx = f , either there exists a unique solution x, or M is not invertible, so
that there exists a nonzero vector y satisfying yTM = 0T. In this latter case, for
existence of solutions x to the original system we must have yTf = 0 for all such y.
The solutions x in this case will necessarily be non-unique.
For the system (6.255), the left-eigenvector y defined above is
yT = (−2 2 2 1) . (6.260)
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Thus, for solutions to exist, we must have
− 2α1 + 2α2 + 2α3 + α4 = 0 . (6.261)
Substituting from equations (6.256)–(6.259), we obtain the relation which must hold
in order for Mijkl to have the form of an elasticity tensor,
3Kmη
r = Gmξ
s . (6.262)
We would like to ensure that this relationship holds for the split shell system
of Chapter 5. This can be shown by using the reciprocity principle,3 which can be
found in Sokolnikoff’s treatise [88]. For the unbuckled shell, (6.262) will be seen to
be trivially satisfied. If we have two states of deformation, with displacement fields
ui, u
′
i and stress fields τij, τ
′
ij respectively, then for any region Ω we have∫
∂Ω
ui(τ
′
ijnj) dS =
∫
∂Ω
u′i(τijnj) dS , (6.263)
in the absence of body forces. The two deformation states that we will choose both
have the form of a homogeneous deformation together with the resulting perturbation
deformation due to the inclusion, as given by (6.232). We denote the first by ur, where
we take qs = 0, and u
s, for which qr = 0. Then, including the non-decaying term at
infinity, we have that
ur = − Rqr
3Km
P
(0)
0 (µ)eR +
1
R2
[
qrξ
rP
(0)
0 (µ) +
(
5− 4νm
1− 2νm
)
qrη
rP
(0)
2 (µ)
]
eR
+
qrη
r
R2
P
(1)
2 (µ)eθ , (6.264)
us = −Rqs
Gm
P
(0)
2 (µ)eR −
Rqs
2Gm
P
(1)
2 (µ)eθ
+
1
R2
[
qsξ
sP
(0)
0 (µ) +
(
5− 4νm
1− 2νm
)
qsη
sP
(0)
2 (µ)
]
eR
+
qsη
s
R2
P
(1)
2 (µ)eθ . (6.265)
We will choose as our domain Ω the region{
X : R0 < |X| < R¯
} \ {X : X3 = 0 and R0 6 |X| 6 R1} . (6.266)
This characterises the hollow sphere with internal and external radii R0, R¯ (where
R¯ > R1, so that the outer surface of the set lies in the matrix) respectively, having
subtracted the cut in the split shell from the set. Then, ∂Ω is composed of the
inner surface together with the cut (along which τijnj is zero, so that there are no
3This is also known as the Betti–Rayleigh theorem and the Betti theorem.
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contributions to (6.263) from here), and the sphere of radius R¯. On this surface,
the normal vector n will be given by eR, and the quantity τijnj will be given by the
components of τeR. From (6.264)–(6.265), we have that
τ reR = −qrP (0)0 (µ)eR −
4Gm
R3
[
qrξ
r +
5− νm
1− 2νm qrη
rP
(0)
2 (µ)
]
eR
+
2qrη
rGm
R3
(
1 + νm
1− 2νm
)
P
(1)
2 (µ)eθ , (6.267)
τ seR = −2qsP (0)2 (µ)eR − qsP (1)2 (µ)eθ
−4Gm
R3
[
qsξ
s +
5− νm
1− 2νm qsη
sP
(0)
2 (µ)
]
eR
+
2qsη
sGm
R3
(
1 + νm
1− 2νm
)
P
(1)
2 (µ)eθ . (6.268)
By the reciprocity relation (6.263), we now have∫
R=R¯
ur · (τ seR) dS =
∫
R=R¯
us · (τ reR) dS . (6.269)
We take the leading order term as R¯→∞, and evaluate the integrals. On using the
orthogonality condition (B.12) for the Legendre functions, we have that
6ξs
1 + νm
− 12η
r
1− 2νm = 0 , (6.270)
which is equivalent to equation (6.262).
With this relation in place, the equation (6.255) becomes a 3× 3 system for the
three variables C1 + C2, C3 and C4. Setting C1 = C2, we solve the equation to give
C1 =
k
6(1− 2νm) [3Km(ξ
r − ηr)−Gm(ξs − ηs)] , (6.271)
C3 =
k
6(1− 2νm) [3Km(ξ
r + 2ηr) + 2Gm(ξ
s + 2ηs)] , (6.272)
C4 =
k
6(1− 2νm) [3Km(ξ
r − ηr) + 2Gm(ξs − ηs)] . (6.273)
In summary, the polarisability tensor Mijkl is given by
Mijkl =
(
K ′ − 2G
′
3
)
δijδkl +G
′(δikδjl + δilδjk) (6.274)
if ξs = ηr = 0, where K ′ and G′ are given by (6.245)–(6.246). If ξs and ηr are not
zero, then the tensor Mijkl has the form of a transversely isotropic elasticity tensor,
whose action on a vector of strains eij is given by
C1 C1 C3
C1 C1 C3
C3 C3 C4
∗
∗
∗


e11
e22
e33
e23
e31
e12
 (6.275)
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with C1, C3 and C4 given by equations (6.271)–(6.273). The terms denoted ∗ in the
relation above are not needed because the material that we will consider will never
be subjected to simple shear deformations.
We will now proceed to determine the effective elasticity tensor for both unbuckled
and buckled shells, by evaluating the tensor Mijkl in each case.
6.3.3 The effective elasticity tensor pre-buckling
We recall that the effective elasticity tensor, in general, is given by equation (6.213).
We first wish to find the polarisability tensor for the unbuckled shell. Recall from
Chapter 3 that we had considered two types of stress field at infinity, namely uniaxial,
τij|∞ = −qzδi3δj3 , (6.276)
and radial,
τij|∞ = −qRδij . (6.277)
The resulting displacement fields in the matrix were given by equations (3.63)–(3.64)
for the uniaxial stress field, and by (3.89) for the radial stress field. The leading order
parts of these fields at infinity are given by
u =
[
− A
R2
P
(0)
0 (µ) +
C(α−3 − 3)
R2
P
(0)
2 (µ)
]
eR +
C
R2
P
(1)
2 (µ)eθ (6.278)
for the uniaxial stress field at infinity, and
u =
Bm
R2
eR (6.279)
for the radial stress field. The constants A and C are given by the solution to the
system (3.77)–(3.85) and are proportional to qz, whereas Bm is given by (3.93) with
qin = 0, (we will assume this for simplicity) and is linear in qR. Thus, if we define
A˜ = q−1z A , (6.280)
C˜ = q−1z C , (6.281)
B˜ = q−1R Bm , (6.282)
then these are independent of the stress at infinity and we can write the leading order
perturbation displacement at infinity as
u =
1
R2
[(
B˜qR − A˜qz
)
P
(0)
0 (µ) + C˜qz
(
5− 4νm
1− 2νm
)
P
(0)
2 (µ)
]
eR
+
C˜qz
R2
P
(1)
2 (µ)eθ , (6.283)
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when the stress field at infinity is a superposition of the two states (6.276) and (6.277),
and where we have substituted for α−3 from (3.45).
Now, we wish to consider a stress state at infinity as given by equation (6.215),
involving the parameters qr and qs. Then we have
τij|∞ = (qs − qr)δij − 3qsδi3δj3 , (6.284)
so that, on comparing with the superposition of the two states (6.276) and (6.277)
we require
qR = qr − qs , (6.285)
qz = 3qs . (6.286)
Substituting into equation (6.283), we find that
u =
1
R2
[(
B˜qr − (B˜ + 3A˜)qs
)
P
(0)
0 (µ) + 3C˜qs
(
5− 4νm
1− 2νm
)
P
(0)
2 (µ)
]
eR
+
3C˜qs
R2
P
(1)
2 (µ)eθ . (6.287)
In order to find the parameters ξr, ξs, ηr and ηs for unbuckled shells, we need to
compare this to equation (6.232), yielding
ξr = B˜ , (6.288)
ξs = −B˜ − 3A˜ , (6.289)
ηr = 0 , (6.290)
ηs = 3C˜ . (6.291)
However, on calculating the constants it is found that B˜ = −3A˜ so that ξs = 0. Hence,
by the theory of Section 6.3.2, we find that the polarisability tensor for unbuckled
inclusions has the form of an isotropic elasticity tensor. Thus, where a superscript
‘−’ reminds us that we are analysing the pre-buckling polarisability tensor,
M−ijkl =
(
K ′ − 2G
′
3
)
δijδkl +G
′(δikδjl + δilδjk) , (6.292)
where K ′ and G′ are given by equations (6.245)–(6.246). On substituting for the
values of ξr and ηs, we find that
K ′ = Km
kB˜
2(1− 2νm) , (6.293)
G′ = Gm
3kC˜
2(1− 2νm) . (6.294)
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Substituting this into (6.213), we find that the effective elastic tensor for unbuckled
shells is isotropic. Thus we can say that
Âijkl =
(
K̂ − 2Ĝ
3
)
δijδkl + Ĝ(δikδjl + δilδjk) , (6.295)
where K̂ and Ĝ are the effective bulk modulus and shear modulus, respectively. These
are given by
K̂ = Km + ω(ξ)Km
kB˜
2(1− 2νm) , (6.296)
Ĝ = Gm + ω(ξ)Gm
3kC˜
2(1− 2νm) . (6.297)
6.3.3.1 Comparison with spherical elastic inclusions
In the expressions above for the effective bulk and shear moduli, the constants B˜
and C˜ are dependent on R0 and R1, the radii of the shell inner and outer surfaces,
in a complicated way. However, by setting R0 → 0 and R1 → R̂, we can compare
the results (6.296)–(6.297) to the well-known results that were originally derived by
Hashin.
Analysis in a symbolic computation package such as Maple shows that in the
limits described above we find that
B˜ → R̂
3(Ks −Km)
Km(4Gm + 3Ks)
, (6.298)
C˜ → 5R̂
3
6Gm
[
(Gs −Gm)(1− 2νm)
Gm(7− 5νm) +Gs(8− 10νm)
]
. (6.299)
Substituting these values into (6.296)–(6.297) gives the effective moduli as
K̂ = Km
[
1 +
4πR̂3ω
3
γ1
(
1 +
4Gm
3Km
)]
, (6.300)
Ĝ = Gm
[
1 +
4πR̂3ω
3
15γ2(1− νm)
]
, (6.301)
where
γ1 =
3(Ks −Km)
3Ks + 4Gm
, (6.302)
γ2 =
Gs −Gm
2Gs(4− 5νm) +Gm(7− 5νm) . (6.303)
Now, given that the quantity 4πR̂3ω/3 represents the volume fraction of the composite
material occupied by the inclusions, these effective moduli correspond exactly with
those found by Hashin [42].
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6.3.4 The effective elasticity tensor post-buckling
In order to determine the effective elasticity tensor which results from a dispersion
of split shells, we need to compare the leading order displacements (5.214)–(5.215)
found in Chapter 5 to the general case (6.232), in order to find the coefficients ξ and
η from the Love stress function coefficients χm and ψ1. Considering a superposition
of the two stress states at infinity given on page 167, which is the same as (6.215),
we find that
u =
1
2GmR2
[(
χm − 2(1− 2νm)
3
ψ1
)
P
(0)
0 (µ)−
2(5− 4νm)
3
ψ1P
(0)
2 (µ)
]
eR
− 1
2GmR2
· 2(1− 2νm)
3
ψ1P
(1)
2 (µ)eθ , (6.304)
where
χm = qrχ˜
r
m + qsχ˜
s
m , (6.305)
ψ1 = qrψ˜
r
1 + qsψ˜
s
1 . (6.306)
The coefficients χ˜rm, χ˜
s
m, ψ˜
r
1 and ψ˜
s
1 are defined by (5.216)–(5.219). Therefore, com-
paring (6.304) with (6.232), we find that
ξr =
1
2Gm
(
χ˜rm −
2(1− 2νm)
3
ψ˜r1
)
, (6.307)
ηr = −(1− 2νm)ψ˜
r
1
3Gm
, (6.308)
ξs =
1
2Gm
(
χ˜sm −
2(1− 2νm)
3
ψ˜s1
)
, (6.309)
ηs = −(1− 2νm)ψ˜
s
1
3Gm
. (6.310)
Note that we have not yet made any restrictions on the values of χ˜m and ψ˜1 between
the radial and shear cases. However, the coefficients ηr and ξs must be related accord-
ing to equation (6.262). This leads to a condition on the four Love stress function
coefficients. This condition is
4(1 + νm)ψ˜
r
1 − 2(1− 2νm)ψ˜s1 + 3χ˜sm = 0 . (6.311)
For the values in Table 1.1, the values of the four Love stress function coefficents
were given in (5.220)–(5.223) and were subsequently shown to agree with (6.311)
satisfactorily.
Therefore, the tensorMijkl in this case — which we will denoteM
+
ijkl to remind us
that we are analysing the post-buckled case — is transversely isotropic with a form
given by (6.275), where C1–C4 are given by (6.271)–(6.273). The effective elasticity
tensor, from (6.213), is then given by
Âijkl = A
m
ijkl + ω(ξ)M
+
ijkl . (6.312)
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6.4 Modelling the uniaxial displacement experi-
ment
For the two cases that we will consider, namely buckled and unbuckled shells, we note
that the effective elasticity tensor in each case can be written as
Âijkl = A¯ijkl + M¯ijkl (6.313)
where A¯ijkl has the form of an isotropic elasticity tensor,
A¯ijkl = λ¯δijδkl + G¯(δikδjl + δilδjk) , (6.314)
and M¯ijkl has the form of a transversely isotropic elasticity tensor, which is given
as in equation (6.275) with coefficients C¯1, C¯3 and C¯4. Thus, if we consider a slab
of a material with this given effective elasticity tensor, undergoing a homogeneous
axisymmetric state of strain (e11, e11, e33) and a corresponding state of stress, they
are related by τ11τ11
τ33
 =
 C¯1 + λ¯+ 2G¯ C¯1 + λ¯ C¯3 + λ¯C¯1 + λ¯ C¯1 + λ¯+ 2G¯ C¯3 + λ¯
C¯3 + λ¯ C¯3 + λ¯ C¯4 + λ¯+ 2G¯
 e11e11
e33
 . (6.315)
The experiment described in Chapter 1 involved a slab of the material undergoing
a state of stress of the above form, with τ11 = 0, τ33 = −q. The equation (6.315)
now becomes a system of two equations for the strain components e11 and e33. The
displacement of the top surface of the slab is then proportional to −e33. We find that
the two equations to be solved are
2(C¯1 + λ¯+ G¯)e11 + (C¯3 + λ¯)e33 = 0 , (6.316)
2(C¯3 + λ¯)e11 + (C¯4 + λ¯+ 2G¯)e33 = −q . (6.317)
Eliminating e11, we find that
− e33 = q
[
(C¯4 + λ¯+ 2G¯)− (C¯3 + λ¯)
2
C¯1 + λ¯+ G¯
]−1
. (6.318)
We will now consider what the resulting displacement is for unbuckled shells, and
buckled shells separately. For unbuckled shells, we apply the above formula with
C¯1 = C¯3 = C¯4 = 0, and
λ¯ = K̂ − 2Ĝ
3
, (6.319)
G¯ = Ĝ , (6.320)
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for K̂ and Ĝ from equations (6.296)–(6.297). We obtain
− e33 = q
9
(
3
Ĝ
+
1
K̂
)
. (6.321)
For buckled shells, from equation (6.312), we use the values
C¯1 = ω(ξ)C1 , C¯3 = ω(ξ)C3 , C¯4 = ω(ξ)C4 , (6.322)
λ¯ = λm , G¯ = Gm . (6.323)
This gives us the resulting displacement
− e33 = q
[
(ω(ξ)C4 + λm + 2Gm)− (ω(ξ)C3 + λm)
2
ω(ξ)C1 + λm +Gm
]−1
. (6.324)
6.4.1 A size-distribution of inclusions
We now follow the theory of Section 2.4.4, and consider a composite material which
contains a range of differently-sized inclusions. These inclusions will buckle at differ-
ent values of the applied stress, leading to a gradual softening of the material.
In general, the effective elasticity tensor of the composite material can be written
as
Âijkl = A
m
ijkl + ω(ξ)Mijkl , (6.325)
where the tensor Mijkl has a different form for each inclusion, before and after buck-
ling. We have denoted these two cases by M−ijkl and M
+
ijkl respectively, in equations
(6.292) and (6.312).
It is necessary to work with the dimensionless forms of these tensors, given as in
(6.129) by
M˜±ijkl = a
−3M±ijkl , (6.326)
where a is the radius of the inclusion, which was denoted in Chapters 3–5 by R̂.
Henceforth we will replace the notation a by the shell mid-surface radius R̂. Then we
have that
Â±ijkl = A
m
ijkl + ωR̂
3M˜±ijkl , (6.327)
for both cases under consideration.
Now we’ll suppose that the radii of the inclusions are distributed according to a
random variable with probability density function F (R̂). We will also assume that
the inclusions are not buckled for R̂ < R̂crit, but buckled for R̂ > R̂crit, where R̂crit
is a critical value of the radius which is dependent on the applied stress q at infinity.
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The stress at infinity is uniaxial as explained earlier, so that τ11 = 0 and τ33 = −q
throughout the material. Then, following the theory of Section 2.4.4, we have that the
composite material with the above properties and experiencing the stress at infinity
q, has the elasticity tensor
Âijkl(q) = A
m
ijkl + ω
[
M˜−ijklQ
−(q) + M˜+ijklQ
+(q)
]
, (6.328)
where
Q+(q) =
∫ ∞
bRcrit(q)
R̂3F (R̂) dR̂ , (6.329)
Q−(q) =
∫ bRcrit(q)
0
R̂3F (R̂) dR̂ . (6.330)
To find R̂crit we note that, analogously to Section 6.2.4, the stress field locally at
any point in the composite material is the same as the stress at infinity for the local
problem of a single inclusion. Correspondingly, the critical stress for any inclusion in
the composite material is the same as the critical stress for that inclusion considered
in isolation. This critical stress was given by equation (4.307) in Chapter 4. We
will redefine the constants in this expression, due to the subsequent duplication of
notation. Writing the small parameter ε of that chapter in terms of its components,
we have
q =
(
Gm
Gs
)5/3
Gs
[
3κ2
α
+
3h|κ|
R̂α
(
Gs
Gm
)1/3√
β
2α
]
(6.331)
for buckling, where α and β are the A and B of (4.254) and (4.256), κ is given by
equation (4.280), h is the shell thickness and R̂ is the shell radius.
The thickness and radii of the spheres in the composite material will be distributed
according to some joint probability distribution, where the two variables are not
necessarily independent. However, in the absence of any data about this distribution,
we will assume that the thickness h is kept constant for each inclusion, regardless of
its size, so that we have a variation in the critical stress for differently-sized inclusions.
The critical radius R̂crit is found by inverting (6.331) to become a function of q.
We obtain
R̂crit =

∞ q 6 qmin
3h|κ|
α
(
Gs
Gm
)1/3√
β
2α
[(
Gs
Gm
)5/3
q
Gs
− 3κ
2
α
]−1
q > qmin ,
(6.332)
where
qmin =
3κ2
α
Gs
(
Gm
Gs
)5/3
(6.333)
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represents the lowest value of the stress at infinity for which any inclusions buckle.
A plot of R̂crit(q) for values of the constants as given in Table 1.1 is shown in Figure
6.2.
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Figure 6.2: A plot of R̂crit(q) for typical parameter values, with asymptote q = qmin.
Now, we know that the effective elasticity tensor of the composite material is given
by equation (6.328). Writing this in the form (6.313), we have that
A¯ijkl = A
m
ijkl + ωQ
−(q)M˜−ijkl , (6.334)
M¯ijkl = ωQ
+(q)M˜+ijkl . (6.335)
We can find M˜±ijkl from
M˜±ijkl = M
±
ijkl
∣∣
bR=1
; (6.336)
in other words the constants B˜ and C˜ from Chapter 3 and the quantities χ˜rm, ψ˜
r
1,
χ˜sm, ψ˜
s
1 from Chapter 5 (that give the quantities K
′ and G′ from (6.293)–(6.294) and
C1–C4 from (6.271)–(6.273) via (6.307)–(6.310)) are calculated for a shell radius of 1.
Now we can find the displacement in a composite material undergoing uniaxial
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compression, given by (6.318), where
λ¯ =
(
Km − 2Gm
3
)
+ ωQ−(q)
(
K ′ − 2G
′
3
)∣∣∣∣
bR=1
, (6.337)
G¯ = Gm + ωQ
−(q) G′| bR=1 , (6.338)
C¯1 = ωQ
+(q) C1| bR=1 , (6.339)
C¯3 = ωQ
+(q) C3| bR=1 , (6.340)
C¯4 = ωQ
+(q) C4| bR=1 . (6.341)
We calculate the displacement for two distributions of inclusions. Firstly we as-
sume that there is only one size of inclusions, with a radius R̂0. The probability
density function F (R̂) is then given by
F (R̂) = δ(R̂ − R̂0) , (6.342)
and so the functions Q±(q) are given by
Q−(q) =
 R̂
3
0 if R̂0 < R̂crit(q)
0 if R̂0 > R̂crit(q) ,
(6.343)
Q−(q) =
 0 if R̂0 < R̂crit(q)
R̂30 if R̂0 > R̂crit(q) .
(6.344)
The resulting stress–displacement graph is shown in Figure 6.4, displaying an instan-
taneous transition from a stiff material to a softer material on exceeding a critical
stress. The values used were R̂0 = 1, ω = 0.1 and those in Table 1.1.
Secondly, we suppose that the sizes of the inclusions are distributed according to
a gamma distribution [38], so that
F (R̂) =
1
Γ(Υ)
ΛΥR̂Υ−1e−Λ
bR , (6.345)
where Υ and Λ are shape parameters of the distribution. The mean and variance of
such a distribution are located at Υ/Λ and Υ/Λ2 respectively. Thus, if we set the
mean radius to be R̂0 to match with the previous distribution, then Υ = R̂0Λ and
the variance becomes R̂0/Λ, so that we take a large value of Λ for a small variance
and vice versa. We choose Λ = 4 and R̂0 = 1, for which the probability density
function is shown in Figure 6.3. The corresponding stress–displacement graph for
this distribution of inclusions is shown in Figure 6.5.
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Figure 6.3: The gamma probability density function.
6.4.2 Modelling buckled shells as voids
Finally, we propose another model for the buckled shells, which is as voids rather
than damaged shells, so that the buckling causes them to lose all stiffness. Voids can
be modelled as elastic inclusions with zero stiffness, so that we can use the theory of
Section 6.3.3.1. Setting Gs = Ks = 0 in (6.298)–(6.299), we find that
B˜ = − R̂
3
4Gm
, (6.346)
C˜ = − 5R̂
3(1− 2νm)
6Gm(7− 5νm) (6.347)
for void inclusions. Thus, if we model buckled shells as voids, then the post-buckling
polarisation tensor M+ijkl becomes
M+ijkl =
(
K+ − 2G
+
3
)
δijδkl +G
+(δikδjl + δilδjk) , (6.348)
214
0.01
0.05
0.025
0.030.020.0
0.075
0.1
0.0
Displacement
q
Figure 6.4: Displacement–stress graph for a composite material with one size of in-
clusion.
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Figure 6.5: Displacement–stress graph for a composite material with a gamma dis-
tribution of inclusions, superimposed on Figure 6.4 (dashed).
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where
K+ = −2πKmR̂3 (1− νm)
(1− 2νm) , (6.349)
G+ = −20πGmR̂3 (1− νm)
(7− 5νm) . (6.350)
Thus, the effective elasticity tensor is isotropic, and from (6.328), the effective
bulk and shear moduli respectively are given by
K̂ = Km + ω
[
Q−(q) K ′| bR=1 +Q+(q) K+
∣∣
bR=1
]
, (6.351)
Ĝ = Gm + ω
[
Q−(q) G′| bR=1 +Q+(q) G+
∣∣
bR=1
]
, (6.352)
where K ′ and G′ are given by (6.293)–(6.294), and K+, G+ are given by (6.349)–
(6.350). A plot of the resulting displacement–stress graph, where we have only con-
sidered one size of inclusions so that F (R̂) is as given in (6.342), is shown in Figure
6.6.
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Figure 6.6: Displacement–stress graph for a composite material, modelling buckled
shells as voids, superimposed on Figure 6.4 (dashed).
6.5 Discussion
In this chapter we have taken ideas from the four preceding chapters and formulated a
theory for modelling the composite material such that a greater number of inclusions
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are buckled at progressively greater stresses, which has the effect of softening the
material.
Despite the fact that we are restricted to materials with a dilute dispersion of
inclusions, the resulting stress–displacement graph for a distribution of differently-
sized inclusion in Figure 6.5 is nevertheless reasonably similar to the loading part
of the graph in Figure 1.3. On unloading the composite material discussed in this
chapter, the inclusions would not regain stiffness as the stress on them is relieved, so
the unloading curve is merely a straight line towards the origin.
Our final conclusions, drawbacks of the model, and possible improvements to it,
are discussed in the following chapter.
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Chapter 7
Conclusions and Further Work
7.1 Review
This thesis attempted to explain one of the features of the graph seen in Figure 1.3.
We hypothesised that the ‘kink’ in that graph was due to buckling of the spheres at a
specific critical stress in the material. Our aim, therefore, was to consider a composite
material consisting of spherical shell inclusions. These inclusions would buckle as the
stress on the material was increased, thus softening the material.
We began by considering a paradigm problem in Chapter 2, which embodied the
basic features of the composite material to be studied. This problem was the an-
tiplane shear at infinity of a composite material containing cylindrical inclusions. We
considered an isolated inclusion and showed that the matrix effectively debonded
fully from the inclusion at a particular critical stress, corresponding to the buckling
of the microspheres. We considered two homogenisation methods, namely multiple-
scales homogenisation (placing the inclusions in a regular grid) and the point-inclusion
approach (assuming that the inclusions are infinitely far apart). These approaches
agreed with each other. Finally in that chapter we extended the point inclusion ap-
proach to consider a distribution of differently-sized inclusions, so that the proportion
of debonded inclusions in the composite material depended on the greatest previous
stress on the material.
With this process in mind, we then proceeded to consider the problem of em-
bedded shell inclusions. To emulate the process of Chapter 2, we needed to find the
behaviour of an isolated shell at infinity before buckling, the criterion for buckling
of that shell, and the behaviour of the shell after buckling. The pre-buckling be-
haviour was found in Chapter 3 by using Love’s harmonic function method. In the
same chapter we discussed the buckling criterion by using Koiter’s theory of shallow
shells and the assumption of axisymmetry to derive the energy functional relating to
infinitesimal virtual displacements describing the buckling pattern. This energy func-
tional was minimised by the Rayleigh–Ritz method, which assumed that the buckling
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patterns were expanded as series of Legendre functions. This method gives rise to an
infinite system of equations for the coefficients of these Legendre functions, which are
truncated and solved (numerically) as an eigenvalue problem for the critical stress
at infinity. The increasingly oscillatory behaviour of the buckling patterns, in the
limit that the shell’s thickness ratio tended to zero, allowed us to derive in Chapter
4 an asymptotic formula for the critical stress at infinity, and the resulting buckling
pattern.
The numerical results of Chapter 3 gave us a buckling pattern that indicated that
the buckled shell had lost its stiffness around the equator. Thus in Chapter 5, as a
simplified model of the post-buckled shell, we considered a shell with a crack around
the equator. Modelling the shell as linearly elastic without assuming anything about
its thickness, the displacements in the matrix and shell were expanded in terms of
Love stress functions. We matched displacements and tractions at the shell-matrix
interface, set the traction on the inner surface and the crack of the shell to be zero, and
set the stress to be constant and axisymmetric at infinity. The result was a sequence
of equations in terms of Legendre polynomials. Integrating these over the half-shell
led to two systems of equations for the coefficients of the Love stress functions. These
systems were shown to be equivalent but only one was numerically stable, so this
system was then solved for increasing truncation point. The rate of convergence as
the truncation point increased was very slow, so that we resorted to a convergence
acceleration process. We obtained the coefficients of the Love stress functions and
the results compared well to a finite element solution of the problem.
Finally in Chapter 6 we drew the strands of the previous three chapters together to
model a composite material consisting of shell inclusions. We began by reconsidering
the point-inclusion method of Chapter 2, extending the results to arbitrarily-shaped
cylindrical inclusions in antiplane strain. Using this as a guide, we considered the
homogenisation of spherical inclusions placed far apart from each other, whose be-
haviour in isolation with a constant axisymmetric stress field at infinity was known.
We then specialised our result to the two cases which were of interest, namely a cer-
tain statistical distribution of unbuckled shells and of buckled shells. We obtained
the effective elasticity tensor for both cases, and also for the case where only a certain
proportion of the shells were buckled. Finally we used the results of Chapter 4 to find
the relation between the proportion of buckled shells and the stress in the composite
material, and used this information to model the gradual uniaxial loading of a slab
of the composite material, as described in Chapter 1.
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7.2 Possible improvements to the model
The model that we have considered in Chapters 3–6 is by necessity rather simplified,
yet several improvements can be considered. We will therefore revisit the assumptions
made in these chapters and discuss the feasibility of their revision.
The assumption of linear elasticity is the key to obtaining analytical results and
this has been assumed throughout the thesis. It is clear that under the high pressures
experienced by the material in application, the material would be more accurately
modelled by using nonlinear elasticity. However, any prediction of the behaviour of
the material would then require finite element modelling and no dependence of the
elastic properties on the microstructure would be obtainable.
7.2.1 The buckling model
The model for the shell chosen in Chapter 3 in order to analyse buckling was Koiter’s
shallow shell theory. This is the simplest nonlinear shell theory and the underlying
assumption is that the wavelength of the buckling patterns is small compared to
the radius of curvature of the shell. While this assumption seems to be confirmed a
posteriori by the buckling patterns obtained, it may be worthwhile investigating more
comprehensive nonlinear shell theories to verify that the observed buckling pattern
justifies the use of the shallow shell assumption.
Another assumption made in the buckling problem is that the buckling patterns
are axisymmetric. This assumption was not justified mathematically however, and
it would be worthwhile to investigate more general buckling patterns which do not
assume axisymmetry.
The main difficulty in implementing these two ideas is that the energy functional
was greatly simplified by the use of the van der Neut substitution (3.149). For a
spherical shell pressurised by a hydrostatic load, Koiter used the substitution to
decouple the surface invariant χ from the radial displacement w and the remaining
surface invariant ψ in the energy functional. This greatly simplified the analysis. For
our configuration, which has a non-uniform pre-buckling stress distribution in the
shell and a complicated term due to the energy in the matrix, this substitution will
not have the same effect (apart from the axisymmetric case, in which χ is arbitrary
and can be set to zero without loss of generality). This will also be the case if we
consider additional terms in the shell energy functional due to the use of a different
shell theory.
We also note that imperfections in the shell cause it to buckle at a lower critical
stress than a pristine shell would. Koiter analysed this effect for a shell undergoing
hydrostatic pressure by including an additional term in the energy functional, but to
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follow the reasoning for the embedded shell would be more difficult for the reasons
outlined above.
7.2.2 The asymptotic analysis
The analysis of Chapter 4 can be extended by considering the limits h/R̂ → 0 and
Gs/Gm → 0 separately. In this case we would be unable to assume that the circumfer-
ential displacement vθ was zero, and the term in the functional that whose coefficient
was D given by (4.258) would no longer be neglected.
7.2.3 The buckled shell
In Chapter 5, the overriding concern was the validity of the convergence acceleration
method. These concerns would be allayed if the exact form of the convergence was
known: for example, if the convergence was of the form (5.203) with σ known (and
possibly different for each Love stress function coefficient). Alternatively, if the con-
vergence was of a different form we could construct convergence acceleration methods
which were tailor-made for such sequences. Any further research into the work of this
chapter should thus attempt to uncover the convergence properties.
An alternative approach is to consider the solution as the sum of a regular part
and a singular part, to try and obtain a problem which has no singularity and thus
is more likely to be numerically tractable. Likewise, we may be able to formulate an
asymptotic or asymptotic-numerical approach, as indicated in Section 5.6.
Another option is to consider a more accurate post-buckling behaviour than the
simplistic model of the split shell. Koiter used higher-order terms in the energy func-
tional of the shell in order to determine special cases of the post-buckling behaviour
for a shell experiencing hydrostatic pressure. However, as explained above in Section
7.2.1, the non-uniform stress distribution in the shell, and especially the influence of
the attached matrix, cause the analysis to become much more difficult. Other effects
such as delamination between the shell and matrix may also become important.
7.2.4 Homogenisation methods
The obvious extension to the work of Chapter 6 is to extend the analysis from dilute
composites to the case where the inclusions are reasonably close to one another. For
elastic inclusions this was analysed by Chen and Acrivos [19]. Their analysis required
the effect on a reference inclusion of a second inclusion situated nearby. This means
that axisymmetry is no longer applicable, and if we were to extend the results to shell
inclusions, we would need the buckling criterion for a pair of embedded shells. This
is, needless to say, a challenging task.
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Appendix A
Elasticity Theory
This appendix provides a basis for Chapter 3 by reviewing the theory of linear elas-
ticity, and in particular the application of that theory to thin shells. We will derive
the stress–strain relations in general curvilinear coordinates, before specialising to
spherical polar coordinates, as the geometry of the problem under consideration (the
spherical shell) is clearly based on these coordinates. The notation is largely a combi-
nation of that of Green and Zerna [37] and of Koiter [51]. Indices of lower-case Latin
letters vary over 1 to 3 while lower-case Greek letters vary over 1 to 2. The summation
convention applies unless the symbol   Σi is used, which implies no summation on i.
A.1 General curvilinear coordinates
Any curvilinear coordinate system has at its heart a set of three coordinates,
(θ1, θ2, θ3) , (A.1)
and a definition of the position vector in terms of these coordinates,
r = r(θ1, θ2, θ3) . (A.2)
The covariant base vectors gi of the coordinate system are given by
gi = r,i , (A.3)
where a comma followed by the index i denotes partial differentiation with respect to
θi, from where we can define the covariant metric tensors by
gij = gi · gj , (A.4)
where the dot represents the scalar product. The contravariant base vectors are
defined by the relation
gi · gj = δji (A.5)
223
(which is the Kronecker delta), and the contravariant metric tensors by
gij = gi · gj . (A.6)
The following identities hold:
gi = gijgj , (A.7)
gi = gijg
j . (A.8)
If the base vectors are orthogonal, we have that
gij = 0 if i 6= j , (A.9)
gii =
1
gii
  Σi . (A.10)
A.1.1 Vectors
A vector v can be described in the coordinate system (θi) in two ways. The vector is
said to have covariant components,
vi = v · gi , (A.11)
and contravariant components,
vi = v · gi . (A.12)
By equation (A.5), the vector can be represented as
v = vig
i , (A.13)
or v = vigi . (A.14)
In other words, the two sets of vectors gi and g
i form bases for vectors in R3. From
equations (A.4), (A.6), (A.13) and (A.14), the rules for raising and lowering the index
of a vector hold:
vi = gijvj , (A.15)
vi = gijv
j . (A.16)
When differentiating a vector v with respect to one of the coordinates, we must
remember that the base vectors are not necessarily independent of the coordinate.
We have
v,j = (vig
i),j (A.17)
6= vi,jgi . (A.18)
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In fact
v,j = vi|jgi , (A.19)
where vi|j is the covariant derivative of vi, given by
vi|j = vi,j − Γrijvr , (A.20)
where
Γrij = −gi · gr,j (A.21)
are the Christoffel symbols. We can also find the covariant derivative of vi, given by
vi|j = vi,j + Γirjvr . (A.22)
A.1.2 Tensors
A second-order tensor A can be thought of as a linear operator that acts on a vector,
generating a second vector,
w = Av . (A.23)
In the same way as for vectors, we can define components of a tensor, referred to the
base vectors gi and gi. For a second-order tensor, the four types of component are
Aij = gi ·Agj , (A.24)
Ai·j = g
i ·Agj , (A.25)
A·ji = gi ·Agj , (A.26)
Aij = gi ·Agj , (A.27)
which are known as the coviariant components, the mixed components (twice) and
the contravariant components, respectively. The notation for the mixed tensor com-
ponents assumes that the order of the indices is important; often this is not the case
and the dot is omitted (e.g. for the Kronecker delta δji ).
One important type of second-order tensor is the dyad or tensor product, which
forms a tensor u⊗v from two vectors u and v.1 The linear transformation described
by this tensor is defined as
(u⊗ v)w = u(v ·w) (A.28)
= (v ·w)u . (A.29)
1This is equivalent to the outer product in linear algebra, which takes two vectors a and b and
forms the matrix abT.
225
While not every tensor can be described by a tensor product of two vectors, it can be
shown from equations (A.24)–(A.27) and (A.29) that all tensors can be decomposed
according to
A = Akl g
k ⊗ gl (A.30)
= Ak·l gk ⊗ gl (A.31)
= A·lk g
k ⊗ gl (A.32)
= Akl gk ⊗ gl . (A.33)
We often refer to the components of a tensor simply as a tensor, for simplicity (as
long as the coordinates that the components are referred to are known).
The rules for raising and lowering indices also hold for tensors, e.g.
Aij = girA·jr (A.34)
= girgjsArs . (A.35)
We can also define covariant derivatives for tensors, for example
Aij |r = Aij,r − ΓmirAmj − ΓmjrAim , (A.36)
Aij |r = Aij,r + ΓirmAmj + ΓjrmAim . (A.37)
We can also consider tensors of higher order, most notably fourth-order tensors.
These can be expressed by
A = Aijkl g
i ⊗ gj ⊗ gk ⊗ gl , (A.38)
with similar relations to define the mixed and contravariant components.
A.2 Linear elasticity
Elasticity is part of the study of the relationship between displacement and stress in a
deformable material. A material is said to be perfectly elastic if, on applying external
forces to a material and then removing them, the material returns to the pre-stressed
state.
The displacement in an elastic material is defined as a vector u. If the material
is linearly elastic, the strain tensor is given by
eij =
1
2
(ui|j + uj|i) . (A.39)
The state of stress in the material is described by the stress tensor, τ . If the material
experiences a body force f , then the equilibrium equation, derived from conservation
of momentum, gives us
τ ij|j + ρf i = ρu¨i , (A.40)
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where a dot represents differentiation with respect to time. For static deformations
without body forces,
τ ij|j = 0 . (A.41)
Conservation of angular momentum tells us that the stress tensor is symmetric, or
τ ij = τ ji . (A.42)
Finally we need to find a relationship between stress and strain. For linearly elastic
materials this is Hooke’s law, which supposes that the stress is linearly dependent on
the strain. Mathematically,
τ ij = Aijklekl , (A.43)
where Aijkl is the fourth-order elasticity tensor. We will assume that the material is
isotropic, whereby the elasticity tensor simplifies to
Aijkl = λgijgkl +G(gikgjl + gilgjk) , (A.44)
where gij are the contravariant metric tensors, and λ and G are the Lame´ moduli of
the material (G is also known as the shear modulus, or the rigidity modulus). We
will often use other material parameters [86], such as the bulk modulus
K = λ+
2
3
G , (A.45)
the Poisson ratio
ν =
λ
2(λ+G)
, (A.46)
and Young’s modulus
E = 2G(1 + ν) . (A.47)
The potential energy density of the linearly elastic material is given by
V =
1
2
τ ijeij (A.48)
=
1
2
Aijkleijekl . (A.49)
Thus the stored energy in a three-dimensional body Ω made of the elastic material is
given by
W =
∫∫∫
Ω
1
2
Aijkleijekl dV . (A.50)
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A.3 Spherical polar coordinates
We now proceed to find the spherical polar formulation of a number of the previous
geometrical and elasticity relations, for future reference.
The Cartesian coordinate system (x, y, z) is written in terms of the spherical polar
coordinates (R, θ, φ) by
x = R sin θ cosφ , (A.51)
y = R sin θ sinφ , (A.52)
z = R cos θ , (A.53)
for R ∈ [0,∞), θ ∈ [0, π] and φ ∈ [0, 2π). We can thus find the position vector in
spherical polar coordinates in terms of the Cartesian base vectors (ex,ey,ez),
r = R sin θ cosφex +R sin θ sinφey +R cos θ ez . (A.54)
From this we can find the covariant base vectors,
g1 = sin θ cosφex + sin θ sinφey + cos θ ez , (A.55)
g2 = R cos θ cosφex +R cos θ sinφey −R sin θ ez , (A.56)
g3 = −R sin θ sinφex +R sin θ cosφey . (A.57)
Now, we find that the covariant metric tensors become
g11 = 1 , (A.58)
g22 = R
2 , (A.59)
g33 = R
2 sin2 θ , (A.60)
gij = 0 if i 6= j , (A.61)
implying that the coordinates are orthogonal, which means that the contravariant
metric tensors become
g11 = 1 , (A.62)
g22 =
1
R2
, (A.63)
g33 =
1
R2 sin2 θ
, (A.64)
gij = 0 if i 6= j . (A.65)
Additionally, the contravariant base vectors in spherical coordinates become
g1 = g1 , (A.66)
g2 =
1
R2
g2 , (A.67)
g3 =
1
R2 sin2 θ
g3 . (A.68)
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In the spherical coordinate system, the only non-zero Christoffel symbols are
Γ122 = −R , (A.69)
Γ133 = −R sin2 θ , (A.70)
Γ212 =
1
R
, (A.71)
Γ233 = − sin θ cos θ , (A.72)
Γ313 =
1
R
, (A.73)
Γ323 = cot θ . (A.74)
Thus, we note that the covariant derivatives of a general vector vi are given by
v1|1 = v1,1 , (A.75)
v1|2 = v1,2 − 1
R
v2 , (A.76)
v1|3 = v1,3 − 1
R
v3 , (A.77)
v2|1 = v2,1 − 1
R
v2 , (A.78)
v2|2 = v2,2 +Rv1 , (A.79)
v2|3 = v2,3 − cot θv3 , (A.80)
v3|1 = v3,1 − 1
R
v3 , (A.81)
v3|2 = v3,2 − cot θv3 , (A.82)
v3|3 = v3,3 +R sin2 θv1 + sin θ cos θv2 . (A.83)
A.3.1 Elasticity in spherical coordinates
In this section we will find the relationship between the displacement, strain and
stress using the information about spherical polar coordinates given in the previous
section.
Using equations (A.39) and (A.75)–(A.83), we find that the components of strain
referred to spherical polar coordinates become
e11 = u1,1 , (A.84)
e12 =
1
2
(u1,2 + u2,1)− 1
R
u2 , (A.85)
e13 =
1
2
(u1,3 + u3,1)− 1
R
u3 , (A.86)
e22 = u2,2 +Ru1 , (A.87)
e23 =
1
2
(u2,3 + u3,2)− cot θu3 , (A.88)
e33 = u3,3 +R sin
2 θu1 + sin θ cos θu2 . (A.89)
229
Next, we use equations (A.43), (A.44) and (A.62)–(A.65) to determine the stress–
strain relations in spherical polar coordinates. Defining the dilatation ∆ by
∆ = gklekl (A.90)
= e11 +
1
R2
e22 +
1
R2 sin2 θ
e33 , (A.91)
we find that
τ 11 = λ∆+ 2Ge11 , (A.92)
τ 12 =
2G
R2
e12 , (A.93)
τ 13 =
2G
R2 sin2 θ
e13 , (A.94)
τ 22 =
λ
R2
∆+
2G
R4
e22 , (A.95)
τ 23 =
2G
R4 sin2 θ
e23 , (A.96)
τ 33 =
λ
R2 sin2 θ
∆+
2G
R4 sin4 θ
e33 . (A.97)
A.3.2 Physical components
The base vectors gi and g
i are not, in general, unit vectors. In other words, covariant
and contravariant components of tensors and vectors referred to these base vectors are
not the physical components. In particular, different components of the same tensor
may have different units. Occasionally we will find it easier to manipulate physical
components rather than covariant or contravariant components. To facilitate this,
we first find the unit vectors associated with the base vectors. In spherical polar
coordinates,
eR =
1
|g1|
g1 , (A.98)
eθ =
1
|g2|
g2 , (A.99)
eφ =
1
|g3|
g3 , (A.100)
so that the unit vectors are related to the Cartesian base vectors by eReθ
eφ
 =
 sin θ cosφ sin θ sinφ cos θcos θ cosφ cos θ sinφ − sin θ
− sinφ cosφ 0
 exey
ez
 . (A.101)
Inverting the matrix, we obtain the Cartesian vectors in terms of the spherical polar
unit vectors, exey
ez
 =
 sin θ cosφ cos θ cosφ − sinφsin θ sinφ cos θ sinφ cosφ
cos θ − sin θ 0
 eReθ
eφ
 . (A.102)
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In terms of the base vectors,
eR = g1 = g
1 , (A.103)
eθ =
1
R
g2 = Rg
2 , (A.104)
eφ =
1
R sin θ
g3 = R sin θg
3 . (A.105)
Now, to find the physical components of a vector v, we take equations (A.13) and
(A.14), replacing the base vectors by the unit vectors from equations (A.103)–(A.105).
Then, we compare with
v = vReR + vθeθ + vφeφ , (A.106)
to find the physical components (vR, vθ, vφ) in terms of vi or v
i. In particular,
vR = v1 = v
1 , (A.107)
vθ =
v2
R
= Rv2 , (A.108)
vφ =
v3
R sin θ
= R sin θv3 . (A.109)
We can perform the same operation to find the physical components of a tensorA.
From equations (A.30)–(A.33), we replace the base vectors by the unit vectors accord-
ing to equations (A.103)–(A.105). The physical components are found by comparing
to
A = ARR(eR ⊗ eR) + ARθ(eR ⊗ eθ) + ARφ(eR ⊗ eφ)
+AθR(eθ ⊗ eR) + Aθθ(eθ ⊗ eθ) + Aθφ(eθ ⊗ eφ)
+AφR(eφ ⊗ eR) + Aφθ(eφ ⊗ eθ) + Aφφ(eφ ⊗ eφ) . (A.110)
In particular,
ARR = A
11 , (A.111)
ARθ = RA
12 , (A.112)
ARφ = R sin θ A
13 , (A.113)
AθR = RA
21 , (A.114)
Aθθ = R
2A22 , (A.115)
Aθφ = R
2 sin θ A23 , (A.116)
AφR = R sin θ A
31 , (A.117)
Aφθ = R
2 sin θ A32 , (A.118)
Aφφ = R
2 sin2 θ A33 . (A.119)
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As an example, the stress components τRR and τRθ, using equations (A.92)–(A.93)
are given by
τRR = τ
11 (A.120)
= λ∆+ 2Ge11 , (A.121)
and τRθ = Rτ
12 (A.122)
=
2G
R
e12 . (A.123)
Using equations (A.84)–(A.85), these become
τRR = λ∆+ 2Gu1,1 , (A.124)
τRθ =
2G
R
[
1
2
(u1,2 + u2,1)− u2
R
]
. (A.125)
But, from equations (A.107)–(A.108), u1 = uR and u2 = Ruθ, so
τRR = λ∆+ 2G
∂uR
∂R
, (A.126)
τRθ = G
[
1
R
∂uR
∂θ
+
1
R
∂
∂R
(Ruθ)− 2uθ
R
]
(A.127)
= G
[
1
R
∂uR
∂θ
+R
∂
∂R
(uθ
R
)]
. (A.128)
The pattern followed here is repeated throughout the thesis — in other words,
if the indices are numerical then the quantities will be referred to the base vectors,
while subscript R, θ and φ refer to the physical components.
A.4 Shell theory
Having found the relations between stress, strain and displacement in three dimen-
sional elasticity, we will now simplify them in the case where the deformable body is
a thin shell. Before this, however, we will need to examine the tensor description of
surfaces.
A.4.1 Surface geometry
We will consider the case where the position vector of a point in space is given by
r = r¯(θ1, θ2) + θ3a3 . (A.129)
The position vector is described in this way so that a surface is defined on setting
θ3 = 0, the surface being given by
r¯(θ1, θ2) = 0 . (A.130)
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The vector a3, which depends only on θ1 and θ2, is kept perpendicular to the surface
and is known as the normal vector. By convention we make it a unit vector.
Substituting the position vector (A.129) into equation (A.3) to find the covariant
base vectors, we obtain
gα = aα + θ3a3,α , (A.131)
g3 = a3 , (A.132)
where
aα = r¯,α . (A.133)
We can therefore use aα as covariant base vectors for the surface defined by equation
(A.130). The sign of a3 is thus chosen so that (a1,a2,a3) form a right-handed basis.
We can now form metric tensors for the surface,
aαβ = aα · aβ , (A.134)
contravariant base vectors aα, satisfying
aα · aβ = δβα , (A.135)
and contravariant metric tensors
aαβ = aα · aβ . (A.136)
The contravariant metric tensors can also be found from
a11 =
a22
a
, (A.137)
a12 = a21 = −a12
a
, (A.138)
a22 =
a11
a
, (A.139)
where
a = a11a22 − a12a21 (A.140)
is the determinant of the tensor aαβ.
Raising or lowering of an index of a tensor or vector is acheived through the tensors
aαβ and aαβ, for example
vα = aαγvγ , (A.141)
vα = aαγv
γ , (A.142)
Aα·β = a
αγAγβ . (A.143)
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The tensor aαβ is also known as the first fundamental tensor of the surface. An-
other concept which is important in the theory of surfaces is the second fundamental
tensor of the surface, given by
bαβ = −aα · a3,β = −aβ · a3,α = a3 · aα,β = a3 · aβ,α . (A.144)
Using this, equation (A.131) becomes
gα = µ
β
αaβ , (A.145)
where
µβα = δ
β
α − θ3bβα . (A.146)
The tensor bαβ allows us to describe the curvature of the surface, especially the
mean curvature,
H =
1
2
bαα =
1
2
aαβbαβ , (A.147)
and the Gaussian curvature,
K =
b
a
= b11b
2
2 − b12b21 , (A.148)
where b is the determinant of the tensor bαβ.
Finally, we need to consider covariant differentiation. For vectors, we find that
vλ|α = vλ,α − Γ¯µλαvµ , (A.149)
vλ|α = vλ,α + Γ¯λµαvµ , (A.150)
where the Christoffel symbols are given by
Γ¯αβγ = a
α · aβ,γ . (A.151)
The same pattern of covariant differentiation holds for tensors, following equations
(A.36)–(A.37). It is useful to note that covariant derivatives of the metric tensors are
zero, i.e.
aαβ|λ = aαβ|λ = 0 . (A.152)
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A.4.2 Strain and stress measures
There are a multitude of different shell theories in the literature. The most compre-
hensive exposition is by Koiter [51], who derived the full nonlinear theory of shells
from first principles. In the context of shell theory, the nonlinear theory assumes that
the strain measures in the shell are nonlinear functions of displacement. We will be
interested in shell buckling, for which it is essential that we use the nonlinear theory
rather than the linear theory.
Now, the position vector of any point in the shell is given by equation (A.129) for
θ3 in the range
− h
2
6 θ3 6
h
2
, (A.153)
where h is the thickness of the shell, which is assumed to be constant. Therefore
r¯(θ1, θ2) is defined as the position vector of points on the middle-surface of the shell.
To find the strain measures in the shell, Koiter [51] considers two states of the shell:
a position vector r before deformation, and a position vector r̂ following deformation.
From these, the fundamental tensors aαβ, bαβ, âαβ and b̂αβ are formed. Then, the
middle-surface strain tensor γαβ, and the tensor of changes of curvature ραβ are
defined by
γαβ =
1
2
(âαβ − aαβ) , (A.154)
ραβ = b̂αβ − bαβ , (A.155)
respectively. Next, the displacement vector of the shell is denoted by
v = r̂ − r . (A.156)
Expressing this in terms of components referred to the base vectors aα, a3, we define
the in-surface displacement components vα and the normal displacement w by
v = vαa
α + wa3 . (A.157)
Now, while we need to consider nonlinear measures of strain, these can be simpli-
fied based on assumptions on the form of the resulting displacement. If we assume
that the characteristic wavelength of the deformation pattern is much less than the ra-
dius of curvature of the shell, we are justified in using the shallow shell approximation,
for which
γαβ = θαβ +
1
2
w,αw,β , (A.158)
ραβ = w|αβ , (A.159)
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where θαβ, the linearised middle-surface strain tensor, is given by
θαβ =
1
2
(vα|β + vβ|α)− bαβw . (A.160)
The shallow shell approximation is the simplest nonlinear theory, given that it only
contains one nonlinear term.
Now, the measures of stress in the shell are the stress resultants nαβ and the stress
couplesmαβ. We can determine these from the stress tensor τ ij in the shell [37]. First,
define
η = 1− 2θ3H + θ23K , (A.161)
where H and K are the mean and Gaussian curvatures, from equations (A.147) and
(A.148) respectively. Then, where µαλ is given in equation (A.146), define the tensor
σαβ = ηµαλτ
βλ , (A.162)
whence we define the stress resultants and stress couples by
nαβ =
∫ h/2
−h/2
σαβ dθ3 , (A.163)
mαβ =
∫ h/2
−h/2
σαβθ3 dθ3 . (A.164)
If we are considering the linear theory of shells, for which ραβ is as given previously
and γαβ = θαβ, it can be shown [37] that
nαβ = hEαβλµγλµ , (A.165)
mαβ =
h3
12
Eαβλµρλµ , (A.166)
where
Eαβλµ = G
(
aαλaβµ + aαµaβλ +
2ν
1− ν a
αβaλµ
)
(A.167)
is the elasticity tensor for shells. Here G is the shear modulus and ν is the Poisson
ratio. Using this tensor we can define the potential energy density of a shell,
V =
1
2
hEαβλµγαβγλµ +
1
24
h3Eαβλµραβρλµ , (A.168)
so that the stored energy of the shell is
W =
∫∫
mid-shell
surface
V dS . (A.169)
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A.4.3 Surface geometry in spherical polar coordinates
The shell that we will be considering is spherical, with a middle surface of radius
R̂ and a given thickness h. We will now write the shell tensors assuming that the
coordinates are
θ1 = θ , (A.170)
θ2 = φ , (A.171)
θ3 = R − R̂ , (A.172)
where θ, φ and R are given in equations (A.51)–(A.53). It is important to note that
the choices of the coordinates are different here than in Section A.3. The reason for
our choice here is that θ1 and θ2 are defined to be the in-surface coordinates of the
middle-surface of the shell, while θ3 is a coordinate perpendicular to the other two
with a value of zero on the surface itself.
Now, r¯(θ1, θ2) is the position vector of the middle-surface of the shell. In our
coordinates this is given by
r¯(θ1, θ2) = R̂ sin θ cosφex + R̂ sin θ sinφey + R̂ cos θ ez . (A.173)
This implies that
a1 = R̂ cos θ cosφex + R̂ cos θ sinφey − R̂ sin θ ez , (A.174)
a2 = −R̂ sin θ sinφex + R̂ sin θ cosφey . (A.175)
The remaining base vector a3 happens to be the unit vector in the R direction, namely
a3 = sin θ cosφex + sin θ sinφey + cos θ ez . (A.176)
The covariant metric tensors aαβ become
a11 = R̂
2 , (A.177)
a12 = a21 = 0 , (A.178)
a22 = R̂
2 sin2 θ , (A.179)
so that a = R̂4 sin2 θ and thus the contravariant metric tensors are given by
a11 =
1
R̂2
, (A.180)
a12 = a21 = 0 , (A.181)
a22 =
1
R̂2 sin2 θ
. (A.182)
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The tensor bαβ, from equation (A.144), is found to be
b11 = −R̂ , (A.183)
b12 = b21 = 0 , (A.184)
b22 = −R̂ sin2 θ , (A.185)
giving us the mean and Gaussian curvature,
H = − 1
R̂
, (A.186)
K =
1
R̂2
, (A.187)
respectively. Finally, the only non-zero components of the Christoffel symbols are
Γ¯122 = − sin θ cos θ , (A.188)
Γ¯212 = cot θ . (A.189)
A.4.4 Physical components of shell displacements
In terms of the spherical polar unit vectors given in equation (A.101), the base vectors
ai and ai become
a1 = R̂ eθ , (A.190)
a1 =
1
R̂
eθ , (A.191)
a2 = R̂ sin θ eφ , (A.192)
a2 =
1
R̂ sin θ
eφ , (A.193)
a3 = eR , (A.194)
a3 = eR . (A.195)
Thus, if we compare the displacement vector v in terms of base vectors and unit
vectors,
v = vαa
α + wa3 (A.196)
= vαaα + wa3 (A.197)
= vReR + vθeθ + vφeφ , (A.198)
we find that
vR = w , (A.199)
vθ =
v1
R̂
= R̂v1 , (A.200)
vφ =
v2
R̂ sin θ
= R̂ sin θ v2 . (A.201)
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Appendix B
Associated Legendre Functions
The associated Legendre functions P
(m)
n (µ) satisfy the associated Legendre equation,
(1− µ2)d
2P
(m)
n
dµ2
− 2µdP
(m)
n
dµ
+
[
n(n+ 1)− m
2
1− µ2
]
P (m)n (µ) = 0 , (B.1)
where the degree n is a non-negative integer, and the order m takes the values
0, 1, . . . , n. We can also define Legendre functions for negative n by setting
P (m)n (µ) = P
(m)
−n−1(µ) (B.2)
for n = −1,−2,−3, . . . . Legendre functions of order zero are polynomials for inte-
ger n and are thus known as Legendre polynomials. Some useful relations between
Legendre functions given by Lebedev [57] are shown below.
(1− µ2)dP
(m)
n
dµ
= (n+m)P
(m)
n−1(µ)− nµP (m)n (µ) , (B.3)
P (m)n (µ) = (−1)m(1− µ2)m/2
dmP
(0)
n
dµm
, (B.4)
µP (0)n
′
(µ)− P (0)n−1
′
(µ) = nP (0)n (µ) , (B.5)
P
(0)
n+1
′
(µ)− P (0)n−1
′
(µ) = (2n+ 1)P (0)n (µ) , (B.6)
µP (m)n (µ) =
n−m+ 1
2n+ 1
P
(m)
n+1(µ) +
n+m
2n+ 1
P
(m)
n−1(µ) . (B.7)
From equations (B.3) and (B.4) we find that
(1− µ2)P (0)n
′
(µ) = nP
(0)
n−1(µ)− nµP (0)n (µ) (B.8)
=
n(n+ 1)
2n+ 1
[
P
(0)
n−1(µ)− P (0)n+1(µ)
]
, (B.9)
and
P (1)n (µ) = −
√
1− µ2P (0)n
′
(µ) (B.10)
⇒ P (1)n
′
(µ) =
µ√
1− µ2P
(0)
n
′
(µ)−
√
1− µ2P (0)n
′′
(µ) . (B.11)
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The orthogonality condition is∫ 1
−1
P
(m)
k (µ)P
(m)
l (µ) dµ =
2
2k + 1
(k +m)!
(k −m)!δkl . (B.12)
Some useful specific examples are
P
(0)
0 (µ) = 1 , (B.13)
P
(0)
1 (µ) = µ , (B.14)
P
(0)
2 (µ) =
1
2
(3µ2 − 1) , (B.15)
P
(1)
0 (µ) = 0 , (B.16)
P
(1)
1 (µ) = −
√
1− µ2 , (B.17)
P
(1)
2 (µ) = −3µ
√
1− µ2 . (B.18)
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Appendix C
Some Identities Involving Lattice
Sums
In this appendix we prove two results involving the Coulombic lattice sums Sn, which
were defined in equation (2.169).
C.1 Restrictions on the value of a lattice sum to
ensure periodicity
Here we show that, with reference to equations (2.185)–(2.190), the functions χ
(m)
i
would not be periodic unless S2 = ±π for i = 1, 2 respectively. We consider the
function χ
(m)
1 only; the result for χ
(m)
2 follows by using the identity (2.191).
Substituting for
(
1+α
1−α
)
φn from (2.154) into (2.151), we obtain
χ
(m)
1 = ℜ
{
∞∑
n=1
[(γ
2
)2n
φnZ
−n
+Zn
∞∑
m=1
(−1)m
(γ
2
)2m
φm
(
m+ n− 1
n
)
Sm+n
]}
. (C.1)
We set ηn = φn(γ/2)
2n for brevity, and evaluate the above expression at the points
(X,Y ) = (±1/2, 0). Then
χ
(m)
1 (±12 , 0) =
∞∑
n=1
[
ηn(±1)n2n
+(±1)n2−n
∞∑
m=1
(−1)mηm
(
m+ n− 1
n
)
Sm+n
]
. (C.2)
Now, for periodicity we must have
χ
(m)
1 (+
1
2
, 0)− χ(m)1 (−12 , 0) = 0 . (C.3)
241
Thus
∞∑
n=1
n odd
[
ηn2
n + 2−n
∞∑
m=1
(−1)mηm
(
m+ n− 1
n
)
Sm+n
]
= 0 (C.4)
⇒
∞∑
k=1
[
η2k−12
2k−1 + 2−2k+1
∞∑
m=1
(−1)mηm
(
m+ 2k − 2
2k − 1
)
Sm+2k−1
]
= 0 . (C.5)
Now, Sm+2k−1 = 0 unless m is odd. Thus
∞∑
k=1
[
η2k−12
2k−1 − 2−2k+1
∞∑
j=1
η2j−1
(
2j + 2k − 3
2k − 1
)
S2j+2k−2
]
= 0 , (C.6)
which can be rewritten, on changing the order of summation, as
∞∑
j=1
Γjη2j−1 = 0 , (C.7)
where
Γj =
∞∑
k=1
[
22k−1δjk − 2−(2k−1)
(
2j + 2k − 3
2k − 1
)
S2j+2k−2
]
. (C.8)
In general, therefore, to satisfy (C.7), we must have Γj = 0 for each j = 1, 2, . . . . In
particular, we need Γ1 = 0, or
∞∑
k=1
S2k
22k
= 1 . (C.9)
Of the quantities in this sum, each is known definitively except for S2. We find that
S2 = 4
[
1−
∞∑
j=1
S4j
24j
]
, (C.10)
since (apart from S2) we know that Sk = 0 unless k is an integer multiple of 4.
Now, consider the lattice Λ defined in equation (2.165), which we rewrite for
convenience:
Λ =
{
(k, l) ∈ Z2 : (k, l) 6= (0, 0)} . (C.11)
Define the lattice
Λ∗ = Λ ∪ (0, 0) , (C.12)
then the Weierstrass zeta function for Λ∗ is defined [25] by
ζ(z) =
1
z
+
∑
λ∈Λ∗\(0,0)
=Λ
[
1
z − λ +
1
λ
+
z
λ2
]
. (C.13)
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This can be expanded in a series
ζ(z) =
1
z
−
∑
λ∈Λ
∞∑
m=2
zm
λm+1
(C.14)
=
1
z
−
∞∑
m=2
zmSm+1 (C.15)
=
1
z
−
∞∑
j=1
z4j−1S4j . (C.16)
Evaluating this function at z = 1/2 gives
ζ(1/2) = 2−
∞∑
j=1
S4j
24j−1
(C.17)
= 2
(
1−
∞∑
j=1
S4j
24j
)
(C.18)
=
S2
2
(C.19)
from (C.10). However, it can be shown [60] that ζ(1/2) = π/2. Thus
S2 = π , (C.20)
as required.
C.2 The proof of equation (2.268)
In this section we will show that
∞∑
j=1
(−1)n+j
22n+2j−2
(
4n+ 4j − 5
4j − 2
)
S4n+4j−4 = 1 , (C.21)
which was the one step omitted from the analysis of the sum Σ on page 42. This
proof was suggested to the author by David Allwright.
Let ℘ be the Weierstrass elliptic function for the lattice Λ∗ given in (C.12). This
is defined [25] by
℘(z) =
1
z2
+
∑
λ∈Λ
(
1
(z − λ)2 −
1
λ2
)
(C.22)
=
1
z2
+
∑
λ∈Λ
∞∑
m=1
(m+ 1)λ−(m+2)zm for |z| < min |λ| (C.23)
=
1
z2
+
∞∑
m=1
(m+ 1)Sm+2z
m . (C.24)
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However, Sm = 0 unless m is a multiple of 4. Set m+ 2 = 4k in the sum, then
℘(z) =
1
z2
+
∞∑
k=1
(4k − 1)S4kz4k−2 . (C.25)
On differentiating this expression 4n− 4 times, we obtain
℘(4n−4)(z) = (4n− 3)! z−(4n−2) +
∞∑
k=n
(4k − 1)!
(4k − 4n+ 2)!S4kz
4k−4n+2 . (C.26)
Evaluating this expression at z = z0 := (1 + i)/2, we obtain
℘(4n−4)(z0) = (4n− 3)! 22n−1 exp
(
− iπ
2
(2n− 1)
)
+
∞∑
k=n
(4k − 1)!
(4k − 4n+ 2)!S4k2
2n−2k−1 exp
(
iπ
2
(2k − 2n+ 1)
)
(C.27)
= (4n− 3)! 22n−1e− ipi2 (2n−1)
{
1 +
∞∑
k=n
(
4k − 1
4k − 4n+ 2
)
(−1)k
22k
S4k
}
(C.28)
= (4n− 3)! 22n−1e− ipi2 (2n−1)
×
{
1−
∞∑
j=1
(
4n+ 4j − 5
4j − 2
)
(−1)n+jS4n+4n−4
22n+2j−2
}
. (C.29)
Thus (C.21) is equivalent to the statement that ℘(4n−4)(z0) = 0. However, ℘(z) =
℘(z − 1) by the definition (C.22) above. Thus
℘(z0 + iz) = ℘(z0 + iz − 1) (C.30)
= ℘(z0 + iz − z0 + iz0) (C.31)
= ℘(i(z0 + z)) (C.32)
= −℘(z0 + z) , (C.33)
by equation (C.25). Differentiating 4n− 4 times, we have
i4n−4℘(4n−4)(z0 + iz) = −℘(4n−4)(z0 + z) , (C.34)
which we evaluate at z = 0 to obtain
℘(4n−4)(z0) = −℘(4n−4)(z0) (C.35)
= 0 , (C.36)
which establishes the identity.
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Appendix D
Coefficients for the Split Shell
In this appendix we note down the exact forms for the coefficients of equations
(5.112)–(5.117). The term δn,0 that occasionally appears is Kronecker’s delta.
A1n =
[
− (n+ 1)n(n− 1)λn−1 + [4(1− νs)(2n+ 1)− 2n]n(n− 1)
2n− 1
]
Rn−20 , (D.1)
A2n =
(n+ 1)(2n+ 5) [2νs − (n− 2)(n+ 1)]
2n+ 3
Rn0 , (D.2)
A3n =
n(2n− 3) [n(n+ 3)− 2νs]
2n− 1 R
−n−1
0 , (D.3)
A4n = −
2(1− 2νs)
R30
δn,0 +
[
n(n+ 1)(n+ 2)λ−(n+2)
+
2(n+ 2)(n+ 1) [2(1− νs)(2n+ 1)− (n+ 1)]
2n+ 3
]
R−n−30 , (D.4)
B1n =
[
− (n+ 1)(n− 1)λn−1 + 2(n− 1) [2(1− νs)(2n+ 1)− n]
2n− 1
]
Rn−20 , (D.5)
B2n =
(2n+ 5) [2(1− νs)− (n+ 1)2]
2n+ 3
Rn0 , (D.6)
B3n =
(2n− 3) [2(1− νs)− n2]
2n− 1 R
−n−1
0 , (D.7)
B4n =
[
− n(n+ 2)λ−(n+2) − 2(n+ 2) [2(1− νs)(2n+ 1)− (n+ 1)]
2n+ 3
]
R−n−30 , (D.8)
C1n =
[
− (n+ 1)n(n− 1)λn−1 + [4(1− νs)(2n+ 1)− 2n]n(n− 1)
2n− 1
]
Rn−21 , (D.9)
C2n =
(n+ 1)(2n+ 5) [2νs − (n− 2)(n+ 1)]
2n+ 3
Rn1 , (D.10)
C3n =
n(2n− 3) [n(n+ 3)− 2νs]
2n− 1 R
−n−1
1 , (D.11)
C4n = −
2(1− 2νs)
R31
δn,0 +
[
n(n+ 1)(n+ 2)λ−(n+2)
+
2(n+ 2)(n+ 1) [2(1− νs)(2n+ 1)− (n+ 1)]
2n+ 3
]
R−n−31 , (D.12)
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C5n = −
n(2n− 3) [n(n+ 3)− 2νm]
2n− 1 R
−n−1
1 ,
(n even) (D.13)
C6n = −n(n+ 1)(n+ 2)R−n−31 ,
(n even) (D.14)
C7n = −
2(n+ 2)(n+ 1) [2(1− νm)(2n+ 1)− (n+ 1)]
2n+ 3
R−n−31 ,
(n even) (D.15)
C8 = −2qz
3
, (D.16)
C9 = −
(
qR +
qz
3
)
, (D.17)
D1n =
[
− (n+ 1)(n− 1)λn−1 + 2(n− 1) [2(1− νs)(2n+ 1)− n]
2n− 1
]
Rn−21 , (D.18)
D2n =
(2n+ 5) [2(1− νs)− (n+ 1)2]
2n+ 3
Rn1 , (D.19)
D3n =
(2n− 3) [2(1− νs)− n2]
2n− 1 R
−n−1
1 , (D.20)
D4n =
[
− n(n+ 2)λ−(n+2) − 2(n+ 2) [2(1− νs)(2n+ 1)− (n+ 1)]
2n+ 3
]
R−n−31 , (D.21)
D5n = −
(2n− 3) [2(1− νm)− n2]
2n− 1 R
−n−1
1 ,
(n even) (D.22)
D6n = n(n+ 2)R
−n−3
1 ,
(n even) (D.23)
D7n =
2(n+ 2) [2(1− νm)(2n+ 1)− (n+ 1)]
2n+ 3
R−n−31 ,
(n even) (D.24)
D8 = −qz
3
, (D.25)
E1n =
1
2Gs
[
− n(n + 1)λn−1 + 2n [2(1− νs)(2n+ 1)− n]
2n− 1
]
Rn−11 , (D.26)
E2n =
1
2Gs
(n+ 1)(2n+ 5) [4(1− νs)− (n+ 2)]
2n+ 3
Rn+11 , (D.27)
E3n = −
1
2Gs
n(2n− 3) [4(1− νs) + (n− 1)]
2n− 1 R
−n
1 , (D.28)
E4n =
(1− 2νs)
2GsR21
δn,0 +
1
2Gs
[
− n(n + 1)λ−(n+2)
+
2(n+ 1) [(n+ 1)− 2(1− νs)(2n+ 1)]
2n+ 3
]
R−n−21 , (D.29)
E5n =
1
2Gm
n(2n− 3) [4(1− νm) + (n− 1)]
2n− 1 R
−n
1 ,
(n even) (D.30)
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E6n =
1
2Gm
n(n+ 1)R−n−21 ,
(n even) (D.31)
E7n = −
1
2Gm
2(n+ 1) [−2(1− νm)(2n+ 1) + (n+ 1)]
2n+ 3
R−n−21 ,
(n even) (D.32)
E8 = −R1qz
3Gm
, (D.33)
E9 = −(1− 2νm)R1(3qR + qz)
6Gm(1 + νm)
, (D.34)
F 1n =
1
2Gs
[
− (n+ 1)λn−1 + 4(1− νs)(2n+ 1)− 2n
2n− 1
]
Rn−11 , (D.35)
F 2n = −
1
2Gs
(2n+ 5) [4(1− νs) + (n+ 1)]
2n+ 3
Rn+11 , (D.36)
F 3n = −
1
2Gs
(2n− 3) [4(1− νs)− n]
2n− 1 R
−n
1 , (D.37)
F 4n =
1
2Gs
[
nλ−(n+2) +
4(1− νs)(2n+ 1)− 2(n+ 1)
2n+ 3
]
R−n−21 , (D.38)
F 5n =
1
2Gm
(2n− 3) [4(1− νm)− n]
2n− 1 R
−n
1 ,
(n even) (D.39)
F 6n = −
1
2Gm
nR−n−21 ,
(n even) (D.40)
F 7n = −
1
2Gm
4(1− νm)(2n+ 1)− 2(n+ 1)
2n+ 3
R−n−21 ,
(n even) (D.41)
F 8 = −R1qz
6Gm
. (D.42)
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