A neural network which is capable of recalling without errors any set of linearly independent patterns is studied. The network is based on a Hamiltonian version of the model of Personnaz et al. 
I. INTRODUCTION A. Neural networks with local learning rules
Recently there has been an upsurge of interest in models of neural networks which exhibit associative memory. ' In many of the models, the network consists of a highly connected system of spins (neurons) whose internal connections (synapses) are updated to facilitate the storage and the retrieval of information. Usually the synapses are designed so that a given set of states of the system become fixed attractors of its dynamic evolution. These states are the patterns which are memorized by the network. This memory is associative: starting from an initial state which partially resembles one of the patterns the system evolves fast into that pattern. We will assume for specifity that the neurons are two-state elements S=+l. A network of N neurons has 2 possible states.
Out of these, a set of p states tPI (i =1,2, . . . , N; p = 1,2, . . . ,p ) constitutes the patterns or memories. Note that each g"; is either + 1 or -1. It represents the value of S; in the pth pattern. The synapse between S; and SJ. is denoted by J,z.
Most studies of neural networks focused on local learning rules: Each JJ depends only on the values of P and gj". Loca1ity of the learning rules is a reasonable condition for biological networks. There, the synapses are modified presumably by the past activities of the neurons they connect. These past activities are represented by the "quenched" values g'~a nd gj". In building artificial de- vices the restriction of locality can be lifted. Furthermore, it is not unreasonable that even in biological systems, some long-term synaptic modifications which depend on the history of activity of a large group of neurons might occur, in addition to the main local modifications.
It is thus interesting to study the potential of networks with nonlocal learning rules.
Local learning rules have the common limitation that correlated patterns are difficult to learn. The overlaps between the patterns are characterized by the matrix, N C", =N ' g g";g, ", p, v=1,2, . . . , p .
(1.1) 
It is also useful to define the local susceptibility C=P(1 -q) .
(3.5)
The free energy per, spin is
where (( )) denotes average over g";.
The ground state of the free energy is always given by the Mattis states, which are of the type (S; ) =g;m, (a&) =m5&i, m =tanh(pm), (3.3) regardless of the correlations among the patterns. The nature of other solutions depends on the overlap matrix C. In the specific case of random uncorrelated patterns, (C ')z -5& -0(Ã ' ), which can be neglected if p is finite In this ca. se, mz -- a& and the present model and
Hopfield's' model are identical. As p increases, the total contribution of the off-diagonal elements of C ' to Eqs. (3.2) increase and this leads to different behavior of the two models in the limit of large p. This limit is studied in the following.
In the MFT, the local magnetizations have the following form:
where C is defined in Eq. (3.7). Note that J is always smaller than 1, and equals 1 at a=0. 
Equation (829) 
As a~ag, y approaches unity, C diverges as (4/m -1)/(1 -y), J vanishes as 2/mC, and ra=2/yrJ C approaches yr/2.
Equations (823) - (825) [Eqs. (810) - (814) 
