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We study strongly correlated ground states of dipolar fermions in a honeycomb optical lattice with
spatial variations in hopping amplitudes. Similar to a strained graphene, such nonuniform hopping
amplitudes produce valley-dependent pseudomagnetic fields for fermions near the two Dirac points,
resulting in the formation of Landau levels. The dipole moments polarized perpendicular to the
honeycomb plane yield a long-range repulsive interaction. By exact diagonalization in the zeroth-
Landau-level basis, we show that this repulsive interaction stabilizes a variety of valley-polarized
fractional quantum Hall states such as Laughlin and composite-fermion states. The present system
thus offers an intriguing platform for emulating fractional quantum Hall physics in a static optical
lattice. We calculate the energy gaps above these incompressible states, and discuss the temperature
scales required for their experimental realization.
PACS numbers: 37.10.Jk, 73.43.-f, 73.22.Pr
I. INTRODUCTION
Fractional quantum Hall (FQH) effect [1, 2], which was
first discovered in GaAs/AlGaAs heterostructures [3], is a
remarkable manifestation of strong correlations between
electrons. It arises from fractional filling of a massively
degenerate Landau level in a high magnetic field, where
the interaction effect is significantly enhanced. Conse-
quently, the ground states are highly entangled in both
real and momentum spaces, as exemplified by Laughlin
wave functions [4]. FQH states are examples of topo-
logically ordered states of matter with long-range entan-
glement, and exhibit anyonic excitations with fractional
charge and statistics [5]. The statistics obeyed by anyons
form a representation of the braid group, and can be non-
Abelian. Possible non-Abelian anyons in the half-filled
second Landau level [6–8] offer candidate building blocks
for a fault-tolerant topological quantum computation [9].
Since the realization of FQH states requires an ex-
tremely clean two-dimensional system with high mobility,
their studies have been limited to silicon, III-V, and ox-
ide heterostructures [3, 6, 10–12] and graphene [13, 14].
Laser-cooled atomic systems, which have unprecedented
cleanness, can offer a new platform for the studies of FQH
states [15, 16]. While a usual magnetic field does not pro-
duce a Lorentz force for neutral atoms, different methods
of engineering synthetic magnetic fields that do produce
such a force have been developed [17, 18]. Such methods
include rotation [19–22] and optical dressing [23–27] of
atoms in continuum and laser-induced tunneling in opti-
cal lattices [28–31] and synthetic dimensions [32–34]. On
the theoretical side, a variety of FQH states have been
predicted to appear in scalar Bose gases in synthetic mag-
netic fields, which include a bosonic Laughlin state [35]
and non-Abelian Read-Rezayi states [22, 36, 37]. High
controllability of ultracold atoms offers a potential ad-
vantage in the manipulation of non-Abelian excitations
over solid-state devices.
While high synthetic magnetic fields have already been
realized with the technique of laser-induced tunneling
[28–31, 33, 34], the Raman processes used in this tech-
nique involve heating of the system, which crucially limits
the time scale of experiments. Recently, Tian, Endres,
and Pekker [38] have proposed an interesting scheme
that is free from this difficulty. Their theoretical pro-
posal is inspired by the fact that in graphene [39–41]
and molecular graphene [42], nonuniform strain induces
valley-dependent high pseudomagnetic fields for fermions
near the two Dirac points [43]. The authors of Ref. [38]
have proposed a method of generating spatially varying
hopping amplitudes in a honeycomb optical lattice, which
can mimic these systems. It is based on a simple config-
uration where three Gaussian laser beams intersect at
120◦ but their centers are displaced from the center of
the system. This scheme can realize quasiuniform high
pseudomagnetic fields in a static optical lattice, and sig-
nificantly enlarge the time scale of experiments.
It is interesting to ask what quantum phases emerge by
loading interacting fermions in such a “strained” honey-
comb optical lattice. For strained graphene, where elec-
trons interact via a Coulomb interaction, the emergence
of valley-polarized (fractional) quantum Hall states and
valley-symmetric topological states has been discussed
[44, 45]. For ultracold spin- 12 fermionic atoms, the dom-
inance of an intercomponent s-wave interaction is likely
to lead to the spontaneous spin polarization; the result-
ing system is essentially noninteracting due to the ab-
sence of an intracomponent s-wave interaction, and can-
not stabilize a topologically ordered state. By contrast,
if the fermions possess large electric or magnetic dipole
moments [46], they interact via a long-range interaction
even when the spin state is polarized. There has recently
been a remarkable progress in the creation and manipu-
lation of dipolar Fermi gases. Fermionic polar molecules
such as 40K87Rb [47–50] and 23Na40K [51, 52] have been
prepared in their absolute ground states while magnetic
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2atoms such as 161Dy [53], 167Er [54], and 53Cr [55] have
been brought to Fermi degeneracy.
In this paper, we study strongly correlated ground
states of dipolar fermions in a strained honeycomb op-
tical lattice, which can be realized with the scheme of
Ref. [38]. The dipole moments are taken to be polar-
ized perpendicular to the honeycomb plane, yielding a
long-range repulsive interaction. The low-energy effec-
tive theory of this system is given by interacting Dirac
fermions near two valleys in mutually antiparallel mag-
netic fields. We simulate this theory by exact diagonal-
ization (ED) in the zeroth-Landau-level (ZLL) basis in a
spherical geometry. We find that there appear a variety
of valley-polarized FQH states such as Laughlin [4] and
composite-fermion states [56–58] of particles and holes.
The present system thus offers an intriguing platform for
emulating FQH physics in a static optical lattice. We cal-
culate the energy gaps above these incompressible states,
and discuss the temperature scales required for their ex-
perimental realization.
The rest of the paper is organized as follows. In Sec. II,
we describe our system and explain how spatially varying
hopping amplitudes in a honeycomb optical lattice gener-
ate pseudomagnetic fields. We then derive a low-energy
effective theory of this system, which has the form of in-
teracting two-species Dirac fermions in antiparallel mag-
netic fields. In Sec. III, we formulate the problem using
the ZLL basis in the spherical geometry, which is useful
in numerical analyses. In Sec. IV, we present our ED
results. In particular, we perform an extensive search for
FQH states, and calculate the energy gaps above these
ground states. We discuss the possibility of realizing
these states in a particular optical lattice setup. In Sec.
V, we present a summary of this paper, and discuss an
outlook for future studies. In Appendix A, we give details
of the calculation of pseudopotentials.
II. DIPOLAR FERMIONS IN A STRAINED
HONEYCOMB OPTICAL LATTICE
We consider a system of fermions loaded into a honey-
comb optical lattice with an effective “strain” due to spa-
tially varying hopping amplitudes. Each fermionic atom
or molecule possesses a electric or magnetic dipole mo-
ment polarized perpendicular to the honeycomb plane,
yielding a long-range dipole-dipole interaction V (r) =
Cr−3, where C is a constant. We review how spatially
varying hopping amplitudes produce valley-dependent
pseudomagnetic fields for fermions near the two Dirac
points. We then introduce the continuum description
of the system in terms of interacting two-species Dirac
fermions in antiparallel magnetic fields.
The honeycomb lattice consists of two sublattices A
and B. We introduce three vectors
δ1 =
a
2
(
√
3ex + ey), δ2 =
a
2
(−
√
3ex + ey), δ3 = −aey,
(1)
which connect any A site to its three neighboring B sites.
Here, a is the length of a nearest-neighbor bond, and ex
and ey are the unit vectors along x and y directions,
respectively. The triangular Bravais lattice is generated
by the basis vectors a1 = δ1 − δ2 and a2 = δ1 − δ3, and
the area of the unit cell is Ac = |a1 × a2| = 3
√
3a2/2.
For a sufficiently deep optical lattice, the kinetic part
Hkin of the Hamiltonian is well described by a tight-
binding model in a honeycomb lattice. We first consider
a spatially uniform optical lattice with hopping ampli-
tudes tj(> 0) along δj (j = 1, 2, 3) [59]. In this case,
Hkin is given by
Hkin =
∑
k
(
c†A(k), c
†
B(k)
)(
0 f∗(k)
f(k) 0
)(
cA(k)
cB(k)
)
,
(2)
f(k) =
∑
j
tje
−ik·δj , (3)
where cX(k) annihilates a fermion with wave vector k on
the sublattice X(= A,B). When t1 = t2 = t3, the energy
bands ±|f(k)| exhibit two Dirac cones at the two Bril-
louin zone corners Kξ = ξK = −ξ(4pi/3
√
3a)ex, where
ξ = ± is the valley index. When tj ’s are not equal,
the Dirac points are shifted from Kξ. To see it, we set
k = ξK + q and expand f(k) in terms of qa. Assuming
tj ≈ t (j = 1, 2, 3), we find
f(ξK + q) ≈ vF [ξ(~qx − ξAx) + i(~qy − ξAy)] , (4)
where vF = 3ta/2~ is the velocity of the Dirac fermions,
and
vFAx =
1
2
(t1 + t2)− t3, vFAy =
√
3
2
(t2 − t1). (5)
As seen in Eq. (4), the two Dirac points shift in mutually
opposite directions by the vectors ξA/~. When the Fermi
level is close to the Dirac points, Hkin can be effectively
described at low energies by two-species massless Dirac
fermions as
Hkin =
∑
ξ=±
∑
q:|q|<∆
(
c†A(ξK + q), c
†
B(ξK + q)
)
× vF (~q − ξA) · τξ
(
cA(ξK + q)
cB(ξK + q)
)
(6)
→ vF
∑
ξ=±
∫
d2rΨ†ξ(r)(p− ξA) · τξΨξ(r), (7)
where ∆ is a high-wave-number cutoff, p = −i~(∂x, ∂y)
is the momentum operator, and τξ = (ξσ
x, σy) with
(σx, σy, σz) being the Pauli matrices. When going from
Eq. (6) to Eq. (7), we have performed replacements
∑
q:|q|<∆
→
∫ Acd2q
(2pi)2
,
(
cA(ξK + q)
cB(ξK + q)
)
→ Ψξ(q)√Ac
, (8)
3and the Fourier transformation
Ψξ(r) =
∫
d2q
(2pi)2
Ψξ(q)e
iq·r. (9)
The fermionic operator c(r) on the original lattice site
r ∈ X(= A,B) is related to Ψξ(r) = t(Ψξ,A(r),Ψξ,B(r))
as
c(r) =
∑
ξ=±
∑
q:|q|<∆
cX(ξK + q)e
i(ξK+q)·r
→
√
Ac
∑
ξ=±
eiξK·rΨξ,X(r).
(10)
When the hopping amplitudes vary slowly in space,
the shift ξA in the Dirac Hamiltonian (7) also varies spa-
tially and plays a role of a pseudovector potential. Tian
et al. [38] have proposed that such spatially varying hop-
ping amplitudes tj(r) (j = 1, 2, 3) can be generated in a
honeycomb optical lattice by starting from a standard
configuration of three Gaussian laser beams intersecting
at 120◦ [60, 61] and displacing the centers of the beams
from the center of the systems. The induced pseudovec-
tor potentials ξA(r) are shown to lead to quasiuniform
pseudomagnetic fields ξB(r) = ξ[∂xAy(r)− ∂yAx(r)] for
fermions near the two valleys. The mutually opposite
signs of the pseudomagnetic fields for the two valleys
come from the fact that the nonuniform hopping ampli-
tudes do not break the time-reversal symmetry. We note
that here time reversal is defined as the complex con-
jugation operator for polarized fermions (and does not
involve a spin rotation).
Next we consider the interaction part of the Hamilto-
nian,
Hint =
1
2
∑
r,r′
V (|r − r′|) : n(r)n(r′) :, (11)
where n(r) = c†(r)c(r) is the number operator at the
site r, and the colons : · : indicate the normal ordering.
By performing replacement
∑
r =
∑
X=A,B
∑
r∈X →∑
X
∫
d2r/Ac and using Eq. (10), we obtain the effective
interactions between Dirac fermions as
Hint →
∑
ξ1,ξ2,η1,η2=±
∫
d2rd2r′ V (|r − r′|)
× e−i(ξ1−ξ2)K·r−i(η1−η2)K·r′
× : Ψ†ξ1(r)Ψξ2(r)Ψ†η1(r′)Ψη2(r′) : .
(12)
Here, valley-converting processes with ξ1 6= ξ2 or η1 6= η2
involve highly oscillating factors e±2iK·r or e±2iK·r
′
, and
can be neglected if the interaction V (r−r′) varies slowly
over the scale of the lattice constant. In such a case, the
interaction Hamiltonian can be recast into the sum of
intra-valley and inter-valley density-density interactions
as
Hint =
∑
ξ,η=±
H
(ξ,η)
int ,
H
(ξ,η)
int =
1
2
∫
d2rd2r′ V (|r − r′|) : ρξ(r)ρη(r′) :,
(13)
FIG. 1. (Color online) Top: Dirac spectra near the val-
leys K±. Bottom: Relativistic Landau levels (14) in valley-
dependent pseudomagnetic fields ±B. Each level at each val-
ley is Nφ-fold degenerate. We consider the case when the
Fermi level lies near the ZLL n = 0 and this level is partially
populated. The number of fermions in the ZLL at the valley
K± is denoted by N±.
where ρξ(r) = Ψ
†
ξ(r)Ψξ(r) is the density operator for the
valley ξ = ±.
At each valleyKξ, a spatially uniform pseudomagnetic
field ξB leads to the formation of relativistic Landau lev-
els [62, 63]
n =
√
2~vF
lB
sgn(n)
√
|n|, n ∈ Z. (14)
Each level has the degeneracy Nφ = A/2pil2B , where A is
the area of the system. Below we consider the case when
the Fermi level lies near the ZLL n = 0 and this level is
partially populated as in Fig. 1. When the interaction en-
ergy scale is much smaller than the Landau-level spacing√
2~vF /lB , we can analyze the interaction Hamiltonian
(13) within the restricted manifold spanned by the ZLL
states. The number of fermions, Nξ, in the ZLL is in-
dependently conserved at each valley Kξ since Hint does
not involve inter-valley tunneling within our approxima-
tion in Eq. (13). Exact diagonzalization calculation can
thus be performed separately in each sector with fixed
N±. Similar to the case of graphene, we define the filling
factor ν as
ν = −1 + ν˜ = N+ +N− −Nφ
Nφ
, (15)
which ranges over −1 < ν < 1 in the present case. The
case of ν = 0 corresponds to the half-filled ZLL. Because
the particle-hole transformation relates the physics for
±|ν|, we focus on the case of −1 < ν < 0 (i.e., 0 < ν˜ < 1).
4III. SPHERICAL GEOMETRY
To analyze the interaction Hamiltonian (13) in the
ZLL, it is useful to adopt the spherical geometry [64, 65],
which is uniform and has no edge. In Sec. III A, we re-
view the relativistic Landau model on a sphere, which
has been solved in Refs. [66, 67]. We describe the deriva-
tion of the single-particle eigenstates in the ZLL, based
on an algebraic method formulated recently by Hasebe
[68]. In Sec. III B, we construct Haldane’s pseudopoten-
tials [64] in the ZLL for a power-law-decaying interaction,
with particular focus on the case of a dipole-dipole inter-
action.
A. Single-particle eigenstates
We consider two-species Dirac fermions labeled by the
valley index ξ = ± and subject to antiparallel pseudo-
magnetic fields on a sphere. Each species has two pseu-
dospin states, which correspond to the two sublattices of
the honeycomb lattice. We introduce the polar coordi-
nates (r, θ, φ) and the associated unit vectors er, eθ, eφ.
We place magnetic monopoles of valley-dependent inte-
ger charges ξNφ ≡ ξ(2S) (in units of flux quantum 2pi~)
at the center of the sphere. These monopoles produce
uniform magnetic fields ξBer on the sphere of radius
R = lB
√
S, where lB =
√
~/B is the magnetic length.
The corresponding vector potentials in the Schwinger
gauge are given by ξA(r), where
A(r) = −2pi~Nφ cot θ
4pir
eφ = −~S cot θ
r
eφ. (16)
As an analogue of the Dirac Hamiltonian in Eq. (7),
we consider the following single-particle Hamiltonian on
a sphere:
Hξ = vF
(
piθξτ
x
ξ + pi
φ
ξ τ
y
ξ
)
, (17)
where
eθpi
θ
ξ + eφpi
φ
ξ =
[
−i~∇− ξA(r)− eφ ~
R
τzξ
2
cot θ
] ∣∣∣∣
r=R
,
(18)
is an analogue of the dynamical momentum for the rela-
tivistic problem, and τξ = (ξσ
x, σy, ξσz). Here, the last
term in Eq. (18) originates from the spin connection [66–
68], and has the effect of modifying the monopole charge
ξ(2S) by ξ(∓1). Using Eq. (16) and the representation
of ∇ in the spherical coordinate, we obtain
piθξ =
~
R
(−i∂θ), piφξ =
~
R
[ −i
sin θ
∂φ + ξ
(
S − σ
z
2
)
cot θ
]
.
(19)
To reveal the algebraic aspect of the problem, it is
useful to introduce the edth differential operators [69–
71]
ð(S)+ ≡ (sin θ)S(∂θ +
i
sin θ
∂φ)(sin θ)
−S
= ∂θ − S cot θ + i
sin θ
∂φ,
ð(S)− ≡ (sin θ)−S(∂θ −
i
sin θ
∂φ)(sin θ)
S
= ∂θ + S cot θ − i
sin θ
∂φ,
(20)
and the orbital angular momentum operator
L(S) = r ×
(
p+
~S cot θ
r
eφ
)
− ~Ser. (21)
Here, L(S) is the generator of the spherical symmetry in
the non-relativistic Landau problem on a sphere with a
monopole charge 2S [64, 65], and obeys the standard al-
gebra of an angular momentum. Furthermore, the edth
and angular momentum operators obey the following al-
gebra:
ð(S−1)+ ð
(S)
− − ð(S+1)− ð(S)+ = −2S, (22a)
ð(S−1)+ ð
(S)
− + ð
(S+1)
− ð
(S)
+ = −2(L(S)
2 − S2), (22b)
L(S+1)ð(S)+ − ð(S)+ L(S) = 0, (22c)
L(S−1)ð(S)− − ð(S)− L(S) = 0. (22d)
Using the edth operators (20), the Hamiltonian (17) is
expressed simply as [68]
Hξ = ξ ~vF
R
 0 −ið(ξS+ ξ2 )−ξ
−ið(ξS−
ξ
2 )
ξ 0
 . (23)
Using Eqs. (22c) and (22d), one can show that the fol-
lowing total angular momentum operator Jξ commutes
with Hξ:
Jξ =
(
L(ξS−
ξ
2 ) 0
0 L(ξS+
ξ
2 )
)
. (24)
The unsymmetric form of this operator for the two
species arises from the effective shifts in the monopole
charge due to the spin connection in Eq. (18). Using
Eqs (22a) and (22b), we find
Hξ2 =
(
~vF
R
)2(
Jξ
2 +
1
4
− S2
)
, (25)
from which we obtain the energy spectrum
n =
~vF
R
sgn(n)
√
|n|(2S + |n|), n ∈ Z. (26)
The n-th level has the magnitude j = S − 12 + |n| of
the angular momentum Jξ, and is (2j + 1)-fold degen-
erate. The sphere spectrum (26) coincides with the disc
spectrum (14) when |n|  S.
5The single-particle eigenstates in the ZLL (n = 0) have
the total angular momentum j = S − 12 ≡ S˜, and are
given by
ψ(+)m (r) =
v¯S˜+m(−u¯)S˜−m√
4piR2NS˜,−m
(
1
0
)
, (27a)
ψ(−)m (r) =
uS˜+mvS˜−m√
4piR2NS˜m
(
1
0
)
, (27b)
for the valleys ξ = ±1, respectively. Here, m = −S˜, ..., S˜
is the z component of total angular momentum, and r is
constrained to the surface of the sphere (r = Rer). We
have also introduced the spinor coordinates
u = cos(θ/2)eiφ/2 ≡ ceiφ/2,
v = sin(θ/2)e−iφ/2 ≡ se−iφ/2,
(28)
and their complex conjugate counterparts u¯ and v¯, where
c and s are shorthand notations. The normalization fac-
tor NS˜m is calculated to be
NS˜m =
∫
d2r
4piR2
c2(S˜+m)s2(S˜−m)
=
∫ pi
0
dθ c2(S˜+m)+1s2(S˜−m)+1
=
(S˜ +m)!(S˜ −m)!
(2S˜ + 1)!
.
(29)
Both the states in Eq. (27) are pseudospin-polarized, and
the wave functions in the pseudospin-up component are
the same as the eigenstates of the non-relativistic lowest
Landau level with the monopole charge ξ(2S˜) [64, 65, 72],
except that R in the normalization of Eq. (27) is given by
lB
√
S rather than lB
√
S˜. We note that the states (27)
have average locations
〈ψ(ξ)m | cos θ|ψ(ξ)m 〉 =
∫
d2r cos θ ψ(ξ)†m (r)ψ
(ξ)
m (r) =
−ξm
S˜ + 1
.
(30)
In particular, the m = S˜ state is localized around the
south (north) pole of the sphere for ξ = + (−). Such
reversed locations between the two valley arise from the
fact that the mutually antiparallel pseudomagnetic fields
are induced around the two valleys.
B. Pseudopotentials
We consider the interaction Hamiltonian (13) within
the restricted manifold spanned by the ZLL states (27).
In this restricted manifold, the interactions can be conve-
niently represented in terms of Haldane’s pseudopoten-
tials [64, 65]. We calculate the pseudopotentials for both
the intra- and inter-valley interactions. Expressions of
the pseudopotentials for a general interaction potential
V (r) are derived in Appendix A. Here we calculate them
for a power-law-decaying potential V (r) = Cr−α, in par-
ticular, for a dipole-dipole interaction with α = 3. We
note that the calculation of the pseudopotentials goes ba-
sically in the same way as the non-relativistic case [64, 65]
since the ZLL states (27) have essentially the same form
as the lowest-Landau-level states in the non-relativistic
case.
To introduce the pseudopotentials, we first note that
because of the spherical symmetry, two-body eigenstates
for a general interaction potential V (|r1 − r2|) are con-
structed through the angular momentum coupling of
Eq. (27) as
Φ
(ξ,η)
IM (r1, r2) =
∑
m1+m2=M
ψ(ξ)m1(r1)⊗ ψ(η)m2(r2)
× 〈S˜,m1; S˜,m2|I,M〉,
(31)
where 〈S˜,m1; S˜,m2|I,M〉 is the Clebsch-Gordan coeffi-
cient and ξ, η = ±. Here, I and M are the magnitude
and z-component, respectively, of the total angular mo-
mentum of the two particles. The pseudopotential V
(ξ,η)
I
is defined as the eigenvalue of the interaction potential
V (|r1 − r2|) for the state (31).
Since the interaction Hamiltonian (13) consists only of
two-body scattering processes, we can decompose H
(ξ,η)
int
in terms of the two-body eigenstates (31) as
H
(ξ,η)
int =
1
2
2S˜∑
I=0
V
(ξ,η)
I
I∑
M=−I
P
(ξ,η)†
IM P
(ξ,η)
IM . (32)
Here, we have introduced the pair creation operator
P
(ξ,η)†
IM =
∑
m1+m2=M
c(ξ)†m1 c
(η)†
m2 〈S˜,m1; S˜,m2|I,M〉, (33)
where c
(ξ)†
m is the fermionic creation operator for the m-
th state (27) in the ZLL at the valley Kξ. For intra-
valley interactions (ξ, η) = (+,+) and (−,−), the sum in
Eq. (32) is restricted to odd 2S˜ − I because of the Fermi
statistics. Remarkably, while the interaction Hamilto-
nian (13) is originally specified by the continuous func-
tion V (r), it is now represented by a finite number of
parameters, {V (ξ,η)I }.
As described in Appendix A, for a general interaction
V (r), the pseudopotentials are obtained as
V
(ξ,η)
I =
[(2S˜ + 1)!]2
(2S˜ − I)!(2S˜ + I + 1)!
I∑
k=0
(I + k)!
(k!)2(I − k)! V˜
(ξ,η)
k ,
(34)
where
V˜
(+,+)
k = V˜
(−,−)
k =
∫ pi
0
dθ c2k+1s4S˜−2k+1V (2Rs), (35a)
V˜
(+,−)
k = V˜
(−,+)
k =
∫ pi
0
dθ s2k+1c4S˜−2k+1V (2Rs), (35b)
6and c ≡ cos(θ/2) and s ≡ sin(θ/2) as defined in Eq. (28).
Below we calculate Eq. (34) for a power-law-decaying po-
tential V (r) = Cr−α. We note that integrals in Eq. (35)
diverge for some k owing to a short-distance singularity
of V (r), and need a careful treatment.
We first consider the intra-valley interactions. For 4S˜−
2k + 1 − α > −1, i.e., k < 2S˜ + 1 − α2 , the integral in
Eq. (35a) converges, and is calculated to be
V˜
(+,+)
k =
C
(2R)α
k!(2S˜ − k − α2 )!
(2S˜ + 1− α2 )!
. (36)
The integral in Eq. (35a) diverges otherwise. Here, the
factorial x! for a real number x > 0 is defined via the
Gamma function as x! = Γ(x + 1). For I < 2S˜ + 1− α2 ,
the sum in Eq. (34) involves only convergent numbers,
and is calculated to be (see Appendix A)
V
(+,+)
I =
C
(2R)α
× [(2S˜ + 1)!]
2(2S˜ − I − α2 )!(2S˜ + I + 1− α2 )!
[(2S˜ + 1− α2 )!]2(2S˜ − I)!(2S˜ + I + 1)!
.
(37)
For a dipole-dipole interaction (α = 3), V
(+,+)
I diverges
for I = 2S˜, but this does not correspond to an allowed
scattering channel for fermions. Thus we can use Eq. (37)
for all the allowed scattering channels for the intra-valley
interactions. We note that for a Coulomb interaction
(α = 1), Eq. (37) coincides with the result in the non-
relativistic case in Ref. [65].
We next consider the inter-valley interactions. For 2k+
1−α > −1, i.e., k > α2 − 1, Eq. (35b) is calculated to be
V˜
(+,−)
k =
C
(2R)α
(k − α2 )!(2S˜ − k)!
(2S˜ + 1− α2 )!
. (38)
For k ≤ α2 − 1, the integral in Eq. (35b) diverges, and
we need to regularize it appropriately. A natural short-
distance cutoff for the interaction potential V (r) is given
by the length a of a nearest-neighbor bond introduced in
Eq. (1). Setting V (Rθ) = 0 for 0 ≤ θ ≤ a/R, we find
V˜
(+,−)
k '
C
(2R)α
∫
a/R
dθ
(
θ
2
)−α+2k+1
' C
(2R)α
2
α− 2k − 2
(
2R
a
)α−2k−2
.
(39)
For a dipole-dipole interaction (α = 3), this cutoff-
dependence occurs for k = 0, which contributes to
Eq. (34) for all 0 ≤ I ≤ 2S˜. For the experimental condi-
tion considered in Sec. IV C, we have a/lB ≈ 0.25. Here
we use this ratio in evaluating Eq. (39).
Setting 2S˜ = 2S − 1 = 12, we plot the pseudopoten-
tials for the intra- and inter-valley interactions in Fig. 2.
We first find that the inter-valley pseudopotentials have
a far larger scale than the intra-valley ones. This comes
FIG. 2. (Color online) Pseudopotentials (34) for a dipole-
dipole interaction V (r) = C/r3 on a sphere with 2S˜ =
2S − 1 = 12. Here, the intra-valley pseudopotentials (red cir-
cles) are calculated from Eq. (37), and the inter-valley ones
(blue stars; scaled by 1/10) are obtained by inserting Eqs. (38)
and (39) into Eq. (34). For the intra-valley interactions, only
the channels with odd (even) I are allowed for even (odd) 2S˜
because of the Fermi statistics. The intra-valley pseudopo-
tential with I = 2S˜ = 12 is not shown because it diverges,
but in any case does not correspond to an allowed channel for
fermions.
from the diverging contribution of the short-distance part
of V (r) as found in Eq. (39), and causes a spontaneous
valley-polarization as we discuss later in Sec. IV A. We
further find that the intra- and inter-valley pseudopoten-
tials depend differently on I: the former (latter) mono-
tonically increases (decreases) with increasing I. This
can be understood as follows. Equation (30) indicates
that a particle having an average angular momentum
〈Jξ〉 is localized in the direction of −ξ〈Jξ〉 on the sphere.
Thus, an intra-valley (inter-valley) repulsive interaction
on the sphere implies an “antiferromagnetic” (“ferromag-
netic”) interaction between the angular momenta of the
two particles, resulting in a larger energy cost for larger
(smaller) I.
IV. NUMERICAL INVESTIGATION OF
FRACTIONAL QUANTUM HALL STATES
We consider the situation in which the ZLL is par-
tially populated as in Fig. 1, and numerically investi-
gate the FQH states stabilized by a dipole-dipole interac-
tion. We have performed ED calculations for the interac-
tion Hamiltonian (13) on a spherical geometry, using the
pseudopotential representation as described in Sec III B.
We demonstrate that owing to the strong inter-valley
pseudopotentials, the ground state is spontaneously fully
valley-polarized for an arbitrary filling factor. We then
carry out an extensive search for incompressible states in
7the valley-polarized case, and find that a variety of FQH
states such as Laughlin and composite-fermion states are
stabilized. We estimate the energy gaps above these
states, and discuss the possibility of realizing these states
in experiments.
When specifying the filling factor in this section, we use
ν˜ rather than ν in Eq. (15) since the former corresponds
directly to the filling factor in the non-relativistic case.
As mentioned at the end of Sec. II, we focus on the case
of 0 < ν˜ < 1 (i.e., −1 < ν < 0).
We note that Ref. [44] has analyzed strongly corre-
lated phases in strained graphene through ED of a lat-
tice model in a torus geometry. Compared to their work,
our approach based on a continuum theory on a sphere
can significantly simplify the search for candidate in-
compressible states through the use of the total angu-
lar momentum of the ground state as we demonstrate
in Sec. IV B. Furthermore, there is no topological de-
generacy of the ground state on a sphere, which simpli-
fies also the analysis of the gap above the ground state.
Meanwhile, our approach is not suitable in treating short-
distance details of interactions on a lattice as in Ref. [44].
A. Valley-polarization
We first demonstrate that the ground state is sponta-
neously fully valley-polarized for an arbitrary filling fac-
tor. Figure 3 presents the dependence of the ground-state
energy on the population imbalanceN+−N− between the
two valleys, for each fixed value ofN = N++N−. We find
that for each N , the lowest-energy state is found for the
FIG. 3. (Color online) Dependence of the ground-state energy
on the population imbalance N+−N− between the two valleys
for a dipole-dipole interaction on a sphere with 2S˜ = 2S−1 =
12. We have used the pseudopotentials shown in Fig. 2. For
each value of N = N+ + N−, we determine the ground-state
energy E(N+, N−) for each distribution (N+, N−) of particles
at the two valleys, and plot δE = E(N+, N−) − E(N, 0) in
units of C/l3B .
fully imbalanced case N+−N− = N . This indicates that
the ground state is spontaneously fully valley-polarized.
This occurs for all values of the monopole charge 2S that
we have investigated. This can be understood from the
enhanced role of inter-valley interactions as found in the
behavior of the pseudopotentials in Fig. 2. We note that
a similar behavior has been discussed as a phase separa-
tion instability in Ref. [73].
B. Numerical search for FQH states
Focusing on the fully valley-polarized sector with
(N+, N−) = (N, 0), we have carried out an extensive
search for incompressible ground states in the (2S˜, N)
plane as shown in Fig. 4. We note that ED in this sector is
insensitive to the choice of the short-distance cutoff since
the intra-valley pseudopotentials V
(+,+)
I for I ≤ 2S˜ − 1
do not depend on the cutoff as seen in Eq. (37) (V
(+,+)
2S˜
does depend on the cutoff, but does not correspond to an
allowed scattering channel for fermions). Furthermore, in
this sector, the results are symmetric around ν˜ = 1/2 be-
cause the particle-hole transformation relates the filling
factors ν˜ and 1− ν˜.
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FIG. 4. (Color online) Candidates of incompressible ground
states in the (2S˜, N) plane for a dipole-dipole interaction.
The filled circles indicate ground states with the total angular
momentum J = 0, where incompressible states can appear.
The area of each filled circle is proportional to the neutral
gap. Lines indicate the relation (40) for candidate FQH states
listed in the Table I. The empty circles indicates ground states
with J > 0, which are in general compressible.
8TABLE I. FQH states with 0 < ν˜ < 1/2 that can be identified
in Fig. 4. Each state has the characteristic filling factor ν˜
and shift δ. For each state in the table, at least three filled
circles are found to be on the line with (40) in Fig. 4. All
of these states can be interpreted as integer quantum Hall
states of composite fermions with (ν˜, δ) in Eq. (41), and the
corresponding p and n values are also shown.
ν˜ δ p n description
2/5 4 1 2 principal sequence
1/3 3 1 1 Laughlin
2/7 2 2 −2
2/9 6 2 2
1/5 5 2 1 Laughlin
1/7 7 3 1 Laughlin
Because of the spherical symmetry, the total angular
momentum, which is defined as the sum of the Jξ opera-
tor in Eq. (24) over all the particles, commutes with the
Hamiltonian. ED calculation can thus be performed sep-
arately for different values of the magnitude J of the total
angular momentum. Incompressible states in general ap-
pear as the unique ground states with J = 0, which are
indicated by filled circles in Fig. 4. The area of each filled
circle is proportional to the neutral gap, which is defined
as the excitation gap for fixed (2S˜, N+, N−).
In the thermodynamic limit, the filling factor is given
by ν˜ = N/(2S) = N/(2S˜ + 1). However, for incompress-
ible states on a finite sphere, the relation between N and
2S˜ involves a characteristic shift δ [74]:
N = ν˜(2S˜ + δ), (40)
where δ depends on an individual candidate wave func-
tion. For example, the Laughlin state at ν˜ = 1/(2p+ 1)
has the shift δ = 2p + 1. The relation (40) can be used
to identify different FQH states.
FQH states with 0 < ν˜ < 1/2 that can be identified in
Fig. 4 are summarized in Table I. All the states can be
interpreted as integer quantum Hall states of composite
fermions [56–58], which have the following filling factor
and shift:
ν˜ =
n
2pn+ 1
, δ = 2p+ n. (41)
These states include the Laughlin states (n = 1) [4] and
Jain’s principal sequence (p = 1) as the special cases.
We note that the counterparts of the states in Table I
under the particle-hole transformation, which have the
filling factors ν˜ = 3/5, 2/3, etc., are also seen in Fig. 4.
We note that the appearance of the Laughlin state at the
1/3 filling for dipolar fermions has also been discussed in
Refs. [75–77].
Among the FQH states listed in Table I, the most
prominent gaps are found for the principal sequence
ν˜ = n/(2n + 1) with n = 1, 2. In order to discuss the
experimental realizability of these states, we estimate the
excitation gaps above the ground states in the thermo-
dynamic limit. In Fig. 5, we plot the ED data of the
FIG. 5. (Color online) Energy gaps ∆
(N)
ν˜ above the ground
state as a function of 1/N for ν˜ = 1/3 (blue circles and a solid
line) and ν˜ = 2/5 (red triangles and a dashed line). Symbols
and lines indicate the ED data and their fits given by Eq. (42),
respectively.
neutral excitation gap as a function of 1/N . For the
ν˜ = 1/3 state, we fit the data with a quadratic function
as was done for non-relativistic fermions interacting via a
Coulomb interaction [65]; for the ν˜ = 2/5 state, we per-
form a simple linear fit since the dependence of the data
on N is less smooth. The fits give the following results:
∆
(N)
ν˜=1/3 =
C
l3B
(
0.0780 +
0.189
N
+
0.215
N2
)
, (42a)
∆
(N)
ν˜=2/5 =
C
l3B
(
0.0473 +
0.331
N
)
. (42b)
In order for ∆ν˜=1/3 ≡ ∆(∞)ν˜=1/3 to be the lowest excitation
energy above the ground state, it must be smaller than
the excitation energies to the non-fully-valley-polarized
sectors. Figure 3 indicates that this is true. For N = 5,
which corresponds to the ν˜ = 1/3 FQH state, the gap
to the sector with (N+, N−) = (N − 1, 1) is given by
δE ' 0.103(C/l3B); this is slightly larger than ∆ν˜=1/3,
and should be at least comparable to it even if it is ex-
trapolated to the thermodynamic limit.
We note that using trial wave functions, Ref. [76] has
estimated the quasihole excitation energy of the Laughlin
state at the 1/3 filling to be (0.0132±0.0020)C/l3B , which
is several times smaller than ∆ν˜=1/3. Meanwhile, a nat-
ural excitation from the ground state is a “quasiexciton”
pair of a quasihole and a quasiparticle [74]. The neutral
excitation gap estimated in Eq. (42a) can be interpreted
as the lowest excitation energy of such a pair. We thus
expect that the properties of the Laughlin ground state
can be observed if the temperature is below the scale of
∆ν˜=1/3.
For the other FQH states listed in Table I, we do not
have a sufficient number of finite-size data to make a
reliable extrapolation of the excitation gap to the ther-
modynamic limit. Yet, we find that as we decrease
9FIG. 6. (Color online) Pair distribution function G(r) for the
ground state at ν˜ = 1/3 for different number of particles, N .
ν˜, the gap tends to decrease more rapidly than the
case of a Coulomb interaction: for example, the ratio
∆ν˜=1/5/∆ν˜=1/3 is around 0.05 and 0.2 [65] for the dipole-
dipole and Coulomb cases, respectively (we have used the
N = 6 value to estimate ∆ν˜=1/5 in the former). This can
be understood from the behavior of the pseudopoten-
tial in Fig. 2. The intra-valley pseudopotential decreases
more rapidly than the Coulomb case as I decreases,
which reflects the fact that a dipole-dipole interaction
decays more rapidly for long distances. Specifically, us-
ing Eq. (37), we find limS˜→∞ V
(+,+)
2S˜−3 /V
(+,+)
2S˜−1 = 1/8 and
5/8 for α = 3 and 1, respectively, which is expected to be
the main origin of the reduced gap ratio ∆ν˜=1/5/∆ν˜=1/3
in the former case. We note that at sufficiently low filling
factors ν˜, the gap would close, leading to the formation of
the Wigner crystal [78]. The stability of the Wigner crys-
tal for ν˜ < 1/7 has been discussed in Ref. [79]. A more de-
tailed analysis of the competition with the Wigner crystal
is beyond the scope of the present paper.
We have also calculated the pair distribution function
for the ν˜ = 1/3 state; see Fig. 6. For a uniform system
of area A, it is defined as
G(r) =
A
N(N − 1)
〈∑
i 6=j
δ(r + ri − rj)
〉
, (43)
where {ri} are the positions of N fermions and the ex-
pectation value is taken with respect to the ground state.
Because of the spherical symmetry, this function does
not depend on the direction of r and thus G(r) = G(r),
where r is the chord distance of r. For ν˜ = 1/3, a very
good approximation to the ground state is given by the
Laughlin wave function [4, 64]
Ψν˜=1/3 =
∏
i<j
(v¯iu¯j − u¯iv¯j)3. (44)
In this wave function, the pair distribution function obeys
a power-law dependence G(r) ∝ r6 as r → 0. This sup-
pression of G(r) for small r marks the effect of a repulsive
interaction, and can also be found in the numerical data
in Fig. 6. As we increase r, the numerical data show a
hump around r/lB = 4, and gradually approach unity,
which corresponds to the uncorrelated case. We thus es-
timate the correlation length to be around 4lB .
C. Experimental realization
Here we evaluate the energy gap ∆ν˜=1/3 for some ex-
perimentally relevant situations. We first note that the
displacement of the Dirac cones in Eq. (4) is at most the
size of the Brillouin zone: |A(r)|/~ . 1/a. Thus the
pseudomagnetic field B/~ = 1/l2B obtained from the ro-
tation of A(r)/~ is at most of the order of 1/(R0a) in a
sample of radius R0. Through a more detailed analysis
[38], the maximum pseudomagnetic field is estimated to
be B/~ = 2.7/(R0λ), where λ = (3
√
3/2)a is the wave-
length of the lasers used to create the honeycomb optical
lattice. In this case, the gap can be expressed as
∆ν˜=1/3 = 0.0780× C
(
2.7lB
R0λ
)3
= 1.54× C
λ3
(
lB
R0
)3
(45)
To achieve a larger gap, it is advantageous to reduce the
ratio R0/lB . Meanwhile, the sample radius R0 should
be larger than the correlation length 4lB estimated from
Fig. 6 in order to observe bulk properties around the
center of the sample.
For concreteness, let us consider 23Na40K fermionic
polar molecules, for which a large electric dipole mo-
ment of d = 0.8 Debye has been achieved [51, 52]. The
coefficient of the dipole-dipole interaction is given by
C = d2/(4pi0), where 0 is the vacuum permitivity. For
λ = 500 nm and R0/lB = 4 [80], the gap is estimated
to be ∆ν˜=1/3 ' kB × 0.89 nK. Since this value is still
smaller than the typical temperature scale of ultracold
atom experiments, we propose to use the recently pro-
posed methods of subwavelength lattices [81–84]. In this
technique, one can create an optical lattice whose spacing
is reduced by a factor of an integer N [83]. If we decrease
the sample radius R0 by a factor of N at the same time
by tightening the trap potential, we can keep the ratio
R0/lB unchanged. In this case, Eq. (45) indicates that
the gap can be enhanced by a factor of N3. If we take
N = 4, for example, the gap is lifted to about 57 nK,
which is in a reasonable range for experimental observa-
tion. In view of the rapid development in the creation
and manipulation of polar molecules, molecules with a
larger electric dipole moment are likely to be achieved,
which would provide another route to a larger gap. If
FQH states are realized, they can be probed via density
plateaus in an in situ image of the trapped atoms, as pro-
posed for integer quantum valley Hall states in Ref. [38].
Finally, we comment on the case of magnetic dipolar
atoms. To be specific, let us consider 161Dy atoms, for
which Fermi degeneracy has been achieved [53]. These
atoms have a large magnetic dipole moment of d = 10µB ,
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where µB is the Bohr magneton. The coefficient for
the dipole-dipole interaction is given by C = µ0d
2/(4pi),
where µ0 is the vacuum permeability. Comparing this co-
efficient with that for polar molecules considered above,
we find C(161Dy)/C(23Na40K) ≈ 0.013. Therefore, the
excitation gap is two orders of magnitude smaller than
the case of polar molecules.
V. SUMMARY AND OUTLOOK
We have studied strongly correlated ground states of
dipolar fermions in a honeycomb optical lattice with an
effective strain due to spatially varying hopping ampli-
tudes. The low-energy effective theory of this system is
given by interacting Dirac fermions near two valleys in
mutually antiparallel magnetic fields. We have simulated
this theory by ED in the ZLL basis in a spherical geome-
try. In this basis, the interaction Hamiltonian can be con-
veniently represented in terms of pseudopotentials. We
have shown that owing to the enhanced inter-valley pseu-
dopotentials, the ground state is fully valley-polarized for
all the filling factors. We have then carried out an exten-
sive search for FQH states in the fully valley-polarized
sector, and have found signatures of several FQH states
which include Laughlin and composite-fermion states of
particles and holes. The present system can thus em-
ulate FQH physics in a static optical lattice. We have
calculated the energy gaps above these incompressible
states, and discussed the temperature scales required for
their experimental realization. We have shown that by
using the methods of subwavelength optical lattices, we
can obtain a reasonable gap for observation. We note
that the use of Rydberg atoms, which have a large dipole
moment and strongly interact through enhanced van der
Waals force [85–87], may further enhance the energy gap.
It is interesting to compare the present system with
the pseudospin- 12 Bose gas in antiparallel fields as stud-
ied in Ref. [72]. In Ref. [72] (see also Ref. [88]), it was
found that fractional quantum spin Hall states composed
of a pair of nearly independent quantum Hall states are
remarkably robust and persist even when the intercom-
ponent s-wave scattering is comparable with the intra-
component one. In the present study, we have found
that the dipole-dipole interactions of equal magnitudes
within each valley and between the valleys lead to fully
valley-polarized ground states. This difference from the
bosonic case can be understood from the reduced effect
of intra-valley interactions due to the prohibition of the
scattering channel with I = 2S˜ for fermions.
In the present work, we have focused on the case of
partially filled ZLL as in Fig. 1. By changing the den-
sity of the system, one can tune the chemical potential
to higher Landau levels with n = ±1,±2, ..., and investi-
gate the FQH states realized in those Landau levels. It
would be interesting to explore the possibility of a non-
Abelian quantum Hall state as in the case of half-filled
second Landau level in GaAs heterostructures [6–8]. The
realization of a non-Abelian state in a highly controlled
setting of ultracold atoms would offer a step toward a
fault-torelant topological quantum computation [9].
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Appendix A: Calculation of pseudopotentials
Here we describe some details of the calculation of the
pseudopotentials presented in Sec. III B. We essentially
follow the method in Ref. [65].
We fist derive Eq. (34), which is an expression of the
pseudopotentials for a general interaction potential V (r).
As described in Sec. III B, the pseudopotential V
(ξ,η)
I
is defined as the eigenvalue of the interaction potential
V (|r1 − r2|) for the two-body state (31). Since it does
not depend on M , it is sufficient to calculate it using the
highest-weight state with M = I:
V
(ξ,η)
I = 〈Φ(ξ,η)II |V (|r1 − r2|)|Φ(ξ,η)II 〉
=
∫
d2r1d
2r2V (|r1 − r2|)Φ(ξ,η)†II (r1, r2)Φ(ξ,η)II (r1, r2).
(A1)
For M = I, the following simple expression of the
Clebsch-Gordan coefficients is available:
〈S˜,m; S˜, I −m|I, I〉
=
(−1)S˜−m
I!
[
(2I + 1)!(2S˜ − I)!(S˜ +m)!(S˜ + I −m)!
(2S˜ + I + 1)!(S˜ −m)!(S˜ − I +m)!
] 1
2
(A2)
Furthermore, because V
(ξ,η)
I = V
(−ξ,−η)
I , we can focus on
the cases of (ξ, η) = (−,−) and (+,−). Using Eqs. (27)
and (A2), the two-body eigenstates (31) are obtained as
Φ
(−,−)
II (r1, r2) =
(u1v2 − v1u2)2S˜−I(u1u2)I
4piR2M1/2
S˜I
(
1
0
)
⊗
(
1
0
)
,
(A3a)
Φ
(+,−)
II (r1, r2) =
(v¯1v2 + u¯1u2)
2S˜−I(v¯1u2)I
4piR2M1/2
S˜I
(
1
0
)
⊗
(
1
0
)
,
(A3b)
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where the normalization factor MS˜I is given by
M−1/2
S˜I
=
(2S˜ + 1)!
I!
[
(2I + 1)!
(2S˜ − I)!(2S˜ + I + 1)!
]1/2
, (A4)
and we have introduced the spinor coordinates (ui, vi) for
ri (i = 1, 2) as in Eq. (28).
We calculate the pseudopotentials (A1) for the intra-
valley interaction. Substituting Eq. (A3a) into Eq. (A1),
we have
V
(−,−)
I =
∫
d2Ω1d
2Ω2
(4pi)2MS˜I
V (2R|u1v2 − v1u2|)
× |u1v2 − v1u2|4S˜−2I |u1u2|2I ,
(A5)
where integrations are taken over solid angles Ωi formed
by ri (i = 1, 2). We perform the following unitary trans-
formation for the spinor coordinates of the second parti-
cle: (
u′2
v′2
)
=
(
u¯1 v¯1
−v1 u1
)(
u2
v2
)
. (A6)
Equation (A5) is then rewritten as
V
(−,−)
I =
∫
d2Ω1d
2Ω2
(4pi)2MS˜I
V (2R|v′2|)
× |v′2|4S˜−2I |u1(u1u′2 − v¯1v′2)|2I
=
∫
sin θ1 sin θ2dθ1dφ1dθ
′
2dφ
′
2
(4pi)2MS˜I
V (2Rs′2)
× s′4S˜−2I2 c2I1 |c1c′2 − e−iφ
′
2s1s
′
2|2I ,
(A7)
where (θ′2, φ
′
2) and (c
′
2, s
′
2) are defined for (u
′
2, v
′
2) as in
Eq. (28). The integration over φ1 trivially yields the
constant 2pi while that over φ′2 gives∫ 2pi
0
dφ′2
2pi
|c1c′2 − e−iφ
′
2s1s
′
2|2I
=
I∑
k=0
[C(I, k)]2(c1c
′
2)
2k(s1s
′
2)
2I−2k,
(A8)
where C(I, k) is the binomial coefficient. Therefore, the
intra-valley pseudopotentials are calculated as
V
(−,−)
I =
I∑
k=0
[C(I, k)]2
MS˜I
∫ pi
0
dθ1 c
2(I+k)+1
1 s
2(I−k)+1
1
×
∫ pi
0
dθ′2 c
′2k+1
2 s
′4S˜−2k+1
2 V (2Rs
′
2)
=
I∑
k=0
[C(I, k)]2
MS˜I
(I + k)!(I − k)!
(2I + 1)!
V˜
(+,+)
k ,
(A9)
which gives Eq. (34) for (ξ, η) = (−,−).
The inter-valley pseudopotentials can likewise be cal-
culated as
V
(+,−)
I =
∫
d2Ω1d
2Ω2
(4pi)2MS˜I
V (2R|u1v2 − v1u2|)
× |v¯1v2 + u¯1u2|4S˜−2I |v¯1u2|2I
=
∫
d2Ω1d
2Ω′2
(4pi)2MS˜I
V (2R|v′2|)
× |u′2|4S˜−2J |v¯1(u1u′2 − v¯1v′2)|2I
=
∫
sin θ1 sin θ2dθ1dφ1dθ
′
2dφ
′
2
(4pi)2MS˜I
V (2Rc′2)
× c′4S˜−2I2 s2I1 |c1c′2 − e−iφ
′
2s1s
′
2|2I
=
I∑
k=0
[C(I, k)]2
MS˜I
∫ pi
0
dθ1 c
2(I−k)+1
1 s
2(I+k)+1
1
×
∫ pi
0
dθ′2 c
′4S˜−2k+1
2 s
′2k+1
2 V (2Rs
′
2)
=
I∑
k=0
[C(I, k)]2
MS˜I
(I − k)!(I + k)!
(2I + 1)!
V˜
(+,−)
k , (A10)
which gives Eq. (34) for (ξ, η) = (+,−). Equations (A9)
and (A10) complete the derivation of Eq. (34).
Finally, we note that Eq. (37) is derived using Eq. (36)
as follows:
V
(−,−)
I =
I!
MS˜I(2I + 1)!
I∑
k=0
C(I, k)
(I + k)!
k!
V˜k
=
C
(2R)α
(I!)2(2S˜ − I − α2 )!
MS˜I(2I + 1)!(2S˜ + 1− α2 )!
×
I∑
k=0
C(I, k)
(I + k)!
I!
(2S˜ − k − α2 )!
(2S˜ − I − α2 )!
=
C
(2R)α
(I!)2(2S˜ − I − α2 )!(2S˜ + I + 1− α2 )!
MS˜I(2I + 1)![(2S˜ + 1− α2 )!]2
.
(A11)
Here, the summation has been taken with the following
trick:
I∑
k=0
C(I, k)
(I + k)!
I!
(2S˜ − k − α2 )!
(2S˜ − I − α2 )!
=
I∑
k=0
C(I, k)
(
d
dx
)k
(1− x)−(I+1)
×
(
d
dx
)I−k
(1− x)−(2S˜−I+1−α2 )
∣∣∣∣
x=0
=
(
d
dx
)I
(1− x)−(2S˜+2−α2 )
∣∣∣∣
x=0
=
(2S˜ + I + 1− α2 )!
(2S˜ + 1− α2 )!
. (A12)
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