In SPECT/PET, the maximum-likelihood expectation-maximization (ML-EM) algorithm is getting more attention as the speed of computers increases. This is because it can incorporate various physical aspects into the reconstruction process leading to a more accurate reconstruction than other analytical methods such as filtered-backprojection algorithms. However, the convergence rate of the ML-EM algorithm is very slow. Several methods have been developed to speed it up, such as the ordered-subset expectation-maximization (OS-EM) algorithm. Even though OS-type algorithms can bring about significant acceleration in the iterative reconstruction, it is generally believed that ML-EM produces better images, in terms of statistical noise in the reconstruction. In this paper, we present an accelerated ML-EM algorithm with bigger step size and show its convergence characteristics in terms of variance noise and loglikelihood values. We also show some advantages of our method over other accelerating methods using additive forms.
Introduction
In SPECT/PET, the maximum-likelihood expectation-maximization (ML-EM) algorithm (Shepp and Vardi 1982, Lange and Carson 1984) has replaced filtered-backprojection methods in many applications since it can incorporate into its reconstruction process various physical aspects, especially the Poisson statistics of photon measurements, and scatter or attenuation correction. It usually produces a more accurate image than the filtered-backprojection algorithm (Chornoboy et al 1990 , Liow and Strother 1991 , Tourassi et al 1991 , Rosenthal et al 1995 , Groch and Erwin 2000 , Lewitt and Matej 2003 ; however, ML-EM has the drawback of slow convergence. Even with the current high-speed computers, ML-EM is still considered very slow and not suitable for certain applications (Hebert and Leahy 1989 , Hudson and Larkin 1994 , Sheng and Liu 2004 , Byrne 2005 . Several researchers have developed alternative algorithms to accelerate the convergence rate, such as the orderedsubset expectation-maximization (OS-EM) (Hudson and Larkin 1994, Byrne 1996) and SAGE (space-alternating generalized EM) algorithms (Fessler and Hero 1995) . They achieved a certain amount of acceleration in ML-EM, but introduced other problems and could not produce the same solution as ML-EM. OS-EM, for example, achieves a great deal of acceleration by dividing the measurement data into several subsets and updating images based on each subset at a time. However, each update results in an oscillation in the reconstructed images since it does not take into account the whole data set for each update. It may not produce the same solution as ML-EM. It is generally believed that ML-EM produces better images, in terms of statistical noise, than OS-type algorithms, especially when each subset of OS-EM contains very small numbers of projection data.
In this paper, we present another method to accelerate ML-EM using the whole data set for each update, producing the same quality images as the conventional ML-EM algorithm. Our method keeps all the aspects of ML-EM such as Poisson statistics and produces almost the same images, noise properties and log-likelihood values, but for most cases is three times faster than the conventional ML-EM algorithm. This acceleration is achieved by increasing the step size of ML-EM, which has been generally set too small for a safe convergence. Many researchers have studied how to increase the step size. Vishampayan et al (1985) , Tanaka et al (1985) and Tanaka (1987) tried to raise the correction factor of ML-EM to a certain power, and Lewitt and Muehllehner (1986) and Kaufman (1987) increased the step size of the correction factor in an additive form of ML-EM. The additive form of ML-EM has been modified to be applied to various OS-type algorithms for further acceleration and a decreased step size, rather than an increased one, is used to control their convergence characteristics (Browne and De Pierro 1996, Tanaka and Kudo 2003) . While these approaches achieved a great deal of acceleration in maximizing the log-likelihood values, they did not show their noise characteristics in terms of variance noise, which is very important in assessing the MLtype iterative reconstructions. The drawback of ML-EM, besides its slow convergence, is noise amplification as it iterates; thus the image with the highest log-likelihood value is not necessarily the best image. Therefore, variance-noise analysis should be presented to assess the quality of the reconstructed images. In this paper, we focus our studies on the accelerated ML-EM methods that use the whole data set for each update. We compare them with the conventional ML-EM algorithm in terms of variance noise and log-likelihood value, as well as their convergence rate.
In section 2 of this paper, we show that we can increase the step size of ML-EM and make it converge to the maximum-likelihood solution. The computer simulation studies in section 3 show that the accelerated ML-EM with bigger step size can produce almost the same solutions, but three times faster than the conventional ML-EM algorithm. We also show the similarities and differences between our method and that of Lewitt and Muehllehner (1986) . In section 4, we apply the accelerated ML-EM algorithm to real data and confirm the results. In section 5, we apply the same acceleration method to the OS-EM algorithm.
Theory
The conventional ML-EM algorithm is expressed in (1)
where x i represents the ith pixel value in the image, p j is the value in the jth projection bin and a ji is the known coefficient that represents the contribution of the ith image pixel to the jth projection bin. Here, the updating factor is expressed inside the parentheses. This updating factor is proven to make the ML-EM algorithm increase the likelihood value at each iteration and converge to the maximum-likelihood solution. However, we can increase this updating factor to accelerate the algorithm. This can be done by raising it to a power of h as expressed in (2):
where h is the power of the updating factor in the accelerated ML-EM algorithm (i.e., h accelerates ML-EM by the factor h). This method has been used by Vishampayan et al (1985) , Tanaka et al (1985) and Tanaka (1987) . However, Vishampayan et al did not rescale the image at each update, which resulted in oscillation or divergence. Tanaka et al (1985) used rescaling (equation (7) in their paper (Tanaka et al 1985) ), but their method differed from ours as described in (7) of this paper. For a better understanding of the algorithm, we rewrite the conventional ML-EM (1) in an additive form (3):
Here in the additive form, the conventional ML-EM algorithm can be understood as a process in which the solution is updated by adding the weighted sum of error terms,
with the step size of x (old) i j a ji . In a similar manner, the accelerated ML-EM with a power of h (2) can be expressed in an additive form using the Taylor series expansion as (4)
where
Comparing (4) with (3) shows that raising the updating factor to a power of h is the same as increasing the step size by the factor of (4) is the same as (3). Since A i in (4) becomes very small after two or three iterations, these A i -containing terms will be negligible when they are compared to h. Therefore (4) can be simply approximated as (6)
which means that raising the updating factor to the power of h is almost the same as increasing the step size by the factor of h. Computer simulations and real phantom experiments also confirm this effect. The updating equation (6) is similar to that of Lewitt and Muehllehner (1986) . In their paper, the step size (or over-relaxation parameter) varies at each update to avoid an occurrence of negative values in the image. The close relationship between their method and ours will be shown later through simulation studies. There is another issue concerning the step size of the accelerated ML-EM: most iterative algorithms have their own step sizes. If the step size is too small, the algorithm converges very slowly. If the step size is too big, the algorithm diverges or oscillates. Some algorithms change step size at each iteration, depending on the current estimates and the data (Heath 2002) . Our computer simulations and real phantom experiments will show that the power h of the accelerated ML-EM can be up to 3. However, to achieve a step size as big as 3, additional adjustment should be made to the algorithm, which we term 'rescaling'. Because we raise the updating factor to the power of h, we eliminate one of the important properties of the ML-EM algorithm: at each iteration, the total number of counts of the forward projections equals the sum of the measured projection data (Lange and Carson 1984) . To keep this property, we need to rescale the image to make the total count of the forward projections equal to the measured total count. This can be done as in (7):
Figure 1. Reconstructed images. Top row is for h = 1 and bottom row is for h = 3.
Note that our rescaling equation is different from that of Tanaka et al (1985) :
(Their symbols have been changed to be consistent with the notation in this paper.) Without the rescaling process, the algorithm will oscillate and diverge into an unreasonable solution. Thus, rescaling makes it possible to increase the power h up to 3 for most cases, which accelerates convergence of the ML-EM algorithm by a factor of 3. Since the rescaling can be combined with the projection operation of the next iteration, the computation time for it is negligible except for the last iteration. The following computer simulations and real experiments confirm this phenomenon.
Computer simulation studies
We applied the accelerated ML-EM with h = 3 to the computer generated projection data. The phantom consisted of one large background disc (activity = 4), one small hot lesion (activity = 6) and one small cold lesion (activity = 2). The projection data were generated using the analytical formula and Poisson noise was added. The dimensions of the image were 64 × 64 and the number of projection views was 64. The total count was 1087 978. The initial image for reconstruction was a non-zero uniform image. Figure 1 shows the reconstructed images at three different iterations. The top row of images was reconstructed by the conventional ML-EM (h = 1) and the bottom row by the accelerated ML-EM with h = 3. The accelerated ML-EM with h = 3 produced the same images as the conventional ML-EM, but three times faster. To show this relationship more clearly, we displayed the activity values at three different pixel locations (figure 2). A pixel was chosen from the hot lesion (true activity was 6), the background (large disc, true activity was 4) and the cold lesion (true activity was 2). The dot represents the activity values of those pixels in the images reconstructed by the conventional ML-EM. The circle represents the activity values in the images reconstructed by the accelerated ML-EM with h = 3. The x-axes on the top and the bottom of the figure represent the number of iterations for the accelerated ML-EM with h = 3 and the conventional ML-EM (h = 1), respectively. Except for the early iterations, the accelerated ML-EM with h = 3 produced the same activity values as the conventional ML-EM, but three times faster. Since it produced almost the same activity values, the noise amplification property is also the same. Figure 3 shows the noise indices (standard deviation normalized by the mean over the region of interest) for images reconstructed by the conventional and accelerated ML-EM algorithms. Except the first iteration, the accelerated ML-EM algorithm showed the same noise characteristics as the conventional ML-EM algorithm. Figure 4 shows the log-likelihood values at each iteration. The log-likelihood values were calculated using (8).
The top x-axis and the circle mark are for the accelerated ML-EM with h = 3, and the bottom x-axis and the dot mark are for the conventional ML-EM. The accelerated ML-EM with h = 3 reached the same log-likelihood values, but three times faster. We also performed the same experiments for different noise levels. Consistent results were obtained except for extremely low-count cases. For example, figure 5 shows the reconstructed pixel values and log-likelihood values for the same phantom as in figure 2, but with much lower count data. The total count was 135 900. In section 2, we noted that the A i -containing terms in (4) can be ignored. Figure 6 shows the A i -containing terms (h = 3, averaged over non-zero regions) over several iterations. After two or three iterations, they become negligible compared to h, which supports the earlier statement that raising the updating factor to the power of h is almost the same as increasing the step size of ML-EM by the factor of h. This relationship has been already shown in figures 2 and 4. . A i -containing terms (h = 3, averaged over non-zero regions) in (4) become negligible compared to h after two or three iterations.
As the last step, we show the importance of the rescaling process that is described in (7). Figure 7 shows the reconstructed activity values with and without rescaling (h = 2). The accelerated ML-EM algorithm with rescaling (circle) converged and produced the same activity values as the conventional ML-EM (dot). However, the accelerated ML-EM without rescaling (triangle) oscillated and diverged into an unreasonable range. This diverging phenomenon happened at much earlier iterations when h = 3.
In section 2, we pointed out the close relationship of our method to that of Lewitt and Muehllehner (1986) . The advantage of their method is that the total count in the reconstructed image can be automatically preserved except the first iteration; however, the step size should be controlled at each iteration to avoid an occurrence of negative values in the image. On the other hand, our method always produces non-negative values and thus the step size does not need to be changed at every iteration once it is chosen within a reasonable range; however, the rescaling process is necessary at each update. For example, figure 8(a) shows the varying step sizes in their method compared to the fixed step size of 3 (square) in our method. Several different cases were considered: different count levels (1 × 10 6 , 1 × 10 5 and 2 × 10 4 counts for the same phantom as in figure 1 ) and real phantoms (3 × 10 6 and 1 × 10 6 counts).
Step sizes varied depending on the count levels and the type of objects. Except for one case (real phantom, 3 × 10 6 counts), all the step sizes for 20 iterations were below 2 in the Lewitt and Muehllehner method. In contrast, our method used the fixed step size of 3 and produced almost the same solution, but three times faster than the conventional ML-EM algorithm.
For the case where the step size increased up to 4 (real phantom, 3 × 10 6 counts), we applied the same varying step sizes as Lewitt and Muehllehner (step sizes represented by 'x' symbol in figure 8(a) ) to update the image using our method as presented in (2) and (7). Figure 8 (b) shows that our algorithm produced almost the same solution as Lewitt and Muehllehner with the same varying step sizes; however, when a fixed step size of 3 was applied to their method, negative pixel values were obtained and the image degraded after several iterations. This degradation might be reduced by projecting any negative or zero pixel value to a small positive epsilon, but this operation needs a conventional ML-EM step in the next iteration as Kaufman discussed in his paper (Kaufman 1987) . These experimental results suggest that our algorithm is more robust on selecting larger step sizes than that of Lewitt and Muehllehner.
Application to real emission data
We applied the accelerated ML-EM algorithm with h = 3 to real emission data. Data were acquired using a cylindrical acrylic Jaszczak phantom (Data Spectrum Corporation, Hillsborough, NC, USA). The phantom was filled with 15.5 mCi of Tc-99m and water, and projection data were acquired over 21 min using an IRIX SPECT system (triple-detector camera, Philips Medical Systems, Cleveland, OH, USA) at the University of Utah Hospital. The orbit radius in our experiments was 26.1 cm, the radius of the phantom was 11 cm and the image pixel size was 2.3 × 2.3 mm 2 . The projection data were acquired into a 128 × 128 matrix (2.3 × 2.3 mm 2 for each bin) for each of the 120 views over 360
• . The total count was 3193 502. The dimensions of the reconstructed image were 128 × 128 (2.3 × 2.3 mm 2 for each element). at the 60th iteration. Figure 9 (b) is the image reconstructed by the accelerated ML-EM with h = 3 at the 20th iteration. The accelerated ML-EM with h = 3 produced the same image as the conventional ML-EM, but three times faster. Figures 10 and 11 show the log-likelihood values and the activity values at three different pixel locations. The same results were observed as in the computer simulation studies: The ML-EM with h = 3 accelerated the ML-EM three times faster. Figure 12 shows reconstructions from patient SPECT data. The dimensions of the image were 64 × 64. The number of projection angles was 120 over 360
• . The total count was 454 448. The accelerated ML-EM produced the same image as the conventional ML-EM algorithm, but three times faster. 
Application to the OS-EM algorithm
We applied the same acceleration method to the OS-EM algorithm. The OS-EM algorithm is an ML-EM algorithm applied to a subset of projection data at each update (Hudson and Larkin 1994) . Therefore, the accelerated OS-EM algorithm can be expressed as (9)
where S n is the nth subset of projection data. The algorithm also needs the rescaling process similar to (7):
The rescaling was combined with the projection operation of the next sub-iteration for computational efficiency as in the accelerated ML-EM algorithm. We applied the accelerated OS-EM algorithm with h = 3 to the same computer generated phantom that was used in section 3. The dimensions of the image were 128 × 128 and the total number of projection views was 120. The data were divided into six subsets (S 1 , S 2 , . . . , S 6 ). Each subset contained 20 views. The reconstructed activity values at three different pixel locations are shown in figure 13 . An iteration of OS-EM is defined as a single pass through all the specified subsets (Hudson and Larkin 1994) . They indicate that the accelerated OS-EM algorithm with h = 3 was three times faster than the conventional OS-EM algorithm.
We also applied the accelerated OS-EM algorithm to the same real phantom data that was used in section 4. The reconstructed activity values at three different pixel locations are shown in figure 14 . The same result was observed: the OS-EM with h = 3 accelerated the OS-EM algorithm by a factor of 3; however, closer examination shows that the difference between the conventional OS-EM and the accelerated OS-EM reconstructions became noticeably bigger. This difference results from the use of the small number of projection data for each update. Using a smaller value of h can reduce this difference as shown in figure 15 (h = 2).
Discussion
We have presented a method to increase the step size of the ML-EM algorithm. By raising the updating factor in ML-EM to a particular power, we increased the step size of ML-EM and accelerated convergence of the algorithm. We also showed that the power of the updating factor is approximately equal to the accelerating factor of the ML-EM algorithm. We introduced a rescaling process to compensate for the difference between the measured total counts and the predicted total counts. Rescaling is required to prevent the accelerated ML-EM algorithm from oscillating or diverging. Through computer simulations and real phantom experiments we showed that the algorithm worked well and produced the same images as the conventional ML-EM algorithm, but accelerated it by the factor of the given power. We also set the power to a positive number smaller than 1. In that case, the algorithm slowed down by the factor of that given power.
There was an upper limit of the power used. For most cases, the algorithm started oscillating and diverging into an unreasonable range when the power was greater than 3. In some cases, the accelerated ML-EM with a power up to 3.5 still converged to the maximumlikelihood solution, but oscillated at earlier iterations. A power of 4 made the algorithm diverge. We noted that the upper limit of the power was not totally independent of other factors such as image structures, data geometries, noise levels etc. Through extensive experiments with various power values and different phantoms, we found that for a few cases the power of 3 made the algorithm diverge. We also observed that the upper limit did not depend much on noise levels. When the algorithm worked well with high-count experiments for a certain object, it also worked well with low-count experiments. The noise dependency occurred when the total count levels were below 10 000. However, we observed that the algorithm with a power of 2 never diverged for all cases in our studies. Even for the extremely low-count experiments the accelerated algorithm produced the same solutions as the conventional ML-EM, but two times faster.
The computation time for one update of the accelerated ML-EM algorithm is almost the same as that of the conventional ML-EM algorithm. One update took 459.4 ms with conventional ML-EM and 459.6 ms with accelerated ML-EM (Pentium R 4 CPU 3.40 GHz). We also applied the acceleration method to the OS-EM algorithm. The accelerated OS-EM with h = 3 was three times faster than the conventional OS-EM algorithm, but produced a small change in image pixel values. This difference was reduced by using a smaller power, h = 2. Generally speaking, a smaller power should be used when a subset contains a smaller number of projection data. In future studies, we will further investigate the effects of the number of projection data in each subset and the acceleration factor on the overall image quality. The OS-type acceleration methods using additive forms such as RAMLA, RBI-EMML etc have been studied by several researchers (Browne and De Pierro 1996, Byrne 2005) . Under-relaxation (h < 1) may be necessary when our method is applied to these methods as in such studies. We expect that the application of our algorithm to these types of methods will bring more robustness and further acceleration; the non-negativity constraint is always satisfied in our method and thus the selection of step size is not restricted by that constraint.
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