Functional imaging with sub-millimeter spatial resolution is a basic requirement for assessing 2 functional MRI (fMRI) responses across different cortical depths, and is used extensively in 3 the emerging field of laminar fMRI. Such studies seek to investigate the detailed functional 4 organization of the brain and may develop to a new powerful tool for human neuroscience. 5
Introduction 1
An increasing number of studies aim to perform functional MRI (fMRI) measurements 2 acquired at ultra-high field (UHF) with voxel dimensions in the sub-millimeter scale. Such 3 studies are possible primarily due to the stronger BOLD effect at higher fields (Scheffler et 4 al., 2019; Turner et al., 1993) , resulting in an increased contrast-to-noise ratio (CNR) in 5 fMRI, as well as the superlinear increase of image signal-to-noise ratio with field strength 6 (Pohmann et al., 2015) . The enhanced resolution afforded by these sensitivity gains allows 7 detailed investigation of the BOLD response in varying depths of cortical gray matter, which 8 has rapidly developed to a new field of research. Although the spatial resolution is still too 9 coarse to be actually capable of resolving individual cytoarchitectonically defined cortical 10 layers, this is often referred to 'laminar' or 'depth-dependent' fMRI and aims for a better 11 understanding of the role of individual cortical layers in, for example, feed-forward and feed-12 back processing (Lawrence et al., 2017) . Smaller voxel dimensions additionally help to 13 differentiate between macro-and microvascular signal sources due to reduced partial 14 volume effects and physiological noise contributions (Triantafyllou et al., 2005) . As voxels 15 become smaller, the heterogeneity of vessel sizes within a given voxel decreases, which can 16 allow for a better understanding of how the different stages of the vascular hierarchy 17 contribute to the observed fMRI signal. Although laminar fMRI studies employing BOLD 18 contrast have been performed using different pulse sequences (e.g. 2D (Siero et al., 2015) 19 and 3D gradient-echo (GE) echo-planar-imaging (EPI) (Fracasso et al., 2017) , 2D (Kashyap 20 et al., 2018) and 3D FLASH (Koopmans et al., 2011) as well as 2D spin-echo EPI (Goense 21 et al., 2012) , 3D GRASE (Kemper et al., 2015) and SSFP (Goa et al., 2014) ), in this study 22
we focus on 2D GE-EPI because it provides fast imaging speeds with high SNR efficiency 23 and is the most common readout in fMRI. 24 In order to reduce the influence of motion in fMRI analyses, retrospective motion correction 25 (RMC), is commonly applied during postprocessing (Friston et al., 1996) . However, these 26 algorithms typically assume that subject motion can be described as rigid body displacement 27 of the complete volume, thereby neglecting the sequential acquisition of individual slices in 28 2D imaging (Oakes et al., 2005) . Retrospective motion correction also cannot account for 29 spin history effects, which induce signal intensity fluctuations during motion and thereby 30 reduce statistical power , or may even misinterpret BOLD effect 31 related signal changes as motion (Schulz et al., 2014) . Another limitation of RMC in partial 32 brain fMRI studies is, that signal from brain regions near the border of the imaging volume 33 that move outside of the volume cannot be recovered. Like many postprocessing steps, 34 RMC requires spatial image resampling, and any image resampling involves signal 35 interpolation from the neighboring voxels which leads to spatial blurring that is dependent on 36 the direction and amount of motion (Polimeni et al., 2018) . Some of the issues can be 1 addressed by updating the slice orientation and position during the experiment using motion 2 estimates from the acquired image data (Thesen et al., 2000) . However, it would be 3 desirable for the motion correction performance to be completely independent of image 4 quality and the field-of-view (FOV). This requires measurement of subject motion in real-time 5 and the correction of the individual slice positions independent of the actual imaging 6 sequence. Several approaches for prospective motion correction (PMC) have been 7 presented; for detailed reviews see (Maclaren et al., 2013; Zaitsev et al., 2017) . A method 8 that provides high accuracy, does not require additional RF pulses or gradients and needs 9 only minor sequence modifications is motion tracking with camera systems built into the MRI 10 bore, to capture the position of dedicated markers attached, for example, to an occlusal 11 splint (Maclaren et al., 2012; Zaitsev et al., 2006) . Furthermore, PMC can correct between-12 scan motion and thus perfectly align different runs or functional and reference/anatomical 13 measurements. Nevertheless, the performance of PMC for sub-millimeter fMRI studies have 14 so far not been characterized. 15 In 2D-EPI acquisitions at UHF, the strong static magnetic field (B 0 ) inhomogeneities, which 16 neither shim coils built in the gradient system nor dedicated shim coil arrangements can 17 sufficiently correct for (Aghaeifar et al., 2018; Stockmann et al., 2015) often lead to 18 geometric or even signal dropouts in case of through slice dephasing. Conventionally 19 geometric distortions are reduced by decreasing the echo spacing (ES) between two 20 adjacent reconstructed k-space lines using parallel imaging at the cost of lower SNR 21 (Griswold et al., 2002; Pruessmann et al., 1999) . Additionally, parallel imaging enables to 22 reduce the echo-time (TE) and the overall readout duration which may be desirable in order 23 to optimize the functional contrast and minimize signal blurring. Another possibility to 24 decrease distortions and TE provides the utilization of segmented-accelerated sampling 25 schemes (Berman et al., 2019) or reduced FOV imaging due to a decreased the number of 26 phase-encoding steps. For the latter, selective excitation (Finsterbusch, 2013) or signal 27 saturation in the area outside of the region of interest can be used (Pfeuffer et al., 2011) in 28 order to prevent aliasing artifacts. Although the foremost approach is more time efficient and 29 typically less SAR intense, strong inhomogeneities in the static and transmit field make 30 selective excitation challenging at UHF. In contrast, the combination of zoomed GE-EPI with 31 GRAPPA (generalized autocalibrated partially parallel acquisitions, (Griswold et al., 2002) ) 32 was successfully demonstrated in almost distortion free single-shot GE-EPI with 0.65 mm 33 isotropic resolution at 7 T (Heidemann et al., 2012) . 34 To ensure adequate alignment of functional with anatomical reference data, as typically 35 required to determine the corresponding cortical depth for each fMRI voxel, all geometric 36 distortions need to be corrected. Beyond macroscopic field inhomogeneities, susceptibility 1 differences near large veins and the resulting distortions may make it difficult to precisely 2 assign the cortical depths, but are usually not considered relevant since the artifacts are 3 more subtle and may only affect studies using sub-millimeter voxel sizes. The most 4 prominent correction techniques are based on B 0 field maps (Reber et al., 1998) , 5 measurements with reversed phase-encoding directions (Andersson et al., 2003) , multi-6 reference methods (Wan et al., 1997) and the point spread function (PSF) method (Robson 7 et al., 1997; Zaitsev et al., 2004; Zeng and Constable, 2002 ). In the PSF method, a modified 8 EPI sequence with an additional phase-encoding is used to map geometric distortions. Since 9 the same readout is used for the distortion mapping as in the functional experiment, 10 influences of eddy currents and chemical shift effects are captured as well. The duration of 11 the additional reference scan can be shorten by using reduced field of view sampling (rFOV) 12 or parallel imaging along the PSF encoding dimension Zaitsev et al., 2004) . veins (Turner, 2002) . At the same time, intra-vascular signal changes can typically not be 17 observed at high-field GE-EPI measurements due to the rapid decay of the venous blood 18 signal. Although efforts have been made to avoid this venous bias by employing vessel 19 masks (Koopmans et al., 2010) or regressing the signal amplitude variation across depths 20 (Fracasso et al., 2017) , it is desirable to achieve a better understanding of the spatial extent 21 of this effect and to characterize how far this pial BOLD signal penetrate into the 22 parenchyma. Progress towards this characterization has been made by a recent study (Kay 23 et al., 2018) which demonstrated the distinct relationship of proximal large veins and BOLD 24 signal in tangential profiles along the cortex. 25 While many of these abovementioned challenges of image acquisition and data processing 26 have been described previously in several review articles (Kemper et al., 2018; Petridou and 27 Siero, 2017; Polimeni et al., 2018) . In this study, we examine the specific influences of 28 spatial resolution and readout duration for high-resolution fMRI studies, assess the within-29 scan and across-scan motion measured by a prospective motion correction system and the 30 detectable residual image displacements. Furthermore, we compare the interpolation 31 blurring for geometric distortion correction with the PSF and B 0 mapping method. Moreover, 32 BOLD responses are studied as a function of large vein distance and cortical depth in order 33 to address the question whether the functional signal increase towards cortical surface is 34 primarily caused by the proximity to large veins. The study was approved by the local ethics committee (University Tuebingen, Germany) and 3 all four subjects (23 -32 years old) gave written informed consent before being scanned. 4
Experiments were performed on a 9.4 T MRI Scanner (Siemens Healthineers, Germany) 5 equipped with a whole body gradient system and an in-house developed transmit coil having 6 two rows with eight transmit channels each (Shajan et al., 2013) . The coil was driven with a 7 static phase shim in positive circular-polarization (CP + ) mode (45° phase shift between 8 adjacent elements within each row) and combined with a 31 channel receive array. During 9 all experiments, the subjects were instructed to move as little as possible, and head motion 10 was physically restricted by foam pads. The reference transmit voltage was determined for 11 the occipital lobe by measuring the achieved flip-angle using an actual flip-angle imaging 12 sequence (AFI, (Yarnykh, 2007) ) with a voxel size of 3.3 mm isotropic and full brain 13 coverage. 14
Zoomed Gradient-Echo EPI Sequence

15
For outer volume suppression, a 37.2 ms long asymmetric adiabatic full passage pulse 16 (Hwang et al., 1999) in conjunction with spoiler gradients, was implemented in a standard 17 GE-EPI sequence and a point spread function mapping sequence, respectively. As 18 suggested by (Speck et al., 2008) , additional fat saturation pulses were omitted. The 19 required auto-calibration scans for the GRAPPA reconstruction were measured with the fast 20 low excitation echo-planar method (FLEET, (Polimeni et al., 2016) ), in which the outer 21 volume suppression pulse was played out before each segment in order to avoid aliasing of 22 fast relaxing components. To avoid an excessively high power deposition in a short period of 23 time during the FLEET pre-scan, the inter-segment repetition time (TR) was set to the same 24 value as the temporal spacing between successive slice excitations in the accelerated 25 component of the sequence (volume TR/ number of slices = 117.6 ms). 26
The head positions and orientations of the subjects were measured and corrected in real-27 time by updating the gradients accordingly for all functional measurements. The position 28 measurements were performed with an optical tracking system (specs: frame rate = 84 Hz, 29 translational accuracy < 0.1 mm, rotational accuracy < 0.05°, KinetiCor Inc., USA) mounted 30 to the ceiling of the magnet bore. In order to decrease potential errors caused by vibrations, 31 a moving average filter over the latest five camera measurements was applied. The camera 32 tracked the position of a moiré pattern marker which was fixed to a tight fitting occlusal splint 33 individually built for each subject by the local dental clinics. The marker position was then 34 streamed continuously to the scanner host via an UDP connection where the new slice 35 position was calculated and updated by adapting the gradients accordingly (Aghaeifar et al., 1 2017). In order keep all functional measurements aligned, the initial position at the beginning 2 of the first EPI run of the session was taken as a reference for all subsequent EPI 3 measurements. 4 EPI measurements 5 Before the first EPI measurement of each session, three automatic B 0 -shimming iterations 6 (up to 2 nd order spherical harmonic) were performed for a slightly larger volume than the one 7 covered by the full-FOV EPI sequence ( Table 1 , protocol A). The shim coil currents for 8 minimizing static field variations were calculated with the default algorithm provided by the 9 vendor. The outer volume suppression allowed for the slices to be oriented parallel to the 10 long axis of the calcarine sulcus (i.e., oblique axial), which provided high-resolution imaging 11 of the primary visual cortex (V1) without requiring an extended EPI echo train length (ETL) or 12 compromising SNR due to g-factor losses associated with high parallel imaging acceleration. 13
However, the increased power deposition caused by the outer volume suppression pulse, 14 limited the number of slices to 17 for TR of 2 s. In order to obtain comparable steady state 15 magnetization levels and sensitivities to physiological signal variations, this TR was used in 16 all EPI measurements. In addition, an increased GRAPPA acceleration factor was used for 17 the full-FOV measurements (A) which permitted to keep the echo train length in a similar 18 range as the one of the zoomed protocol with a voxel size of 650 µm. The ordering of the 19 EPI protocols was pseudo-randomized for each subject, and each fMRI scan was proceeded 20
by the corresponding PSF-mapping scan. 21 27 28 Visual stimuli were presented to the subjects on a screen viewed through a mirror mounted 29 to the inside of the RF coil housing, and consisted of an initial 30 s rest period followed by 16 30 trials with 10 s stimulation (9° visual field circular checkerboard, 8 Hz flickering rate) and 31 24.5 s rest, before a final 30 s rest period. Thus, 306 volumes were acquired for each run 1 and protocol (TA approx. 11 min including GRAPPA reference line scan). The duration of the 2 rest periods was not a multiple of TR which led to successive shift of the stimulus onsets by 3 0.5 s to obtain a higher effective temporal resolution of the BOLD responses. In order to 4 ensure the subjects' attention to the stimulus, participants were asked to fixate a target point 5 (subtending 0.2° of the visual field) at the center of the screen and to confirm its randomly 6 appearing color change (red-orange, every 8-30 s, duration 0.5 s) by pressing a button on a 7 feedback device. The subjects' performance was recorded and presented at the end of each 8 run to provide feedback. A single run in the complete study where the behavioral data 9 showed attention issues (more than three false or excessively delayed responses) was 10 repeated. 11 were used for reconstruction. From the PSF pre-scan, the magnitude distortion correction 33 kernel, a voxel-shiftmap, a distorted (i.e. EPI like) and a distortion free (i.e. GE-like) 34 reference image were derived (Zaitsev et al., 2004) . The EPI-like image is the projection 35 along the EPI phase encoding direction and the GE-like image the projection in the 36 additional PSF encoding direction, respectively. The geometric distortions in the time-series 1 EPI data were corrected using two different PSF methods: either by applying the voxel-2 shiftmap using cubic interpolation ('PSF shiftmap') (Chung et al., 2011) or by performing a 3 local interpolation with the weights of the magnitude PSF Kernel in order to derive the voxel 4 value in the distortion corrected space ('PSF kernel') . 5
Anatomical measurements
In order to minimize any residual bias provoked by the strong transmit field inhomogeneities 6 and rotations corresponds to displacements as they would have occurred on a sphere with a 1 radius of 57 mm, which is a good approximation of the size of a human head. In order to 2 estimate the magnitude of the scale of intra-volume motion, we also extracted the maximum 3
and mean values of the translational and rotational components during the acquisition of the 4 17 slices of each image volume. 5
It is well-known that retrospective motion correction introduces spatial blurring due to the 6 required image resampling (Polimeni et al., 2018) . The additional blurring that would have 7 been induced in our data by retrospective motion correction was simulated using the camera 8 recordings provided of the optical tracking system for three representative cases of small, 9 medium and large motion patterns. For this simulation, the image resampling was performed 10 with 5 th order spline interpolation. The Supplementary Material contains details about the 11 simulation, the impact of the resampling interpolation method, and the representative motion 12 time-courses. We also estimated the accuracy of the residual motion estimation for images 13
with similar FOV and SNR as the ones acquired in this study. 14 derived in anatomical space were resampled into functional space using 5 th order spline 23 interpolation. Using level sets for the spatial transformation instead of discrete voxel labels 24 has the benefit that the equi-volume condition remains fulfilled in the distorted space. All 25 image registration and resampling were performed using SPM 12. Based on these level 26 sets, five sub-volumes, which we will refer to 'depths' in the following, were computed. 27
Calculation of cortical depths
Taking the outermost and innermost level sets, respectively, we also formed a pial ('CSF') 28 and a subcortical ('WM') depth outside the cortical gray matter boundaries defined as those 29 EPI voxels within a distance of 0.5 mm to the nearest GM level set. The depths in the 30 native/distorted functional space were obtained by warping each level set with the inverse of 31 the PSF shift map before discretizing the depths. 32 33 The effect of susceptibility differences between venous blood and the surrounding tissue on 34 spatial on the accuracy of distortion correction, was investigated by evaluating voxel-shifts 35 obtained from a 650 µm isotropic PSF scan along a path cutting through the folding pattern 1 of the cortex and crossing several large veins. Here, the PSF shifts were considered as the 2 ground truth since they yielded an accurate match of the distortion corrected EPI to the 3 corresponding anatomical images (see Figure 4 a, b). For comparison with the standard 4 method for dewarping images at lower resolution/field strengths (Jezzard and Balaban, 5 1995) , the corresponding voxel displacements were obtained from a standard B 0 6 measurement with 2 mm isotropic resolution ('B 0 -shiftmap'). In contrast to the already 7 aligned PSF shifts, the B 0 -shiftmap displacements required an additional registration step to 8 the distortion-free reference of the PSF scan. Since subject motion between the distortion 9 mapping scan and the functional scan can also decrease the accuracy of distortion 10 correction, we artificially moved the PSF voxel-shifts by the maximum recorded motion 11 between the reference and the functional scan of all 12 runs, denoted as 'PSF*-shift map' in 12 the following (with x-, y-, z-translation: 0.2 mm, 0.36 mm, 1.5 mm; pitch-, roll-, yaw-rotation: 13 0.67°, 0.48°, 0.18°). Assuming that the PSF shift map represents the ground truth of the 14 geometric distortions, the spatial origin of the signal measured at the locations with the 15 largest local displacement was also estimated. 16 interpolation was used for the distortion correction for the latter two methods. We also 23 estimated this blurring effect using an alternative approach based on calculating how the 24 signal of a single cortical depth would be distributed to the adjacent voxels after dewarping. 25
Effects of local distortions on depth identification
Blurring induced by Distortion Correction
This was performed by first creating a binary mask for the voxels belonging to the central 26 depth in the native/distorted space, and then applying the resampling (5 th order spline). This 27 provided a measure of the spreading of the central depth via resampling. 28 29 As with other methods of performing functional signal extraction in laminar fMRI, the NIPYPE 30 (Gorgolewski et al., 2011) workflows used in this study were designed to minimize the 31 amount of resampling of the functional EPI data. First, using prospective motion correction 32 avoided any resampling for motion correction. Second, the PSF shift map was used for 33 distortion correction to ensure high spatial accuracy. To test whether the results are affected 34 by the functional data interpolation due to the dewarping the signal extraction was performed 35
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in the native (distorted) EPI space as well. In other words, one pipeline allowed the signal 36 extraction in the anatomical space, but required distortion correction of the functional data. 1
The other one used the distorted level sets of the laminar segmentation and vessel 2 distances to perform signal extraction in the native EPI space. The data workflow is depicted 3 in the Supplementary Material (Figure A.9) and is briefly described below for the distortion 4 corrected data processing case: 5 1. A standard GLM analysis was performed for the slice timing corrected and high pass 6
filtered (cutoff 90 s) functional data using a filtered canonical hemodynamic response 7 function (HRF). The obtained z-score maps were resampled into the anatomical space of the 8 SWI volume (400 µm resolution) and thresholded at z > 2. 3 (uncorrected) . Then, the masks 9 of the BOLD activation data from the different protocols (A-C) were combined using a binary 10 operation such that only areas showing statistically significant signal changes during all three 11 runs were considered for further processing. These masks were then extended along the 12 cortical normal vector if at least 40% of the voxels along the normal were labeled "active" in 13 the previous step. The created mask was then resampled back into the individual functional 14 spaces using nearest neighbor interpolation and thresholded at 0.5. This procedure allowed 15
for an evaluation of signal changes sourcing from the same ROI for all protocols 16 independent of spatial resolution and coverage. 17 2. The signal time courses of the individual voxels classified as 'responsive' were extracted 18 from the low-pass-filtered and slice-timing-corrected data. For each of these voxels, we also 19 determined the corresponding depth (one of the 7 defined depths, i.e., CSF, gray matter 20 depth 1-5, or WM) and the Euclidian distance to the closest vein detected by the vessel 21 segmentation (0-2.5 mm, binned step width = 0.5 mm). Voxels with a negative shift 22 (stretching) of more than 0.5 voxels during the distortion correction step had a true resolution 23 that was much coarser than the nominal image resolution; this loss in resolution cannot be 24 recovered, thus these voxels were omitted from further analysis. Then, the voxels were sorted according to their 3D Euclidian distance from the closest 31 identified vein and their cortical depth. Sets of voxels were only considered if the total cluster 32 of significant voxels was equal to 50 voxels at 800 µm, or 93 voxels at 650 µm resolution, 33
respectively. This arbitrary thresholds ensured that the cluster volume was equivalent for the with 800 µm resolution. The high accuracy of the PMC allowed to detect even small 7 movements, for example due to breathing (Figure 1c ), which typically results in within-8 volume movements due to their rather high frequency. The image based retrospectively 9 estimated residual motion parameters indicate that the PMC was able to correct for the small 10 drift-like motion as well as a rapid displacement (Figure 1b , gray shaded area). This can be 11 also seen in Figure 1d which shows images of one slice acquired before and during the 12 largest motion in this run. For all subjects, the most dominant types of motion were translations in z-direction (along 24 the scanner axis) and nodding-like rotations. In most cases, the prospectively corrected 25 subject motion was larger than the retrospectively estimated residual displacements which 1 lead in addition to more comparable residual motion across the individual subjects and runs 2 (Figure 2, Supplementary Figure A.1a and the whiskers the total motion range. One can also see that the PMC helped to reduce 19 differences in motion across subjects resulting in more similar distributions of retrospective 20 displacement estimates than for the camera recorded displacements. 21 resulting voxel shifts in phase encoding direction, the PSF method was able to map and 3 correct the distorted images with high precision (Figure 3b ). As expected, the higher spatial 4 resolution allows to better differentiate anatomical details, as can be seen in the single frame 5 650 µm and the 800 µm images before and after PSF kernel distortion correction ( Figure  6 3c). The spatial displacements derived from a PSF reference scan with 650 µm resolution and a 18 co-registered 2 mm isotropic B 0 -map were found to be of comparable magnitude for voxels 19 distant from large veins (Figures 4 ad ). Close to large veins (dark blue lines), however, 20 large deviations between the calculated voxel shifts from the PSF and B 0 mapped of -1.5 to 1 +2.5 mm occurred in this example. The shifts along the phase encoding direction either in 2 positive (at  and  in Figure 4 
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Also note the difficulty of identifying large veins (red contours) in the T 1 image due to similar 21
relaxation times as GM. 22
Blurring induced by Distortion Correction
1 Although image distortions were successfully corrected by the magnitude PSF kernel 2 interpolation approach, the method induced stronger image blurring than the simple image 3 warping using the PSF shift map or the voxel displacements derived from the B 0 mapping. 4
Consequently, these blurring effects were also visible in the activation maps (Figure 5b) as 5 an increased number of voxels exceeding the chosen significance threshold of z > 2.3, since 6 the image blurring degraded the effective spatial resolution and caused signal averaging, 7 thus increasing tSNR. After distortion correction with the PSF kernel method, the number of 8 voxels above the z-score threshold were on average 3.6%, 5.2% and 7.2% higher for 9 protocols A, B and C, respectively, than without any distortion correction. The impact of 10 distortion correction on the activation detection sensitivity was thus highest for the protocol 11 with the lowest tSNR and did not scale with the degree of the distortions. The simulated 12 impact on the depth analysis is shown in Figure 5c GLM results leading to an increased number of voxels with |z|>2.5. Thus, in case of a 7 laminar analysis, strong blurring could prevent correct differentiation of signal originating 8 from different depths (c). 9 the formation of the activation ROI accounted for the differences in resolutions across 1 protocols. Since the outcomes from the HRF analysis performed in anatomical space and 2 the native EPI space were nearly identical, we will focus on the results obtained using the 3 distortion corrected images in the following. The venous network in the volume covered by 4 the functional measurement is visualized in the minimum intensity projection of the SWI in 5 which shows that most large veins, beside the deep medullary veins, are located in proximity 12 to cortical gray matter or even appear to intersect gray matter (inserts in 6c). The ability of 13 the filter function to detect veins is in addition visualized in the Supplementary Figure A A more distinct behavior can be seen in the analysis of the BOLD responses sorted as a 20 function of distance to the closest segmented large vein (Figure 8a) . The signal change is 21 strongest close to large veins and declines with increasing distance. Independent of the 1 distance to large veins, an increase in signal amplitude towards the cortical surface can be 2 observed whereas the post-stimulus undershoot appears to be mainly dependent on the 3 distance to the segmented veins. In order to test for the influence of higher blood volume in 4 the more superficial depths, the BOLD responses were re-sorted by the cortical depths and 5 plotted as a function of Euclidian distance in Figure 8b where a higher BOLD response near 6 veins becomes visible even for depth 3. 7 8
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Figure 8: Depth and large vein distance dependent BOLD responses from the same 9
dataset shown as in Figure 6b, protocol C. (a) Only a small gradient in signal amplitude 10 across cortical depths is visible for iso-vessel distant voxels. Beside a slightly shorter 11 response duration at larger vessel distances a reduction in post-stimulus undershoot can be 12 observed. After reordering the plots to assess the vessel distance dependency within each 13 lamina, an even stronger increase in response amplitude near segmented vessels becomes 14
visible (b). Noticeably, the response durations appear to be dominated by the cortical depth 1 and not by the influence of large veins (see vertical dashed lines). 2
The gradient of the BOLD amplitude increase towards the cortical surface is dependent on 3 the vessel distance for the other protocols as well (Figure 9a ). For example, in the topmost 4 cortical ROI (depth 1) measured with protocol B, the signal near veins (0-0.5 mm) was about 5 68% higher than the mean signal amplitude in this depth and 2.15 times higher than signal 6 sampled at 1-1.5 mm from veins in the same depth. The depicted response amplitudes were 7 normalized by the mean response amplitude in the cortex for each subject before averaging. 8 Figure 9b illustrates the response amplitude for different cortical depths as a function of 9
Euclidian vessel distance (as illustrated in Figure 8b ). The data was normalized by the peak 10 response amplitude in each depth and averaged across subjects. Please note that only 11 datasets were the number of voxels in the ROI was larger than 25 were considered in the 12 analysis. For small vessel distances this was only achieved for CSF and depths 1 -3, which 13 can be explained by the fact that voxels located at larger depth had a higher vessel distance 14 per se (cf. Figure 6b ). 15
Two major aspects can be observed: First, the signal decay with increasing vessel distances 16 is almost identical for the different protocols (especially near the cortical surface). Second, 17 voxels with vessel distances ≥ 1 mm had only approximately 60% of the signal amplitude of 18 the voxels less than 0.5 mm from a vein, confirming the strong dependency of the GE-BOLD 19 amplitude on large vessel distance. For Euclidian vessel distances above 1 mm, the 20 influence of large veins declines rapidly. The corresponding linear fit results of the BOLD 21 amplitude increase towards the surface for the different vessel distances and protocols are 22 listed in Table 2 . 23 Figure 9 shows results obtained in the anatomical (distortion corrected EPI space). For 26
protocol B and C, the BOLD amplitude decreased to approximately 40 -50 % of its value 27
close to vessels at distances of ≥ 1.0 mm. For protocol A, this effect is smaller, but still 28 obvious. Note that this venous distance dependency varies only slightly for CSF and cortical 29 depths 1-4 (Figure 9b ). Similar behavior can be seen by plotting BOLD signal amplitudes 1 extracted in native (distorted) EPI space ( Supplementary Material Figure A.10 ). Note that in 2 this case, a sufficient number of voxels exceeding the significance threshold in at least three 3 subjects was only achieved for vessel distances <2 mm. 4 5
Figure 9: Iso-vessel-distant and iso-lamina relative BOLD amplitudes. The increase of 6
the BOLD response amplitudes to the cortical surface are more pronounced near large veins 7 than in areas having a large vessel distance (a). The gray line depicts the mean across 8 subjects of the normalized signal amplitudes for different depths (see Figure 7a ). In (b), 9
BOLD amplitudes for different vessel distances and cortical depth (averaged across 10 subjects) are plotted. The dashed lines indicate values were data of less than three subjects 11 was available because of an insufficient number of voxels within the ROIs. 12
Discussion 13
In this study we used several methods which are expected to allow for spatially accurate 14 fMRI data, including increased resolution, precise geometric distortion correction as well as 15 camera-based motion correction and registration. In addition, the characterization and 16 removal of biases through explicit segmentation of large cortical veins was performed for 1 task provoked BOLD signal changes. 2 3 In order to accurately compare across subjects and sequences, the motion correction 4 method should be independent of image contrast, quality and motion characteristics. We 5 observed that the recorded head positions indicated that intra-volume motion is a minor 6 problem for laminar studies because of its small amplitude. Nevertheless, rapid or within-7 volume movements will still reduce data quality and may be missed by retrospective motion 8 correction. However, if large changes in head motion can be robustly identified, the data 9 corresponding to these corrupted volumes can be discarded to reduce errors in the final 10 fMRI analysis. A strong influence of motion correction performance on the accuracy of 11 laminar analysis results can also be expected in cases of subject motion between the variations (Pfeuffer et al., 2002) or variations in image distortions during head motion 23 (Jezzard and Clare, 1999) . Instead, retrospective motion correction, which is the gold 24 standard in fMRI post-processing, was used here in order to estimate the residual motion in 25 the image data. Yet, the observed remaining displacements despite PMC were larger than 26 the nominal accuracy of the PMC (see Methods section) and the recorded marker position 27 variation during an EPI phantom experiment (maximum standard deviation of marker 28 position 0.016 mm / 0.008°). Since the retrospectively estimated displacements were also 29 larger than the estimated accuracy of the retrospective motion correction (Supplementary 30 Figure A .5), it can be assumed, that the detected residual motion was provoked by the 31 previously mentioned sources and may therefore only be reduced by combining PMC with 32 dynamic distortion correction as proposed by others . 33
Prospective motion correction in laminar fMRI
Complementing a recent study (Polimeni et al., 2018) , we observed that the mean blurring 34 induced by retrospective motion correction would have led to an almost homogenous 35 reduction of spatial resolution for the simulated motion patterns. Although single movements 1 caused distinct smoothing patterns, these patterns are averaged out during the full time-2 course in the typical case of drift-like motion (see Figure A.3 in Supplementary Material) . 3
Hence, if other effects like potential changes in image distortions and spin-history effects are 4 ignored, the overall impact of retrospective motion correction on the spatial accuracy can be 5 expected to not be dominated by the maximum magnitude of displacement. Instead, even 6 smallest displacements already lead to a reduction of spatial accuracy due to image 7 resampling. The resolution losses during retrospective motion correction can however be 8 reduced by first up-sampling the data to a finer image grid before applying the motion 9 transform. The main obstacle of using the chosen PMC method is the need to produce 26 We found that local field perturbations near veins can vary rapidly and result in local 27 displacements of up to several millimeters. This non-monotonic static field variations can 28 lead to overlays of signal originating from different voxel positions during image acquisition 29 already. Therefore, it cannot be corrected for using any post-processing technique. 30
Effects of local distortions on depth identification in EPI data
Potentially, this effect may lead to false positive activations several millimeters apart from the 31 actual side of signal change and are expected to not sufficiently be captured using shiftmaps 32 acquired at lower spatial resolution. Although the field perturbations can be captured at high 33 resolution with conventional multi-echo GE data, this approach often suffers from phase 34 wraps (Windischberger et al., 2004) , open fringeline artifacts, and low SNR. For the latter 35 reason, several averages are required in order to obtain a B 0 -map with sufficient quality (e.g. 36
to match the resolution of our PSF reference scan four averages are needed, data not 1 shown), which would result in a longer acquisition time than needed for the PSF scan. In 2 contrast, the PSF mapping scan allowed distortion mapping with high SNR efficiency at the 3 same resolution as the EPI measurements. Another drawback of mapping distortions with 4 the B 0 -map approach, in the distortion free space, is the challenging ill-posed registration to 5 the distorted EPI data (Zeng and Constable, 2002) . Furthermore, several studies showed 6
that it is still difficult to reliably correct for severe local distortions using the voxel 7 displacements acquired in the distortion free space (e.g. Figures 6av and 6bv (Chung et al., 8 2011) , Figure 6 in (Robinson and Jovicich, 2011) , Figures 13 and 16 in (In, 2012) ). In order 9
to ensure alignment between the functional data and the distortion map scan, we employed 10 prospective motion correction between the scans and corrected for motion during both 11 scans. However, in cases where no PMC is available, the distorted reference data obtained 12 from the reference scan, may be used for improved registration of the reference scan to the 13 functional data due to identical geometric distortions like the functional data. Moreover, the 14 distortion-free reference (calculated from the PSF scan) can be used for co-registration of 15 the functional images to the anatomy. 16 In this study, we estimated more blurring of the BOLD signal after distortion correction using 17 the PSF kernel compared to the PSF shiftmap and B 0 map based approach ( Figure 5 ). This 18 can be explained by the fact that the magnitude rather than the complex PSF (Chaimow and 19 Shmuel, 2016; Huber et al., 2015b) was used as an interpolation kernel (In and Speck, 20 2012 ). Therefore, the otherwise negative side lobes of the complex PSF were positive in 21 case of the magnitude correction which lead to a wider FWHM. On the other hand, it can be 22 expected that utilizing the phase in the PSF kernel makes the correction more sensitive to 23 the image SNR and therefore spatial resolution as well as physiological noise fluctuations. 24
Further investigation regarding this issue is therefore desirable. Nevertheless, we were able 25 to minimize the interpolation blurring of the distortion correction by using the PSF shiftmap 26 with comparable fidelity as the B 0 map based approach while the aforementioned issues 27 were avoided. Although the effect of the stronger blurring was visible in the activation maps 28 as well, the accuracy of the blurring estimation, as it was performed here, may be limited. 29
This is due to the fact, that different interpolation methods were used for the distortion 30 correction (cubic interpolation in case of the B 0 -and PSF based shiftmap versus magnitude 31 kernel weights in case of the PSF-Kernel correction). 32
An alternative way to perform distortion correction of functional data, would be to use 33 distortion-matched T 1 -weighted images for cortical segmentation to circumvent the reduction 34 of spatial accuracy caused by dewarping the functional data to the anatomical space 35 (Renvall et al., 2016) . Recently, this distortion-matched method was found to be more 36 accurate than warping anatomical data to the functional data using voxel shifts derived from 1 a measurement with reversed phase-encoding (Kashyap et al., 2018) . This showed that 2 even if this 'reverse' approach is chosen to convert cortical depths calculated in the 3 anatomical space to functional space, accurate distortion mapping and alignment of the 4 voxel-shifts to the anatomy is essential. 5 6 The majority of the vessels included in the analysis were likely large pial and cortical veins 7 ( Figure 6 ). A cortical depth dependent effect of the GE BOLD response can be also 8 expected from ascending veins which drain blood from varying cortical depths (Duvernoy et 9 al., 1981; Markuerkiaga et al., 2016) . Unfortunately, such ascending veins are very difficult to 10 detect in V1 with MRI even at 400 µm isotropic resolution, most likely due to a smaller vessel 11 diameter in areas with low cortical thickness (Figure 6b ). Thus, other cortical areas, like the 12 primary motor cortex, may be more suitable to derive vascular masks for studying the 13 influence of ascending veins on depth profiles in detail (Budde et al., 2014) . 14 As expected, we observed an increase of the BOLD signal amplitude towards the cortical 15 surface for all protocols used in this study (Figure 7a ). This amplitude variation is in 16 agreement with the typical observations in laminar GE-BOLD measurements using 17 comparable stimuli (Koopmans et al., 2010) . The slope of this depth dependency varied 18 slightly from subject to subject. Subjects with a large or small response amplitude in one 19 protocol showed the same behavior for the others as well. These differences may have been 20 caused in part by the variability of vessel orientations relative to the main magnetic field (De 21 Martino et al., 2013; Goense et al., 2012) . A comparison of the temporal characteristics of 22 the response time courses yielded a stronger post-stimulus undershoot (PSU) at the cortical 23 surface than in deep gray matter (Figure 7b ). Similar observations were made in studies 24 performed at 7 Tesla with lower spatial resolution (Siero et al., 2015) . If the data was in 25 addition sorted by the distance to large veins a stronger PSU near distance became visible 26 and the cortical depth dependency of the PSU disappeared ( Figure 8 ). 27
Influence of large veins on cortical depth BOLD profiles
Furthermore, in accordance with previous studies, a slight increase of response duration for 28 more superficial depths was visible in the BOLD time courses (Figure 7b) Koopmans et al., 2010) . We observed that the BOLD amplitude decreases 2 for increasing distance to large veins even in large depths (Figure 8 and 9a) . A detailed 3 investigation showed an up to 2.2 times higher signal amplitude near large veins (distance 4 <0.5 mm) than in similar depths at larger vessel distances. This influence from large veins 5 declined rapidly with increasing distance and leveled out at a vessel distance of 1 -1. this approach for the removal of macrovascular biases is quite robust, since mainly regions 20 within approximately 1 mm from large veins showed a cortical depth dependency in this 21 study as well ( Figure 9 , Table 2 ). A correction for influence of ascending veins can be 22 performed by normalizing the depth profiles of an 'advanced' stimulus with the depth profiles 23 measured during a 'calibration' stage consisting of a simple stimulus (Kashyap et al., 2018) 24 or hypercapnia experiment (Guidi et al., 2016) . This method is based on the assumption that 25 the depth dependence of response amplitudes is mainly caused by intracortical variations in 26 cerebral blood volume (CBV) and variations in venous blood oxygenation in ascending veins 27 (Uludağ and Blinder, 2018) . It may therefore be more robust than the subtraction of laminar 28 signal gradients (Polimeni et al., 2010) . However, based on our findings about the influence 29 of large veins, we think that additional validation of such normalization methods may be 30 necessary against such influences. 31
It is well known that the capillary and non-capillary vessel density in layer IV is higher than in 32 any other layer of V1, leading to a particularly high vascular volume fraction in these areas 33 was made in this study for any of the protocols even for voxels far distant from large veins. 5
However, due to the complex neurovascular coupling mechanisms and the much faster 6 spreading of neuronal signals within the cortex compared to the BOLD response it is still 7 debated whether the maximum BOLD response can be actually expected in layer IV solely 8 due to a higher CBV (e.g. see discussion in (Koopmans et al., 2010) ). 9
It is also important to note that some post-processing steps can affect the spatial extend of 10 signal contributions, too. This makes it even more difficult to compare results from different 11 studies. For example, any venous effects will be spread further if smoothing is used, and 12 "laminar smoothing" restricted to specific depths has been advocated in laminar fMRI studies 13 Possible confounds of this study 22 In this study, large veins were segmented with a Hessian based filter applied on the SWI. 23
Although visual inspection showed that the filter was successful in detecting large veins in 24 the visual cortex ROI of all subjects, the performance of this filter dependents strongly on 25 image noise level, spatial signal homogeneity and the size of the vessels relative to the scale 26 of the Hessian filter kernel. Filter functions which utilize multi-echo data to improve 27 robustness may therefore be preferred for studies with larger spatial coverage and regions 28 with strong signal variations (Monti et al., 2017) . Another option to use a Gaussian Mixture 29 model to filter for 'dark' voxels in the mean of the EPI time-series (Kay et al., 2018) . 30
Moreover, it is important to keep in mind, that veins appear larger than they actually are due 31 to their extended susceptibility effects in images with strong T 2 * -weighting. On one hand, this 32 makes the vessel mask even more conservative and allows to detect vessels with a small 33 diameter, but on the other hand, it complicates the differentiation between actual tissue and 34 veins. Calculating venous diameters from quantitative susceptibility data (Bazin et al., 2016; 35 Huck et al., 2018) may thus help to further improve the precision of quantification of venous 36 influences on fMRI. Incorporating a vein mask is likely to be beneficial for automatic cortical 1 segmentation as well, since longitudinal relaxation times of venous blood and highly 2 myelinated gray matter (like in V1) are almost similar. This can be also seen in Figure 4 b  3 and c, where the sagittal sinus can barely be separated from cortical tissue. 4
It may be also criticized that we applied an activation mask which was then extended along 5 the cortical normal axis. Other laminar studies avoided the use of any thresholded activation 6 map and incorporated anatomical landmarks (Huber et al., 2015a) or projected brain atlases 7 instead (Kay et al., 2018) . For our approach, a slightly larger fraction of voxels located 8 proximal to large veins than in the volume covered by the anatomical gradient-echo 9 measurement was observed ( Figure 6d ). Since, at the same time, the distributions for the 10 individual cortical depths were almost identical, we assume that this difference was caused 11 by the smaller cortical depth in the visual cortex. 12
A more detailed investigation of the venous influences on laminar BOLD also requires a 13 comparison to spin-echo measurements in which macrovascular influences are expected to 14 be minimized. However, SE-EPI is still challenging at high field strengths due to high SAR, 15 B 1 + -inhomogeneities and reduced functional contrast (Budde et al., 2014 ). In addition, SE-16
EPIs can still contain residual T 2 * -weighting due to the long echo train. Therefore, GRASE 17 was suggested as an alternative (Kemper et al., 2015) . The reduced signal contributions 18 from large veins and resulting increased spatial specificity were recently also demonstrated 19
in an auditory study comparing GE-EPI and GRASE (Moerel et al., 2018) . 20
Conclusions 21
We showed that the layer profiles for the different spatial resolutions (800 µm isotropic 22 versus 650 µm isotropic) and the echo train lengths (35 ms versus 41 ms) are comparable. 23
Since imaging at 800 µm isotropic resolution with high parallel imaging factors provides the 24 higher tSNR and allows for better temporal resolution than imaging with outer volume 25 suppression, it should be the preferred approach in future laminar studies with 2D GE-EPI. 26
This is especially the case if the image analysis can be performed in native EPI space where 27 the larger distortions are not problematic. 28
Beside an automatic registration of individual runs and reference scans the prospective 29 motion correction reduced the variation of residual motion across subjects. However, since 30 the retrospectively image based estimated motion was larger than the nominal accuracy of 31 the tracking system and above the potential error of the retrospective correction, we think 32 that using only PMC for the correction of image displacements may not always be sufficient 33 in high resolution experiments. Hence, in some cases an additional retrospective correction 34 may still be required to compensate for insufficiently corrected non-subject motion related 1 image displacements. 2
We also investigated whether the higher fidelity of the PSF-mapping method compared to a 3 correction based on low resolution B 0 maps is translated to improved spatial accuracy. 4
Although the magnitude PSF correction technique used in this study did not allow correcting 5 for T 2 * -blurring and resulted in resolution losses in case of image dewarping based on the 6 magnitude kernel, we believe that correction based on PSF mapping is preferable over 7 correction based on a low resolution B 0 map. One main benefit is, that in addition to the 8 voxel shifts GE-like and EPI-like high SNR images can be derived from the reference scan. 9
Due to the similar T 2 * -weighting as the functional data, the additional images are perfectly 10 suited for an accurate co-registration of distortion mapping and functional images when no 11 PMC is available. The voxel shiftmaps derived from the PSF measurements furthermore 12 showed that the distortions occurring proximal to large veins can lead to an overlay of 13 signals originating from different spatial positions. Although this effect cannot be corrected 14
during postprocessing, the additional information provided by a high-resolution shiftmap may 15 allow to exclude affected voxels to improve spatial accuracy further. 16
This study also showed that the GE-EPI BOLD amplitude as well as the PSU is strongly 17 dependent on the proximity to large veins. Yet, even within areas distant from large veins a 18 depth dependency of the functional signal is still present. Thus, the different influences of 19 large veins and ascending cortical veins on the spatial accuracy of GE-BOLD are difficult to 20 separate. Nevertheless, the methods used here can help to investigate the robustness of 21 correction methods for vascular effects in the future and may allow for detailed investigation 22 of the underlying signal contributions in other fMRI contrasts as well. 
