We present a perturbative correction within initiator full configuration interaction quantum Monte Carlo (i-FCIQMC). In the existing i-FCIQMC algorithm, a significant number of spawned walkers are discarded due to the initiator criteria. Here we show that these discarded walkers have a form that allows calculation of a second-order Epstein-Nesbet correction, that may be accumulated in a trivial and inexpensive manner, yet substantially improves i-FCIQMC results. The correction is applied to the Hubbard model, the uniform electron gas and molecular systems.
Full configuration interaction quantum Monte Carlo (FCIQMC) was introduced by Booth, Thom and Alavi in 2009
1 , and has since become a significant method in electronic structure theory for obtaining high-accuracy properties of challenging systems [2] [3] [4] . The method has led to the development of multiple other QMC-based approaches in the domain of quantum chemistry, including coupled cluster Monte Carlo (CCMC) [5] [6] [7] , density matrix quantum Monte Carlo (DMQMC) [8] [9] [10] and model space quantum Monte Carlo (MSQMC) [11] [12] [13] . The efficiency of FCIQMC has been improved by several orders of magnitude since its introduction, primarily by a semi-stochastic adaptation 14, 15 and improved excitation generators 16 . Despite this, significant sources of inefficiency remain. One of the most notable such inefficiencies is due to the nature of spawning in the initiator adaptation to FCIQMC (i-FCIQMC) 17, 18 . In order to overcome the sign problem at low walker populations 19 , i-FCIQMC only allows spawned walkers to survive if they satisfy a set of criteria. Those that do not are removed from the simulation, along with significant information they contain about the space beyond the i-FCIQMC wave function.
Separately, selected configuration interaction (SCI) approaches are another important class of methods for obtaining FCI-level accuracy in challenging systems. SCI methods have existed for decades 20, 21 , but have seen a particular renewal of interest in recent years [22] [23] [24] [25] . SCI usually involves two stages. First a variational stage where a subspace of important determinants is generated, and in which the Hamiltonian eigenvalue problem is solved to give a zeroth-order energy and wave function. Second a perturbative correction is made, often of the second-order Epstein-Nesbet (EN2) type, which substantially corrects the zeroth-order energy. A semi-stochastic calculation of the EN2 correction was introduced into the heat-bath CI method (SHCI) by Sharma et al. 26 A semi-stochastic EN2 calculation was also introduced by Garniron et al., 27 which they applied to the CIPSI method 20, [28] [29] [30] [31] , although the approach presented is generally applicable. Extrapolation schemes have also been highly effective. With this, SCI methods have recently been used in several studies to obtain highly-accurate results for challenging systems, with modest computational resources 24, 27, [32] [33] [34] [35] [36] .
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Meanwhile, i-FCIQMC currently involves only the equivalent of the variational step, and yet with this alone has given accurate results for a large range of beyondtraditional-FCI systems. Given this accuracy, the question arises of whether a similar perturbative correction may be applied to i-FCIQMC, which could be extremely powerful. Here we show that such a correction is indeed possible, and that it can be built primarily from the information discarded in applying initiator criteria, and therefore already present in the simulation. As a result, this substantial improvement may be achieved in a natural and inexpensive manner.
We note that EN2 corrections have been applied to matrix product states in very recent work by Sharma 37 and also by Chan and co-workers 38, 39 , in separate studies. In the former, theory was also presented for applying an EN2 correction to more general non-linearly parameterized wave functions.
Theory:-In FCIQMC, the ground-state wave function is converged upon by repeated application of a projection operator to some initial state,P = 1 − ∆τ (Ĥ − S1), for the Hamiltonian operatorĤ, a small parameter ∆τ , and a shift parameter S for population control. This projection is performed stochastically, such that if the wave function at a given iteration is denoted |Ψ(τ ) , the expected wave function at the subsequent iteration obeys E[ |Ψ(τ + ∆τ ) ] =P |Ψ(τ ) , where E[. . . ] denotes an expectation value 40 , so that the correct projection is performed on average 1, 19 . However, ifP is applied without truncation then the FCIQMC algorithm quickly requires very large walker populations, making it impractical 19 . Instead, FCIQMC studies have relied almost solely on the initiator adaptation (i-FCIQMC) 17, 18 . In i-FCIQMC the spawning of walkers is restricted, thus reducing the size of the space that can effectively be explored. The initiator rules are as follows. Determinants with more than n a walkers are defined as initiators, where n a is some small population threshold, typically 2 or 3. Initiators are allowed to spawn freely, with no truncation placed upon walkers spawned from them. In contrast, non-initiators may only spawn to already-occupied determinants, with an exception occurring if two or more spawning events occur to the same determinant in the same iteration, in which case the spawnings are allowed 41 . Thus, i-FCIQMC effectively restricts application ofP to within a subspace (albeit of a non-constant nature), and is therefore comparable to truncated-space methods (although it should be recognized that the effective space of i-FCIQMC is larger than the space of instantaneously occupied determinants).
Given this similarity with truncated-space methods, including the variational stage of SCI, we now consider how to apply a second-order perturbation correction in an analogous manner. Specifically, we use an Epstein-Nesbet (EN) partitioning, and therefore briefly describe EN perturbation theory, using the same notation as Sharma et al. 26 In EN perturbation theory the space is split into a variational subspace, V, spanned by determinants labelled by |D i and |D j , and the rest of the space, spanned by determinants labelled |D a . The zeroth-order Hamiltonian is then defined aŝ
so thatĤ 0 contains the entire block ofĤ within V, while only consisting of the diagonal ofĤ outside V. As such, the ground state of ij∈V H ij |D i D j |, denoted |Ψ 0 = i∈V c i |D i , is the zeroth-order wave function, and the corresponding eigenvalue is the zeroth-order energy, E 0 . By standard perturbation theory the second-order energy correction may be calculated as
We will now show that such a correction may be calculated in a simple manner when the zeroth-order wave function is sampled by FCIQMC. Before considering initiator FCIQMC, we first consider FCIQMC applied within a well-defined subspace (but without initiator criteria). We again define this subspace as V. One way to perform such a truncated FCIQMC calculation is by allowing generation of excitations to any determinant (connected by a single application ofĤ), and later removing any outside of V. In the limit of large imaginary time, the FCIQMC wave function will sample the zeroth-order wave function, |Ψ 0 (with some non-unity normalization factor). Meanwhile the spawned vector sampled will be proportional tô
and so the expected contribution spawned onto determinants |D a outside of V (which we label S a ), will obey S a ∝ D a |P |Ψ 0 , specifically 
which should be normalized by Ψ 1 (τ )|Ψ 2 (τ ) (usually averaged separately, to avoid biases).
The zeroth-order energy appearing in the denominator, E 0 , will also need to be sampled from FCIQMC, and so will be a random variable. One may then worry about a theoretical bias, as
, which cannot be resolved through a replica trick. However, this bias should be small provided that the denominator is large compared to its stochastic noise. Because low-energy determinants are likely to be included in V, E 0 is likely to be well separated to all H aa . We present complete active space calculations in supplementary material, which demonstrate the very-high accuracy of this estimator.
Besides this theoretical bias, the expectation value of the above estimator will rigorously return the correct EN2 energy as from a non-QMC method. However, the above contribution cannot necessarily be sampled inexpensively; for many V, efficient excitation generators are feasible that never create contributions outside this subspace. Allowing spawns outside V to calculate S a would then be an additional cost.
We now instead consider initiator FCIQMC, which has proven particularly accurate for a given number of simultaneously occupied determinants. As such, being able to perform an accurate perturbative correction beyond i-FCIQMC would be particularly powerful. Moreover, in the case of i-FCIQMC, calculation of S a = −∆τ i∈V H ai c i is already required to enforce the initiator criteria, and so accumulation of ∆E 2 (τ ) is truly a small cost for a replica i-FCIQMC calculation.
As above, we intuitively would like to define V as the space in which projection is not truncated. However, the situation here is less clear than that above. Spawnings to occupied determinants in i-FCIQMC are always accepted, so all occupied determinants must lie within V. But whether or not spawnings are truncated on an unoccupied determinant depends on the random number generator (RNG) state. Depending on this RNG state, a determinant may be spawned to once by a non-initiator (rejected), once by an initiator (accepted), or twice or more (accepted). As such, a fixed zeroth-order space cannot be defined. Instead, we consider the truncation to be dynamic, V(τ ), so that an EN2 correction may be calculated appropriately for each iteration, ∆E 2 (τ ). This is done in the intuitive way: whenever a spawning is removed due to the initiator criteria, this must be viewed as a truncation, and so a contribution should be added to ∆E 2 (τ ). In practice, a non-zero contribution requires a removal on both replicas.
However, if V(τ ) is defined as non-constant, then the FCIQMC wave function will not exactly sample the zeroth-order wave function in V(τ ) in the limit of large τ . Nonetheless, if the effective truncated space varies only slowly (and only in regions where |Ψ 0 (τ ) is small), then it is reasonable to assume that the expectation value of the FCIQMC wave function will be a good approximation to the true zeroth-order wave function. This approximation does not invalidate the approach -one can imagine starting from the exact |Ψ 0 (τ ) and then varying this zeroth-order wave function. If the variation is small, then the change in E 0 and ∆E 2 will also be small, and so an accurate E 0 + ∆E 2 may be obtained. Ultimately, this accuracy can only be assessed by testing.
Another issue then arises, that there are multiple definitions of E 0 available for an inexact wave function. For an exact zeroth-order wave function, the energy estimator Ψ T |Ĥ 0 |Ψ 0 / Ψ T |Ψ 0 is independent of the choice of non-orthogonal trial wave function, |Ψ T , which is indeed what we find for a constant truncation within FCIQMC. For an approximate |Ψ 0 , however, essentially any energy may be obtained depending on |Ψ T . For the combination of E 0 + ∆E 2 to remain accurate, we want the most accurate estimate of the zeroth-order energy available. For this, we believe that the correct choice is the variational energy estimator
Defining the FCIQMC wave function at τ as the exact zeroth-order wave function plus a correction, |Ψ(τ ) = |Ψ 0 (τ ) + |δΨ(τ ) (and rescaling |Ψ 0 (τ ) so that Ψ 0 (τ )|δΨ(τ ) = 0), it can be seen that
Meanwhile, the commonly-used FCIQMC estimators that project against a trial wave function (typically the Hartree-Fock determinant) have an error of O(δΨ), and so for a small |δΨ(τ ) will be less accurate, often significantly so. Note that E var is not necessarily more accurate as an estimate of the true ground-state energy. However, as a zeroth-order energy about which to add ∆E 2 , only E var is sensible.
To summarize the procedure:
1. Perform i-FCIQMC with two independent replica simulations, sampling |Ψ 1 (τ ) and |Ψ 2 (τ ) , and accumulating Ψ 1 (τ )|Ĥ|Ψ 2 (τ ) and Ψ 1 (τ )|Ψ 2 (τ ) .
2. Each iteration, for determinants |D a where spawnings are removed on both simulations due to initiator criteria, label the removed contributions as S 1 a (τ ) and S 2 a (τ ). Then the contribution to ∆E 2 from this iteration is
3. At the end of the simulation, the corrected energy is given by
with each expectation value E[ ... ] estimated by an average over the simulation after convergence.
This is trivial to implement in an existing FCIQMC code, provided that the E var estimator is available. The EN2 correction may be calculated in the excited-state FCIQMC algorithm 45 by exactly the same approach. We now discuss the computational cost of this approach. The only additional cost for accumulating ∆E 2 , compared to basic i-FCIQMC, is in calculating each H aa , which is essentially negligible compared to the rest of the simulation. A replica simulation must also be performed, doubling iteration time but also doubling the samples obtained, such that efficiency is unaffected; there is also a doubling of memory, but FCIQMC is significantly more time-limited than memory-limited. There is however a larger cost in calculating the variational energy estimate, E var . In our current implementation this is done by first accumulating the FCIQMC two-body reduced density matrix (2-RDM),Γ, as described in Refs. (44) and (46), with the numerator of the variational energy then obtained as Tr ΓĤ . Even with the many schemes described previously 44, 46 , we currently find that accumulating 2-RDMs increases iteration time by a factor of ∼ 1.5 − 3. Such RDM calculations are becoming the norm in FCIQMC, and the cost of calculating E var can likely be reduced, but for now we note this additional cost compared to a non-RDM simulation. Another concern is that ∆E 2 may have larger noise than E var , and so require additional sampling. Noise in ∆E 2 is often larger than in E var , but decreases more quickly with walker population, N w , and we often find that our usual protocol automatically gives sufficiently small error bars in both. However, for some challenging cases far from convergence, additional sampling may be required. Nonetheless, this additional sampling is far cheaper than instead reducing initiator error by increasing N w without ∆E 2 .
Results:-For results, FCIQMC simulations were performed using NECI 47 , and SHCI benchmarks obtained using Dice, with integrals generated using PySCF 48 . All calculations use time-reversal symmetrized functions 49 rather than Slater determinants.
We first apply the correction to the Hubbard model and uniform electron gas (UEG) at a range of coupling strengths. For the Hubbard model we study a periodic two-dimensional 18-site lattice at half-filling, using crystal momentum symmetry (K = 0), at U/t = 1, 2 and 4. For the UEG, we take the three-dimensional spinunpolarized 14-electron system in a basis of 358 planewave spin orbitals, again restricting to K = 0, and dimensionless density parameters (r s ) of 0.5, 1.0 and 2.0.
Results are presented in Figure 1 (with data in supplementary material). For the Hubbard model at U/t = 1 the correction is highly accurate, removing > 90 − 95% of initiator error for all walker populations considered. With 100 walkers, for example, initiator error is reduced from 6.2×10 −3 t to 0.7×10 −3 t. At U/t = 2 the correction is ∼ 75−85%. As expected, the correction is less effective at intermediate coupling, though still reducing initiator error from 64 × 10 −3 t to 29 × 10 −3 t with 10 5 walkers. For the UEG at r s = 0.5, results with the EN2 correction are always correct within 0.5mE h , and always within 0.1mE h for N w ≥ 2500, despite a Hilbert space dimension of ∼ 10 20 . For comparison, initiator error is ≈ 5mE h at N w = 2500. Although it is not surprising to find a perturbative correction to be effective at low r s , this accuracy should address concerns about the validity of the correction within the initiator approximation. Large improvements are again made at r s = 1.0 and 2.0, although decreasing somewhat in line with the increasing correlation strength. The results are non-variational here, but even at r s = 2.0 the correction is ∼ 110 − 130%.
The above UEG example should also address potential concerns about the use of replica sampling in large spaces with small walker populations. Despite a basis of 358 spin Walker population per replica (Nw) orbitals and as little as 1.25 × 10 3 walkers, error bars in both E var and ∆E 2 are well controlled.
In Table I , carbon dimer results are presented with a cc-pVQZ basis set, with 4 core electrons uncorrelated, at equilibrium and stretched geometries. We use the excited-state FCIQMC algorithm 45 and study both the ground and first excited states of 1 Σ + g character. This system has been previously studied with benchmark accuracy by the density matrix renormalization group algorithm (DMRG) 50 , FCIQMC 45 and SHCI 33 , and very recently by Sharma 37 and Guo et al. 39 in perturbative DMRG studies (although there correlating 12 electrons in a cc-pVDZ basis). In our previous FCIQMC study, it was found that 10 6 walkers were required for an accuracy of 1mE h for both states and geometries. With 1.6 × 10 7 walkers, an accuracy of ∼ 0.1 − 0.2mE h was obtained.
Here we consider a much smaller N w of 2×10 5 to assess ∆E 2 . At equilibrium geometry, initiator error is around 1.8 − 1.9mE h , which is removed effectively in its entirety (within stochastic errors of 0.1mE h ) by the correction. At the more strongly correlated R = 2.0Å the correction is slightly less accurate, but still substantial, removing 82 ± 5% of initiator error. The correction is equally effective for the excited B ′1 Σ + g state.
Results are presented in Table II for additional molecular systems, with geometries in supplementary material [51] [52] [53] . The most challenging system here is butadiene in an ANO-L-pVDZ basis, with 22 electrons correlated in 82 spatial orbitals, which was previously studied by i-FCIQMC 53 using 10 9 walkers. Subsequent extrapolated DMRG 54 and SHCI 34 results agree that the groundstate energy from i-FCIQMC was too high by ∼ 9mE h , likely due to remaining initiator error, despite the large walker population. Here with a much smaller walker population of 5 × 10 7 , almost all initiator error is removed by ∆E 2 . We note that the error bar on the corrected result is 1mE h , so it is possible that the true agreement with SHCI is not as accurate as presented. However, even in the event that the quoted value is incorrect by 2 standard errors, the EN2 correction still represents a dramatic im-provement. These calculations did not require careful choice of molecular orbitals, which were always restricted Hartree-Fock orbitals. The computational resources for this study are modest compared to large-scale FCIQMC, using at most 320 processor cores, while FCIQMC scales efficiently up to at least 10 4 cores, a powerful possibility in combination with the correction presented here.
Conclusion:-We have introduced the calculation of an EN2 correction from discarded spawning attempts in replica i-FCIQMC. The EN2 correction itself is essentially free to accumulate, although some additional cost may be required to accumulate the variational zerothorder energy estimate, or to perform additional sampling. In non-strongly-correlated cases the correction regularly removes > 90% of initiator error, and even in stronglycorrelated regimes represents an important improvement. This correction therefore significantly extends the reach of FCIQMC, which we expect will be a powerful possibility in future applications of the method.
Supplementary Material:-See supplementary material for data from Figure 1 , additional results for molecular systems, and discussion of theoretical biases.
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I. APPLICATION TO TRADITIONAL TRUNCATED SPACES
As discussed in the main text, as well as correcting initiator error, an FCIQMC-based estimate of ∆E 2 may also be applied to standard truncated spaces, such as a complete active space (CAS). This allows a study of the EN2 correction in isolation, without additional complications arising from the unconventional nature of the initiator approximation.
We study such an example here, using FCIQMC to perform CAS calculations (using restricted Hartree-Fock (RHF) orbitals). Instead of removing the closed-shell and virtual orbitals from the simulation, we include them and allow spawning to basis states in which they have nonzero occupation. These spawnings to outside the CAS are then used to construct ∆E 2 , as described in the main text, and removed from the simulation afterwards.
We study the Ne atom in an aug-cc-pVDZ basis with 2 uncorrelated core electrons, for which exact FCI may be performed. As well as performing stochastic FCIQMC within the CAS, we also perform a simulation with deterministic application ofP within V, allowing |Ψ CAS and E CAS (the zeroth-order wave function and energy) to be obtained exactly. This is done using the semistochastic algorithm described in Refs. (S1) and (S2), but setting the deterministic space to be the entirety of V. Only spawning events outside of V are allowed, in order to construct ∆E 2 . In this way, the estimator for ∆E 2 has no theoretical bias due to a stochastic zerothorder energy estimate. This simulation is then compared to one without the semi-stochastic adaptation, where the zeroth-order wave function and energy are both obtained fully stochastically.
Results are presented in Table I , for active spaces ranging from (8e, 8o) to (8e, 17o) (the aug-cc-pVDZ basis has 22 spatial orbitals in total, after removing the 1s core). The results for both the zeroth-order energy estimate and the EN2 correction are identical between simulations with either a stochastic or exact |Ψ CAS , within stochastic error bars of ∼ 10
−5 E h , demonstrating the efficacy of the approach.
This also allows a comparison of noise in ∆E 2 between simulations with different amounts of noise in the zerothorder estimates. Results with active spaces of (8e, 8o) and (8e, 13o) were averaged over exactly 9 × 10 5 iterations, for both stochastic and deterministic cases, allowing direct comparison. For both (8e, 8o) and (8e, 13o) active spaces, error bars on estimates of ∆E 2 are identical to 1 significant figure. As such, the use of semi-stochastic within the zeroth-order space does not significantly impact the noise on ∆E 2 . Studying error bars to a second significant figure shows that results with a deterministic |Ψ CAS do result in smaller noise on ∆E 2 , but not substantially so. This is not unreasonable -the number of contributions to ∆E 2 is proportional to the square of the number of spawnings outside of V. This density determines the noise on the ∆E 2 estimate to a greater extent than the noise on the |Ψ 0 estimate.
Likewise, contributions to ∆E 2 are not directly correlated from one iteration to the next, but only indirectly through the correlation between Ψ 0 (τ ) and Ψ 0 (τ + ∆τ ). We find that long autocorrelation lengths are not a significant issue for the sampling of ∆E 2 , compared to E 0 .
II. DATA FOR MODEL SYSTEMS
We include numerical data for the results of Figure 1 in the main text, studying the Hubbard model and the uniform electron gas (UEG) at a range of coupling strengths.
For the Hubbard model, an 18-site periodic twodimensional lattice is studied at U/t = 1, 2 and 4. The Hilbert space dimension is ∼ 10 8 . The time step was kept at a constant value of ∆τ = 0.01 and the initiator threshold was set to n a = 3. The semi-stochastic adaptation was used at U/t = 4, with a deterministic space of dimension 10 4 , although this is not necessary and does not significantly change either initiator error or ∆E 2 .
For the UEG, a three-dimensional spin-unpolarized 14-electron system is studied in a basis of 358 plane-wave spin orbitals, at r s = 0.5, 1 and 2. The Hilbert space dimension here is ∼ 10 20 . For r s = 0.5 a time step of ∆τ = 4 × 10 −4 was used. At r s = 1 and 2, the time step was varied to prevent creation of large spawning events, resulting in larger time steps of between ∆τ = 1 × 10 −3 and 2 × 10 −3 , although once again this difference does not significantly alter results, and the EN2 correction is well-behaved regardless.
All calculations use time-reversal symmetrized functions S3 rather than Slater determinants.
III. ADDITIONAL DATA
We present further data for molecular systems at a range of walker populations, N w . The molecules studied are C 2 in a cc-pVTZ basis (both ground and first excited states of 1 Σ + g character, at equilibrium and stretched geometries), water in an aug-cc-pVDZ basis, ethylene in a cc-pVDZ basis and formaldehyde in an aug-cc-pVDZ basis. 1s cores are uncorrelated in each case.
For water, the semi-stochastic adaptation was not used. For C2, ethylene and formaldehyde, semi-stochastic was used with a deterministic space of dimension 10 4 , by picking the most populated basis states upon convergence, as described in Ref. (S2) . For butadiene (results presented in the main text), a deterministic space of dimension 2 × 10 5 was used, chosen using the same scheme. Results
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Wtih an exact |Ψ 0 With a stochastic |Ψ 0 Active space were typically averaged over between 5 × 10 4 and 10 6 iterations. The initiator threshold was taken as n a = 3, and the time step was varied in the early stages of the simulation to prevent bloom events (defined as a single spawning event with magnitude greater than n a ).
Benchmarks for C 2 cc-pVTZ are taken from Ref. 
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