The influence of grey accumulation generation operator on the memory of time sequence is discussed. Generalized Hurst exponent (GHE) approach is used to calculate the memory in three cases, namely, the M3-Competition data, the air quality index in Beijing, Xingtai, and Handan, and the power generating capacity, and car production index in Hebei province. The result indicates that one order accumulation generation operator (1-AGO) can weaken the volatility and strengthen the memory of time sequence. It also explains the reason that one-order accumulation can be used in grey prediction.
Introduction
Since the introduction of grey prediction theory, it is has been widely applied in many fields, such as Beijing's tertiary industry [1] , natural gas demand in China [2] , return flow of end-of-life vehicles [3] , etc. Typically, a novel multivariable grey forecasting model was proposed to forecast the number of motor vehicles in Beijing [4] . By using a self-adapting intelligent grey model, the forecasting results were substantially improved [5] . A grey model, based on a data grouping approach, was used to predict quarterly hydropower production in China [6] . The nonlinear grey multivariable model was supposed to be potentially suitable for forecasting carbon emissions due to fossil energy consumption [7] . To explore the factors causing smog weather, the grey dynamic trend incidence model was developed [8] . The grey prediction model with a nonlinear optimized time response method was presented to forecast electricity consumption in China [9] .
The AGO can change the process from grey to white. It also occupies an extremely important position in the grey system theory [10] . It can reveal the patterns (laws) in chaotic original data and smooth the irregularities in the raw data. Therefore, the AGO is an indispensable part of grey forecasting [11] . To enhance the prediction accuracy, many scholars have made significance contribution to the problem. Using the local sequence grey accumulation, the forecasting accuracy can be improved to some degree [12] . The seasonal rolling grey forecasting model with a cycle truncation AGO is a complement to grey prediction [13] . The fractional-order accumulation can reduce errors from the inverse AGO of the grey model [14] . However, no study has been conducted to determine whether the grey AGO can change the memory of time sequence. Because the Hurst exponent can represent the memory of time sequence, the GHE is utilized to estimate the memory in this paper. The influence of the AGO on the memory of time sequence is analyzed through a series of experimental cases.
The rest of this paper is organized as follows. The proposed calculation method is described in Section 2. The three experimental cases are detailed in Section 3. The comparison of first-order single variable grey forecasting model and other models is shown in Section 4. The conclusion is presented in Section 5.
Method
The GHE was presented to calculate the memory [15] . It is defined as
where is the length of time sequence ( ) and ( ) is the statistic. Equation (1) can yield a series of values by changing 2 Complexity the value of . The relationship between ( ) and can be described as follows:
Thus, we can estimate the Hurst exponent of time sequence in (1)-(2) for = 2. When 0 ≤ < 0.5, the time sequence reveals its antipersistence. In addition, the closer H to 0, the greater intensity of this antipersistence behavior [16] . When = 0.5, the time sequence follows a random walk [17] [18] [19] [20] [21] [22] . When 0.5 < < 1, the time sequence implies strong persistence. When = 1, the tendency of future can be predicted by current state [23] .
The process of estimation the Hurst exponent (2) is shown as follows.
Step . For positive time sequence = { (0) (1), (0) (2), ⋅ ⋅ ⋅ (0) ( )}, the one-order accumulation of the time sequence can be obtained by
Equation (3) is called the 1-AGO.
Step . Calculate a series of 2 ( ) by using the following:
Step . According to the formula, we have
The least-square method is utilized to estimate the Hurst exponent (2).
Experiments and Analysis
All the experiments in this study were conducted by using the software R i386 3.4.1. The Hurst exponent values and the corresponding analyses of three cases are described in detail below.
Case . The data are from the M3-Competition (N2831, N2832, and N2833) and are downloaded from the Internet site: https://cran.r-project.org/web/packages/Mcomp/. The one-order accumulation sequence is presented in Figure 1 . The Hurst exponent value of three groups of data is given in Table 1 . The memory of three groups of data is shown in Figure 2 . In Figure 1 , the original data from N2831 to N2833 have different distribution and strong randomness. However, oneorder accumulation sequence from N2831 to N2833 nearly distributes in a straight line; it implied that one-order accumulation sequence has substantial developing tendency and stronger regularity.
As shown in Table 1 , the (2) values of the original sequence are less than 0.5; this indicated that the original time sequence reveals its antipersistence. In contrast, the (2) values of accumulation sequence are all larger than 0.90; it implied that the memory of time sequence can be strengthened and the randomness of the time sequence can be weakened by AGO.
It can be noted in Figure 2 that the accumulation sequence of time sequence is regularly distributed in a straight line. The (2) value of accumulation sequence is larger than that of the original time sequence.
Case . Beijing, Handan, and Xingtai are the three cities selected for comparison, where the air is seriously polluted. The air quality index (AQI) data are collected from http://www.zhb.gov.cn/. Since 2013, the air pollution has been noticed by citizens. The government has took urgent measures to control this situation. The result of (2) in the three cities is in Table 2 . The AQI of Beijing, Handan, and Xingtai from 2014 to 2016 are given in Figure 3 . The memory results of the three group data are plotted respectively in Figure 4 .
It can be seen in Figure 3 that the AQI values in winter are higher than that of in the other seasons. In this situation, the AQI time sequence in Beijing, Handan, and Xingtai has fluctuated randomly. However, one-order accumulation of AQI has stronger regularity. It is possible to establish a suitable model.
As can be seen in Table 2 , the (2) values of the original sequence are all close to 0; it implied that the original AQI time sequence have quite strong antipersistence and mutability. However, the (2) values of the accumulation sequence are all close to 1.0; it indicated that the accumulation AQI time sequence has higher regularity. Consequently, it can be more extensively applied for prediction in various fields.
It is observed in Figure 4 that the original AQI sequence is disperse randomly while the accumulation sequence is regularly distributed in a straight line; it revealed that the (2) value of the accumulation sequence is larger than that of the original time sequence.
Case . Hebei province is located in the North China Plain. Its power generating capacity and car production index are considered to analyze the memory. These data are collected from National Bureau of Statistics of China. The (2) values of the two industry indexes in Hebei province are listed in Table 3 . The original value and one-order accumulation value of two indexes are presented in Figure 5 . The memory results of two indexes in Hebei province are plotted in Figure 6 .
It is implied that the tendency of both indexes are increasing slightly in Figure 5 . Furthermore, one-order accumulation sequence of both indexes has strong regularity. It is clear that the trend of on-order accumulation sequence is more obvious than the original sequence. The AQI in Beijing The AQI in Handan The AQI in Xingtai As seen in Table 3 , the (2) values of the accumulation sequence are larger than those of the original time sequence for both indexes.
In Figure 6 , it is noted that the points of the original value are scattered whereas those of the accumulation sequence are evenly distributed in a straight line. Therefore, the accumulation sequence yields superior persistence.
Actually, for the big size cases, the memory of sequence is enhanced by the 1-AGO. For the small size cases, the memory of sequence is also enhanced by the 1-AGO. 
Comparison of GM(1,1) Model and the Other Models
As the basis of the grey forecasting theory, GM(1,1) is the first-order single variable grey forecasting model, and it has been widely investigated and studied by many scholars in theoretical and practical fields [24] . The steps of GM(1,1) are shown in the following.
Step . An original positive sequence is
Step .
Its whitenization equation is
(1) / + (1) = . and are coefficients. is the developing coefficient, and is the grey input. and are obtained by the least-squares method as follows:
where
. . .
] .
Step . The solution of
Step . To obtain the predicted value of the data at time ( + 1), the forecasting sequence iŝ( 1) is one of the most common methods used for studying data sets characterized by small size. The above cases have big size; GM (1,1) is not the better model for above cases. Therefore, the series N1 (sample size is 14) from the M3 forecasting competition is selected as the evaluation data. The data is downloaded from the Internet site: http://www.insead.fr/facultyresearch/forecasting.
The memory of accumulation sequence is evaluated by comparing the traditional GM(1,1) model with the other models in this section. Therefore, mean absolute percentage Table 4 and are plotted in Figure 7 .
Winter model, ARAMRA, and AUTO-ANN are the most common methods used for studying data sets characterized by small size. In Table 4 , it indicated that the MAPE of GM(1,1) are smaller than that of other models. We can say that the GM(1,1) model is better than the others. The original time sequence always shows strong antipersistent behavior. It is difficult to dig out the information in the sequence. The AGO can strengthen the memory of the time sequence. Therefore, it plays a pivotal role to establish model. With the application of AGO in GM(1,1) model, the case imply that GM(1,1) model has higher forecasting performance.
Conclusion
For a time sequence, the current state is the result of a series of interrelated events. The development state has a longterm (short-term) memory. In general, the Hurst exponent of original time sequence is less than or close to 0.5. In this situation, the time sequence always shows stronger antipersistent behavior; it means that the time sequence follows a random walk with mutability or volatility. As can be seen from the experimental cases, the Hurst exponent of one-order accumulation sequence was very close to 1, the randomness of the time sequence was significantly weakened and the regularity was strengthened. By the 1-AGO, the memory of sequence is enhanced and the accumulation sequence yields superior persistence. The future trend can be predicted based on the present state.
It is worthwhile to use 1-AGO in grey prediction. On one hand, the randomness of the original sequence is weakened by 1-AGO. On the other hand, grey accumulation generation sequence can provide additional information for modeling and enable the data to construction a more appropriate model. Because the Hurst exponent of one order accumulation sequence was very close to the maximum (i.e., 1), for the grey forecasting model, the accumulation-order number cannot be more than 1 in practical applications.
Three cases are discussed to demonstrate the memory of grey AGO. In the future, more cases are needed to be discussed to demonstrate the memory. All values in this paper are positive, so the accumulation frequency is always increasing. In this case, the Hurst Exponent is close to 1. Of course, this property may change when the original time sequence contains negative values. In the future, more cases with negative values are needed to be discussed.
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