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 本研究では誤差逆伝播法に対していくつかの優位性を持つ、Fahlman and Lebiere(1990)が開発












 日本における格付機関は、日系の R&I､JCR の２機関と米系の Moody's、S&P の２機関の合計
４機関である。 
 そのほかにも格付機関があるが分析に使用するのには問題があるため R&I、JCR、Moody's
および S&P の 4 格付機関の付与する格付を対象として、格付の決定要因を比較検討する。ま
た、Jewell and Livingston(1993)等の先行研究に倣い．各格付機関の格付を序数化し、表１のごと 
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く AAA 格(22)から D 格(1)までの 22 段階としている。ここで投資の基準として、安全に投資が


































ュフローの代替指標として使う金利・税金・償却前利益(EBITDA；Earnings Before interest Taxes，
Depreciation and Amortization)がある。企業の事業リスクの大小を表す総資本事業利益率(ROA；














                                                          
注１：キャッシュフローに関しては、ファイナンスと会計では概念が異なる。本稿においては、キャッシュ
フローおよびフリーキャッシュフローは､各企業から公表されている会計年度末の残高を使用している。 
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表３ 財務指標の算出方法 
  




















⑨ 総資産額 総資産額 
⑩ 売上高 売上高 
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（a） 格付の付与構造の推定用に全データの約 70 ％を使用することにした。 
（b） 推定用のデータに特定の業界のデータが偏って分類されないように、データセットを作成 
   する段階でデータをランダムに並べ替えた。 
（c） ランダムに並び替えたデータの、先頭から約 70 ％を格付の付与構造の推定のためのデー 
   タとした。 
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 格付機関を米系と日系にわけ、さらに 2001 年のデータセットから 2005 年まで順に計算結果
を掲載することにする。 
 
 (1)-1 米系の格付機関の結果 
 












      図１－１（2001 年）              図１－２（2002 年） 
ニューラル・ネットワークによる格付付与構造の解明のための説明変数の数について 
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      図２－５（2005 年） 
ニューラル・ネットワークによる格付付与構造の解明のための説明変数の数について 


































































































































 2001 年, 2003 年, 2004 年に変数７と変数６
に相関係数の下落傾向がみられる。 
      図３－５（2005 年） 
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数の下落傾向が見られる。特に 2003 年, 2005
年の下落傾向は顕著である。 
      図４－５（2005 年） 
ニューラル・ネットワークによる格付付与構造の解明のための説明変数の数について 

























経営情報研究 第 18 巻第 2 号(2011 年 2 月)，25－38 ページ 
―  ― 38
参考文献 
 
Fahlman, S. E. and C. Lebiere(1990),“The cascade-correlation learning architecture”In D.Touretzky, 
editor, Advancees in Neural Information Processing System,volume 2, pp 524-532. Morgan-Kaufman 
Jewell, J. and M. Livingston(1999),“A Comparison of Bond Ratings from Moody's S&P and Fitch,”
Financial Markets, Institutions & Instruments, Vol.8, pp.1-45 
Rumelhart, D. E., Hinton GE. and R. J. Williams(1986),“Learning internal representations by error 
propagation,”In D. E. Rumelhart and J. L. McClelland, editors, Parallel Distributed Processing, Vol.1, 
MIT Press, Cambridge, MA 
格付投資情報センター(2001)『格付 Q&A －決まり方から使い方まで』日本経済新聞社 
格付投資情報センター ホームページ、格付け一覧 http://www.r-i.co.jp/jpn/rating/rating/rating_list.html 
スタンダード＆プアーズホームページ信用格付け http://www.standardandpoors.co.jp/ 
勝田英紀(2004),「市場から見た格付の評価」『経営財務研究』Vol.23, No.1, 2-18 頁 
勝田英紀、田中克明(2007),「ニューラル・ネットワークを用いた格付の定量分析」『経営財務研
究』Vol.27, No.2, 38-53 頁 
田中克明、勝田英紀、萩原統宏(2009),「ニューラル・ネットワークによる格付付与構造の安定
性について」『経営情報研究』Vol.17, N o1, 17-32 頁 
日本格付研究所ホームページ、格付情報 http://www.jcr.co.jp/top_cont/rat_info. html 
ムーディズインベスターズ・サービス(1994)『グローバル格付分析』金融財政事情研究会 
ムーディズホームページ、格付一覧 http://www.moodys.co.jp/ssl/ 
 
