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Abstract
We prove several multiplicative inequalities relating the Kantorovich norm with
the Sobolev norm for functions on a Riemannian manifold satisfying certain curva-
ture conditions.
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1. Introduction and notation
In the last decade, there has been increasing interest in functional inequalities
relating Sobolev norms with certain other norms or similar quantities such as entropy
and transportation cost (see [18], [20]). In papers [12], [6], [7], some multidimensional
analogs were proved of the classic Hardy–Landau–Littlewood inequality
‖f ′‖2L1 ≤ C‖f‖L1‖f ′′‖L1
for functions with two derivatives on the real line, having the form
‖f‖L1 ≤ C‖∇f‖L1 ‖f‖K
for integrable functions with zero integral from the usual Sobolev class W 1,1(Rd),
where ‖f‖K is the Kantorovich norm (all definitions are given below). The indicated
Hardy–Landau–Littlewood inequality in the one-dimensional case is equivalent to
this inequality applied to f ′ in place of f (then, letting g = f ′, for ‖f‖L1 we obtain
‖g‖K). This estimate was extended in [6] to the case of a Riemannian manifold M
equipped with a probability Borel measure µ in the following form:
‖f − g‖2L1(µ) ≤ C(µ)‖fµ− gµ‖K‖∇f −∇g‖L1(µ), (1.1)
where f and g are probability densities with respect to µ, ‖∇f − ∇g‖L1(µ) is the
integral of |∇f −∇g| with respect to the measure µ, and, for any function f inte-
grable with respect to the measure µ, we denote by fµ the measure given by density
f with respect to µ. The assumptions about M and µ employed in [6] are expressed
in terms of inequalities for the heat semigroup on M . In the paper [7], inequality
(1.1) was strengthened (in particular, it was proved for certain infinite-dimensional
manifolds), moreover, certain geometric conditions were found for its validity in
terms of the Ricci tensor. In particular, it was shown that the number C(µ) can be
taken in such a way that its dependence on µ will have the following character. If µ
has a density e−V with respect to the Riemannian volume, where V ∈ C2, and for
some number k ≥ 0 we have the inequality RicV ≥ k · I, in which
RicV (U, U) = Ric(U, U) + HessV (U, U), U ∈ TM,
where Ric is the Ricci curvature on M (see [8, p. 60]), TM is the tangent bundle,
HessV is the Hessian of V , i.e., the operator corresponding to the second derivative
(see [8, p. 41]), then C(µ) can be taken depending only on k.
In this paper we prove a more general inequality with the Kantorovich distance
of order 1 and also strengthen a number of inequalities from the recent paper [13]
with the use of the Kantorovich distance of order 2.
1
2We recall (see, e.g., [5]) that the Kantorovich distance between two probability
Borel measures on a metric space M with a metric ̺ is given by
‖µ− ν‖K := sup
{∫
M
ϕd(µ− ν), ϕ ∈ Lip1
}
,
where sup is taken over the class Lip1 of functions on M that are Lipschitzian with
constant 1. The same formula defines the Kantorovich norm of a bounded signed
measure with zero value on the whole space.
The introduced distance is also called the Kantorovich distance of order 1 (exactly
this distance was introduced by Kantorovich himself [10], [11]), because for p = 1
it coincides with the value of the Kantorovich distance Wp of order p (sometimes
erroneously called the Wasserstein distance) defined by the formula
Wp(µ, ν)
p = inf
σ∈Π(µ,ν)
∫
M×M
̺(x, y)p σ(dxdy),
where inf is taken over all measures σ from the set Π(µ, ν) of Borel probability
measures on M ×M having projections µ and ν onto the first and second factors.
Let us also recall that the Bakry–Emery tensor of a Riemannian manifold M of
dimension d equipped with a measure µ = e−V dx, where dx is the Riemannian
volume and V is a function of class C2, is defined by
RicN,µ = Ric + HessV − ∇V ⊗∇V
N − d , N ≥ d
where for N = d we set ∇V⊕∇V
N−d
=∞ · 〈·, ·〉 if ∇V 6= 0 and = 0 · 〈·, ·〉 if ∇V = 0. We
say that the pair (M,µ) satisfies the curvature condition CD(K,N), where K ∈ R
and N ∈ [d,+∞], if
RicN,V ≥ K · I.
Throughout the symbol ‖f‖p denotes the Lp-norm of a function f with respect
to the measure µ involved in the formulations of the theorems, i.e., the norm in the
space Lp(µ). The integral of f with respect to the measure µ will be denoted by the
symbol µ(f).
2. Main results
Here is the first result of this paper.
Theorem 2.1. Suppose thatM is a Riemannian manifold with a probability measure
µ(dx) := e−V (x)dx satisfying condition CD(0, N) for some N ∈ [d,∞].
(1) If N < ∞, then for any p, q ≥ 1 there exists a constant C > 0 depending
only on p, q, N such that
‖f − 1‖θr ≤ C
(‖∇f‖qWp(fµ, µ) + {‖∇f‖1W1(fµ, µ)} θ2r )
holds for any f ≥ 0 with µ(f) = 1, where θ = 1 + 1
p
+ 1
N
, r = pqθ
p+q
. In
particular, with p = q = 1 this becomes
‖f − 1‖2+
1
N
1+ 2
N
≤ C‖∇f‖1W1(fµ, µ), f ≥ 0, µ(f) = 1.
(2) If N =∞, then for any q ∈ (1, 2] there exists a constant C > 0 such that
‖f − 1‖3/23q/(q+2) ≤ C
(‖∇f‖qW2(fµ, µ) + {‖∇f‖1W1(fµ, µ)} q+24q )
holds for any f ≥ 0 with µ(f) = 1.
3Proof. By [13, Theorem 1], there exists a constant C1 > 1 such that
‖(f − C1)+‖θr ≤ C1‖∇f‖qWp(fµ, µ), f ≥ 0, µ(f) = 1. (2.1)
Moreover, by [7, Theorem 1], we have
‖f − 1‖1 ≤
√
2‖∇f‖1W1(fµ, µ), f ≥ 0, µ(f) = 1. (2.2)
Since (f − 1)+ = (f − C1)+ + (f − 1)+ ∧ (C1 − 1), we have
{(f − 1)+}r ≤ 2r−1{(f − C1)+}r + 2r−1(C1 − 1)r−1(f − 1)+.
Therefore,
|f − 1|r = {(f − 1)+}r + {(1− f)+}r ≤ {(f − 1)+}r + (1− f)+
≤ 2r−1{(f − C1)+}r + (2C1)r−1|f − 1|.
Combining this with (2.1) and (2.2) we prove the first assertion.
The second assertion can be proved in the same way by using [13, Theorem 5] to
replace (2.1), which says that if C(0,∞) holds, then for any q ∈ (1, 2] there exists a
constant C1 > 0 such that
‖(f − C1)+‖3/23q/(q+2) ≤ C1‖∇f‖qW2(fµ, µ), f ≥ 0, µ(f) = 1,
so our claim follows. 
The next theorem strengthens [13, Proposition 4.2] (see also [9]).
Theorem 2.2. Let (M,µ), where µ(dx) := e−V (x)dx is a probability measure, satisfy
the curvature condition CD(0,∞). Then for every q ∈ [1, 2] there is a number C > 0
depending only on q such that for every probability measure ν = fµ with a smooth
density f with respect to µ one has
sup
u≥C
[
u3/2(lnu)1/2
]
µ(f ≥ u)3/2r ≤ C‖∇f‖qW2(fµ, µ), r = 3q
q + 2
.
Proof. As in the proof from [13], for every u > 0 and t > 0 we have
µ(f ≥ 2u) ≤ (2t)
q/2
uq
‖∇f‖qq + µ(Ptf ≥ u).
The next step is to apply the well-known entropy inequality∫
M
hPtf dµ ≤
∫
M
Ptf logPtf dµ+ log
∫
M
eh dµ.
Now let us choose the following h:
h := IF logPtf,
where
F = {Ptf ≥ u}.
Then ∫
M
IFPtf logPtf dµ ≤
∫
M
Ptf logPtf dµ+ log
∫
M
[
1 + IF (Ptf − 1)
]
dµ
and also∫
F
Ptf logPtf dµ ≤
∫
M
Ptf logPtf dµ+ log
[∫
M
1 dµ+
∫
F
(Ptf − 1) dµ
]
.
Since for every x ≥ 0 one has
log(1 + x) ≤ x
4and ∫
M
1 dµ = 1,
we obtain ∫
F
Ptf logPtf dµ ≤
∫
M
Ptf logPtf dµ+
∫
F
(Ptf − 1) dµ,
∫
F
1 + Ptf
[
logPtf − 1
]
dµ ≤
∫
M
Ptf logPtf dµ.
Hence, assuming that u ≥ 8, we have
µ(F )u logu ≤ 2
∫
M
Ptf logPtf dµ ≤ 1
2t
W 22 (fµ, µ),
µ(Ptf ≥ u) ≤ 1
2tu log u
W 22 (fµ, µ).
Finally, we have the following estimate:
µ(f ≥ 2u) ≤ (2t)
q/2
uq
‖∇f‖qq +
1
2tu log u
W 22 (fµ, µ).
Optimizing in t > 0, we obtain the desired inequality. 
Theorem 2.3. If (M,µ) satisfies the hypothesis of Theorem 2.2, then for every
q ∈ (1, 2] there is a number C > 0 depending only on q such that for every probability
measure ν = fµ with a smooth density f with respect to µ one has∫
(f − C)r+(ln[1 + (f − C)+])α dµ ≤ C‖∇f‖sqW s2 (ν, µ), (2.3)
where
r =
3q
q + 2
, α =
q
q + 2
, s =
2q
q + 2
.
The proof will be given below.
The next lemma is a reinforcement of a remark made in [13] in relation to for-
mula (9) there.
Lemma 2.4. Let a > 1, α > 0. Then there is a number C depending only on
a and α such that, for every collection {F}∞k=1 of subsets of M , every interval of
nonnegative integer numbers I = [k0, k1] = {k0, k0+1, . . . , k1} and every x ∈M one
has ∑
k∈I
(1 + k)αakIFk(x) ≤ C sup
k∈I
(1 + k)αakIFk(x).
Proof. For each k ≥ 0 we have the following chain of inequalities:
k∑
i=0
(1 + i)αai ≤
∫ k+1
0
(1 + t)αat dt =
∫ k+1
0
(1 + t)α
1
log a
d
dt
at dt
=
1
log a
(k + 2)αak+1 − 1
log a
−
∫ k+1
0
α(1 + t)α−1
1
log a
at dt. ≤ C(a, α)(1 + k)αak.
Now it is easy to complete the proof. 
The next lemma is also based on the reasoning from [13].
5Lemma 2.5. Let a > 1, α > 0, p > 1. Then there is a number C = C(a, α) such
that for every collection {F}∞k=1 of Borel sets in M , every interval of nonnegative
integer numbers I = [k0, k1] = {k0, k0 + 1, . . . , k1} and every ε > 0 one has∫
ϕf dµ ≤ 1
ε
W pp (fµ, µ) + C
∫
ψε dµ,
where
ϕ(x) =
∑
k∈I
(1 + k)αakIFk(x),
ψε(x) =
∑
k∈I
sup
y∈Mk,ε(x)
(1 + k)αakIFk(y),
Mk,ε(x) =
{
y ∈M : d(x, y)p ≤ Cε(1 + k)αak
}
.
Proof. By the Kantorovich duality for every ε > 0 we have∫
ϕf dµ ≤ 1
ε
W pp (fµ, µ) +
∫
Qεϕdµ.
where
Qεϕ(x) = sup
y∈M
[
ϕ(y)− 1
ε
d(x, y)p
]
.
Applying Lemma 2.4, we obtain the estimate
Qεϕ(x) = sup
y∈M
[∑
k∈I
(1 + k)αakIFk(y)−
1
ε
d(x, y)p
]
≤ sup
y∈M
[
C sup
k∈I
(1 + k)αakIFk(y)−
1
ε
d(x, y)p
]
= C sup
y∈M
sup
k∈I
[
(1 + k)αakIFk(y)−
1
Cε
d(x, y)p
]
= C sup
k∈I
sup
y∈M
[
(1 + k)αakIFk(y)−
1
Cε
d(x, y)p
]
= C sup
k∈I
sup
y∈Mk,ε(x)
(1 + k)αakIFk(y) ≤ C
∑
k∈I
sup
y∈Mk,ε(x)
(1 + k)αakIFk(y),
which completes the proof. 
Now we are ready to prove Theorem 2.3. We will use Ledoux’s strategy with some
modifications. For the reader’s convenience all the details are presented. The main
difference with the proof by Ledoux of his result is our choice of the “multipliers”
and application of Harnack’s inequality from [16], where the exponential term is no
longer constant.
Proof of Theorem 2.3. Let fk = min((f − 2k)+, 2k), u = 2k−1, where k ∈ Z+, and
let tk > 0, where the value of tk will be chosen later. We will use the following
inequality proven in [13] (see the proof of Theorem 1, p. 7):
µ(fk ≥ 2k) ≤ C(q)t
q/2
k
2qk
∫
Ak
|∇f |q dµ+ 1
2k
∫
IFkf dµ,
Ak =
{
2k ≤ f < 2k+1}, Fk = {Ptkfk ≥ 2k−1}.
Let r = 3q
q+2
. Let η = C
log 2
, where C is the constant from Lemma 2.5. We now choose
tk such that
(1 + k)α2(r−q)kt
q/2
k = η
q/2εq/2 ⇔ tk = η(1 + k)−2α/q22(1−r/q)kε.
6Let I be a fixed interval of integers [k0, k1]. Note that µ(f ≥ 2k+1) = µ(fk ≥ 2k).
Then
SI :=
∑
k∈I
(1 + k)α2rkµ(f ≥ 2k+1)
≤ C(q)
∑
k∈I
(1 + k)α2(r−q)kt
q/2
k
∫
Ak
|∇f |q dµ+
∫
ϕf dµ,
where
ϕ =
∑
k∈I
(1 + k)α2(r−1)kIFk .
Taking into account the values of {tk} we have
SI ≤ C(q, η)εq/2
∫
|∇f |q dµ+
∫
ϕf dµ.
Applying Lemma 2.5, we obtain∫
ϕf dµ ≤ 1
ε
W 22 (fµ, µ) + C
∫
ψε dµ,
where
ψε(x) =
∑
k∈I
sup
y∈Mk,ε(x)
(1 + k)α2(r−1)kIFk(y),
Mk,ε(x) =
{
y ∈M : d(x, y)2 ≤ Cε(1 + k)α2(r−1)k
}
.
The CD(0,∞)-condition implies Harnack’s inequality obtained in [16], according to
which, under CD(0,∞), for any nonnegative measurable function f on M and all
t > 0, x, y ∈M one has
Ptf(y)
2 ≤ Pt(f 2)(x)ed(x,y)2/2t.
Since
tk = η(1 + k)
−2α/q22(1−r/q)kε,
(r − 1)− 2(1− r/q) = r + 2r/q − 3 = 3q + 6
q + 2
− 3 = 0,
α(1 + 2/q) = 1,
η =
C
log 2
,
for every y ∈Mk(x, ε) we have
IFk(y) ≤ 2−2k+2Ptk(fk)(y)2
≤ 2−2k+2Ptkf 2k (x) exp
[
C
2η
(1 + k)α(1+2/q)
]
≤ 2−2k+2+(1+k)/2Ptkf 2k (x).
Hence ∫
f 2k dµ ≤ 22kµ(f ≥ 2k),∫
ψε dµ ≤
∑
k∈I
(1 + k)α2(r−1)k2−2k+2+(1+k)/2+2kµ(f ≥ 2k),
and for sufficiently large k0 (the lower bound of the interval I) one has
C
∫
ψε dµ ≤ 1
2
∑
k∈I
2rk−
k
4µ(f ≥ 2k).
7Then
SI =
∑
k∈I
(1 + k)α2rkµ(f ≥ 2k+1)
≤ Cεq/2
∫
|∇f |q dµ+ 1
ε
W 22 (fµ, µ) +
1
2
∑
k∈I
2rk−
k
4µ(f ≥ 2k),
SI ≤ Cεq/2
∫
|∇f |q dµ+ 1
ε
W 22 (fµ, µ) +
1
2
SI +
1
2
2rk0−
k0
4 µ(f ≥ 2k0).
The last term can be estimated using the following weak-type inequality from [13]
(see Proposition 6):
µ(f ≥ 2k0) ≤ C(k0)‖∇f‖vqW v2 (fdµ, µ).
Optimizing in ε, choosing sufficiently large k0 and passing to the limit we easily
obtain the bound
∞∑
k=k0+1
(1 + k)α2rkµ(f ≥ 2k) ≤ C‖∇f‖vqW v2 (fdµ, µ),
where the constant C depends on q, α and on our choice of k0, but does not depend
on f . Thus,∫
(f −C)r+ logα[1 + (f −C)+] dµ =
∫ ∞
C
d
dt
(
(t−C)r logα[1 + (t−C)]
)
µ(f > t) dt
≤ C ′
∞∑
k=k0+1
(1 + k)α2krµ(f ≥ 2k) ≤ C ′′‖∇f‖vqW v2 (fdµ, µ),
which completes the proof. 
Remark 2.6. (i) The assumption q > 1 has been used to ensure that
r > 1⇔ a = 2r−1 > 1.
It enables us to apply Lemma 2.4.
(ii) The assumption q ≤ 2 has been used implicitly in the inequality
µ(fk ≥ 2k) ≤ C(q)t
q/2
k
2qk
∫
Ak
|∇f |q dµ+ 1
2k
∫
IFkf dµ,
Ak =
{
2k ≤ f < 2k+1}, Fk = {Ptkfk ≥ 2k−1}.
For the proof, see [13, Proposition 3 and Theorem 1].
Theorem 2.7. Let
(
M, g, µ
)
be a weighted Riemannian manifold equipped with a
probability measure µ satisfying the curvature condition CD(0,∞). Then there is
a constant C > 0 such that for every probability measure dν = fdµ with a smooth
density f with respect to µ one has
‖f − 1‖21 ≤ C‖∇f‖1W1(ν, µ).
Proof. For each smooth function g ≥ 0 with ‖g‖∞ ≤ 1 we have∣∣∣∣
∫
(f − 1)g dµ
∣∣∣∣ =
∣∣∣∣
∫
(f − 1)Ptg dµ−
∫
(f − 1)
∫ t
0
d
ds
Psg dµ
∣∣∣∣
≤W1(ν, µ)‖∇Ptg‖∞ +
∫ t
0
∫
|∇f ||∇Psg| dµ dt
≤W1(ν, µ)‖∇Ptg‖∞ + ‖∇f‖1
∫ t
0
‖∇Psg‖∞ dt.
8Applying the reverse isoperimetric-type inequality from [1] (for the proof, see also
[3, Proposition 2.1]) [
I(Ptg)
]2 − [Pt(I(g))]2 ≥ 2t|∇Ptg|2
one readily obtains the estimate∣∣∣∣
∫
(f − 1)g dµ
∣∣∣∣ ≤ C
[
W1(ν, µ)
1√
t
+ ‖∇f‖1
∫ t
0
1√
s
ds
]
.
Now it is easy to complete the proof. 
3. Extensions to the negative curvature case
Throughout this section we assume the following:
(H) the bound RicV ≥ −K holds for some constant K > 0, and the probability
measure µ(dx) := e−V (x)dx satisfies the log-Sobolev inequality
µ(f 2 log f 2) ≤ 2
λ
µ(|∇f |2), f ∈ C∞0 (M), µ(f 2) = 1 (3.1)
for some constant λ > 0.
According to [17], under the curvature condition Ric − HessV ≥ −K, the log-
Sobolev inequality holds provided µ(eερ
2
o) < ∞ for some constant ε > K
2
, where ρo
is the Riemannian distance to a fixed point in M .
Theorem 3.1. Assume (H). Then, for any q ∈ (1, 2], there exists a constant C ≥ 1
depending only on K, λ and q such that for any probability density f with respect
to µ one has
sup
u≥C
{
u
3
2 ln
1
2 u}µ(f ≥ u) q+22q ≤ C‖∇f‖qW2(fµ, µ), (3.2)∫
M
(f − C)r+(ln[1 + (f − C)+])α dµ ≤ C‖∇f‖sqW s2 (ν, µ). (3.3)
Proof. According to [19], the curvature condition is equivalent to the log-Harnack
inequality
Pt log g(x) ≤ logPtg(y) + Kρ(x, y)
2
2(1− e−2Kt) , t > 0, x, y ∈M
for any positive measurable function g. This implies (see [15, Corollary 1.2]) that
µ((Ptf) logPtf) ≤ KW2(fµ, µ)
2
2(1− e−2Kt) , t > 0, f ≥ 0, µ(f) = 1. (3.4)
Thus, there exists a constant C1 depending only on K such that
µ((Ptf) logPtf) ≤ C1
t
W2(fµ, µ)
2, t ∈ (0, 1], f ≥ 0, µ(f) = 1. (3.5)
Next, it is well known that the log-Sobolev inequality (3.1) implies that
µ((Ptf) logPtf) ≤ e−λtµ(f log f), f ≥ 0, µ(f) = 1.
Combining this with (3.5) and the semigroup property, we obtain for t > 1 that
µ((Ptf) logPtf) ≤ e−λ(t−1)µ((P1f) logP1f) ≤ C1e−λ(t−1)W2(fµ, µ)2.
Taking into account (3.5) we arrive at the estimate
µ((Ptf) logPtf) ≤ C2
t
W2(fµ, µ)
2, t > 0, f ≥ 0, µ(f) = 1 (3.6)
9for some constant C2 > 0. Let q
′ = q
q−1
. It is known (see, e.g., [16, Corollary 4.2])
that for each p > 1 there exists a constant C(p) > 0 depending only on K and p
such that
|∇Pth| ≤ C(p)√
t ∧ 1(Pt|h|
q′)
1
q′ , h ∈ Cb(M), t > 0. (3.7)
This implies that
‖∇Pth‖q′ ≤ C(p)√
t ∧ 1‖h‖q′, t > 0, h ∈ Cb(M). (3.8)
Since the log-Sobolev inequality implies that L has a spectral gap larger than λ, we
have
‖∇Pth‖2 ≤ e−λt‖∇h‖2, t ≥ 0, h ∈ W 1,2(µ).
This along with (3.8) yields that
‖∇Pth‖2 ≤ C3e
−λt
√
t ∧ 1‖h‖2, t > 0, h ∈ Cb(M)
for some constant C3 > 0 depending only on λ and K. Combining this with (3.8)
and using the interpolation theorem, we find that
‖∇Pth‖q′ ≤ C4√
t
‖h‖q′, t > 0, h ∈ Cb(M) (3.9)
for some constant C4 > 0 depending only on λ,K and q. Noting that for h ∈ C20 (M)
we have
|µ(h(f − Ptf)| =
∣∣∣∣
∫ t
0
µ(fLPsf)ds
∣∣∣∣ =
∣∣∣∣
∫ t
0
µ(〈∇Psh,∇f〉)ds
∣∣∣∣, t > 0,
this implies
‖Ptf − f‖q ≤ ‖f‖1
∫ t
0
C4√
s
ds = 2C4
√
t‖∇f‖q, t > 0.
Therefore,
µ(f ≥ 2u) ≤ µ(|Ptf − f | ≥ u) + µ(Ptf ≥ u) ≤ C5t
q/2
uq
‖∇f‖qq + µ(f ≥ u).
According to the reasoning in the proofs of Theorems 2.2 and 2.3, this and (3.6)
imply (3.2) and (3.3). 
Theorem 3.2. Suppose that the hypotheses of Theorem 3.1 hold. If the diffusion
process is strong ergodic, that is,
‖Pth− µ(h)‖∞ ≤ ce−λt‖h‖∞, t ≥ 0, h ∈ L∞(µ) (3.10)
holds for some constants c, λ > 0, then there exists a constant C > 0 such that for
any probability density f with respect to µ,
‖f − 1‖21 ≤ C‖∇f‖1W (fµ, µ). (3.11)
Proof. By (3.7), there exists a constant C1 > 0 such that
‖∇Pth‖∞ ≤ C1√
t
‖h‖∞, t > 0, h ∈ Bb(M). (3.12)
Combining this with (3.10) we obtain the estimate
‖∇P1+th‖∞ = ‖∇P1+t(h− µ(h))‖∞ ≤ C1‖Pth− µ(h)‖∞ ≤ 2C1ce−λt‖h‖∞, t ≥ 0.
10
This estimate and (3.12) imply that
‖∇P1+th‖∞ ≤ C2√
t
‖h‖∞, t > 0, h ∈ Bb(M)
for some constant C2 > 0. Then, according to the proof of Theorem 2.7, we ob-
tain (3.11). 
According to [17], the log-Sobolev inequality and the strong ergodicity are incom-
parable, but both follow from the ultraboundedness: ‖Pt‖1→∞ <∞ for t > 0. Since
RicV is bounded below, by [14], Pt is ultracontactive if and only if
‖Pteλρ2o‖∞ <∞, t > 0.
For instance, it is the case when Ric is bounded from below and V ≈ −ρpo with
p > 2, see [14] for details.
4. The Gaussian case
We now consider the partial case where γ is the standard Gaussian measure on
the space Rd. Let {Tt}t≥0 denote the corresponding Ornstein–Uhlenbeck semigroup
defined on L1(γ) by the formula
Ttf(x) =
∫
f(e−tx−
√
1− e−2t y) γ(dy).
Let W q,1(γ) denote the weighted Sobolev class of functions f ∈ Lq(γ) possessing a
generalized gradient ∇f with |∇f | ∈ Lq(γ).
Theorem 4.1. For any probability measure f dγ with f ∈ W q,1(γ) and any u ≥ 8
one has
γ(f ≥ 2u) ≤ inf
t>0
[
Kqq arccos
q(e−t)
uq
‖∇f‖qq +
2
(e2t − 1)u lnuW
2
2 (fγ, γ)
]
.
The last theorem with the same formulation extends to Gaussian measures on
infinite-dimensional spaces, provided that one employs the Sobolev classes associated
with the Cameron–Martin space of the given measure (see [4]). In this case the
Poincare-type estimate holds for all q ≥ 1; this is why we do not assume that
q ∈ [1, 2] as we did in Theorem 2.2. For the proof of the theorem we need a lemma.
Lemma 4.2. Let f ∈ W q,1(γ). Then
‖Ttf − u‖q ≤ Kqct‖∇f‖q,
where
ct =
∫ t
0
e−s√
1− e−2s ds = arccos(e
−t),
Kqq =
1√
2π
∫
|x|qe−x
2
2 dx.
Proof. Standard approximation arguments show that it is sufficiently to prove the
estimate only when X is a finite–dimensional space and u is a smooth function.
Since
u(e−tx+
√
1− e−2ty)− u(x) =
∫ 1
0
d
dτ
u(e−tτx+
√
1− e−2tτy) dτ
= t
∫ 1
0
∇u(e−tτx+
√
1− e−2tτy) ·
(
−e−tτx+ e
−2tτ
√
1− e−2tτ y
)
dτ,
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we have
‖Ttu− u‖qq ≤
∫
Rd×Rd
|u(e−tx+
√
1− e−2ty)− u(x)|qγ(dx)γ(dy)
≤ cp−1t
∫
Rd×Rd
∫ 1
0
te−tτ√
1− e−2tτ
×
∣∣∣∇u(e−tτx+√1− e−2tτy) · (−√1− e−2tτx+ e−tτy)∣∣∣q dτγ(dx)γ(dy)
= cq−1t
∫ 1
0
te−tτdτ√
1− e−2tτ∫
Rd×Rd
∣∣∣∇u(e−tτx+√1− e−2tτy) · (−√1− e−2tτx+ e−tτy)∣∣∣qγ(dx)γ(dy)
= cq−1t
∫ 1
0
te−tτ√
1− e−2tτ
∫
Rd×Rd
|∇u(x)·y|qγ(dy)γ(dx) dτ ≤ Kqq cqt
∫
Rd
|∇u(x)|qγ(dx),
which completes the proof. 
Now we can prove Theorem 4.1.
Proof. As in Theorem 2.2 (see also Proposition 3.1 in [13]) we have
γ(f ≥ 2u) ≤ γ(|f − Ttf | ≥ u) + γ(Ttf ≥ u)
≤ K
q
q arccos
q(e−t)
uq
‖∇f‖qq +
2
u log u
∫
Rd
Ttf log Ttf dγ
≤ K
q
q arccos
q(e−t)
uq
‖∇f‖qq +
2
(e2t − 1)u loguW
2
2 (fγ, γ)
Now it is trivial to complete the proof. 
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