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In a recent paper Subba Rao and Gabr (.I. Time Ser. Anal. (1987), in press) con- 
sidered the estimation of the spectrum and the inverse spectrum based on the 
method by Pisarenko (Geophys. J. Roy. Astronom. Sot. 28 (1972), 511-531). The 
asymptotic properties of these estimates were studied using the properties of 
Wishart matrices. In this paper we show how the method can be extended to the 
estimation of the bispectral density function, an important tool in the study of non- 
Gaussian time series. All these methods of estimation are illustrated with simulated 
examples. In the illustrations considered, the emphasis is on the detection of 
periodicities in the “signal” (possibly in the presence of noise). We also considered 
an example based on real data. These data arise in the study of the earths magnetic 
reversals and the detection of periodicities. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
The second-order spectrum plays an important role in Gaussian time 
series analysis and in signal processing. In view of its importance several 
techniques have been proposed for estimating the spectral density function 
given sample data from a time series. The methods of estimation proposed 
so far can be grouped into two categories, viz. (i) nonparametric methods, 
(ii) parametric methods. 
The parametric methods are based on model fitting (usually of the AR 
type) while the standard nonparametric method is based on “smoothing” 
the periodogram by a suitable weight function or a “spectral window” (see, 
e.g., [12]). There are, however, two special nonparametric approaches 
which have attracted considerable attention in the engineering literature. 
They are (a) Pisarenko’s method [9, lo] and (b) Capon’s method [2]. 
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The second-order spectra will not adequately characterise the series, 
(unless it is Gaussian) and hence there is a need for higher order spectral 
analysis. The simplest type of higher order spectral analysis is bispectral 
analysis. In recent years the bispectrum has been used in a number of 
investigations, for example, testing linearity [ 161 and deconvolution of 
seismic signals [6]. There are two widely used methods of estimation of the 
bispectrum and they are: (i) using fast Fourier transforms and (ii) 
smoothing the third-order periodogram (see [17]). However, in this study 
we concentrate on generalising Pisarenko’s method to the bispectral case. 
In Section 2, the spectral and bispectral properties of various models are 
discussed. The “truncated bispectrum” is defined in Section 3, and its 
estimation is considered in Section 4. This method of estimation is a 
generalisation of Pisarenko’s method given for the estimation of the 
second-order spectrum [18]. The estimation of spectrum and bispectrum 
of simulated data is considered in Section 5. The detection of periodicities 
via the spectrum and bispectrum is considered in Section 6 and is 
illustrated with simulated examples. The methods are further illustrated 
with application to real data in Section 7. 
2. SPECTRAL AND BISPECTRAL DENSITY FUNCTIONS 
Let {X(t)} be a real-valued discrete parameter third-order stationary 
time series with p = E(X(t)), R(s) = E(X(t) - p) (X(t + s) - p), c(s,, s2) = 
E(X(t)-~)(X(t+s,)-~)(X(t+s,)-~).SinceX(t)isrealvaluedwehave 
the obvious symmetry relations, 
R(s)=R(-s) and c(s~,s~)=c(s~,s~)=c(-~,,s~-s~)=c(s,-~s2, -s2). 
The spectral and the bispectral density functions are defined respectively by 
In view of the symmetry of the third-order covariances, we have 
h(o,,o,)=b(w,,o,)=b(-o,, -WI-o21 
=h(-ol-oz,02)=h*(-W1, -w2) (2.2) 
(where h*(w,, CO*) denotes the complex conjugate of h(w,, ~0~)). 
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The bispectral density function h(o,, CD*) is usually complex and can 
sometimes be explicitly evaluated from a given model. For example, let 
X(t) = CF g(u) e( t - u), where {e(t)} are mutually independent with 
E(e( t)) = 0, E(e2( t)) = a:, E(e3( t)) = ~1~. Then the relations h(o) = 
4(27$’ If@)i2, h(w,, W2) = P3(2n)-2 H(-m,-w,) H(m,) H(w2h 
where H(o) = C, g(u) e-iuo can easily be obtained. 
In many practical situations, X(t) may correspond to a “signal,” but one 
observes a contaminated version of the signal, say, Z(t). Let us assume, for 
each t, we can write Z(t) = X(t) + Y(t), where the “noise” Y(t) is assumed 
to be a zero mean stationary (up to third order) process. Further, we 
assume that X(t) and Y(t) are independent. Then we have h,(o) = 
h,(o) + h,(w), hz(w,, 02) =hx(olY 02) +hyh 02). An important 
problem in signal processing is the estimation of the parameters (say, 
frequencies) of the signal X(t) when we observe {Z(t)}. We notice from 
these relations the estimation depends heavily on the behaviour of h,(w) at 
the “natural frequencies” of {X(t)}, even if { Y(t)} is Gaussian. 
However, if { Y(t)} is Gaussian (or has any symmetric distribution), then 
h,(w,, w,)=h,(w,, w,), for all o1 and 02. This shows that the evaluation 
(and estimation) of the bispectrum can be an extremely important part of 
signal processing, and we will illustrate this usefulness in later sections. 
In an earlier paper [18], we considered the estimation of the “truncated 
spectral density function” and its relationship with the Pisarenko estimate. 
In the following section we define a “truncated bispectrum” and then 
consider its estimation. 
3. TRUNCATED BISPECTRUM 
Let (X(l), X(2),..., X(n)) be a sample from the series {X(t)} and let 
8= (l/n) C X(t). We evaluate the finite Fourier transform, J,.(o) = 
c (X(t)-K)e-““, and the third-order periodogram Z,(w,, 02, 03) by 
Then we can show that (provided oi + o2 + o3 = 0 (mod 2n)) 
(3.1) 
say. 
683/27/2-10 
(3.2) 
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(n-1) 
-b-l) 
FIG. 1. The third-order covariances c(s, , sz). 
We will call h,(o,, 02) the truncated bispectral density function, and we 
now consider its estimation. (Note that h,(wl, 02) tends to h(w,, w2) as 
n+co). 
In view of the symmetry relations, c(zl, z2) is calculated only in one 
sector of Fig. 1, say sector (2). To simplify the triple summations in (3.2), 
we proceed as follows: Let 
r (n-sl)c(s1,s2) if O<s,<s, <n- 1 (i.e.)sector (1) c*cs2, s1) if 0 < s1 < s2 < n - 1 (i.e.) sector (2) 
c*(s2-sl, -s1) if (s,, s2) lies in sector (3) 
c*ts,, s*) = 
c*(sI - s2, -s2) if (sl, s2) lies in sector (4) 
c*(-s,, Sl -s2) if (sl, s2) lies in sector (5) 
c*t --Sly $2 - Sl) if (si, s2) lies in sector (6). 
We can now write (3.2) as 
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As in the case of a truncated spectrum (see [ 181) we can write (3.3) in 
terms of eigenvalues and eigenvectors of a symmetric matrix c* of order 
(2n-l)x(2n-l), given by 
r*(n-l,n-I) c*(n-l,n-2) ... c’(n- 1.0) 0 0 .., 0 
c’(n-2.n-1) c*+2,n-2) ... c*(n-2,O) c*(n-2,-1) “’ 0 
c’(0, n- 1) c*(O,n-2) ,.. c*vJ 0) cf(0, -1) ... c’(0, --n+ I) 
0 0 
0 0 C’(-n+l,O) c’(-n+l,-1) ..’ c*(-n+l,-n+l) 
Let {/+, j= -(n- l), . . . . 0, 1, . . . . (n- l)} be the eigenvalues of c* and 
A n,--(n--l), A, -(n-2)7 . . . . A,,(,-1, the corresponding normalised eigenvec- 
tors. Since c* is symmetric, we have c* = cJ!:lC,- 1, p,,, j A,,, j A;, j, where 
AL,j = (aj( -n + I), aj( --n + 2) . . . . aj(n - 1)). Hence we obtain 
1 n-1 
h’(w1’w2’=(2~)2nj=-~-l,““.jA:i(wl)A:j(W2), (3.4) 
where Az,j(o) =Cz: $,- ,) aj(s) eiso . 
At this stage it may be noted that the eigenvalues P,,~ cannot be in any 
way related to h,(oI, w,), unlike the case of spectral density functions 
[IS]. However, there is an advantage in writing (3.3) in terms of the eigen- 
values and vectors, and when we consider the estimation of (3.4), the 
reason for doing so will become clear. 
4. ESTIMATION OF THE TRUNCATED BISPECTRAL 
DENSITY FUNCTION h,(w,, 02) 
Given a sample (X(l), X(2), . . . . x(n)) from {x(t)}, let n = Mk, where M 
and k are integers. Divide the data into M groups, where each group 
consists of k observations. Let the observations in the Ith group 
(I= 1, 2, . ..) M) be denoted by the vector X,, where X,=(X((I- 1) k+ l), 
X((I- 1) k + 2), . . . . X(lk)) (I= 1, 2, . . . . M). Let ~j = (l/M) C,“= 1 X,(i), where 
JJ,(j) = WV - 1) k +I.), 
tj(sly ‘2)=$ F (xl(j)-xj) (x,(j+sl)-Xj+~,) (X[(~+SS~)-I~+~~), 
I= 1 
k- 14 
z*(s,, ~2) = (l/k) 1 “4 cl sl,sz), (sl=O, +L f&..., &@-I), 
j=l 
s2=0, rf:l, +2 ,..., +(k-1)), 
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where r =max(s,, sZ). We now define a symmetric matrix 6* of order 
(2k- l)x(2k- 1) similar to c* where, for example, we replace 
c*(n- l,n- 1) by ?*(k- 1, k-l), etc. Let {fi,,j, j=O, fl, . . . . +(k- l)}, 
(fik,j, j= 0, + 1, . . . . + (k - l)} be the eigenvalues and normalised eigen- 
vectors of ir*. Consider the estimate 
bk,ja~,j(~l) aZ,j(w2), (4.1) 
where .Qj(cO) = Et: t,,- ,) &j(s) eAisw. 
In order to study the asymptotic sampling properties of the estimate 
(4.1), we need to know the sampling properties of {&j }, and (cik, j(s)}; 
and at present these are not known (since e* is not a Wishart matrix). 
However, it is reasonable to conjecture that for fixed k and as M + co, 
kk(m,, w2) will be a consistent estimate of h,(w,, w2). We now discuss the 
advantages of using the expression (4.1) for estimating h,(oi, wZ). 
The choice of k, in relation to n, is quite important, and in a way is 
similar to the choice of the truncation point in the estimation of spectral 
density functions. One way of choosing k is to plot F*(s,, s2) against sl, s2, 
and see whether P*(k, k), where k = max(s,, s2), decays to zero beyond 
some value, k,, say. If it does, we can choose k = k,. This is consistent with 
the assumption that C C 1 ( c sl, s2)I < co. Though in theory it is possible to 
find k, in this way, we see that k,, must be found from a 3-dimensional plot 
and this can be quite difficult. This is where the representation (4.1) in 
terms of the eigenvalues {pk, j} can be extremely useful. Since the eigen- 
values contain most of the information contained in the matrix e*, an 
examination of { fik, j } for some values of k, will clearly indicate the choice 
of k,. Besides, the modulus of the bispectral estimate computed from (4.1) 
is usually very smooth. 
5. NUMERICAL ILLUSTRATIONS 
In the following section we illustrate the methods of estimation of 
spectrum and bispectrum. The theoretical forms of the estimates are given 
below (for details see [18]). 
Let (X(l), X(2), . . . . X(n)) be a sample from the zero mean third-order 
stationary time series {X(t)}. Let R( t, s) = cov(X( t )..X(s)). Define the 
Toeplitz matrix R, of order n x n, where the element corresponding to 
the tth row, sth column (t,s = 1, 2, . . . . n) is R(t, s). Let A,, 0, I,, r, . . . . 1, n- 1 
be the eigenvalues of R, and let b,, ,,, b, i, . . . . b,, n _ 1 be the corresponding 
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normalised eigenvectors. Further, let b, j = (b,j(0), b,, j( 1 ), . . . . b, j(n - 1)) 
(j=O, 1, . ..) n - 1). We define the truncated spectral density h,(o) and the 
theoretical form of the Capon’s estimator, as ~,,.Jw). They are 
h 
(5.1) 
(5.2) 
where B,,j(o) = (2/n) 1 C::J b,,j(t) e iro 12. We proceed as in Section 4 and 
form the sample variance-covariance matrix fi, = M- ’ xi”=, XjXj. Let &, j 
(j=O, 1,2, . ..) k - 1) be the eigenvalues of the matrix fi, and let the 
corresponding normalised eigenvectors be 6k,j (j= 0, 1, 2, . . . . k - l), where 
6/c,j=(6k,j(o), 6/c ‘X1), ...9 
are obtained by ‘k,(w), 
6,j(k - 1)). Then the estimates of h,(o), h, &co) 
L k, cap(~), respectively. These estimates are 
(5.4) 
where Bk,j(o) = (2/k) Icf:d 6+j(t) e i’” 1’. The examples considered for 
illustration are as follows: 
EXAMPLE 1. Let the time series {x(t)} satisfy the equation 
X(t)-0.4X(t- 1)+0.7X(2-2)=e(t), (5.5) 
where {e(t) > are independent, identically distributed normal variables 
with mean zero and variance unity. The theoretical spectral density 
function h(o), for the above model is given by h(o) = 
(27c)‘I 1 -0.4e-‘“+0.7eP2’“1 -‘. The spectrum h(w) has a maximum at 
0 = 0.4n. 
Two time series of lengths n = 2800 and n = 3600 are generated from the 
model (5.5). The above estimates (at the frequencies oj = jn, j = O(O.l) 1) 
are computed in three cases. They are: (i) n = 2800, k = 20, M= 140; (ii) 
n = 3360, k = 24, M = 140; and (iii) n = 3360, k = 28, M = 120. The graphs 
of the theoretical spectrum h(o) and the estimates &(a) and &,,(o) for 
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FIGURE 2 
case (i) are given in Fig. 2; for case (ii) in Fig. 3; for case (iii) in Fig. 4. In 
each of these cases, there is a clear peak at o = 0.472 in the estimated spec- 
trum. From the simulations we have performed we found that Capon’s 
high resolution estimate is good when the ratio k/M is small. Since the 
series (X(t)} is Gaussian, the bispectral density function is zero. 
EXAMPLE 2. We now consider a time series {X(t)} generated from the 
model 
X(t)-0.4X(t- 1)+0.7X(t-2)=q(t), (5.6) 
q(t) = e’(t) - 1, where {e(r)} are as in Example 1. Since the variance of q(t) 
is 2, the spectral density function of X(t) is 2/r(o), where h(o) is given in 
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Example 1. In this case X(t) is non-Gaussian (though linear). The bispec- 
tral density function is given by 
8 
NW 3 02) = @)2 - G(e-iw) G(e-iw) (qe+i(“l+W)), (5.7) 
where G(e-iw) = (1 - 0.4e-‘” + 0.7eC2’“)-‘. The modulus of h(o,, w2) is 
given in Fig. 5, and the estimated modulus is given in Fig. 6 (here n = 2000, 
k= 20, M= 100). We see clear peaks at w1 =O, w2 =0.4x; w1 =0.4n, 
o2 = 0; and o1 = o2 = 0.4n confirming that the bispectrum can be used to 
detect pseudo periods the time series may have. 
EXAMPLE 3. A nonlinear (and non-Gaussian) time series {X(t)> is 
generated from the model X(t) = 0.7X( t - 4) e( t - 4) + e(t). The theoretical 
spectrum, the estimated spectrum and the high resolution estimate are 
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given in Fig. 7; and the theoretical (modulus) bispectrum and its estimate 
(where n = 1000, k = 10, M= 100) are given in Figs. 8 and 9, respectively. 
It is interesting to observe that the estimates reproduced the periodic 
features of the spectrum and bispectrum. 
6. THE RETRIEVAL OF HARMONICS VIA SPECTRUM AND BISPECTRUM 
Parametric estimates of spectrum, such as AR estimates and ARMA 
estimates, are widely used to detect periodicities of signals which are 
represented by harmonic processes. To show how AR spectral estimates 
can be used to detect the periodicity, let X(t) = ASin(ot + $). Since 
Sin(ot + $) = 2 cos w  Sin(o(t - 1) + $) - Sin(o(r - 2) + $), we have the 
difference equation X(t) - 2 cos o X( t - 1) + X( I - 2) = 0. In other words, 
harmonic process with a single freqency o can be written as an AR(2) 
process with the input term e(t) identically zero. The associated charac- 
teristic polynomial 2* - 2 cos WZ + 1, has roots Z = e’“, e-‘O. Therefore, if 
the AR(2) spectrum is computed for the series {X(t)}, one observes a peak 
at the frequency o corresponding to the frequency of the signal {X(t)}. 
This extends to the case of several harmonic terms (see Chan, Lavoie, and 
Plant [3]). Let X(t) = CJ’= i Aj Sin(oir + tij); then X(t) satisfies the 
equation X(t) = c,2!?i uj X(t -j). Suppose now that instead of observing 
the signal {X(t)), one observes a contaminated version, say, 
Z(t) = X(t) + Y(t), where Y(t) is noise (see Section 2). Then the above 
model for X(t) can be written as an ARMA (2m, 2m) of the form 
Z(t)- F ujz(t-j)= Y(t)- 5 uj Y(t-j). (6.1) 
j=l j=l 
Therefore, if one wants to extract the harmonics of a signal contaminated 
by noise, an ARMA spectrum has to be computed, and not just an AR 
spectrum. Alternatively, as shown by Ulrych and Clayton [19] (see also 
Subba Rao, [ 15]), one can perform principal component analysis on the 
variance matrix of (Z(t), Z(t - I), . . . . Z(t - 2m)) and obtain the estimate of 
the variance of Y(t) and the parameters (ai. u2, . . . . u2,& and these in turn 
give the harmonic components because they correspond to the roots of the 
polynomial Z2m-u,Z2”-’ -u2Z2”-* ... -a*,,, (see [S]). As shown by 
Ulrych and Clayton [19], this is the basis of Pisarenko’s algorithm 
(Pisarenko, [lo]) for estimating the parameters of the signal X(t), when 
X(t) satisfies an AR model and the noise { Y(r)} is independent of X(t). 
The method proposed by Subba Rao [15], was based on canonical factor 
analysis, which here reduces to principal component analysis. 
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The above approaches depend on spectral analysis (or covariance 
analysis) for detecting the periodicities of the signal in the presence of 
noise. As pointed out in Section 2, an alternative would be to estimate the 
bispectrum of (Z(t)} and this would be equal to the bispectrum of the 
signal (assuming the signal is non-Gaussian and the noise is Gaussian) and 
the following examples illustrate clearly its usefulness. 
EXAMPLE 4. A time series (X(t)} is generated from the model 
X(t) = 2 Sin(0.25rr)t + e(t) (t = 1,2, . . . . n), where {e(t)} are as before. 
n = 3000, k = 30, M = 100, &JO), &cap(lo), and the bispectral modulus are 
calculated. The spectral estimates are given in Fig. 10 and the bispectral 
modulus is given in Fig. 11. In the spectral estimate there is a clear peak at 
o = 0.25~ and in the bispectrum at o, = o2 = 0.25~ 
EXAMPLE 5. A time series (X(t)} is generated from the model 
X(t) = 4 Sin(O.lSrr)t + 4 Sin(0.357r)t + e(t). 
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For the estimation of the spectrum, we have chosen n = 5000, k= 50, 
M = 100, and for the bispectrum, n = 3000, k = 30, M = 100. The graphs of 
the spectral estimates and the modulus of the bispectral estimate are given 
in Figs. 12 and 13, respectively. The peaks at o, = 0.15n and o2 = 0.35~ in 
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FIGURE 13 
&Jo) stood out clearly, but it is not the case in &cap(~). In the bispec- 
trum there are clear peaks at o, = w2 =0.157-c, w1 = 0.1511, w2 =0.35x, and 
o1 = o2 = 0.357~ At other frequencies, the values of the modulus are very 
small. 
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EXAMPLE 6. As our final illustration, a time series (Z(t)} is generated 
from the model Z(t) = 4 Sin(O.lSn)t + 4 Sin(0.55n) t + Y(r), where Y(t) is a 
coloured Gaussian noise generated from the model Y(t) - 0.4Y(t - 1) + 
0.7 Y( t - 2) = e(t), where {e(t)} is defined earlier. We note that the spectrum 
of { Y(t)} has a peak at w  = 0.471, which is in between the frequencies of the 
signal X(t), and this complicates the “identification” procedure. The 
estimates &(w) and /; k, &o) are calculated using: (i) n = 5000, k = 50, 
M = 100; (ii) n = 4000, k = 40, A4 = 100. The graphs of these are given in 
Figs. 14 and 15. When k = 50 and M= 100, there are clear peaks in &(o) 
(see Fig. 14) at the frequencies w1 =O.l5z and 0,=0.55x, which are 
frequencies of the signal. When k = 40 and M = 100 there are no visible 
peaks (see Fig. 15) at these frequencies; instead, we observe a peak at 
w  = 0.4~ which corresponds to “pseudo” periodicity of the noise. In order 
to understand why this happened, we note that R,(s) = R,(s) + R,,(s), and 
R,(s) -+ 0 as lsl + co. Therefore, unless we include terms of very high-order 
lagged autocovariances, the periodicity of the signal will not be visible in 
the estimate. This is in fact similar to the observation made by Priestley 
[ 1 l), in his analysis of mixed spectra and the construction of his P(A) test. 
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FIGURE 16 
Let us now look at the bispectral estimate. The bispectral estimate of 
(Z(t)} is estimated using n = 3000, k = 30, and M= 100, and the modulus 
is plotted in Fig. 16. We see clear peaks at o1 =o,=O.l5n and 
o1 = w2 = 0.5571, and smaller peaks at o, =O.l5n and o2 =0.55x. This 
example clearly demonstrates the usefulness of evaluating the bispectrum, 
in addition to the spectrum. 
7. THE PERIODICITY OF THE EARTH'S MAGNETIC REVERSALS 
We now illustrate the above methods of estimation with a real example 
which has received considerable attention in geophysics literature. The 
problem is to detect the periodicity in the earth’s magnetic reversals. The 
theoretical results postulate long term periodicity in magnetic stratigraphy 
with reversal periods of 285, 114, 64, 47, and 34 million years. Recently 
several authors [19, 8, 13, 71 have analysed this data. Negi and Tiwari 
[8], have come to the conclusion that the spectral peaks at around 285, 
114, 64, 47, and 34 million years seem to be very significant. However, the 
data sets analysed by various authors seem to be different. Stothers [14] 
considered the 296 magnetic reversals over the past 165 million years, the 
dates (intervals) of these reversals are given by Harland [4]. The data 
analysed by Stothers [14] corresponds to the number of reversals over 4 
million year intervals. For our illustration we considered the number of 
reversals during the first 124 million years as given by Harland [43; the 
data corresponding to the number of reversals over 2 million year intervals. 
Thus we have 62 observations, the spacing between observations being 2 
million years. The spectrum and the bispectrum are estimated using k = 6 
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and M= 10, the spectrum is plotted in Fig. 17 and the values of the 
modulus of the bispectrum are given in Table I. No clear peaks in the low 
frequency of the spectrum are seen, but we observe two small peaks at the 
frequencies w  = 0.4511 and w  = 0.871. The peak of o = 0.4571 corresponds to 
approximately 9m years, and the peak of o = 0.871 correspond to 5m years. 
It is instructive to examine the values of the bispectrum (modulus) given in 
Table I. We see that the values are very large in the low frequency range, 
conforming that this might be due to a long periodicity. The value at 
CD, = w2 = 0.05~ is very significant. Though this does not correspond to a 
peak, we see that there is a sudden drop in magnitude at the next fre- 
quency. This frequency, w, = w2 =0.05x, corresponds to 80 million years, 
and Negi and Tiwari [8] pointed out that this may correspond to the 
variational period of the sun being perpendicular to the galactic plane 
which is 85m years. There are other peaks at w1 =0, o2 =0.45x 
corresponding to, approximately, 9 million years and the peak at or = 0, 
o2 = 0.87~ corresponds to 5 million years. These peaks are also observed by 
Stothers [14] and others. The data set we have analysed is not large 
enough to draw any valid conclusions. However, the above preliminary 
bispectral analysis clearly shows that the above data is non-Gaussian. 
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