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Abstract
In this paper, we present a necessary and sufficient condition for a cubic
polynomial to be positive for all positive reals. We identify the set where the cubic
polynomial is nonnegative but not all positive for all positive reals, and explicitly
give the point where the cubic polynomial attains zero. We present necessary and
sufficient conditions for a quintic polynomial to be positive/nonnegative for all
positive reals. Only polynomials of the coefficients of the quintic polynomial are
used in these conditions. A practical method to determine such positivity and
nonnegativity is presented. Applications for determining a third order or a fifth
order two-dimensional symmetric tensor to be copositive and strictly copositive
are also presented.
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1 Introduction
In 1988, Schmidt and Heß[16] presented a necessary and sufficient condition for a
cubic polynomial h(t) to be nonnegative for all t > 0. In 1994, Ulrich and Watson
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[19] presented a necessary and sufficient condition did for a quartic polynomial to be
positive for all positive reals. Are there such conditions for quintic polynomials? There
is no such a result in the literature until now. As not all quintic polynomials are
solvable algebraically, this situation may misguide people in the other fields to think
that there may be no analytical conditions for quintic polynomials to be positive for
positive reals.
As pointed by Ulrich and Watson [19], through the transformation
z =
u+ tv
1 + t
,
positivity on any fixed interval (u, v) can be converted to positivity on the positive
reals.
We are attracted to this problem because of the research discussion on copositive
tensors [2, 3, 4, 10, 11, 12, 13, 14, 15, 17, 18] and the vacuum stability problem in
physics [5, 7, 8, 9].
We find that this problem can be solved by the Sturm theorem [1].
The Sturm theorem is based upon successive division. The use of the Sturm theo-
rem leads eleven fractional functions of the coefficients of the quintic polynomial. We
take a measure such that only polynomial functions of the coefficients of the quintic
polynomial appear in our theorems. This measure has three advantages: (1) It is con-
venient for applications. If the fractional functions are used, we must care about that
their quotients are not zero. (2) It may open a way to find the link between these
polynomial functions and the discriminant of the quintic polynomial [6]. (3) It may be
helpful for physicists to find the physical interpretation of our necessary and sufficient
conditions, if such conditions are useful to their research works.
In [16], a necessary and sufficient condition for a cubic polynomial to be nonnegative
on all positive reals is given. When we handle a quintic polynomial with multiple roots,
we need to a necessary and sufficient condition to be positive on all positive reals. In
this paper, we present such a condition. We identify the set where the cubic polynomial
is nonnegative but not all positive for all positive reals, and explicitly give the point
where the cubic polynomial attains zero.
Then, based upon these necessary and sufficient conditions, we present a practical
method to determine whether a quintic polynomial is positive or nonnegative for pos-
itive reals. Let an algorithm be directly constructed by the Sturm sequence of g(t).
Then successive division is used in such an algorithm. When the quotients are near
zero, the errors may accumulated. Our method only uses polynomial functions of the
coefficients of g(t). This is much stable.
In the next section, we state the Sturm theorem, the positivity and nonnegativity
condition for a quadratic polynomial for all positive reals, and the nonnegativity con-
dition for a cubic polynomial for all positive reals. We present the positivity condition
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for a cubic polynomial for all positive reals in Section 3. In Section 4, we study quintic
polynomials with multiple roots. We study general quintic polynomial in Section 5.
The theorem for positivity and nonnegativity of a quintic polynomial on positive reals
is given in Section 6. A practical method to determine such positivity and nonnega-
tivity is presented in Section 7. In Section 8, we present applications to determine a
third order and a fifth order two-dimensional symmetric tensors to be copositive and
strictly copositive.
2 Preliminaries
2.1 The Sturm Theorem
Suppose that we have an mth degree polynomial g(t). What is the analytically ex-
pressed necessary and sufficient condition such that g(t) > 0 for all t ≥ 0 (t > 0)?
We use the Sturm theorem in classical algebra [1, pp.52-57] to answer this question.
We may construct the Sturm sequence {g0, g1, · · · , gl}. Let g0 = g, g1 = g
′, and
gk = − rem(gk−1, gk) for k ≥ 1, where g
′ is the derivative of g, rem(gk−1, gk) is the
remainder of the division of gk−1 by gk. We have gl 6= 0 and gl+1 = 0. Then the length
l+1 of the Sturm sequence is not greater than m+1. The number of variations of the
Sturm sequence S = {g0, g1, · · · , gl} at a real number ξ is the number of sign changes
(ignore zero) of the real number sequence {g0(ξ), g1(ξ), · · · }. Denote it as V (ξ). By the
Sturm theorem, the number of real distinct roots of g(t) = 0, for t ≥ 0, is V (0)−V (∞).
If V (0) − V (∞) = 0, then g has no positive roots, i.e., g(t) > 0 for all t ≥ 0. This
answers the question.
Note that gl is the greatest common divisor (GCD) of g and g
′. If gl is not a
constant term, then g has multiple roots. Any root of gl with multiple m is a m + 1
multiple root of g.
In the following, we simply say that g is strictly copositive if g(t) > 0 for all t ≥ 0.
2.2 Quadratic Polynomials
The following result will be used in Sections 2 and 3. It should be known several
centuries ago, and is easy to be derived.
Theorem 2.1 Suppose that we have a quadratic polynomial
φ(t) = t2 + ut+ v,
where v 6= 0. Then φ(t) > 0 for all t ≥ 0 if and only if either (i) u ≥ 0 and v > 0; or
(ii) u < 0 and 4v > u2. If u < 0 and 4v = u2, then φ(t) ≥ 0 for all t ≥ 0, and this is
the only case that φ(t) ≥ 0 for all t ≥ 0, but not φ(t) > 0 for all t ≥ 0.
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2.3 Nonnegaivity Conditions for Non-Degenerate Cubic Poly-
nomials
We call a cubic polynomial non-degenerate if its constant is nonzero. For a non-
degenerate cubic polynomial, we may write it as
h(t) = t3 + pt2 + qt+ r, (2.1)
where r 6= 0. If r < 0, then it cannot be always nonnegative for all positive reals.
Thus, we may assume that r > 0.
By [16], we have the following theorem.
Theorem 2.2 Suppose that h(t) is defined by (2.1). Then h(t) ≥ 0 for all t ≥ 0 in
and only in the following two cases: (A) p ≥ 0 and q ≥ 0; (B) (D) ∆(h) ≤ 0. Here,
∆(h) = p2q2 + 18pqr − 27r2 − 4p3r − 4q3 (2.2)
is the discriminant of h(t).
3 Positivity Conditions for Non-Degenerate Cubic
Polynomials
Suppose that we have a cubic polynomial h(t) defined by (2.1), with r > 0.
Then
h(t) = φ(t)t+ r,
where φ(t) = t2 + pt+ q. By Theorem 2.1, if either (I) p ≥ 0 and q ≥ 0, or (II) q ≥ p
2
4
,
then φ(t) ≥ 0 for all t ≥ 0. This implies that h(t) > 0 for all t ≥ 0, as r > 0.
We now study the case which is not included in (I) and (II).
Then q < p
2
4
. We now construct the Sturm sequence for h(t). Let
h0(t) = h(t) = t
3 + pt2 + qt+ r,
h1(t) = h
′(t) = 3t2 + 2pt+ q.
Then
h0(t)−
t
3
h1(t) =
p
3
t2 +
2q
3
t + r,
h0(t)−
t
3
h1(t)−
p
9
h1(t) =
(
2q
3
−
2p2
9
)
t+ r −
pq
9
.
We have
h2(t) = q2t + r2,
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where
q2 =
2p2
9
−
2q
3
, r2 =
pq
9
− r. (3.3)
Since q < p
2
4
, we have q2 > 0.
Then
h3(t) ≡ r3 = −h1
(
−
r2
q2
)
= −
3r22
q22
+
2pr2
q2
− q =
∆(h)
9q22
,
where
∆(h) ≡ p2q2 + 18pqr − 27r2 − 4p3r − 4q3 = −81r22 + 54pq2r2 − 27qq
2
2.
The expression of ∆(h) can be found in [6].
Suppose that ∆(h) = 0. Then h2(t) is the GCD of g and g
′,
h(t) = (t− α)2(t+ β),
where
α = −
r2
q2
.
We have q2 > 0. We now show that r2 < 0. Assume that r2 ≥ 0. This means that
pq ≥ 9r. Since we have already exclude the case that p ≥ 0 and q ≥ 0, this means
p < 0, q < 0 and pq ≤ 9r. These further implies that ∆(h) < 0, contradicting the
assumption that ∆(h) = 0.
We have α2β = r > 0. Thus, β > 0 and α 6= 0. Therefore, h(t) ≥ 0 for all t ≥ 0.
Furthermore, in this case, we always have t = α > 0 such that h(t) = 0.
Suppose now ∆(h) 6= 0. We have
S = {h0, h1, h2, h3},
S(∞) = {1, 1, q2,∆(h)},
S(0) = {1, q, r2,∆(h)}.
Assume that ∆(h) > 0. Then V (∞) = 0. Thus, h(t) > 0 for all t ≥ 0 if and only
if V (0) = 0, i.e., q ≥ 0 and r2 ≥ 0. However, this implies that p > 0 and q > 0, which
has already been covered by Case (I).
Assume that ∆(h) < 0. Then V (∞) = 1. Thus, h(t) > 0 for all t ≥ 0 if and only
if either (i) r2 ≤ 0, or (ii) q ≥ 0 and r2 ≥ 0. However, Case (ii) has already been
covered by Case (I) as discussed above. Thus, only Case (i) needs to be considered.
As discussed above, the case that r2 > 0, i.e., pq > 9r, is covered by the condition (I)
p ≥ 0 and q ≥ 0, and (III) ∆(h) < 0. Thus, the condition that r2 ≤ 0 is not necessary
here.
Thus, we have one more case such that h(t) > 0 for all t ≥ 0: (III) ∆(h) < 0.
Finally, Case (II) q ≥ p
2
4
is coved by the union of Cases (I) and (III).
Thus, we have the following theorem.
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Theorem 3.1 Suppose that h(t) is defined by (2.1). Then h(t) > 0 for all t ≥ 0 in
and only in the following two cases: (A) p ≥ 0 and q ≥ 0; (B) ∆(h) < 0. Here, ∆(h)
is the discrimenatent, defined by (2.2).
If ∆(h) = 0 and either p < 0 or q < 0, then h(t) ≥ 0 for all t ≥ 0, but there is
α =
9r − pq
2p2 − 6q
> 0
such that h(α) = 0.
In all the other cases, there is a t > 0 such that h(t) < 0.
4 Quintic Polynoimals with Multiple Roots
Suppose that we have a quintic polynomial
g(t) = t5 + at4 + bt3 + ct2 + dt+ e, (4.4)
where e > 0.
As we discussed in Section 2, by construct the Sturm sequence of g, we may find
the GCD of g and g′ if g has a multiple root.
(A). Suppose that the GCD of g and g′ is a linear polynomial. We may assume
that it is φ(t) = t−α. Then g has a double root α. Since e > 0, α 6= 0. We may write
that
g(t) = h(t)(t− α)2, (4.5)
where h(t) = t3 + pt2 + qt+ r. Then
p = a+ 2α, q = b+ 2αp+ α2, r =
e
α2
. (4.6)
Since e > 0, r > 0, i.e., h has the form (2.1). By Theorem 3.1, we have the following
proposition.
Proposition 4.1 Suppose that g(t) is defined by (4.4), g and g′ has a GCD φ(t) =
t − α. Then g has the form (4.5), where h(t) has the form (2.1), with p, q and r,
given by (4.6). Then g(t) ≥ 0 for all t ≥ 0, if and only if h(t) ≥ 0 for all t ≥ 0. If
furthermore α < 0, then g(t) > 0 for all t ≥ 0, if and only if h(t) > 0 for all t ≥ 0.
(B). Suppose that the GCD of g and g′ is a quadratic polynomial. We may assume
that it is φ(t) = t2 + ut+ v. There are two subcases.
(B1). u2 6= 4v. In this case, φ(t) has two distinct roots α and β. Then g has a
double root α and a double root β. Since e > 0, α 6= 0 and β 6= 0. We have
g(t) = φ(t)2(t− γ) = (t− α)2(t− β)2(t− γ), (4.7)
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where γ is the fifth root of g. Since e > 0, γ < 0. Then we have the following
conclusion.
Proposition 4.2 Suppose that g(t) is defined by (4.4), g and g′ has a GCD φ(t) =
t2 + ut + v. If u2 6= 4v, then g(t) ≥ 0 for all t ≥ 0. If furthermore φ(t) > 0 for all
t ≥ 0, then g(t) > 0 for all t ≥ 0.
We may use Theorem 2.1 to determine if φ(t) > 0 for all t > 0.
(B2). u2 = 4v. Then φ has a double root α = −u
2
, and α is a triple root of g. Since
e > 0, α 6= 0. We have
g(t) =
(
t+
u
2
)3
ψ(t), (4.8)
where
ψ(t) = t2 + uˆt+ vˆ. (4.9)
Then
vˆ =
8e
u3
, uˆ = a−
3u
2
. (4.10)
We have the following conclusion.
Proposition 4.3 Suppose that g(t) is defined by (4.4), g and g′ has a GCD φ(t) =
t2 + ut + v. Suppose that u2 = 4v. Then u 6= 0. Let ψ(t) be calculated by (4.9) and
(4.10). Then g(t) ≥ 0 for all t ≥ 0 if and only if u > 0 and ψ(t) ≥ 0 for all t ≥ 0, and
g(t) > 0 for all t ≥ 0 if and only if u > 0 and ψ(t) > 0 for all t ≥ 0.
We may use Theorem 2.1 to determine the situation of ψ(t).
(C). Suppose that the GCD of g and g′ is a cubic polynomial. We may assume that
it is h(t) = t3 + pt2 + qt+ r = (t− α)2(t+ β). There are two subcases.
(C1) q = p
2
3
and r = p
3
27
. This implies α = −β = −p
3
, and
g(t) =
(
t+
p
3
)4
(t− γ).
Since e > 0, γ < 0, p 6= 0. Thus, g(t) ≥ 0 for all t ≥ 0. If furthermore p > 0, then
g(t) > 0 for all t ≥ 0.
(C2) Otherwise, α 6= −β, α 6= 0 and β 6= 0. We have α from (??) and (3.3). Then
β =
r
α2
.
We have
g(t) = (t− α)3(t + β)2.
Then −α3β2 = e. Since e > 0, α < 0. Thus, we always have g(t) ≥ 0 for all t ≥ 0. If
furthermore r > 0, then g(t) > 0 for all t ≥ 0.
We have the following proposition.
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Proposition 4.4 Suppose that g(t) is defined by (4.4), g and g′ has a GCD h(t) =
t3 + pt2 + qt + r. Then g(t) ≥ 0 for t ≥ 0. We have g(t) > 0 for all t ≥ 0 if and only
if either (i) q = p
2
3
, r = p
3
27
and p > 0; or (ii) r > 0 and either q 6= p
2
3
or r 6= p
3
27
.
The case that the GCD of g and g′ is a quartic polynomial will be analyzed in the
next section. In that case, g(t) > 0 for all t ≥ 0.
5 General Quintic Polynomials
For constructing the Sturm sequence of a quintic polynomial g(t), we keep to use
a, b, c, d and e to denote the coefficients of the polynomials gi. We have
g0(t) = g(t) = t
5 + at4 + bt3 + ct2 + dt+ e,
and
g1(t) = g
′(t) = 5t4 + 4at3 + 3bt2 + 2ct+ d.
For i ≥ 2, we use bi, ci, di and ei to denote the coefficients of gi(t), with bi for the
coefficient of t3, ci for t
2, di for t and ei for the constant term. If there are different
coefficients used, we use an additional index to distinguish them. For example, in
the following, e3 was used in Case (2), and in Case (3), we use e3,1 to denote a new
coefficient. We use g3 to denote different polynomials in different parts of this section,
while e3 and e3,1 are uniquely used in this section, as g3 will not appear in the theorems
in the next sections, but e3 and e3,1 play a role in establishing those theorems.
However, e3 and e3,1 are fractional functions of the coefficients a, b, c, d and e. This
is not convenient. Then, we use the bar symbol to denote some polynomial functions
to replace them. For example, we write e3 =
e¯3
25d4
2
, where e¯3 is a polynomial function
of the coefficients a, b, c, d and e, and we use e¯3 instead of e3 in our theorems. Totally,
eleven such fractional functions are replaced.
In the following, S(0) and S(∞) are the Sturm sequence at 0 and ∞. Since only
signs are important, we may replace their entries by other numbers as long as the signs
are not changed.
Note that when there are no multiple roots, either g(t) has no positive root, or has at
least two positive roots. This means that either V (0)−V (∞) = 0 or V (0)−V (∞) ≥ 2.
We now construct the Sturm sequence for g. We have
g(t)−
t
5
g1(t) =
a
5
t4 +
2b
5
t3 +
3c
5
t2 +
4d
5
t + e,
g(t)−
t
5
g1(t)−
a
25
g1(t) =
(
2b
5
−
4a2
25
)
t3+
(
3c
5
−
3ab
25
)
t2+
(
4d
5
−
2ac
25
)
t+
(
e−
ad
25
)
,
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g2(t) =
4a2 − 10b
25
t3 +
3ab− 15c
25
t2 +
2ac− 20d
25
t+
ad− 25e
25
= b2t
3 + c2t
2 + d2t + e2.
There are four possibilities.
(1) b2 = c2 = d2 = 0. We further divide this case to two subcases.
(1A) e2 = 0. This implies that b =
2a2
5
, c = ab
5
= 2a
3
25
, d = ac
10
= a
4
125
and e = ad
25
=
a5
3125
. Thus,
g(t) =
(
t +
a
5
)5
.
Since e > 0, we have a > 0. Then, g is strictly copositive in this subcase.
(1B) e2 6= 0. Then S = {g0, g1, g2}, and b =
2a2
5
, c = ab
5
and d = ac
10
, and g2(t) = e2.
We have
d =
ac
10
=
a2b
50
=
a4
125
≥ 0.
Then V (∞) = 0 if e2 > 0. Otherwise V (∞) = 1. On the other hand, V (0) = 1 if
e2 < 0, V (0) = 0 if e2 > 0. Thus, V (0)− V (∞) ≡ 0, and g is strictly copositive in this
subcase.
Thus, g is strictly copositive in Case (1).
(2) b2 = c2 = 0 and d2 6= 0. Then b =
2a2
5
, c = ab
5
= 2a
3
25
,
g2(t) = d2t + e2,
g1(t) = 5t
4 + 4at3 +
6a2
5
t2 +
4a3
25
t + d,
rem{g1, g2} = g1
(
−
e2
d2
)
,
g3(t) ≡ e3 = −g1
(
−
e2
d2
)
=
e¯3
25d42
,
where
e¯3 = −125e
4
2 + 100ae
3
2d2 − 30a
2e22d
2
2 + 4a
3e2d
3
2 − dd
4
2.
We need to divide this case to two subcases.
(2A) e3 = 0, i.e., e¯3 = 0. In this subcase, α = −
e2
d2
is a double root of g. We may
apply Proposition 4.1 and Theorem 3.1 to determine the situation of g(t).
(2B) e3 6= 0, i.e., e¯3 6= 0. Then
S = {g0, g1, g2, g3},
S(∞) = {+∞,+∞, d2, e3} ,
S(0) = {e, d, e2, e3}.
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Clearly, we may replace e3 by e¯3 here. Then V (0) = V (∞) if and only if (i) V (0) =
V (∞) = 0; or (ii) V (0) = V (∞) = 1; or (ii) V (∞) = 2, then V (0) = 2 too as V (0)
cannot be 3 by the early note.
Thus, in this subcase, g is strictly copositive if and only if either (i) e¯3 > 0, d2 ≥ 0,
d ≥ 0, e2 ≥ 0; or (ii) e¯3 < 0, and d ≥ 0 if e2 > 0; or (iii) e¯3 > 0, d2 < 0.
(3) b2 = 0 and c2 6= 0. Then b =
2a2
5
,
c2 =
3ab− 15c
25
=
6a3 − 75c
125
,
g2(t) = c2t
2 + d2t+ e2,
g1(t) = 5t
4 + 4at3 +
6a2
5
t2 + 2ct+ d.
g1(t)−
5t2
c2
g2(t) =
(
4a−
5d2
c2
)
t3 +
(
6a2
5
−
5e2
c2
)
t2 + 2ct+ d,
g1(t)−
5t2
c2
g2(t)−
(
4a−
5d2
c2
)
t
c2
g2(t)
=
[(
6a2
5
−
5e2
c2
)
−
(
4a−
5d2
c2
)
d2
c2
]
t2 +
[
2c−
(
4a−
5d2
c2
)
e2
c2
]
t+ d
=
[
6a2
5
−
5e2 + 4ad2
c2
+
5d22
c22
]
t2 +
[
2c−
4ae2
c2
+
5d2e2
c22
]
t+ d
=
6a2c22 − 5(5e2 + 4ad2)c2 + 25d
2
2
5c22
t2 +
2cc22 − 4ae2c2 + 5d2e2
c22
t + d
g1(t)−
5t2
c2
g2(t)−
(
4a−
5d2
c2
)
t
c2
g2(t)−
6a2c22 − 5(5e2 + 4ad2)c2 + 25d
2
2
5c32
g2(t)
=
[
2cc22 − 4ae2c2 + 5d2e2
c22
−
6a2c22d2 − 5(5e2 + 4ad2)c2d2 + 25d
3
2
5c32
]
t
+ d−
6a2c22e2 − 5(5e2 + 4ad2)c2e2 + 25d
2
2e2
5c32
=
10cc32 − 20ae2c
2
2 + 25c2d2e2 − 6a
2c22d2 + 5(5e2 + 4ad2)c2d2 − 25d
3
2
5c32
t
+
5c32d− 6a
2c22e2 + 5(5e2 + 4ad2)c2e2 − 25d
2
2e2
5c32
.
Then
g3(t) = d3t + e3,1,
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where
d3 =
d¯3
5c42
, e3,1 =
e¯3,1
5c42
,
d¯3 = −10cc
4
2 + 20ae2c
3
2 − 25c
2
2d2e2 + 6a
2c32d2 − 5(5e2 + 4ad2)c
2
2d2 + 25c2d
3
2,
e¯3,1 = −5c
4
2d+ 6a
2c32e2 − 5(5e2 + 4ad2)c
2
2e2 + 25c2d
2
2e2.
There are three subcases:
(3A) d3 = e3,1 = 0, i.e., d¯3 = e¯3,1 = 0. Then g2 is the GCD of g and g
′. Let
u = d2
c2
and v = e2
c2
. We may use Propositions 4.2, 4.3 and Theorem 3.1 to determine
the situation of g(t).
(3B) d3 = 0 and e3,1 6= 0, i.e., d¯3 = 0 and e¯3,1 6= 0. Then g3(t) = e3,1, S =
{g0, g1, g2, g3},
S(∞) = {+∞,+∞, c2, e3,1} ,
S(0) = {e, d, e2, e3,1}.
We may replace e3,1 by e¯3,1 here. Then V (0) = V (∞) if and only if (i) V (0) = V (∞) =
0; or (ii) V (0) = V (∞) = 1; or (ii) V (∞) = 2, which implies V (0) = 2 by the early
note.
We may replace e3,1 by e¯3,1 here. Thus, in this case, g is strictly copositive if and
only if either (i) e¯3,1 > 0, c2 ≥ 0, d ≥ 0, e2 ≥ 0; or (ii) e¯3,1 < 0, and d ≥ 0 if e2 > 0; or
(iii) e¯3,1 > 0, c2 < 0.
(3C) d3 6= 0, i.e., d¯3 6= 0. Then
g2(t)−
c2
d3
tg3(t) =
(
d2 −
c2
d3
e3,1
)
t+ e2 =
d2d3 − c2e3,1
d3
t+ e2.
g2(t)−
c2
d3
tg3(t)−
d2d3 − c2e3,1
d23
g3(t) = e2 −
d2d3 − c2e3,1
d23
e3,1,
g4(t) = e4 =
d2d3 − c2e3,1
d23
e3,1 − e2
=
d2d3e3,1 − c2e
2
3,1 − e2d
2
3
d23
=
e¯4
d¯23
,
where
e¯4 = d2d¯3e¯3,1 − c2e¯
2
3,1 − e¯2d¯
2
3.
There are two further subcases.
(3Ca) e4 = 0, i.e., e¯4 = 0. Then g3(t) is the GCD of g and g
′, and α = − e¯3,1
d¯3
is
a double root of g. We may use Proposition 4.1 and Theorem 3.1 to determine the
situation of g(t).
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(3Cb) e4 6= 0, i.e., e¯4 6= 0. We have
S = {g0, g1, g2, g3, g4},
S(∞) = {+∞,+∞, c2, d3, e4} ,
S(0) = {e, d, e2, e3,1, e4}.
We may replace d3, e3,1 and e4 by d¯3, e¯3,1 and e¯4 here. Then V (0) = V (∞) if and only
if (i) V (0) = V (∞) = 0; or (ii) V (0) = V (∞) = 1; or (iii) V (0) = V (∞) = 2; or (iv)
V (∞) = 3, which implies V (0) = 3 by the early note.
Thus, in this case, g is strictly copositive if and only if either (i) e¯4 > 0, c2 ≥ 0,
d¯3 ≥ 0, d ≥ 0, e2 ≥ 0, e¯3,1 ≥ 0; or (ii) e¯4 < 0, c2 ≥ 0 if d3 > 0, d ≥ 0 if max{e2, e¯3,1} > 0,
e2 ≥ 0 if e¯3,1 > 0; or (iii) e¯4 > 0, min{c2, d¯3} < 0, min{d, e2, e¯3,1} < 0, d ≥ 0 if e2 > 0;
or (iv) e¯4 < 0, d¯3 > 0, c2 < 0.
(4) b2 6= 0. Then
g2(t) = b2t
3 + c2t
2 + d2t+ e2.
g1(t)−
5
b2
g2(t) =
(
4a−
5c2
b2
)
t3 +
(
3b−
5d2
b2
)
t2 +
(
2c−
5e2
b2
)
t+ d,
g1(t)−
5
b2
g2(t)−
1
b2
(
4a−
5c2
b2
)
g(t)
=
[(
3b−
5d2
b2
)
−
c2
b2
(
4a−
5c2
b2
)]
t2 +
[(
2c−
5e2
b2
)
−
d2
b2
(
4a−
5c2
b2
)]
t+ d−
e2
b2
(
4a−
5c2
b2
)
=
3bb2 − (5d2 + 4ac2)b2 + 5c2e2
b22
t2 +
2cb22 − (5e2 + 4ad2)b2 + 5c2d2
b22
t +
db22 − 4ae2b2 + 5c2e2
b22
.
Then
g3(t) = c3t
2 + d3,1t+ e3,2,
where
c3 =
c¯3
b22
, d3,1 =
d¯3,1
b22
, e3,2 =
e¯3,2
b22
,
c¯3 = −3bb2 + (5d2 + 4ac2)b2 − 5c2e2,
d¯3,1 = −2cb
2
2 + (5e2 + 4ad2)b2 − 5c2d2,
e¯3,2 = −db
2
2 + 4ae2b2 − 5c2e2.
We have four subcases.
(4A) c3 = d3,1 = e3,2 = 0, i.e., c¯3 = d¯3,1 = e¯3,2 = 0. This implies that g2 is the
GCD of g and g′. Let p = c2
b2
, q = d2
b2
and r = e2
b2
. Then Proposition 4.4 determines the
situation of g(t).
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(4B) c3 = d3,1 = 0 and e3,2 6= 0, i.e., c¯3 = d¯3,1 = 0 and e¯3,2 6= 0. Then
g3(t) = e3,2,
S = {g0, g1, g2, g3},
S(∞) = {+∞,+∞, b2, e3,2} ,
S(0) = {e, d, e2, e3,2}.
We may replace e3,2 by e¯3,2 here. Then, g is strictly copositive if and only if either (i)
e¯3,2 > 0, b2 ≥ 0, d ≥ 0, e2 ≥ 0; or (ii) e¯3,2 < 0, d ≥ 0 if e2 > 0; or (iii) e¯3,2 > 0, b2 < 0.
(4C) c3 = 0 and d3,1 6= 0. Then
g3(t) = d3,1t + e3,2,
g4(t) ≡ e4,1 = −g2
(
−
e3,2
d3,1
)
=
e¯4,1
d¯43,1
,
where
e¯4,1 = b2d¯3,1e¯
3
3,2 − c2d¯
2
3,1e¯
2
3,2 + d2d¯
3
3,1e¯3,2 − e2d¯
4
3,1.
Again, there are two further subcases.
(4Ca) e4,1 = 0, i.e., e¯4,1 = 0. Then g3(t) is the GCD of g and g
′, and g has a double
nonzero root
α = −
e¯3,2
d¯3,1
.
We may use Proposition 4.1 and Theorem 3.1 to determine the situation of g(t).
(4Cb) e4,1 6= 0, i.e., e¯4,1 6= 0. We have
S = {g0, g1, g2, g3, g4},
S(∞) = {+∞,+∞, b2, d3,1, e4,1} ,
S(0) = {e, d, e2, e3,2, e4,1}.
Then V (0) = V (∞) if and only if (i) V (0) = V (∞) = 0; or (ii) V (0) = V (∞) = 1; or
(iii) V (0) = V (∞) = 2; or (iv) V (∞) = 3, which implies that V (0) = 3 by the early
note.
We may replace d3,1, e3,2 and e4,1 by d¯3,1, e¯3,2 and e¯4,1 Thus, in this subcase, g is
strictly copositive if and only if either (i) e¯4,1 > 0, b2 ≥ 0, d¯3,1 ≥ 0, d ≥ 0, e2 ≥ 0,
e¯3,2 ≥ 0; or (ii) e¯4,1 < 0, b2 ≥ 0 if d¯3,1 > 0, d ≥ 0 if max{e2, e¯3,2} > 0, e2 ≥ 0 if e¯3,2 > 0;
or (iii) e¯4,1 > 0, min{b2, d¯3,1} < 0, min{d, e2, e¯3,2} < 0, d ≥ 0 if e2 > 0; or (iv) e¯4,1 < 0,
d¯3,1 > 0, b2 < 0.
(4D) c3 6= 0, i.e., c¯3 6= 0. Then
g3(t) = c3t
2 + d3,1t+ e3,2,
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g2(t) = b2t
3 + c2t
2 + d2t+ e2,
g2(t)−
b2
c3
tg3(t) =
(
c2 −
b2d3,1
c3
)
t2 +
(
d2 −
b2e3,2
c3
)
t+ e2,
g2(t)−
b2
c3
tg3(t)−
1
c3
(
c2 −
b2d3,1
c3
)
g3(t)
=
[(
d2 −
b2e3,2
c3
)
−
d3,1
c3
(
c2 −
b2d3,1
c3
)]
t+ e2 −
e3,2
c3
(
c2 −
b2d3,1
c3
)
=
(
d2 −
b2e3,2
c3
−
c2d3,1
c3
+
b2d
2
3,1
c23
)
t+ e2 −
c2e3,2
c3
+
b2d3,1e3,2
c23
.
Then
g4(t) = d4t + e4,2,
where
d4 =
d¯4
c¯23
, e4,2 =
e¯4,2
c¯23
,
d¯4 = −c¯
2
3d2 + b2c¯3e¯3,2 + c2c¯3d¯3,1 − b2d¯
2
3,1,
e¯4,2 = −c¯
2
3e2 + c2c¯3e¯3,2 − b2d¯3,1e¯3,2.
There are three further subcases.
(4Da) d4 = e4,2 = 0, i.e., d¯4 = e¯4,2 = 0. Then g3 is the GCD of g and g
′. Let
u = d¯3,1
c¯3
and v = e¯3,2
c¯3
. We may use Propositions 4.2, 4.3 and Theorem 3.1 to determine
the situation of g(t).
(4Db) d4 = 0 and e4,2 6= 0, i.e., d¯4 = 0 and e¯4,2 6= 0. Then g4(t) = e4,2,
S = {g0, g1, g2, g3, g4},
S(∞) = {+∞,+∞, b2, c3, e4,2},
S(0) = {e, d, e2, e3,2, e4,2}.
Then V (0) = V (∞) if and only if (i) V (0) = V (∞) = 0; or (ii) V (0) = V (∞) = 1; or
(iii) V (0) = V (∞) = 2; or (iv) V (∞) = 3, which implies V (0) = 3 by the early note.
We may replace c3, e3,2 and e4,2 here by c¯3, e¯3,2 and e¯4,2. Thus, in this case, g is
strictly copositive if and only if either (i) e¯4,2 > 0, b2 ≥ 0, c¯3 ≥ 0, d ≥ 0, e2 ≥ 0,
e¯3,2 ≥ 0; or (ii) e¯4,2 < 0, b2 ≥ 0 if c¯3 > 0, d ≥ 0 if max{e2, e¯3,2} > 0, e2 ≥ 0 if e¯3,2 > 0;
or (iii) e¯4,2 > 0, min{b2, c¯3} < 0, min{d, e2, e¯3,2} < 0, d ≥ 0 if e2 > 0; or (iv) e¯4,2 < 0,
c¯3 > 0, b2 < 0.
(4Dc) d4 6= 0, i.e., d¯4 6= 0. Then
g3(t) = c3t
2 + d3,1t+ e3,2,
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g4(t) = d4t+ e4,2,
g5(t) ≡ e5 = −g3
(
−
e4,2
d4
)
=
e¯5
b22d¯
2
4
,
where
e¯5 = −c¯3e¯
2
4,2 + d¯3,1e¯4,2d¯4 − e¯3,2d¯
2
4.
There are two further subcases.
(4Dc1) e5 = 0, i.e., e¯5 = 0. Then g4(t) is the GCD of g and g
′, and g has a double
nonzero root
α = −
e¯4,2
d¯4
.
We may use Proposition 6.1 and Theorem 3.1 to determine the situation of g(t).
(4Dc2) e5 6= 0, i.e., e¯5 6= 0. We have
S = {g0, g1, g2, g3, g4, g5},
S(∞) = {+∞,+∞, b2, c3, d4, e5} ,
S(0) = {e, d, e2, e3,2, e4,2, e5}.
Then V (0) = V (∞) if and only if (i) V (0) = V (∞) = 0; or (ii) V (0) = V (∞) = 1; or
(iii) V (0) = V (∞) = 2; or (iv) V (0) = V (∞) = 3, or (v) V (∞) = 4, which implies
that V (0) = 4 by the early note.
We may replace c3, d4, e3,2, e4,2 and e5 here by c¯3, d¯4, e¯3,2, e¯4,2 and e¯5. Thus, in this
case, g is strictly copositive if and only if either (i) e¯5 > 0, b2 ≥ 0, c¯3 ≥ 0, d¯4 ≥ 0,
e¯4,2 ≥ 0, d ≥ 0, e2 ≥ 0, e¯3,2 ≥ 0; or (ii) e¯5 < 0, b2 ≥ 0 if max{c¯3, d¯4} > 0, c¯3 ≥ 0 if
d¯4 > 0, d ≥ 0 if max{e2, e¯3,2, e¯4,2} > 0, e2 ≥ 0 if max{e¯3,2, e¯4,2} > 0, e¯3,2 ≥ 0 if e¯4,2 > 0;
or (iii) e¯5 > 0, min{b2, c¯3, d¯4} < 0, b2 ≥ 0 if c¯3 > 0, min{d, e2, e¯3,2, e¯4,2} < 0, d ≥ 0 if
max{e2, e3,2} > 0, e2 ≥ 0 if e3,2 > 0; or (iv) e5 < 0, min{b2, c¯3} < 0, max{c¯3, d¯4} > 0,
min{d, e2, e¯3,2} < 0, max{e2, e¯3,2, e¯4,2} > 0, d ≥ 0 if e2 > 0; or (v) e¯5 > 0, d¯4 < 0,
c¯3 > 0, b2 < 0.
6 Positivity Conditions for Quintic Polynomials
Summarizing the coefficients, we have
b2 =
4a2 − 10b
25
, c2 =
3ab− 15c
25
, d2 =
2ac− 20d
25
, e2 =
ad − 25e
25
, (6.11)
e¯3 = −125e
4
2 + 100ae
3
2d2 − 30a
2e22d
2
2 + 4a
3e2d
3
2 − dd
4
2, (6.12)
d¯3 = −10cc
4
2 + 20ae2c
3
2 − 25c
2
2d2e2 + 6a
2c32d2 − 5(5e2 + 4ad2)c
2
2d2 + 25c2d
3
2, (6.13)
e¯3,1 = −5c
4
2d+ 6a
2c32e2 − 5(5e2 + 4ad2)c
2
2e2 + 25c2d
2
2e2, (6.14)
15
e¯4 = d2d¯3e¯3,1 − c2e¯
2
3,1 − e¯2d¯
2
3, (6.15)
c¯3 = −3bb2 + (5d2 + 4ac2)b2 − 5c2e2, (6.16)
d¯3,1 = −2cb
2
2 + (5e2 + 4ad2)b2 − 5c2d2, (6.17)
e¯3,2 = −db
2
2 + 4ae2b2 − 5c2e2, (6.18)
e¯4,1 = b2d¯3,1e¯
3
3,2 − c2d¯
2
3,1e¯
2
3,2 + d2d¯
3
3,1e¯3,2 − e2d¯
4
3,1, (6.19)
d¯4 = −c¯
2
3d2 + b2c¯3e¯3,2 + c2c¯3d¯3,1 − b2d¯
2
3,1, (6.20)
e¯4,2 = −c¯
2
3e2 + c2c¯3e¯3,2 − b2d¯3,1e¯3,2, (6.21)
e¯5 = −c¯3e¯
2
4,2 + d¯3,1e¯4,2d¯4 − e¯3,2d¯
2
4. (6.22)
We now can state our theorem.
Theorem 6.1 Let g(t) be defined by (4.4), with e > 0. Let the additional coefficients
be defined by (6.11-6.22). Then we have 11 cases.
(1) b2 = c2 = d2 = 0. In this case, g(t) > 0 for all t ≥ 0.
(2) b2 = c2 = 0, d2 6= 0 and e¯3 6= 0. In this case, g(t) > 0 for all t ≥ 0 if and only
if either (i) e¯3 > 0, d2 > 0, d ≥ 0, e2 ≥ 0; or (ii) e¯3 < 0, and d ≥ 0 if e2 > 0; or (iii)
e¯3 > 0, d2 < 0.
(3) b2 = 0, c2 6= 0, d¯3 = 0 and e¯3,1 6= 0. In this case, g(t) > 0 for all t ≥ 0 if and
only if either (i) e¯3,1 > 0, c2 ≥ 0, d ≥ 0, e2 ≥ 0; or (ii) e¯3,1 < 0, and d ≥ 0 if e2 > 0;
or (iii) e¯3,1 > 0, c2 < 0.
(4) b2 = 0, c2 6= 0, d¯3 6= 0 and e¯4 6= 0. In this case, g(t) > 0 for all t ≥ 0 if and
only if either (i) e¯4 > 0, c2 ≥ 0, d¯3 ≥ 0, d ≥ 0, e2 ≥ 0, e¯3,1 ≥ 0; or (ii) e¯4 < 0, c2 ≥ 0 if
d¯3 > 0, d ≥ 0 if max{e2, e¯3,1} > 0, e2 ≥ 0 if e¯3,1 > 0; or (iii) e¯4 > 0, min{c2, d¯3} < 0,
min{d, e2, e¯3,1} < 0, d ≥ 0 if e2 > 0; or (iv) e¯4 < 0, d¯3 > 0, c2 < 0.
(5) b2 6= 0, c¯3 = d¯3,1 = 0, and e¯3,2 6= 0. In this case, g(t) > 0 for all t ≥ 0 if and
only if either (i) e¯3,2 > 0, b2 ≥ 0, d ≥ 0, e2 ≥ 0; or (ii) e¯3,2 < 0, d ≥ 0 if e2 > 0; or
(iii) e¯3,2 > 0, b2 < 0.
(6) b2 6= 0, c¯3 = 0, d¯3,1 6= 0 and e¯4,1 6= 0. In this case, g(t) > 0 for all t ≥ 0 if and
only if either (i) e¯4,1 > 0, b2 ≥ 0, d¯3,1 ≥ 0, d ≥ 0, e2 ≥ 0, e3,2 ≥ 0; or (ii) e¯4,1 < 0,
b2 ≥ 0 if d¯3,1 > 0, d ≥ 0 if max{e2, e¯3,2} > 0, e2 ≥ 0 if e¯3,2 > 0; or (iii) e¯4,1 > 0,
min{b2, d¯3,1} < 0, min{d, e2, e¯3,2} < 0, d ≥ 0 if e2 > 0; or (iv) e¯4,1 < 0, d¯3,1 > 0,
b2 < 0.
(7) b2 6= 0, c¯3 6= 0 and d¯4 = 0. In this case, g(t) > 0 for all t ≥ 0 if and only if
either (i) e¯4,2 > 0, b2 ≥ 0, c¯3 ≥ 0, d ≥ 0, e2 ≥ 0, e¯3,2 ≥ 0; or (ii) e¯4,2 < 0, b2 ≥ 0 if
c¯3 > 0, d ≥ 0 if max{e2, e¯3,2} > 0, e2 ≥ 0 if e¯3,2 > 0; or (iii) e¯4,2 > 0, min{b2, c¯3} < 0,
min{d, e2, e¯3,2} < 0, d ≥ 0 if e2 > 0; or (iv) e¯4,2 < 0, c¯3 > 0, b2 < 0.
(8) b2 6= 0, c¯3 6= 0, d¯4 6= 0 and e¯5 6= 0. In this case, g(t) > 0 for all t ≥ 0 if and
only if either (i) e¯5 > 0, b2 ≥ 0, c¯3 ≥ 0, d¯4 ≥ 0, e¯4,2 ≥ 0, d ≥ 0, e2 ≥ 0, e¯3,2 ≥ 0; or
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(ii) e¯5 < 0, b2 ≥ 0 if max{c¯3, d¯4} > 0, c¯3 ≥ 0 if d¯4 > 0, d ≥ 0 if max{e2, e¯3,2, e¯4,2} > 0,
e2 ≥ 0 if max{e¯3,2, e¯4,2} > 0, e¯3,2 ≥ 0 if e¯4,2 > 0; or (iii) e¯5 > 0, min{b2, c¯3, d¯4} < 0,
b2 ≥ 0 if c¯3 > 0, min{d, e2, e¯3,2, e¯4,2} < 0, d ≥ 0 if max{e2, e¯3,2} > 0, e2 ≥ 0 if
e¯3,2 > 0; or (iv) e¯5 < 0, min{b2, c¯3} < 0, max{c¯3, d¯4} > 0, min{d, e2, e¯3,2} < 0,
max{e2, e¯3,2, e¯4,2} > 0, d ≥ 0 if e2 > 0; or (v) e¯5 > 0, d¯4 < 0, c¯3 > 0, b2 < 0.
In these eight cases, g(t) > 0 for all t ≥ 0 if and only if g(t) ≥ 0 for all t ≥ 0.
(9) (i) b2 = c2 = 0, d2 6= 0 and e¯3 = 0. Let α = −
e2
d2
.
(ii) b2 = 0, c2 6= 0, d¯3 6= 0 and e¯4 = 0. Let α = −
e¯3,1
d¯3
.
(iii) b2 6= 0, c¯3 = 0, d¯3,1 6= 0 and e¯4,1 = 0. Let α = −
e¯3,2
d¯3,1
.
(iv) b2 6= 0, c¯3 6= 0, d¯4 6= 0 and e¯5 = 0. Let α = −
e¯4,2
d¯4
.
Then we may apply Proposition 4.1 and Theorem 3.1 to determine the situation of
g(t).
(10) (i) b2 = 0, c2 6= 0 and d¯3 = e¯3,1 = 0. Let u =
d2
c2
and v = e2
c2
.
(ii) b2 6= 0, c¯3 6= 0 and d¯4 = e¯4,2 = 0. Let u =
d¯3,1
c¯3
and v = e¯3,2
c¯3
.
Then we may use Propositions 4.2, 4.3 and Theorem 3.1 to determine the situation
of g(t).
(11) b2 6= 0 and c¯3 = d¯3,1 = e¯3,2 = 0. Let p =
c2
b2
, q = d2
b2
and r = e2
b2
. Then
Proposition 4.4 determines the situation of g(t).
Proof The 11 cases are summarized from the discussion in the last section. Cases (1-8)
are corresponding to Cases (1), (2B), (3B), (3Cb), (4B), (4Cb), (4Db) and (4Dc2) of
the last section, respectively. Case (9) is corresponding Cases (2A), (3Ca), (4Ca) and
(4Dc1) of the last section. Case (10) is corresponding Cases (3A) and (4Da of the last
section. Case (11) is corresponding to Case (4A) of the last section. 
RemarkWe believe that the eight “e” functions in Theorem 6.1, namely e2, e¯3, e¯3,1,
e¯4, e¯3,2, e¯4,1, e¯4,2 and e¯5 are linked with the discriminant ∆ of g(t), as their vanishing
is linked with multiple roots of g(t).
7 A Practical Method
We use S0 and S∞ to denote two finite sequences. All of their entries are nonzero reals.
The cardinality of S0 is one more than the cardinality of S∞. Here, from S(∞) to S∞,
we delete one useless entry. The cardinality of S∞ is 2 to 5. The cardinality of S0 is
3 to 6. Denote the numbers of sign changes of S0 and S∞ by V0 and V∞, respectively.
Let V = V0 − V∞.
We now have our algorithm.
Algorithm 1
Suppose that we have a quintic polynomial g(t), defined by (4.4), with e > 0.
17
Step 1. Calculate b2, c2, d2 and e2 by (6.11). If b2 6= 0, go to Step 13. If c2 6= 0,
go to Step 6. If d2 = 0, g is positive on positive reals, stop.
Step 2. Calculate e¯3 by (6.11). If e¯3 6= 0, go to Step 5.
Step 3. If d2e2 ≤ 0, then g is not all nonnegative on positive reals, stop.
Step 4. If e2 > 0 and d < 0, then g is nonnegative but not all positive on positive
reals. Stop.
Step 5. Let S0 = {1, d, e2} and S∞ = {1, d2}. Go to Step 22.
Step 6. Calculate d¯3 and e¯3,1 by (6.13) and (6.14). If d¯3 6= 0, go to Step 10. If
e¯3,1 6= 0, go to Step 9.
Step 7. If d < 0 and e2 > 0, go to the next step. Otherwise, g is positive on
positive reals. Stop.
Step 8. If d22 6= 4c2e2, then g is nonnegative but not all positive on positive reals.
Otherwise, g is not all nonnegative on positive reals. Stop.
Step 9. Let S0 = {1, d, e2, e¯3,1} and S∞ = {1, c2, e¯3,1}. Go to Step 22.
Step 10. Calculate e¯4 by (6.15). If e¯4 6= 0, go to Step 12.
Step 11. If d¯3e¯3,1 ≤ 0, then g is not all nonnegative on positive reals. Otherwise,
let S0 = {1, d, e2, e¯3,1} and S∞ = {1, c2, d¯3}. Go to Step 23.
Step 12. Let S0 = {1, d, e2, e¯3,1, e¯4} and S∞ = {1, c2, d¯3, e¯4}. Go to Step 22.
Step 13. Calculate c¯3, d¯3,1 and e¯3,2 by (6.16), (6.17) and (6.18). If c¯3 6= 0, go to
Step 18. If d¯3,1 6= 0, go to Step 16. If e¯3,2 6= 0, go to the Step 15. If b2e2 > 0, go to the
next step. If 3b2d2 = c
2
2 and 3b
2
2e2 = c
3
2, then g is nonnegative but not all positive on
positive reals. Otherwise, g is not all nonnegative on positive reals. Stop.
Step 14. If d < 0 and e2 > 0, then g is not all nonnegative on positive reals.
Otherwise, g is positive on positive reals. Stop.
Step 15. Let S0 = {1, d, e2, e¯3,2} and S∞ = {1, b2, e¯3,2}. Go to Step 22.
Step 16. Calculate e¯4,1 by (6.19). If e¯4,1 6= 0, go to the next Step. If d¯3,1e¯3,2 ≤ 0,
g is not all nonnegative on positive reals, stop. Otherwise, let S0 = {1, d, e2, e¯3,2} and
S∞ = {1, b2, d¯3,1}. Go to Step 23.
Step 17. Let S∞ = {1, d, e2, e¯3,2, e¯4,1} and S0 = {1, b2, d¯3,1, e¯4,1}. Go to Step 22.
Step 18. Calculate d¯4 and e¯4,2 by (6.20) and (6.21). If d¯4 6= 0, go to Step 20. If
e¯4,2 6= 0, go to the next step. If c¯3e¯3,2 ≤ 0, then g is not all nonnegative on positive
reals, stop. Otherwise, let S0 = {1, d, e2, e¯3,2, e¯4,2} and S∞ = {1, b2, c¯3, e¯4,2}. Go to
Step 23.
Step 19. Let S0 = {1, d, e2, e¯3,2, e¯4,2} and S∞ = {1, b2, c¯3, e¯4,2}. Go to Step 22.
Step 20. Calculate e¯5 by (6.22). If e¯5 6= 0, go to the next step. If d¯4e¯4,2 ≤ 0, then
g is not all nonnegative on positive reals, stop. Otherwise, let S0 = {1, d, e2, e¯3,2, e¯4,2}
and S∞ = {1, b2, c¯3, d¯4}. Go to Step 23.
Step 21 Let S0 = {1, d, e2, e¯3,2, e¯4,2, e¯5} and S∞ = {1, b2, c¯3, d¯4, e¯5}.
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Step 22. Calculate V . If V = 0, then g is positive on positive reals. Otherwise, g
is not all nonnegative on positive reals. Stop.
Step 23. Calculate V . If V = 0, then g is positive on positive reals. Otherwise, g
is nonnegative but not all positive on positive reals. Stop.
8 Two-Dimensional Copositive Tensors
A realmth order n-dimensional tensorA = (ai1···im) has real entries ai1···im for i1, · · · , im =
1, · · · , n. Denote the set of all mth order n-dimensional tensors as Tm,n. If ai1···im is
invariant for any permutation of indices, then A is called a symmetric tensor. Denote
the set of all mth order n-dimensional symmetric tensors as Sm,n.
Let A = (ai1···im) ∈ Sm,n and x = (x1, · · · , xn)
⊤ ∈ ℜn. Then
Axm :=
n∑
i1,··· ,im=1
ai1···imxi1 · · ·xim .
If Axm ≥ 0 for all x ∈ ℜ+, then A is called a copositive tensor. If Axm > 0 for
all x ∈ ℜ+, x 6= 0, then A is called a strictly copositive tensor. It is an important
problem to determine a given symmetric tensor is (strictly) copositive or not [2, 3, 4,
7, 8, 10, 11, 12, 13, 14, 15, 17, 18]. A necessary and sufficient condition for copositivity
of a third order two-dimensional symmetric tensor was given in [11]. A necessary and
sufficient condition for copositivity of a fourth order two-dimensional symmetric tensor
was given in [11].
Suppose that m = 3 and n = 2. Then
Ax3 = a111x
3
1 + 3a112x
2
1x2 + 3a122x1x
2
2 + a222x
3
2. (8.23)
We have the following theorem.
Theorem 8.1 Let A = (aijk) ∈ S3,2. Then A is strictly copositive if and only if
a111 > 0, a222 > 0, and p, q and r satisfy Theorem 3.1 such that h(t) > 0 for all t ≥ 0,
where h(t) is defined by (4.4),
p =
3a112
a111
, q =
3a122
a111
, r =
a222
a111
. (8.24)
Proof Let x = (1, 0)⊤. By (8.25), Ax5 = a111. Let x = (0, 1)
⊤. By (8.25), Ax5 = a222.
Hence, a necessary condition forA to be strictly copositive is that a111 > 0 and a222 > 0.
Assume that a111 > 0 and a222 > 0. For x ∈ ℜ
2
+ \ {0}, there are two possibilities:
(i) x1 = 0, x2 > 0, and (ii) x1 > 0, x2 ≥ 0.
(i) For x1 = 0 and x2 > 0, by (8.25), Ax
5 = a222x
5
2 > 0.
19
(ii) For x1 > 0 and x2 ≥ 0, let p, q and r be defined by (8.24), t =
x2
x1
. Then t ≥ 0,
and Ax3 = a111x
3
1h(t), where h(t) is defined by (2.1). Then the conclusion follows from
Theorem 3.1. 
We further consider fifth order two dimensional symmetric tensors. Suppose now
that m = 5 and n = 2. Then
Ax5 = a11111x
5
1 + 5a11112x
4
1x2 + 10a11122x
3
1x
2
2 + 10a11222x
2
1x
3
2 + 5a12222x1x
4
2 + a22222x
5
2.
(8.25)
We may have a necessary and sufficient condition for A to be strictly copositive by
Theorem 6.1.
Theorem 8.2 Let A = (ai1···i5) ∈ S5,2. Then A is strictly copositive if and only if
a11111 > 0, a22222 > 0, and a, b, c, d and e satisfy Theorem 6.1 such that g(t) > 0 for all
t ≥ 0, where g(t) is defined by (4.4),
a =
5a11112
a11111
, b =
10a11122
a11111
, c =
10a11222
a11111
, d =
5a12222
a11111
, e =
a22222
a11111
. (8.26)
Proof Let x = (1, 0)⊤. By (8.25), Ax5 = a11111. Let x = (0, 1)
⊤. By (8.25), Ax5 =
a22222. Hence, a necessary condition for A to be strictly copositive is that a11111 > 0
and a22222 > 0.
Assume that a11111 > 0 and a22222 > 0. For x ∈ ℜ
2
+\{0}, there are two possibilities:
(i) x1 = 0, x2 > 0, and (ii) x1 > 0, x2 ≥ 0.
(i) For x1 = 0 and x2 > 0, by (8.25), Ax
5 = a22222x
5
2 > 0.
(ii) For x1 > 0 and x2 ≥ 0, let a, b, c, d and e be defined by (8.26), t =
x2
x1
. Then
t ≥ 0, and Ax5 = a11111x
5
1g(t), where g(t) is defined by (4.4). Then the conclusion
follows from Theorem 6.1. 
We now consider copositivity of A ∈ S5,2. Similarly, we have the following theorem.
Theorem 8.3 Let A = (ai1···i5) ∈ S5,2. Suppose that a11111 > 0 and a22222 > 0.
Then A is copositive if and only if a, b, c, d and e satisfy Theorem 6.1 such that
g(t) ≥ 0 for all t ≥ 0, where g(t) is defined by (4.4), a, b, c, d and e are defined by
(8.26).
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