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We extend the work on optimal control of advective direction in a reaction-
diffusion population model to a system representing two competing populations.
We investigate the choice of movement direction to benefit a population. First, the
advective direction in one of the populations in a competition model is the control.
Next, we extend the work by taking the advective directions of both populations as
controls. In both these cases the objective is to maximize a weighted combination
of the two populations while minimizing the cost involved in the species movement.
Mathematical analysis is completed to derive the optimality system and numerical
results illustrating solutions of this system are presented.
Johne’s disease is a bacterial infection caused by Mycobacterium avium subspecies
paratuberculosis (MAP). It is a chronic, progressive, and infectious disease which has
a long incubation period and probably not curable. The main problem with the
disease is the reduction of milk production in infected dairy cows. We develop a
deterministic model to describe the dynamics of the Johne’s disease in a dairy farm. In
this model we use a system of ordinary differential equations to describe the behavior
of Johne’s disease among dairy cows considering the progression of the disease and
the age structure of the cows. We analyze the behavior of the Johne’s disease by
investigating the effects of the persistence of the bacteria in the environment. Stability
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Mathematical modelling is a main branch in mathematics which interacts with
different disciplines. It helps to capture and understand dynamics of the situations
which would otherwise be impossible, difficult or could take a long time to observe in
reality. In biology, mathematical modelling has been used widely from microscopic
level experiments to macroscopic level experiments.
In this dissertation we consider mathematical modelling in two different areas: in
population dynamics and in disease modeling. Also, we use optimal control theory,
which is an important tool in mathematics for our studies.
1.1 Optimal control theory
Optimal control is an important tool in mathematics which can be used in many
real world applications. It helps in making decisions by maximizing or minimizing
a goal subject to dynamic equations influenced by control functions. Mainly when
there is some risk or cost involved in using the control, the objective functional can
be structured in a way to optimize our main goal while minimizing the risk or the
cost in implementing that controls in the system.
The first step in an optimal control problem is to define the variables defining
states of the system and the controls which can be used to change the states. Next, the
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dynamics of these state variables and the control variables are represented in a system.
The dynamics of this system can be defined using ordinary differential equations
(ODEs), partial differential equations (PDEs), stochastic differential equations,
discrete equations, integro-difference equations or a combination of above equations
[26]. Further, we give the initial conditions and/or final conditions, boundary
conditions according to the system. Next, using the state variables and the control
variables we define the objective functional, which is usually given as an integral over
the time. Here, we use different weight parameters to show the relative importance
of the different goals versus the cost or the risk involved in implementing the controls
on the system. Hence, the optimal control problem consists of state equations with
the corresponding initial/final conditions, boundary conditions, a control set and the
objective functional.
After the formulation of the optimal control problem, the next step is to solve it
using the appropriate mathematical techniques. Here, in this introduction we briefly
explain how to solve an optimal control problem with ODEs and PDEs. Detailed
information for optimal control on ODEs can be found in [26, 38] and detailed
information for optimal control on different PDE systems can be found in [31].
1.1.1 Optimal control for ODE’s
After formulating the optimal control problem with state ODEs, controls and the
objective functional, first step is to prove the existence of a solution for the ODE
system with a given control. Next, we need to prove the existence of an optimal
control using uniformly boundedness of finite states, controls and objective values.
Then, we form the optimality system, characterize an optimal control and prove the
uniqueness of the optimal control for a sufficiently small time.
About 1950 Pontryagin and his collaborators laid the foundation for optimal
control theory for ordinary differential equations (ODEs). Pontryagin [38] introduced
the adjoint variables to attach the differential equations to the objective functional.
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Here, to solve the optimal control problem we attach the state ODEs to the
objective functional using the adjoint variables [26, 38] by forming the Hamiltonian.
By Pontryagin’s [38] Maximum Principle, we maximize this Hamiltonian function
pointwise with respect to the controls of the optimal controls. We differentiate the
Hamiltonian with respect to the time and state variables and using these derivatives
we explicitly define the adjoint ODEs and characterize the optimal control. This
Adjoint system, the state ODEs and the optimal control characterization form the
optimality system. Hence, finally we prove the uniqueness for the solution of the
optimality system using some standard techniques, which gives uniqueness of the
optimal control [17].
1.1.2 Optimal control for PDE’s
To build some generalization of Pontryagin’s Maximum Principle to partial differential
equations (PDEs), but J. L. Lions [31] introduced the idea of optimal control of
PDEs. After setting up a system of PDEs with one control or many controls in an
appropriate weak solution space and an objective functional, proving existence of an
optimal control is a main step.
Before proving the existence of an optimal control, we have to show that for a given
control there exist a unique solution to the system of PDEs describing the dynamics
of the system. Next, we show that there exists an optimal control maximizing or
minimizing the objective functional and the corresponding optimal solutions for the
state PDE system [30].
After proving existence of an optimal control, next we characterize this optimal
control. In that regard we have to differentiate the objective functional with respect
to each control [31]. Since the state variables depend on the control and are involved
in the objective functional, we need to differentiate state variables with respect to
control as well. These derivatives obtained in this process are called the sensitivity
functions and they solve the linearized version of the state PDE system. The system
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of adjoint PDEs is derived from the operators in the sensitivity equations. The
non-homogeneous terms in the adjoint equations are found by differentiating the
integrand of the objective functional with respect to the state variables. We use these
weak solutions for the sensitivity and the adjoint PDEs to characterize an optimal
control. The uniqueness of the optimal control is obtained by proving the uniqueness
of solutions of the optimality system [17].
1.2 Population dynamics and optimal control in
population models
The reaction of a population to resources is an important concern in ecology. Much
work has been done to analyze the population dynamics under different resource
conditions affecting the population [3, 6, 7, 8, 9, 10, 13, 16, 24]. Particularly,
to capture, and explain more realistic dynamics of the populations as well as the
persistence of species in the long run, reaction–diffusion PDEs with linear and
nonlinear growth terms are used in many studies [3, 7, 8]. The effect of the resources
on the population size is also investigated in [6, 13, 24] using reaction-diffusion models.
For these reaction-diffusion models, the movement of a population from one place to
another can occur in two different ways: random diffusion and directed movements.
The reaction of the population to the surrounding environment and its dynamics
has been studied with respect to the effects of diffusion coefficients and advection
movements [3, 7, 9, 10, 16].
In the inhomogeneous environments, it is commonly believed that the population
will move along direction of increase in the resources. With this assumption, work has
been done to analyze the existence of steady state solutions by taking the advection
term to be the gradient of the resource function [3, 9, 10].
With a different perspective, Phan et al. [16] investigated a general model
of nonlinear advection reaction-diffusion equations, to find the optimal advection
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coefficient using the optimal control theory. Precisely, they studied the following
nonlinear parabolic equation:




− u~h · ν = 0, ST
u(·, 0) = u0 ≥ 0, Ω
where QT = Ω × (0, T ) for T > 0, ST = ∂Ω × (0, T ) with Ω. The resource function
is represented by m(x, t), and u(x, t) is the population density. Moreover, µ > 0 is
the diffusion rate, ~h : QT → Rn is the advection direction, and f : QT × R → R is
a non-negative function satisfying some natural smoothness and growth conditions.
The advection direction ~h(x, t) is chosen to maximize the total population while
minimizing the “cost” due to the risk of movement. Hence, by taking
U = {~h ∈ L2((0, T ), L2(Ω)n) : |hk| ≤M, ∀k = 1, 2, · · · , n}.
as the control set, they investigated the maximizer ~h∗ of the problem
J(~h∗) = max
U




The numerical results in [16] indeed indicate that the optimal control ~h∗ in some cases
approximates the spatial gradient of the resource function m(x, t).
Following the line of the research directions in [3, 9, 10, 13, 16], we move further
on this work using optimal control techniques to investigate two competing species
[25, 27, 28], and explore how the advection directions are chosen in such a way to
maximize the total population while minimizing the associated control costs. As in
[16], our cost represents the risk for the population when moving to a new location.
Our goal is to use optimal control techniques to maximize the total population over
the entire domain throughout the fixed period of time.
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In Chapter 2 we consider two competing populations: one with both diffusion
and advection movements and the other only with the diffusion movement. We
investigate the choice of movement direction to benefit populations. Here, the
advective directions of one population in a competition parabolic PDE system are the
controls. The objective is to maximize a weighted combination of the two populations
while minimizing the cost involved in the species movement. Then, we discuss the
existence of state solution, and the existence of the optimal control. Further, we derive
the optimality system, characterize the optimal control, and prove the uniqueness of
this optimal control. Finally, we give some numerical results for the one dimensional
case and conclude with some discussion and conclusions. Also, we will discuss further
about the conclusions in [16] using some numerical simulations for a one population
with advection.
Next, in Chapter 3, we consider two populations with both diffusion and advection
movements. Here, we investigate given the chance for the directed movement, how
would both populations choose to move in order to maximize their total abundance
level. Again, the advective directions of the population in the competition system
were taken as the controls. The objective is to maximize a weighted combination
of the two populations while minimizing the cost involved in the movement. Hence,
first we set up the advection reaction-diffusion equations to describe the dynamics of
the two competitive species. Next, as similar to we did in Chapter 2 we discuss the
existence of state solution, and the existence, uniqueness and the characterization of
the optimal control. At the end again, we give some numerical results for the one
dimensional case and concludes the results with some discussions, conclusions, and
also some possible future research directions.
1.3 Mathematical modelling in epidemiology
Mathematical models has been developed as an important tool to understand the
dynamics, incidence, prevalence of diseases as well as to understand the control of
6
diseases [12, 20, 23]. While in ecology, mathematical models are used to capture the
dynamics of a certain species, in epidemiology, mathematical models can be used to
capture the dynamics of a host population due to an infection. Models of infectious
diseases can take direct and indirect paths of infection into account. Hence, in disease
modeling, the host population is categorized according the stages of the disease and
flow diagrams are used to illustrate the transition and the progress of a disease among
different compartments in the host population. Usually the dynamics of each of these
compartments are modeled by an ordinary differential equation.
The formulation of a compartment model depends on the nature and the
characteristics of the disease [23]. When the time frame for an outbreak is short, the
dynamics of the disease can be modeled without taking the population demography
into account. But, on the other hand if the disease persists for a long time, population
demography needs to be taken into account. For example, a simpler epidemic
compartment model is the SIR model, with this name of the model is based on
the stages of the disease (compartments) used in the model. Some other examples
are SEIR, SI, SIRS models. Here, S, E, I, R stands for the susceptible, exposed,
infected and recovered populations respectively. More detail on the terminologies,
and different epidemic models can be found in [12, 20, 23].
One of the important terms in an epidemiological model is the transmission term.
Here, to define the transmission we use the ‘force of infection’ which is defined as
the per capita rate at which the susceptible individuals contract the infections [23].
The force of infection depends on the probability that a susceptible has contact
with an infected and the probability that the contact will result in a successful
transmission. There are two common ways to formulate the contact structure of
the susceptible individuals with the infected individuals namely, density dependent
transmission and frequency dependent transmission. The other important parameter
in an epidemiological model is the recovery rate, which calculated as the inverse of
the infectious period. This infectious period is usually calculated by the available
epidemiological data.
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1.4 Modeling disease transmission through the
environment
When a pathogen cannot survive outside the host, the disease can be transmitted
from one host to another only through direct contacts (for example measles) and these
epidemiological models consider only the host–to–host transmission. But, there are
many diseases which can be transmitted through both direct and indirect routes (for
example influenza) due to bacteria and viruses which can survive in the environment
for some time. As a result, in recent studies in disease modeling, researchers are
analyzing the behavior of some diseases which can transmit through the environment.
There have been several studies modeling the effect of the environment on
transmitting infectious diseases [1, 5, 29, 41]. In some studies the pathogen in
the environment was treated as another compartment in the compartment models
[5, 29, 41] and in others they were trying to model the disease dynamics using
metapopulation models [1].
In [29], Li et al. developed a compartment model to analyze the dynamics
of influenza. They treated the pathogen as one compartment and defined the
transmission of the disease to susceptible individuals as a function of the intake
of the pathogens from the environment. Further, using their mathematical model
they studied the dependence of the frequency of the environment interaction of the
susceptible individuals on the transmission of the disease. In [5] R. Breban studied
SI models with the disease transmission through the environment. He treated the
pathogens in the environment as a compartment and he defined the environment





= π − µS − ρSf(V )
dI
dt
= ρSf(V )− (µ+ γ)I
dV
dt
= ωI − ηV
where S is the number of susceptible individuals, I is the number of infected
individuals, V is the number of pathogens in the environment, 1/γ is the recovery
period, 1/η is the persistence time of the pathogen, ω is the shedding rate of the
pathogens by the infected individuals, π is the susceptible inflow, µ is the natural
death rate of the individuals and ρ is the contact rate with the environment. Breban
analyzed the conditions needed to approximate the environment transmission as direct
transmission.
Using a different approach to consider the pathogen in the environment, in [1]
Ayescue et al. developed a mathematical model using metapopulation structure.
They studied the dynamics of the Escherichia coli O157:H7 by considering water
troughs, feed bunks, pen floors and the cattle hosts as the habitats for the pathogen.
They described the dynamics of the bacteria in each location by using a system of
ODEs.
1.5 Modeling the dynamics of the Johne’s Disease
Johne’s disease affects the small intestine of ruminants. It is a bacterial infection
caused by Mycobacterium avium subspecies paratuberculosis (MAP). Johne’s disease
has a long incubation period and it is infectious, chronic, progressive and ultimately
leads the animal to the death due to disease. Usually MAP spreads through oral
transmission, MAP contaminated feces, water, soil, milk and colostrum and in utero
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transmission was also reported [37, 40, 48]. Further, MAP can survive in the
environment for a year or more [48, 50].
In recent years, much work has been done to understand and control the Johne’s
disease [33, 34, 35, 36, 37, 40]. Mathematical modeling has been used in many of
these studies to capture the long term behavior of the disease. Some of these studies
used discrete models and some of them have used continuous models with different
biological hypotheses. Also, in some studies they have used deterministic models
and sometimes stochastic models. In some of these studies they have considered the
transmission of the disease through the environment [35, 36].
In Chapter 4 we construct a new deterministic model of Johnes disease to
understand the mechanisms of disease transmission and progression, especially to
include environment components. Here, we construct a compartment model by
considering the bacteria in the environment as a compartment. We define a sigmoidal
function to model the environmental bacterial transmission to the susceptible animals
by considering the infectious dose of MAP and the probability of getting infected by
the bacteria. To analyze the dynamics, first we considered a simplified model and
later we analyzed our original model. We analyze the stability of the disease free
equilibrium and discuss the basic reproduction number for both models. Further, we
analyze how the testing and culling as well as cleaning the environment can help with
controlling Johne’s disease in a dairy farm.
1.6 Numerical methods
To solve the optimal control problems in Chapter 2 and Chapter 3 we have used the
forward backward sweep method [21, 26]. To solve the ODE system in Chapter 4 we





Population movement and its distribution in reaction to its surrounding environment
are important concerns in ecology. Many efforts are devoted to analyze the population
dynamics under different conditions affecting the population [3, 9, 6, 7, 8, 10, 13, 16,
24]. Particularly, to capture, and explain more realistic dynamics of the populations as
well as the persistence of species in the long run, reaction–diffusion partial differential
equations (PDEs) with linear and nonlinear growth terms have been used in many
studies [3, 7, 8]. The effect of the resources on the population size was also investigated
in [6, 13, 24] using such models. For these reaction-diffusion models, the spatial
movement of a population can occur in two different ways: random diffusion and
directed movements. The reaction of the population to the surrounding environments
depends on the choice of diffusion and advection coefficients in the model [3, 7, 9, 10,
16].
In the inhomogeneous environments, it is commonly believed that the population
will move along the direction of increasing resources. With that regard, Belgacem and
Cosner [3] investigated an advection reaction-diffusion model in which the advection
term is the gradient of the resource function. They investigated steady states solutions
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of the reaction-diffusion equations with linear and nonlinear logistic growth terms:
ut = ∇ · [D∇u− αu∇m(x)] +m(x)u, Ω× (0,∞)
and
ut = ∇ · [D∇u− αu∇m(x)] +m(x)u− cu2, Ω× (0,∞)
together with no flux boundary condition or Dirichlet boundary condition (lethal
boundary). In these PDEs, the coefficient m(x) for x ∈ Ω represents the intrinsic
growth rate, and measures the availability of the resources. Moreover, u(x, t) is
the population density of the species at location x ∈ Ω and time t ≥ 0. They
studied the benefit to the population, [3] meaning the persistence of the population
in the long run or the existence of a unique globally attracting positive steady state
solution. An interesting observation in [3] was that the directed movement towards
better resources could be beneficial or harmful to the population depending on the
boundary conditions. In the case of no flux boundary conditions, the movement
towards better resources could be beneficial to the population, while in the lethal
boundary conditions, the movement towards better resources can be harmful if more
favorable patches are closer to the boundary. In a further investigation [10], Cosner
et al. studied the logistic reaction–diffusion models with the advection along the
environmental gradient, with the no flux boundary conditions. Different from the
results in [3], they found that even under the zero flux boundary conditions, the
movement along the resource gradient may not always be beneficial to the population.
Indeed, it turns out that the convexity of the domains plays a major role in this
situation. If the domain is not convex, moving up along the resource gradient could
be harmful to the population.
In a similar perspective as in [3], system of competing species have also been
investigated. In particular, in [9], Lou et al. studied the persistence of two populations
in a heterogeneous environment using Lotka–Volterra advection reaction–diffusion
equations. They investigated two different movement strategies for the two completive
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populations: one population only moves with random diffusion, while the other
population is allowed to have both the random diffusion, and the directed movement
along the resource gradient. A related work [10] shows that when the advection is
strong, both competing populations can stably coexist.
In an alternate but related viewpoint, optimal control techniques were used in
various work such as [13, 16, 24] to explore how different conditions such as limited
resources, growth coefficient, advection movement, and harvesting can be optimized
to be “beneficial” for populations. In particular, Ding et al. studied in [13] the
effects of resource allocation on population size of the species. They investigated
the problem in which the resource function m(x) is the control, and the population
abundance is a measurement of conservation effort. In other words, the work [13]
explores the optimum resource allocation which maximizes the total population with
the minimum cost for the resources.
In a similar framework as in [13], but different direction, Phan et al. [16] considered
a general model of nonlinear advection reaction-diffusion equation. Precisely, they
studied the following nonlinear parabolic equation:





− u~h · ν = 0, ST ,
u(·, 0) = u0 ≥ 0, Ω,
where QT = Ω × (0, T ) for T > 0, ST = ∂Ω × (0, T ) with Ω, m(x, t) and u(x, t)
as before. Moreover, µ > 0 is the diffusion rate, ~h : QT → Rn is the advection
direction, and f : QT × R → R is a non-negative function satisfying some natural
smoothness and growth conditions. In their study, the advection direction ~h is the
control, and they seek for the optimal advection direction ~h(x, t) that maximizes the
total population while minimizing the “cost“ due to movement. In this work, the
“cost” represents the risk of moving to a new location. The numerical results in [16]
indeed indicate that the optimal control ~h∗ in some cases approximates the spatial
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gradient of the resource function m(x, t). We will discuss this issue further in the
numerical results of Chapter 2.
Following the line of the research directions in [3, 9, 10, 13, 16], we move further on
this work using optimal control techniques to investigate two competing species[25,
27, 28], and explore how the advection directions are chosen to maximize the total
population while minimizing the costs related to the risk of movement. Our goal is to
analyze this playoff between benefits and cost using the optimal control techniques.
2.2 Problem formulation
Let Ω be an open bounded domain in Rd with smooth boundary ∂Ω, for d ∈ N. For
a given fixed time 0 < T < ∞, we denote Q = Ω × (0, T ), and the lateral boundary
of Q, S = ∂Ω× (0, T ). We denote u(x, t), v(x, t) to be the population densities of two
competing species in the spatial domain Ω with x ∈ Ω and t ∈ [0, T ).
Here, we consider the dynamics of the two populations using the following system
of PDE’s with the Robin boundary conditions:
ut − d1∆u−∇ · (~hu) = u[m− a1u]− b1uv in Q








= 0 on S
u(x, 0) = u0(x) ≥ 0 for a.e. x ∈ Ω
v(x, 0) = v0(x) ≥ 0 for a.e. x ∈ Ω
(2.1)
The first population is given the opportunity to move (advection movement) in
addition to random diffusion and the second population only has random diffusion.
We consider Robin boundary condition for the first population and Neumann
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boundary condition for the second population. Further, we assume the density
dependent growth for both species. These two populations are competing with
interaction coefficients b1(x, t) and b2(x, t).
We define the parameters:
d1, d2 – Constant positive diffusion coefficients
a1, a2 – Coefficients in the density dependent growth terms
m – Known resource function, 0 ≤ m(x, t) ≤ C0 on Q
b1, b2 – Positive interaction coefficients
~h(x, t) = (h1(x, t), h2(x, t), ..., hd(x, t)) – Advective coefficient for the first species
with ~h ∈ L∞(Q)d
η – Outward normal vector on ∂Ω
u0, v0 – Initial population densities of the two populations with u0, v0 ∈ H1(Ω)
We use the following spaces:








H1(Ω))∗ – Dual space of H1(Ω)
2.3 The optimal control problem formulation
We assume the first population can choose its advective direction ~h to maximize its
abundance, but this advective movement may have a “cost” in terms of risk or energy.
Viewing the advective coefficient as a control, the set of all controls is
U = {~h ∈ (L∞(Q))d : |hi| ≤M for i = 1, ..., d}
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for some known constant M > 0.












subject to the PDE system (2.1).
Our goal is to maximize a weighted sum of the two populations over the time
while trying to minimize the total cost involved in this movement subject to the PDE
system (2.1). In this case the cost is due to the “risk” in moving the population
around by the advection as the movement to a new location may come with a risk.
2.4 Solving the optimal control problem
We first recall the definition of weak solutions for the state PDE system.
Definition (The weak solution for the state PDE system)
u, v ∈ L2((0, T ), H1(Ω)) ∩ L∞(Q) with ut, vt ∈ L2((0, T ), (H1(Ω))∗) and u(x, 0) =
u0, v(x, 0) = v0 is a weak solution for (2.1) if it satisfies,
∫ T
0
< ut, φ1 >((H1)∗,H1) dt+
∫
Q
d1∇u · ∇φ1 dxdt+
∫
Q











b1uvφ1 dxdt in Q, and∫ T
0
< vt, φ2 >((H1)∗,H1) dt+
∫
Q











b2uvφ2 dxdt in Q
(2.3)
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for a.e. x ∈ Ω and for all φ1 , φ2 ∈ L2((0, T ), H1(Ω)) .
We use <,>((H1)∗,H1) to denote the duality on Ω.
Note that we assume that u, v ∈ L∞(Q), so that the terms with u2, v2 and uv make
sense in L2(Q).
We give an explanation of this weak formulation.





































b2uvφ2 dxdt in Q.
Using integration by parts, we obtain
∫ T
0
< ut, φ1 >((H1)∗,H1) dt+
∫
Q










u~h · ∇φ1 dxdt−
∫
S















< vt, φ2 >((H1)∗,H1) dt+
∫
Q























+ u~h · η = 0 and d2
∂v
∂η
= 0 on S
we get the weak formulation (2.3).
Given ~h ∈ U , we denote the corresponding states as u(~h), v(~h).
Lemma 2.0.1. For any 0 ≤ R < ∞ , |~h| ∈ L∞(Q)d and u0 ≥ 0 with g(x, t) ≥ 0 on
Q and g ∈ L2(Q), the weak solution u ∈ L2((0, T ), H1(Ω)) of




+ u~h · η = 0 on S (2.4)
u(x, 0) = u0(x) ≥ 0 for x ∈ Ω
is non-negative on Q.
Proof. We use a similar proof as in Lemma 3.1 in [16].
Let 0 ≤ s ≤ T and Qs = Ω× (0, s). For (x, t) ∈ Qs, let w(x, t) = max{−u(x, t), 0}.












Ruw dx ≥ 0 for 0 ≤ t ≤ s .
But, on the set {(x.t) ∈ Qs : u(x, t) < 0} we have










w~h · ∇w dx+
∫
Ω























d1|∇w|2 dx ≤ −
∫
Ω










































































w2(x, t)dx ≤ C
∫
Ω
w2(x, t) dx for all 0 ≤ t ≤ T.
Note that as u(x, 0) = u0(x) ≥ 0 for x ∈ Ω , w(x, 0) = 0 for x ∈ Ω and hence,∫
Ω





w2(x, t)dx = 0 for all 0 ≤ t ≤ T,
which implies w(x, t) = 0 for all (x, t) ∈ Qs. Hence, we can see that u ≥ 0 in Q.
Lemma 2.0.2. Let M > 0 be defined in the definition of the control set, and C0 =
‖m‖L∞(Q). For a given control ( ~h1, ~h2) ∈ U let u, v ∈ L2((0, T ), H1(Ω))∩L∞(Q) with
ut, vt ∈ L2((0, T ), (H1(Ω))∗) be a weak solution of (2.1) with u ≥ 0, v ≥ 0 a.e. on Q.
Then, there exists constants K1, K2, K3, K4 depending only on M,C0 and independent
of ~h such that
‖u(~h)‖L2((0,T ),H1(Ω)) ≤ K1
‖ut(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K2
‖v(~h)‖L2((0,T ),H1(Ω)) ≤ K3
‖vt(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K4 .
Proof. First, consider




+ u~hη = 0 on S
u(x, 0) = u0(x) ≥ 0 on Ω.
Then, for any time 0 ≤ s ≤ T taking u ∈ L2((0, T ), H1(Ω)) ∩ L∞(Q) as the test
function in the weak formulation of the above PDE with Qs = Ω× (0, s) gives∫ s
0
< ut, u >((H1)∗,H1) dt+
∫
Qs
d1∇u · ∇u dxdt+
∫
Qs












2v dxdt in Qs .
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The non-negativity of u, v implies
∫ s
0
< ut, u >((H1)∗,H1) dt+
∫
Qs
d1∇u · ∇u dxdt+
∫
Qs



































































































































Choosing ε ≤ d1
M










































2dx = ‖u0‖2L2(Ω) .
By Gronwall’s Inequality, we have
Z1(s) ≤ A(1 + CseCs) = ‖u0‖2L2(Ω)(1 + CseCs)
for almost every 0 ≤ s ≤ T .





u2(x, t)dx ≤ ‖u0‖2L2(Ω)(1 + CTeCT ) .
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So, inequality (2.5) gives
∫
Q








≤ CT‖u0‖2L2(Ω)(1 + CTeCT ) + ‖u0‖2L2(Ω)
which implies ‖∇u(x, t)‖2L2(Q) is bounded.
Hence, we have
‖u(~h)‖L2((0,T ),H1(Ω)) ≤ K1
where
(K1)
2 = T‖u0‖2L2(Ω)(1 + CTeCT ) +
CT‖u0‖2L2(Ω)(1 + CTeCT ) + ‖u0‖2L2(Ω)
(2d1 − 2Mε)
.
Similarly, we also have
‖v(~h)‖L2((0,T ),H1(Ω)) ≤ K3
where
(K3)
2 = T‖v0‖2L2(Ω)(1 + 2C0Te2C0T ) +














(vxi)xi + vm− a2v2 − b2uv in Q ,
note that all the terms in the right hand side of the ut and vt equations are either L
2
functions or the derivatives of an L2 function. Using the L2((0, T ), H1(Ω)) bounds
above, ut and vt are bounded in L
2((0, T ), H1(Ω)∗),
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‖ut(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K2
‖vt(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K4 .
2.4.1 Existence and positivity of the state solution
In order to solve the optimal control problem (2.2), first we have to show that for
a given control ~h ∈ U there exists a unique weak state solution (u, v) = (u, v)(~h)
to (2.1), showing the dependence on ~h. Further, we have to show this solution is
non-negative and bounded above.
Theorem 2.1 (Existence and positivity of a weak solution for the state PDE system).
Given m ∈ L∞(Q), u0, v0 non-negative, L∞(Q) bounded and in H1(Ω). Then, for each
~h ∈ U , there is a unique positive weak solution (u, v) = (u(~h), v(~h)) of (2.1).
Proof. To show the existence of a weak solution to the state PDE system, we use an
iterative scheme.
First to construct supersolutions of our system, consider




+ U~h · η = 0 in ∂Ω× (0, T ) (2.6)
U(x, 0) = u0(x) ≥ 0 for x ∈ Ω
and




= 0 in ∂Ω× (0, T ) (2.7)
V (x, 0) = v0(x) ≥ 0 for x ∈ Ω .
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Then, by Theorem 3.1 in [16], problem (2.6) has a unique weak solution U(~h) and
a finite constant C1 > 0 such that
0 ≤ U(~h) ≤ C1 for a.e. (x, t) ∈ Ω× (0, T )
and problem (2.7) has a unique weak solution V (~h) and a finite constant C2 > 0 such
that
0 ≤ V (~h) ≤ C2 for a.e. (x, t) ∈ Ω× (0, T )
where, constants C1, C2 > 0 depending on M , |Q| , d1 , d2 , ‖m‖L∞ and the initial
conditions.
Now, define 0 ≤ R <∞ such that










V + b2 sup
Ω
U} . (2.8)
For i = 2, 3, ..., consider the following iterative system of PDE’s with u1 = U and
v1 = 0 on Q
L1ui = F (ui−1, vi−1) in Q








= 0 on S
ui(x, 0) = u0(x) ≥ 0 for x ∈ Ω
vi(x, 0) = v0(x) ≥ 0 for x ∈ Ω .
(2.9)
The weak solution for (2.9) exist by the general results from [15], where,
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L1ui = (ui)t − d1∆ui −∇ · (~hui) +Rui
L2vi = (vi)t − d2∆vi +Rvi
and
F (ui−1, vi−1) = mui−1 − a1(ui−1)2 − b1ui−1vi−1 +Rui−1
G(ui−1, vi−1) = mvi−1 − a2(vi−1)2 − b2ui−1vi−1 +Rvi−1 .
Choosing u1 = U and v1 = 0 , then
L1(u1) = mu1 +Ru1 = mU +RU
L2(v1) = mv1 +Rv1 = 0 .
Recall our super solution V satisfies L2(V ) = mV +RV .
Claim 1
0 ≤ ui ≤ U and 0 ≤ vi ≤ V for all i = 1, 2, ... .
Proof. We prove this by the mathematical induction.
Note that for i = 1, 0 ≤ u1 ≤ U and 0 ≤ v1 ≤ V since u1 = U and v1 = 0 .
For i = 2,
L1u2 = F (u1, v1)
= mu1 − a1(u1)2 − b1u1v1 +Ru1
= mU − a1(U)2 +RU (since u1 = U, v1 = 0)




U + b1 sup
Ω










+ u2~h · η = 0 on S
and
u2(x, 0) = u0(x) ≥ 0 in Ω .
Hence, by Lemma 2.0.1,
u2 ≥ 0 .
Further,
L1(u2) = mU − a1(U)2 +RU
implies





+ (u1 − u2)~h · η = 0 on S
and
(u1 − u2)(x, 0) = 0 in Ω .
Hence, again by Lemma 2.0.1 gives (u1 − u2) ≥ 0 and 0 ≤ u2 ≤ U .
Similarly, since
L2v2 = G(u1, v1)
= mv1 − a2(v1)2 − b2u1v1 +Rv1
= 0 (since v1 = 0),
we have






= 0 in S
and
(v2 − v1)(x, 0) = v0(x) ≥ 0 in Ω .
Hence, again we have (v2 − v1) ≥ 0 and 0 ≤ v2 .
Also, we have





= 0 in S
and
(V − v2)(x, 0) = 0 in Ω .
So, again by Lemma 2.0.1 we have, V ≥ v2 and hence get 0 ≤ v2 ≤ V .
Now, suppose 0 ≤ uj ≤ U and 0 ≤ vj ≤ V for j = 1, 2, ..., i to use induction.
Then,
L1ui+1 = F (ui, vi)
= mui − a1(ui)2 − b1uivi +Rui
= ui(m− a1ui − b1vi +R)




U + b1 sup
Ω
V ) (since (2.8))
≥ ui[a1(2U − ui) + b1(V − vi)]
≥ 0,
by the induction hypothesis.
Again with the boundary and initial conditions, we obtain ui+1 ≥ 0.
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Using
L1(ui+1) = F (ui, vi)
= mui − a1(ui)2 − b1uivi +Rui,
we have
L1(u1 − ui+1) = mU +RU −mui + a1(ui)2 + b1uivi −Rui
= m(U − ui) +R(U − ui) + a1(ui)2 + b1uivi





+ (u1 − ui+1)~hη = 0 on S
and
(u1 − ui+1)(x, 0) = 0 in Ω .
Hence, again by Lemma 2.0.1 we have ui+1 ≤ u1 = U.
Then, by induction, we have 0 ≤ ui ≤ U for all i = 1, 2, ... .
Similarly we can show that 0 ≤ vi ≤ V for all i = 1, 2, ... .
Claim 2
The sequence {ui} is monotone decreasing and the sequence {vi} is monotone
increasing :
That is, ui+1 ≤ ui and vi+1 ≥ vi for all i = 1, 2, ... .
Proof. We prove this also by mathematical induction.
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Using
L1(u1) = mu1 +Ru1
and
L1(u2) = F (u1, v1)
= mu1 − a1(u1)2 − b1u1v1 +Ru1
= mu1 − a1(u1)2 +Ru1 (Since v1 = 0),
we have





+ (u1 − u2)~hη = 0 on S
and
(u1 − u2)(x, 0) = 0 in Ω .
This implies (u1 − u2) ≥ 0 giving u1 ≥ u2 .
Similarly, we have
L2(v1) = mv1 +Rv1 = 0
and
L2(v2) = G(u1, v1)
= mv1 − a2(v1)2 − b2u1v1 +Rv1
= 0 (Since v1 := 0).
So, we have






= 0 on S
and
(v2 − v1)(x, 0) = v0(x) ≥ 0 in Ω .
Hence, we have v1 ≤ v2 .
Now, suppose that uj ≤ uj−1 and vj ≥ vj−1 for j = 1, 2, ..., i for the induction
hypothesis. Then, in Q
L1(ui) = F (ui−1, vi−1)
L1(ui+1) = F (ui, vi)
implies
L1(ui − ui+1) = F (ui−1, vi−1)− F (ui, vi) .
But, note that uj ≤ uj−1 , vj ≥ vj−1 for j = 1, 2, ..., i and we picked R such that
F (u, v) is increasing in u and decreasing in v.
Hence, we have





+ (ui − ui+1)~h · η = 0 on S
and
(ui − ui+1)(x, 0) = 0 in Ω,
which implies
(ui − ui+1) ≥ 0 giving ui ≥ ui+1 .
Hence, by induction,
ui+1 ≤ ui for all i = 1, 2, ... .
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Using
L2(vi − vi+1) = G(ui−1, vi−1)−G(ui, vi),
and uj ≤ uj−1 , vj ≥ vj−1 for j = 1, 2, ..., i and the choice of R such that G(u, v) is
decreasing in u and increasing in v, we have





= 0 in S
and
(vi − vi+1)(x, 0) = 0 in Ω .
Comparison results imply
(vi − vi+1) ≤ 0 giving vi ≤ vi+1.
Hence, by induction we have, vi+1 ≥ vi for all i = 1, 2, ... .
Similarly as in Lemma 2.0.2, for some constants K1, K2, K3, K4 with ‖ui‖L∞(Q) ,
‖vi‖L∞(Q) bounds and ui ≥ 0, vi ≥ 0 a.e on Q, for all i = 1, 2, ... we have:
‖ui(~h)‖L2((0,T ),H1(Ω)) ≤ K1
‖(ui)t(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K2
‖vi(~h)‖L2((0,T ),H1(Ω)) ≤ K3
‖(vi)t(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K4
So, by these a priori bounds for ui, vi, (ui)t, and (vi)t and by the monotone
property of {ui} and {vi} sequences, there exists u, v ∈ L2((0, T ), H1(Ω)) ∩ L∞(Q)
with ut, vt ∈ L2((0, T ), (H1(Ω))∗) with the weak convergences (on the whole sequence,
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not just on a subsequences) below:
ui ⇀ u in L
2((0, T ), H1(Ω))
(ui)t ⇀ ut in L
2((0, T ), (H1(Ω))∗)
vi ⇀ v in L2((0, T ), H1(Ω)) (2.10)
(vi)t ⇀ vt in L
2((0, T ), (H1(Ω))∗) .
Then, by Simon’s result [44] we have the strong convergence of the sequences {ui}
and {vi} in L2(Q) as below:
ui → u in L2(Q)
vi → v in L2(Q) . (2.11)
Since there exists weak solutions to our iterative system (2.9), for the test functions
φ1 , φ2 ∈ L2((0, T ), H1(Ω)), and ui, vi ∈ L2((0, T ), H1(Ω))∩L∞(Q) with (ui)t, (vi)t ∈
L2((0, T ), (H1(Ω))∗) and ui(x, 0) = u0, vi(x, 0) = v0 we have
∫ T
0
< (ui)t, φ1 >((H1)∗,H1) dt+
∫
Q
d1∇ui · ∇φ1 dxdt+
∫
Q






















< (vi)t, φ2 >((H1)∗,H1) dt+
∫
Q


















Rvi−1φ2dxdt in Q .
(2.12)
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Since φ1, φ2 are in L
2((0, T ), H1(Ω)), using the weak star convergence of {(ui)t} and





< (ui)t, φ1 >((H1)∗,H1) dt =
∫ T
0






< (vi)t, φ2 >((H1)∗,H1) dt =
∫ T
0
< vt, φ2 >((H1)∗,H1) dt .
Since d1 and d2 are constants and ∇ui,∇φ1,∇vi and ∇φ2 are in L2(Q) by the weak





d1∇ui · ∇φ1 dxdt =
∫
Q






d2∇vi · ∇φ2 dxdt =
∫
Q
d2∇v · ∇φ2 dxdt .
Similarly as {ui} and {vi} are in L2(Q), using L∞ bounds on ~h, R and m and the





ui~h · ∇φ1 dxdt =
∫
Q

























































a1(ui−1 − u)(ui−1 + u)φ1 dxdt




|ui−1 − u||φ1| dxdt .

































Similarly by the Holder’s inequality, strong convergences (2.11) and L∞ bounds

































|ui−1 − u||φ1| dxdt .
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Hence, again by the Holder’s inequality, strong convergences (2.11) and L∞ bounds














































So, by taking as i→∞ in (2.12), we conclude that u, v are state solutions
corresponding to control ~h given below:
∫ T
0
< ut, φ1 >((H1)∗,H1) dt+
∫
Q
d1∇u · ∇φ1 dxdt+
∫
Q











b1uvφ1 dxdt in Q
and∫ T
0
< vt, φ2 >((H1)∗,H1) dt+
∫
Q











b2uvφ2 dxdt in Q .
Next, to show that this weak solution (with L∞ bounds) for (2.1) is unique suppose
there are two solutions, (u, v) and (ũ, ṽ) for (2.1).
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Now, with the test functions (u − ũ) and (v − ṽ) in L2((0, T ), H1(Ω)) ∩ L∞(Q)
and Qs = Ω × (0, s) for any time 0 ≤ s ≤ T , the weak formulation of the solutions
(u, v) and (ũ, ṽ) gives
∫ s
0
< ut, (u− ũ) >((H1)∗,H1) dt+
∫
Qs
d1∇u · ∇(u− ũ)dxdt+
∫
Qs











b1uv(u− ũ) dxdt in Qs
(2.13)∫ s
0
< vt, (v − ṽ) >((H1)∗,H1) dt+
∫
Qs








2(v − ṽ) dxdt−
∫
Qs




< ũt, (u− ũ) >((H1)∗,H1) dt+
∫
Qs
d1∇ũ · ∇(u− ũ)dxdt+
∫
Qs











b1ũṽ(u− ũ) dxdt in Qs
(2.14)∫ s
0
< ṽt, (v − ṽ) >((H1)∗,H1) dt+
∫
Qs








2(v − ṽ) dxdt−
∫
Qs
b2ũṽ(v − ṽ) dxdt in Qs
Then by taking the difference in the corresponding equations in (2.13) and (2.14),
∫ s
0















2 − ũ2)(u− ũ) dxdt−
∫
Qs





< (vt − ṽt), (v − ṽ) >((H1)∗,H1) dt+
∫
Qs








2 − ṽ2)(v − ṽ) dxdt−
∫
Qs



























< (vt − ṽt), (v − ṽ) >((H1)∗,H1) dt+
∫
Qs




(v − ṽ)2m dxdt−
∫
Qs




b2[(u− ũ)v + (v − ṽ)ũ](v − ṽ) dxdt .
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Then, by the non-negativity of u, v, ũ and ṽ we get∫ s
0














b1[(u− ũ)v + (v − ṽ)ũ](u− ũ) dxdt
and∫ s
0
< (vt − ṽt), (v − ṽ) >((H1)∗,H1) dt+
∫
Qs




(v − ṽ)2m dxdt−
∫
Qs























































(v − ṽ)2(x, s)dx .















































































(v − ṽ)2(x, s)dx+
∫
Qs




(v − ṽ)2m dxdt−
∫
Qs




|(v − ṽ)2m| dxdt+
∫
Qs
b2(v − ṽ)2|ũ| dxdt+
∫
Qs




(v − ṽ)2 dxdt+ b2C1
∫
Qs












(v − ṽ)2 dxdt
using h ∈ U , m ∈ L∞Q, |ũ| ≤ C1, |v| ≤ C2 and Cauchy’s inequalities.
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(v − ṽ)2 dxdt+
∫
Qs




















(v − ṽ)2(x, s)dx+
∫
Qs












+ (2C0 + 2b2C1 + b1C1 + b2C2)
∫
Qs




, A = 2C0+
M
2ε





(u− ũ)2(x, s) + (v − ṽ)2(x, s)dx+
∫
Qs











(v − ṽ)2 dxdt
and for positive constant D ≥ max{A,B}
∫
Ω
[(u− ũ)2 + (v − ṽ)2](x, s)dx ≤ D
∫
Qs











As, D ≥ 0 is a constant , by Gronwall’s Inequality we have for a.e. 0 ≤ s ≤ T
Z1(s) = 0 a.e..
Hence, for a.e. 0 ≤ s ≤ T we have
∫
Ω
[(u− ũ)2 + (v − ṽ)2](x, s)dx = 0
which implies
u = ũ and v = ṽ ,
giving the uniqueness of our solution to (2.1).
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2.4.2 Existence of an optimal control
In 2.1 we have showed that for a given control ~h ∈ U there exists a unique weak state
solution (u, v) = (u, v)(~h), showing the dependence on ~h. Next, we show that there
exist an optimal control ~h∗ and the corresponding state solutions (u∗, v∗) = (u, v)( ~h∗)
to the optimal control problem (2.2).
Theorem 2.2 (Existence of an optimal control ~h∗). There exists an optimal control
~h∗ maximizing the functional J(~h) over U .
i.e.











and as uniform L∞ bounds on u, v and ~h ∈ (L∞)d, sup~h∈U J(~h) is finite.
Hence, we can choose a maximizing sequence, { ~hn} ∈ U such that
lim
n→∞
J( ~hn) = sup
~h∈U
J(~h)
and un, vn the corresponding states.
By the a priori estimates in Lemma 2.0.2 there exists u∗, v∗ ∈ L2((0, T ), H1(Ω))∩
L∞(Q), u∗t , v
∗
t ∈ L2((0, T ), (H1(Ω))∗) and ~h∗ ∈ U such that on a subsequence




2((0, T ), (H1(Ω))∗)




2((0, T ), (H1(Ω))∗)
~hn ⇀ ~h∗ in (L2(Q))d .
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Then, again by Simon’s result [44] we have the strong convergence of the sequences
{un} and {vn} in L2(Ω× [0, T ]) as below:
un → u∗ in L2(Q)
vn → v∗ in L2(Q) .
(2.17)
So, now we have to show that ~h∗ is an optimal control and that u∗ = u( ~h∗) and
v∗ = v( ~h∗).
For that consider the system of state PDEs for the subsequence { ~hn} with the
corresponding states u( ~hn) = un and v( ~hn) = vn below:
∫ T
0
< unt , φ1 >((H1)∗,H1) dt+
∫
Q
d1∇un · ∇φ1 dxdt+
∫
Q












nvnφ1 dxdt in Q
∫ T
0
< vnt , φ2 >((H1)∗,H1) dt+
∫
Q












nvnφ2 dxdt in Q .
(2.18)





< unt − u∗t , φ1 >((H1)∗,H1) dt =
∫ T
0





d1∇(un − u∗) · ∇φ1 dxdt =
∫
Q





(un − u∗)mφ1 dxdt =
∫
Q





< vnt − v∗t , φ2 >((H1)∗,H1) dt =
∫ T
0





d2∇(vn − v∗) · ∇φ2 dxdt =
∫
Q






(vn − v∗)mφ2 dxdt =
∫
Q
(v∗ − v∗)mφ2 dxdt = 0 .
Note that ∫
Q








(un − u∗) ~hn · ∇φ1 dxdt+
∫
Q
u∗( ~hn − ~h∗) · ∇φ1 dxdt
(2.19)
By the Cauchy’s inequality, the strong convergence of { ~un} , ∇φ1 being in L2 and




















and by the weak convergence of { ~hn} , ∇φ1 being fixed in L2(Q) and {u∗} being fixed





u∗( ~hn − ~h∗) · ∇φ1 dxdt = 0 .






















n)2 − (u∗)2]φ1 dxdt
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∗(vn − v∗)φ1 dxdt





















































Hence, as n→∞ in (2.18) we obtain
∫ T
0
< u∗t , φ1 >((H1)∗,H1) dt+
∫
Q
d1∇u∗ · ∇φ1 dxdt+
∫
Q












∗v∗φ1 dxdt in Q
∫ T
0
< v∗t , φ2 >((H1)∗,H1) dt+
∫
Q












∗v∗φ2 dxdt in Q .
(2.20)
As u∗, v∗ satisfies the system of state PDEs with the control ~h∗ in (2.20), we can
conclude that (u∗, v∗) = (u, v)( ~h∗).
Again using the weak convergences (2.16) in the objective functional on the
maximizing sequence { ~hn} and the fact that
∫
Q






















Au∗ +Bv∗ − C| ~h∗|2
]
dxdt = J( ~h∗) .
(2.21)
Since we always have
sup
~h∈U
J(~h) ≥ J( ~h∗) ,
by (2.21) we conclude that ~h∗ is an optimal control for the problem (2.2).
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2.4.3 Derivation of the optimality system
The necessary conditions:
To characterize the optimal control we have to differentiate the ~h → J(~h) map
with respect to the control ~h. But, as u = u(~h) and v = v(~h), we also need to
differentiate ~h → (u, v)(~h) map with respect to the control ~h. These derivatives are
called the sensitivity functions.
Lemma 2.2.1 (Finding the sensitivity PDE’s). Let ~h be an optimal control for the
problem (2.2) with the corresponding state solutions u = u(~h) and v = v(~h) and
let ~hε be another control with the corresponding state solutions uε = u(~h + ε~l) and
vε = v(~h+ ε~l) such that
~hε = ~h+ ε~l
where ~h+ ε~l ∈ U for all sufficiently small ε > 0 with ~l ∈ (L∞(Ω))d.
Then, for any ~h ∈ U the mappings ~h → u(~h) and ~h → v(~h) are weakly differen-
tiable in the directional derivative sense and there exists ψ1, ψ2 ∈ L2((0, T ), H1(Ω))












= ψ2 in  L
2(Q)
Further, the sensitivity functions ψ1 and ψ2 satisfies
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(ψ1)t − d1∆ψ1 −∇ · (~hψ1 +~lu) = mψ1 − 2a1uψ1 − b1vψ1 − b1uψ2 in Q








= 0 on S
ψ1(x, 0) = 0 for x ∈ Ω
ψ2(x, 0) = 0 for x ∈ Ω .
(2.22)
Proof. Consider the state PDEs corresponding to the optimal control ~h and the PDEs
corresponding to the control ~hε:
ut − d1∆u−∇ · (~hu) = u[m− a1u]− b1uv in Q








= 0 on S
u(x, 0) = u0(x) ≥ 0 for x ∈ Ω
v(x, 0) = v0(x) ≥ 0 for x ∈ Ω
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uεt − d1∆uε −∇ · (~hεuε) = uε[m− a1uε]− b1uεvε in Q








= 0 on S
uε(x, 0) = u0(x) ≥ 0 for x ∈ Ω
vε(x, 0) = v0(x) ≥ 0 for x ∈ Ω































































(x, 0) =0 for x ∈ Ω
(vε − v)
ε
(x, 0) =0 for x ∈ Ω .
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‖L2((0,T ),(H1(Ω))∗) ≤ K ′4







Hence, there exists ψ1(x, t) and ψ2(x, t) in L
2((0, T ), H1(Ω)) such that as ε→ 0+
u(~h+ ε~l)− u(~h)
ε
⇀ ψ1 in L
2((0, T ), H1(Ω))
v(~h+ ε~l)− v(~h)
ε
⇀ ψ2 in L




⇀ (ψ1)t in L
2((0, T ), (H1(Ω))∗)
(v(~h+ ε~l)− v(~h))t
ε
⇀ (ψ2)t in L
2((0, T ), (H1(Ω))∗) .
Hence, again by the Simon’s results [44], as ε → 0+ we have the strong convergence
of the different quotients { (u
ε−u)
ε
} and { (v
ε−v)
ε
} in L2(Q) given below:
u(~h+ ε~l)− u(~h)
ε
→ ψ1 in L2(Q)
v(~h+ ε~l)− v(~h)
ε
→ ψ2 in L2(Q) .
Then, using the weak and strong convergences above with techniques like in
Theorem 2.2, as ε goes to zero in (2.23) we get the resulting system of PDEs (2.22)
satisfied by ψ1 and ψ2.
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Next, we give the weak solution for the sensitivity PDE’s.
Definition (The weak solution for the sensitivity PDE’s)
ψ1, ψ2 ∈ L2((0, T ), H1(Ω)) with (ψ1)t, (ψ2)t ∈ L2((0, T ), (H1(Ω))∗) and ψ1(x, 0) =
0 = ψ2(x, 0) is a weak solution for (2.22) if they satisfy,∫ T
0
< (ψ1)t, φ1 >((H1)∗,H1) dt+
∫
Q
d1∇ψ1 · ∇φ1 dxdt+
∫
Q

















u~l · ∇φ1 dxdt
and (2.24)∫ T
0
< (ψ2)t, φ2 >((H1)∗,H1) dt+
∫
Q















for all φ1 , φ2 ∈ L2((0, T ), H1(Ω))
We give an explanation of this weak formulation:
Let φ1 , φ2 ∈ L2((0, T ), H1(Ω)).
















































= 0 in Q .
Using integration by parts on the d1 and ~h terms we obtain∫ T
0
< (ψ1)t, φ1 >((H1)∗,H1) dt+
∫
Q










ψ1~h · ∇φ1 dxdt−
∫
S

















u~l · ∇φ1 dxdt+
∫
S




< (ψ2)t, φ2 >((H1)∗,H1) dt+
∫
Q

























+ ψ1~h · η + u~l · η = 0 and d2
∂ψ2
∂η
= 0 on S
we get the weak formulation (2.24).
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Next, we formally illustrate how to derive the adjoint system:
−(λ1)t − d1∆λ1 + ~h · ∇λ1 −mλ1 + 2a1uλ1 + b1vλ1 + b2vλ2 = A in Q
−(λ2)t − d2∆λ2 −mλ2 + 2a2vλ2 + b1uλ1 + b2uλ2 = B in Q
∂λ1
∂η
= 0 on S (2.25)
∂λ2
∂η
= 0 on S
λ1(x, T ) = 0 for x ∈ Ω
λ2(x, T ) = 0 for x ∈ Ω .
Here, we want to find the adjoint equations such that
Sum of left hand sides of weak forms of sensitivity equations
= Sum of left hand sides of weak forms of the adjoint equations .
Now, by taking λ1, λ2 ∈ L2((0, T ), H1(Ω)) with (λ1)t, (λ2)t ∈ L2((0, T ), (H1(Ω))∗)











































= 0 on S ,
∫ T
0







































= 0 on S .
So, collecting terms gives
∫ T
0
< (ψ1)t, λ1 >((H1)∗,H1) dt+
∫
Q
d1∇ψ1 · ∇λ1 dxdt+
∫
Q









































< (ψ2)t, λ2 >((H1)∗,H1) dt+
∫
Q


































Hence, by collecting terms with ψ1 for the λ1 equation and with ψ2 for the λ2
equation we get the left hand side of the adjoint equations to be
−(λ1)t − d1∆λ1 + ~h · ∇λ1 −mλ1 + 2a1uλ1 + b1vλ1 + b2vλ2
and
−(λ2)t − d2∆λ2 −mλ2 + 2a2vλ2 + b1uλ1 + b2uλ2 .
Note that the non-homogeneous terms on the RHS of the adjoint equations are
obtained by differentiating the integrand of the objective functional with respect to
















So, with appropriate boundary and final time conditions, we get the adjoint PDE
system given in (2.25).
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2.4.4 Characterizing the optimal control ~h∗
Theorem 2.3 (Characterizing an optimal control ~h∗). There exists adjoint functions
λ1, λ2 ∈ L2((0, T ), H1(Ω)) with (λ1)t, (λ2)t ∈ L2((0, T ), (H1(Ω))∗) which are weak
solutions of (2.25).
Let ~h∗ ∈ U be an optimal control for the problem (2.2) with the corresponding state









for i = 1, 2, ..., d
Proof. Note that the adjoint system is linear and a weak solution exists by standard
results.
For an optimal control ~h∗ ∈ U we compute the directional derivative of the
function J( ~h∗) with respect to ~h∗ in the direction ~l at u∗ and v∗ .
Then, as J(~h∗) is the maximum value for the J(~h) we have
0 ≥ lim
ε→0+




























2C~h∗ ·~l dxdt . (2.26)
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Using the weak solution for the adjoint systems (2.25) to substitute for the first two













< (λ1)t, ψ1 >((H1)∗,H1) dt+
∫
Q
d1∇λ1 · ∇ψ1 dxdt+
∫
Q

















< (λ2)t, ψ2 >((H1)∗,H1) dt+
∫
Q

















2C~h∗ ·~l dxdt .













< (ψ1)t, λ1 >((H1)∗,H1) dt+
∫
Q
d1∇ψ1 · ∇λ1 dxdt+
∫
Q

















< (ψ2)t, λ2 >((H1)∗,H1) dt+
∫
Q

















2C~h∗ ·~l dxdt .
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~l · (u∇λ1 + 2C~h∗) dxdt .









~l · (u∇λ1 + 2C~h∗) dxdt . (2.27)
Next to characterize this optimal control ~h∗ consider (2.27) for different cases of
h∗i for i = 1, 2, ..., d .
Case I: On the set {(x, t) : −M < hi < M}, inequality (2.27) implies that li can









Case II: On the set {(x, t) : hi = M}, similarly (2.27) implies that li ≤ 0. Hence,




u(λ1)xi + 2CM ≤ 0
M ≤ −u(λ1)xi
2C







Case III: On the set {(x, t) : hi = −M}, again (2.27) implies that li ≥ 0. Hence,




u(λ1)xi + 2C(−M) ≥ 0
−M ≥ −u(λ1)xi
2C

















for i = 1, 2, ..., d .
2.4.5 Uniqueness of the optimal control
Theorem 2.4 (Uniqueness of the optimal control). For sufficiently small T and for
cost coefficient C sufficiently large, the solution to the optimality system (2.1), (2.25)
and (2.28) is unique.
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Proof. Suppose (u, v), (λ1, λ2) and (ū, v̄), (λ̄1, λ̄2) are two solutions to the state pde






















for i = 1, 2, ..., d .
Consider the change of variables such that,
u = eatp, v = eatq, λ1 = e
−atξ1, λ2 = e
−atξ2
ū = eatp̄, v̄ = eatq̄, λ̄1 = e
−atξ̄1, λ̄2 = e
−atξ̄2 ,
where a ≥ 0 to be chosen and
p, q, p̄, q̄, ξ1, ξ2, ξ̄1, ξ̄2 ∈ L2((0, T ), H1(Ω)) ∩ L∞(Q)
with
pt, qt, p̄t, q̄t, (ξ1)t, (ξ2)t, (ξ̄1)t, (ξ̄2)t ∈ L2((0, T ), (H1(Ω))∗)
.
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Then, substituting u = eatp, v = eatq in (2.1) and dividing by eat we get,
ap+ pt − d1∆p−∇ · (~hp) = p[m− a1peat]− b1pqeat in Q








= 0 on S
p(x, 0) = u0(x) ≥ 0 for x ∈ Ω
q(x, 0) = v0(x) ≥ 0 for x ∈ Ω
By, substituting ū = eatp̄, v̄ = eatq̄ in (2.1) and dividing by eat, we get
ap̄+ p̄t − d1∆p̄−∇ · (~̄hp̄) = p̄[m− a1p̄eat]− b1p̄q̄eat in Q








= 0 on S
p̄(x, 0) = u0(x) ≥ 0 for x ∈ Ω
q̄(x, 0) = v0(x) ≥ 0 for x ∈ Ω
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Hence by subtracting the PDE system (2.32) from (2.31) we get
a(p− p̄) + (p− p̄)t − d1∆(p− p̄)−∇ · (~h(p− p̄))−∇ · ((~h− ~̄h)p̄)
= (p− p̄)m− a1(p− p̄)(p+ p̄)eat − b1(p− p̄)q̄eat − b1(q − q̄)peat in Q
a(q − q̄) + (q − q̄)t − d2∆(q − q̄)








= 0 on S
(p− p̄)(x, 0) = 0 for x ∈ Ω
(q − q̄)(x, 0) = 0 for x ∈ Ω
Substituting λ1 = e
−atξ1, λ2 = e
−atξ2 in (2.25) and dividing by e
−at we get
aξ1 − (ξ1)t − d1∆ξ1 + ~h · ∇ξ1 −mξ1 + 2a1pξ1eat
+b1qξ1e
at + b2qξ2e
at = Aeat in Q
aξ2 − (ξ2)t − d2∆ξ2 −mξ2 + 2a2qξ2eat
+b1pξ1e
at + b2pξ2e
at = Beat in Q
∂ξ1
∂η
= 0 on S
∂ξ2
∂η
= 0 on S
ξ1(x, T ) = 0 for x ∈ Ω
ξ2(x, T ) = 0 for x ∈ Ω .
(2.34)
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Similarly by substituting λ̄1 = e
−atξ̄1, λ̄2 = e
−atξ̄2 in (2.25) and dividing by e
−at
we get
−(ξ̄1)t + aξ̄1 − d1∆ξ̄1 + ~̄h · ∇ξ̄1 −mξ̄1 + 2a1p̄ξ̄1eat
+b1q̄ξ̄1e
at + b2q̄ξ̄2e
at = Aeat in Q
−(ξ̄2)t + aξ̄2 − d2∆ξ̄2 −mξ̄2 + 2a2q̄ξ̄2eat
+b1p̄ξ̄1e
at + b2p̄ξ̄2e
at = Beat in Q
∂ξ̄1
∂η
= 0 on S
∂ξ̄2
∂η
= 0 on S
ξ̄1(x, T ) = 0 for x ∈ Ω
ξ̄2(x, T ) = 0 for x ∈ Ω .
(2.35)
By subtracting (2.35) from (2.34) we get
a(ξ1 − ξ̄1)− (ξ1 − ξ̄1)t − d1∆(ξ1 − ξ̄1) + ~h · ∇(ξ1 − ξ̄1) + (~h− ~̄h)∇ξ̄1
= m(ξ1 − ξ̄1)− 2a1(p− p̄)ξ̄1eat − 2a1(ξ1 − ξ̄1)peat − b1(q − q̄)ξ̄1eat
− b1(ξ1 − ξ̄1)qeat − b2(q − q̄)ξ̄2eat − b2(ξ2 − ξ̄2)qeat in Q
a(ξ2 − ξ̄2)− (ξ2 − ξ̄2)t − d2∆(ξ2 − ξ̄2)
= m(ξ2 − ξ̄2)− 2a2(q − q̄)ξ̄2eat − 2a2(ξ2 − ξ̄2)qeat − b1(p− p̄)ξ̄1eat
− b1(ξ1 − ξ̄1)peat − b2(p− p̄)ξ̄2eat − b2(ξ2 − ξ̄2)peat in Q
∂(ξ1 − ξ̄1)
∂η
= 0 on S
∂(ξ2 − ξ̄2)
∂η
= 0 on S
(ξ1 − ξ̄1)(x, T ) = 0 for x ∈ Ω
(ξ2 − ξ̄2)(x, T ) = 0 for x ∈ Ω .
(2.36)
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(p− p̄)~h · ∇(p− p̄) dxdt+
∫
Q
























(p− p̄)2(x, T )dx















(p− p̄)~h · ∇(p− p̄) dxdt+
∫
Q






























(p− p̄)~h · ∇(p− p̄) dxdt−
∫
Q











|(p− p̄)~h · ∇(p− p̄)| dxdt+
∫
Q
|p̄(~h− ~̄h) · ∇(p− p̄)| dxdt ,
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(~h− ~̄h)2 dxdt .
(2.38)








(q − q̄)2(x, T )dx+
∫
Q




(q − q̄)2m dxdt−
∫
Q


















(q − q̄)2(x, T )dx+ d2
∫
Q

























(ξ1 − ξ̄1)2(x, 0)dx+
∫
Q




(ξ1 − ξ̄1)~h · ∇(ξ1 − ξ̄1) dxdt+
∫
Q




(ξ1 − ξ̄1)2m dxdt−
∫
Q




b1(q − q̄)(ξ1 − ξ̄1)ξ̄1eatdxdt−
∫
Q














(ξ1 − ξ̄1)2(x, 0)dx+
∫
Q




(ξ1 − ξ̄1)2|m| dxdt+
∫
Q




b1|(q − q̄)(ξ1 − ξ̄1)ξ̄1|eatdxdt+
∫
Q








|(ξ1 − ξ̄1)~h · ∇(ξ1 − ξ̄1)| dxdt+
∫
Q










































(ξ1 − ξ̄1)2 + ε3|∇(ξ1 − ξ̄1)|2] dxdt .
Using standard regularity theory for the equations of ξk, ξ̄k with k = 1, 2, and the
boundedness of p, p̄, q, q̄, ξ1, ξ̄1, ξ2, ξ̄2,~h,m, we can derive the L
∞-bounds on |∇ξ1| and
|∇ξ̄1|, where the bounds only depends on M , the initial data, and the coefficients of
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the system (2.1) (see for example, the proof [16, Lemma 5.2]). In above estimates
note that we have constant θ10 > 0, such that |∇ξ̄1(x, t)| ≤ θ10 for all (x, t) ∈ Q.









(ξ1 − ξ̄1)2(x, 0)dx+ (d1 −Mε3)
∫
Q
|∇(ξ1 − ξ̄1)|2 dxdt
















































(~h− ~̄h)2 dxdt .
(2.40)









(ξ2 − ξ̄2)2(x, 0)dx+
∫
Q




(ξ2 − ξ̄2)2m dxdt−
∫
Q




b1(p− p̄)(ξ2 − ξ̄2)ξ̄1eatdxdt−
∫
Q








(ξ2 − ξ̄2)2 dxdt+ a2θ8eaT
∫
Q































(ξ2 − ξ̄2)2(x, 0)dx+ d2
∫
Q
|∇(ξ2 − ξ̄2)|2 dxdt





































(ξ1 − ξ̄1)2dxdt .
(2.41)









[(p− p̄)2(x, T ) + (q − q̄)2(x, T ) + (ξ1 − ξ̄1)2(x, 0) + (ξ2 − ξ̄2)2(x, 0)]dx
+ (d1 −Mε1 − θ2ε2)
∫
Q
|∇(p− p̄)|2 dxdt+ d2
∫
Q




|∇(ξ1 − ξ̄1)|2 dxdt+ d2
∫
Q













































(q − q̄)2 dxdt


























(ξ1 − ξ̄1)2 dxdt

































Note that by (2.29) and (2.30) we have

























[θ29(p− p̄)2 + θ22|∇(ξ1 − ξ̄1)|2 + θ2θ9(
1
4ε4































[(p− p̄)2(x, T ) + (q − q̄)2(x, T ) + (ξ1 − ξ̄1)2(x, 0) + (ξ2 − ξ̄2)2(x, 0)]dx
+ (d1 −Mε1 − θ2ε2)
∫
Q
|∇(p− p̄)|2 dxdt+ d2
∫
Q
|∇(q − q̄)|2 dxdt















































































(q − q̄)2 dxdt


























(ξ1 − ξ̄1)2 dxdt




















(ξ2 − ξ̄2)2 dxdt .
(2.43)
Pick ε1 and ε2 sufficiently small such that, d1 −Mε1 − θ2ε2 > 0 and pick ε3 and ε4
















Further, pick Γ such that
0 ≤ Γ ≤ min[(d1 −Mε1 − θ2ε2),

























































































(a− C0 − ρ1 − ρ2eaT )
∫
Q




+ (a− C0 − ρ4 − ρ5eaT )
∫
Q












[|∇(p− p̄)|2 + |∇(q − q̄)|2 + |∇(ξ1 − ξ̄1)|2 + |∇(ξ2 − ξ̄2)|2] dxdt
≤ 0 .
(2.44)
Now, fix a such that
a > max[(C0 + ρ1 + ρ2) , (C0 + ρ3) , (C0 + ρ4 + ρ5) , (C0 + ρ6)]
and by choosing T very small (2.44) implies that,
p = p̄ , q = q̄ , ξ1 = ξ̄1 , ξ2 = ξ̄2
and hence we have
u = ū , v = v̄ , λ1 = λ̄1 , λ2 = λ̄2
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which implies the uniqueness of the optimum solution for a small time interval.
2.5 Numerical results
Numerical results for the 1–D problem
To study the numerical solutions first we consider the one dimensional problem
corresponds to problem (2.2):
ut − d1uxx − (hu)x = u[m− a1u]− b1uv on (0, L)× (0, T )
vt − d2vxx = v[m− a2v]− b2uv on (0, L)× (0, T )
d1ux · η + uh · η = 0 for x = 0 or L and t ∈ (0, T )
d2vx · η = 0 for x = 0 or L and t ∈ (0, T )
u(x, 0) = u0(x) ≥ 0 for x ∈ (0, L)
v(x, 0) = v0(x) ≥ 0 for x ∈ (0, L)










For our numerical simulations, we used parameter values
d1 = d2 = 0.2 , a1 = a2 = 1 , A = B = 1 , C = D = 0.5
and chose the optimal controls to satisfy
−4 ≤ h1 ≤ 4
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in a domain of spatial length of 5 units in 2 units of time. With our notation for the
sign of advection terms, hi being negative (positive) represents movement to right
(left).
(a) x/5 (b) sin(πx/5) (c) 6x/5
Figure 2.1: Different resource functions m(x)
(a) (b) (c)
Figure 2.2: Different initial conditions: (2.2a) Smaller initial population at middle,
(2.2b) Larger initial population at middle, (2.2c) Two smaller initial populations
overlapping in the middle
We considered several cases with different resource functions, initial conditions
and competition coefficients. For resource functions, we chose m(x) = x
5
, sin(πx/5)
and m = 6x
5
as shown in Figure 2.1. The initial conditions are shown in Figure 2.2.
In our Figures 2.3 – 3.7, we represent u population in green, v population in red,
optimal control h1 in blue and the optimal control h2 in magenta.
First, to study further the results in [16], we have considered one population with
h1 control under all three different resource functions in Figure 2.1 and the initial
conditions in Figures 2.2a – 2.2b. All the figures in [16] have small initial conditions,
which allowed the advection control terms to be dominated by the spatial gradient of
the resource function. As we will see, diffusion and an initial condition with a lot of
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variability may cause the populations to become more level and not to move always
toward increasing resources.
The results we obtained for the u population only without competition are given
in Figures 2.3 – 2.5.
(a) (b)
(c) (d)
Figure 2.3: One population only: Population dynamics and optimal control for u
population with the resource function m = x/5 as in Figure 2.1a ; (2.3a) Optimal
control h1 with respect to the IC in Figure 2.2a , (2.3b) Population distribution of
u with respect to the IC in Figure 2.2a , (2.3c) Optimal control h1 with respect to
the IC in Figure 2.2b , (2.3d) Population distribution of u with respect to the IC in
Figure 2.2b
For the resource function given in Figure 2.1a and the initial conditions given
in Figures 2.2a , 2.2b, we obtained the optimal control (blue) and the population
distribution (green) in Figure 2.3. From Figure 2.3a, it can be seen that when the
initial population level is smaller the population tends to move towards the higher
resources with a small velocity. But, compared to Figure 2.3a, in Figure 2.3c when
the initial population level is higher they tend to use the directed movement with
larger magnitude than in Figure 2.3a to move away from the higher density areas to
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lower density areas. Still the individuals moving to the boundary where the higher
resources are located has a larger magnitude for the advection coefficient than for the
individuals who are moving towards the boundary away from better resources.
(a) (b)
(c) (d)
Figure 2.4: One population only: Population dynamics and optimal control for
u population with the resource function m = sin(πx/5) as in Figure 2.1b ; (2.4a)
Optimal control h1 with respect to the IC in Figure 2.2a , (2.4b) Population
distribution of u with respect to the IC in Figure 2.2a , (2.4c) Optimal control h1 with
respect to the IC in Figure 2.2b , (2.4d) Population distribution of u with respect to
the IC in Figure 2.2b
With the resource function (high resources in the middle) given in Figure 2.1b
and the initial conditions given in Figures 2.2a , 2.2b, the optimal control and the
population distribution are shown in Figure 2.4. When the resources are located at
the center of the domain and the initial population is low, in Figure 2.4a, we see u
tends to move towards the resources at the center from both sides with a smaller
velocity. But, in contrast to Figure 2.4a, when the initial population is higher, Figure
2.4c shows that u tends to move towards the two boundaries even though the better
resources are located at the center of the domain. Hence, it is clear that in spite
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of being at the location of better resources, when the population level is higher, the
directed movement moves towards low density areas away from the high density area
at the center.
(a) (b)
Figure 2.5: One population only: Population dynamics and optimal control with a
smaller IC as in Figure 2.2a and larger resources m = 6x/5 as in Figure 2.1c ; (2.5a)
Optimal control h1, (2.5b) Population distribution of u
We ran the simulations to see how a smaller population may act in a higher
resource environment. In Figure 2.5 we have the optimal control h1 and the population
distribution of u when the resource function is higher as in Figure 2.1c with the smaller
initial condition in Figure 2.2a. In Figure 2.5 simulations with higher resources, the
population grows faster in a shorter time. Hence, compared to Figure 2.3a, in Figure
2.5a, when the population level is smaller at the beginning, they tend to move towards
the resources, and once the population reaches a higher level they move towards low
density areas in spite of the location of the better resources.
Next to see the effect of diffusion coefficient on the directed movement we have
considered the higher initial condition as in Figure 2.2b with the resource functions
as in Figure 2.1a and Figure 2.1b. Here we have taken d = 2, which is a very large
diffusion coefficient. The results are given in Figures 2.6 and 2.7.
In Figure 2.6a, compared to Figure 2.3c we can see that when the diffusion
coefficient is higher, the population tend to move towards better resources. Due to
the higher diffusion coefficient, the initial population can level out faster and evenly
distribute over the space. Hence, the directed movement will be dominated by the
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(a) (b)
Figure 2.6: One population only with: Population dynamics and optimal control
for u population with d = 2 and the resource function m = x/5 as in Figure 2.1a ;
(2.6a) Optimal control h1 with respect to the IC in Figure 2.2b , (2.6b) Population
distribution of u with respect to the IC in Figure 2.2b
resource level. Similarly, from Figure 2.7a, compared to the Figure 2.4c we can see
that at the beginning when the initial population level is higher, the individuals start
moving to level out and then start moving towards better resources at the center.
Hence, from the results in Figures 2.6 – 2.7 we can see that the population size is
important in their movement decisions. When the population has low variation in
space they tend to move towards better resources.
Thus, from the numerical simulations in Figure 2.3 – 2.7, we can see that given
the opportunity for directed movement, a population may not always move towards
the resources but their movement depends on the initial population also. Note that
this feature was not illustrated in the numerical results of [16].
Next, to see the effect when one population is given the opportunity for the
directed movement under the competition, first we have considered the resource
function as in Figure 2.1a with the initial condition as in Figure 2.2a. The results are
given under the Figure 2.8. Compared to the Figure 2.3a, we can see that under the
competition when given the opportunity to move, more u individuals tend to move
towards the better resources and some u individuals tend to move towards left, away
from resources to avoid the higher density of competing population v. Hence, we can
see that the directed movement choice also depends on the competition.
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(a) (b)
Figure 2.7: One population only with: Population dynamics and optimal control for
u population with d = 2 and the resource function m = sin(πx/5) as in Figure 2.1b
; (2.7a) Optimal control h1 with respect to the IC in Figure 2.2b , (2.7b) Population
distribution of u with respect to the IC in Figure 2.2b
(a) (b)
(c)
Figure 2.8: Dynamics of two populations and optimal control for u population with
the resource function m = x/5 as in Figure 2.1a and the initial condition as in Figure




Optimal control results and the needed PDE estimates for controlling the advection
directions in one parabolic PDE in a system of parabolic PDEs for two competing
populations was completed to obtain existence, uniqueness and characterization of
the optimal control. Thus characterization shows the explicit dependence on the
coefficients, A and B in the objective functional.
With numerical simulations for one population only, we were able to show the
population does not always choose the advection direction to move toward increasing
resources. When the initial condition has sufficiently high variation, the movement
may be chosen to move to level the population, sometimes instead of moving toward
increasing resources. This numerical work indicates some strong relationships between
the optimal advective directions and the initial conditions and diffusion coefficients.
In the systems case, the level of the competition coefficients can also influence the
choice of movement direction.
There are various generalizations in the PDEs that could be considered. An
important feature of allowing both populations to choose advection movements will





In many biological scenarios, one would expect that both populations would have
direct movements. Improving the first competition model from Chapter 2, we
now discuss the dynamics of two populations, both having diffusive and advective
movements.
3.2 Problem formulation
Let Ω be an open bounded domain in Rd with smooth boundary ∂Ω, for d ∈ N. For
a given fixed time 0 < T < ∞, we denote Q = Ω × (0, T ), and the lateral boundary
of Q, S = ∂Ω× (0, T ). We denote u(x, t), v(x, t) to be the population densities of two
competing species in the spatial domain Ω with x ∈ Ω and t ∈ [0, T ).
Here, we consider the dynamics of the two populations using the following system
of PDE’s with the Robin boundary conditions:
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ut − d1∆u−∇ · ( ~h1u) = u[m− a1u]− b1uv in Q








+ v ~h2 · η = 0 on S
u(x, 0) = u0(x) ≥ 0 for a.e. x ∈ Ω
v(x, 0) = v0(x) ≥ 0 for a.e. x ∈ Ω
(3.1)
Now, in contrast to in Chapter 2 PDE model 2.1, both populations are given the
opportunity to move (advection movement) in addition to random diffusion and we
consider Robin boundary condition for both populations. Further, we assume the
density dependent growth for both species. These two populations are competing
with interaction coefficients b1(x, t) and b2(x, t).
We define the parameters:
d1, d2 – Constant positive diffusion coefficients
a1, a2 – Coefficients in the density dependent growth terms
m – Known resource function, 0 ≤ m(x, t) ≤ C0 on Q
b1, b2 – Positive interaction coefficients
~h1(x, t) = ((h1)1(x, t), (h1)2(x, t), ..., (h1)d(x, t)) – Advective direction for the
first species with ~h ∈ L∞(Q)d
~h2(x, t) = ((h2)1(x, t), (h2)2(x, t), ..., (h2)d(x, t)) – Advective direction for the
second species with ~h ∈ L∞(Q)d
η – Outward normal vector on ∂Ω
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u0, v0 – Initial population densities of the two populations with u0, v0 ∈ H1(Ω)
Similar to as in Chapter 2, to find the solutions to the problem we use the spaces









H1(Ω))∗ – Dual space of H1(Ω)
3.3 The optimal control problem formulation
We assume both populations can choose their advective directions ~h1 and ~h2 to
maximize their abundance, but this advective movements may have a “cost” in terms
of risk or energy.
Viewing the advective coefficients as controls, the set of all controls is
U = {( ~h1, ~h2) ∈ ((L∞(Q))d, (L∞(Q))d) : |(h1)i| ≤M1, |(h2)i| ≤M2 for i = 1, ..., d}
for some known constants M1,M2 > 0.






where, J( ~h1, ~h2) is the objective functional given by,




Au+Bv − C| ~h1|2 −D| ~h2|2
]
dxdt (3.2)
subject to the PDE system (3.1).
Our goal is to maximize a weighted sum of the two populations over the time
while trying to minimize the total cost involved in this movement subject to the PDE
system (3.1). In this case the cost is due to the “risk” in moving the two populations
around by the advection as the movement to a new location may come with a risk.
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3.4 Solving the optimal control problem
We first recall the definition of weak solutions for the state PDE system.
Definition (The weak solution for the state PDE system)
u, v ∈ L2((0, T ), H1(Ω))
⋂
L∞(Q) with ut, vt ∈ L2((0, T ), (H1(Ω))∗) and u(x, 0) =
u0, v(x, 0) = v0 is a weak solution for (3.1) if it satisfies,∫ T
0
< ut, φ1 >((H1)∗,H1) dt+
∫
Q
d1∇u · ∇φ1 dxdt+
∫
Q











b1uvφ1 dxdt in Q
and (3.3)∫ T
0
< vt, φ2 >((H1)∗,H1) dt+
∫
Q
d2∇v · ∇φ2 dxdt+
∫
Q











b2uvφ2 dxdt in Q
for a.e. x ∈ Ω and for all φ1 , φ2 ∈ L2((0, T ), H1(Ω)) .
As we did in Chapter 2, we can give an explanation to this weak formulation.
Lemma 3.0.1. Let M1,M2 > 0 be defined in the definition of the control set, and
C0 = ‖m‖L∞(Q). For a given control ( ~h1, ~h2) ∈ U let u, v ∈ L2((0, T ), H1(Ω))∩L∞(Q)
with ut, vt ∈ L2((0, T ), (H1(Ω))∗) be a weak solution of (3.1) with u ≥ 0, v ≥ 0 a.e.
on Q. Then, there exists constants K1, K2, K3, K4 depending only on M1,M2, C0 and
independent of ~h such that
‖u(~h)‖L2((0,T ),H1(Ω)) ≤ K1
‖ut(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K2
‖v(~h)‖L2((0,T ),H1(Ω)) ≤ K3
‖vt(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K4 .
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Proof. As in Lemma 2.0.2, taking u , v as test functions and considering the weak
formulation of (3.1) with the standard techniques and Gronwall’s inequality we can
get the above a prior estimates.
3.4.1 Existence and positivity of the state solution
In order to solve the optimal control problem (3.2), first we have to show that
for a given control ( ~h1, ~h2) ∈ U there exists a unique weak state solution (u, v) =
(u, v)( ~h1, ~h2) to (3.1), showing the dependence on ~h1, ~h2. Further, we have to show
this solution is non-negative and bounded above.
Theorem 3.1 (Existence and positivity of a weak solution for the state PDE system).
Given m ∈ L∞(Q), u0, v0 non-negative, L∞(Q) bounded and in H1(Ω). Then, for each
( ~h1, ~h2) ∈ U , there is a unique positive weak solution (u, v) = (u( ~h1, ~h2), v( ~h1, ~h2)) of
(3.1).
Proof. As in the proof of Theorem 2.1, using an iterative system of PDEs, we can
show the existence and positivity of a weak solution to the state PDE system (3.1).
First to construct supersolutions of our system, consider




+ U ~h1 · η = 0 in ∂Ω× (0, T ) (3.4)
U(x, 0) = u0(x) ≥ 0 for x ∈ Ω
and




+ V ~h2 · η = 0 in ∂Ω× (0, T ) (3.5)
V (x, 0) = v0(x) ≥ 0 for x ∈ Ω .
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Then, by Theorem 3.1 in [16], problem (3.4) has a unique weak solution U(~h) and
a finite constant C1 > 0 such that
0 ≤ U(~h) ≤ C1 for a.e. (x, t) ∈ Ω× (0, T )
and problem (3.5) has a unique weak solution V (~h) and a finite constant C2 > 0 such
that
0 ≤ V (~h) ≤ C2 for a.e. (x, t) ∈ Ω× (0, T )
where, constants C1, C2 > 0 depending on M1 , M2 , |Q| , d1 , d2 , ‖m‖L∞ and the
initial conditions.
Now, define 0 ≤ R <∞ such that










V + b2 sup
Ω
U} . (3.6)
For i = 2, 3, ..., consider the following iterative system of PDE’s with u1 = U and
v1 = 0 on Q.
L1ui = F (ui−1, vi−1) in Q








+ vi ~h2 · η = 0 on S
ui(x, 0) = u0(x) ≥ 0 for x ∈ Ω
vi(x, 0) = v0(x) ≥ 0 for x ∈ Ω
(3.7)
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The weak solution for (3.7) exist by the general results from [15]. where,
L1ui = (ui)t − d1∆ui −∇ · ( ~h1ui) +Rui
L2vi = (vi)t − d2∆vi −∇ · ( ~h2vi) +Rvi
and
F (ui−1, vi−1) = mui−1 − a1(ui−1)2 − b1ui−1vi−1 +Rui−1
G(ui−1, vi−1) = mvi−1 − a2(vi−1)2 − b2ui−1vi−1 +Rvi−1 .
Choosing u1 = U and v1 = 0 , then
L1(u1) = mu1 +Ru1 = mU +RU
L2(v1) = mv1 +Rv1 = 0 .
Recall our super solution V satisfies
L2(V ) = mV +RV .
Claim 1
0 ≤ ui ≤ U and 0 ≤ vi ≤ V for all i = 1, 2, ... .
Proof. We can prove this using mathematical induction and Lemma 2.0.1.
Claim 2
The sequence {ui} is monotone decreasing and the sequence {vi} is monotone
increasing :
ui+1 ≤ ui and vi+1 ≥ vi for all i = 1, 2, ... .
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Proof. Again, we can prove this using mathematical induction, Lemma 2.0.1 and the
choice of R such that F (u, v) is increasing in u and decreasing in v and G(u, v) is
decreasing in u and increasing in v for (u, v) ∈ [0, ‖U1‖L∞(Q)] × [0, ‖V1‖L∞(Q)] as in
(3.6).
Now, similarly as in Lemma 2.0.2, for some constants K1, K2, K3, K4 with
‖ui‖L∞(Q) , ‖vi‖L∞(Q) bounds and ui ≥ 0, vi ≥ 0 a.e on Q we have:
‖ui(~h)‖L2((0,T ),H1(Ω)) ≤ K1
‖(ui)t(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K2
‖vi(~h)‖L2((0,T ),H1(Ω)) ≤ K3
‖(vi)t(~h)‖L2((0,T ),(H1(Ω))∗) ≤ K4
for all i = 1, 2, ....
So, by these a priori bounds for ui, vi, (ui)t, and (vi)t and by the monotone
property of {ui} and {vi} sequences, there exists u, v ∈ L2((0, T ), H1(Ω)) ∩ L∞(Q)
with ut, vt ∈ L2((0, T ), (H1(Ω))∗) with the weak convergences (on the whole sequence,
not just on a subsequences) below:
ui ⇀ u in L
2((0, T ), H1(Ω))
(ui)t ⇀ ut in L
2((0, T ), (H1(Ω))∗)
vi ⇀ v in L2((0, T ), H1(Ω)) (3.8)
(vi)t ⇀ vt in L
2((0, T ), (H1(Ω))∗) .
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Then, by Simon’s result [44] we have the strong convergence of the sequences {ui}
and {vi} in L2(Q) as below:
ui → u in L2(Q)
vi → v in L2(Q) .
(3.9)
Since there exists weak solutions to our iterative system (3.7), for the test functions
φ1 , φ2 ∈ L2((0, T ), H1(Ω)), and ui, vi ∈ L2((0, T ), H1(Ω))∩L∞(Q) with (ui)t, (vi)t ∈
L2((0, T ), (H1(Ω))∗) and ui(x, 0) = u0, vi(x, 0) = v0 we have
∫ T
0
< (ui)t, φ1 >((H1)∗,H1) dt+
∫
Q
d1∇ui · ∇φ1 dxdt+
∫
Q






















< (vi)t, φ2 >((H1)∗,H1) dt+
∫
Q
d2∇vi · ∇φ2 dxdt+
∫
Q



















Rvi−1φ2dxdt in Q .
(3.10)
Since φ1, φ2 are in L
2((0, T ), H1(Ω)), using the weak star convergence of {(ui)t} and





< (ui)t, φ1 >((H1)∗,H1) dt =
∫ T
0







< (vi)t, φ2 >((H1)∗,H1) dt =
∫ T
0
< vt, φ2 >((H1)∗,H1) dt .
Since d1 and d2 are constants and ∇ui,∇φ1,∇vi and ∇φ2 are in L2(Q) by the weak





d1∇ui · ∇φ1 dxdt =
∫
Q






d2∇vi · ∇φ2 dxdt =
∫
Q
d2∇v · ∇φ2 dxdt .
Similarly as {ui} and {vi} are in L2(Q), using L∞ bounds on ~h, R and m and the





ui ~h1 · ∇φ1 dxdt =
∫
Q

























vi ~h2 · ∇φ2 dxdt =
∫
Q





































a1(ui−1 − u)(ui−1 + u)φ1 dxdt




|ui−1 − u||φ1| dxdt .



































































|ui−1 − u||φ1| dxdt
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Hence, again by the Holder’s inequality, strong convergences (3.9) and L∞ bounds on














































So, by taking as i→∞ in (3.10), we conclude that u, v are state solutions
corresponding to control ~h given below:
∫ T
0
< ut, φ1 >((H1)∗,H1) dt+
∫
Q
d1∇u · ∇φ1 dxdt+
∫
Q











b1uvφ1 dxdt in Q
and∫ T
0
< vt, φ2 >((H1)∗,H1) dt+
∫
Q
d2∇v · ∇φ2 dxdt+
∫
Q











b2uvφ2 dxdt in Q .
Next, to show that this weak solution (with L∞ bounds) for (3.1) is unique suppose
there are two solutions, (u, v) and (ũ, ṽ) for (3.1).
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Now, with the test functions (u − ũ) and (v − ṽ) in L2((0, T ), H1(Ω)) ∩ L∞(Q)
and Qs = Ω× (0, s) for any time 0 ≤ s ≤ T , by considering the weak formulation of
the solutions (u, v) and (ũ, ṽ) and then by taking the difference in the corresponding
equations in Qs we have∫ s
0















2 − ũ2)(u− ũ) dxdt−
∫
Qs




< (vt − ṽt), (v − ṽ) >((H1)∗,H1) dt+
∫
Qs












2 − ṽ2)(v − ṽ) dxdt−
∫
Qs
b2(uv − ũṽ)(v − ṽ) dxdt
Rearranging yields and then, by the non-negativity of u, v, ũ and ṽ we get
∫ s
0














b1[(u− ũ)v + (v − ṽ)ũ](u− ũ) dxdt
and (3.11)∫ s
0
< (vt − ṽt), (v − ṽ) >((H1)∗,H1) dt+
∫
Qs








(v − ṽ)2m dxdt−
∫
Qs


















(v − ṽ)2(x, s)dx








































(v − ṽ)2(x, s)dx+
∫
Qs








(v − ṽ)2dxdt+ ε2M
∫
Qs














(v − ṽ)2 dxdt












(u− ũ)2(x, s) + (v − ṽ)2(x, s)dx+
∫
Qs











(v − ṽ)2 dxdt
and for positive constant D ≥ max{A,B}
∫
Ω
[(u− ũ)2 + (v − ṽ)2](x, s)dx ≤ D
∫
Qs











As, D ≥ 0 is a constant , by Gronwall’s Inequality we have for a.e. 0 ≤ s ≤ T
Z1(s) = 0 a.e..
Hence, for a.e. 0 ≤ s ≤ T we have
∫
Ω
[(u− ũ)2 + (v − ṽ)2](x, s)dx = 0
which implies
u = ũ and v = ṽ ,
giving the uniqueness of our solution to (3.1).
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3.4.2 Existence of an optimal control
From Theorem (3.1) we can see that for a given control ( ~h1, ~h2) ∈ U there exists a
unique weak state solution (u, v) = (u, v)( ~h1, ~h2), showing the dependence on ( ~h1, ~h2).
Next, we show that there exist an optimal control ( ~h1, ~h2)
∗ and the corresponding
state solutions (u∗, v∗) = (u, v)(( ~h1, ~h2)
∗) to the optimal control problem (3.2).
Theorem 3.2 (Existence of an optimal control ( ~h1, ~h2)
∗). There exists an optimal
control ( ~h1, ~h2)





J( ~h1, ~h2) .
Proof. Similar to the proof of Theorem 2.2 we can prove the Theorem 3.2 as given
below:
Note that




Au+Bv − C| ~h1|2 −D| ~h2|2
]
dxdt
and as uniform L∞ bounds on u, v and ~h1, ~h2 ∈ (L∞)d, sup~h∈U J(~h) is finite.







and un, vn the corresponding states.
By the a priori estimates in Lemma 3.0.1 there exists u∗, v∗ ∈ L2((0, T ), H1(Ω))∩
L∞(Q), u∗t , v
∗
t ∈ L2((0, T ), (H1(Ω))∗) and ( ~h1, ~h2) ∈ U such that on a subsequence
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2((0, T ), (H1(Ω))∗)








~h∗ in (L2(Q))d .
Then, by Simon’s result [44] we have the strong convergence of the sequences {un}
and {vn} in L2(Ω× [0, T ]) as below:
un → u∗ in L2(Q)
vn → v∗ in L2(Q).
(3.13)
So, now we have to show that ( ~h1, ~h2)
∗ is an optimal control and that u∗ = u(( ~h1, ~h2)
∗)
and v∗ = v(( ~h1, ~h2)
∗).
For that consider the system of state PDEs for the subsequence {( ~h1, ~h2)n} with the
corresponding states u(( ~h1, ~h2)
n) = un and v(( ~h1, ~h2)
n) = vn below:
∫ T
0
< unt , φ1 >((H1)∗,H1) dt+
∫
Q
d1∇un · ∇φ1 dxdt+
∫
Q












nvnφ1 dxdt in Q
∫ T
0
< vnt , φ2 >((H1)∗,H1) dt+
∫
Q
d2∇vn · ∇φ2 dxdt+
∫
Q












nvnφ2 dxdt in Q .
(3.14)
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< unt − u∗t , φ1 >((H1)∗,H1) dt =
∫ T
0





d1∇(un − u∗) · ∇φ1 dxdt =
∫
Q





(un − u∗)mφ1 dxdt =
∫
Q





< vnt − v∗t , φ2 >((H1)∗,H1) dt =
∫ T
0





d2∇(vn − v∗) · ∇φ2 dxdt =
∫
Q





(vn − v∗)mφ2 dxdt =
∫
Q
(v∗ − v∗)mφ2 dxdt = 0 .
Note that ∫
Q








(un − u∗) ~hn1 · ∇φ1 dxdt+
∫
Q
u∗( ~hn1 − ~h∗1) · ∇φ1 dxdt.
(3.15)
By the Cauchy’s inequality, the strong convergence of { ~un} , ∇φ1 being in L2 and





















and by the weak convergence of { ~hn1} , ∇φ1 being fixed in L2(Q) and {u∗} being fixed





u∗( ~hn1 − ~h∗1) · ∇φ1 dxdt = 0 .





(un ~hn1 − u∗ ~h∗1) · ∇φ1 dxdt = 0






















n)2 − (u∗)2]φ1 dxdt

































































∗(vn − v∗)φ1 dxdt




















































Hence, as n→∞ in (3.14) we obtain
∫ T
0
< u∗t , φ1 >((H1)∗,H1) dt+
∫
Q
d1∇u∗ · ∇φ1 dxdt+
∫
Q












∗v∗φ1 dxdt in Q
∫ T
0
< v∗t , φ2 >((H1)∗,H1) dt+
∫
Q
d2∇v∗ · ∇φ2 dxdt+
∫
Q












∗v∗φ2 dxdt in Q .
(3.16)
and as u∗, v∗ satisfies the system of state PDEs with the control ( ~h1, ~h2)
∗ in (3.16),
we can conclude that (u∗, v∗) = (u, v)(( ~h1, ~h2)
∗).
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Again using the weak convergences (3.12) in the objective functional on the
maximizing sequence {( ~h1, ~h2)n} and the fact that∫
Q
( ~h∗1)


































Au∗ +Bv∗ − C| ~h∗1|2 −D| ~h∗1|2
]
dxdt
= J(( ~h1, ~h2)
∗) .
(3.17)
Since we always have
sup
( ~h1, ~h2)∈U
J( ~h1, ~h2) ≥ J(( ~h1, ~h2)∗) ,
by (3.17) we conclude that ( ~h1, ~h2)
∗ is an optimal control for the problem (3.2).
3.4.3 Derivation of the optimality system
The necessary conditions:
To characterize the optimal control we have to differentiate the ( ~h1, ~h2) →
J( ~h1, ~h2) map with respect to the controls ~h1 and ~h2. But, as u = u( ~h1, ~h2) and
v = v( ~h1, ~h2), we also need to differentiate ( ~h1, ~h2)→ (u, v)( ~h1, ~h2) map with respect
to the controls ~h1 and ~h2. These derivatives are called the sensitivity functions.
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Lemma 3.2.1 (Finding the sensitivity PDE’s). Let ( ~h1, ~h2) be an optimal control
for the problem (3.2) with the corresponding state solutions u = u( ~h1, ~h2) and v =
v( ~h1, ~h2) and let ( ~h1, ~h2)
ε be another control with the corresponding state solutions
uε = u( ~h1 + ε~l1, ~h2 + ε~l2) and v
ε = v( ~h1 + ε~l1, ~h2 + ε~l2) such that
( ~h1, ~h2)
ε = ( ~h1 + ε~l1, ~h2 + ε~l2)
where ( ~h1, ~h2) + ε(~l1, ~l2) ∈ U for all sufficiently small ε > 0 with (~l1, ~l2) ∈
((L∞(Ω))d, (L∞(Ω))d).
Then, for any ( ~h1, ~h2) ∈ U the mappings ( ~h1, ~h2) → u( ~h1, ~h2) and ( ~h1, ~h2) →
v( ~h1, ~h2) are weakly differentiable in the directional derivative sense and there exists
ψ1, ψ2 ∈ L2((0, T ), H1(Ω)) with (ψ1)t, (ψ2)t ∈ L2((0, T ), (H1(Ω))∗) such that
lim
ε→0+
u( ~h1 + ε~l1, ~h2 + ε~l2)− u( ~h1, ~h2)
ε





v( ~h1 + ε~l1, ~h2 + ε~l2)− v( ~h1, ~h2)
ε
= ψ2 in  L
2(Q) .
Further, the sensitivity functions ψ1 and ψ2 satisfy
(ψ1)t − d1∆ψ1 −∇ · ( ~h1ψ1 + ~l1u) = mψ1 − 2a1uψ1 − b1vψ1 − b1uψ2 in Q








+ ψ2 ~h2 · η = −v~l2 · η on S
ψ1(x, 0) = 0 for x ∈ Ω
ψ2(x, 0) = 0 for x ∈ Ω .
(3.18)
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Proof. Similar to the proof of Lemma 2.2.1, by considering the state PDEs corre-
sponding to the optimal control ( ~h1, ~h2), the control ( ~h1, ~h2)
ε and then forming the




































































~h2 · η + uε~l2 · η =0 on S
(uε − u)
ε
(x, 0) =0 for x ∈ Ω
(vε − v)
ε
(x, 0) =0 for x ∈ Ω .
(3.19)
For (3.19), using Cauchy’s inequality and the Gronwall’s inequality with similar
















‖L2((0,T ),(H1(Ω))∗) ≤ K ′′4








Hence, there exists ψ1(x, t) and ψ2(x, t) in L
2((0, T ), H1(Ω)) such that as ε→ 0+
u( ~h1 + ε~l1, ~h2 + ε~l2)− u( ~h1, ~h2)
ε
⇀ ψ1 in L
2((0, T ), H1(Ω))
v( ~h1 + ε~l1, ~h2 + ε~l2)− v( ~h1, ~h2)
ε
⇀ ψ2 in L
2((0, T ), H1(Ω))
and
(( ~h1 + ε~l1, ~h2 + ε~l2)− u( ~h1, ~h2))t
ε
⇀ (ψ1)t in L
2((0, T ), (H1(Ω))∗)
(( ~h1 + ε~l1, ~h2 + ε~l2)− v( ~h1, ~h2))t
ε
⇀ (ψ2)t in L
2((0, T ), (H1(Ω))∗) .
Hence, again by the Simon’s results [44], as ε → 0+ we have the strong convergence
of the different quotients { (u
ε−u)
ε
} and { (v
ε−v)
ε
} in L2(Q) given below:
u( ~h1 + ε~l1, ~h2 + ε~l2)− u( ~h1, ~h2)
ε
→ ψ1 in L2(Q)
v( ~h1 + ε~l1, ~h2 + ε~l2)− u( ~h1, ~h2)
ε
→ ψ2 in L2(Q) .
Then, using the above convergences with techniques as in the proof of Theorem 2.2,
as ε goes to zero in (3.19) we get the resulting PDEs (3.18) satisfied by ψ1 and ψ2.
Definition (The weak solution for the sensitivity PDE’ )
ψ1, ψ2 ∈ L2((0, T ), H1(Ω)) with (ψ1)t, (ψ2)t ∈ L2((0, T ), (H1(Ω))∗) and ψ1(x, 0) =




< (ψ1)t, φ1 >((H1)∗,H1) dt+
∫
Q
d1∇ψ1 · ∇φ1 dxdt+
∫
Q

















u~l1 · ∇φ1 dxdt
and (3.20)∫ T
0
< (ψ2)t, φ2 >((H1)∗,H1) dt+
∫
Q
d2∇ψ2 · ∇φ2 dxdt+
∫
Q

















v~l2 · ∇φ2 dxdt
for all φ1 , φ2 ∈ L2((0, T ), H1(Ω)) .
Here again we can give an explanation of this weak formulation as we did for the
weak formulation of (2.24).
Next, we want to find the adjoint equations such that
Sum of left hand sides of weak forms of sensitivity equations
= Sum of left hand sides of weak forms of the adjoint equations
and we can derive this adjoint system given below in the same way as we did in (2.25).
The non-homogeneous terms on the RHS of the adjoint equations are obtained by
differentiating the integrand of the objective functional with respect to the state
variables u and v.
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The adjoint system:
−(λ1)t − d1∆λ1 + ~h1 · ∇λ1 −mλ1 + 2a1uλ1 + b1vλ1 + b2vλ2 = A in Q
−(λ2)t − d2∆λ2 + ~h2 · ∇λ2 −mλ2 + 2a2vλ2 + b1uλ1 + b2uλ2 = B in Q
∂λ1
∂η
= 0 on S
∂λ2
∂η
= 0 on S
λ1(x, T ) = 0 for x ∈ Ω
λ2(x, T ) = 0 for x ∈ Ω .
(3.21)
3.4.4 Characterizing the optimal control ~h∗
Theorem 3.3 (Characterizing an optimal control ~h∗). There exists adjoint functions
λ1, λ2 ∈ L2((0, T ), H1(Ω)) with (λ1)t, (λ2)t ∈ L2((0, T ), (H1(Ω))∗) which are weak
solutions of (3.21).
Let ( ~h1, ~h2)
∗ ∈ U be an optimal control for the problem (3.2) with the corresponding





















for i = 1, 2, ..., d
Proof. Note that the adjoint system is linear and a weak solution exists by standard
results.
For an optimal control ( ~h1, ~h2)
∗ ∈ U we compute the directional derivative of the
function J(( ~h1, ~h2)
∗) with respect to ( ~h1, ~h2)
∗ in the directions (~l1, ~l2) at u
∗ and v∗ .
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Then, as J( ~h1, ~h2)











Auε +Bvε − C| ~h1
∗

















(Aψ1 +Bψ2 − 2C ~h1
∗



















· ~l2 dxdt (3.22)





















< (λ1)t, ψ1 >((H1)∗,H1) dt+
∫
Q
d1∇λ1 · ∇ψ1 dxdt+
∫
Q

















< (λ2)t, ψ2 >((H1)∗,H1) dt+
∫
Q
d2∇λ2 · ∇ψ2 dxdt+
∫
Q














































< (ψ1)t, λ1 >((H1)∗,H1) dt+
∫
Q
d1∇ψ1 · ∇λ1 dxdt+
∫
Q

















< (ψ2)t, λ2 >((H1)∗,H1) dt+
∫
Q
d2∇ψ2 · ∇λ2 dxdt+
∫
Q




























u~l1 · ∇λ1 dxdt−
∫
Q














−~l1 · (u∇λ1 + 2C ~h1
∗






(~l1, ~l2) · (u∇λ1 + 2C ~h1
∗
, v∇λ2 + 2D~h2
∗
) dxdt




(~l1, ~l2) · (u∇λ1 + 2C ~h1
∗







(~l1, ~l2) · (u∇λ1 + 2C ~h1
∗
, v∇λ2 + 2D~h2
∗
) dxdt (3.23)
Next to characterize this optimal control ( ~h1, ~h2)





i for i = 1, 2, ..., d .
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Case I: On the set {(x, t) : −M1 < (h1)i < M1}, inequality (3.23) implies










Case II: On the set {(x, t) : (h1)i = M1}, similarly (3.23) implies

















Case III: On the set {(x, t) : (h1)i = −M1}, again inequality (3.23) implies

















Case IV: On the set {(x, t) : −M2 < (h2)i < M2}, inequality (3.23) implies











Case V: On the set {(x, t) : (h2)i = M2}, (3.23) implies

















Case VI: On the set {(x, t) : (h1)i = −M1}, similarly inequality (3.23) implies

















Hence, we can characterize the optimal control ( ~h1, ~h2)





















for i = 1, 2, ..., d .
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3.4.5 Uniqueness of the optimal control
Theorem 3.4 (Uniqueness of the optimal control). For sufficiently small T , and
for cost coefficients C and D sufficiently large, the solution to the optimality system
(3.1), (3.21) and (3.24) is unique.
Proof. Similar to the proof of Theorem 2.4, we can prove Theorem 3.4 as given below:
Suppose (u, v), (λ1, λ2) and (ū, v̄), (λ̄1, λ̄2) are two solutions to the state pde system







































for i = 1, 2, ..., d .
Consider the change of variables such that,
u = eatp, v = eatq, λ1 = e
−atξ1, λ2 = e
−atξ2
ū = eatp̄, v̄ = eatq̄, λ̄1 = e
−atξ̄1, λ̄2 = e
−atξ̄2 ,
where a ≥ 0 to be chosen and
p, q, p̄, q̄, ξ1, ξ2, ξ̄1, ξ̄2 ∈ L2((0, T ), H1(Ω)) ∩ L∞(Q)
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with
pt, qt, p̄t, q̄t, (ξ1)t, (ξ2)t, (ξ̄1)t, (ξ̄2)t ∈ L2((0, T ), (H1(Ω))∗)
.
Then, by substituting u = eatp, v = eatq and ū = eatp̄, v̄ = eatq̄ in (3.1) and
then subtracting the corresponding two systems of equations we get,
a(p− p̄) + (p− p̄)t − d1∆(p− p̄)−∇ · ( ~h1(p− p̄))−∇ · (( ~h1 − ~̄h1)p̄)
= (p− p̄)m− a1(p− p̄)(p+ p̄)eat − b1(p− p̄)q̄eat − b1(q − q̄)peat in Q
a(q − q̄) + (q − q̄)t − d2∆(q − q̄)−∇ · ( ~h2(q − q̄))−∇ · (( ~hq − ~̄h2)q̄)








+ (q − q̄) ~h2 · η + q̄( ~h2 − ~̄h2) · η = 0 on S
(p− p̄)(x, 0) = 0 for x ∈ Ω
(q − q̄)(x, 0) = 0 for x ∈ Ω
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Then, by substituting λ1 = e
−atξ1, λ2 = e
−atξ2 and λ̄1 = e
−atξ̄1, λ̄2 = e
−atξ̄2 in
(3.21) and subtracting the corresponding systems of equations we get,
a(ξ1 − ξ̄1)− (ξ1 − ξ̄1)t − d1∆(ξ1 − ξ̄1) + ~h1 · ∇(ξ1 − ξ̄1) + (~h1 − ~̄h1)∇ξ̄1
= m(ξ1 − ξ̄1)− 2a1(p− p̄)ξ̄1eat + 2a1(ξ1 − ξ̄1)peat − b1(q − q̄)ξ̄1eat
− b1(ξ1 − ξ̄1)qeat − b2(q − q̄)ξ̄2eat − b2(ξ2 − ξ̄2)qeat in Q,
a(ξ2 − ξ̄2)− (ξ2 − ξ̄2)t − d2∆(ξ2 − ξ̄2) + ~h2 · ∇(ξ2 − ξ̄2) + (~h2 − ~̄h2)∇ξ̄2
= m(ξ2 − ξ̄2)− 2a2(q − q̄)ξ̄2eat − 2a2(ξ2 − ξ̄2)qeat − b1(p− p̄)ξ̄1eat
− b1(ξ1 − ξ̄1)peat − b2(p− p̄)ξ̄2eat − b2(ξ2 − ξ̄2)peat in Q,
∂(ξ1 − ξ̄1)
∂η
= 0 on S
∂(ξ2 − ξ̄2)
∂η
= 0 on S
(ξ1 − ξ̄1)(x, T ) = 0 for x ∈ Ω
(ξ2 − ξ̄2)(x, T ) = 0 for x ∈ Ω .
(3.28)
Note that by (3.25) and (3.26) we have














[(p− p̄)∇ξ1 − p̄∇(ξ1 − ξ̄1)]2
and
( ~h2 − ~̄h2)2 =
1
4D2
[(q − q̄)∇ξ2 − q̄∇(ξ2 − ξ̄2)]2 .
(3.29)
By using standard regularity theory for the equations of ξk, ξ̄k with k = 1, 2, and
the boundedness of p, p̄, q, q̄, ξ1, ξ̄1, ξ2, ξ̄2,~h1,~h2,m, we can derive the L
∞-bounds on
113
|∇ξk| and |∇ξ̄k|, where the bounds only depends on M1,M2, the initial data, and the
coefficients of the system (3.1) [16, Lemma 5.2].
Then, by the standard estimation techniques, L∞ bounds on
p, p̄, q, q̄, ξ1, ξ̄1, ξ2, ξ̄2, ~h1, ~h2,m , L
∞ bounds on |∇ξ1(x, t)| and |∇ξ̄1(x, t)| for all (x, t) ∈
Q, Cauchy’s inequality and Holder’s inequality on the first and second PDEs in (3.27),
(3.28) and (3.29) we get

























[|∇(p− p̄)|2 + |∇(q − q̄)|2 + |∇(ξ1 − ξ̄1)|2 + |∇(ξ2 − ξ̄2)|2] dxdt
≤ 0 .
(3.30)
where, Γ, ρ1, ρ2, ρ3, ρ4, ρ5, ρ6, ρ7 and ρ8 depending on the L
∞ bounds of
p, p̄, q, q̄, ξ1, ξ̄1, ξ2, ξ̄2, ~h1, ~h2,m, |∇ξ1(x, t)| , |∇ξ̄1(x, t)| and sufficiently large cost coef-
ficients C and D values .
Now, fixing a such that
a > max[(C0 + ρ1 + ρ2) , (C0 + ρ3 + ρ4) , (C0 + ρ5 + ρ6) , (C0 + ρ7 + ρ8)]
and by choosing T very small (3.30) implies that,
p = p̄ , q = q̄ , ξ1 = ξ̄1 , ξ2 = ξ̄2
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and hence we have
u = ū , v = v̄ , λ1 = λ̄1 , λ2 = λ̄2
which implies the uniqueness of the optimum solution for a small time interval.
3.5 Numerical results
Numerical results for the 1–D problem
To study the numerical solutions first we have considered the one dimensional
problem corresponds to problem (3.2):
ut − d1uxx − (h1u)x = u[m− a1u]− b1uv on (0, L)× (0, T )
vt − d2vxx − (h2v)x = v[m− a2v]− b2uv on (0, L)× (0, T )
d1ux · ν + uh1 · ν = 0 for x = 0 or L and t ∈ (0, T )
d2vx · ν + uh1 · ν = 0 for x = 0 or L and t ∈ (0, T )
u(x, 0) = u0(x) ≥ 0 for x ∈ (0, L)
v(x, 0) = v0(x) ≥ 0 for x ∈ (0, L)
(3.31)


















For our numerical simulations, we used parameter values
d1 = d2 = 0.2 , a1 = a2 = 1 , A = B = 1 , C = D = 0.5
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and chose the optimal controls to satisfy
−4 ≤ h1 ≤ 4 and − 4 ≤ h2 ≤ 4
in a domain of spatial length of 5 units in 2 units of time. With our notation for the
sign of advection terms, hi being negative (positive) represents movement to right
(left).
(a) x/5 (b) sin(πx/5)
Figure 3.1: Different resource functions m(x)
(a) (b)
Figure 3.2: Different initial conditions: (3.2a) Smaller initial population at middle,
(3.2b) Two smaller initial populations overlapping in the middle
Similar to what we did in Chapter 2, we considered several cases with different
resource functions, initial conditions and competition coefficients. For resource
functions, we chose m(x) = x
5
, sin(πx/5) and m = 6x
5
as shown in Figure 3.1.
The initial conditions are shown in Figure 3.2. In our Figures 3.3 – 3.7, we represent
u population in green, v population in red, optimal control h1 in blue and the optimal
control h2 in magenta.
From the numerical results in Figure 2.3 – 2.5 in Chapter 2, we can see that when
the population level is higher at some location, their directed movement may also be
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affected by diffusion. For this reason to show the competition effect separate from
the diffusion effect, in Figures 3.3 – 3.7 we have used smaller initial conditions as in
Figure 3.2a , 3.2b in our numerical simulations for the competition system (3.31).
Using the initial conditions given in Figure 3.2a, with the resource functions given
in Figure 3.1a, 3.1b, the numerical simulation results are in Figures 3.3 – 3.4. Here,
in both figures we have taken b1 = b2 = 4 and the both populations were taken to be
with the same initial condition.
(a) (b)
Figure 3.3: Two populations with competition: Population dynamics and optimal
control with a smaller IC as in Figure 3.2a and the resource function m = x/5 as
given in Figure 3.1a ; (3.3a) Optimal control h1, (3.3b) Population distribution of u
Figure 3.3 gives the optimal control h1 and the population distribution of u when
the resources are at one boundary as in Figure 3.1a and the initial populations levels
are smaller and located at the center of the spatial domain as in Figure 3.2a. As
we have taken the same parameter values and the initial conditions for the two
populations both u and v populations react in the same way and optimal control
h2 is as same as the optimal control h1 in Figure 3.3a and the population distribution
of v is as same as the population distribution of u in Figure 3.3b. In Figure 3.3a
compared to the Figure 2.3a, we can see that when there is a competition in spite
of the smaller population abundance level both populations tend to move away from
each competing population’s high density areas. Yet the individuals closer to the
higher resources move a little faster toward resources than the individuals moving
toward the other direction.
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(a) (b)
Figure 3.4: Two populations with competition: Population dynamics and optimal
control with a smaller IC as in Figure 3.2a and the resource function m = sin(πx/5)
as given in Figure 3.1b ; (3.4a) Optimal control h1, (3.4b) Population distribution of
u
In Figure 3.4 we give the optimal control h1 and the population distribution of
u over Q when the resources are located at the center of the domain as in Figure
3.1b and the initial populations levels are smaller and located at the center of the
spatial domain as in Figure 3.2a. Again, we need to show only one population. The
population moves in an opposite way in Figure 3.4a as compared with Figure 2.4a.
In spite of the smaller population level, both populations tend to move away from
each other but not towards the resources.
Further, to see the dynamics of two competing populations, we have run the
numerical simulations with the initial condition in Figure 3.2b with the resource
functions in Figure 3.1a, 3.1b. In Figure 3.5 we have the two optimal controls and
the population distributions of the two populations over Q when the resources are
higher at one boundary as in Figure 3.1a and the initial populations levels are smaller
and are overlapping only at the center of the spatial domain as in Figure 3.2b. From
the results we can see the two populations (green, red) tend to move towards the two
opposite boundaries to move away from each other.
In Figure 3.6 we give the two optimal controls and the population distributions of
the two populations over Q when the resources are higher at the center as in Figure




Figure 3.5: Two populations with competition: Population dynamics and optimal
control with a smaller IC as in Figure 3.2b and the resource function m = x/5 as
given in Figure 3.1a ; (3.5a) Optimal control h1, (3.5b) Population distribution of u,
(3.5c) Optimal control h2, (3.5d) Population distribution of v
center of the spatial domain as in Figure 3.2b. Again, similar to Figure 3.5, we can
see the two populations tend to move towards the two opposite boundaries to move
away from each other and not towards the better resources.
Hence, from the numerical results in Figures 3.3 – 3.6 we can see that when there
is a high competition (b1 = b2 = 4), in spite of the smaller population abundance
level and the favorable resource location, they tend to move away from each other.
But, this reaction could depend on the competition coefficients b1 and b2 and we need
further analysis to see any relationship.
To see how each population will react when they have different competition
coefficients, in Figure 3.7, we have taken the competition coefficients to be b1 = 4
and b2 = 0.5 and considered the population dynamics and the optimal controls with




Figure 3.6: Two populations with competition: Population dynamics and optimal
control with a smaller IC as in Figure 3.2b and the resource function m = sin(πx/5)
as given in Figure 3.1b ; (3.6a) Optimal control h1, (3.6b) Population distribution of
u, (3.6c) Optimal control h2, (3.6d) Population distribution of v
again we take initial populations to be the same for both u and v. Compared to the
results in Figure 3.4, in Figure 3.7 we see that when the competition coefficients are
different two populations move in different ways. From Figure 3.7a we can see that
u population (green) tend to move towards the two boundaries to move away from v
population (red). But, in contrast to Figure 3.7a, in Figure 3.7c we can see that v
population tends to move towards the center, with better resources.
Hence, from the numerical results in Figure 3.7 we can see that the directed




Figure 3.7: Two populations with different competition rates: Population dynamics
and optimal control with a smaller IC as in Figure 3.2a and the resource function
m = sin(πx/5) as given in Figure 3.1b and b1 = 4 , b2 = 0.5 ; (3.7a) Optimal control
h1, (3.7b) Population distribution of u, (3.7c) Optimal control h2, (3.7d) Population
distribution of v
3.6 Conclusions
Optimal control analysis for controlling the advection directions in a parabolic PDE
systems for competing populations was completed to obtain existence, uniqueness and
characterization of the optimal control. The characterization involving the adjoint
functions shows the explicit dependence on the coefficients, A,B,C and D, in the
objective functional.
With numerical simulations, we were able to show the competing population
does not always choose the advection direction to move toward increasing resources.
When the initial condition has a sufficiently high population with some variation,
the movement may be chosen to move to level each population, sometimes instead
of moving toward increasing resources and avoiding competing population. With the
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use of almost flat initial conditions, the level of the competition coefficients can also
influence the choice of movement direction.
This numerical work indicates some interesting relationships between the optimal
advective directions and the initial conditions, diffusion effects, competition rates, and
resources; further work to study these relationship is warranted. The features of these
PDEs and the corresponding numerical simulations need to be generalized for further
investigation. Having variable diffusion, growth and competition rates will also have
an impact on the optimal controls. The parameters A,B in the objective functional
could be functions to force different choices on the populations. It would also be
interesting to do some simulations in two space dimensions. Population interactions
besides competition may also be considered. In our future work, we expect to continue





Johne’s disease is a bacterial infection caused by Mycobacterium avium subspecies
paratuberculosis (MAP). It is a chronic, progressive, and infectious disease which has a
long incubation period. It affects the small intestine of ruminants and ultimately leads
to the death of the animal. Usually MAP spreads through fecal-oral transmission,
MAP contaminated feces, water, soil, milk and colostrum [37, 40, 48]. In utero
transmission was also reported [48].
MAP is a bacterium with a very slow growth rate. MAP is resistent to the heat
and cold and hence, it can survive outside in the environment for a year or longer
[48, 50]. But, in nature, MAP needs a host cell to grow and it extracts the iron from
the host cells. Hence, MAP cannot replicate outside a host in the environment. [48]
Johne’s disease is important to study as its economic impact on the dairy industry
and its possible connection to the human disease, Crohn’s disease. MAP had been
estimated to be present in about 68% of US dairy operations [47]. The main problem
of Johne’s disease to the dairy industry is the reduction in milk production and the
premature culling of the infected animals. This causes about $200 million to $250
million annual loss in the productivity of the dairy industry [47]. Although, Johne’s
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disease is curable by antibiotics, the treatment is not economically feasible to dairy
farmers. Further most importantly there is a controversy that the MAP could be be
a cause for the Crohn’s disease [42, 45, 46].
An important way of controlling Johne’s disease is through proper management of
animals in the farm [48]. The use of antibiotics has not been successful in controlling
the disease [48]. There are two main ways to diagnosis Johne’s disease. One is by
testing for the bacteria (MAP) and the other is by testing for the antibodies. In the
first method of testing, the fecal oral samples collected from the animals or from the
surrounding environment is tested, and due to the slow growth of the MAP these
tests could take about two months for the results. In the second method of testing,
either blood or milk is tested for the antibodies and the results can be collected much
faster than in the first case. ELISA (enzyme-linked immunosorbent assays) is an
antibody test which is widely used for Johne’s disease [48]. But, recently Eda and
his collaborates have developed a test called EVELISA (ELISA using ethanol extract
of MAP) with better sensitivity [37, 43] than the standard ELISA test. Culling the
animals with positive test results has been studied as a control of the Johne’s disease
in dairy farms. In [32], it is shown that with proper farm management, the culling the
high shedding animals can be used to control the disease. Further, it showed that for
better results the testing has to be done more frequently than once a year to identify
the high shedders.
As the Johne’s disease has a long incubation period, mathematical models can do a
great deal of work to understand the dynamics of the disease and to predict the effect
of different control strategies before implementing and collecting the data in the field.
In that regard, much work has been done on modeling the dynamics of the Johne’s
disease. In a review paper Marce et al. [33] described eight existing epidemiological
models describing the within-herd MAP transmission in dairy farms. Out of those
models, four models were discrete-time stochastic models, one was a discrete-time
deterministic model and three were continuous-time deterministic models. Some
of these models considered the horizontal transmission. But only one, Humpry et
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al.,[22] considered the ingestion of feces through the environment in their discrete-time
stochastic model investigating the dynamics of the Johne’s disease in a suckler-beef
herd.
In [35], Marce et al. developed a stochastic model including both the vertical
transmission and the horizontal transmission through the ingestion of colostrum,
milk or feces in the environment, and they also considered the possibility of calf–
to–calf disease transmission. Here, they studied the dynamics of MAP when no
control measures are implemented. For their model they divided the calves in
to six categories as susceptible, resistant, transiently infectious, latently infected,
subclinically infected and clinically infected. Further, they considered several
contaminated environments for each cow category, the environment of the whole farm
and the outdoor environment of calves when they graze.
Then, in [36] Marce et al. studied the effect of the contact structure of animals
in a continually infected dairy farm on the transmission of MAP using the stochastic
model developed in [35].
In [46], Massaro et al. developed a discrete mathematical model to describe the
dynamics of the Johne’s disease in a dairy farm. Here they have considered the
contact structure of the animals in the farm and categorize the animal compartments
according to the stage of the disease as well as the age. In their work, they studied
the cost effectiveness of using the EVELISA testing.
Recently, Robins et al. [40] developed an agent based model to study the dynamics
of the Johne’s disease in an dairy farm. Here, they implicitly incorporated the the
effect of the bacteria in the environment. Further, they have studied the effect of
different disease transmission routes on the prevalence of the disease in the system.
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4.2 Problem formulation
4.2.1 Formulation of the main model
In our study we developed a continuous deterministic model to describe the dynamics
of the Johne’s disease in a dairy farm. Here, we analyze the dynamics of the
Johne’s disease prevalence by taking the environmental persistence of the bacteria into
account.In this model we use a system of ordinary differential equations to describe
the behavior of Johne’s disease among dairy cows considering the progression of the
disease and the age structure of the cows. Here we categorize the cows into three
age groups as 0 - 2 months as calves, 2 - 24 months as heifers and above 24 months
as adults, similar to our previous papers [37, 40]. Then, we further divide these age
categories according to the stage of the disease as explained later.
Here, only the female cows are taken into account and male newborn calves would
be removed from the dairy farm. In common dairy farm management, the cows are
grouped in different locations according to the age and the milk production. Shortly
after the birth the calves are moved into individual hutches and the heifers and adults
are kept at separate locations. Usually the adult cows can be in four different locations
(housing) as pasture, pregnancy pen, lactation barn and maternity barn. But, in our
model for simplicity we consider one location for all the adult cows.
We assume that the calves born to susceptible and exposed adults to be not
infected with MAP at the birth. But, soon after the birth, some calves born to
susceptible or exposed adults can be infected with the MAP in the adult’s environment
(direct contact or from MAP in environment). Also, we assume that some calves
born to infected adults can be infected in-utero (vertical transmission) and some
will born without the infection. Further, the susceptible calves can be infected
by the MAP contaminated colostrum and milk. Hence, we subdivided the calves
into two categories as susceptible and exposed. We did not consider the calves
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progressing stages, as the calves are kept in individual hutches and MAP shed into
the environment does not contribute to the MAP transmission.
As we assume the heifers can only progress in disease to the level of low shedding,
the heifers are sub-divided into three categories as susceptible, exposed and low
shedding. Since, there are low shedding animals among heifers, the heifer group
housing is considered to have bacteria in that environment (called environment 1 in
the model). As a result susceptible heifers not only get infected by direct interaction
with low shedding heifers but also by the bacteria in their housing environment.
In the adult category, infected adults can further progress in disease to the level of
high shedding. Thus, the adults were subdivided into four categories as susceptible,
exposed, low shedding and high shedding. Also, due to the low shedding and high
shedding adults, their barns were considered to be contaminated with the bacteria
(called environment 2 in the model). Hence, the susceptible adults can be infected
due to the direct interaction with low shedding and high shedding cows and also due
to the interaction with the environment. In a dairy system, testing and culling can
be used to control the Johne’s disease [32]. In common management the cows are
tested for the Johne’s disease once or twice a year and if the cows are tested positive
as a high shedder they are likely removed from the system.
With all the above assumptions and the two environments, we use a system of 11
ordinary differential equations to describe the dynamics of the Johne’s disease in a
dairy farm. In our system we do not consider a category for resistant animals. We
assume that the units of time are per day.
Here, we assumed the same birth rates for the susceptible and exposed adults and
a different birth rate for the infected adults. Also, we assume two different vertical
transmission rates for low shedding and high shedding animals. Further, different
death rates are used for each category and we assume that the culled animals are
replaced by susceptible heifers. Also, we use different infection rates for the calves
due to the colostrum and milk from low shedders and high shedders. Further, we use
different contact rates for the susceptible heifers with the low shedding heifers and for
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the susceptible adults with the low shedding adults and high shedding adults. In the
two environments we assumed the same death rate for the bacteria in the environment
1 and environment 2 and three different values for the rates at which the bacteria
is added to the corresponding environment from low shedding heifers, low shedding
adults and high shedding adults. Further, we assumed two different values for the
probability of getting infected from the bacteria in the environment for the calves and
for the heifers and adults.
In this study our main goal is to analyse the role of the environments in disease
transmission and to analyze the effect of cleaning the environment in controlling the
disease. Due to the infrequent testing and low diagnostic test sensitivity, later we
wish to add these features as a control into our ODE system.
Figure 4.1: Flow diagram of the transition of Johnes disease
The flow diagram of our model of the Johne’s disease is given in Figure 4.1.
In Figure 4.1, the horizontal arrows represent the progression in disease stages
and the vertical arrows represent the age transmission. The horizontal dashed
arrows represent the sources that the amount of bacteria in the environment 1 and
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environment 2 has added to the environment 1 and environment 2. Further, the
curved dashed arrows indicate that the bacteria in the environment 1 and 2 interact
with the susceptible animals.Our compartments and parameters are listed below:
Sc = Number of susceptible calves
Sh = Number of susceptible heifers
Sa = Number of susceptible adults
Ec = Number of exposed calves
Eh = Number of exposed heifers
Ea = Number of exposed adults
Lh = Number of low shedding heifers
La = Number of low shedding adults
Ha = Number of high shedding adults
B1 = Amount of bacteria (MAP) in the environment 1 (Scaled in 10
8)
B2 = Amount of bacteria (MAP) in the environment 2 (Scaled in 10
8)
b = Birth rate of calves from susceptible and exposed adults
bLa = Birth rate of calves from low-shedding adults
bHa = Birth rate of calves from high-shedding adults
µSc = Death rate of susceptible calves
µSh = Death rate of susceptible heifers
µSa = Death rate of susceptible adults
µEc = Death rate of exposed calves
µEh = Death rate of exposed heifers
µEa = Death rate of exposed adults
µLh = Death rate of low shedding heifers
µLa = Death rate of low shedding adults
µHa = Death rate of high shedding adults
µB1 = Decay rate of bacteria (MAP) in the heifers environment
µB2 = Decay rate of bacteria (MAP) in the adults environment
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δ = Culling rate of high-shedding adults
νL = Probability of getting infected through vertical transmission from
low-shedding adults
νH = Probability of getting infected through vertical transmission from
high-shedding adults
a1 = Transfer rate from calves to heifers due to age progression
a2 = Transfer rate from heifers to adults due to age progression
d1 = Transfer rate from exposed heifers to low shedding heifers
d2 = Transfer rate from exposed adults to low shedding adults
d3 = Transfer rate from low shedding adults to high shedding adults
β1 = Transmission rate for susceptible calves due to the colostrum and milk from
low shedding adults
β2 = Transmission rate for susceptible calves due to the colostrum and milk from
high shedding adults
γ1 = Transmission rate for susceptible heifers due to direct contact with
low-shedding heifers
γ2 = Transmission rate for susceptible adults due to direct contact with
low-shedding adults
γ3 = Transmission rate for susceptible adults due to direct contact with
high-shedding adults
λ1 = Rate at which the bacteria is added to the heifers environment from the
low-shedding heifers
λ2 = Rate at which the bacteria is added to the adults environment from the
low-shedding adults
λ3 = Rate at which the bacteria is added to the adults environment from the
high-shedding adults
The bacteria MAP enters the environment mainly from the feces of the shedding
cows. The low shedding cows shed less MAP (1-50 MAP/gram of feces)[39] compared
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to the MAP shed by high shedding cows (100-10,000,000 MAP/gram of feces)[49]. In
average a cow produces about 29.5 kg of feces per day [18].
To define the transmission of the Johne’s disease due to the bacteria in the
environment we need a function with a threshold level before its transition to
maximum. Thus, to find our infection terms with B1 and B2 we use the function









In (4.1), B is the total amount of bacteria taken by an animal and K1 and K2
are two constants representing the effect of the infectious nature of bacteria. More
precisely, K1 reflects the heterogeneity of infectiousness in the bacteria population
and K2 reflects the infecting ability of the bacteria.
To transmit MAP, there is an infection dose at 10,000 MAP [19]. So, ingesting a
lower level of MAP may not result in transmission. Hence, first, we figure out K1,
and K2 values to capture this infectiousness of the MAP.
Figure 4.2: F (B) for different K1 values with a fixed K2 value (K2 = 50)
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Figure 4.3: F (B) for different K2 values with a fixed K1 value (K1 = 100)
Figure 4.2 shows how the f(B) function changes with respect to B and K1 with
a fixed K2 value. From the Figure 4.2 we can see that K1 changes the slope, shape
and the threshold value of the function.
Figure 4.3 shows how the f(B) function changes with respect to B and K2 with a
fixed K1 value. We can see that K2 changes the threshold value of the function and
does not affect the slope of the graph.
Hence, for our problem, we have picked K1 = 1000 and K2 = 100 such that
f(10000) = 1 and f(5000) ' 0.5, since ingesting 10000 MAP bacteria is very likely
to result in an infection [19]. The graph of the F (B) function with K1 = 1000 and
K2 = 100 is given in Figure 4.4.
In our ODE model, we take B1 and B2 to represent the total amount of MAP in the
heifers environment and the adults environment. Now, that B represents the amount
of bacteria taken by an animal, we use a scaling factor C to reflect that the animal
consumes only a proportion of bacteria in the environment such that B = Bi × C.
To calculate this proportion of bacteria taken by an animal (C), here we assumes
that the bacteria is evenly distributed in the feces and the surrounding environment.
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Figure 4.4: F (B) with K1 = 1000 and K2 = 100
Since feces are the main route for MAP to enter and survive in the surrounding
environment, in our calculations, the proportion of bacteria taken by and animal per
day is approximated by the proportion of the feces taken by an animal per day.
We approximate the amount of new feces enter the environment each day by
assuming 800 heifers and 1000 adults in the farm. We calculate the total amount of
new feces in the environment 1 and environment 2 per day as below. Here we take in
average a cow produces about 29.5 kg of feces per day [18]
Total amount of new feces in the environment 1 per day = 800× 29.5× 106mg
= 2.36× 1010mg
Total amount of new feces in the environment 2 per day = 1000× 29.5× 106mg
= 2.95× 1010mg
We assume that a cow will take about 1 mg of feces per day. Hence the proportion
of feces taken by an animal per day (CF ) for two environments can be calculated as
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given below. Here, we approximate the proportion of the feces taken by an animal











Hence, for simplicity, we average C1F and C2F and use CF = 3.8× 10−11 for both
environments.
In our numerical simulations we scale B1 and B2 in ten millions (10
8). Hence,
to adjust for the B1, B2 units in 10
8, the CF above gives C = 0.0038 in our F (Bi)
function for the model.
Next to represent that the calves are more vulnerable to disease than the heifers
and adults we use some parameters p, r1, r2 to represent the probability of getting
infected by the MAP in the environment for calves heifers and adults respectively,
with p > r1 = r2
p = Probability of new born susceptible calves getting infected by the MAP in the
adult environment
r1 = Probability of susceptible heifers getting infected by the MAP in the heifers
environment
r2 = Probability of susceptible adults getting infected by the MAP in the adult
environment .
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We describe the dynamics of the system with above assumptions using the
following system of ODEs.
dSc
dt







) + bLa(1− νL)La + bHa(1− νH)Ha
− a1Sc − β1ScLa − β2ScHa − µScSc
dEc
dt







+ bLaνLLa + bHaνHHa + β1ScLa + β2ScHa
− a1Ec − µEcEc
dSh
dt







− a2Sh − µShSh
dEh
dt







− a2Eh − d1Eh − µEhEh
dLh
dt
= d1Eh − a2Lh − µLhLh
dSa
dt

















− d2Ea − µEaEa
dLa
dt
= a2Lh + d2Ea − d3La − µLaLa
dHa
dt
= d3La − µHaHa − δHa
dB1
dt
= λ1Lh − µB1B1
dB2
dt
= λ2La + λ3Ha − µB2B2 .
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We explain the terms in the model below.
b(Sa + Ea) − Number of calves born to susceptible and exposed adults
bLa(1− νL)La − Number of susceptible calves born to low shedding adults
νLLabLa − Number of exposed calves born to low shedding adults
(vertical transmission)
bHa(1− νH)Ha − Number of susceptible calves born to high shedding adults
νHHabHa − Number of exposed calves born to high shedding adults
(vertical transmission)
β1ScLa − Number of susceptible calves become exposed calves due to the
colostrum and milk from low shedding adults
β2ScHa − Number of susceptible calves become exposed calves due to the
colostrum and milk from high shedding adults
γ1ShLh − Number of susceptible heifers become exposed heifers due to
direct interactions with low shedding heifers
γ2SaLa − Number of susceptible adults become exposed adults due to
direct interactions with low shedding adults
γ3SaHa − Number of susceptible adults become exposed adults due to








b(Sa + Ea) − From the calves born to susceptible and exposed
adults the number of calves become exposed due to








− Number of susceptible heifers become exposed heifers









− Number of susceptible adults become exposed adults
due to the bacteria in the environment 2
a1Sc − Number of susceptible calves progress to susceptible heifers due to age
progression
a1Ec − Number of exposed calves progress to exposed heifers due to age
progression
a2Sh − Number of susceptible heifers progress to susceptible adults due to age
progression
a2Eh − Number of exposed heifers progress to exposed adults due to age
progression
a2Lh − Number of low shedding heifers progress to low shedding adults due to
age progression
d1Eh − Number of exposed heifers become low shedding heifers due to disease
progression
d2Ea − Number of exposed adults become low shedding adults due to disease
progression
d3La − Number of low shedding adults become high shedding adults due to
disease progression
µScSc − Number of susceptible calves remove from the class due to natural
death
µEcEc − Number of exposed calves remove from the class due to natural death
µShSh − Number of susceptible heifers remove from the class due to natural
death
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µEhEh − Number of exposed heifers remove from the class due to natural death
µLhLh − Number of low shedding heifers remove from the class due to natural
death
µSaSa − Number of susceptible adults remove from the class due to natural
death
µEaEa − Number of exposed adults remove from the class due to natural death
µLaLa − Number of low shedding adults remove from the class due to natural
death
µHaHa − Number of high shedding adults remove from the class due to natural
death
δHa − Culled number of high shedding adults
λ1Lh − Amount of MAP added to the environment 1 from the low shedding
heifers
λ2La − Amount of MAP added to the environment 2 from the low shedding
adults
λ3Ha − Amount of MAP added to the environment 2 from the high shedding
adults
µB1B1 − Amount of MAP removed from the environment 1 due to natural decay
of the bacteria
µB2B2 − Amount of MAP removed from the environment 2 due to natural decay
of the bacteria .
4.2.2 Formulation of the simplified model
Before analyzing the above model in section 4.2, first we consider a simplified model
with one environment compartment for stability analysis. In this simplified version
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we divide the cows into only two categories according to the age; we take 1–2 months
old animals as calves and the animals above 2 months as adults. Further, we combine
both low and high shedders as one shedders compartment and consider only the
adult environment for the disease transmission through the environment and the
environment gets the bacteria (MAP) from the feces of the shedding cows.









with the same interpretation and values for the constants K1, K2 and C.
Figure 4.5: Flow diagram of the transition of Johne’s disease in the simplified case
The flow diagram of the Johne’s disease in the simplified model is displayed
in Figure 4.5. Similarly as in Figure 4.1, in Figure 4.5, the horizontal arrows
represent the progression in disease stages and the vertical arrows represent the age
transmission. The horizontal dashed arrows represent the sources that the amount of
bacteria has added to the environment. Further, the curved dashed arrows indicate
that the bacteria in the environment interact with the susceptible adults.
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We list the compartments and parameters in our simplified model:
Sc = Number of susceptible calves
Sa = Number of susceptible adults
Ec = Number of exposed calves
Ea = Number of exposed adults
H = Number of shedding adults
Be = Amount of bacteria (MAP) in the environment
b = Birth rate of calves from susceptible and exposed adults
bH = Birth rate of calves from shedding adults
µSc = Death rate of susceptible calves
µSa = Death rate of susceptible adults
µEc = Death rate of exposed calves
µEa = Death rate of exposed adults
µH = Death rate of shedding adults
µBe = Death rate of the bacteria in the environment
a1 = Transfer rate from calves to adults due to age progression
d = Transfer rate from exposed to shedding
νH = Probability of getting infected through vertical transmission from shedding
adults
β = Contact rate of H with Sc (For the colostrum and milk)
γ = Contact rate of susceptible adults with shedding adults
p = Probability of new born susceptible calves getting infected by the MAP in the
adult environment
r = Probability of susceptible adults getting infected by the MAP in the
environment
λ = Rate at which the bacteria is added to the environment from the shedding
adults
δ = Culling rate of shedding cows
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K1 = 1000 − reflects the heterogeneity of infectiousness in the bacteria
population
K2 = 100 − reflects the infecting ability of the bacteria (representing threshold)
C = 0.0038 − a scaling factor to reflect that the animal picks only a proportion
of feces in the environment











) + bH(1− νH)H − a1Sc − µScSc − βScH
dEc
dt







+ bHνHH + βScH − a1Ec − µEcEc
dSa
dt

















− µEaEa − dEa
dH
dt
= dEa − µHH − δH
dBe
dt
= λH − µBeBe
Again we explain the terms in the model.
b(Sa + Ea) − Total number of calves born to susceptible and exposed adults
bH(1− νH)H − Total number of susceptible calves born to shedding adults
νHbHH − Number of exposed calves born to shedding adults
(vertical transmission)
βScH − Number of susceptible calves become exposed calves due to the
colostrum and milk from shedding adults
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γSaH − Number of susceptible adults become exposed adults due to








− Number of susceptible adults become exposed adults








b(Sa + Ea) − From the calves born to susceptible and exposed
adults the number of calves become exposed due to
the bacteria in the adults environment
a1Sc − Number of susceptible calves progress to susceptible adults due to age
progression
a1Ec − Number of exposed calves progress to exposed adults due to age
progression
dEa − Number of exposed adults become shedding adults due to disease
progression
µScSc − Number of susceptible calves remove from the class due to natural
death
µEcEc − Number of exposed calves remove from the class due to natural death
µSaSa − Number of susceptible adults remove from the class due to natural
death
µEaEa − Number of exposed adults remove from the class due to natural death
µHH − Number of shedding adults remove from the class due to natural
death
δH − Culled number of shedding adults
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λH − Amount of MAP added to the environment from the shedding
adults
µBeBe − Amount of MAP removed from the environment due to natural decay
of the bacteria .
4.2.3 Stability of the disease free equilibrium of the simpli-
fied dynamic system
To use the next generation matrix method [2, 4, 11, 12, 14], we use the ODEs for











+ bHνHH + βScH − a1Ec − µEcEc
dEa
dt







− µEaEa − dEa
dH
dt
= dEa − µHH − δH
dBe
dt
= λH − µBeBe
and the equations for uninfected classes are:
dSc
dt


















− µSaSa . (4.3)
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Disease free equilibrium (DFE):
Disease free equilibrium is the equilibrium point where the disease does not exist in




















we find the conditions for DFE to exist.





















which means the rate of calves leaving the calves compartment per birth rate to be
equal to the rate of adults entering the adults environment per death rate of adults.





Hence, further we assume b > µSa .
Thus, we have our DFE,











We analyze the stability of the DFE using the next generation matrix method
[4, 11, 12, 14] as explained below.
Consider x′i = fi(x) where i = 1, . . . 6 and x = (Ec, Ea, H,Be, Sc, Sa) with
fi(x) = Fi(x)− Vi(x) = Fi(x)− (V−i (x)− V+i (x)) with
Fi(x) = Rate of appearance of new infections in compartment i
V+i (x) = Rate of transfer of individuals into compartment i by all other means
V−i (x) = Rate of transfer of individuals out of compartment i by all other means.



























µEaEa + dEa − a1Ec
µHH + δH − dEa
µBeBe − λH

























































0 0 0 0
0 0 0 0

and evaluating F (X) at X0 gives
F (X0) =









0 0 0 0





a1 + µEc 0 0 0
−a1 d+ µEa 0 0
0 −d µH + δ 0
0 0 −λ µBe

= V (X0) .
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Hence, we get the next generation matrix
(FV −1)(X0) =

A B C D
E F G H
0 0 0 0


















(d+ µEa)(µH + δ)
+
dbpλS∗aC





















K1(1 +K2)(a1 + µEc)(d+ µEa)(µH + δ)µBe
F =
dγS∗a
(d+ µEa)(µH + δ)
+
drλS∗aC












Next, we calculate the eigenvalues of (FV −1)(X0). From
det
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A− λ B C D
E F − λ G H
0 0 −λ 0




λ2[(A− λ)(F − λ)−BE] = 0
and
λ2[λ2 − (A+ F )λ+ (AF −BE)] = 0
with the eigenvalues
λ1 = 0, λ2 = 0, λ3 , λ4 =
(A+ F )±
√
(A+ F )2 − 4(AF −BE)
2
.










K1(1 +K2)(a1 + µEc)(d+ µEa)(µH + δ)µBe
+
dγS∗a
(d+ µEa)(µH + δ)
+
drλS∗aC
K1(1 +K2)(d+ µEa)(µH + δ)µBe
> 0
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K1(1 +K2)(a1 + µEc)(d+ µEa)(µH + δ)µBe
+
dγS∗a
(d+ µEa)(µH + δ)
+
drλS∗aC
K1(1 +K2)(d+ µEa)(µH + δ)µBe
.










K1(1 +K2)(a1 + µEc)(d+ µEa)(µH + δ)µBe
+
dγS∗a
(d+ µEa)(µH + δ)
+
drλS∗aC
K1(1 +K2)(d+ µEa)(µH + δ)µBe
(4.6)
where S∗c , S
∗
a refers to the disease free equilibrium.
Hence, by using the results from [14], in (4.8) if R0 < 1, then the DFE is locally
stable and if R0 > 1, then the DFE is unstable.
Recall that the basic reproduction number R0 is the average number of new cases
of an infection caused by one typical infected individual during its entire infectious
period in a completely susceptible population. Here in (4.8), it shows that the
R0 of the simplified model is the expected number of secondary infections in Ec
compartment produced by individuals initially in Ec compartment plus the expected
number of secondary infections in Ea compartment produced by individuals initially in
Ea compartment. Further, the terms in R0 expression shows all possible transmission





(a+ µEc)(d+ µEa)(µH + δ)
− Calf infection from the
vertical transmission and
drinking colostrum and milk
adbpλS∗aC
K1(1 +K2)(a+ µEc)(d+ µEa)(µH + δ)µB
− Calf infection from the
bacteria in the adults environment
dγS∗a
(d+ µEa)(µH + δ)
− Adults infection from the
direct interactions with the
shedding adults
drλS∗aC
K1(1 +K2)(d+ µEa)(µH + δ)µB
− Adults infection from the
bacteria in the adults environment .











) + bH(1− νH)H − a1Sc − µScSc − βScH
dEc
dt







+ bHνHH + βScH − a1Ec − µEcEc
dSa
dt

















− µEaEa − dEa
dH
dt
= dEa − µHH − δH
dBe
dt
= λH − µBeBe −RBe
(4.7)
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where R is the environmental bacteria removal rate and RBe is the amount of bacteria
removed per day from the environment.










K1(1 +K2)(a1 + µEc)(d+ µEa)(µH + δ)(µBe +R)
+
dγS∗a
(d+ µEa)(µH + δ)
+
drλS∗aC
K1(1 +K2)(d+ µEa)(µH + δ)(µBe +R)
(4.8)
where S∗c , S
∗
a refers to the disease free equilibrium.
Note that, in the terms of R0, the culling rate of the high shedders and the bacteria
removal term appear in the denominator. Hence, we can assume that by increasing
the culling rate of the high shedders and cleaning the bacteria from the environment
can reduce the R0 value.
4.2.4 Stability of the disease free equilibrium of the main
model
Similarly as in subsection 4.2.3, we use the next generation matrix method [2, 4, 11,
12, 14] to analyze the stability of the disease free equilibrium for the bigger model.
The equations for infected classes are:
dEc
dt







+ bLaνLLa + bHaνHHa + β1ScLa + β2ScHa
− a1Ec − µEcEc
dEh
dt











= d1Eh − a2Lh − µLhLh
dEa
dt







− d2Ea − µEaEa
dLa
dt
= a2Lh + d2Ea − d3La − µLaLa
dHa
dt
= d3La − µHaHa − δHa
dB1
dt
= λ1Lh − µB1B1
dB2
dt
= λ2La + λ3Ha − µB2B2 .
The equations for uninfected classes are:
dSc
dt







) + bLa(1− νL)La + bHa(1− νH)Ha
− a1Sc − β1ScLa − β2ScHa − µScSc (4.9)
dSh
dt







− a2Sh − µShSh (4.10)
dSa
dt







− µSaSa . (4.11)
Disease free equilibrium:
Let X0 = Disease Free Equilibrium (DFE). At the DFE we have


























From (4.9) we have







From (4.10) we have







From (4.11) we have

















) = 1 ,
which implies
(a1 + µSc)(a2 + µSh)(µSa) = ba1a2 .
Hence, we have
















Analyzing the stability of the DFE using the next generation matrix:
Our system can be written as:
x′ = fi(x) = Fi(x)− Vi(x) = Fi(x)− (V−i (x)− V+i (x))
with
Fi(x) = Rate of appearance of new infections in compartment i.
V+i (x) = Rate of transfer of individuals into compartment i by all other means.










where we only use i, xj for the infected classes.
Hence, for the above system of equations,
F =

b(Sa + Ea)pf(B2) + bLaνLLa + bHaνHHa + β1ScLa + β2ScHa
γ1ShLh + r1Shf(B1)
0















a2Eh + d1Eh + µEhEh − a1Ec
a2Lh + µLhLh − d1Eh
d2Ea + µEaEa − a2Eh
d3La + µLaLa − a2Lh − d2Ea
µHaHa + δHa − d3La
µB1B1 − λ1Lh
µB2B2 − λ2La − λ3Ha
a1Sc + β1ScLa + β2ScHa + µScSc
−b(Sa + Ea)(1− pf(B2))− bLa(1− νL)La − bHa(1− νH)Ha
γ1ShLh + r1Shf(B1) + a2Sh + µShSh − a1Sc − δHa























0 0 0 bpf(B2) bLaνL + β1Sc bHaνH + β2Sc 0 b(Sa + Ea)p
∂(f(B2))
∂B2




0 0 0 0 0 0 0 0
0 0 0 0 γ2Sa γ3Sa 0 r2Sa
∂(f(B2))
∂B2
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0






































0 0 0 0 bLaνL + β1S
∗











0 0 0 0 0 0 0 0







0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0






0 0 0 0 P Q 0 R
0 0 S 0 0 0 T 0
0 0 0 0 0 0 0 0
0 0 0 0 U V 0 W
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

where,
P = bLaνL + β1S
∗
c




























a1 + µEc 0 0 0 0 0 0 0
−a1 a2 + d1 + µEh 0 0 0 0 0 0
0 −d1 a2 + µLh 0 0 0 0 0
0 −a2 0 d2 + µEa 0 0 0 0
0 0 −a2 −d2 d3 + µLa 0 0 0
0 0 0 0 −d3 µHa + δ 0 0
0 0 −λ1 0 0 0 µB1 0







0 0 0 0 0 0 0
A 1
(a2+d1+µEh )
0 0 0 0 0 0
B C 1
(a2+µLh )
0 0 0 0 0
D E 0 1
(d2+µEa )
0 0 0 0
F G H I 1
(d3+µLa )
0 0 0
J K L M N 1
(µHa+δ)
0 0
P Q R 0 0 0 1
(µB1 )
0







(a1 + µEc)(a2 + d1 + µEh)
B =
a1d1




(a2 + d1 + µEh)(a2 + µLh)
D =
a1a2
(a1 + µEc)(a2 + d1 + µEh)(d2 + µEa)
E =
a2
(a2 + d1 + µEh)(d2 + µEa)
F =
a1a2 (d1(d2 + µEa) + d2(a2 + µLh))
(a1 + µEc)(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)
G =
a2 (d1(d2 + µEa) + d2(a2 + µLh))
(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)
H =
a2
(a2 + µLh)(d3 + µLa)
I =
d2
(d2 + µEa)(d3 + µLa)
J =
a1a2d3 (d1(d2 + µEa) + d2(a2 + µLh))
(a1 + µEc)(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)(µHa + δ)
K =
a2d3 (d1(d2 + µEa) + d2(a2 + µLh))
(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)(µHa + δ)
L =
a2d3
(a2 + µLh)(d3 + µLa)(µHa + δ)
M =
d2d3
(d2 + µEa)(d3 + µLa)(µHa + δ)
N =
d3
(d3 + µLa)(µHa + δ)
P =
a1d1λ1
(a1 + µEc)(a2 + d1 + µEh)(a2 + µLh)µB1
Q =
d1λ1





a1a2 (d1(d2 + µEa) + d2(a2 + µLh)) (λ2(µHa + δ) + d3λ3)
(a1 + µEc)(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)(µHa + δ)µB2
T =
a2 (d1(d2 + µEa) + d2(a2 + µLh)) (λ2(µHa + δ) + d3λ3)
(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)(µHa + δ)µB2
U =
a2(λ2(µHa + δ) + d3λ3)
(a2 + µLh)(d3 + µLa)(µHa + δ)µB2
V =
d2(λ2(µHa + δ) + d3λ3)
(d2 + µEa)(d3 + µLa)(µHa + δ)µB2
W =
(λ2(µHa + δ) + d3λ3)






Hence, we obtain the next generation matrix
(FV −1)(X0) =

A B C D E F 0 G
H I J 0 0 0 K 0
0 0 0 0 0 0 0 0
L M N P Q R 0 S
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0





a1a2 (d1(d2 + µEa) + d2(a2 + µLh)) (bLaνL + β1S
∗
c )
(a1 + µEc)(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)
+
a1a2d3 (d1(d2 + µEa) + d2(a2 + µLh)) (bHaνH + β2S
∗
c )
(a1 + µEc)(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)(µHa + δ)
+
a1a2 (d1(d2 + µEa) + d2(a2 + µLh)) (λ2(µHa + δ) + d3λ3)bS
∗
apC
(a1 + µEc)(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)(µHa + δ)µB2K1(1 +K2)
B =
a2 (d1(d2 + µEa) + d2(a2 + µLh)) (bLaνL + β1S
∗
c )
(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)
+
a2d3 (d1(d2 + µEa) + d2(a2 + µLh)) (bHaνH + β2S
∗
c )
(a2 + d1 + µEh)(a2 + µLh)(d2 + µEa)(d3 + µLa)(µHa + δ)
+
a2 (d1(d2 + µEa) + d2(a2 + µLh)) (λ2(µHa + δ) + d3λ3)bS
∗
apC











(a2 + µLh)(d3 + µLa)(µHa + δ)
+
a2(λ2(µHa + δ) + d3λ3)bS
∗
apC










(d2 + µEa)(d3 + µLa)(µHa + δ)
+
d2(λ2(µHa + δ) + d3λ3)bS
∗
apC










(d3 + µLa)(µHa + δ)
+
(λ2(µHa + δ) + d3λ3)bS
∗
apC


















(a1 + µEc)(a2 + d1 + µEh)(a2 + µLh)
+
a1d1λ1r1ShC






























a (d1(d2 + µEa) + d2(a2 + µLh))




a (d1(d2 + µEa) + d2(a2 + µLh))




aC (d1(d2 + µEa) + d2(a2 + µLh)) (λ2(µHa + δ) + d3λ3)




a (d1(d2 + µEa) + d2(a2 + µLh))




a (d1(d2 + µEa) + d2(a2 + µLh))




aC (d1(d2 + µEa) + d2(a2 + µLh)) (λ2(µHa + δ) + d3λ3)














aC(λ2(µHa + δ) + d3λ3)














aC(λ2(µHa + δ) + d3λ3)














aC(λ2(µHa + δ) + d3λ3)

















The next generation matrix (4.15) has 3 nonzero eigenvalues and it is too
complicated to calculate the dominant eigenvalue, which would give the reproduction
number (R0) explicitly. Hence, later we calculate R0 using specific values for the
variables and the parameters.
4.3 Numerical results
For the numerical simulations we have used the following initial values and parameter
values given below.
As seen in Tables 4.1 and 4.2, we used the same initial values for the total number
of calves, heifers, adults and same initial prevalence for the infected animals as in
[40]. The birth rates, death rates, vertical transmission rates, disease progression
rates were calculated using the parameter values in [40]. The contact rates β1 and
β2 were calculated using the parameter values in [37, 40]. Parameters related to
the environmental transmission were decided on the knowledge of farm practice as
described in section 4.2.
Table 4.1: Initial number of animals in each compartment
Susceptible Exposed Low–shedding High–shedding
Calves 130 70 0 0
Heifers 520 248 32 0
Adults 650 250 80 20
Table 4.2: Initial prevalence of the disease in the system
Susceptible Exposed Low–shedding High–shedding
Calves 65% 35% 0% 0%
Heifers 65% 31% 4% 0%
Adults 65% 25% 8% 2%
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Amount of initial MAP in the two environments
B1 = 0.2× 108
B2 = 590× 108
The parameter values we have used in the numerical simulations are given below:
Birth rates
b = bLa = bHa = 0.00127
Death rates
µSc = µEc = 0.00028
µSh = µEh = µLh = 0.000063
µSa = µEa = µLa = µHa = 0.0012
µB1 = µB1 = 0.0027
Vertical transmission rates
νL = 0 νH = 0.22
Age transfer rates
a1 = 0.0168 a2 = 0.00151
Disease progression rates
d1 = 0.0014 d2 = 0.0014 d3 = 0.00078
Contact rates
β1 = 0.0014 β2 = 0.001066
γ1 = 0.0000024 γ2 = 0.0000012 γ3 = 0.0000018
p = 0.3 r1 = 0.06 r2 = 0.06
λ1 = 0.007 λ2 = 0.007 λ3 = 29.5
First to see the dynamics of the disease with no testing or culling we have taken
δ = 0 in the numerical simulations given in Figures 4.6 – 4.8 and Table 4.3.
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Figure 4.6: Dynamics of the animals in each compartment with no testing or culling
The dynamics of the total animals in each class with no testing or culling is
given in the Figure 4.6. From the numerical results, we can see that the population
approaches an equilibrium. With no testing or culling, in 1000 days, the number of
susceptible cows approach zero and in 2000 days, susceptible calves and heifers also
are at very low level. At the end of 10 years there will be only one susceptible calf
and 8 susceptible heifers in the system. On the other hand, diseased animals increase
over time and at the end of 10 years there will be 395 low shedding heifers, 489 low
shedding adults and 313 high shedding adults.
The dynamics of the total animals in each disease class with no culling is given in
Figure 4.7. It is clear that over time the total susceptible animals are very low and
the total exposed, low shedding and high shedding animals increase in the system.
At the end of 10 years there will be only 9 susceptible animals left in the system.
There will be about 785 exposed animals, 884 low shedding animals and 313 animals.
Hence, only 0.45 % of the total animals will be uninfected with the Johne’s disease
in the system at the end of 10 years.
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Figure 4.7: Dynamics of the total animals in each disease class with no testing or
culling
Figure 4.8: Number of exposed cows from the bacteria in the environment when
p = 0.3, r1 = 0.06, r2 = 0.06 with no testing or culling
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The number of exposed cows from the bacteria in the environment when p =
0.3, r1 = 0.06, r2 = 0.06 without testing or culling is given in the Figure 4.8. It
can be seen that at the end of 10 years, about 840 animals get infected from the
bacteria in the environment. Hence, the bacteria surviving in the environment is also
an important route in Johne’s disease transmission.
Table 4.3: Prevalence of the disease at the end of 10 years without testing or culling
Susceptible Exposed Low–shedding High–shedding
Calves 1% 99% 0% 0%
Heifers 1% 52% 47% 0%
Adults 0% 25% 46% 29%
With no testing or culling, the prevalence of the disease at the end of 10 years
is given in Table 4.3. Compared to Table 4.2, it is clear that over 10 years the
disease prevalence reaches a very higher value. Starting with 35% of exposed calves,
at the end of 10 years, 99% of the calves will be exposed. Starting with 31% exposed
heifers, at the end of 10 years, there will be 52% exposed heifers. The exposed adults
prevalence at the end of 10 years will be as same as the initial prevalence of the
exposed adults. The low shedding heifers goes from 4% to 47% at the end of 10
years. Starting from 8% low shedding adults, they become 46% of the total adults.
Starting from 2%, there will be 29% of high shedding adults among total adults, after
10 years.
Next to see the dynamics of the disease in the system with testing and culling,
we first have considered the continuous daily culling with δ = 0.01 corresponding
to continuous testing. The numerical results are given in Figures 4.9 – 4.11. Later
we improve this by considering more realistic discrete testing and culling and the
numerical results are given in Figures 4.12– 4.14 and the Table 4.4.
The dynamics of the total animals in each class with continuous culling δ = 0.01
is given in the Figures 4.9. Over time, the population approaches an equilibrium.
Compared to Figure 4.6, here we can see that it takes more time for the susceptible
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Figure 4.9: Dynamics of the animals in each compartment with continuous culling
adults to reach a low level, yet they do not reach zero and there will be 60 susceptible
adults in the system. Due to the continuous culling, at the end of 10 years there will
be only 36 high shedders and the culled high shedders are replaced by the susceptible
heifers. Hence with continuous culling there will be 154 susceptible heifers at the the
end of 10 years. There will be more exposed adults in this case than with the no
culling situation. But, the susceptible calves, exposed calves, exposed heifers and low
shedding heifers shows similar dynamics in both cases. But, it takes a longer time for
the low shedding adults to reach its equilibrium value than in the no culling case.
The dynamics of the total animals in each disease class with continuous culling is
given in Figure 4.10. Even with continuous testing and culling, the total susceptible
animals still decrease over the time and diseased animals increase. But, at the end of
10 years still there will be about 215 susceptible animals in the system. Compared
to the no culling case, this is good improvement.
The number of exposed cows from the bacteria in the environment when p =
0.3, r1 = 0.06, r2 = 0.06 is given in the Figure 4.11. This graph shows that over 10
years about 469 animals get infected through the bacteria in the environment.
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Figure 4.10: Dynamics of the total animals in each disease class with continuous
culling
Figure 4.11: Number of exposed cows from the bacteria in the environment when
p = 0.3, r1 = 0.06, r2 = 0.06 with continuous culling
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Figure 4.12: Dynamics of the animals in each compartment with discrete culling
Next, to simulate more realistic dynamics in a dairy farm we run numerical
simulations with discrete culling. Here, we assume the testing occurs once a year and
depending on the sensitivity of the test, some proportion of animals with positive test
results are removed from the system. From [43], the sensitivity of the EVELISA test
is 97.1%. Hence, for an approximation we remove 90% of the high shedders at the
end of each year and add that number of animals into the susceptible heifers, and
then the ODE simulation is restarted. The simulation results are given in Figures
4.12–4.14.
The dynamics of the animals in each compartment with discrete culling is given
in the Figure 4.12. With more realistic discrete culling, we can see that over the time
the population approaches an equilibrium. Compared to Figure 4.6, with discrete
culling, it takes more time for the susceptible adults to approach a low number,
and the susceptible adults do not approach zero and they will approach about 11,
approximately in 2000 days. But, with no culling, susceptible adults become zero in
about 1000 days. With discrete annual culling, but just before testing and culling at
the end of 10th year, there will be about 129 high shedders. This is a better case
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Figure 4.13: Dynamics of the total animals in each disease class with discrete culling
Figure 4.14: Number of exposed cows from the bacteria in the environment with
discrete culling when p = 0.3, r1 = 0.06, r2 = 0.06
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compared to having 313 high shedders at the end of 10 years in the no culling case.
The removed high shedders are replaced by the susceptible heifers, and just before
this new replacements at the end of the 10th year, there will be about 87 susceptible
heifers in the system. Compared to having only 8 susceptible heifers in the system
with no culling, discrete culling gives good improvement. Also, with the discrete
culling, the equilibrium level of the exposed adults over the time is higher than the
equilibrium level of the exposed adults in the no culling case. But, similar to the case
with continuous culling, the susceptible calves, exposed calves, exposed heifers and
low shedding heifers shows similar dynamics as in no culling case. But, it takes a
longer time for the low shedding adults to reach its equilibrium value than in the no
culling case. Further, here we can clearly see that the decrease in high shedders and
the corresponding increase in susceptible heifers.
The dynamics of the total animals in each disease class with discrete culling is
given in the Figure 4.13. Over the time even with annual testing and culling, we can
see that the total susceptible animals decrease and the infected animals increase. At
the end of 10 years, just before testing and culling and the new replacements, there will
be about 99 susceptible animals left in the system. There will be about 823 exposed
animals, 907 low shedding animals and 129 high shedding animals. Hence, with the
annual testing and culling, about 5.05 % of the total animals will be uninfected with
the Johne’s disease in the system at the end of 10 years. This is about 11% increase
in the susceptible animals from no culling case.
Table 4.4: Prevalence of the disease at the end of 10 years with annual culling
Susceptible Exposed Low–shedding High–shedding
Calves 1% 99% 0% 0%
Heifers 20% 42% 38% 0%
Adults 1% 37% 60% 2%
With the annual testing and culling, the number of exposed cows from the bacteria
in the environment when p = 0.3, r1 = 0.06, r2 = 0.06 is given in the Figure 4.14.
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From this figure we can see that even with annual testing and culling, still about 840
animals get infected from the bacteria in the environment.
With discrete culling, the prevalence of the disease at the end of 10 years is given
in Table 4.4. Compared to Table 4.2, from Table 4.4, it is clear that over 10 years
even with testing and culling, the disease prevalence reaches a higher value. Starting
with 35% exposed calves, at the end of 10 years, 99% of the calves will be exposed.
Starting with 31% exposed heifers, at the end of 10 years there will be 42% exposed
heifers. Starting with 25% exposed adults, at the end of 10 years there will be about
37% of exposed adults. The low shedding heifers go from 4% to 38% in 10 years.
Starting from 8% low shedding adults, they become 60% among total adults. The
high shedding adults stay 2% of the total adults. But, compared to the results in
Table 4.3 for the no culling case, discrete culling decreases the prevalence of the
exposed heifers, low shedding heifers and high shedding adults. Further the discrete
testing and culling increases the uninfected heifers and adults in the system compared
to the no culling case.
Table 4.5: Comparison of the number of animals in each compartment at the end
of 10 years without culling and with annual culling











Figure 4.15: Dynamics of the bacteria in the two environments with no culling
Figure 4.16: Dynamics of the bacteria in the two environments with discrete culling
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The effect of culling is given in the Table 4.5. From Table 4.5 we can see that
testing and culling can increase the susceptible animals in each susceptible animal
compartment and reduce the infected animals in the all diseased compartments except
exposed adults and low shedding adults. At the end of 10 years after the annual
testing and culling, there will be 216 susceptible animals, 823 exposed animals, 907
low shedding animals and 13 high shedding animals. Hence, about 11.03% of the
total animals will be uninfected at the end of the 10 years. Hence, it is clear that
with annual testing and culling, one can reduce the prevalence of the diseased animals
in the system and increase the uninfected animals in the system by about 25%.
From Figures 4.8, 4.11 and 4.14, it is clear that over the time of 10 years many
animals can be infected due to the bacteria in the surrounding environment. Hence,
more studies should be conducted to understand the disease transmission through the
bacteria in the environment and to estimate better values for the parameters related
to the environmental transmission of MAP.
The dynamics of the bacteria in the two environments without and with culling
is give in Figures 4.15 and 4.16 respectively.
From Figure 4.15, we can see that over the 10 years, with no testing or culling
MAP in the heifers environment reaches an equilibrium of 1×1011. Further, the MAP
in the adults environment reaches about 3.4×1014 at the end of 10 years. From Figure
4.16, we can see that with annual testing and culling of the high shedders, MAP in
the heifers environment reaches an equilibrium about 1 × 1011. Further, the MAP
in the adults environment reaches about 9.2 × 1013 at the end of 10 years. Hence,
compared to the Figure 4.15, from Figure 4.16 we see that the annual removal of the
90% of high shedders reduces the total MAP in the adults environment.
Hence, using the numerical simulation results given in Figures 4.6 – 4.16 and
Tables 4.3 – 4.5 we can see that annual testing and culling can reduce the prevalence
of the Johne’s disease in the system.
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Next, using the parameter values in the model, we calculate R0 corresponding to
the next generation matrix (4.15) using S∗a = 650, our initial value for Sa. With no
culling (δ = 0),
R0 = 21.5081
and with the continuous culling (δ = 0.01),
R0 = 14.2318.
Hence, we can see that using testing and culling we can reduce the disease progression
in the system. Also, it is clear that even with the removal of the high shedders, the
disease can persist in the system.
4.4 Conclusions
A deterministic model for the Johne’s disease was developed considering possible
disease transmission through the environment. First, a more realistic model was
developed and later it was simplified to study the stability of the disease free
equilibrium in the system. Compared with previous work [5, 33], this work has a novel
way of representing the transmission from the environment by using a more realistic
approximation of bacteria in feces in the farm pasture and barn. This work models
testing and culling using pulse actions which corresponds to actual farm practices.
We explicitly found the basic reproduction number (R0) for the simplified model
and it clearly shows all possible routes of infection of the Johne’s disease. From,
the expression for R0, it is clear that cleaning the environment can reduce the basic
reproduction number and hence the prevalence of the disease in the system. Also, R0
for the more realistic model was calculated using the parameter values and it showed
that the disease free equilibrium is unstable, even with a high level of removal of high
shedding animals from the system.
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Numerical simulations were run for the more realistic model. Some of the
parameters were calculated from the available data and literature and some were
determined through knowledge of farm practices. From the numerical simulation
results we can conclude that the bacteria in the environment is an important route
for the disease transmission. We have analyzed and recorded the effect of discrete
(annual) culling on the prevalence of the disease.
Further modeling and simulation work should be done to see the effect of more
realistic cleaning of the environment on the prevalence of the Johne’s disease in a
farm. Also, we plan to investigate the effect of testing and culling two or three times
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A.1 The optimal control of the advection direction
in a competition model - numerical analysis
Here, we present some of the numerical techniques we used to analyze the optimal
control problem 2.2 and 3.2.
The one - dimensional problem:
One system for the simulation is:
ut − d1uxx − (hu)x = u[m− a1u]− b1uv in Q
vt − d2vxx = v[m− a2v]− b2uv in Q
d1ux · η + uh · η = 0 on (0, t) ∪ (L, t) for all t ∈ (0, T ) (A.1)
d2vx · η = 0 on (0, t) ∪ (L, t) for all t ∈ (0, T ) (A.2)
u(x, 0) = u0(x) ≥ 0 for a.e. x ∈ [0, L]
v(x, 0) = v0(x) ≥ 0 for a.e. x ∈ [0, L]
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That is here,
Q = (0, L)× (0, T )
and
S = (0, t) ∪ (L, t) for all t ∈ (0, T )
Numerical method:
The numerical simulations were done in MATLAB and using a finite difference
scheme. To approximate the first order derivatives, forward differences or the
backward differences were used and for the second order derivatives, the central
difference method was used.
Forward difference:
ut(i, j) =
u(i, j + 1)− u(i, j)
∆t
vt(i, j) =

























For the advection terms we have used the up wind method:
If h(i, j) > 0
(hu)x(i, j) =
(h1(i+ 1, j)u(i+ 1, j)− h1(i, j)u(i, j))∆t
∆x
,
if h(i, j) > 0
(hu)x(i, j) =
(h1(i, j)u(i, j)− h1(i− 1, j)u(i− 1, j))∆t
∆x
.
Hence, the above state equations can be approximated as:
If h(i, j) > 0
u(i, j + 1)− u(i, j)
∆t
= d1
(u(i+ 1, j)− 2u(i, j) + u(i− 1, j))
(∆x)2
+
(h(i+ 1, j)u(i+ 1, j)− h(i, j)u(i, j))
∆x
+u(i, j)[m(i, j)− a1u(i, j)]− b1u(i, j)v(i, j)
v(i, j + 1)− v(i, j)
∆t
= d2
v(i+ 1, j)− 2v(i, j) + u(i− 1, j)
(∆x)2
+v(i, j)[m(i, j)− a2v(i, j)]− b2u(i, j)v(i, j) ,
if h(i, j) < 0
u(i, j + 1)− u(i, j)
∆t
= d1
(u(i+ 1, j)− 2u(i, j) + u(i− 1, j))
(∆x)2
+
(h(i, j)u(i, j)− h(i− 1, j)u(i− 1, j))
∆x
+u(i, j)[m(i, j)− a1u(i, j)]− b1u(i, j)v(i, j)
v(i, j + 1)− v(i, j)
∆t
= d2
v(i+ 1, j)− 2v(i, j) + u(i− 1, j)
(∆x)2
+v(i, j)[m(i, j)− a2v(i, j)]− b2u(i, j)v(i, j) .
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After doing some algebra we have the numerical system:
If h(i, j) > 0
u(i, j + 1) = u(i, j) +
d1(u(i+ 1, j)− 2u(i, j) + u(i− 1, j))∆t
(∆x)2
+
(h(i+ 1, j)u(i+ 1, j)− h(i, j)u(i, j))∆t
∆x
+u(i, j)(m(i, j)− a1u(i, j))∆t− b1u(i, j)v(i, j)∆t
v(i, j + 1) = v(i, j) +
d2(v(i+ 1, j)− 2v(i, j) + v(i− 1, j))∆t
(∆x)2
+v(i, j)(m(i, j)− a2v(i, j))∆t− b2u(i, j)v(i, j)∆t ,
if h(i, j) < 0
u(i, j + 1) = u(i, j) +
d1(u(i+ 1, j)− 2u(i, j) + u(i− 1, j))∆t
(∆x)2
+
(h(i, j)u(i, j)− h(i− 1, j)u(i− 1, j))∆t
∆x
+u(i, j)(m(i, j)− a1u(i, j))∆t− b1u(i, j)v(i, j)∆t
v(i, j + 1) = v(i, j) +
d2(v(i+ 1, j)− 2v(i, j) + v(i− 1, j))∆t
(∆x)2
+v(i, j)(m(i, j)− a2v(i, j))∆t− b2u(i, j)v(i, j)∆t .
Approximating boundary conditions
At the boundary points (0,t), the outward normal is η = −1 and at the boundary
points (L,t), η = +1
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Hence, we get the boundary conditions as:
−d1ux · −uh· = 0 at(0, t)
−d2vx· = 0 at(0, t)
and
d1ux ·+uh· = 0 at(L, t)
d2vx· = 0 at(L, t) .
Then, using the forward difference at the points (0,t) we can write:
−d1
u(2, j)− u(1, j)
∆x
− h(1, j)u(i, j) = 0
and
−d2
v(2, j)− v(1, j)
∆x
= 0
(Note that in MATLAB notation the initial nodes will not be defined with zero.
Hence, in the above formula u(1,j) represents all the (0,t) points.)
After doing some algebra we can write these as:
u(1, j) =
d1u(2, j)
d1 − h(1, j)∆x
and
v(1, j) = v(2, j) .
Similarly using the backward difference at the points (L,t) we can write:
d1
u(N, j)− u(N − 1, j)
∆x
+ h(N, j)u(N, j) = 0
and
d2




(Note that by assuming there are N nodes representing the differential system in
MATLAB, in the above formula u(N,j) represents all the (L,t) points.)
Again after doing some algebra, we can write these as:
u(N, j) =
d1u(N − 1, j)
d1 + h(N, j)∆x
and
v(N, j) = v(N − 1, j) .
To solve the optimal control problems in (2.45) and (3.31) we have used the
forward backward sweep method [21, 26].
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