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1. Introduction 
How does the number of disjoint simple circuits necessary to cover the vertices 
of a 3-polyhedra1 graph depend on the number of vertices of the graph? This 
question was asked by D. Barnette [l]. Clearly, unbalanced bipartite graphs 
cannot be covered by ‘honest’ disjoint simple circuits. As there are infinitely 
many unbalanced bipartite 3-polyhedral graphs we either have to allow degener- 
ate circuits (single vertices or edges) or restrict the problem to a subfamily that 
admits a cover by ‘honest’ simple circuits. In this paper, we chose the latter. Our 
choice is the popular subfamily of simple 3polytopes (planar, cubic, 3-connected 
graphs). In section 2 we obtain bounds for the number of disjoint simple circuits 
necessary to cover the vertices of simple 3polytopes. We also obtain bounds for 
the largest number k such that every simple 3-polytope can be covered by disjoint 
circuits (paths) of length 5 k (see problem 3 in [l, p. 7361). 
We use the standard terminology of graph theory (e.g. Bondy and Murty [2]). 
We denote by ‘9 the family of all cubic 3-connected simple graphs and by sr, the 
subset of planar graphs in 5% The number of vertices in a graph G is denoted by 
ICI. By a circuit (cycle) we mean a simple non degenerate cycle (at least three 
vertices). A 2-factor (even 2-factor) of G is a collection of disjoint circuits (even 
circuits) that cover all the vertices of G. For any graph G we denote by K(G) the 
number of connected components of G and by K*(G) (K;(G)) the smallest 
number of vertex disjoint circuits (even circuits) that cover the vertices of G. We 
will obtain bounds for the following three functions: 
f0 = lim inf IG,,IIK~(G,J G,, E 59, 
fi = lim inf IG,IIK~(GJ G,, E Ce,, 
f2 = lim inf IG,]/KZ(G,) G, E %$ 
with the lim inf taken over all sequences of graphs G,, E 59 (G, E %rJ such that 
(G, I + 03 as IZ + 03. Observe that all three functions are meaningful as any graph 
G E 59 has a 2-factor by Petersen’s theorem [2], also every graph G E Y& is 3-edge 
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colorable by the Four Color Theorem and thus has an even 2-factor. We have to 
restrict ourselves to planar graphs for f2 as there are infinitely many snarks, that is 
cubic, 3-connected graphs that do not have even 2-factors (Isaacs [5]). The 
functions 5 can be viewed as the average length of cycles in 2-factors of the 
extremal graphs. 
2. The main results 
Let G and H be two disjoint cubic 3-connected graphs. Let g E V(G) and 
h E V(H). Denote by N(g) = {gl, g2, g3) and N(h) = {h,, h2, h3} the three 
vertices adjacent to g and h in G and H respectively. Define a new graph Gg @ Hh 
as follows: 
% @ 4 = (G -g) U W - h) U {@I, W, (g2, hz), (gs h3)) 
We say that G, @ Hh is obtained from G by substituting (H - h) for the vertex 
g. It is easy to see that Gg @ Hh is cubic, 3-connected, if G and H are planar so is 
Gg @ Hh and Gg @H,, = H,, C3 Gg. Furthermore, G, @ Hh is Hamiltonian iff both 
G and H are Hamiltonian. Any Hamiltonian cycle C of Gg @ Hh contains exactly 
two of the 3 edges {(g,, h,), (g2, h2), (g3, h3)} and intersects (H -h) in a simple 
path. 
Lemma 1. Zf a 2-factor F of Gg @ Hh intersects {(gl, hl), (g2, h2), (g3, h3)} then 
K(F) = K~(G) + K~(H) - 1. 
Proof. By the assumptions, F must contain a cycle with exactly two edges from 
{(gi, h,), (g2, h2), (g3, h3)}. Hence the other cycles in F that intersect H - h 
cannot contain edges from G - g. Also the cycle that intersects {(gl, hl), (g2, h2), 
(g3, h3)} must intersect H-h in a simple path. By adding the vertex h and the 
two appropriate edges that form a cycle in H with this path, it is easily seen that 
this cycle and the cycles of F that are contained in H - h form a 2-factor in H. 
Thus F must contain K~(H) - 1 cycles that are subgraphs of H-h. A similar 
argument applied to G -g proves the lemma. Cl 
Remark. Without the assumption that F rl {(gl, h,), (g2, h,), (g3, h3)} #B the 
lemma is not true. Indeed there are graphs G such that K~(G~ Cl3 Gg) < K~(G~). 
(See remark after Lemma 3.) 
Lemma 2. There exist a cubic 3-connected planar graph G, with 56 vertices and 
K;(G*)= 3. 
Proof. The Tutte triangle T E % (Fig. I), has 16 vertices and the following 
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properties: 
Ti: Every Hamiltonian cycle of T must contain the edge (x, t). 
T,: T -x is Hamiltonian (see the dotted line in Fig. I). 
T3: If C is a circuit in T, @ Gg that contains V(T -x) then C II (T -x) is a 
simple path that must contain the edge (t, gi). 
(The Tutte triangle was discovered by Tutte [6]. It has been the most frequently 
used substitution in the numerous papers that dealt with simple 3-polytopes 
having relatively short cycles (e.g. Walther [8, p. 551, Grtinbaum and Walther [4] 
and many others). By substituting three copies of T - x for three vertices of the 
simplex K4 Tutte obtained the first example of a non-Hamiltonian simple 
3-polytope with 46 vertices.) 
Let G,, be the 7-prism (Fig. 2). It is easy to check that: 
(i) No Hamiltonian cycle C of G,, satisfies C rl {er , e2, e3} 2 2 
(ii) No two disjoint cycles that cover G,, contain all 3 edges {e,, e2, e3} 
Let Gr be obtained from GO by three substitutions of T - x for x1, x2, x3 as shown 
in Fig. 3. By T, a Hamiltonian cycle in Gi will have to include the three edges 
{e,, e2, e3}. By T3 such a cycle will induce a Hamiltonian cycle in the 7-prism GO 
that uses the three edges {e,, e 2, e3} but this contradicts (i). Therefore G, is not 
Hamiltonian. Let F be a 2-factor of Gi with two components C1 and C2. If 
F ZI {e,, e2, e3} then we cannot have I;. - x 3 C1 for some i because C2 will induce 
Fig. 2. 
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T2- x J3 - x 
Fig. 3. 
a Hamiltonian cycle of Go that uses at least two of the three edges {e,, e2, e3} in 
contradiction to (ii). Hence from T3, it follows that C, and C2 induce a covering 
of GO by two disjoint cycles that use the three edges {ei, e2, e3}. But this 
contradicts (ii). Without loss of generality we may therefore conclude that e, 4 F. 
vertices of G,-, is by 
C2 cover the rest of 
It follows that the only way that Ci and C2 can cover all 
having one cycle, e.g. Ci, include all vertices of Tl -x and 
the vertices. But then we have IC,l = 15 and (&I = 41. Cl 
Lemma 3. There exist a cubic 3-connected planar graph Gz 
IQ(GJ = 3. 
with 62 vertices and 
Proof. To the graph Gi constructed in Lemma 2 add the three edges and six 
vertices as shown in Fig. 4. Let G2 be the graph thus obtained. 
Assume that Gz has a 2-factor F with only two components. Suppose that one 
of the new edges, e.g. e’ (Fig. 4) is not contained in F. Then the end points of 
this edge must belong to the same cycle C1 E F. This cycle cannot cover all 
vertices of Tl -x. Therefore T’ -x 13 C,. Since C1 must cover all the other 
Fig. 4. 
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vertices it follows from Ts that C1 induces a Hamiltonian cycle of Go that uses the 
edges e2 and e3 but this contradicts (i). Hence F must contain all three new edges. 
From T3 we conclude that the subgraph spanned in G2 by TI -x and the end 
points of e’ is not Hamiltonian. It follows that if a single cycle C1 E F contains 
both edges a, b (Fig. 4) then TI --x 3 C2 and again C1 will induce a Hamiltonian 
cycle of G,, that uses the edges e2 and e3. Therefore F 3 {e,, e2, e3}. But in this 
case C, and C2 will induce a cover of Go by two disjoint cycles that contain 
{e,, e2, e3} in contradiction to (ii). This concludes the proof of the lemma. 0 
Remark. It is not difficult to see that G2 -g is Hamiltonian if g is one of the 
vertices of the original 7-prism. Therefore we have rc2(Gg @G,) = 2 while 
K*(GJ = 3 for G = G2. Thus we have to exercise caution in the manner we 
substitute graphs if we want to increase the number of components in the minimal 
2-factor. 
Theorem 1. fO 6 10. There exist infinitely many graphs G E 59 in which every 
2-factor contains a cycle of length at most 5. 
Proof. Let G be a cubic, 3-connected, bipartite graph with n white and n blue 
vertices. Let P be the Petersen graph [2]. If we substitute n copies of P - g for the 
n blue vertices of G we obtain a graph G’ with 10n vertices. Any cycle that 
includes a white vertex will have to use two of the three edges used in Lemma 1. 
Since there are n white vertices each incident only to these edges any 2-factor of 
G’ will have to include a pair of these edges for each copy of P-g. Since 
K*(P) = 2 by Lemma 1 we get: K*(G’) 3 n + 1. Since the endpoints in P -g of 
these two edges have distance 3 in P - g, and since K~(P) = 2 it is easily seen that 
each 2-factor of G’ will have to include a cycle contained in P - g. This cycle will 
have length s 5. q 
Theorem 2. fi s 28, fi c 31. 
Proof. Let G1 be the graph obtained in Lemma 2. By substituting n copies of G1 
in a bipartite graph G E 3, with 2n vertices, we obtain a graph G’ E $4 with 56n 
vertices. By an argument similar to the argument in the previous theorem we see 
that rc*(G’) 3 2n + 1, proving that fi 6 28. If instead of G1 we use G2, (the graph 
obtained in Lemma 3), G’ will have 62n vertices and thus fi s 31. Cl 
Theorem 3. Zf G E Ce and IGJ 2 6 then IGI 3 W(G) (X a 6). 
Proof. Assume that the theorem is false. Let G E % be a graph with the smallest 
number of vertices, for which the theorem does not hold, 
(1) G cannot contain a triangle (obvious). 
(2) G cannot contain three Cd’s as shown in Fig. 5.1. 
290 M. Rosenfeld 
Fig. 5.1. Fig. 5.2. 
Indeed, if G contains this configuration, we reduce G to the graph G’ as shown 
in Fig. 5.2. Obviously, G’ E % and (G’I = IGl - 4. By our assumption we get: 
lG’la6~“,(G’). Let F’ be a 2-factor of G’ with &(G’) components. F’ must 
contain at least 2 of the edges of the 4 cycle (1,4,5,8). If (1,4) and (5,8) are the 
only two edges in F’, we replace them by the paths (1,2,3,4) and (5,6,7,8) to 
obtain a 2-factor in G with &(G’) components. If (1,8) and (4,5) are the only 
two edges in F’, then by replacing (1,8) by the path (1,2,3,6,7,8) we obtain 
again a 2-factor of G with K;(G’) components. If 3 edges belong to F’, e.g. 
(4,5), (5,8) and (8,l) then the path (4,5,8,1) must belong to the same 
component of F’. By replacing this path with the path (4,5,6,3,2,7,8,1) the 
parity of this component is not affected thus yielding a 2-factor of G with K;(G’) 
components. If (1,4,5,8) is a component of F’, then we can replace this 4 cycle 
with the 8 cycle (1,2,3,4,5,6,7,8) in G to obtain the same result. This proves 
(2). 
(a) Every even 2-factor of G must contain some C4’s (otherwise the theorem 
follows immediately). Let 9’ denote the family of all 2-factors of G that have the 
minimal number of C4’s as components. Let 9 denote the subset of 9’ consisting 
of the 2-factors having the least number of components. The theorem will be 
proved if we can show that K(F) 6 (G(/6 for F E 9. 
(b) Every even 2-factor of G induces a coloring of the edges of G by 3 colors 
and vice versa. For any 3 coloring of the edges of G we denote by Qij the set of 
Cq’s whose edges are colored {i, j}. Choose an F E L@ and color the edges of F by 
the colors {1,2}. The remaining edges are colored 3. By the choice of F, we 
have: 
IQ4 =z IQ231 (4.1) 
(cl Let Q12, KI, . . . , K, be all the components of F (I& I 3 6), and let 
C = (1, 2, 3, 4) belong to Q23. It is easy to see that m 3 1. If the 2-colored edges 
of C belong to distinct components of F as shown in Fig. 6.1, by interchanging the 
colors of the edges of C as shown in Fig. 6.2, we obtain a 3-edge coloring of G. 
=-1l-3l1---\ /’ =-r211-=~\ 
i ._il 3 I,,; - ‘,,j , [,,; 
x Y 
Fig. 6.1. Fig. 6.2. 
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Fig. 7.1. Fig. 7.2. 
The only way that the number of { 1,2} colored C4’s in this new 3-edge coloring 
of the edges of G can increase is if there is an edge (x, y) in Fig. 6.1 that is 
colored 2. But in this case the 2-colored edges of C belong to the same 
component Ki of F. Therefore the { 1,2} colored edges form a 2-factor with no 
more C,‘s than F, having less components than F, in contradiction to the choice 
of F. We therefore conclude that the two edges of C colored 2, must belong to 
the same component Ki of F. We say that C E Ki. 
(d) Every component Kj of F partitions the plane into two disks. Let ri and rl 
denote the number of Cq’s E Ki in these disks. We assume that ri 2 rf. We 
therefore have: 
Z :(ri + rl) = IQ231 and c I; 2 1Qz31/2 (4.2) 
(e) Let H be any even 2-factor of G and let K be a component of H. If there 
are r (2, 3}-colored CA’s inside K and r 2 1 then: 
lKla4r+6 (4.3) 
We prove this claim by induction on r. Assume first that r = 1. Since G contains 
no triangles, the faces L1 and Lz adjacent to this C4 inside K (Fig. 7.1) have at 
least 4 vertices each. If (Lil 5 5 then IK( 2 10 as claimed. If ILlI = 4 then by (2) 
lLzl 3 5. Since K is an even cycle we get IKJ 3 10. Assume now that there are 
r > 1 {2,3}-colored Cd’s inside K. We change the colors of one of these as shown 
in Fig. 7.1. The { 1,2}-colored edges determine a new even 2-factor H’ of G in 
which L1 and L2 are components of H’ (observe that we changed the meaning L1 
and L2). Let r, and rz denote the number of {2,3}-colored C4’s inside L1 and L2 
respectively. Obviously we have: 
r, + rz = r. 
If ri 3 1 then by the induction hypothesis applied to L1 and L2 we get: 
IK( = JL,I + lLzl > 4r, + 6 + 4r, + 6 > 4(r, + r, + 1) + 6 = 4r + 6. 
If rl = 0 then ILlI 5 4 and again, by the induction hypothesis applies to L2 we get: 
JKI=lLll+lL21a4+4r2+6=4r+6. 
Since each component Ki of F has at least 6 vertices we have: 
IKilS4ri+6 (i=l...m) (4.4) 
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Since K;(G) = l&r21 + m, combining (4.1), (4.2) and (4.4) we get: 
IV(G)] = 4 IQICLI + C lKil* 4 IQuI + C 4ri + 6 
3 4 lQ1~l + 2 I&~~1 + 6m 3 W&121 + m) = W(G). 
This concludes the proof of Theorem 3. Cl 
3. Concluding remarks 
It follows from Theorem 3 that every simple 3-polytope P with n vertices can 
be covered by even cycles whose average length is 26 or by disjoint paths whose 
average length is 25 (compare with an average length of 3 as follows from the 
fact that every 3-polytope P can be covered by (n + 2)/3 disjoint paths, Barnette 
[l]). We conjecture: 
Conjecture 1. Every simple 3-polytope has an even 2-factor in which every cycle 
has length 2 6. 
If Conjecture 1 is true, it will of course give an immediate proof to Theorem 3. It 
will also imply that every graph G E %r can be covered by a family of disjoint 
paths (cycles) of length > 5 (6). From the proof of Theorem 2 we easily get that 
there exist infinitely many graphs for which any 2-factor will contain a cycle of 
length c 12 or any cover of G by disjoint paths will contain a path of length 6 11 
(see problem 3 in [l, p. 7361). It is interesting to note that there exist infinitely 
many examples of graphs G E ??r for which every minimal 2-factor must contain a 
4 cycle (though they have other 2-factors with no 4 cycles). The graph G in Fig. 8 
Fig. 8. 
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has 184 vertices, it is not Hamiltonian, K*(G) = 2 and every 2-factor of G with 
two components must be a C, and a Cim. 
Using Tutte triangles in a form similar to Fig. 8, we can construct infinitely 
many examples of planar graphs G,, for which K~(GJ = 2 while K;(G,J* TV, 
leading us to: 
Problem 2. Is fi = f2? 
Tutte [7] proved that every 4-connected planar graph is Hamiltonian. This 
implies that every 4-regular, 4-connected planar graph is 2-factorable, that is its 
edges are the edge disjoint union of cycles. Nash-Williams conjectured that all 
4-regular, 4-connected graphs admit a Hamiltonian decomposition (this would 
imply that the edges of every 4-regular, 4-connected planar graph are the edge 
disjoint union of two cycles). Grtinbaum and Malkevitch [3], constructed 
infinitely many planar, 4-regular, 4-connected graphs that do not admit a 
Hamiltonian decomposition. The technique used in Section 2 can be modified to 
show that for every positive integer k there are planar, 4-regular, 4-connected 
graphs whose edge set is the disjoint union of no less than k edge disjoint cycles, 
leading us to: 
Problem 3. How does the minimal number of edge disjoint cycles that cover all 
the edges of a 4-regular, 4-connected planar graph depend on the number of 
vertices? 
The longest cycle in some graphs G E 9Ji, is substantially smaller than the 
number of vertices (see Walther [8], and Grtinbaum and Walther [4]). P. Erdiis 
(private communication) asked: 
Problem 4. Does there exist a positive constant c such that in every G E 9,, we 
can find o(lG() disjoint cycles that cover at least c ICI vertices? 
For cyclically 4-connected graphs the answer is affirmative. Griinbaum and 
Malkevitch [3], proved that such graphs have a cycle of length 2 7 ICI. We 
believe that the answer to problem 4 is affirmative for all G E Y$,. 
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