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Preface 
Memristive phenomena combine the functionalities of electronic resistance and data memory 
in solid-state elements, which are able to change their resistance as a result of an electrical 
stimulation in a non-volatile fashion. In nanoelectronics, this functionality can be used for in-
formation storage and unconventional logic, as well as neuromorphic computing concepts that 
are aimed at mimicking the operation of the human brain. 
A multitude of fascinating memristive phenomena has emerged over the past two decades. 
These phenomena typically occur in oxides and higher chalcogenides and are one of the hottest 
topics in current solid-state research, comprising unusual phase transitions, spintronic and mul-
tiferroic tunneling effects, as well as nanoscale redox processes by local ion motion. They in-
volve electron correlation, quantum point contact effects and exotic conformation changes at 
the atomic level. 
The Spring School provides a comprehensive introduction to and an overview of current re-
search topics covering the physics of memristive phenomena, with an emphasis on an under-
standing of the underlying basic principles. The inspiration to organize this school arose from 
our Cooperative Research Center Resistively Switching Chalcogenides for Future Electron-
ics (SFB 917) which has been funded by the Deutsche Forschungsgemeinschaft since July 
2011. The overarching aim of the SFB 917 is to advance the microscopic understanding of 
memristive phenomena utilizing changes in the atomic configuration, in particular in the phase 
and the valence of oxides and higher chalcogenides. To explore the full potential and pave the 
way for an ultimately energy-efficient electronics technology it is mandatory to realise ultrahigh 
scalability, fast switching kinetics and long retention times. The promise to realise fast, non-
volatile devices which may enable novel, brain-like functionalities by neuromorphic compu-
ting, defines the technological potential of the SFB. 
The school comprises approximately 50 hours of lectures, including discussions, as well as the 
opportunity to visit the participating Institutes in Forschungszentrum Jülich. All lectures will 
be given in English. Registered participants will receive a book of lecture notes that contains 
all of the material presented during the school. The lectures are grouped together in five sec-
tions, which are outlined below. 
Fundamentals 
Material properties provide the basis for understanding the physics of the processes that occur 
during memristive phenomena. These lectures focus on atomic and electronic structure, with an 
emphasis on metal oxides and higher chalcogenides that are used in memristive cells, lattice 
disorder in these materials, phase transition processes and ionic transport mechanisms. This 
section concludes with the physics of redox processes, electron transfer at interfaces, electronic 
transport properties including correlation effects, insulator-metal transitions, and electron tun-
neling. 
Technology 
In order to achieve functional and energy-efficient electronic circuits, memristive cells must be 
integrated with CMOS digital circuits using process technology and designed to match specific 
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applications, such as information storage in memory or information processing in logic circuits. 
Cell design and state-of-the-art integration technology are introduced in this section of the 
Spring School. The lectures focus on chemical and physical vapor deposition techniques (mo-
lecular beam epitaxy, pulsed laser deposition and sputtering), in combination with optical, elec-
tron-beam or nano-imprint lithography, ion etching and atomic precision polishing. As an al-
ternative to these top-down techniques, promising bottom-up approaches that involve molecu-
lar self-assembly processes are described briefly. 
Analysis and characterization 
Functional characterization of memristive cells can be performed by using electric sweep and 
pulse tests over a wide dynamical range, from sub-nanoseconds to kiloseconds. In order to un-
derstand the microscopic mechanism of memristive phenomena, a plethora of advanced micro-
scopic, scattering, and spectroscopic techniques are required. Due to the fact that memristive 
cells are typically nanoscale objects and atomic and electronic configuration changes that lead 
to resistance changes are tiny, the elucidation of the operating principles of memristive cells is 
highly challenging and sometimes beyond the possibilities of the techniques that are currently 
available. These lectures cover X-ray diffraction methods, aberration-corrected high-resolution 
transmission electron microscopy and spectroscopy, off-axis electron holography and tomog-
raphy, photoemission electron spectroscopy and microscopy, and cutting-edge scanning probe 
techniques. 
Memristive phenomena for non-volatile electronic functions 
The fascinating internal physical mechanisms of memristive phenomena in oxides and higher 
chalcogenides can be grouped into nanoscale phase transitions, nanoionic redox processes and 
the modulation of the tunnel transmission through barriers because of changes in the barrier or 
the terminals. Magnetic terminals lead to the chance to exploit magnetoresistive and spintronic 
effects, such as spin-transfer torque. These lectures will cover nanoionic redox processes, i.e., 
processes in which local ion motion in metal oxides is highly non-linear as a result of thermal 
and/or field enhancement, leading to a valence change of the metal ions and a corresponding 
modulation of the electron transport. Phase change memories rely on volatile electronic thresh-
old switching followed by a thermally-induced phase transition between an amorphous and a 
crystalline state, in which disorder controls electron transport. In the case of functional tunnel-
ing oxides, electron transmission can be modulated by electrostatic, ferroelectric, multiferroic 
or nanoionic effects in the tunneling barrier.  
Applications and Future Directions 
The last section of the Spring School comprises lectures that cover present and future applica-
tion areas, such as memories for information storage, unconventional logic and neuromorphic 
computing concepts that are aimed at emulating the function of the human brain. Aspects of 
memristive circuits such as the required selector devices in array architectures, as well as reli-
ability issues and ultimate physical limits of further miniaturization, will be explained. 
10
This school could not take place without the help and dedication of many colleagues. We are 
grateful to all contributors from the Peter Grünberg Institute (PGI) of the Forschungszentrum 
Jülich and colleagues from the RWTH Aachen University as part of the Jülich-Aachen Research 
Alliance, section Fundamentals of Future Information Technology (JARA-FIT).Explicitely, we 
acknowledge the time and effort the following colleagues spent to prepare the manuscripts and 
the lectures:  
 
Dr. Gustav Bihlmayer (PGI-1/IAS-1, FZJ) Prof. Stefan Blügel (PGI-1/IAS-1, FZJ) 
Dr. Chris Boothroyd (PGI-5/ER-C, FZJ) Dr. Ulrich Böttger (IWE2, RWTH) 
Dr. Daniel Bürgler (PGI-6, FZJ) Dr. Regina Dittmann (PGI-7, FZJ) 
Prof. Dunin-Borkowski (PGI-5/ER-C, FZJ) Dr. Philip Ebert (PGI-5, FZJ) 
Dr. Felix Gunkel (IWE2, RWTH) Victor Havel (IWE2, RWTH) 
Dr. Arne Heittmann (EECS, RWTH) Dr. Susanne Hoffmann-Eifert (PGI-7, FZJ) 
Dr. Chun-Lin Jia (PGI-5/ER-C, FZJ) Prof. Uwe Klemradt (Physics 2C, RWTH) 
Dr. Eike Linn (IWE2, RWTH) Dr. Phivos Mavropoulos (PGI-1/IAS-1, FZJ)
Dr. Riccardo Mazzarello (ITSSP, RWTH) Dr. Stephan Menzel (PGI-7, FZJ) 
Dr. Jürgen Moers (PGI-8, FZJ) Dr. Marco Moors (PGI-7, FZJ) 
Prof. Tobias Noll (EECS, RWTH ) Dr. Christian Pithan (PGI-7, FZJ) 
Dr. Lukasz Plucinski (PGI-6, FZJ) Dr. Martin Salinga (Physics IA, RWTH) 
Prof. Claus M. Schneider (PGI-6, FZJ) Dr. Roger De Souza (IPC, RWTH) 
Dr. Ilia Valov (PGI-7, FZJ) Prof. David DiVincenzo (PGI-2, FZJ) 
Prof. Bert Voigtländer (PGI-3, FZJ) Dr. Daniel Wortmann (PGI-1/IAS-1, FZJ) 
Dr. Dirk Wouters (IWE2, RWTH)  
 
We highly appreciate that several distinguished colleagues from external universities and re-
search laboratories have agreed to contribute to the program of the school: 
Dr. Yang-Yin Chen, Dr. Andrea Fantini, imec, Belgium  
Dr. Etienne Janod, Dr. Benoit Corraze, Dr. Julien Tranchant, Dr. Marie-Paule Besland and Dr. 
Laurent Cario, Institute des Matériaux Jean Rouxel (IMN), CNRS Nantes, France 
Dr. Rotraut Merkle, Max-Planck-Institut für Festkörperforschung, Stuttgart 
Dr. Ioan Lucien Prejbeanu, SPINTEC, UMR 8191 CEA-CNRS-UGA-GINP, Grenoble, France  
Dr.Nagarajan Raghavan, imec, Beligum & Singapore Univ. 
Prof. Victor Zhirnov, Semiconductor Research Corporation (SRC) and NCSU, USA 
Dr. Martin Ziegler, Dr. Adrian Petraru, Dr. Rohit Soni, Prof. Hermann Kohlstedt, Nanoelektro-
nik, Christian-Albrecht-Universität zu Kiel 
11
We would like to express our thanks to all these colleagues for the effort and enthusiasm, which 
they have put into the preparation and presentation of their lectures and manuscripts. We are 
very grateful to the board of directors of the Forschungszentrum Jülich for the continuous or-
ganizational and financial support, which we have received for the realization of the IFF Spring 
School and for the production of this book of lecture notes. Furthermore, our special thanks go 
to Michael Beissel for the general management, to Thomas Pössinger for the preparation of the 
layout, Dagmar Leisten for graphics support, as well as Maria Garcia and Luise Snyders for 
countless supporting tasks.  
Finally, we are highly indebted to the Deutsche Forschungsgemeinschaft for the support of our 
Cooperative Research Center (SFB 917).  
 
Jülich and Aachen, January 2016 
 
Rainer Waser and Matthias Wuttig 
School Chairmen 
12


 Introduction and Survey 
Rainer Waser 
Peter Grünberg Institut, PGI-7, Forschungszentrum Jülich GmbH 
Institut für Werkstoffe der Elektrotechnik II, IWE2 
RWTH-Aachen University 
JARA-FIT 
 
 
 
 
 
 
Contents 
1 Binary switch – the most basic element representing information 2 
2 Conventional nanoelectronic devices and their physical limits 4 
3 Concept of two-terminal memristive elements 8 
3.1 Advantage of resistive switching over conventional non-volatile concepts 8 
3.2 Operation modes of memristive devices 9 
3.3 Classification based on memristive mechanisms 11 
3.4 Memristive Systems and Memristors 18 
4 Prospects and Challenges 19 
 
15
0 — 2  R. Waser 
 
 
This chapter provides a brief sketch of the framework in information theory and physics for the 
Spring School. We will start with physical state variables which are used to represent infor-
mation, basic definitions of memristive switching elements, their main switching modes, and 
their most important performance parameters. Furthermore, it sketches the scope of the book 
which spans from nanoscale physics and chemistry of the switching phenomenon to devices, 
technology, and application areas. A classification of memristive elements and a brief history 
of the phenomena is given.  
This chapter comprises parts from the following sources: General Introduction and Introduction 
to Part III and Part V of “Nanoelectronics and Information Technology” [1], Chapter 4 of “Nan-
otechnology – Information Technology I” [2], Chapters 3-9 of “Emerging Nanoelectronic De-
vices” [3], and Chapter 1 of “Resistive Switching” [4]. 
1 Binary switch – the most basic element representing 
information 
Information is coded in languages. The smallest, i.e., irreducible element of a language are 
called characters. The basic set of characters of a language constitutes the alphabet or code of 
this language. For instance, the Morse alphabet consists of three discrete basic characters, that 
is dot, dash, and space. The English language exhibits a character set of 26 letters, in upper- 
and lower case, ten numerical digits, and various punctuation marks. The genetic DNA code 
uses four discrete characters represented by four different chemical base groups. The binary 
code, or Boolean code, consists of only two characters, “0” and “1”. Since any language re-
quires at least two discrete basic characters in order to represent information, the Boolean code 
is the most elementary language. This makes it most suitable for carriers with bi-stable states, 
frequently used in digital electronics which is the basis of the Information and Communica-
tion Technologies (ICT) today. The information I encoded in one character of the Boolean 
code is called 1 bit.  
In the context of information processing, logical operations are applied at the basic characters 
of a language. This is why the basic characters are also called logic states. Digital electronics 
today relies on binary Boolean logic, although multinary logic concepts are conceivable as well 
and will be discussed in the course of this Spring School.   
In order to be transmitted, processed or stored, information always requires a physical carrier. 
The information is mapped onto physical properties, the so-called state variables, of the carrier 
by structuring or patterning the carrier in space or time. The smallest binary information sys-
tems consists of a binary switch. An abstract binary switch is sketched in Fig. 1 illustrating the 
basic operations WRITE, READ, and TALK. The WRITE operation sets a dedicated state in 
the binary switch, the READ operation detects the state of the switch, and the TALK operation 
transfers the state from/to the switch (without detecting the state). These basic operations can 
be used to cover the three areas of information technology: information storage by writing and 
reading the memory, information processing by logic operations, and information transfer 
by communicating the information. 
As expressed by the terms electronics, microelectronics, and nanoelectronics, the input and 
output signals to binary switches today is based on electrons as the physical carriers, using the 
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electron charge (as oppose to its spin or mass) as the state variable, although other possibilities 
exist too (e.g. concentration differences of ions in biological neurons, the phase of Cooper pairs 
in superconductor logic circuits, etc. [1]). Within the binary switch, various state variables may 
be used. A main goal of research in emerging concepts of nanoelectronics is the investigation 
of these state variables and the corresponding physical carrier. 
 
Figure 1: The constituents 
of an abstract binary switch 
(From Chap. 4 in Ref. [2]). 
Fig. 2 shows the major options for state variables and corresponding physical carriers reported in 
literature. They are not completely orthogonal, i. e., different properties of a carrier can be used 
as state variable. For example, the charge or the magnetic dipole orientation (spin orientation) of 
an electron can be used as the state variable for computation. Furthermore, the spin of electrons 
in nanodots may be utilized by the phase of their wave functions in order to create magnetic 
qubits. Often, a combination of effects has to be considered. For example, an electronic charge 
transferred to and localized on an atom in molecules may lead to a conformation change (i. e., a 
change in the geometrical arrangement of the atoms in the molecule) which in turn may result in 
a stabilization of the state (Chap. 21 in [1]). Here, the electron charge or the arrangement of atoms 
may be considered as the state variable. The same holds for, e. g., for some redox-based resistive 
memory cells were the depletion of anions, i. e., a rearrangement of atoms, leads to a change in 
the oxidation states of cations i. e. the localized electron charges, as we will discuss in details. 
Another classification of (binary or multinary) switches refers to the number of terminals: 
• two-terminal devices in which the same terminals are used for the input signal to modify 
(write) the output state and for the reading of the output signal (as well as for the energy 
supply); examples are: diodes, capacitors, and, in particular, memristive elements as the 
topic of this Spring School. 
• three-terminal devices (in general: multi-terminal devices) in which the input (control) 
signal uses a separate terminal than the output signal; example: transistors. In transistors, 
the input signal is applied to the gate (or base) while the output signal is the electronic 
current from source to drain (or emitter to collector). 
Research in nanoelectronics mainly focusses three overarching aims: (1) increase of the com-
putational throughput in information processing by alternative concepts, (2) reduction of the 
energy consumption by orders of magnitude and exploiting the physical limits in energy-effi-
ciency, and (3) improvement in the device density by further miniaturization because of costs 
and because of new areas of applications (such as the Internet of Things, IoT). Memristive 
phenomenon may hold the key to all three of these aims. Memristive elements are two-terminal 
devices which inherently decreases the wiring complexity on chips significantly because a sep-
arate wiring for the control signals is not required. As we shall see in the following chapters, 
memristive phenomena may also lead to energy efficiencies much beyond the limits of conven-
tional nanoelectronics, and they hold the promise of a paradigm shift into completely new com-
putational concepts. 
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Figure 2: Options for 
state variables and 
corresponding physical 
carriers. (From 
Introduction to Part III 
in Ref. [1], with 
modifications). 
 
 
 
2 Conventional nanoelectronic devices and their physical 
limits 
In order to demonstrate the prospects of devices based on memristive phenomena, we will 
briefly discuss few prominent examples of nanoelectronic devices and their physical limits upon 
further miniaturization. We will choose the most common memory devices used today, DRAM 
and Flash, because of their ubiquitous use and because of their memory functionality which we 
are going to compare with memristive devices throughout this Spring School.  
18
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As a measure of the miniaturization we shall use the minimum feature size F which denotes the 
smallest feature (in nm) which can be fabricated by a given technology of a semiconductor fac-
tory. F is mainly determined by the lithography used for fabricating the integrated circuits. The 
reduction of F over the years is empirically reflected by the famous Moore´s law. F has been 1 
µm in 1988, 130 nm in 2002, and it is currently (2016) 14 nm for the most advanced processor 
and memory chips in mass fabrication by companies such as Intel, Samsung, and TSMC.  
Dynamic random access memory (DRAM) is the most prominent operation memory in com-
puter systems today – from smart phones and tablets to servers and super computers. The stor-
age element is a dielectric capacitor as a two-terminal device operating on electron charge as 
the state variable. The direction of the charging (one capacitor plate positively charged and the 
other one negatively charge, or vice versa) represents the binary state, “0” or “1”. In order to 
keep the charge on the capacitor plates, the capacitor is connected to an access transistor T 
which isolates the storage capacitor unless there is a READ or WRITE operation. These com-
binations of a storage capacitors and access transistors (short: 1T-1C) are the memory cells of 
the DRAM and they are organized in an array (or: matrix) configuration as in every random 
access memory. An array with access (or: select) transistors at each node is called an active 
array, while an array with only the two-terminal storage elements is called a passive array 
(Fig. 3). In the context of arrays of memristive devices, this issue will be discussed in E3. 
Figure 3: Configuration of array-based memories including the word line (WL) drivers located 
at the rows of the array and sense amplifier / pre-charge circuit units driving and sensing the 
bit lines (BL) located at the columns of the array. The sketch is generalized and simplified. The 
actual configuration will depend on the type of memory and design. 
(a) Active array.  
(b) Passive array.  
Sik storage elements, dik data signals  
In the case of DRAM, the storage elements are dielectric capacitors. 
(From Introduction to Part V in Ref. [1]) 
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In the active array, the word lines (WL) are connected to the gates of the transistors, while the 
bit lines (BL) are connected to the storage element. In the case of the DRAM, the BL accesses 
one of the plates of the storage capacitor (with a capacitance CS) via the channel of the transistor 
(Fig. 4). The other plate of the storage capacitor is connected to a plate line (PL) which is 
typically kept at a fixed voltage (e.g. 1/2 of the operating voltage). The DRAM cell has only a 
short time for which it can keep the information. The retention time is less than 1 s because of 
leakage currents through the capacitor dielectrics and leakage through the transistor despite 
being turn off. For this reason, the charge state of the storage capacitor is periodically refreshed, 
e.g. every 64 ms. Because of the low retention time and the fact that the information is lost 
when the supply voltage of the circuit is turned off, DRAM belong to the group of volatile 
memories.  
 
Figure 4: Schematic 
representation of a 
DRAM cell as part of 
an array. 
For a WRITE operation, the pre-charge circuit sets the required voltage to the BL of the cell to 
be addressed. For a READ operation, the charge of the addressed storage capacitor is redistrib-
uted between CS and the parasitic BL capacitance CBL as in a capacitive voltage divider. Be-
cause an array consists of, for instance, 512 WL and 512 BL, the CBL is quite high, e.g. 100 fF 
for a DRAM in the 45 nm technology; see Chap. 27 in Ref. [1]. Typically CS should not be less 
20 fF in this case, in order to cover the sensitivity of the sense amplifier at the end of the BL. 
To realize such relatively large capacitance values on a small footprint of an integrated chips 
(e.g. 6 F2), the storage capacitor is put upright and extended into the third dimension either as 
a deep trench into the substrate of the chip or as a high stack above it. However, this concept 
runs into ultimate physical scaling limits because of the dimensions of the capacitor stack given 
by the sum of the dielectric material and the electrode thickness. The leakage currents become 
unacceptable large for high-permittivity dielectrics below a dielectric thickness of approx. 8 
nm, and the electrode thickness need to be at least 2 nm in order to obtain sufficiently high 
conductances. For these reasons, the ultimate scaling limit is estimated at F = 12 nm, while 
technological limits will set in even before. At this limit, the real area of the storage capacitor 
(which is folded into the trench or stack) is >300 F2, i. e., approx. 40000 nm2. Details can be 
found in Chap. 27 in Ref. [1]. 
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Figure 5: (a) Cross section of a floating gate MOSFET. (b) Electrostatic energy barrier dia-
gram from the channel to the control gate (along cut A to B in (a)). 
Flash memories are based on MOSFETs (Metal-Oxide-Semiconductor Field-Effect Transis-
tors) with an additional floating gate, invented by Sze and Kahng in 1967 [5]. The floating gate 
is an isolated gate embedded in the gate dielectrics of the MOSFET (Fig. 5).  
If excess electrons are trapped on the floating gate, the threshold voltage of the transistor is 
shifted. This shift can be detected so that the floating gate MOSFET represents a memory ele-
ment. If the energy barrier WB established by the dielectrics (e.g. SiO2) is high enough (> 1.7 
eV) and the barrier is thick enough (> 5 nm) to prevent direct tunneling, the trapped excess 
electrons may be kept on the floating gate for more than 10 years which is a typical character-
istic of a non-volatile memory.  
The WRITE operation of a floating gate MOSFET is facilitated by high voltages applied to the 
control gate. At sufficiently high voltages, the dielectric barrier between the channel and the 
floating gate becomes so strongly deformed that electron tunneling through the trapezoidal part 
of the barrier (so-called Fowler-Nordheim tunneling) is possible (Fig. 5b). For a reasonably fast 
write operation (ms to µs), write voltages of > 12 – 15 V are required. The relationship between 
the write speed and the write voltage represents the voltage-time dilemma, which is a funda-
mental property of non-volatile memories: if one wants to reduce the operating voltage, a dra-
matic (approx. exponential) degradation of the operation speed results. As an alternative write 
operation, injection of hot electron from the channel into the floating gate can be used. Rela-
tively high voltages between source and drain and at the control gate are required and the pro-
cess is very inefficient, as only one electron out of 105 to 106 electrons gets injected.  
Highly dense arrays of floating gate MOSFETs are called Flash memories, in which the infor-
mation can only be erased in blocks of e.g. 1 MB. Today, this is by far the most ubiquitous type 
of integrated non-volatile memories, and it is used in USB memory sticks, smart phones, cam-
eras, and increasingly solid-state drives (SSD) replacing magnetic hard disc drives in laptop 
computers, serves, and super computers.  
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Despite the huge market penetration today, severe scaling limits have been reached already. 
The thickness of the stack from the channel to the control gate is inherently limited by direct 
tunneling, the voltages are extremely high compared to operating voltages in modern micropro-
cessors, and the devices cannot be individually addressed in the high dense Flash architectures 
(i.e. there is no random access). Details about floating gate MOSFETs and Flash memories can 
be found in Chap. 26 in Ref. [1]. 
3 Concept of two-terminal memristive elements 
3.1 Advantage of resistive switching over conventional non-volatile concepts 
As we have discussed for the DRAM cell, capacitors require a relatively large area in order to 
build up a significant capacitance value (to compete with any BL capacitance). More im-
portantly, the cross section of a resistor may be extremely small. In contrast, the cross section 
of a resistor may be tiny. Even a chain of single metal atoms may exhibit reasonable resistance 
value in the low kΩ range. Such a chain would have a cross section of < 1 nm2 (compared to 
approx. 40000 nm2 for a DRAM capacitor at the scaling limit). Taking out just two metals 
atoms (or changing them into atoms of insulators) from this chain increases its resistance by 
more than a factor of hundred.  
In addition, as we have learnt from floating gate cells, confining an electron in order to use it 
for a non-volatile memory requires relatively high (WB) and thick (a) energy barriers because 
of the low mass m of electron and the resulting high tunneling probabilities. If a non-volatile 
state is established by a configuration of atoms, the requirements on the surrounding energy 
barriers disappear because of the several 1000 times higher mass of atoms and the fact that the 
mass enters into the exponent of the tunneling probability:  
B
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 
Π ∝ − ⋅ ⋅      
In fact, an atom even does not tunnel from its site in a crystal lattice to a neighbouring 
(empty) site. 
For these two main reasons, any concept which relies on the change of the resistive on the 
nanoscale by changing the configuration of atoms (and some other means, as we shall see) may 
have a huge advantage over conventional non-volatile device concepts with respect to further 
miniaturization, i.e. the ultimate limits of scaling, and data retention. Concepts of resistance 
change to realize a binary (or multinary) switch are called, as mentioned, resistive switching. 
They denote reversible phenomena of 2-terminal elements which change their resistance upon 
electrical stimuli in a non-volatile fashion [6]. The reversibility is obtained by repeated appli-
cations of suitable stimuli which control the resistance value between two or more levels. Non-
volatility means that the resistance change remains for a (long) retention time after the stimulus 
has been released. Phenomenologically, the stimulus affects an internal state variable of the 
element which controls the resistance. For this reason, the resistance values are memorized by 
the element which are, therefore, called memristive elements or devices (see Sec. 3.4 and Chap-
ter E4). The required switching speed and the retention times depend on the area of application 
and will be discussed later. A memristive element always shows some kind of a MIM structure, 
composed of a more insulating (usually still well conducting) material I sandwiched between 
two (possibly different) electron conductors M as electrodes.  
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For any discussion of the stability of resistive states and data retention, one should keep in mind 
that only one of the states, ON state or OFF state or any intermediate state, can be thermodynam-
ically stable (i.e. show the lowest free energy of the system), if the internal state variable is a scalar 
(such as a charge, a phase or a concentration). Inherently, the other state(s) must be metastable. If 
the internal state variable is a vector (such as a magnetization), the different resistive states can be 
represented by different directions of this vector – at the same energy. In any case, there must be a 
sufficiently high energy barrier between the states in order to allow for data retention. 
3.2 Operation modes of memristive devices 
Depending on the specific type of memristive device, different operation modes have to be 
used. Figure 6 shows schematically characteristic current-voltage (I-V) diagrams recorded by 
periodic voltage sweeps (left) and pulse sequences with voltage pulse excitation and current 
responses (right). By far the most device applications will use the pulse mode. However, the I-
V sweep mode is helpful for obtaining an overview of the characteristics.  
We will use the following notation for the states and the processes in memristive elements. The 
resistance states of a memristive cell are called High Resistance State (HRS) or OFF state and 
Low Resistance State (LRS) or ON state. For multilevel operation, intermediate resistance 
states are utilized as well. We assign the logic ´0´ state to the HRS and the logic ´1´ state to the 
LRS. A write operation changing a memristive cell from the HRS to the LRS is called a SET 
operation, while an opposite write operation is called a RESET operation.  
Many memristive systems reported in the literature are operated in the bipolar resistive switch-
ing (BRS or BS) mode (Fig. 6a). Starting in the HRS, a SET process can be triggered by a 
voltage VSET > Vth1 and leads to the LRS. Often a current compliance (cc) is used for the SET 
operation in order to avoid damage to the cell and to optimize the operation. A read operation 
is performed at a much smaller voltage magnitude Vrd to detect the current while avoiding a 
detectable change of the state. A voltage signal VRES of opposite polarity and an amplitude VRES 
< Vth2 is used for the RESET process to switch the cell back into the HRS. 
The unipolar resistive switching (URS or US) mode (Fig. 6b) is characterized by the fact that all 
write and read operations can be performed with only one voltage polarity. For example, starting in 
the HRS, the SET process takes place at a voltage VSET > Vth1, with a LRS current limited by a 
current compliance (cc). It is important that the cc is released in the RESET process with VRES > 
Vth2, so that the current can exceed the cc value which leads to change back into the HRS. The read 
operation is performed at a small voltage Vrd as in the bipolar mode. For phase change memories 
(PCM), the operation is slightly different. Here, a long pulse with a moderate amplitude is used to 
SET the cell and a short pulse with a high amplitude is used to RESET the cell. 
The complementary resistive switching (CRS or CS) mode (Fig. 1c) can be obtained by con-
necting two BRS-type memristive cells in an antiserial manner as suggested by Linn et al. [7]. 
Typically, the state of a CRS cell cannot be read at small voltages because the cell then always 
appears to be in a HRS. The state of the cell is only recognized at voltages V > Vth1. A read 
voltage Vrd > Vth1 will lead to a higher current (upper I-V trace in Fig. 1c, left) in the case of a 
logic ´1´ state, and to a lower current (lower I-V trace in Fig. 1c, left) in the case of a logic ´0´ 
state. The write ´0´ is achieved by a positive voltage Vwr > Vth2 , and a write ´1´ is obtained by 
a negative voltage Vwr < Vth4. Because of the relative high read voltage amplitude Vrd > Vth1 and 
the corresponding currents, the internal state is affected by the read operation, i. e., the read 
voltage may destroy the logic state (so-called Destructive Read-Out, DRO). As a consequence, 
the last logic state needs to be re-written into the cell after every read operation. This is the 
same situation as in the case of the standard DRAM cells. 
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Figure 6: The three most common operation modes of different types of memristive elements 
shown for the I-V sweep operation (left) and the pulse operation (right). Details are described 
in the text. Please note that the elements are non-volatile. At first glance, the CS (CRS) mode 
resembles the so-called threshold switching which shows a hysteresis above a certain voltage 
bias but which disappears at voltages below this bias. The difference is the fact that the infor-
mation is lost in the case of a threshold bias while it is maintained in a CRS cell and can be 
read-out in the indicated manner (From [8], to be published). 
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The major performance parameters of memristive device are:  
• Resistance values RLRS and RHRS (or: RON and ROFF), and the resistance ratio RHRS/RLRS. 
• SET and RESET voltages, VSET and VRES, respectively. 
• Write currents, in particular the current in the ON state, at a voltage amplitude just above 
VSET. 
• Write speed - the shortest electrical pulse able to change the resistive state. 
• Retention time - the time for which a resistive state is maintained without a voltage ap-
plied to the cell. 
• Endurance - the number of switching cycles before the resistance ratio fatigues to an 
inacceptable value.  
• Operation energy per bit - the energy required to write a cell, i.e., to change its resistive 
state.  
• Scalability - the geometrical size to which a cell can be miniaturized before it encounters 
inherent (physical) limits. 
• Stackability - the option to stack several layers of cell on top of one another by fabrication 
technology. 
• Multilevel storage – the option to store more than one bit of information in one cell. 
3.3 Classification based on memristive mechanisms 
The fundamental physical principles of memristive phenomena and, hence, the nature of the in-
ternal state variable can be manifold. In a coarse-grained classification, one can distinguish pri-
marily between magnetic effects, electrostatic effects, and various classes of effects based on 
atomic configuration. Memristive phenomena have been investigated since the 1960s, and with a 
strong increase of the research activities in the last 20 years. The degree of understanding the 
mechanism, the potential with respect to miniaturization (scaling potential), efficiency in the 
switching energy, switching speed, and data retention varies considerably. In addition, clear sci-
entific facts and pure speculations are often not well separated. Furthermore, different notations 
are used for the same effect. All these aspects contribute to the difficulty of an unequivocal clas-
sification of memristive phenomena. We propose such a classification in Figure 7, being aware 
that there are alternatives to this version. Within this Figure and throughout the Spring School 
book we place an emphasis on those phenomena for which the basic mechanism is reasonably 
well understood, which show a high potential for future nanoelectronics with respect to scaling, 
energy-efficiency, speed, and retention, and for which a reasonably large body of literature exists. 
Magnetic effects 
Concepts of spinelectronics (short: spintronics) including magnetic memristive effects emerge 
from the discovery of the giant magnetoresistance (GMR) effect by Peter Grünberg and Albert 
Fert in 1988. The GMR effect gives rise to a relatively large change in the resistance of a stack of 
a thin non-magnetic metal sandwiched between two magnetic metal layers, depending on the 
mutual relation of the direction of the magnetization of these layers. The GMR effect is exploited 
in spin-valves introduced by Dieny et al. in 1991 [9] which can be regarded as the prototype of 
magnetoresistance random access memories (MRAM). In 1995, the tunnel magnetoresistance 
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(TMR) in magnetic tunnel junctions (MTJ) was observed at room temperature [10, 11]. In a MTJ, 
a tunneling barrier, typically an insulating oxide, is sandwiched between two magnetic metals, 
one with a fixed magnetization direction and the other with the opportunity to change the mag-
netization direction by a moderate magnetic field. These fields are required to write the infor-
mation into the MTJ cell. The fields are created by the superposition the magnetic field induced 
by current pulses in perpendicular lines according to the Stoner-Wohlfahrt principle. For this rea-
son, the device was named field-induced magnetic switching (FIMS) approach or Stoner-
Wohlfahrt approach (SW-MRAM). The scalability of devices based on this concepts turned out 
to be limited because of the required currents in the programming lines and the fact that the current 
densities in these lines exceeded physical limits below a certain feature size F. A solution to this 
problem has been offered by the spin-transfer phenomenon, theoretically predicted by 
Slonczewski and Berger in 1996 [12, 13] and experimentally confirmed few years later [14]. The 
spin-transfer torque (STT) phenomenon reflects the fact that a spin-polarized current flowing 
through a magnetic (nano-)structure can influence its magnetic state. This is due to the exchange 
interaction between the spin of the incoming conduction electrons and the spin of the electrons 
responsible for the local magnetization. The shrinkage of the cross section of the structures in the 
course of further miniaturization and the corresponding increase of the current densities is now 
an advantage since it enhances the STT effect. This effect is exploited in STT-MRAMs. Details 
are provided by Lucian Prejbeanu in Chapter D1 and, for example, in Ref. [15]. 
Electrostatic effects 
A variety of electrostatic effects has been proposed in the literature to explain memristive phe-
nomena. Some of them turned out to be misinterpretations of observations. Often, a trapping/de-
trapping of an electronic charge in the path of a conducting channel has been suggested. This 
is based on the idea that the (very small) leakage current in a capacitor with a highly insulating 
dielectrics can be modified by charges trapped in the dielectrics. While this is correct for an 
insulating dielectrics, the retention time of the element decreases with its resistance, similar to 
the RC time τ = RC of a capacitor (here, the capacitor is the memristive element). A simple 
estimate shows: In order to read the ON state of a highly scaled memristive element (e.g. an 
element with a cross section of 10 x 10 nm2) in an array within less than, e.g., 100 ns, a current 
of at least 100 nA is required because the bitline capacitance CBL of (at least) 30 fF must be 
charged to the read voltage (e.g. 0.3 V) in that time ( I CV=  ). This results in a current density 
of 105 A/cm2 through the memristive element, i.e. the element must be quite conductive to carry 
this density. As shown in detail by Schroeder et al. [16], the retention time of the element will 
be less than the read time, which renders the device useless! Of course, this estimate shows an 
extreme case. For some applications such as neuromorphic circuits with relaxed requirements 
on small element sizes and high speeds, the situation may be somewhat different. However, in 
all conceivable realistic cases the retention times of memristive elements operating on trap-
ping/detrapping of electron charge will be too low to be of practical use. 
The only solution to this problem and, thus, the way to create a true electrostatic trapping/de-
trapping element is a completely different geometry beyond a simple MIM structure, i. e. in-
troducing a lateral substructure into the I layer. One needs to move the trap site out of the flow 
of electrons. If there is a conducting channel, the trap site must be beside it. In order to charge 
and discharge the trap, another gate finger needs to be placed in the I layer. In principle, this is 
a floating gate MOSFET turned into a two-terminal device by connecting the source and the 
gate, and it will be introduced as a MemFlash in Chapter D9 by Martin Ziegler et al.. Possibly, 
the so-called nanometal cell concept nanosized dispersions of electronically conductive 
phases, e.g. metals such as Pt, in insulators such as SiO2 offered by the group of I-Wei Chen 
[17, 18] follows the same principle, although there are still many open questions. 
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Ferroelectric materials exhibit a spontaneous electric polarization which can be switched be-
tween two possible directions by an electrical field. Despite the fact, that the nature of ferro-
electricity is a cooperative phenomenon that lies in a tiny displacement of ions in the crystal 
lattice, we will list the corresponding memristive effects as electrostatic effects. In general, 
the ferroelectric memristive effect is categorized into two major types depending on the 
conduction mechanism: a ferroelectric tunneling junction (FTJ) first proposed by Esaki in 
1971 [19] and a ferroelectric diode first realized by Blom et al. in 1994 [20]. The ferroelectric 
tunneling junction consists of an ultrathin ferroelectric tunneling barrier. A reversal of its 
ferroelectric polarization is supposed to induce a change in the tunneling barrier height, giving 
rise to a change of the resistance of the cell. As a result of the domain-switching kinetics, 
different resistance levels can obtained by varying the electrical stimulus. The barrier-height 
modification due to polarization reversal requires an asymmetric potential distribution in the 
ferroelectric barrier as discussed by Tsymbal and Kohlstedt in 2006 [21]. There are several 
reports which indicate the experimental realization of this effect [22-24]. Great care must be 
taken in the interpretation, because the electric fields are so large that also other effects such 
as redox-based switching may be activated. Ferroelectric diodes are based on ferroelectric 
oxides which are turned into a semiconductor by extracting oxygen during processing. If such 
a semiconducting ferroelectrics is placed between a Schottky contact and an ohmic contact, 
the Schottky barrier is modulated by the direction of the ferroelectric polarization. Recent 
Figure 7: Survey of memristive phenomena. Abbreviations and operating principles are explained 
in the text. Please note such a classification cannot be done without ambiguity. The type of phe-
nomena and their weighing is qualitatively based on the number of publications, the degree of de-
velopment, and the potential seen by the committee of the International Technology Roadmap for 
Semiconductors [32] 
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reports are provided in Refs. [25-29]. A more comprehensive description of ferroelectric 
memristive devices is given in Chap. D9 and, e.g., in Chap. 16 of [4].  
The idea of multiferroic memristive elements, in particular multiferroic tunnel junctions 
(MFTJ) combines the MTJ and the FTJ functionalities in one device. First studies have used 
combinations of ultrathin ferroelectrics such as Pb(Ti,Zr)O3 and ferromagnetic oxides such 
(La,Sr)MnO3 [30] or multiferroic oxides such as BiMnO3 or BiFeO3 have been employed [31]. 
 
The largest group of effects which lead to memristive phenomena are based on the configura-
tion of atoms as the state variable. We will subdivide this group of effects into (a) those effects 
which rely on motion of ions on the nanoscale and related redox effects modifying the resistance 
of the material, (b) effects which are based on phase transitions, (c) effects which originate from 
configuration changes in organic molecules, and (d) effects of nanoelectromechanical switches. 
Atomic configuration - of ions inducing redox effects 
There is a broad range of ionic materials I in MIM cells in which the field-induced motion of 
ions on the nanoscale (nanoionic effects) leads to internal reduction-oxidation (redox) processes 
and, as a consequence, a change in the resistance of the cell. Three major types of such nanoion-
ics redox-based memristive devices can be distinguished [33, 34]. In the engineering literature, 
these memristive devices are often denoted redox-based resistance random access memories 
(ReRAM). 
Firstly, the valence change memory effect (VCM) occurs in a wide range of metal oxides and 
is (typically) triggered by a migration of anions, such as oxygen anions which are usually de-
scribed by the motion of the corresponding vacancies, i. e. oxygen vacancies. Also cation in-
terstitials may be the migrating species. Both, oxygen vacancies and cation interstitials, act as 
mobile donors. A subsequent change of the stoichiometry leads to a redox reaction expressed 
by a valence change of the cation sublattice and a change in the electronic conductivity in front 
of an electrode interface. This bipolar memory switching is induced by voltage pulses, where 
the polarity of the pulse determines the direction of the change, i.e. reduction or oxidation. In 
many cases, the switching occurs in conducting filaments in the VCM cell. In some cases, the 
switching takes place over the entire cross section of the electrode interface (interfacial VCM). 
Details will be given in Chap. D3 by Dittmann and in Chap. D4 by Menzel and Waser with 
respect to the kinetics. Some aspects of interfacial VCM cells are also covered in D9 by Ziegler 
and Kohlstedt. It is worth to mention, that there are also reports about a bulk-type memristive 
switching involving the entire I layer in MIM cells [35].  
Secondly, the bipolar electrochemical metallization memory effect (ECM) which is also 
called Conductive Bridge RAM (CBRAM) relies on an electrochemically active electrode 
metal such as Ag, the drift of the highly mobile Ag+ cations in the ion conducting I-layer, their 
discharge at the (inert) counter electrode leading to a growth of Ag dendrites which form a 
highly conductive filament in the ON state of the cell. Upon reversal of polarity of the applied 
voltage, an electrochemical dissolution of these filaments takes place, resetting the system into 
the OFF state. Details are described by Valov in Chap. D2 and, e.g., in Ref. [36].  
A third type relies on a thermochemical memory effect (TCM, also called fuse-antifuse 
memory) due to a current-induced increase of the temperature which leads to a redox-related 
change of the stoichiometry along a discharge filament, and a subsequent freezing-in of this 
ON state. A differently shaped current pulse disrupts the conductive filament again to return 
the cell into the OFF state. Due to an inherently high energy consumption and strong varia-
bility of the parameters, R&D activities significantly decreased in the last five years. For 
details see Ref. [37]. 
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From a historical point of view, this type of resistive switching has been studied in various 
solid-state materials since the early 1960s. Bistable resistance switching was reported in 1964 
in NiO thin films on Ni substrate, where the switching was believed to be due to the formation 
and rupture of a nickel metallic filament in the NiO layer sandwiched by two electrodes [38]. 
Later in 1965, bistable resistive switching between two stable resistance states was shown in 
Nb2O5 [39]. Figure 8 shows the reported I-V curves Bi/Nb2O5(125 nm)/Nb, measured after 
forming (dielectric breakdown) of the initially insulating stack. Upon a first positive voltage 
sweep, the device is in a low resistance state (a). Application of a negative voltage leads to a 
RESET transition to high resistance (b), while application of a positive voltage causes the SET 
transition to the initial low-resistance state (c). The bipolar switching is bistable in that both 
states are stable. 
Studies on bistable resistive switching have also been reported for thin films of Ta2O5 [40], SiO 
[41], TiO2 [42], Al2O3 [43], and for ZnSe-Ge heterostructures [44]. The first report on what we 
today classify as ECM-type switching dates back to 1976 when Hirose and Hirose observed Ag 
dendrites being formed and dissolved between the Ag and Au electrodes in a bipolar operation 
mode of lateral Ag/As2S3/Au cells[45]. This early period of research faded in the late 1970s. 
Obviously the interest in this area decreased because of the overwhelming progress of the Si-
based integrated circuit technology, in particular, the Flash memories. Another reason for the 
decrease in research in metal oxides and related compounds was presumably the lack of pro-
gress in understanding and controlling these resistive switching phenomena possibly due to 
insufficient analytical tools at that time. The period has been reviewed comprehensively by 
Dearnaley et al.[46], Oxley et al. [47], and Pagnia et al.[48]. 
A new era in research on resistive switching gradually started in the mid 1990s. The Tokura 
group found electrically triggered resistive switching in PrxCa1−xMO3 (PCMO) while investi-
gating the magnetoresistive properties of this material [49]. In 2002, the IBM Zurich lab re-
ported the resistive switching of perovskite-type zirconates, including many properties which 
are essential to NVM applications [50]. In the ECM-type area, Kozicki, Mitkova et al. started 
to study the Ag-GeSe systems in the late 1990s [51], while the Aono group published their first 
report on so-called atomic switches in 2001 [52]. These devices make it possible to control the 
electrochemical formation and dissolution of, for example, an Ag atomic bridge in a nanogap 
between a mixed electronic-ionic conducting Ag+ electrolyte and a metal electrode with the 
precision of Landauer contance quantization [53]. In 2004, Samsung successfully demonstrated 
a high-density ReRAM chip using a 180 nm technology. It was based on unipolar switching 
Pt/NiO/Pt cells with an endurance of 106 SET/REST cycles. These and related papers have been 
the beginning of an unprecedented rise of R&D activities which led to the mega-trend which 
we encounter in the 2010s. 
While there has been a basic understanding of the ECM mechanism from the beginning, a broad 
spectrum of mechanisms has been suggested as underlying mechanisms for the resistive switch-
ing in the various metal oxide systems. In 2005, Rainer Waser´s group was able to clarify the 
effect as a motion of oxygen ions and a coupled valence change in the cation sublattice on the 
nanometer scale at structural defects in the crystal lattice of the metal oxides near one electrode 
[54, 55]. For this reason, the expression valence change memory effect (VCM) was suggested 
for bipolar metal oxide systems [33], extending the more detailed classification of the nanoion-
ically driven, redox process based resistive switching memories [56]. In 2008, Stan William´s 
group at the Hewlett-Packard Labs discovered that the electrical characteristics of bipolar re-
sistive switching elements can be described in terms of the theory of memristive devices [57], 
and this link led to a further increase in the international research activities. 
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Atomic configuration – in crystallographic phases 
In 1966, Ovshinsky described a unipolar, thermally driven switching between the amorphous 
and the crystalline phase of Ge-Te based compositions [58, 59]. In the 1980s phase change 
alloys on the pseudo-binary line between GeTe and Sb2Te3 with improved crystallization speeds 
were identified by Yamada et al. [60]. This discovery led to the successful development of 
optical storage based on phase change materials in the 1990s. Phase change re-writable optical 
storage uses the difference in reflectivity between the amorphous and crystalline phases to store 
information, and switching and reading is performed by laser pulses. Phase change random 
access memory (PCM) were developed in the mid-2000s and become one of the important 
emerging non-volatile memory technologies. They utilize the large difference in electrical re-
sistivities between the two phases. Switching and reading is done using electrical pulses. To 
amorphize, a high laser/current pulse with short trailing edge is applied for melt-quenching. To 
crystallize, longer and lower intensity laser/current pulses are used, and even lower laser/current 
pulses measure the reflectivity/resistivity without causing any phase changes. Chalcogenide-
based phase change materials are characterized by a unique property portfolio; they can be 
rapidly and reversibly switched between the amorphous and the crystalline state, which differ 
significantly in their properties. The group of Mattias Wuttig has identified the bonding mech-
anism responsible for these remarkable properties and has created a 'treasure' map, which re-
veals where such materials can be found and how their properties can be optimized [61]. Details 
 
Figure 8: Measured I-V characteristics for a Nb-Nb2O5-Bi MIM stack showing bistable resis-
tive switching (redrawn after Ref. [39]). The device is initially in a low resistance state (a) due 
to the previous forming operation. Reset transition to the high resistance is shown for negative 
applied voltage (b), while set transition to the low resistance appears at positive voltage (c). 
The inset shows the I-V curves of three stable states, a high resistance state H and a low re-
sistance state L and an intermediate state M (d). 
30
Introduction and Survey 17 — 0 
will be given in Chap. D6 by Matthias Wuttig emphasizing the materials aspects and in Chap. 
D7 by Martin Salinga with respect to devices and switching kinetics.  
In order to decrease the switching energy in PCM cells, a new class of materials has recently 
been proposed by Simpson et al. [62] based on superlattice structures made of GeTe and Sb2Te3 
layers. It has been suggested that the lower switching energy originates from the fact that the 
two relevant states are both crystalline and the transitions are constrained to atomic motion in 
one dimension. This new family of PCM materials has been called interfacial PCMs (IPCMs) 
and it is described in Chap. D8 by Riccardo Mazzarello. 
For narrow band-gap Mott insulator compounds AM4X8 (A = Ga, Ge; M= V, Nb, Ta; X = S, 
Se), another unipolar memristive effect has been reported which is apparently related to a Mott 
insulator-metal transition triggered by an electronic avalanche effect above a critical field 
strength. The effect may be described as an electronic phase change effect in the crystalline 
phase in combination with local strain [63] and will be presented in Chap. D5 by Etienne Janod.  
In MIM cells made from carbon (either carbon nanotubes layers or amorphous/nanocrystalline 
carbon thin films) unipolar memristive switching has been observed (carbon-based memo-
ries). Presumably it is induced by a thermal process which changes the amount of sp2– and sp3–
hybridized C atoms along a filamentary region between the electrodes [64-65, 65]. Voltage 
pulses of moderate amplitudes and moderate rise/fall times are used for the SET operation and 
result in the formation of sp2–rich, conductive regions, while short (ns) RESET pulses of larger 
amplitude lead to a disordered, sp3–rich quenched state. The mechanism can be classified some-
where between a phase change mechanism and a thermochemical mechanism. In the latter, the 
change in the hybridization may be regarded as an intramolecular redox process in which the 
sp2– and the sp3–state represent the reduced and the oxidized C-atoms, respectively. 
Atomic configuration – in organic molecules 
There are two distinct areas in which the atomic configuration of organic molecules is proposed 
for memristive elements.  
Single molecule junctions aim at individual contact to single molecules or small arrays of 
identical molecules arranged in a plane in a controlled manner. This approach tries to utilize 
the physical properties of single molecules for nanosized electronic devices. The invention and 
development of scanning probe techniques and many advances in micro- and nanotechnology 
have allowed the manipulation and operation of molecules on the level of small numbers or 
even individual objects. Still, by far most of the reports of single molecular switches (which 
occurred since the early 2000s) turned out to be due to preparation or measuring artefacts in-
stead of being caused by true molecular features. An example, in which careful control experi-
ments have been used to confirm that a configuration change of individual molecules in me-
chanical break junctions causes a memristive effect is reported in Ref.  [66].  
Bulk Molecular Systems for electronic devices are based on organic compounds with specific 
dielectric or electronic conduction properties. The organic compounds consist of small mole-
cules, oligomers, or polymers and have found application in devices such as liquid crystal dis-
plays, organic light-emitting diode (OLED) displays, and soft organic transistors. The charac-
teristic dimensions are much(!) larger than the sizes of the molecules. Consequently, most of 
the molecules are in (arbitrary) contact to other molecules, instead of being directly contacted 
by external electrodes. At the electrode interface, a huge ensemble of molecules is contacted by 
a typically inorganic, electronically conducting phase. At least two subgroups of bulk organic 
systems can be distinguished. MIM structures with polymers, in some case with nanodispersed 
metal particles, as insulators are often called macromolecular memory [32]. The memristive 
switching mechanism is not yet clear. And there is a class of bulk organic systems with similar 
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structures as OLEDs in which the band gap of the central layer can be modified by changing 
the atomic configuration of the photochromic molecules through an electric (or optical) stimu-
lus [67]. In Fig. 7, we call this type organic gap change memory. 
Another note of caution should be given. For several decades, there have been reports of or-
ganic materials which show resistive switching (see e.g. Ref. [68]). In some prominent cases it 
was discovered later that the switching, in fact, takes place in an oxide layer formed on an 
electrode metal used to contact the organic material. For example, Cu:TCNQ films sandwiched 
between Cu and Al electrodes [69] were found to switch resistively because of an ECM effect 
in the Al2O3 layer built during the processing of the system [70]. A similar situation was en-
countered for rose Bengal films between Al and Zn or ITO electrodes [71] for which the resis-
tive switching presumably is caused by a VCM-type effect in the metal oxide layer of one of 
the electrodes [72]. 
Atomic configuration – in nanomechanical switches 
The operation of electromechanical (EM) relays is based on the deflection of a flexible solid 
beam under the influence of an external force (of electromechanical, inverse piezoelectric, or 
electrostatic nature). Interestingly, the first computer in the modern sense, called Z3, was built 
in 1941 based on electromagnetic relays. Z3 consisted of 2600 relays, operated at 5 Hz, and 
used 60 V DC supply voltage. Nanofabrication technology today allow for the fabrication of 
nano-electromechanical relays, typically with electrostatic actuation, which can be used to build 
memristive switches (NEM relays). A survey is given in Ref. [73]. Because this area faded in 
recent years [32], these devices will not be covered in detail in this Spring School book.  
3.4 Memristive Systems and Memristors 
Throughout this Spring School book, we will use the term memristive in a qualitative manner 
denoting phenomena and devices in which the resistance state is memorized until the next stim-
ulus which is strong enough to change the state (WRITE pulse). 
In some journals it has become common to describe such non-volatile resistively switching 
devices in the framework of memristors defined by Chua in 1971 [74] and, more general, 
memristive systems introduced by him in 1976 [75]. In order to clarify some confusion encoun-
tered in the literature (to which some recent redefinitions contributed), we will briefly discuss 
the issue here. More details will be provided in Chapter E4. The memristor has been originally 
defined in 1971 by the relationship between the charge q and the flux φ (as the time integral of 
the voltage). In today´s terminology one would write:  
( )V R q I
q I
= ⋅
=
(1)
This definition establishes the memristor as a fourth passive element apart from the resistor, the 
capacitor, and the inductor in the relation of the voltage V, the current I, the charge q, and the 
flux φ. However, until today, the memristor is a purely hypothetic element which is not repre-
sented by any simple device (“simple” means that electronic circuits which emulate its behav-
iour are excluded). Furthermore, even if it existed it would not be useful as a non-volatile re-
sistively switching device because the time derivative of the charge q as the inner state variable 
is just proportional to I, while non-volatile resistively switching devices demand a very strong 
non-linearity (and other issues).   
The general memristive system introduced in 1976 is a two-terminal device defined by a more 
complex state-dependent Ohm´s law and a state equation:    
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( ) ( ) ( )
( )
, ,
, ,
V t R I t I t
f I t
= ⋅
=
x
x x
(2)
x is an internal state variable or, more general, a vector of n internal state variables x = (x1, x2, 
…, xn). Internal state variables may be the temperature of the device, a magnetization, a chem-
ical composition, etc. According to Eq. (2), the resistance R will be non-linear R(I) and its value 
at any time t will depend on the entire past history of the device, because of 
( ) ( ), ,
t
t f I dt t
-¥
= òx x
. 
(3)
In an I-V diagram, memristors show a hysteresis when V or I are used as a periodical stimulus. 
The hysteresis loop is pinched, i. e. it goes through the origin. The shape the hysteresis loop 
will depend on the frequency w of the periodic stimulus. For ω →∞ it will approach a linear 
resistance, and for 0ω → it will approach a non-linear resistance. In this original definition of 
Leon Chua presented here, the memristive system represents, for instance, any type of thermis-
tor (temperature-dependent resistor), or any other conceivable two terminal device. In order to 
use the concept of memristive systems to describe specifically non-volatile resistively switching 
devices, additional requirements must be introduced:  
(1) x must include a material dependent state variable such as the magnetization, the crys-
tallographic phase, or the length of a conducting filament formed by an internal redox 
process;  
(2) x must have a lower and upper limit, xmin < x < xmax;  
(3) since x  describes the kinetics of the switching process, the function f in ( ), ,f I t=x x  must 
be highly non-linear in order to reflect a solution for the voltage-time dilemma. 
4 Prospects and Challenges 
Due to their attractive properties, several types of memristive devices such as STT-MRAM, 
ReRAM and PCM are promising for numerous applications, including memory and storage as 
well as digital and neuromorphic computing. Accordingly, these applications set a variety of 
requirements for the devices. The device performance requirements for memory and storage 
applications are more demanding than, for instance, for neuromorphic applications with respect 
to speed, retention time, and device density.  
A range of memristive concepts offer a great scalability, ultra-fast switching speed, non-vola-
tility, large HRS/LRS window, analogue resistance change, non-destructive reading, simple 
structures with common materials, 3D stackability, great CMOS compatibility and manufactur-
ability. Apart from these great prospects, memristive device concepts often face a number of 
challenges. These challenges are application dependent. The most critical issues include device 
isolation in dense crossbar arrays, device variability, and reliability. 
Based on progress in the microscopic understanding of the electroforming and switching pro-
cess, solutions to the challenges will come from a combination of materials engineering, device 
structure optimization, as well as innovations in addressing/readout circuitry and programming 
algorithm. 
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1 Introduction 
You have known since early in your schooling that solid things are made of atoms, and that 
they become solid because of interactions, having at least some attractive component [1], be-
tween those atoms.  "Condensed matter" comes in an incredible variety of forms; to contemplate 
all its manifestations requires turning one's mind to a wide flung set of disciplines, from biology 
to neutron star theory, from cosmology to earth science – and, of course, within the more fa-
miliar precincts of chemistry and physics.  It is in these latter fields that the condensed states 
that are of interest for this School, and for this Chapter, will lie.   
This chapter will provide an introductory basis for the interesting nano-phenomena that are at 
center stage in this School, by describing the basic solid structures that form the basis for these 
phenomena.  We will begin with the various perfect crystalline solids, giving their basic struc-
ture, along with the reasons why they form as they do.  Then we will move on to various of the 
ways that crystals can be imperfect, including the complete loss of order, but not of solidity, 
that is embodied in the amorphous state.   
2 Crystals – the packing problem 
While it will not be the main focus here, it is good to start with the simplest crystallization 
scenario, embodied by the packing of identical hard spheres.  This is a suitable mathematical 
idealization of the case where atoms interact my simple two body force laws.  This happens in 
two distinct situations: 1) for simple metals, where we have the "metallic bond", 2) for rare 
gasses, where the (weak) interaction is via the "van der Waals bond".  The scheme for getting 
to the lowest energy state is simple: pack in the most neighboring  spheres possible. 
Fig. 1: Dense packing of 
identical spheres.  The 
ABCABC... sequence gives 
face-centered-cubic pack-
ing, but infinitely many 
other packings are possi-
ble.  See [2] for many 
more details. 
Figure 1 illustrates the fruitstand-packing that I am sure that you all know, and the exact basis 
of many real crystalline structures.  But a basic mathematical fact, which has myriad implica-
tions for the crystal structures that are based on this packing, is that it is not unique: there are 
infinitely many densest packings of identical spheres in three dimensions.  The non-uniqueness 
has to do with the stacking of the triangle-packing 2D layers.  Having placed a first layer, la-
belled "A", there are two possible positionings, "B" and "C", for the layer on top.  For the second 
layer these are not really distinct, as one can always shift or rotate an "AC" bilayer so that is 
the "AB" arrangement.  But for the third layer, no such equivalence exists: "ABC" and "ABA" 
packings are not geometrically equivalent.  There are then infinitely many ways to continue – 
any letter sequence (no repetitions) like ABACBCBABC... is a valid closest packing.  
Seen very commonly are the two simplest repetition patterns: ABCABCABC... and AB-
ABABABAB...  These are really different – the second neighbor environment of an atom is 
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different in the two cases, so there are small differences in energy of the two configurations.  
They also have completely different structural symmetries.  The ABC case gives the face cen-
tered cubit packing, with a one-atom repeat unit (the right side of Fig. 1 shows why it is only 
one), while ABAB is called hexagonal close packing, with a two-atom repeat unit.  The close-
ness in energy of these two different structures has many consequences for defect structures in 
these and related crystals, as will be seen below. 
In the following section we will move on to similar mathematical sphere-packing considera-
tions for compound solids, in which assemblies of different-sized spheres are the appropriate 
model.  But first, I want to take a detour into a basic question which is implied by what I have 
just said: why are simple repetitive patterns like ABCABC... and ABABAB... preferred over 
more complex or random arrangements?  I want to delve into this question by introducing, and 
commenting on, an extensive quotation from the work of P. W. Anderson [3]. He writes, 
 
The essential phenomenon in either case is that the lowed state of potential energy of interaction 
between particles – for example, a pair interaction  
 
���� =   � � ���� �  ������  
 
– must occur for either a unique relative configuration of all the particles 
 
� =  ���� �� � ��� 
(and all translations and rotations) 
 
or, in artificial cases, perhaps for a highly restricted subset ... So far as I know, there exists no 
proof that among the lowest energy configurations C at least one is a regular lattice, but I for 
one would be very surprised if this weren’t so.  
 
Note that Anderson is claiming, in this rather informal statement, that periodic crystalline ar-
rangements are always the lowest energy state.  There immediately follows his argument for 
this: 
 
One may work up a reasonable argument for it as follows: Let us take a relatively small box 
containing n atoms and consider its optimum configuration. There will be one minimum-energy 
configuration, all small displacements from which are described by a harmonic potential: 
 
� � ���� =
1
2 � ���
" � ��� ��
��
  
 
(incidentally, we may allow small changes in the shape of our box to minimize the energy fur-
ther).  The effect of the smallness of the box may be minimized by using periodic boundary 
conditions.  
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For large displacements, however, there may be additional relative minima: for instance, but 
not typically, a single atom may have two possible potential wells within which it might sit, one 
lower than the other... Such a second minimum will have an energy only of order unity above 
the true minimum; but in general the other configurations will typically have energies ≈ n 
higher (as in the regular case, lattice energy differences for different lattices are proportional 
to the size of the crystal; even for an irregular array moving every atom in an essential way 
will change the energy by ≈ n).  
Now we imagine putting a much larger array together of N = mn atoms. An attempt at a low-
energy configuration may be made by simple piling all the boxes of n atoms together and re-
moving the interior walls. We can expect that small harmonic readjustments will further im-
prove the energy; but our basic argument is that the energy of misfit between the surface of the 
small pieces is a surface energy, of order n2/3, while the energy necessary to change the interior 
configuration in an essential way will be ≈ n, so that there will be a cell size, n, beyond which 
it will not pay to modify the internal configurations; this then gives us a regular array.  
 
The final sentences are the crucial conclusions of this argument: repetitive arrangements of 
atoms are likely to be the lowest energy configuration.  Note that Anderson indicates that his 
statements constitute a "reasonable argument" for crystallinity – he does not venture to use the 
word "proof".  One might note that his arguments have greater force for large n, so that it would 
be an indication that crystals with large repeat units would be energetically favorable, and it 
really doesn't have much to say about simple crystals where n is 1 or 2.   
It is well that he did not try to work up these arguments further into a mathematical proof, 
because the basic premise of his discussion was in fact proved wrong, in a very interesting way, 
in experiments in the 1980s.  This was in the discovery of quasicrystals [5], very regular pack-
ings of atoms in which the lattice arrangement is not periodic!  Figure 2 shows packing arrange-
ments [4] seen in AlMn and AlFe compounds that are compatible with packings of certain 
rhombohedral shapes.  These shapes do not fill space periodically, but they can fill space qua-
siperiodically.  Quasiperiodicity has a particular technical meaning, in which the diffraction 
pattern of the solid shows only sharp spots, indicating that the material is not disordered in the 
usual sense. 
Fig. 2: Local packing arrangements as observed in Al-Mn alloys, organized in the left two 
structures to show their relations to 3D tile shapes.  These tiles, with the matchings implied
by the atom positions on their faces, cannot tile space periodically, but can tile quasiperiod-
ically.  On the right is the 54-atom "MacKay icosahedron", another fragment of the same
packing from [4]. 
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The fact that the packing of certain shapes enforces nonperiodicity was an insight of Penrose 
[6] in the 1970s (Fig. 3), although the original insight is apparently due to Islamic mosaic arti-
sans of a millenium ago, as recounted in Penrose's paper.  These quasicrystalline materials turn 
out to be quite varied, but none of them play a role presently in nanoswitch devices.  So, for the 
rest of this chapter we will pretend that Anderson was right, and we will confine ourselves to 
solids for which the perfect system is crystalline, and imperfections are particular kinds of de-
partures from crystallinity. 
 
 
Fig. 3: R. Penrose anticipated 
the discovery of alloy quasi-
crystals in the 1970s [6], when 
he observed that certain assem-
blies of tiles, with matching 
rules, permit only quasiperi-
odic space filling.  This tiling is 
apparently the first of the many 
that he discovered. 
3 Ionically Bonded Crystals 
We will now proceed to cases of compound solids, in which the cohesion of the crystal is un-
derstood to be due to the fact that these is charge transfer from one species, the "cation" to the 
other, the "anion" [7].  There are certain systematic tendencies that connect a few facts about 
the species involved and the crystal structure that results.  Figure 4 shows the most common 
cases that arise for the simple diatomic ionic solids.  On the left is the unit cell of the crystal 
structure of CsCl.  You will recall from school that we consider Cs here to be a cation with 
charge +1, and Cl to be anionic with charge -1.  Furthermore, it is deduced from their various 
appearances in the solid state that the radii of these two ions is almost equal.  It is seen that 
many diatomic ionic compounds with equal ionic radii adopt this particular ionic packing. 
The preferred sphere packing is observed to change as the ratio of anionic to cationic radii 
changes.  The middle sketch shows the familiar case of salt, which contains the smaller cation 
Na+1.  We say that because of its smallness, there is only room to fit a smaller number of anion 
neighbors around it – in fact 6 in the form of an octahedron, instead of the 8 in a cube arrange-
ment as in CsCl.  Finally, there are cases of extreme contrast in ionic radii, for example the 
small Zn+2 ion with the large S-2 ion, for which the preferred arrangement is the zincblende (the 
word simply means "zinc sulfide") crystal structure on the right of Fig. 4.  Here the small cation 
is surrounded by only 4 anions in a tetrahedral arrangement.   
The reader will notice that I have used some rather indefinite words to indicate the connection 
between the ion properties and the crystal structure.  The concept of ionic state is an immensely 
useful one in chemistry, but its literal reality is open to question.  Many believe that it would be 
impossible, even in principle, to prove, using a minute electrometer probing the inner spaces of a 
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crystal, that the zinc atom really has a deficit of two electrons, as it could unambiguously have in 
an atomic experiment in which two electrons are ejected with ultraviolet light from a single zinc 
atom that is held in a trap.  We will see in a short while that zincblende is a particular borderline 
case, in which we give a frankly schizophrenic view of the nature of the crystalline bonding.  But 
the fact is that the concept of the solid-state ion is indispensible as an organizing principle for a 
vast set of crystalline materials. 
In particular, the ionic-bonding concept is indispensible for explaining the atomic arrangement in 
some of the most important compound materials that appear in this school.  Figure 5 shows the 
crystal structure of perovskite, which has the generic chemical formula ABX3.  The anion is al-
most invariably O2- (there is a distinct class of compounds in which X=Ni),  A is the large cation 
with formal charge +2, and B is the small cation with formal charge +4.   BaTiO3, SrZrO3 and 
CaSnO3 are important examples of these perovskites.  Formal AB charges of +1/+5, and +3/+3 
(e.g., LaMnO3) also occur.  Note that the designations "small" and "large" are justified by the 
differing number of anion nearest-neighbors of the B and A species: 8 (octahedral) for the B, 12 
(cuboctahedral) for the A.  One can focus on the oxygen octahedra with the small cation inside, 
and consider the perovskite lattice as a regular network of vertex-sharing octahedra.  For many 
cases, the resulting crystal retains the full symmetry of the octahedron.  However, outside the 
"preferred" range of cationic radii, the ground state of the crystal prefers some distortion (rotation, 
tilting) of the linkages between these oxygen octahedra, leading to crystals with lower symmetry, 
for example trigonal [8]. 
 
Fig. 5: The perovskite crystal structure. Fig. 6: The crystal structure of fluorite.
Fig. 4: Ionic binary-compound crystal structures. Left: CsCl structure.  Middle: NaCl struc-
ture. Right: ZnS structure.  See [2]. 
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While the variety of ionic oxide crystal structures is vast, I will content myself with mentioning 
just one of the most important additional types, that represented by fluorite (CaF2).  This AX2 
structure is shown in Fig. 6.  Many important crystals come in this form, including those of 
ZrO2 and CeO2.  In fact, the list of fluorite compounds is vast, here is an interesting list: PtGa2, 
SnMg2, AuIn2, TbO2, UO2, EuF2, HgF2, CeH2, LuH2, NbH2, UN2.  
4 Covalently-bonded Crystals 
Now we turn to those compounds in which the rationalization of the structure comes from rea-
soning concerning chemical bonding, rather then the efficient packing of charged ions.  Chem-
ical bonding introduces directionality constraints that result sometimes in "looser" packings 
than one would arrive at by simple sphere-packing considerations. 
We begin with the familiar "diamond" lattice, see Fig. 7.  We have shown it in two-sublattice 
form; for elemental C, Si, and Ge both sublattices are identically occupied, but for compound 
structures that we will mention shortly they are occupied by two different species.  Each sub-
lattice is a face-centered cubic lattice, and is thus a densest-sphere packing.  For the most part 
this has only formal significance, although it gives us some explanatory power when we come 
to the discussion of planar defects later in this chapter. 
 
Fig. 7: The zincblende 
(again) or diamond 
crystal structure, em-
phasizing its covalent 
character. 
Why do the group IV elements crystallize in this "loose" manner?  The chemical explanation is 
as follows: the s and p electronic orbitals containing the four valence electrons of these elements 
undergo a hybridization, forming sp3 linear combinations.  The sp3 orbitals are highly direc-
tional, and they are pointed in the four tetrahedral directions.  Two such orbitals from two 
neighboring atoms strongly overlap, and the two electrons contributed from each atom form the 
bonding pair.  Thus, the tetrahedral nearest neighbor arrangement of the crystal of Fig. 7 can 
optimally take advantage of this tetrahedral bonding geometry. 
Almost all the AB compounds of group III and group IV elements assume exactly the same 
crystal structure.  The chemical explanation is that A- and B+ are isoelectronic to a group-IV 
element, and then the story of  tetrahedral sp3 direction, perhaps supplemented by some ionic 
adhesion, explains the stability of these crystals. 
The crystal structure of Fig. 7 is also that of some II-VI AB compounds, and one is tempted to 
consider A-2 and B+2 to be isoelectronic again to group IVs and use the sp3 explanation.  Recall, 
however, that the crystallization of the II-VI zinc sulfide has already been "explained" by ionic 
packing considerations – note in fact that the zincblende crystal structure is identical to the "dia-
mond" crystal structure of Fig. 7!  This illustrates that the chemical reasoning that explains these 
crystal forms is by no means rigorous.  The physicist, who uses a large numerical calculation 
using, e.g., density functional theory to expain the stability of these crystals does not "need" sp3 
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or ionicity ideas.  Nevertheless, when used wisely, the explanatory power of the chemical reason-
ing is very great, and is not to be discounted.  
The strong tendency of Si to form tetrahedral bonds is also manifest in another important ma-
terial, SiO2.  Fig. 8 shows the crystal structure of quartz, one of the important crystalline mod-
ifications of silicon dioxide.  The tetrahedrally coordinated oxygens surrounding each silicon 
form a network of vertex-sharing tetrahedra.  The vertex connection is "bent", and this has 
another chemical explanation: the group-VI oxygen has two unpaired electrons available for 
bonding, and the other two are non-bonding "lone pairs".  These two lone pairs, and the two 
resulting bonding pairs, form nearly a tetrahedron around the oxygen, and the bonds have nearly 
the tetrahedral angle.  (The same explanation is given for the "water angle" in H2O.)  This 
explanation should again be put in the category of very non-rigorous, but extremely useful.  But 
Fig. 8 shows another experimental fact about this oxygen bonding: the "thermal ellipsoids" of 
the atoms in the crystal are shown, that is, the extent of motion of the atoms due to thermal 
excitations at normal temperature.  The oxygen bond angle is evidently quite "floppy" compared 
with that at the silicons.  This floppiness will come back again, when we considered disordered 
forms of covalent crystals in Sec. 5.3. 
 
Fig. 8: The crystal structure of SiO2, quartz.
The ellipsoids show the degree of thermal
motion of the oxygen (red) and silicon (blue).
Fig. 9: Twinning in the diamond crystal. 
5 Defects in Crystals 
5.1 Planar Defects 
There is a vast variety of ways in which covalent or ionic solids can depart from regularity.  
Here we will survey just a few interesting ways in which this irregularity manifests itself.  We 
begin with defects defined by planes.  The next section discusses defects as lines; defects as 
points will be covered within lecture A3 in this school. 
Recall the mathematical fact that irregularities can readily occur in the stacking of close-packed 
planes of spheres.  Since the diamond lattice is, mathematically, two interpenetrating fcc lattices 
(the AB sphere-packing lattice), it is also subject to this stacking variation.  Figure 9 shows 
such a "stacking fault".  Chemical reasoning based on sp3 orbital chemistry would deem this 
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structure to be isoenergetic to the perfect diamond lattice: all bond lengths can be unchanged, 
and all bond angles can remain exactly tetrahedral.  Of course, this stacking fault does cost a 
finite energy; the geometry of second-neighbor atoms is altered near the stacking fault, so one 
can say that there are small longer-distance interactions that are not optimized here.  Connected 
with this, there are changes of the bond lengths and bond angles in the vicinity of the stacking 
fault, but again these changes are very small. 
As Fig. 10 illustrates, many variants on stacking faults, connected with the variations of the 
ABC stacking noted in Sec. 2, also readily occur in crystals of elements in group IV. 
Fig. 10: Faulted 
stacking arrangements 
as they are observed 
to occur in Si nan-
owires.  See [9]. 
Returning to Fig. 9, one can see that besides being viewed as a change of stacking, this planar 
defect can be viewed as two half-spaces of perfect crystal, differently oriented in space, and 
jointed together at the plane.  From this point of view, this is a very special example of the 
general category, the grain boundary.  This is an especially symmetric grain boundary with 
mirror symmetry across the plane, making this a twin boundary, or twin for short.  The special 
orientation angle consistent with the alternate stacking described above makes this a very com-
mon twin, and it is called a primary twin for these crystals (it has the designation Σ3 in crystal-
lography, but this is not so important for us here. 
Figure 11a shows a simple mechanism by which twins of different orientations can arise [10].  
If primary twinning occurs on two equivalent but different crystallographic planes (i.e., the 
meeting planes of the A and B domains and of the A and C domains in Fig. 11a), then in the 
course of further growth the domains B and C should join at a common plane.  If the growth 
occurs in the most symmetrical way as shown, then another twin, the so-called Σ9 second-order 
twin, is formed.  Its atomic structure, as shown in Fig. 11b [10], involves some clear departures 
from the near-perfection of the stacking fault: cond angles and lengths are distorted, and the 
normal six-fold ring structure is replaced by five- and seven-fold rings in the grain boundary 
plane. 
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5.2 Line defects: dislocations 
We have just seen an example of a line defect, the tricrystal line in Fig. 11.  But the more usual 
line defect that we consider is the dislocation.  Ref. [11] has discussions of most of the points 
that I will make in this section. Figure 12 shows, for an abstract cubic lattice, one type of dis-
location, the so-called screw dislocation.  This can be thought of as a structure that results if the 
crystal is cut along a half-plane, and then "glued" together with some shifting of the lattice.  
This shift is called the "Burgers vector".  This vector is obtained by taking a circuit (the so-
called "Burgers circuit") on the crystal lattice along a path enclosing the line defect.  One 
chooses a path (e.g., 2 steps north, 4 steps west, ...) that would close if the defect were not 
present.  The presence of the dislocation defect causes a "closure failure", which is the differ-
ence between the points E and F in Fig. 12.  The connecting vector between these two points is 
the Burgers vector.  The screw dislocation is characterized by the Burgers vector being parallel 
to the line defect. 
Fig. 11:  
(a) (left) A tricrystal twinning arrangement in  
silicon.  
(b) (top) Atomic structure in the second-order 
twin plane.  See [10]. 
In the other important dislocation type, the edge dislocation, the Burgers vector is perpendicular 
to the line of the defect.  See Fig. 13 for the abstract depiction of this defect; note the closure 
failure on the ABCD circuit shown.  
Note that both Figs. 12 and 13 are highly unrealistic as atomic structures – note the very lattice 
points that result from the naive "gluing".  However, these problems occur only near the "core" 
of the defect, and the slightly distorted crystal that results a few lattice constants away from the 
core is quite realistic.  The elastic distortion field is in fact well represented by considering the 
Burgers vector as a "pole" source, very analogous to a line source of electric dipoles in electro-
statics.  In the core, it is mandatory that there be some modified atomic arrangement, whose 
details are specific to the crystal type.  But dislocations are found in all types of crystals, no 
matter what the type of atomic interaction – van der Waals, metallic, ionic, or covalent. 
The previous discussion would suggest that the Burgers vector must be a full lattice translation 
of the crystal lattice.  But in crystals like diamond in which there is more than one atom per 
crystal unit cell, there is another possibility: one also readily observes partial dislocations, in 
which the Burgers vector is smaller, typically one half of a full lattice translation.   For such a 
dislocation, there is not perfect, elastically distorted crystal in all directions away from the core; 
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in fact, the core is then the starting line of a stacking fault, which ends (often quite nearby) at 
another partial dislocation.  One can in these situations consider the partials to be the result of 
the dissociation of a full dislocation into two equivalent parts. 
 
Fig. 12: The screw dislocation. Fig. 13: The edge dislocation. 
The mobility of dislocations is another matter, whether dislocations can move under the influ-
ence of stresses is another matter.  Dislocations tend to be most mobile in crystals with non-
directional bonding; in metals dislocations move readily, and the plastic deformation that occurs 
when you bend a paperclip results from the motion of "billions and billions" of dislocation lines.  
A most common motion mechanism is the glide motion of an edge dislocation, in which also 
can be seen the connection between dislocation and deformation of the crystal.  In Fig. 14, the 
glide process is visualized, likened to the locomotion of a caterpillar.  The important point about 
the glide process is that, by very small motions of individual atoms, a whole half-plane of atoms 
(red) end up transported from one side of the crystal to the other; thus plastic deformation is 
associated with this "slip plane" (along which many glide events occur).  Pileups of these dis-
locations are also associated with the fracture of crystalline material.  
5.3 The all-over defect: amorphous solids 
The final case that we will touch in this lecture contains solids that are so disrupted in their 
atomic order that no crystal lattice is left: the solid is said to be amorphous, but that is not to 
say that it has lost all vestige of structure.  In fact, typically, amorphous solids have a large 
degree of local ordering that is very reminiscent of the structure found in related crystals. 
There are many elements that have solid non-crystalline or amorphous forms, but to this writer's 
knowledge all examples of such arise in the covalently bonded elements.  Elements with non-
directional bonding (van der Waals or metallic) seem to always manage to crystallize, perhaps 
with a rather dense network of grain boundaries (the exception that proves this rule is apparently 
Xe [12]).  Atoms in this case apparently find it very easy to slip into their places in a dense-
packing sphere arrangement.  
All of the group IV elements can form amorphous solids.  The "looseness" of the tetrahedral 
coordination that is preferred by these elements is quite compatible with random space filling, 
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as can be seen in Fig. 15 (although it is easier to see in a physical ball-and-stick model).  Amor-
phous silicon is a technologically important material, as it can make a very inexpensive and 
moderately efficient solar-cell material [13].  Actually, despite the fact that theory indicates that 
a tetrahedrally-bonded network can be defect free even without a trace of long-range crystalline 
order, in practice pure amorphous silicon forms with a significant number of broken bonds (i.e., 
places in the network where the Si atoms are only three-fold coordinated.  However, when 
hydrogenated, the material becomes a quite good semiconductor, and it is this that is used in 
photovoltaics.  Evidently the H atoms can find the unsatisfied Si bonds and assure that all va-
lence electrons are stably tied up in covalent bonds. 
Fig. 15 Theoretical 
construct of a random 
dense network with 
tetrahedral bonding. 
Of the enormous number of multi-component amorphous materials I will discuss only a few.  
The oxide of silicon SiO2 that we saw earlier in crystalline (quartz) form in Fig. 8 occurs very 
readily in amorphous form – see Fig. 15 for a theoretical depiction of the sort of continuous 
covalently-bonded network that probably captures the essence of the atomic structure.  One can 
Fig. 14: The glide motion of an edge dislocation on its slip plane. 
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point to the large freedom offered by the paradigm of filling space with vertex-sharing tetrahe-
dra, plus the floppiness of the O bond angle that we noted for quartz above, as reasons why this 
oxide so readily enters the amorphous state. 
Finally, I note that many metal alloys can be amorphous.  Apparently, the sphere packing prob-
lem with spheres of different sizes is not one that the atoms quickly "solve" upon solidification, 
so that disordered packings are not rare.  On the other hand, for binary alloys crystallization is 
only avoided by giving the atoms very little time to find their best positions – this is achieved 
by freezing molten metal by shooting a stream of molten material on a cold rotating wheel.  
This is the method of "splat cooling".  On the other hand, researchers have investigated metallic 
melts of, e.g., 7 different atomic species [14].  For these mixes the orderly sphere problem is 
apparently so difficult that they are found almost impossible to crystallize, so that even slow-
cool castings of these strange steels are amorphous!  Some unique advantages are seen for metal 
structures made from such very homogeneous, isotropic, and grain-boundary-free solids.     
 
Fig. 16: Theoretical 
construct of the 
amorphous network 
realized by SiO2. 
6 Finally  
I hope you have enjoyed this sampler from the wonderful, varied world of atomic structure in 
solids.  Enjoy the rest of the school! 
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1 Introduction
“Band theory” of solids goes all the way back to the theses of Felix Bloch [1], the first student of
Werner Heisenberg in Leipzig, and Hans Bethe [2], student of Arnold Sommerfeld in Munich,
who investigated the nature of independent non-interacting electrons in a periodic potential.
These investigations culminated in the formulation of the concept of bands in crystals based
upon a theorem what has come to be known as the “Bloch theorem”, i.e. that the wavefunction
in a perfect crystal is an eigenstate of the “crystal momentum”. This was the starting point of a
development, best described as the investigation of the electronic structure of matter, for which
currently no end is in sight. Band theory plus Pauli exclusion principles allowed only states of
one spin per one electron per unit cell of the crystal. The importance of filled electron states and
empty “hole” states was recognized. The foundation was laid for the classification of materials
into metals, semiconductors and insulators upon the number of electrons:
• Insulators have filled bands with a large energy gap of forbidden energies separating the
ground state from all excited states of the electrons.
• Semicondutors have only a small gap, so that thermal energies are suffcient to excite the
electrons to a degree that allows important conduction phenomena.
• Metals have partially filled bands with no excitation gaps, so that electrons can conduct
electricity a zero temperature.
More than eighty years of research on the electronic structure of matter brought much progress
along many different directions: Electron-electron interaction, disorder, topology, quantitative
theories, to name a few. Electronic conduction in a solid is usually mediated by more or less
extended states that allow charge carriers to travel in the lattice. If a material, for example
a transition metal oxide like TiO2 or a main group chalcogenide like Ge2Sb2Te5, changes its
electronic structure e.g. upon crystal transformation, this will be reflected by the charge carrying
states of the material. Lattice imperfections, such as defects, or structural disorder modify the
transport properties. Even though the conduction mechanisms can in the end be quite different,
e.g. band conduction, topologically protected edge currents, polaronic transport, or trap-assisted
tunneling, and there is a variety of insulating states like band-, Mott-, and Anderson-insulators,
all described by specialized theories, the underlying picture of electronic states in a periodic
crystal, the description by momentum, spin, and band index are fundamental concepts that are
used in many of the refined theories.
In all these years “band-theory” became an indispensable tool for the description and character-
ization for many states of condensed matter, not only for (band) insulators, semiconductors or
metals. Also in so-called strongly correlated electron systems, where a subset of states shows
correlation effects that are typically not covered by band-theory, a proper description of the
more delocalized bands is indispensable since the unique material properties are determined by
the coupling of the localized, correlated states to these bands.
While these theories started as more conceptual tools for the understanding of the solid state,
in the past 20 years advances both in theory and (computer) simulation techniques made it
possible to predict electronic (and magnetic) properties on a quantum mechanical basis. Most
notably, density functional theory developed into a reliable tool for material scientists, which
aim at designing materials with selected properties. It allows, in some limits, to describe the
influence of structural changes on the electronic system and to estimate the consequences for
the conductive properties.
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This lecture has an introductory character. The lecture tries to draw a line from the elementary
concepts of band-theory of independent non-interacting electrons in a periodic potential to the
modern theoretical frame work of density functional theory applied to complex solids, that
provides a quantitative theory often of predictive power. To achieve this goal, necessarily a
selection of topics is required. Some subjects are covered in some depth, others are included
to put things into a wider perspective and provide an overview. Concerning the selection of
materials, we have an emphasis on oxides and chalcogenides, relevant for resistive memories
and phase change materials.
In a first section we will look at the basic properties of electrons in an infinite periodic lattice.
We will ignore their mutual interactions, but incorporate the proper symmetry that defines the
quantum numbers (constants of motion) of the system in a non-relativistic context. The interac-
tion between electrons is then the topic of the second section, where methods will be discussed
to treat Coulomb- and exchange interactions e.g. Hartree-Fock and density functional theory
(DFT) or the GW approximation. As a simple combination of model-theory to describe strong
correlation effects and DFT, we also introduce the DFT+U method here. Finally, we shortly
touch the topic of topological insulators as it plays an interesting role in some phase change
materials. In this context, we also introduce spin-orbit coupling that is important for a correct
description of the more heavy elements in these materials.
Of course there are many materials – often with promising functional properties – that need a
theoretical description beyond the one given in this lecture. Some of the subsequent lectures
will give more specific insights, in particular about the description of transport and correlation
aspects. Here, we deal mainly with the electronic ground state of matter from an “weakly cor-
related” point of view and we focus on periodic solids. Also discussion of solids with disorder
or magnetic phenomena will be left for further lectures except for some illustrative examples.
2 Electrons in a periodic lattice
The electronic properties of a periodic solid are to a large part determined by the symmetry of
the lattice that is formed by the atomic nuclei. They create a periodic potential in which the
electrons (in particular the most loosely bound valence and conduction electrons) are moving.
The constants of motion of such a system are determined by the symmetry, here in particular
the translation symmetry in the crystal. Therefore, we start with a discussion of the symmetry
properties of a crystal that leads us to Bloch’s theorem and illustrate these considerations for
the case of a nearly free electron gas. To be specific, we present a couple of prototypical band
structures to see how – even in the presence of electron-electron interactions – many properties
can be inferred from the crystal symmetry. For a more extended treatment of these topics, the
reader is referred to standard textbooks on solid state physics, e.g. Ref. [3].
2.1 Translation symmetry
The structure of an infinite periodic crystal can be considered as a space filling repetition of
non-overlapping units cells in three dimensions. The origin,R, of an unit cell can be written as
Rn = An ; where A =
 a11 a12 a13a21 a22 a23
a31 a32 a33
 and n =
 n1n2
n3
 (1)
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where the ni are positive or negative integer numbers labeling the unit cell and A is the Bravais
matrix of the crystal. In each unit cell n, a finite number of atoms (denoted by α) are located at
positions
rn,α = Rn + τα (2)
and the vectors τα are called the basis of the lattice. A crystal, that can be described by equa-
tions (1) and (2), is invariant under an infinite set of symmetry operations, which can be classi-
fied as translations, T , and (proper and improper) rotations, R, and combinations of these two.
Here, we will focus on the translations, which act on some function in real space, f(r):
TRnf(r) = f(r+Rn) . (3)
The Hamiltonian of the electrons in a periodic solid consists of three parts: the kinetic energy of
the electrons, T , their mutual Coulomb repulsion, Ve−e and the potential created by the nuclei,
Vext. The first two parts of the Hamiltonian are invariant with respect to any translation, but the
latter term will only be unchanged if the translation vector is a lattice vector,Rn:
TRnVext(r) = Vext(r+Rn) = Vext(r) . (4)
Therefore, the total Hamiltonian, H, commutes with the translation operator TRn and both
operators will have common eigenfunctions.
To find the eigenvalues γ of the translation operator, we consider the successive action of two
translation operators on a function:
TRn′TRnf(r) = TRn′γ(Rn)f(r) = γ(Rn′)γ(Rn)f(r)
TRn′TRnf(r) = TRn′+Rnf(r) = γ(Rn′ +Rn)f(r) . (5)
The fact that γ(Rn′)γ(Rn) = γ(Rn′+Rn) suggests, that the vectorsR appear in an exponential
form in γ, i.e.
γ(Rn) = e
Rn·P . (6)
If we consider, that f is a normalized function, φ(r), that should not grow or vanish expo-
nentially in an infinitely extended solid by applying a translation, we can assume that P is an
imaginary quantity and write it as ik. We can use this vector k to label the functions φ according
to
TRnφk(r) = eiRn·kφk(r) . (7)
The matrix elements of the Hamilton operator with two such functions should be invariant to a
lattice translation, i.e.
〈φk′(r)|H|φk(r)〉 = 〈TRnφk′(r)|H|TRnφk(r)〉 =
〈
eiRn·k
′
φk′(r)|H|eiRn·kφk(r)
〉
= eiRn·(k−k
′) 〈φk′(r)|H|φk(r)〉 (8)
which means, that either the exponential factor is unity or the matrix element must vanish. From
the translation symmetry properties of the lattice we can thus conclude, that we only get non-
vanishing matrix elements, if Rn · (k− k′) = 2piN , if N is some integer number. The latter
condition can be brought into a slightly different form, if we write
Rn = An ; k− k′ = Bm and AB = 2pi1 (9)
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where 1 is the 3 × 3 unit matrix and B defines a lattice, where the lattice vectors are given by
Km = Bm for integer vectorsm. This lattice is called the reciprocal lattice andKm is called
a reciprocal lattice vector. To get non-vanishing matrix elements, k − k′ must be a reciprocal
lattice vector.
This result will help us in two ways: firstly, this result holds for all kinds of operators, that
commute with the translation operator, i.e. 〈φk′ |O|φk〉 is only non-vanishing, if k− k′ = Km.
E.g. if O describes some excitation of the crystal and the φ’s are wavefunctions of the ground-
and excited state, we can derive selection rules from this symmetry. Secondly, if we consider
that φk is a trial function for the solution of the Dirac or the Schro¨dinger equation, we can im-
mediately block-diagonalize the Hamiltonian in blocks of wavefunctions, where the difference
of two wavevectors k and k′ is a reciprocal lattice vector. This allows us to restrict the values of
k to the smallest ones in each block and to use this vectors as quantum numbers that label the
wavefunctions in the solid. The volume filled by these k-vectors is called Brillouin zone and it
is the equivalent of the Wigner-Seitz cell in real space, but now in reciprocal space.
The reciprocal lattice is particularly useful to describe lattice periodic functions:
u(r) =
∑
Km
eiKm·ru(Km) since u(r+Rn) =
∑
Km
eiKm·(r+Rn)u(Km) = u(r) . (10)
We can now write the eigenfunctions of the translation operator according to equation (7) as
TRnφk(r) = TRn(eik·ruk(r)) = eik·Rneik·ruk(r) = eik·Rnφk(r) . (11)
Functions of the form eik·ruk(r) are called Bloch functions. They are the eigenfunctions of the
translation operator TRn and play an important role in the electron theory of periodic solids.
Since we know that TRn and the Hamiltonian commute, also the eigenfunctions of H can be
written in this form:
Hφk,ν(r) = εk,νφk,ν(r) ; φk,ν(r) = eik·ruk,ν(r) . (12)
This is called Bloch’s theorem. We introduced an additional quantum number ν to distinguish
the different solutions that belong to the same vector k. They will correspond to different values
of uk,ν(Km) in equation (10).
Let us illustrate these points with the simplest possible example, a non-interacting electron gas
in an uniform potential, V0. In this case the many-electron wavefunction is separable into a
product of single-particle wavefunctions and thus it is sufficient to study the Hamiltonian for a
single particle, that is of the form
H = − 
2
2me
∇2 + V0 . (13)
Omitting the constant potential and using atomic units ( = 1, me = 1) we can write the
Schro¨dinger equation with Eq. (10) and Eq. (12) as
−1
2
∇2
(∑
Km
ei(k+Km)·ruk,ν(Km)
)
=
1
2
∑
Km
(k+Km)
2ei(k+Km)·ruk,ν(Km) = εk,ν
∑
Km
ei(k+Km)·ruk,ν(Km) . (14)
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Fig. 1: Band structure of a free electron gas (left) with three parabolic bands, originating from
reciprocal lattice points outside the Brillouin zone (BZ, white). In the case of a nearly-free
electron gas, i.e. in the presence of a periodic potential, the degeneracy of the bands at the BZ
boundaries and at the origin will be lifted (thick lines, right panel).
To fulfill Eq. (14) for eachKm we get a solution
εk,ν =
1
2
(k+Km)
2 , (15)
i.e. the eigenvalues can be described as parabolas in k-space originating at reciprocal lattice
points. This is illustrated in figure 1 in one dimension: if we restrict our description to the first
Brillouin zone (BZ), we observe that for each k-vector we obtain an infinite, but discrete set of
eigenvalues. At each k-point, we can label these eigenvalues with the band index ν increasing
with energy. A set of eigenvalues with the same index ν is called a band. At the boundaries
of the BZ we observe band crossings, which will – in general – disappear for more realistic
potentials (see next subsection).
Before we study the effect of a non-constant potential, it is instructive to study the problem
of the free electron gas with a different choice for the wavefunctions. Although planewaves
are a perfect solution to the free electron problem, in many real situations the eigenfunctions
can be regarded to be derived from atomic wavefunctions, s, p, d, or f -like. Of course in a
crystal they form linear combinations that have to fulfill Bloch’s theorem, i.e. if we start from
orthonormalized atomic functions χ(r) centered on lattice sitesRn, we choose a form
φk(r) = e
ikr
∑
n
χ(r−Rn) . (16)
E.g. if χ is a spherical s-like function, it is modulated by the k-dependent “Bloch factor” with
a period of 2pi/k throughout the crystal. In the spirit of the tight-binding approximation, it is
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convenient to write
φk(r) =
1√
N
∑
n
eikRnχ(r−Rn) , (17)
where N is the number of lattice sites in the sum. This allows us to estimate the energy as the
expectation value of the Hamiltonian:
ε(k) =
1
N
∑
n,n′
〈
eikRnχ(r−Rn)|H|eikRn′χ(r−Rn′)
〉
=
∑
n
eikRn 〈χ(r)|H|χ(r−Rn)〉 .
(18)
Assuming a linear chain of atoms with a lattice constant a, where only the nearest neighbor
atoms have significant overlap, this reduces to
ε(k) = 〈χ(r)|H|χ(r)〉+ eika 〈χ(r)|H|χ(r− a)〉+ e−ika 〈χ(r)|H|χ(r+ a)〉 . (19)
Since the nearest-neighbor integrals are identical, we can write
ε(k) = α+2β cos(ka) where α = 〈χ(r)|H|χ(r)〉 and β = 〈χ(r)|H|χ(r± a)〉 . (20)
For a s-type wavefunction, β is negative and ε is lowest at k = 0. The Bloch phase in front of
each atomic orbital is positive and the wave function describes a bonding state. With increasing
k the energy increases and reaches its maximum at k = pi/a. At this k-point, the Bloch factor
changes sign at every second atom and the wavefunction describes an antibonding state. For
a p-type wavefunction, which is an “odd” functions, β is positive and their energy decreases
from k = 0 towards the zone boundary, like indicated in the second band in figure 1. As
we will see later, realistic bandstructures of simple metals indeed start at low energies with a
parabolic, s-type band, followed by three inverted parabolas that correspond to p-type states.
Many properties of the valence electrons of these metals can be found in the simple free-electron
picture of this section.
2.2 Nearly free electrons
Of course, the electrons in a crystal feel a periodic potential that differs considerably from our
constant model potential. The attractive potential of the nuclei is partially screened by ener-
getically low-lying core electrons, i.e. the valence electrons “feel” a potential that is in essence
smoothed by electrons that are bound closely by the nuclei. This is the external potential, Vext,
encountered in Eq. (4). Since it has lattice periodicity, it can also be expanded in reciprocal
lattice vectors:
Vext =
∑
Km
eiKm·rV (Km) . (21)
Adding this potential term to the Hamiltonian modifies Eq. (14) and we get∑
Km
(
εk,ν − 1
2
(k+Km)
2
)
uk,ν(Km)e
i(k+Km)r =
∑
Km
∑
K′m
V (K′m)uk,ν(Km)e
i(k+Km+K′m)r.
(22)
IntroducingK′′m = K
′
m +Km, we write the right part of Eq. (22) as∑
K′′m
∑
K′m
V (K′m)uk,ν(K
′′
m −K′m)ei(k+K
′′
m)r. (23)
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Substituting back Km ← K′′m and comparing the coefficients with the left side of Eq. (22) we
obtain (
εk,ν − 1
2
(k+Km)
2
)
uk,ν(Km) =
∑
K′m
V (K′m)uk,ν(Km −K′m) . (24)
For the case of a constant potential, we set V (0) = V0 and all other Fourier coefficients to zero.
In this case, Eq. (24) reduces to(
εk,ν − 1
2
(k+Km)
2
)
uk,ν(Km) = V0uk,ν(Km) , (25)
which corresponds, apart from an additional constant V0, to Eq. (15). Eigenfunctions are again
planewaves with wave vector Km, i.e. the Fourier coefficients for the expansion of the wave-
function, uk,ν(Km) for a certain state ν are unity for a specific Km and zero otherwise. If we
consider uk as a matrix with dimensions ν and Km, we find that for the case of a constant
potential, uk is the unit matrix 1 (we denote matrix quantities here and in the following with an
underline).
If the potential is of general shape, electrons cannot be described by eigenstates of a single
reciprocal lattice vector, instead the expansion coefficients uk,ν(Km) can be obtained from
Eqs. (24). We can rewrite these equations using 1
2
(k+Km)
2 = ε0k,Km in the form(
εk,ν − ε0k,Km
)
uk,ν(Km) =
∑
K′m
V (K′m −Km)uk,ν(K′m) . (26)
If we write V in matrix form and consider u and ε0 as vectors, this equation can be rewritten in
the form of a standard eigenvalue problem:(
V + ε0k1
)
uk,ν = εk,νuk,ν . (27)
Let us finally analyze, how a weakly varying potential affects the bandcrossings at k = pi/a
in figure 1. The lowest bandcrossing is formed by a parabola originating at Km = 0 and a
parabola that has its minimum at Km = K1. In the vicinity of the crossing, we denote the
(unperturbed) eigenvalues of these two states as ε0+ = V0 + ε
0
0 and ε
0
− = V0 + ε
0
K1
. Ignoring all
other states, the potential matrix V will be a 2× 2 matrix, which has diagonal elements V0 and
off-diagonal elements V−K1 and VK1 . Eq. (27) has then the form(
V0 + ε
0
0 VK1
V−K1 V0 + ε
0
K1
)(
u0
uK1
)
= ε
(
u0
uK1
)
. (28)
This problem can be solved by setting the determinant to zero:∣∣∣∣ ε0+ − ε VK1V−K1 ε0− − ε
∣∣∣∣ = 0 (29)
resulting in
ε1,2 =
ε0+ + ε
0
−
2
±
√(
ε0+ − ε0−
2
)2
+ |VK1 |2 . (30)
In case the two eigenvalues ε0+ and ε
0
− coincide, the non-constant potential will lift this degen-
eracy and lead to a splitting of ±|VK1 |. If ε0+ − ε0− is large compared to |VK1 |, e.g. k is far from
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the zone boundary, the effect will be small. Likewise, the interaction with other bands, that
are energetically far away, will be small and our assumption to consider just two bands near a
crossing will be justified.
Of course, in realistic bandstructures more than two bands can be energetically close and not
all potential Fourier coefficients will be small, so that more complicated bandstructure scenario
will occur. In this case, it is necessary to solve Eq. (27) in full.
An other important issue is the occupation of bands. For each Bloch vector k the number of
bands are bound from below, but the eigenvalue spectrum has no upper bound. Electrons are
fermions and no state defined by the quantum numbers, Bloch vector, band index and spin,
(kνσ), can be occupied twice. We will show below that we occupy all states from below till
all valence electrons of all atoms of an unit cell occupy an available state once. This typically
entails that the unit cell is charge neutral. It implies the introduction of an important quantity,
the Fermi energy, EF, the energy of the highest occupied states at temperature T = 0 K. The
surface that is created by all states k, ν, which fulfill the condition εk,ν = EF, is known as
the Fermi surface. The shape of the Fermi surface is a characteristic fingerprint of each metal.
This surface separates the occupied from the unoccupied states and plays therefore an important
role in all transport properties of metals. In metals conductance can occur at zero temperature
for infinitesimally small external fields. In semiconductors and insulators the Fermi energy is
placed in the gap and any excitation requires a finite energy of at least the size of the band-
gap. Thermal excitations at finite temperature T , which take place around the Fermi energy
are described by the Fermi-Dirac distribution f(ε, T ) = 1/[exp((ε − EF)/(kBT )) + 1], where
kB = 8.6173324(78)× 10−5 eV/K is the Boltzmann constant.
2.3 Bandstructures of selected systems
To visualize the effects of the crystal lattice, we shortly discuss here two prototypical examples
of bandstructures. First, we consider the sodium crystal, which crystallizes in the body-centered
cubic lattice. The valence electron is only weakly bonded and contributes to a very low electron
density. It is well described by the nearly-free electron model. In contrast, the perovskite lattice
is strongly ionic and the p-states of oxygen and the d-states of the transition-metal are rather
localized and these states are rather derived from the atomic levels than from a free-electron
model. Nevertheless, their dispersion follows for small k-vectors the predictions of our simple
theory.
First we discuss the electronic structure of sodium, which is a simple metal from the first column
of the periodic table. All the metals in this row crystallize in a bcc lattice and with a single
valence electron per atom. Thus, band is half-full, i.e. the highest occupied states cut through
the bands, no gap exists, which explains why sodium and all other alkali metals are metals.
Thus, the Na bandstructure is prototypical for these elements, like K or Rb [4]. Due to its low
electron density (the s-electrons are typically very delocalized in metals), it is already very close
to an almost free electron gas in a periodic lattice.
The bandstructure in figure 2 has been obtained by density functional theory (DFT), that will be
outlined in the next section (3.2). As can be seen from this figure, the bottom of the occupied
band is almost parabolic, as expected for a free-electron like dispersion. We see, however, that
gaps are opening at the boundaries of the Brillouin zone, e.g. at the N-point. Above the s-band
three downward dispersing p-bands can be observed with very different dispersions. E.g. in ΓN
direction, only one band reaches down to the s-band, while the other two bands remain above
8 eV.
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Fig. 2: Band structure of sodium (left) and the reciprocal unit cell of the bcc lattice with high
symmetry points and lines (right). The right image was taken from the Bilbao Crystallographic
Server [5].
We should notice, that even in this very simple case one has to be careful when comparing
single-particle eigenvalues (figure 2) with experimental photoemission results: While the Fermi
surface is in very good agreement, the bottom of the s-band is too low as compared to the
experiment. Photoemission results show that 2.5 eV are required to excite an electron at the Γ-
point to the Fermi level, while the DFT eigenvalue is at about−3.2 eV [6]. Methods to calculate
excitation spectra will be shortly discussed in subsection 3.4.
As a second example, very different from the nearly-free electron case, we show in figure 3 the
band structure of the perovskite SrTiO3, again obtained by DFT. SrTiO3 is an insulator. There
is a gap in the eigenvalue spectrum for all k vectors in the Brillouin zone. The Fermi energy
lies in the band gap. The occupied bands are called valence bands and the unoccupied ones are
referred to as conduction bands. The maximum of the valence band and the minimum of the
conduction band occur at a different k vectors. In this case the band-gap is called an indirect
gap, in opposite to e.g. GaAs, which exhibits a direct gap, i.e. maximum of the valence band
and the minimum of the conduction band coincide at the same k vector in the Brillouin zone, at
the center of the Brillouin zone, i.e. k = 0.
Although the situation is now more involved we can still interpret the result based on the model
discussed above. For this it is convenient to introduce the concept of the density of states (DOS)
as the number of states g(ε) given in an energy interval dε: Each band ν contributes to the DOS,
g(ε), as
gν (ε) dε =
1
4pi3
∫
dk×
{
1 for ε ≤ εν (k) ≤ ε+ dε
0 otherwise
. (31)
In addition, this quantity can be weighted according to the localization of the states in a specific
area of the crystal, e.g. near some atom, to yield the so-called local DOS. This quantity gives a
useful measure how many states of a certain character are available in some energy region. As
can be seen from figure 3, the band structure of SrTiO3 is dominated by occupied oxygen (p)
states below the Fermi level and the unoccupied Ti (d) states aboveEF. The nine bands between
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Fig. 3: Crystal structure (upper left) and band structure (right) of SrTiO3 along the path indi-
cated at the lower left. The density of states (DOS) and the local DOS are shown on the right.
Sr, Ti and O atoms are shown in green, blue and red, respectively.
−6 and−1 eV result from the three O atoms, i.e. they are formed by p-like states as can be seen
from their mostly downward-dispersing character at the Γ-point. Along a certain direction, e.g.
kx along Γ−X , only the px orbitals overlap enough to show strong dispersion, while py and pz
remain almost dispersionless. On the other hand, above 1 eV we recognize upward dispersing
Ti d states that are split by the octahedral crystal field of the oxygen atoms into three t2g-type
levels (1 to 3 eV) and two eg-type bands (above 3 eV). Also here, some bands remain flat if the
orbitals are orthogonal to the direction in k-space (e.g. dyz orbitals along kx).
DFT predicts a gap between these O and Ti states of about 1.9 eV, significantly smaller than
what is found in experiment (3.25 eV). We will turn to this point later, in the discussion of the
GW approximation. Nevertheless, the character of the bands nearEF is quite reliably described
by the DFT calculation.
3 Interacting electrons
In any realistic calculation, we cannot simply ignore the mutual Coulomb repulsion of the elec-
trons, which is described by the term
Ve−e =
1
2
∑
i =j
1
|ri − rj| (32)
in the Hamiltonian (since we work in atomic units, e2 = 1). This destroys the separabil-
ity of the many-body wavefunction into single-particle wavefunctions and the straightforward
quantum mechanical treatment of the electronic degrees of freedom is limited to a very small
number of particles. This is mainly due to the appearance of the many-body wavefunction
Ψ(r1, r2, . . . , rN), which contains a tremendous amount of information and is difficult to han-
dle for N larger than a few dozen or so.
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One can try to constructΨ from single-particle wavefunctions and combine them to many-body
wavefunctions of different complexity: a simple product Ansatz,Ψ = φ1(r1)φ2(r2) . . . φN(rN),
leads to the so called Hartree approximation. This form of the wavefunction is, however, not
compatible with the Pauli principle, i.e. interchanging two arguments of Ψ does not lead to
−Ψ. In the Hartree-Fock (HF) method, the wavefunction has the form of a N × N matrix of
single-particle wavefunctions φµ(rν) with 1 ≤ µ, ν ≤ N , which ensures that the Pauli principle
is fulfilled. Therefore, the HF method leads to better results (e.g. binding energies) than the
Hartree method. The energy contribution missing in the latter method as compared to the former
one is called exchange energy. Although the HF method is numerically quite complicated, the
obtained energies are still often quite far from the true ground state energies. What is missing
is called correlation energy and the results can be improved by e.g. constructing the many-
body wavefunction as a linear combination of many determinant functions. These so called
configuration-interaction (CI) methods belong to the realm of quantum-chemical methods and
can be systematically improved, but the numerical effort is huge. While the HF method scales
nominally like N4, calculational schemes that include correlation scale with N5 (second order
Møller-Plesset perturbation theory) or N7 (Coupled Cluster theory). A good account of these
quantum-chemical methods can be found in Ref. [7] and [8].
A completely different approach is taken by the density functional theory (DFT): although in
most cases the true wavefunction is impossible to access, this poses no fundamental limitation
since normally we are not interested in Ψ, but in a limited number of physical observables.
Density functional theory therefore bypasses the troublesome many-body wavefunction and
starts directly from the density of the particles in question (in our case electrons) allowing
thereby the treatment of a large number of particles.
As we will see, DFT is quite suitable to describe the many aspects of the electronic structure
of solids. Also structural properties, like lattice parameters, actually many quantities that can
be obtained from total energies are very well accessible in DFT, since the total energy is a
quantity that has a definite meaning in this theory. In metals also other electronic properties
are reproduced well, mainly due to the fact that they are dominated by states near the Fermi
level. Evidence, that these electrons can be qualitatively described in an independent particle
description (similar to the “particles” in DFT) comes from Landau’s Fermi liquid theory [3, 9].
To understand the approximations and models that enter DFT and its extensions, it is illustrative
first to remember the maybe most basic theories that describe electron-electron interaction,
the Hartree and the Hartree-Fock approximation to the solution of the many-body Schro¨dinger
equation.
3.1 The Hartree and the Hartree-Fock approximation
Let us start with the many-body Schro¨dinger equation for the electrons
∑
i
(
hi +
1
2
∑
i =j
1
|ri − rj|
)
Ψ = εΨ with hi = −1
2
∇2i + Vext(ri) , (33)
where Vext(r) includes the potential arising from the interaction with the nuclei and other
possible external potentials. Assume that we found solutions to the single-particle Hamilto-
nian hi and denote them φi(ri). Then, we can try to construct Ψ from these single-particle
wavefunctions and combine them to a many-body wavefunctions by a simple product Ansatz,
Ψ = φ1(r1)φ2(r2) . . . φN(rN).
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Ignoring the interaction part in Eq. (33) for the moment, we study a system of independent
electrons. Then, if we multiply from the left with all single-particle wavefunctions except one
(e.g. φi) and integrate over all r’s except ri, we arrive at a set of equations
hiφi(ri) = (ε−
∑
j
j)φi(ri) where hjφj(rj) = jφj(rj) . (34)
In this case, the eigenvalue of the many-body wavefunction, ε, is obviously the sum of all
single-particle eigenvalues, i. Given the fact that electrons are fermions and cannot occupy a
state more than once, this means that the ground state of our system will be the one that has the
lowest N single-particle states occupied.
Now, if we reintroduce the electron-electron interaction and go though the same steps, we get a
coupled set of equations
(hi + Vi(ri))φi(ri) = (ε−
∑
j
j)φi(ri) with Vi(ri) =
∑
j =i
〈
φj(rj)| 1|ri − rj| |φj(rj)
〉
,
(35)
where Vi(ri) is the potential created by all electrons except the one described by φi. Solving
these equations is already a complicated task, but a considerable simplification can be achieved
if we assume that in an infinite solid there are so many electrons in the system, that we can
assume that every electrons “sees” the same potential arising from all the states
VH(r) =
∑
j
〈
φj(rj)| 1|r− rj| |φj(rj)
〉
. (36)
This leaves a single equation for all states
(h+ VH(r))φi(r) = εiφi(r) (37)
which has to be solved self-consistently. This means, since VH – the Hartree potential – depends
on the states φi, first a guess for this potential has to be made (e.g. for states calculated in
the independent electron approximation), and then Eq. (37) can be solved initially. With the
solutions in the next iteration a new, better guess for VH can be obtained and this process can be
repeated until the potential does not change any more from one iteration to another.
What we can learn from this so-called Hartree method are two things: in some approximation
we can retain the notion of single-particle states and occupy them by an Aufbau-principle to
construct a many-body wavefunction. In a self-consistent scheme, equations for these single-
particle states can be solved to obtain a solution iteratively. The other lesson to learn is that
already a simple product Ansatz is very difficult to handle unless we make approximations, like
substituting the state-dependent potential Vi by the Hartree potential, VH, thereby introducing
some self-interaction of the single-particle states.
However, this is not the most severe shortcoming of the Hartree method: as mentioned above,
the biggest approximation we introduced in the beginning by choosing a simple product Ansatz.
This construction of the many-body wavefunction of N non-interacting electrons still suffers
from a serious problem in the treatment of the fermionic nature of the electrons. The simple
product of single-particle states does not fulfill a basic requirement for fermions, which states
that the many-body wavefunction has to be anti-symmetric under the exchange of two particles
Ψ(x1, . . . ,xi, . . . ,xj, . . . ,xN) = −Ψ(x1, . . . ,xj, . . . ,xi, . . . ,xN) , (38)
67
A2 — 14 Stefan Blu¨gel and Gustav Bihlmayer
where we introduced x = (r, σ) to denote the combination of the spatial and spin degrees of
freedom. For the moment it is sufficient to consider the spin, σ, simply as a label that can
assume two values.
However, it was realized early by Slater [10], that an anti-symmetric linear combination of
product wavefunctions can be constructed, which has the desired property. This construction
is known as a ’Slater determinant’ as it can be expressed in terms of a determinant of a matrix
containing the single-particle states
ΨSlater(x1 . . .xN) =
1√
N !
∣∣∣∣∣∣∣
φ1(x1) . . . φ1(xN)
... . . .
...
φN(x1) . . . φN(xN)
∣∣∣∣∣∣∣
=
1√
N !
∑
P
(−1)PP (φ1(x1) . . . φN(xN)) . (39)
In this notation the sum is performed over all permutations P acting on the indices i of the φi.
The factor (−1)P ensures the required anti-symmetry.
The Slater-determinants as given in Eq. (39) form an anti-symmetric solution of the non-
interacting Schro¨dinger equation. It can be shown that using all possible combinations of
single-particle wavefunctions these determinants form a basis of the space of theN -body wave-
functions so that the interacting many-body wavefunction can be expressed as a linear combi-
nation of Slater determinants. Such an expansion forms the basis of complicated and expensive
computational methods like so called configuration interaction calculations which yield high
accuracy but can be performed only for a small number of electrons N .
Using these determinant functions to find a solution for the Hamiltonian as shown in Eq. (33) is
the essence of the Hartree-Fock method. The derivation of the equations is somewhat lengthy
but rather straightforward. The strategy is to vary the functions φ to make the expectation value
of the many-body Hamiltonian 〈Ψ|H|Ψ〉 an extremum under the constraint that the functions φ
are normalized to unity. This constraint is introduced by an Lagrange multiplier εi,σ for each
φi,σ. This leads then to the so called Hartree-Fock equation(
−1
2
∇2 + Vext(r) + VH(r)
)
φi,σ(r) +
∑
j,σ′
∫
φ∗j,σ′(r
′)φi,σ(r′)
|r− r′| dr
′φj,σ′(r) = εi,σφi,σ(r) . (40)
It is the last term on the left side of Eq. (40) that introduces the physics missing in the Hartree
method. It can be rewritten to give the equation a more familiar form:(
−1
2
∇2 + Vext(r) + VH(r) + Vex(r; iσ)
)
φi,σ(r) = εi,σφi,σ(r) . (41)
In addition to the non-interacting single-particle Hamiltonian two additional single-particle po-
tential terms appear, which describe the Coulomb interaction. The first one we know already as
the Hartree potential due to the interaction of the electron charge interacting with all electron
charges including itself via the classical Coulomb interaction. The second term, the so called
exchange potential, is a combined effect of Coulomb interaction and the antisymmetry condi-
tion of Fermions and can, therefore, not be interpreted classically. This term can be written
Vex(r; iσ) = − 1
φ∗i,σ(r)φi,σ(r)
∑
j,σ′
〈
φi,σ(r)φj,σ′(r
′)| 1|r− r′| |φi,σ(r
′)φj,σ′(r)
〉′
, (42)
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where the integration (〈〉′) is assumed over r′. If the summation in Eq. (42) would be restricted
to the term j = i only, we would recover Eq. (35) indicating that the exchange potential in the
Hartree-Fock method contains a self-interaction correction, making the Harfree-Fock theory
self-interaction free. Again we arrive at a state dependent potential, that can be thought to
originate from a (nonlocal) charge density
niσex(r, r
′) =
∑
j,σ′
φ∗i,σ(r)φ
∗
j,σ′(r
′)φi,σ(r′)φj,σ′(r)
φ∗i,σ(r)φi,σ(r)
. (43)
nex has the property that it integrates to unity, so it corresponds to the charge of a single elec-
tron. Furthermore, for a spin σ and the limit r = r′ it reduces to the state-independent value∑
j φ
∗
j,σ(r)φj,σ(r). This charge density is also called the exchange hole, describing the influence
of a state i, σ when moving through the ensemble of all states in the system. We will encounter
the exchange hole once more in the context of density functional theory where it appears in a
state-independent form, actually very similar to Slater’s idea [11] of a state-averaged version of
Eq. (43) that inspired also the conception of the first exchange-correlation potentials for DFT.
To describe the electronic properties of metals, semiconductors or even insulators the Hartree-
Fock theory, as presented here, is usually not the best choice. Although structural parameters
might be reasonable, the missing electron correlation leads e.g. to strongly overestimated band
gaps - for SrTiO3 more than 12 eV are found [12]. Nevertheless, the fact that exchange is
described exactly in this theory led to new developments that combine orbital-dependent terms
[in the spirit of Eq. (42)] with correlation as described in conventional DFT functionals [13].
So-called hybrid functionals gained considerable popularity in particular for the calculation of
perovskites [14]. To understand how these methods work, we first have to discuss the basic
principles of DFT.
3.2 Density functional theory
While many researchers were working on more tractable versions of the Hartree-Fock method,
in the middle of the sixties Hohenberg and Kohn [15] worked out two central theorems that
form the basis of a conceptually different approach, the density functional theory: Consider
a system of N particles (e.g. electrons) moving in an external potential V (r) (caused by e.g.
nuclei). In a non-degenerate ground state (i) the many-body wavefunction Ψ and V (r) are
uniquely determined by the particle density distribution n(r) and (ii) there exists an energy
functional of this density, E[n(r)], which is stationary with respect to variations of the ground-
state density. These two theorems allow – at least in principle – the determination of the ground-
state density and energy of a N -particle system by searching for the density that minimizes the
energy functional. Extracting the classical Coulomb interaction energy, this Hohenberg-Kohn
energy functional takes the form
E[n(r)] =
∫
Vext(r)n(r)dr+
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ +G[n(r)] , (44)
where the functional G[n(r)] contains all other contributions. The functional G[n(r)] is uni-
versal in the sense that it is independent of the external potential. If we succeed to find the
functional G[n(r)] or a good approximation to it, the immediate advantage of DFT is that, in-
stead of dealing with the full many-body wavefunction, Ψ(r1, r2, . . . , rN), we can work with
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Fig. 4: The diamond, hexagonal diamond, and β-tin,
hcp, bcc, and fcc structural energies (in units of Ry/
atom) as a function of the atomic volume, normal-
ized to the measured free volume for Si. The dashed
line is the common tangent of the energy curves for
the diamond and the β-tin structures. Results are
taken from Ref. [16].
the much more tractable density, n(r). Although more information is directly accessible from
the wavefunction than from the density,
n(r) =
∫
dr2 . . .
∫
drNΨ
∗(r, r2, . . . , rN)Ψ(r, r2, . . . , rN) (45)
in DFT many physical quantities, like the structural properties or bond strength can be obtained
for large systems, where a many-body wavefunction would be impossible to access.
For example, calculations of the ground-state energies for different external potentials, as they
result from a variation of the lattice parameters or different crystal structures in a periodic solid,
allow the determination of the equilibrium lattice constant, which is nowadays possible to within
a few percents. An example is shown in figure 4, which exhibits the calculated total energy
of bulk Si calculated for six plausible crystal structures of Si and about ten different lattice
constants for each crystal structure fitted to a functional form. The diamond structure is found to
be the stablest in agreement with experiment. This calculation also shows that Si will transform
to the β-tin structure under high pressure (tangent path 2 – 3). The theoretically determined
ground state volume of Si in the diamond structure differs to the experimental results by 1.1%.
Also the ground state density obtained for each set of external potential can be used to analyse
the bonding behavior of solids. In figure 5 we show the valence electron charge density of
a group IV elemental semiconductor (Si) in the diamond structure, and a III-V (GaAs) and
a II-VI (ZnSe) compound semiconductor in the zincblende structure as contour plots in the
(11¯0) plane. For Si one observes a charge density that symmetric with respect to the bond
center. The charge density contour describes a significant bounding charge between the atoms,
which is in agreement (the difference is about 15%) with x-ray scattering data. This charge
density represents the covalent bond of Si sp3 orbitals. As we move from Si to the III-V to the
more ionic II-VI compounds, the bond centers are shifted toward the anion sites, the maximum
intensities increase, and the bonds become more localized.
Early attempts to use the density as a key parameter for calculations of periodic solids were
made by Lenz [18] based on the statistical method of Thomas [19] and Fermi [20]. In this
approach,G[n(r)]was considered to contain the kinetic energy density (taken to be proportional
to [n(r)]
5
3 ). In the Thomas-Fermi-Dirac method G[n(r)] even contains an exchange energy
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Fig. 5: Calculated self-consistent valence charge density in a portion of a (11¯0) plane for Si
(left), GaAs (middle) and ZnSe (right) semiconductor. The contours are in units of electrons/unit
cell, and the contour interval is two electrons/unit cell. To be consistent with the results of the
Ga compounds, the Zn 3d states, which lie more than 5 eV above the bottom of the valence
bands with a dispersion of less than 1 eV, were not included. Results are taken from Ref. [17].
density term proposed by Dirac [21] (proportional to [n(r)]
1
3 ). Although the Thomas-Fermi
theory has still its applications today, it never became useful as a theoretical method for the
prediction of materials properties [22].
The key idea, that made DFT a success, was to extract from G[n(r)] the kinetic energy T0 of
a non-interacting electron system in its ground state, which has the same density distribution,
n(r), as the interacting one. In this Kohn-Sham theory [23] a new functional
Exc[n(r)] = G[n(r)]− T0[n(r)] (46)
appears, that remains to be determined. Exc is a much smaller term than G and is called
exchange-correlation energy functional, since – as we will see below – without Exc our en-
ergy functional E would yield just the energy in the Hartree approximation. If we take into
account that particle conservation, i.e. N =
∫
n(r)dr, has to be ensured, we can formulate the
stationarity of E in equation (44) with respect to variations of the ground-state density, n, as
δT0
δn(r)
+ V (r) +
∫
n(r′)
|r− r′|dr
′ +
δExc
δn(r)
− λ = 0 , (47)
where the Lagrange parameter λ ensures the particle conservation. Expressing the kinetic en-
ergy of the non-interacting particles via their wavefunctions, φi, we can recast Eq. (47) in the
form of an effective single-particle Schro¨dinger equation, the Kohn-Sham equation:[
−1
2
∇2 + V (r) +
∫
n(r′)
|r− r′|dr
′ +
δExc
δn(r)
]
φi(r) = εiφi(r) , (48)
which has to be solved self-consistently since n(r) =
∑N
i=1 |φi(r)|2. From this point of view,
the structure of the Kohn-Sham equations is very similar to the Hartree approach outlined in
the last subsection. The index i combines now the k-point, k, and the band index, ν. Note,
that without Exc equation (48) reduces to the Hartree equation. Therefore, this last term of
the Hamiltonian is called the exchange-correlation potential, often abbreviated as Vxc, since
exchange and correlation are exactly what is missing in the Hartree approximation.
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Although λwas introduced as a Lagrange multiplier and also the εi’s in the Hartree-Fock theory
should be strictly be interpreted in this way, it is a common procedure to derive from the εi’s the
bandstructure of a crystal and use the wavefunctions φi(r) as approximations to true quasipar-
ticle wavefunctions. Some justification will be given below and comparison with experimental
data often confirms this point of view, but there are also well-known examples, where this inter-
pretation leads to significant “errors”, like in the comparison of the bandgaps of semiconductors
and insulators with bandstructures derived from these εi’s.
A second key to the success of DFT was the fact that for the term, which emerged as the
exchange-correlation potential in the Kohn-Sham equation (48), numerically simple, but pow-
erful approximations could be found. One of the first interpretation of this term was given by
Slater [22] in the context of the Thomas-Fermi method and later in connection with the Hartree-
Fock method [11]. Essentially, it describes the aforementioned interaction of a particle with the
“hole” that is created by its own presence in the gas of the other particles. This means, that the
probability of finding an electron at a position r reduces the probability of finding another elec-
tron at a position r′ nearby, depending of course also on the spin of the two particles (therefore,
in the Hartree-Fock method this hole, Eq. (43), has been given the name “exchange hole”).
In order to gain some understanding why a rather simple function can be powerful and to obtain
some guiding principles in constructing an exchange correlation energy functional, it is useful to
write this “hole” (exchange-correlation hole in DFT), nxc, in terms of a two-particle correlation
function, g(r, r′) [24]:
nxc(r, r
′) = n(r′)
∫ 1
0
dξ [gn(r, r
′, ξ)− 1] ≡ n(r′)h(r, r′). (49)
Here, gn(r, r′, ξ) is the correlation function of a system of charged particles where the Coulomb
interaction is scaled by a factor ξ ∈ [0, 1], ξ = 0 defining a noninteracting system and ξ = 1
the physical one, and a ξ-dependent potential has been added, so that the density, n(r), is kept
fixed, i.e. independent of ξ. Additionally, the so called hole function, h(r, r′), was introduced.
The exchange correlation energy can then be written as
Exc[n(r)] =
1
2
∫
drn(r)
∫
dr′
1
|r− r′|nxc(r, r
′). (50)
Although the exchange-correlation hole can be very complicated in shape, it was soon realized,
that only its radial dependence enters in the exchange correlation energy [25]. This means that
in practice Exc is rather insensitive to details of shape of nxc. Some properties of the exchange-
correlation hole can be derived from the definition via the correlation function g. E.g. there is a
sum rule, which states that nxc corresponds exactly to one electron, i.e. that∫
dr′nxc(r, r′) = −1 (51)
has to be fulfilled. Such relations can guide the construction of exchange-correlation functionals
or help to judge the validity of existing approximations to Exc.
One of the big surprises in the early days of density functional theory was certainly the fact,
that even a simple exchange-correlation functional like the local density approximation (LDA)
leads to relatively convincing results. The LDA is in the spirit of the aforementioned Thomas-
Fermi-Dirac method and starts from the limit of the homogeneous electron gas, assuming Exc
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rather as a function than as a functional of n(r). Its success can now be explained by the fact,
that the exchange-correlation hole in the local density approximation is of the form
nLDAxc (r, r
′) = n(r′)h0(|r− r′|;n(r′)) , (52)
where h0(|r− r′|;n) is the hole function of an uniform interacting electron gas of density n. For
an uniform density, this exchange-correlation hole satisfies equation (51). For a non-uniform
density the sum rule should be at least approximately fulfilled and [26] showed, that in LDA
this is on average the case. This, together with the fact that Exc depends only on the spherical
average of nxc, is mainly responsible for the success of the LDA.
Also modern, exchange-correlation functionals including gradient corrections are constructed
in such a form, that they fulfill certain conditions that are known exactly in different limits (like
high or low density, constant or slowly varying density etc.). In this way, exchange-correlation
potentials are improved on a parameter-free basis. Alternatively, the functionals (or parts of the
functionals, e.g. the correlation energy) can be fitted to numerical results from Quantum Monte
Carlo calculations. Another strategy – often used in the chemical literature – is to adjust the
functional to yield best results (like bond-length, dissociation energies etc.) for a given set of
systems.
Since its first formulation, fifty years ago, DFT became the ’standard model’ for the description
of electronic structure of solids [27]. Not only the well-defined quantities like density and total
energy are taken from DFT to interpret properties of matter, also (as we did in figs. 2 and 3) the
eigenvalues εi are used to interpret the bandstructure and density of states regularly. At least
close to the Fermi level the single-particle states described by DFT (and also other methods that
will be discussed below) are in character and energetic order typically well described (see the
example of SrTiO3 in Fig. 3). Of course the energetic position is inaccurate, the further away
from EF, the more pronounced this deviations get. Band gaps are usually underestimated, e.g.
in the shown SrTiO3 by 45%.
The close resemblance between calculated bandstructure and experimental data lead to the fact,
that the too small bandgaps in DFT are often called a “DFT problem” but of course, these
bandstructures do not describe the electron-removal or electron-addition process that defines
the bandgap. Other methods, like theGW approximation to many-body perturbation theory are
available for this purpose and will be described at the end of this section.
But we have to be aware that in some cases DFT (i.e. the available approximations to the
exchange-correlation energy like LDA) gives an account of the states near the Fermi level that
is even qualitatively wrong, e.g. it predicts a metal where in reality an insulator is found. Es-
pecially when the electronic structure is very far from the state described by the homogeneous
or slowly varying electron gas, this can happen. Typical examples are defects in semiconduc-
tors or insulators with atomic-like, isolated states. In figure 6 we show the density of states of
an isolated Mn atom that substitutes a Ga atom in GaN. Atomic Mn has the electronic config-
uration s2d5 and at the site of the trivalent Ga we can expect a d4 occupation of the d states.
Indeed, in the DFT calculation we find the d states split in spin and according to their tetrahedral
environment. The minority states of Mn are unoccupied. The majority eg bands are occupied
and overlap with the conduction band of GaN while the majority t2g states are in the band gap.
There, only two out of three states are filled, the Fermi level lies in the t2g peak. This (unphys-
ical) metallicity leads to the (wrong) prediction of high magnetic ordering temperatures in this
dilute magnetic semiconductor [29]. A more realistic description of the strongly localized and
correlated Mn d electrons is obtained here when they are ’taken out’ of the DFT calculation and
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Fig. 6: Left: LDA density of states of a Mn impurity substituting Ga in a semiconductor (GaN).
Positive/negative DOS values indicate majority/minority spin electrons. The Mn states are
outlined in red (gray). Right: Result of an LDA+U calculation as described in the text and
Ref. [28]: the t2g states are split by almost 1 eV and an insulating character is obtained.
treated in a model that better takes into account their correlated character. This approach, the
LDA+U method, will be described in the next section.
3.3 Extensions to DFT: the LDA+U method
Dealing with f and some d transition metals and their compounds it was realized that, while
the s, p and some d electrons can successfully be described in standard DFT methods, for
the strongly localized electrons a more atomic-like description (e.g. Hartree-Fock) is appro-
priate [30]. For the same orbital character the degree of electron screening, which is larger for
metals than for insulators, is an important parameter deciding on the degree of electron localiza-
tion. Taking into account the different atomic potentials and the different screening an atomic
theory [31] for these localized states can describe the situation quite satisfactorily. Following
this approach, Anisimov et al. [32] merged this atomic picture with band theory (i.e. standard
DFT), to get a “band approach” to Hubbard-type models: For the localized d and f states, the
Coulomb interaction of the electrons is formulated in the spirit of the Anderson model:
Eee =
1
2
U
∑
i =j
ninj , (53)
where the n’s are here the d-orbital occupation numbers, i, j denote the sites of atoms, and U is
the famous Hubbard parameter, describing the on-site Coulomb interaction. In the local density
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approximation to this model the energy of the d− d interaction is [33]
ELDAee =
1
2
UN(N − 1) where N =
∑
i
ni . (54)
If we add Eee from equation (53) to the LDA energy functional, ELDAee should be subtracted, so
that
ELDA+U = ELDA +
1
2
U
∑
i =j
ninj − 1
2
UN(N − 1) . (55)
This is a simple version of the LDA+U method. Such a modification of the LDA results in a
shift of the LDA eigenvalues:
i =
dE
dni
= LDAi + U
(
1
2
− ni
)
(56)
i.e. more than half-filled bands are shifted down in energy, while less then half-filled bands
are shifted up. Despite the formal similarity with the Stoner model, it should be noted that
the physical background of this model is quite different [32]. A simple example is given in
figure 6, where the LDA+U method was used to correct the positions of the 3d states of Mn in
a GaN supercell. It is easy to see that the correction has almost no effect on the GaN states, but
shifts down the occupied Mn t2g states and pushes the remaining unoccupied levels significantly
above the Fermi energy. Thereby, a band gap is opened, its size depends of course on the chosen
value of U . Before we turn to the question how to obtain a reasonable estimate for U , we have
to refine the model to see, how we can apply the LDA+U method on a certain set of states (e.g.
3d) at a given atom.
To separate the localized orbitals from the itinerant states, for which the LDA provides already
a good description, one chooses a site-centered, {l,m} dependent orbital basis, |ν, l,m〉, where
ν is the site-index of the selected atom and l and m are the angular and azimuthal quantum
numbers, respectively. If the density is divided in spin-up (α ≡ +) and -down (α ≡ −)
densities and given by the respective Kohn-Sham orbitals like
n(+)(r) =
∑
i
w
(+)
i |φ(+)i (r)|2 and n(−)(r) =
∑
i
w
(−)
i |φ(−)i (r)|2 , (57)
where the weights, w(±)i , determine the occupation of the states, we can define a density matrix
for spin α inm,m′-space:
nανmm′ =
∑
i
wαi 〈ν, l,m|φαi 〉〈φαi |ν, l,m′〉. (58)
E.g. if we want to apply the LDA+U method on 4f states, we need for each spin a 7× 7 density
matrix, where the diagonal elements give the occupancy of the l = 3,m = −3,−2, . . . , 3
orbitals of the selected atom. Using this density matrix, the electron-electron interaction energy
can be formulated as [34]
Eee =
1
2
∑
ν
α,β∑
mm′pq
nανmm′ [〈m, p|Vee|m′, q〉 − 〈m, p|Vee|q,m′〉δαβ]nβνpq (59)
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and used instead of the simpler version presented in Eq. (53). Here, the electron-electron inter-
action can be expressed in terms of an angular part, contained in ak, and the radial part that is
given by the effective Slater integrals [31], Fk:
〈m, p|Vee|m′, q〉 =
∑
k
ak(m, p,m
′, q)Fk ; 0 ≤ k ≤ 2l (60)
The Slater integrals Fk can be approximated in terms of the screened Coulomb- and exchange
parameters, U and J , e.g. for l = 2, as
U = F0 ; J =
F2 + F4
14
and
F4
F2
=
5
8
, (61)
and the ak are sums of integrals of the angular part of the wavefunction with spherical harmon-
ics. Then, we can define an orbital selective potential,
V ανmm′ =
∑
pqβ
[〈m, p|Vee|m′, q〉 − 〈m, p|Vee|q,m′〉δαβ]nβνpq −
[
U(nν − 1
2
)− J(nαν − 1
2
)
]
δmm′ ,
(62)
where nαν =
∑
m n
αν
mm and n
ν =
∑
α n
αν . This spin-, site- and l,m-dependent potential enters
now the Kohn-Sham equation via[−∇2 + V αLDA(r)]φαi +∑
ν
∑
mm′
V α,νmm′
δnα,νmm′
δφαi
= αi φ
α
i . (63)
Thus, we have introduced a Hartree-Fock like potential term that acts on a certain subset of the
orbitals, leaving the others (in a first approximation) unchanged. Equation (63) has to be solved
self-consistently, until both the density and the density matrix are converged. If the Kohn-Sham
equations are solved by expanding the wavefunction into some basis set, for different types of
basis sets also a different orbital basis, |ν, l,m〉, will be convenient. It is clear, that also the
result of the LDA+U calculation will depend to some extent on the choice of the orbital basis,
but in practice for the same parameters U and J also qualitatively the same answers are reached.
Although the LDA+U method is rather simple and quite successful, it faces the problem that it
introduces an external parameter and thus destroys the “ab initio” character of the conventional
LDA approach. Therefore, concepts to calculate U within constrained DFT [35, 36], in linear
response theory [37], or with the GW method [38, 39] (next subsection) have been developed.
In the above shown example, figure 6, it can be obtained directly from the total energy difference
between a configuration where one electron was added and where one electron was subtracted
from the system [28]. This energy difference betweenE(N+1) andE(N−1) can be calculated
from DFT.
Fortunately, in many cases the results do not depend too sensitively on the exact values of U
and J . But there are also systems, like YMnO3, where depending on the value of U differ-
ent magnetic ground-states can be stabilized [40]. A collection of applications of the LDA+U
method can be found in reference [33]. For the description of transition metal oxides it is often
of fundamental importance to take correlation effects into account, in particular if localized d
states are involved. If the transition metal ion is in a d0 configuration, like Ti in SrTiO3 or TiO2
(see figure 7), normally the electronic structure is described reasonably well (apart from the
well-known underestimation of the band gap in DFT). In the rutile structure the Ti atoms are in
the centers of oxygen bipyramids (distorted octahedra) that are connected by corners and edges.
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Fig. 7: Left: Density of states of TiO2 in the rutile phase. The local O and Ti DOS is shown in
red and blue, respectively. The bandgap was corrected using the DFT+U method applied on
the O 2p and Ti 3d states. Middle: DOS of VO2 in the rutile phase calculated in DFT/GGA.
Right: DOS of VO2 in the monoclinic phase using the DFT+U method. The local Ti DOS is
shown in blue, the dx2−y2 states are marked with the shaded area.
Like in SrTiO3, the valence band is formed by O 2p states, the conduction band by Ti the t2g
manifold of the 3d states. If we compare TiO2 to the isostructural VO2, we realize that the metal
ion is now in a d1 configuration, the Fermi level is now in the V d band (figure 7, middle). This
rutile VO2 phase is indeed metallic and stable above 340 K. Below this temperature VO2 under-
goes a phase transition to the insulating monoclinic (M1) phase with a dimerization of the V-V
pairs of two edge-sharing octahedra. This transition can be seen both as Peierls dimerization
and as Mott-Hubbard transition that has to be described with a method that includes both, the
correlation aspect (e.g. captured by a Hubbard U ) and the sensitivity to non-local interactions
(i.e. a k-dependence). Therefore, even advanced methods like the dynamical mean-field theory
(DMFT) coupled to DFT (so-called LDA+DMFT) cannot describe this transition in a single-
site approximation [41]. Only computationally rather expensive cluster-DMFT studies allow
an accurate description [42]. On the other hand, the rather cheap LDA+U approach (figure 7,
right) gives already a good impression of the electronic structure of the low-temperature phase.
It should be mentioned that the application of the LDA+U method with the same value of U for
the rutile phase brings almost no change in the spectrum.
3.4 Quasiparticles and the GW approximation
Up to now, we relied on the concept of single-particle states, which we inherited from the
independent-electron approximation. In a many-electron system, the electrons are correlated by
the strong Coulomb interaction, the motion of one electron depends on the motion of all other
electrons, and it is not at all clear in how far this concept of independent particles is still mean-
ingful. The breakdown of the independent-electron picture questions single-electron concepts
like band structure or Fermi surface. Still, in practice these work surprisingly well. In fact, we
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can at least retain a nearly-independent-particle picture if we consider quasiparticles instead of
electrons (or holes). As we have seen at the beginning of this section, in a system of indepen-
dent particles the energy to remove a single electron can be determined as the eigenvalue of a
single-particle equation like Eq. (34). So we can ask whether it is possible to create an equation
similar in structure that yields as an eigenvalue the energy to remove or add a single electron to a
many-body system. These energies are the energies of quasiparticles and would be the energies
that are typically obtained in experiments like photoemission or inverse photoemission.
It would lead to far to introduce all necessary theoretical concepts to develop an appropriate
theory to study this problem. To outline the basic difficulties we will follow here an early
paper of many-body perturbation theory [43]. It starts from a single-particle Hamiltonian, e.g.
Eq. (37), and assumes that the difference between this Hamiltonian and the true, many-body
Hamiltonian can be treated as a perturbation. The energy needed to add a single particle to
the N -electron state will differ from the (N + 1)th eigenvalue of a single-particle Hamiltonian
Eq. (37), h0, by an amount, which is called the self-energy of this particle. A more rigorous
derivation shows that a non-local, energy dependent self-energy operator Σ(r, r′, ε) replaces
the static exchange correlation potential, Vxc, in the Kohn-Sham equation (48). The resulting
Hamiltonian has the form
h0φi(r) +
∫
Σ(r, r′, εi)φi(r′)dr′ = εiφi(r) . (64)
The eigenvalues are now excitation energies, i.e. the energy differences between a N and a
N + 1 particle system (or a N and N − 1 particle system).
Formally, we can notice a similarity between Eq. (64) and the Hartree-Fock Eq. (40) by defining
the following energy independent, e.g. static, self-energy
ΣHF(r, r′) =
∑
j,σ′
φ∗j,σ′(r
′)φj,σ′(r)
1
|r− r′| = iG(r, r
′,−η)v(r, r′) . (65)
In the last step we wrote the sum over the single-particle states as a Green function with η being
an infinitesimally small (positive) time, so that G reduces to the density matrix.
In many-body perturbation theory it turns out that – in a certain approximation – the self energy
operator, when Fourier transformed from the energy to the time domain, can be written in a
rather similar form:
Σ(r, r′; τ) = iG(r, r′, τ)W (r, r′, τ + η) (66)
where G is now the full Green function and W is a screened Coulomb interaction. Generally,
iG(r, r′, τ) describes the probability to measure the presence of an addition particle inserted into
a many-body system at a position r′, at a position r after some time τ . The screened Coulomb
interactionW is related to the bare Coulomb interaction v(r, r′) via the dielectric function ,
W (r, r′, ε) =
∫
−1(r, r′′, ε)v(r, r′′)dr′′ = v(r, r′) +
∫
nind(r, r
′′, ε)v(r′, r′′)dr′′ . (67)
Again, we see the effect that the Coulomb potential of the electron repels neighboring charges
to give rise to a positive induced charge, nind, that modifies (screens) the bare Coulomb inter-
action. This behavior reminds of the exchange hole, Eq. (43), of the Hartree-Fock theory or the
exchange-correlation hole, Eq. (49), of DFT that gives rise to the exchange-correlation energy,
Eq. (50).
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Fig. 8: Comparison of LDA, GW and exper-
imental band gaps for a variety of materials.
Taken from Ref. [46].
Fig. 9: LDA band structure (dashed
lines) of silicon with GW self-energy
corrected valence and conduction bands
(solid lines). The GW approximation
shifts the corresponding bands up and
down, respectively, but leaves the disper-
sion essentially unaffected.
It should be noticed that Eq. (66) is a kind of Hartree-Fock (HF) approximation for quasiparti-
cles, while Eq. (65) is the HF approximation for electrons. So, despite the formal similarity to
the HF equations we have to keep in mind a couple of important differences: Eq. (64) contains
an energy-dependent non-Hermitian self-energy operator. The eigenvalues, εi, are complex
numbers and the imaginary part leads to a damping term in the time-dependent Schro¨dinger
equation, meaning that the quasiparticles, described by Eq. (64), have a finite lifetime that is
proportional to the inverse of the value of the imaginary part. An electron or hole that is added
to a many-body system keeps its particle-character for some time, until it ”dissipates” into the
many-body ensemble.
Hedin [44] provided a set of equations that link all these quantities like the self-energy (con-
taining so-called vertex corrections), the Green function, screened Coulomb interaction and
dielectric function. These equations can – in principle – be solved self-consistently. In practice,
however, the solution of these equations is far too complicated and commonly an approxima-
tion to this equations is solved, which takes Eq. (66) for the self-energy and substitutes the G
in this equation by a Green function of the non-interacting system constructed by Kohn-Sham
wavefunctions. Also the dielectric function, , is calculated from these wavefunctions in the
random phase approximation. This scheme is commonly termed GW approximation [45] and
leads to quite reliable excitations energies, e.g. for bandgaps of semiconductors. Figure 8 shows
a comparison of LDA and self-energy corrected band gaps with respective experimental values
for a variety of materials. The underestimation within the LDA as well as the improvement by
the GW approximation are evident. The principal effect of the GW self-energy correction on
the band structure of a semiconductor is to rigidly shift the valence bands up and the conduction
bands down, thus opening the band gap. Figure 9 shows this effect for the indirect band gap Si
as an example. We find the GW value is close to the experimental value of 1.14 eV at 273 K.
It should be mentioned that this is a method to calculate excitations in a many-body system
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where the particle number is changed by one. There are also excitations, which leave the particle
number unchanged and are accessible by generalizations of density functional theory, like time-
dependent DFT (TDDFT), which provide a way to calculate these types of spectra and are active
research fields today [47].
3.5 Short summary: Calculating electronic structure of transition-metal
oxides
Before closing this chapter let us summarize the content in three important messages for the cal-
culation of the electronic structure in transition-metal oxides that are often found in resistively
switching materials: (i) Mind the subtle interplay between structural properties and electronic
structure. As shown above in the example of VO2, even small structural changes can turn a
metal into an insulator. The structure, e.g. tilts and rotations of octahedra in perovskites or other
oxides can usually be well described in DFT. (ii) Strong correlations are not well described in
DFT in its most widely used approximations. Some modern functionals try to compensate for
this, coupling of DFT to models like LDA+U or LDA+DMFT work better but at the expense of
an additional parameter that has to be introduced or calculated. Note, that in some cases these
correlation effects can be coupled to the structural parameters as well [49]. (iii) Bear in mind
that DFT usually underestimates the band gaps. In some cases this is a problem that affects
not only the unoccupied states, but has rather profound consequences for the occupied states as
well. Hybrid functionals [12] or LDA+U can help if GW calculations become computationally
too demanding.
To illustrate the last two points, consider the example of a single oxygen vacancy in SrTiO3:
removing a neutral O leaves behind two electrons in the lattice that are localized at the neighbor-
ing Ti atoms. Like in VO2, they have now d1 configuration and strong correlation effects can be
expected [50]. Experimentally, these states are found slightly below the conduction band edge,
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Fig. 10: Left: Density of states of a 2 × 2 × 2 unit cell of SrTiO3 containing a single oxygen
vacancy: The DFT calculations predicts a metallic ground state. Right: DFT+U calculation of
the DOS of a oxygen vacancy in SrTiO3 using a 2 × 2 × 4 unit cell. The defect states are split
of and a small band gap of 0.2 eV is obtained (adapted from Ref. [48]).
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but well separated to leave the crystal insulating. In a DFT (GGA) calculation these states are
already in the conduction band of SrTiO3 and the crystal gets metallic (see figure 10, left). One
has to note that experimentally conductive channels have been observed in SrTiO3 and TiO2
that are induced by oxygen defects and the lateral extension of these states can be as small as
2 nm [51, 52]. Therefore, both the correlated character of the d states and the band gap have to
be described reliably to find the experimentally observed behavior (see figure 10, right).
4 Relativistic effects
Why should we care about relativistic effects in solids? We know that these effects become
relevant only when velocities are high, close to the speed of light. All electronic wave-packets
traveling in the solid are far from that limit. But we have to keep in mind that even conduction
electrons spend some time in the vicinity of the atomic nuclei, where the electric fields (potential
gradients) can be extremely large and the kinetic energy of these electrons can reach gigantic
values there. Of course, these effects are only strong if the atoms forming the lattice are suffi-
ciently heavy, like lead or bismuth (with nuclear numbers Z = 82 and 83, respectively). But, as
the next example will show, even in lighter atoms some relativistic effects can be observed and
should be taken into account when the electronic structure is calculated.
Sb2Te3 is a small bandgap semiconductor that crystallizes in hexagonal quintuple layers with
a stacking sequence Te-Se-Te-Se-Te. These quintuple layers are only weakly bonded, giving
the material a two-dimensional character. A bandstructure of a thin film (6 nm) as calculated
in DFT is shown in the left panel of figure 11. Here, we used the so-called scalar-relativistic
approximation contains already a few extensions beyond the non-relativistic Schro¨dinger equa-
tion, e.g. the mass-velocity term, but works with two-spinor wavefunctions and the spin enters
only via a Zeeman-like term. This approximation was used also in the preceding examples
shown in this chapter. On the right of figure 11 we show the same calculation, but now with
another relativistic effect, the so-called spin-orbit coupling (SOC), included in the calculation.
Two changes are immediately obvious: (i) The band gap is now filled by two linearly dispersing
states of opposite spin-direction (as indicated by the red and blue colors) and localized near the
surface (indicated by the size of the symbols). (ii) The surface state, marks with red circles in
the scalar-relativistic calculation, is now spin-split as can be seen by the blue and red branches
in the projected band gap. In this section we will look at the origin of the two SOC-induced
features in the above example. SOC effects are not always that prominently visible in other
materials, nevertheless it is good to have a feeling what one can expect in a given material and
state.
For this, we have to introduce the electrons spin in our considerations. Semi-classically, the
electrons “spinning” around its own axis can be thought to be the source of the spin magnetic
moment. This should not be confused with the orbital moment, arising from the precessional
(orbital) motion of the electron. If we will denote the wavefunction and the spin-label (referred
to as spin-up or spin-down) as
ψ(r) = φ(r)χ with χ =
(
1
0
)
or
(
0
1
)
, (68)
we can express the spin, S as the expectation value of the spin-operator, σ,
S = 〈ψ|σ|ψ〉 ; σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
.
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Fig. 11: Left: Band structure of a 30 layer Sb2Te3 film calculated using DFT in the scalar-
relativistic approximation. A surface state is marked with red dots, the size of the symbol in-
dicate the surface localization. Right: The same calculation, now with spin-orbit coupling
included. The symbol size reflects the spin-polarization of the states, red/blue colors indicate
the different spin orientations.
Of course the Schro¨dinger equation will provide the wavefunctions ψ, but tells us nothing about
the orientation of S. In a collinear case, i.e. when all the spins are oriented along the same
direction, for convenience the spins are assumed to be aligned in z-direction.
To give this spin-vector an absolute orientation in space, we first have to introduce a new term
in the Hamiltonian that connects the spin-orientation with the axes of the crystal. This is the
SOC term mentioned above, which will be discussed on a general basis in the first subsection.
In magnetic materials it leads then to a preferential spin orientation in the crystal, however, in
most solid state systems, due to chemical bonding, the number of spin-up and spin-down wave-
functions are equal, so that the total spin is zero. Interestingly, even in these spin-compensated
systems, that are in total non-magnetic, spin-dependent phenomena can be observed, e.g. in the
example shown in figure 11. Due to the fact that we looked in this case at electrons localized on
a surface we could observe the so-called Rashba effect, which will be introduced in the second
subsection. Finally, we will shortly discuss a certain material class, the topological insulators,
that have special metallic states at their surface (filling the gap in figure 11, right) and also rely
usually on the presence of spin-orbit coupling.
4.1 Spin-orbit coupling
As a consequence of the Lorentz transformation, an electron that is traveling with a velocity v
on a classical trajectory around the nucleus, experiences an electric field E (from the potential
gradient that arises due to the screened nucleus) as a magnetic field, B = 1
c
(E × v). This
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field will couple to the spin, σ, of the electron as −σ ·B.1 To include this effect on a quantum-
mechanical basis, it is necessary to start from relativistic one-electron theory, the Dirac equation.
In the Schro¨dinger equation – even for a magnetic system – there is no term that explicitly
includes the spin-operator. But if we include a certain term from the Pauli equation (a two-
component approximation to the Dirac equation [54]) we get[
−1
2
∇2 + V (r) + µB
2c
σ · (E(r)× p)
]
ψi = εiψi. (69)
It is this relativistic correction (factor 1
c
) that leads to the coupling between spin-space (σ) and
lattice (E(r)).
If we assume that the electric field is derived from a spherically symmetric potential, V (r), (as
occurs in the vicinity of an atomic nucleus) we can transform this term
σ · (E(r)× p) = σ · (∇V (r)× p) = 1
r
dV (r)
dr
σ · (r× p) = 1
r
dV (r)
dr
(σ · L) = ξσ · L, (70)
where L is the orbital momentum operator. This term is called the spin-orbit coupling (SOC)
term with the spin-orbit coupling constant ξ. Since the radial derivative of the potential in a
crystal will be largest in the vicinity of a nucleus, we can expect that the major contribution to
the spin-orbit interaction will come from this region. For an atom ν then r is the radial part
of the vector rν = r − τ ν . Furthermore, since for small rν the potential will be Coulomb-like
(V (r) = −Z
r
), its derivative ∂V
∂rν
is proportional to the nuclear number of the atom, Zν . We thus
expect that ξ will be large for heavy atoms, but small for lighter ones.
Electrons, that are close to the nucleus (i.e. those of the inner shells) will feel the consequences
of this spin-orbit coupling most strongly. As it is well known from free atoms, this term will
favor the formation of an orbital momentum, L, which is then coupled to the electrons spin.
E.g. the p-electrons can form states with a total orbital momentum L = 1, coupling then to
the electrons spin. We can classify p-states according to their projections on a selected axis (z)
by their magnetic quantum numbers mz = −1, 0, 1. Combined with the electrons spin, this
will result in a total angular momentum J = 3/2 with projections mj = 3/2 or 1/2. As a
consequence of spin-orbit coupling, this results in a level splitting between the p3/2 and p1/2
states.
In contrast, the valence electrons in a solid will arrange to optimize the chemical bonding, e.g. in
a simple cubic lattice px, py and pz states will form. The level splitting is then determined by the
crystal field. Partially, spin-orbit coupling will interfere and lead to additional level splittings
as can be observed e.g. in semiconductors at the center of the Brillouin-zone: In Ge there is a
three-fold degenerate state directly below the Fermi-level (figure 12) that splits due to SOC into
a doubly degenerate and a singly degenerate one. The former one is closest to the Fermi level
in turn consists of two bands with different dispersions, the highly dispersive state is called the
light-hole band, the other one is termed heavy hole band. The singly degenerate state at Γ forms
the spin-orbit split-off band. In a non-relativistic calculation these bands are degenerate in some
high symmetry directions, but when spin-orbit coupling is included a splitting can be observed.
As expected, this splitting is smaller in the light Si, but larger in the isoelectronic but heavier
α-Sn.
1Although this interaction has the form of a Zeeman term (the interaction of the spin with an external magnetic
field), its interpretation is not so straightforward: as compared to a classical interpretation, due to kinematical
effects a factor of two arises in the expression. The origin of this effect is called Thomas-precession [53].
83
A2 — 30 Stefan Blu¨gel and Gustav Bihlmayer
Fig. 12: Bandstructure of Ge around the Fermi level without spin-orbit coupling (left) and
with spin-orbit coupling included (right). Notice, that the three-fold degeneracy of the highest
occupied state at the Γ point is split by spin-orbit coupling, as well as the doubly degenerate
band along the lines ΓL and ΓX . The calculation is performed at the experimental lattice
constant using the generalized gradient approximation to DFT. Note, that the experimentally
observed bandgap of 0.75 eV almost closes in a DFT calculation.
4.2 The Rashba- and the Dresselhaus effect
In a system without internal or external magnetic field time-reversal symmetry holds, i.e. chang-
ing the direction of the arrow of time will not alter the properties of the system. The transfor-
mation t → −t exchanges a particle moving with momentum k with a particle moving in −k.
Time reversal will also invert the precessional motion of the electron and, therefore, its spin.
As a consequence, the energy of a right-moving spin-up particle will equal the energy of a left
moving spin-down particle,
ε(k, ↑) = ε(−k, ↓) . (71)
In a crystal with inversion symmetry, additionally ε(k) = ε(−k) holds, both for spin-up and
spin-down electrons. This means, that the bandstructure is symmetric around the center of
the Brillouin-zone, k = 0, and all bands are doubly degenerate. E.g. in the bandstructure in
figure 12 shows this degeneracy.
In contrast, crystals without inversion symmetry the degeneracy of the bands can be lifted as a
consequence of spin-orbit coupling and only Eq. (71) holds. This can be understood if we real-
ize that a lack of inversion symmetry, V (r) = V (−r), will result in a non-vanishing potential
gradient or electric field, E(r). As we have seen in the last section an electron moving in an
electric field will experience this field Lorentz-transformed as B-field and
ε(k, ↑) = ε(k, ↓) . (72)
This will, depending on symmetry, result in different consequences for the bandstructures.
Performing a Taylor expansion of the potential V (r), V (r) = V0 + eE(r) · r + · · · , in lowest
order the inversion asymmetry of the potential V (r) is characterized by an electric field E(r).
When electrons with an effective mass m∗ propagate with a velocity v = dε/dp = 1
m∗k in
an external electric field E defined in a global frame of reference, then the relativistic Lorentz
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Fig. 13: Cut through the parabolic energy dis-
persions of a two-dimensional electron gas in
a structure inversion asymmetric (SIA) environ-
ment. Indicated are the vector fields of the spin-
quantization axes (or the patterns of the spin)
at the Fermi surface. As the opposite spins have
different energies, the Fermi surface becomes
two concentric circles with opposite spins. The
effective B-field,Beff is always perpendicular to
the propagation direction defined by k‖.
transformation gives rise to magnetic field B = 1
c
(v × E) = 1
m∗c(k × E) in local frame of the
moving electron. The interaction of the spin with thisB field leads then to the so-called Rashba
or Bychkov-Rashba Hamiltonian [55, 56]
HR = αRσ·(p×E) or HR = αR σ·(k×E) or HR = αR(|E|)σ·(k×eˆ) (73)
describing the Rashba spin-orbit coupling as additional contribution to the kinetic energy. σ =
(σx, σy, σz) are the Pauli matrices, Eq. (69). The latter two terms are strictly correct only for
plane wave eigenstates as, e.g. for a two-dimensional electron gas (2DEG). An important re-
alization of a 2DEGs are electrons in doped semiconductor heterostructures, that support an
electron gas at the interface between two materials, e.g. (InGa)As and InP [57]. Another possi-
bility to study the Rashba-effect in 2DEGs was shown in figure 11: on surfaces which support
a surface state, e.g. on the Sb2Te3 (111) surface [58], the electrons of the surface state move
in a potential gradient that is provided by the surface itself (but can also be modified slightly
by external electric fields [59]). But also bulk crystals with broken inversion symmetry, like
wurzite (ZnO), show this effect and this is also where the first studies by Rashba and Sheka
were performed in 1959 [60].
The general features of the Rashba-model can be studied for the 2DEG in a potential with struc-
tural inversion asymmetry (SIA) and the corresponding bandstructure are displayed schemati-
cally in figure 13. For electrons propagating in the 2DEG extended in the (x, y) plane subject
to an electric field normal to the 2DEG, eˆz = (0, 0, 1), the Hamiltonian takes the form
H = HK +HR =
p2‖
2m∗
+ αR (σ × p‖)|z =
p2‖
2m∗
+ αR (σxpy − σypx) , (74)
which can be solved analytically. For a Bloch vector in the plane of the 2DEG, k‖ = (kx, ky, 0) =
k‖(cosϕ, sinϕ, 0), the eigenstates written as a product of plane wave in space and two-component
spinor are
ψ±k‖(r‖) =
eik‖·r‖
2pi
1√
2
(
ie−iϕ/2
±eiϕ/2
)
(75)
with eigenenergies
ε±(k‖) =
k2‖
2m∗
+ αR (σ × k‖) =
k2‖
2m∗
± αR|k‖| = 1
2m∗
(k‖ ± kSO)2 −∆SO , (76)
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Fig. 14: Crystal structure of GeTe (left) and band structure calculated without (left) and with
(right) spin-orbit coupling included. In particular around the Z-point SOC effects are easy to
observe as a splitting of the bands that linear in the momentum (for a magnification, see inset).
Blue and yellow spheres indicate Ge and Te atoms, respectively.
where ± denotes the spin-up and -down states with respect to a spin orientation axis nˆ(k‖),
local in k‖ space. With the exception of the high-symmetry state k‖ = 0, we find that the
original two-fold degenerate energy paraboloid of the 2DEG in a constant potential is indeed
spin-split. This splitting ε+(k‖) − ε−(k‖) = 2αRk‖ is linear in k‖. Due to the presence of
the SIA potential and the spin-orbit interaction, the origin of the degenerate parabola is shifted
by kSO = m∗αR, but in opposite directions for up- and down-spins with in overall spin-orbit
lowering of ∆SO = m∗αR/2. The orientation axis is given by the expectation value
nˆ±(k‖) = 〈ψ±k‖ |σ|ψ±k‖ |〉 = ±
 sinϕ− cosϕ
0
 ⊥ k‖ = k‖
 cosϕsinϕ
0
 . (77)
We find that the orientation axis is independent of the magnitude k‖ and depends only on the
direction of the k‖ vector. In fact, it is in the plane of the 2DEG and the orientation axis is
perpendicular to the propagation direction of the electron. Considering k‖ → −k‖, ϕ changes
to ϕ+pi, we find that the spin orientation axis reverses as indicated in figure 13. Thus for k‖ and
−k‖ the spin-up and -down states refer to opposite orientations. Defining a global quantization
axis along the line (−k‖,k‖), e.g. according to nˆ±(+k‖), then a spin-up state appears as spin-
down state if k‖ changes sign. Together with the eigenvalue spectrum given in equation (76)
the Kramer degeneracy ε↑(k‖) = ε↓(−k‖) holds. In all, the magnetic moment is zero when
averaged over all states k‖. This is consistent with the absence of an B field.
As an example, where the Rashba effect occurs in a bulk system, we consider here GeTe which,
together with Sb2Te3, in one of the parent compounds of many phase change materials [61].
In first approximation, GeTe crystallizes in a cubic rock-salt structure. In this arrangement the
atoms form alternating planes in (111) direction that consist purely of Ge or Te. In the ground
state structure a dimerization along this (111) axis happens and double-layers of Ge and Te are
formed (see figure 14, left). This structure is actually very similar to the one of the heavier
group V semimetals (structure type A7), which is not surprising if we imagine that Ge (group
IV) and Te (group VI) have on average the same number of valence electrons like Sb or Bi. But,
in contrast to the A7 structure, the inversion symmetry is broken in the GeTe lattice.
If we look at the bandstructure without SOC effects in figure 14, we recognize that Ge and Te
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p-bands form groups of bonding and anti-bonding states. Each band is doubly degenerate. In-
cluding spin-orbit coupling, however leads to a lifting of this degeneracy and the mechanism is
very similar to the one described above. Of course we have to keep in mind that the states that
are affected here are of p character that can, as discussed in the example of Ge in the diamond
lattice, form orbital moment carrying states and this complicates the situation as compared to
s-like states. But at the conduction and valence band edge it is clearly visible that the splitting
is linear in the momentum. This splitting is a function of the polarization of the lattice and
disappears in the rock-salt structure. Also proposals to exploit the coupling of polarization and
spin-splitting have been put forward for this material [62]: In figure 14, left, each bilayer con-
sists of Te on the upper and Ge on the lower side. If the bonds rearrange (e.g. under the influence
of an electric field) so that Ge is on the upper and Te on the lower side, the polarization of the
material inverts and also the electric gradients. This, in turn, also inverts the spin-directions of
the spin-split bands in GeTe.
That spin-orbit coupling may have important consequences for the one-electron energy levels
in bulk semiconductors was first emphasized by Dresselhaus et al. [63] already in 1955. Unlike
the diamond structure of Si and Ge, the zinc blende structure, in which for example the III-V
semiconductor crystallize, exhibit a bulk inversion asymmetry (BIA), i.e. this crystal structure
lacks a center of inversion, so that we can have a spin splitting of the electron and hole states
at nonzero wave vectors k as for the Rashba effect even if B = 0. Today, this is called the
Dresselhaus effect. The corresponding Dresselhaus Hamiltonian
HD = αD [σxpx (p
2
y − p2z) + σypy (p2z − p2x) + σzpz (p2x − p2y)] (78)
describes the BIA spin splitting due to the Dresselhaus spin-orbit coupling, which produces
spin vector fields quite different from those produced by the SIA splitting. One difference
is obviously that the Dresselhaus term produced a spin splitting which is proportional to k3,
εD ∝ k3, while the spin splitting of the Rashba-term is linear in k, εR ∝ k. One important
difference for the resulting band structures is that the Rashba-term changes the band extremum
of a parabolic state from a point to a ring of extrema, while the Dresselhaus term preserves the
point character of the band extremum.
4.3 Topological insulators
Let us finally turn to the second SOC-induced feature we observed in the electronic structure
of the Sb2Te3 film (figure 11), the appearance of linear dispersing states that connect valence-
and conduction-band and close the band gap. To understand this observation, we first have
a look at the bulk band structure of Sb2Te3 without and with spin-orbit coupling included in
the calculation (shown in figure 15 left and right, respectively). In both cases we see a band
gap, 100 meV without and 150 meV with SOC included. We can tune the spin-orbit coupling
strength continuously between zero and its natural value by introducing a scaling factor, λ, that
replaces ξ in equation (70) by λξ. Varying now λ between zero and one, we find a closing and
reopening of the gap at about λ = 0.5 (middle of figure 15). This so-called band inversion
can also be seen from the symmetry properties of the bands at the Γ-point, here the parity of
the wavefunction that is positive if an inversion operation, I, does not change the sign of the
wavefunction, IΨ(r) = Ψ(−r) = Ψ(r), while it is negative if IΨ(r) = −Ψ(r).
In a Gedankenexperiment, imagine you create an interface between Sb2Te3 with λ = 1.0 and
Sb2Te3 with λ = 0.0. Although both materials are insulators, the wavefunctions have to be
matched from one side to the other and this is not possible without closing the band gap. Due
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Fig. 15: Bulk bandstructure of Sb2Te3 between the L-point [k = (0, 12 , 0)], the center of the
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)]. The spin-orbit coupling strength is scaled by
λ = 0.0, 0.2, 0.5, 0.8 and 1.0 from left to right. The parity of the wavefunction is also indicated
(+,−) in the outermost plots.
to the symmetry properties of the two systems at the interface a metallic state appears that
is different from interface states that are sometimes induced by broken bonds or local poten-
tial variations. In contrast to these “natural” interface states, that can be possibly removed by
changing the chemistry at the interface, the symmetry-induced interface states are insensitive to
external influences in the interface region because they are consequences of the bulk materials
that form the interface. In reality, of course, Sb2Te3 does not exist without SOC. But a very
similar compound, Sb2Se3, exists where the heavier Te (Z = 52) is replaced by the lighter Se
(Z = 34) and SOC effects are weaker. From the point of view of the symmetry properties of
the band structure, Sb2Se3 is similar to the theoretical model of Sb2Te3 with vanishing SOC
strength.
Mathematically, the symmetry properties discussed above on the example of Sb2Te3 can be
shown to be consequences of a certain topology of the Hamiltonian describing a specific ma-
terial. If two insulating systems are brought in contact and the underlying Hamiltonians have
different topology then metallic states have to appear on that boundary. Sb2Se3, for example,
has the same topology as vacuum and is called topologically trivial. Sb2Te3, on the other hand,
differs in topology and is called a topological insulator [64]. At the surface of a topological
insulator the topology of the Hamiltonian changes and a metallic surface state crosses the gap
(see figure 11, right). Without SOC, the topology of Sb2Te3 and vacuum are the same and the
gap is open (figure 11, left).
It would lead too far to discuss all the fascinating physics of topological insulators but excellent
reviews are available, e.g. Ref. [65]. Here, we limit ourselves to some aspects relevant for phase
change materials, in particular Ge2Sb2Te5 (GST-225). In its hexagonal form, this compound can
be seen as combination of quintuple layers of Sb2Te3 and two (111) oriented bilayers of GeTe
(cf. figure 14). In the energetically favorable Kooi-De Hosson (KH) phase the stacking sequence
is Te-Sb-Te-Ge-Te-Ge-Te-Sb-Te-, i.e. the GeTe layers are inserted into the Sb2Te3 units, in the
metastable Petrov phase the stacking is Te-Ge-Te-Sb-Te-Sb-Te-Ge-Te-, i.e. the GeTe layers are
between the Sb2Te3 blocks. Surprisingly, the latter phase is a topological insulator, while the
former one is topologically trivial [66].
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Fig. 16: Structure and electronic structure of cubic Ge2Sb2Te5 in the KH (left) and Petrov (right)
stacking sequence. Ge, Sb, and Te atoms are shown in blue, gray and yellow, respectively.
The projected bulk band structures in (111) direction are indicated by gray lines in the middle
panels, the states of 27 layer thick films are plotted by black/red circles on top. The size of the
circles reflects the surface localization of the states.
Apart from these hexagonal phases, also metastable cubic GST-225 exists where Ge, Te, Sb and
vacancies occupy a simple cubic lattice. This cubic form is particularly relevant for applications
as phase change material [67]. If the atoms and vacancies order on the cubic (111) planes, stable
sequences can again be classified as KH- or Petrov-type. The differences in the electronic
structures are significant, as can be seen from figure 16: not only the bulk bandstructure differs
(in particular at the Brillouin-zone center), also the surface states differ radically. While the
surface of the KH-type cubic GST-225 is still insulating, on the Petrov-type phase surface states
appear that close the gap. Also in this form GST-225 is a topological insulator and the existence
of this phase was experimentally demonstrated [68]. Clearly, the high structural flexibility
of phase change materials and the fact that certain structural motifs lead to the appearance
of topological properties (and the conductive boundaries of these phases) have triggered the
hope that the transport properties of these materials can be changed by external parameters like
ferroelectric polarization [69]. In any case, these examples show that relativistic effects, like
spin-orbit coupling, can lead to unexpected modifications of the electronic structure and should
not be left out a-priori in the calculation of the band structure even in compounds with just
moderately heavy atoms.
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1 Introduction 
In the past decades, semiconductors have been established in cleaner and cleaner constitutions. 
There has been a continuous competition within the electronics community to suppress as much 
as possible lattice disorder and defects, in order to optimize the transport properties of the com-
pounds. This development is driven by Moore´s law requiring constantly increasing perfor-
mance of the established CMOS technologies.  
In the search for novel concepts, that may overcome the limits of CMOS-based electronics and 
information technology, however, one observes a change of paradigm. New concepts e.g. for 
data storage have been suggested that make use of lattice disorder. [1] Thus, these concepts aim 
to exploit and to functionalize disorder in a material. Among these concepts, storage of infor-
mation in the lattice structure of a material (phase change memory) and in the atomic configu-
ration and local stoichiometry of a material (e.g. valence change memory, VCM, and electro-
chemical metallization cells, ECM) have attracted special attention and represent focus topics 
of this Spring School.   
The prevention of unwanted defect formation and the control and functionalization of order 
and disorder requires a profound knowledge of the defect formation processes. Therefore, the 
understanding of lattice disorder is very important for the field of nanoelectronics. 
For this, multiple disciplines such as physics, solid state chemistry, material science, and elec-
tronic engineering have to be combined. As a general definition, physicists would rather term 
this discipline thermodynamics and lattice disorder, while electrochemists might favor the term 
defect chemistry.  
The interdisciplinary character is further emphasized by the fact that nowadays we are inter-
ested not only in the “cleanest” form of solids, this is a single crystal, but also in thin films, in 
(ploy-)crystalline and in amorphous manner, as well as in ceramics. Defect chemistry thus af-
fects several scientific communities with diverse aims and backgrounds.  
The general field of lattice disorder in solids cannot be covered in a single lecture. Therefore, 
this lecture will focus on the behavior and the properties of ionic materials. It will be discussed 
how crystal defects and lattice disorder affect the physical properties of ionic materials, with 
emphasis on the electronic properties of complex oxides.  
As we will see, complex oxides can undergo a full transition from electronically insulating 
behavior to metallic conduction depending on the particular (local) defect structure, making 
these materials suitable e.g. for the realization of VCM-type memrisitive memories.   
More specifically, this lecture will concentrate on a certain family of complex oxides, namely 
perovskite oxides, exhibiting a huge variety of properties. Perovskites exist in many chemical 
compositions, all sharing a similar crystal structure. Therefore, perovskite oxides reflect a fas-
cinating playground for combining various material compositions (and properties). Modern thin 
film deposition techniques furthermore allow to mix these materials on the nanoscale in form 
of epitaxial thin films and superlattices, in which not only bulk material properties are com-
bined, but also novel phases may arise at interfaces [2]. 
Perovskite oxides address a plethora of applications beyond memristive memories and cover 
the full range of physics. Among the perovskites, one finds high-k dielectrics, thermoelectric 
materials, (oxygen) ion conductors and catalytic materials (e.g. for water splitting applications), 
varistors and oxygen-sensing materials. Moreover, the involved physics cover electronic ef-
98
Lattice disorder in ionic materials 3 — A 3 
fects, such as high-mobility electron gases, superconductivity, novel magnetism (super-ex-
change, double exchange), ferroelectricity, multiferroics, Mott-type metal-insulator transitions 
and structural phase transitions, and many more.  
Interestingly, these diverse physical effects are almost exclusively controlled and/or influenced 
by the defect structure of the involved materials, reflecting the fundamental importance of un-
derstanding lattice disorder and defect formation. 
In the remainder of this chapter, we will first discuss the general thermodynamic driving forces 
that mediate defect formation in the bulk of materials, based on the thermodynamic principle 
of minimizing Gibbs energy. Afterwards, different types of defects will be introduced. After 
defining conservation rules that apply for defect formation processes in solid state matter, we 
will then discuss the effect of extrinsic and intrinsic defects on the electronic properties of a 
perovskite oxide model system, namely SrTiO3.  
While bulk defect concentrations will be deduced in an electro-neutral approach, we will fur-
thermore address the effect of space charges, electric fields and electro-static potentials. These 
effects are especially important in the surrounding of grain boundaries in poly-crystalline ce-
ramics as well as at surfaces and interfaces, where the defect concentrations can differ drasti-
cally from the bulk values. Finally, we address the impact of extended defect structures and 
compare crystalline and amorphous materials.  
A more detailed elaboration of the defect formation processes in solids and the defect chemistry 
of oxides beyond the scope of this lecture is provided by Smyth [3] and Catlow [4]. 
2 Fundamental thermodynamic processes 
The study of lattice disorder has a longstanding history in science, based on the work of Frenkel, 
Schottky, Wagner, Gibbs, and many more. At its heart, it reflects the study of deviations from 
the ideal structure of a solid and the resulting consequences for the material properties. Most 
importantly, defects induce electrical resistance in a solid, as they disturb the ideally periodic 
potential seen by electrons and thus induce scattering and momentum relaxation. 
The ideal structure of solid is given by a single crystal, in the sense that a single crystal is the 
state of minimum potential energy for a solid. It thus forms naturally over time. The crystal 
lattice is characterized by a periodic pattern of lattice sites on which atoms or ions (or mole-
cules) are arranged. The particular structure of the lattice as well as the particular distance be-
tween lattice sites (lattice spacing) are determined by the minimum energy of the configuration. 
Any deviation from the perfect periodic lattice is called defect. As we will see, defects naturally 
exist in any real crystal. As stated above, however, any defect will result in an energy increase 
of the system. So why do defects exist at all? The answer to this question is provided by ther-
modynamics, more precisely by the entropy of a given state. 
While the formation of a defect generally costs energy, the formation of a defect comes along 
with a gain in entropy. Therefore, the proper quantity describing the thermodynamic equilib-
rium state of real systems is the so-called Gibbs energy – which considers not only energetics 
but also the entropy of a configurational state of matter. Crystal defects then arise from the 
thermodynamic principle of minimizing Gibbs energy for a given configuration of matter in a 
solid (see Fig. 1). 
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2.1 Concept of minimum Gibbs energy  
Gibbs energy, G, of a thermodynamic ensemble is defined as 
= −G H TS , (1)
where H denotes the enthalpy of the ensemble, S the entropy of the ensemble, and T the tem-
perature of the ensemble. Both H=Hn and S=Sn depend on the thermodynamic state n of the 
ensemble. The negative sign in eq. (1) indicates that at finite temperature a gain in entropy may 
result in a decrease of Gibbs energy for the ensemble. 
Sn is proportional to the logarithm of the probability, pn, for the ensemble to be in the particular 
thermodynamic state n among all possible states of the ensemble. For a solid, Sn is then essen-
tially given by the number of non-equivalent ways, Ωn, to arrange atoms (or ions or molecules) 
on the available lattices sites of the crystal 
B ln= Ωn nS k , (2)
The proportionality factor kB is called Boltzmann´s constant.  
Starting from an ideal crystal structure with N lattice sites (per volume), there is only one non-
equivalent way to arrange N atoms on the N lattice sites. In this case one gets Ω0=1, and thus 
S0=0. H0 corresponds to the crystal formation energy, which we may choose as zero in our 
energy scale. 
If we now consider n vacancy defects – i.e. instead of N atoms we arrange N’=N-n on N lattice 
sites – we have  
( ) ( )
! !
' ! '! ! !n
N N
N N N n N n
Ω = =
− −
. (3)
 
Fig. 1: Schematic of Gibbs energy as a 
function of vacancy concentration n. 
While H=nh increases linearly with n, 
-TS follows a logarithmic dependence
on n. As a result, the minimum Gibbs
energy of the ensemble is achieved at 
finite n. This minimum in Gibbs energy
defines the equilibrium defect concen-
tration established at certain tempera-
ture. 
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For the formation of each single vacancy defect, one has to pay an energy h in order to break 
bonds and to remove the entity from the crystal. As a result, one gets Gibbs energy  
 
( )B
!
ln
! !n
NG nh k T
n N n
= −
−
. (4)
n now represents the number of vacancy defects incorporated in a crystal at a given temperature 
T. h is the required defect formation enthalpy involved in a single defect formation process. 
Considering a dilute system, i.e. n N , the entropy term can be simplified using the Stirling 
approximation  
( ) [ ] [ ] ( ) ( )
!
ln ln ln ln .
! !
N N N n n N n N n
n N n
≈ − − − −  
−
 (5)
Using this simplified expression, one can easily calculate the equilibrium defect concentration 
of minimum Gibbs energy by minimizing eq. (4) with respect to n   
( )B
B B
ln( ) 1 ln( ) 1
ln ln
0.
dG h k T n N n
dn
N n Nh k T h k T
n n
= − − − + − +
−   
= − ≈ −      
=
 
(6)
As a result, we finally arrive at  
B
exp .
hn N
k T
 
= −  
 (7)
Equation (7) thus describes the concentration of vacancy defects naturally incorporated in ther-
modynamic equilibrium into a solid a given temperature T. 
Analyzing eq. (7) in detail, we see that at zero temperature 0n → , while n N→  for infinite 
temperatures. Thus, the equilibrium concentration increases exponentially with increasing tem-
perature because of the increasing entropy contribution to Gibbs energy of the system. The ideal 
crystal with 0n =  exists in equilibrium only at zero absolute temperature.  
The main parameter determining the actual defect concentration is the formation enthalpy h. 
Hence, defect species with low formation enthalpy will exist in much higher density than defect 
species with a larger formation enthalpy. 
2.2 Defect formation processes and conservation rules 
Defect formation processes in solids are not independent. In most cases, the formation of a 
certain defect implies the formation of other compensating defects. As we will see, this is par-
ticularly the case for charged defects, as the charge of the formed defect has to be compensated 
by a counter charge in order to guarantee charge neutrality. Besides charge neutrality, there is 
a number of conservation rules that have to be applied in a solid state defect formation process. 
This interdependence is typically formulated in terms of chemical reaction equations obeying 
the required conservation rules as listed below   
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1. Conservation of mass 
Atoms can be neither created nor destroyed within a closed system. 
2. Conservation of charge 
The bulk of a solid crystal is charge neutral. Therefore, charged defects must be formed 
in combinations that are overall charge neutral.  
3. Conservation of structure (lattice site ratios):  
The generation of lattice disorder must not violate the inherent ratio of lattice sites in 
the structure. For instance, in a rock-salt structure such as AgCl the ratio of cation sites 
(e.g. Ag+) and anion sites (e.g. Cl-) must be 1:1. 
4. Conservation of electronic states (band structure):  
The total number of electronic states in a system derives directly from the electronic 
states of the component atoms and must be conserved. 
As we will see, conservation rule 2 (charge neutrality) can be violated locally in space charge 
regions, such as at interfaces, surfaces and grain boundaries. In these cases, local charge neu-
trality is replaced by global charge neutrality. Note, however, that the systematic and rigorous 
application of the conservation rules listed above is the very basic concept of lattice disorder 
and defect chemistry models.  
2.3 Solid state chemical reactions and law of mass action 
Defect formation process are often expressed in terms of chemical reaction equations  
A Ai i j j
i j
a a  , (8)
where Ai denote the reactants involved in the reaction and Aj denote the products of the chem-
ical reaction. ai,j represent the corresponding concentration coefficients for reactants (i) and 
products (j). Solid state chemical reactions must meet the requirements of the conservation rules 
listed in the forgoing section. 
Chemical reactions can generally run into both directions, i.e. reactants → product and products 
→ reactants, simultaneously. In thermodynamic equilibrium, the reaction rates for both direc-
tions are equal. Thus, the equilibrium concentrations of all products and reactants are given by 
constant equilibrium values.  
Similar to the derivation of eq. (7), one can derive these equilibrium concentrations from the 
principle of minimizing Gibbs free energy. However, as the formation of a certain species now 
is coupled to the formation or removal of other species, we have to minimize the total Gibbs 
energy of the ensemble 
( ) ( ).i i j j
i j
G G n G n= +   (9)
ni,j =[Ai,j] denotes the concentrations of the species i (reactant) and j (products). For minimiza-
tion of eq. (9), one has to keep in mind that all ni,j are now coupled via the chemical reaction 
equation (8). Thus, when varying the concentration of species k, the concentrations of species 
k’ will vary, too.  
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In particular, we have 1' 'k k k kdn a a dn
−
=  for reactants and 1' 'k k k kdn a a dn
−
= −  for products, when 
varying any reactant concentration nk by dnk. With these considerations, we can now minimize 
G with respect to an arbitrarily chosen reactant concentration nk 
0j ji i
k k i k j
a Ga GdG
dn a n a n
∂∂
= − =
∂ ∂  . (10)
Here, we defined the chemical potential /k kG nη = ∂ ∂  as the partial derivative of Gibbs energy 
with respect to the particle number nk. 
Using eq. (4), one arrives at  
preact roduc..
ln ln 0
  
= − − − =       
  j ji ii j
k k i k j
a Na NdG h h
dn a n a n
, (11)
which is the law of mass action. After some calculus, one gets 
0
B
exp
j
i
a
j
a
i
n HK
n k T
 Δ
= −  
∏
∏ . (12)
Here, K0 is a (mostly) temperature-independent constant, ΔH is the reaction enthalpy that can 
be identified with the weighted sum of all single formation enthalpies involved in the chemical 
reaction 
j j i iH a h a hΔ = −  . (13)
Equation (12) yields a relation between the different concentrations of chemical entities in-
volved in a chemical reaction und thus reflects the coupling of the concentrations under certain 
thermodynamic equilibrium conditions, which are – in the first place – determined by the tem-
perature of the system.  
In terms of lattice disorder, we will use this concept of chemical reactions and the concept of 
the law of mass action, in order to derive the equilibrium concentrations of (point) defect con-
centrations in a solid, which are also coupled among each other via chemical reaction equations.   
3 Lattice disorder in crystalline solids 
As states before, defects are defined as any deviation from the ideal crystal lattice. This general 
statement can be refined using the parameter of the dimensionality of a certain defect. The 
characteristic defect structures in crystals range from (nano-)voids (3-dimensional (3-D) de-
fect), to stacking faults and shear planes (2-D), to dislocations (1-D), to point defects (0-D).  
While all defect structures have important implications for the physical and particularly elec-
tronic properties of the materials, we will concentrate the discussion of lattice disorder to point-
like (0-D) deviations from the perfect lattice. These will be termed point defects. At the end of 
this lecture, we will give a short overview on extended defect structures, too. 
Point defects may be seen as the simplest kind of lattice disorder. However, as we will see, this 
simple class of defects already includes a significant amount of different defect structures im-
plying a wide diversity of physical effects. Fig. 2 illustrates different types of point defects for 
the example of a rock salt structure.  
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3.1 Types of lattice disorder  
The most common kind of a point defect is an empty lattice site that is supposed to be occupied 
in the ideal crystal structure. Such a defect is called vacancy.  
According to the conservation rules listed in section 2.2, a vacancy cannot be formed by re-
moving an atom (or ion) from a lattice site without conserving mass. (In other words, the re-
moved atom has to move somewhere.) One way to accommodate the removed atom is to move 
it to the boundary of the solid, where it can occupy a vacant lattice site. This type of disorder is 
called Schottky-disorder (Fig. 2b).  
Schottky-defects are typically formed close surfaces or grain boundaries. Afterwards the result-
ing vacancies diffuse into the solid and distribute statistically. The involved diffusion process 
requires a sufficient mobility of vacancies and ions. Therefore, elevated temperatures are often 
necessary to allow equilibration of the lattice.  
In order to conserve the lattice site ratio (and charge neutrality), Schottky-defects typically have 
to be generated in equal numbers for all sublattices. For the example of a rock salt structure, 
this means an equal number of Schottky-defects on anion and cation sites. Typical examples 
for materials showing Schottky-disorder are chromium oxide, Cr2O3, as well as the perovskite 
compound SrTiO3 which will be discussed in detail in the remainder of this lecture. 
In other materials, atoms (or ions) can also sit in between the regular lattice structure, occupying 
so-called interstitial lattice sites. This type of disorder is then called Frenkel-disorder (Fig. 2c). 
Frenkel-defects can be formed individually in each sublattice, as the resulting vacancy-intersti-
tial pair is charge neutral and conserves mass.  
Frenkel-defects, however, require sufficient space in the crystal lattice for the atoms to sit on 
interstitial lattice sites. Therefore, Frenkel-defects are unlikely in close-packed crystals, in par-
ticular, in close-packed oxides (with some exclusions), so that Schottky-disorder is often the 
dominant lattice disorder formalism.  
On the other hand, materials showing Frenkel-disorder such as AgI or AgCl can show signifi-
cant ionic conductivity (here Ag+ conduction), as ions can move quickly through the solid via 
interstitial sites.  
Fig. 2: Various types of point defects in an ionic crystal for the example of a rock salt struc-
ture (a) such as AgCl. Point defects are generated by vacancy formation leaving behind
unoccupied lattice sites. Atoms formerly sitting on that vacancy site can either move to the
surface (b) or to an interstitial site (c). Moreover, point defects can include anti-site defects
(d) and extrinsic impurities (e).    
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Further types of point defects include so-called anti-site defects (Fig. 2d). In this case, two 
species of two different sublattices switch their positions. As a result, one receives one point 
defect in each sublattice. In ionic crystals, anti-site defects are often not favorable because of 
the involved electrostatic energies. In particular, anti-site defects between anion and cation sub-
lattice have quite high formation enthalpies. In covalent crystals, however, where the on-site 
charges are small, e.g. in III-V semiconductors, anti-site defects can be an important type of 
disorder. In ionic binary and ternary compounds, however, the major types of intrinsic ionic 
disorder are mainly Frenkel-disorder and Schottky-disorder. 
Another important family of point defects are extrinsic impurities. This includes unintended 
contaminations (for instance during crystal growth) but also intended chemical doping or sub-
stitution. As known from semiconductor physics, extrinsic dopants can be used to vary the 
electronic properties of materials in a wide range. Dopants are typically included on actual lat-
tice sites replacing the original atom (or ion) in the crystal lattice (Fig. 2e).   
Generally, one distinguishes donor-type dopants bringing an extra electron into the solid, and 
acceptor-type dopants bringing one electron less than the original compound into the solid. In 
semiconductors, acceptor-type doping results in p-type conduction. However, as we will see, 
in complex oxides acceptor-type dopants are mostly compensated by ionic defects (oxygen va-
cancies).  
3.2 Special character of oxides – oxygen exchange with ambient 
atmosphere 
Among the ionic crystals, oxides have a particularly interesting property: the anion sites are 
occupied with oxygen ions. As we all know, oxygen is a major compound of the ambient at-
mosphere. Therefore, under some circumstances oxides have the ability to exchange oxygen 
with the ambient atmosphere.  
This includes the incorporation of oxygen ions from the surrounding into the solid as well as 
the release of oxygen from the solid into the gas phase. These oxygen exchange reactions are 
of particular importance for many applications of complex oxides, such as for oxygen sensing, 
memristive devices and fuel cell applications.  
The major consequence of oxygen exchange with the ambient atmosphere is that oxides incor-
porate oxygen vacancies as intrinsic ionic vacancies. If oxygen exchange with the ambient at-
mosphere is possible, the concentration of oxygen vacancies is not only dependent on temper-
ature (cf. eq.(7)), but also on the ambient oxygen partial pressure. This results in an intrinsic 
oxygen non-stoichiometry in oxides, often denoted as δ. δ reflects the deviation in oxygen stoi-
chiometry from its nominal value (e.g. SrTiO3-δ or (La,Sr)CoO3-δ). In cobaltates, δ can be as 
large as 0.5. 
In most oxides, oxygen vacancies are electronically active, in the sense that oxygen vacancies 
are charged. This is because oxygen ions are typically doubly ionized, O2-. When they leave the 
solid in the course of an oxygen exchange reaction, they form gaseous charge neutral oxygen 
molecules, O2. The two missing electrons per ion are left within the solid. Thus, oxygen vacancy 
formation commonly results in extra free electrons in the system. As a result, oxides with a high 
concentration of oxygen vacancies (reduced state) can exhibit high electrical conductivity, 
while the same compound with low amount of oxygen vacancies (oxidized state) can be a per-
fect insulator.     
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In addition, oxides tend to induce intrinsic lattice disorder in order to compensate extrinsic 
dopants and impurities. This is in particular the case for acceptor-type dopants. As a result, p-
type conduction is rarely observed in oxides. In contrast, acceptor-type doping results in in-
creased oxygen vacancy concentrations.  
Therefore, rather the ionic conductivity than hole-type conduction can be tuned via acceptor-
type chemical doping. This principle is for example exploited to tune and to optimize the ionic 
conductivity of oxygen ion conductors, such as ZrO2 and CeO2 used as electrolytes in solid 
oxide fuel cells.  
In ionic crystals, ionic charge compensation mechanisms are as important as chemical doping. 
Electronic charge carrier densities are much more sensitive to atomic disorder (ionic defects) 
as compared to covalent solids. One and the same complex oxide compound can therefore 
transit from perfectly insulating behavior all the way to metallic behavior depending on its de-
fect structure and in particular depending on its oxygen non-stoichiometry.    
3.3 Defect notation  
Defect formation processes often involve electrical charge, such as the generation and annihi-
lation of electrons and electron holes or the valence change of ions. Therefore, it is useful to 
consider the relative charge of a defect or species with respect to the ideal crystal lattice. A 
vacancy on a cation (anion) lattice site represents a missing positive (or negative) charge for 
the crystal lattice. Relative to the ideal structure, a vacancy thus carries a negative (cation va-
cancy) or a positive relative charge (anion vacancy).  
Typically, the convention introduced by Kröger and Vink (1953) [5] is used for defect notation 
and the handling of excess charges. The main features of Kröger-Vink notation are illustrated 
in Fig. 3 for the important example of an oxygen vacancy in an ionic oxide. 
In Kröger-Vink notation, the (defect) species of interest is addressed by the main index, typi-
cally by the symbol of the chemical element. For the particular case of a vacancy, the notation 
‘V’ is used. 
A subscript refers to the addressed lattice site for a particular defect. Here, the chemical symbol 
of the original element sitting on the lattice site is used, e.g. `O` for an oxygen lattice site 
(Fig. 3). For the particular case of an interstitial site, the notation `i` is used. 
A superscript indicates the net excess charge of the defect with respect to the original lattice 
charge, i.e. the charge deviation from the undisturbed, ideal crystal lattice. A bullet ( ˙ ) accounts 
 
 
Fig. 3: Kröger-Vink notation for the exam-
ple of an doubly ionized oxygen vacancy. 
The main index reflects the addressed spe-
cies (here V=vacancy), the subscript the 
addressed lattice site (O=oxygen), the su-
perscript the relative charge of the defect
(=+2 relative charge). 
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for one positive relative charge, a prime ( ' ) accounts for a negative relative charge. A neutral 
(or isovalent) defect is indicated by a cross ( x ) or it is left without superscript.  
For the example of an oxygen vacancy, the relative charge is doubly positive, because in the 
real lattice oxygen ions are typically doubly ionized (O2-). An oxygen vacancy thus represents 
two missing negative elementary charges. Thus, an oxygen vacancy is denoted as OV  in Kröger-
Vink notation.  
Kröger-Vink notation is used also in chemical reaction equations. It is a common practice to 
omit normal components of the perfect crystal from the equilibrium reaction and to show only 
the defect species. The starting point for the reaction is then represented by the symbol ‘nil’, 
meaning ‘no defects’ or ‘undisturbed lattice’. 
Excess (free) electronic defects are denoted as e' for electrons and h˙ for electron holes. In order 
to address defect concentrations, one often uses squared brackets, e.g. é ùê úë ûOV . Here, we will use 
the symbol cdef with appropriate subscript, e.g. c
OV
, in order to address the concentration of a 
certain defect ‘def’. The electron (hole) concentration will be denoted as n (p).  
Further examples for the Kröger-Vink notation are given for the example of an ionic rock salt 
structure in Fig. 2 and for the particular case of SrTiO3 in Fig. 9.   
4 Electronic disorder 
4.1 Intrinsic electronic disorder 
The treatment of intrinsic electronic disorder in solids in the framework of lattice disorder and 
thermodynamics, as introduced here, is naturally analogous to the classical derivation in semi-
conductor physics (see [6], [7]). Therefore, electronic disorder is a good starting point for the 
discussion of ionic disorder following in the next section. 
Many complex oxides are wide-band-gap insulators, typically with a band gap a few electron 
volts (e.g. 3.2 eV for SrTiO3 or 5.4 eV for LaAlO3). In this case, intrinsic electronic disorder 
involves the thermal excitation of electrons from the valence band (VB) into the conduction 
band (CB), this is the formation of electron-hole pairs (Fig. 4). In a pure, stoichiometric semi-
conducting or insulating compound, this is the only source of electronic carriers.  
The chemical reaction for the formation of electron-hole pairs (band gap excitation) can be 
written as 
nil e h ¢+  (14)
where e' represents an electron in the conduction band, and h● is a hole in the valence band. 
Here, we use Kröger-Vink notation as introduced in section 3.3.  
In equilibrium, the corresponding law of mass action reads 
( ) g B/0I I E k Tn p K T K e-⋅ = = ⋅ . (15)
The appropriate formation enthalpy here is the band gap, Eg, of the semiconductor or insulator. 
The factor KI0 can be expressed as the product of the effective density of states at the valence 
band, NV, and conduction band edge, NC 
0
V CI ( ) ( )K N T N T= ⋅ . (16)
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In the intrinsic case, where eq. (14) is the only significant source of electrons and holes, n and 
p must be equal in order to preserve charge neutrality 
g B/20
I .
E k Tn p K e-= = ⋅  (17)
The band gap may be considered to be inherently temperature dependent, Eg=Eg(T). The tem-
perature dependence of Eg is typically expressed as 
0
g gE E Ta= - , (18)
where Eg0 is the band gap at zero temperature, and α is its linear temperature coefficient. Note, 
that eq. (18) is formally similar to eq. (1) describing Gibbs free energy, G=H-TS. Therefore, Eg 
is sometimes referred to as free energy, Eg0 as enthalpy, and α is the entropy of the intrinsic 
electron ionization (band gap excitation). 
4.2 Extrinsic electronic disorder 
Similar to semiconductors, insulators such as most complex oxides can be doped by extrinsic 
impurities. In oxides, dopants are typically introduced on the cation sites, such as the Ti-sites 
in TiO2, the Zr-sites in ZrO2, or the Sr-sites and Ti-sites in SrTiO3. Similar to semiconductors, 
oxides are typically doped by aliovalent compounds.  
For example, SrTiO3 is commonly doped with La on Sr-sites, or Nb on nominal Ti-sites. These 
donor-dopants bring an extra electron into the lattice. This extra electron can either be localized 
on the impurity site, or it can be ionized (Fig. 4). In that case, the electron is excited into the 
conduction band of the oxide where it contributes to electronic conduction.  
Typically, the ionization energy of an extrinsic donor-dopant is the range of a few meV (shallow 
donors, e.g. in SrTiO3) up to several hundreds of meV (deep donors, e.g. in ZnO).  
The ionization process of extrinsic donor-type dopants is expressed by 
D D e´x • + . (19)
Complex oxides can also be doped with aliovalent compounds of lower valence. These dopants 
thus have acceptor character. For instance, SrTiO3 can also be doped with Fe, Mn or Al. These 
elements are typically incorporated on nominal Ti-sites, mainly because of their ionic radii. 
Hence, while La is too large to be incorporated on Ti-sites, the smaller Fe-ion fits into the lattice 
Fig. 4: Electronic disorder in semi-
conductors and insulators. Electron-
hole pairs are generated via band gap 
excitation processes. Moreover, do-
nor-type impurities can ionize, add-
ing an extra electron to the conduc-
tion band (CB), or acceptor-type im-
purities may ionize, accommodating 
one electron from the filled valence 
band (VB). 
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on a Ti-site. Therefore, materials with a similar valence can act as donors (such as La(3+) on 
Sr-sites) or as acceptors (such as Fe(3+) on Ti-sites).  
Acceptor-type dopants thus contribute one electron less to the lattice than the original com-
pound. As a result, an empty state in the valence band should be generated, such as known from 
semiconductor physics. The corresponding reaction equation reads 
A A´ hx •+ . (20)
However, as we will see later, acceptors in oxides are mostly deep acceptors and have ionization 
energies in the range of 1eV (Fig. 4). Therefore, at room temperature, acceptor-type impurities 
are often not ionized. Moreover, at elevated temperatures, oxides tend to include donor-type in-
trinsic defects, i.e. oxygen vacancies, into the lattice in order to compensate for acceptor-type 
impurities (Fig. 5). Therefore, p-type conduction is suppressed at room temperature in oxides. In 
most cases, hole contributions to the conductivity can only be observed at elevated temperatures. 
5 Kinetic limitations 
Ionic (or atomic) lattice disorder and the incorporation of point defects as discussed in section 
3 requires the migration of matter, this is atoms or ions, through the solid. Therefore, ions have 
to be mobile in order to reach an equilibrium state.   
Two important mechanisms control the mass transport in solids. These are diffusion and – for 
charged particles – conduction. While diffusion is driven by concentration gradients, conduc-
tion is driven by electric forces e.g. under applied bias.   
As ions (and atoms) naturally are arranged on energetically favorable positions within the lat-
tice, any motion will require overcoming energy barriers when leaving this favored position. 
Typically, this hopping process is thermally activated. Therefore, diffusion processes are accel-
erated at elevated temperature.  
The mobility of ions and atoms is related to the diffusion coefficient 
0
B
exp
QD D
k T
æ ö÷ç= - ÷ç ÷ç ÷è ø , (21)
Fig. 5: Ionic compensation of acceptor-type im-
purities by intrinsic oxygen vacancies. The elec-
trons generated during oxygen vacancy for-
mation may either be ionized into the CB, or 
they localize on acceptor-sites, thereby mainly 
suppressing hole formation in p-doped oxides. 
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where the activation energy Q corresponds to the barrier height. The barrier heights and the 
diffusion coefficients can vary over orders of magnitude depending on the actual ions (or atoms) 
as well as on the solid under consideration. Strong electric fields may moreover lower energy 
barriers, so that electrical biasing may result in enhanced diffusion, too. Note that strong cur-
rents can also result in a local increase in temperature. This Joule heating is for instance im-
portant for the understanding of the memristive behavior of oxides. 
As diffusion processes will be the focus topic of the following lecture by R. De Souza, we will 
not go into detail here. However, as an important aspect for the following discussion, we should 
note that the diffusion constants of different species (e.g. cations and anions) within the same 
solid could differ significantly. For example, oxygen anions typically migrate much faster in 
oxides than the associated cations, e.g. Sr2+ and Ti4+ in SrTiO3. (The reason for this is commonly 
a vacancy diffusion mechanism as will be described in the next lecture.) Therefore, depending 
on the temperature range, one has to consider either anion migration, or cation migration or 
both in order to describe the established defect structure of a system at a given temperature.  
Species with very low diffusion coefficients can be considered as immobile. Therefore, the 
sublattice of such a species is quasi-static and will not react on a change in temperature (or any 
other thermodynamic parameter). The defect concentrations are frozen in and will not equili-
brate at a given temperature. The actual defect concentration established in the system then 
depends on the history of the sample, and the temperatures and atmospheres the solid has seen 
e.g. during crystal growth or previous annealing treatments.  
6 An example: SrTiO3 
After a more general discussion, we will now turn to an important model material, namely 
SrTiO3, which we will use as an example for determining and exploring lattice disorder effects 
in ionic oxides. After a short introduction into the basic material properties, the defect structure 
and its implications will be discussed for the cases of acceptor-doped and donor-doped SrTiO3. 
A nice overview on this topic can be found also in Ref. [8] 
6.1 General properties of SrTiO3 
SrTiO3 is one of the most important materials in the family of perovskite oxides. SrTiO3 is not 
only used as functional material in oxygen sensors, memristive devices, electro-chemical cells 
and transistors, but it also serves as a very important substrate material for epitaxial thin film 
growth of other perovskite compounds functionalized in novel oxide electronic devices and 
concepts. 
SrTiO3 is an ionic oxide with perovskite crystal structure, ABO3, as displayed in Fig. 6. As an 
oxide, SrTiO3 contains oxygen (O2-) as anions1, located in the center of each face of the unit 
cell (red). The corners of the unit cell, the so-called A-sites, are typically occupied by the larger 
cation of the compound. In the case of SrTiO3, this is Sr2+ (light blue). The center of the unit 
cell, the so-called B-site, is then occupied by a smaller second cation. In the case of SrTiO3, 
                                                 
1While this is the case in most perovskite crystals, perovskites also exists as non-oxides, which are used as high-
efficiency absorber materials in solar cells. These compounds usually contain Cl-, I-, or Br- as anions and more 
complex cationic groups, e.g. (CH3NH3)PbCl3. 
110
Lattice disorder in ionic materials 15 — A 3 
this is Ti4+ (dark blue). The B-site cation is surrounded by an oxygen ion octahedral formed by 
the six oxygen ions (red shaded area in Fig. 6). 
While the ionic picture of SrTiO3 is sufficient to understand many material properties, it is 
indispensable to approach the material also in terms of band structure. From this view, stoichi-
ometric SrTiO3 is a d0 band insulator with a band gap of 3.2 eV at 0 K. Because of the large 
band gap, SrTiO3 single crystals are typically transparent. However, in the non-stoichiometric 
case, crystals can appear in dark blue and even blackish. As we will see, this is a result of free 
carriers induced via extrinsic dopants and/or oxygen vacancies.  
 
Fig. 6: Perovskite unit cell: In the case of SrTiO3, the 
A-sites (corners of the unit cell) are occupied by Sr2+
ions (light blue), while the B-site (center of the unit cell) 
is occupied by a Ti4+ ion (dark blue). The B-site is sur-
rounded by an oxygen octahedral (one oxygen anion
(O2-, red) on each face of the unit cell).   
Similar to many other transition metal oxides such as TiO2, BaTiO3, etc., the valence band of 
SrTiO3 corresponds mainly to O 2p states, while the conduction band originates mainly from 
Ti 3d states. Consistent to the ionic picture, the filled oxygen 2p states in the VB correspond to 
the formation of O2- ions, while the empty Ti 3d states in the CB indicate a nominal Ti valence 
state of 4+. 
SrTiO3 has a high dielectric constant (εr=300 at 300K up to a few thousand at low temperature) 
and has been tested for use as dielectric layer in transistors. Sometimes, SrTiO3 is even referred 
to as incipient ferroelectric material. Ferroelectricity can be stabilized e.g. by epitaxial and me-
chanical strain, however, without practical use. For ferroelectric applications rather the related 
perovskite compound BaTiO3 is used, which shows much stronger and more stable polarization.  
The large dielectric constant implies a large electrostatic screening length. This effect is utilized 
in the design of novel 2D superconductor in doped-superlattice structures [9]. Moreover, this 
results in significant effects of space charge layers at surfaces and interfaces of SrTiO3 as will 
be discussed in section 7. 
6.2 Defect concentrations in thermodynamic equilibrium  
In terms of lattice disorder, SrTiO3 shows exclusively Schottky-type of disorder, while Frenkel-
defects, i.e. interstitials, are absent. This can be understood from Fig. 7, again showing a single 
unit cell of SrTiO3. Here, the real ionic radii of the compounds are considered. One oxygen ion 
has been removed from the front face of the unit cell in order to allow a clear view on the Ti 
ion. Oxygen and strontium ions have a rather similar size, while the Ti ion in the center of the 
 
Fig. 7: SrTiO3 unit cell considering the real ionic radii 
of the ions. Sr2+ and O2- are rather similar in size, while 
Ti4+ (3+) is much smaller. The structure is close-packed 
inhibiting the formation of Frenkel-defects. 
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oxygen octahedral is much smaller. The perovskite structure is close-packed, so that the partic-
ular ions touch each other. Hence, there is no space for interstitial sites in the crystal lattice and 
we can restrict our discussion of defect structure in SrTiO3 to Schottky-disorder.   
Moreover, we can exclude anti-site defects because of the very different size, charge and coor-
dination of the various compounds.  
The various types of Schottky-disorder that remain to be considered in SrTiO3 are displayed in 
Fig. 8. These are oxygen vacancies (a), extrinsic doping (b), strontium vacancies (c) and tita-
nium vacancies (d). The corresponding defect notations relevant to the following discussion are 
listed in Kröger-Vink notation in Fig. 9. 
Fig. 8: Schottky-defects in SrTiO3 : (a) vacant oxygen site (oxygen vacancy), (b) substitution
of Sr2+ by e.g. La3+ (extrinsic impurity/doping), (c) vacant Sr-site (strontium vacancy), (d) 
vacant Ti-site (Ti-vacancy). 
At room temperature, all ions are immobile in SrTiO3. Therefore, the concentrations of all ionic 
vacancies are frozen, unless strong local electric fields are applied or the material is heated up 
locally to much higher temperatures. Hence, at low temperature only electronic equilibria are 
active, resulting in merely electronic disorder as discussed in sec. 4.  
The formation and equilibration of ionic disorder requires significantly fast diffusion of the 
vacancies. The diffusion coefficients of OV
··  and ''SrV  in SrTiO3 have been studied extensively by 
various experimental techniques and by simulation. It turned out that oxygen vacancies show a 
rather high mobility in the perovskite lattice and a low activation energy of diffusion (0.6 to 1.0 
eV). In contrast, strontium vacancies exhibit a very low mobility and a high activation energy 
of diffusion (2.5 to 3.5 eV). For Ti-sites, the barrier heights are even larger as we will discuss 
below. 
Fig. 9 : Kröger-Vink nota-
tion of the relevant defect 
species in SrTiO3.   
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Depending on the considered temperature range (and mobility of the ions), one thus has to 
consider a different number of active crystal sublattices that contribute to lattice disorder in 
thermodynamic equilibrium.   
6.2.1 Equilibration of the oxygen sublattice 
Above approximately 500°C, oxygen ions (and vacancies) get mobile. Moreover, the surface 
exchange of oxygen is accelerated. For the incorporation of oxygen into the bulk, this includes  
1) splitting of gaseous O2 into surface-adsorbed O* atoms  
2) ionization of these adsorbed oxygen atoms (O*2- formation)  
3) incorporation of adsorbed ions into the bulk      
or the opposite reactions for the release of oxygen from the bulk [10]. In other words, the oxy-
gen sublattice SrTiO3 starts to equilibrate with the surrounding atmosphere, characterized by 
the oxygen partial pressure, pO2.  
The removal of oxygen from the lattice is called reduction and can be written in Kröger-Vink 
notation as 
1x
O 2O 2
O V 2e + O (g) ¢+ . (22)
An oxygen ion leaves the crystal into the gas (g) phase and forms a neutral molecule. For this, 
it releases two electrons to the lattice and leaves behind a double-positively charged oxygen 
vacancy, OV
 . 
The opposite reaction of oxygen incorporation can be written as  
1 x
2 O O2 O (g) V O 2h
 + + . (23)
Here, (half) a gaseous O2 molecule is incorporated on a vacant oxygen lattice site, resulting in 
an now-occupied regular oxygen lattice site, xOO . For the required ionization of the oxygen ion, 
this reaction consumes two electrons that have to be provided by the lattice, here indicated by 
the formation of two holes in the valence band, 2h .  
Hence, if oxygen exchange with the surrounding atmosphere is possible, both reactions will 
take place and will strive for thermodynamic equilibrium. Therefore, we can use the law of 
mass action of both reactions, in order to determine the equilibrium concentrations of oxygen 
vacancies, electrons, and holes.  
The law of mass action reads 
red B
O
02 1/2 ( / )
2 redV ( O ) 
H k Tc n p K e D-⋅ ⋅ = ⋅  (24)
for the reduction reaction and 
( )
ox B
O
2
0 (Δ /k )
ox1/2
2V
= e
O 
H Tp K
c p
-⋅
⋅
. (25)
Here, ΔHred and ΔHox denote the reaction enthalpies for the reduction and oxidation of SrTiO3. 
Later, we will discuss how these values can be determined experimentally. Here, we replaced 
the activity or concentration of gaseous molecules by the oxygen partial pressure, pO2. 
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Fig. 10: Oxygen exchange between oxide and ambient 
atmosphere. Oxygen can be incorporated from the gas
phase into the solid (and vice versa) if the surface reac-
tion kinetics as well as the diffusion kinetics are suffi-
ciently fast. Typically, this is achieved at elevated tem-
peratures (~500°C). 
Multiplication of eqs. (24) and (25) yields 
0 0 ox red
red ox
B
exp
2
H Hn p K K
k T
 Δ + Δ
⋅ = −  
, (26)
which is identical to the result obtained for electron-hole pairs (eq.(15)). We can therefore iden-
tify 
ox red
g 2
H HE Δ + Δ= , (27)
hence yielding a relation between ΔHred, ΔHox  and the band gap, Eg, of SrTiO3.            
6.2.2 Equilibration of the cation sublattice 
If we further increase the temperature of the system – above approximately 1000°C – also the 
cation lattice starts to equilibrate, as the mobility of the cations is now sufficiently high. Note, 
however, that lattice equilibration of the cation sublattice is still very sluggish on the macro-
scopic scale at these temperatures. Thus, it takes a significant amount of time, this is a few 
hours up to days to equilibrate the cation sublattice, while the oxygen sublattice equilibrates 
within micro- to milliseconds (!).     
In the course of equilibration, the cation sublattice incorporates vacancies. As we now consider 
cations (instead of anions in the oxygen case), a cation vacancy represents a missing positive 
charge in the real lattice. Thus, a cation vacancy carries a negative relative charge with respect 
to the lattice, a Ti-vacancy, ''''TiV , then is four times charged, while a Sr-vacancy is doubly 
charged, ''SrV .  
Following the conservation rules introduced in section 2.2, cation vacancies can be induced by 
removing an entire SrTiO3 unit cell from the lattice, forming one ''''TiV , one ''''TiV and three OV at a 
time 
( )xx x '' ''''Sr Ti 3Sr O OTiSr Ti 3O V V 3V SrTiO· ·¾+ + + + +¬¾ . (28)
This is the so-called Schottky-equilibrium.  
In the case of SrTiO3, it turns out that only oxygen vacancies and strontium vacancies are 
formed. Titanium vacancies are less likely, as their formation is energetically more costly. As 
one can see qualitatively in Fig. 7, this is because the highly charged Ti4+-cations are squeezed 
into the center of the oxygen anion octahedral, where they are tightly surrounded by the oxygen 
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anions. The resulting strong Coulomb interactions result in a much higher defect formation 
energy for Ti-vacancies than for strontium vacancies. Moreover, the energy barriers for Ti-
diffusion are rather high because of this coordination. Thus, also Ti-diffusion is suppressed, 
inhibiting the equilibration of the Ti-sublattice even at very high temperatures.2  
Therefore, rather a partial Schottky-equilibrium has to be considered for SrTiO3 which only 
addresses the Sr-cation sublattice  
xx ''
Sr s.p.Sr O OSr O V V SrO
· ·¾+ + +¬¾ . (29)
Here, SrOs.p. represents a strontium oxide secondary phase which is excorporated on external 
or internal surfaces (i.e. grain boundaries) of the crystal. The formation of secondary phases is 
necessary in order to conserve mass, charge and the lattice site ratio, which would be changed 
if strontium moved onto a regular lattice site on the surface of the crystal without being accom-
panied by a Ti-ion. The secondary phase formation often observed on the surface of SrTiO3 in 
the form of precipitates. The law of mass action of the partial Schottky-equilibrium reads 
Sr O
0 S
V SV
B
exp
′′
 Δ
⋅ = −  
 
Hc c K
k T
. (30)
6.2.3 Electro neutrality 
Before finally determining the equilibrium lattice disorder in SrTiO3, we need to introduce an-
other boundary condition, this is charge neutrality. While each defect formation reaction itself 
requires to be charge neutral (conservation rule 2), also the solid itself has to be charge neutral. 
In particular, as multiple defect formation reactions are involved, their coupling has to be me-
diated via the local charge neutrality condition – which is valid locally in the absence of electric 
fields. 
As discussed before, ionic defects carry charge and thus contribute to the charge balance of the 
solid. The electron neutrality condition thus reads 
Sr Ti O
V V A V D+ 2 + 4 + = + 2 +n c c c p c c′′ ′′′′ ′    . (31)
Here, we added all negatively charged defects, including cation vacancies and ionized acceptor-
type dopants (A’), on the left hand side. On the right hand side, we added all positively charged 
defects including oxygen vacancies and ionized donor-type dopants ( D ). As stated above, the 
contribution of Ti-vacancies can be neglected in most cases.  
6.3 Acceptor-doped SrTiO3 
We now consider acceptor-doped SrTiO3 (i.e. 
D
0 c = ). Acceptor-doping can be achieved in-
tentionally, e.g. by doping with Fe, Al, or Mn. However, even nominally undoped SrTiO3 is 
always slightly acceptor-doped. This is because the most common contaminations naturally 
incorporated during single crystal growth are almost exclusively acceptor-type. Typically, un-
doped SrTiO3 single crystals have an impurity level of 10-100 ppm, corresponding to 
17 18 -3
A' 1 10 1 10  cm≈ × − ×c .  
                                                 
2 Interestingly, this is different in BaTiO3. The large Ba2+-ions expand the lattice, and thus the oxygen octahedral. 
Therefore, the ionic bonds of Ti-ions are weaker than in SrTiO3. As a result, Ti-vacancies are the preferred cationic 
defect in BaTiO3. [3] 
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We will now discuss how the lattice of acceptor-doped SrTiO3 reacts on a change in oxygen 
partial pressure in the surrounding atmosphere. For this, it is required that oxygen exchange 
with the ambient atmosphere is allowed, i.e. temperatures above 500°C are considered (see 
sec. 6.2). At this temperature, all acceptor-dopants can be considered to be ionized.  
Intuitively, one may expect that as a result of oxygen exchange with the ambient atmosphere, 
the oxygen vacancy concentration incorporated in the lattice varies as a function of pO2. As we 
will see, this is to some extend indeed the case. Moreover, due to the coupling of oxygen va-
cancies and electronic charge carriers via eqs. (24) and (25), also the electronic charge carrier 
concentrations and thus the conductivity of the oxide vary with pO2.  
Fig. 9 shows the defect concentrations established in this system at a given temperature as a 
function of ambient atmosphere on double logarithmic scales. Such figures are often called 
Brouwer diagrams. 
The characteristic result obtained for SrTiO3 is representative for many acceptor-doped oxides, 
such as TiO2, BaTiO3, etc. We will derive this behavior based on the previous considerations. 
Starting at very low oxygen partial pressure, we will increase the pO2 stepwise.  
At low oxygen partial pressure, the concentration of electrons and oxygen vacancies has to be 
large according to the reduction reaction eq. (24). Thus, if we decrease the oxygen partial pres-
sure far enough, it is reasonable to assume that oxygen vacancies are the major positively 
charged defect in the system, and electrons are the major negatively charged defect. Thus, the 
charge neutrality condition reads 
OV
2n c=  , (32)
with 
SrV A
2 +n c c
′′ ′
  and 
OV
c p   . This is the extrinsic regime, as the carrier density is directly 
determined by the amount of oxygen non-stoichiometry. 
Plugging in eq. (32) in eq. (24), we obtain  
( ) ( )
O O
1/6
2 2V V
1
O        i.e. log log O
6
c p c p−  ∝ ∝−    . 
(33)
Fig. 11: The Brouwer diagram of ac-
ceptor-doped SrTiO3 illustrates the 
defect concentrations as a function of 
ambient pO2 on double-log-scales. 
Taken from [11]. 
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Directly it follows    
1/6
2On p
−
∝  (34)
and using the oxidation reaction or band gap excitation  
1/6
2Op p
+
∝ . (35)
Note, that since n is large, p is small in order to keep the product ( )n p⋅ constant.  
With increasing pO2, the concentration of oxygen vacancies will thus decrease (see Fig. 11). At 
a certain pO2, n will be comparable to or even drop below the acceptor-level. Thus, our assump-
tion of electrons being the dominant negatively charged defect species is no longer valid. In-
stead, the charge neutrality condition now reads 
OA' V
2c c=  . (36)
The acceptor concentration, however, is a constant and does not change with pO2. Therefore, 
also the oxygen vacancy concentration is virtually pinned by the acceptor-dopants. Further ox-
idation, i.e. increase of the pO2, will not result in a further decrease of the oxygen vacancy 
concentration. As a result, one always maintains a minimum concentration of oxygen vacancies 
in acceptor-doped SrTiO3. Even more, the concentration of oxygen vacancies can be tuned via 
the acceptor- dopant concentration (eq. (36)). The same principle is used in e.g. Y:ZrO2 to op-
timize ion conduction in solid oxide electrolytes.  
Again, we plug in the charge neutrality condition into the mass action law of the oxygen ex-
change reactions (same order as above) and obtain 
O
0 1/4 1/4
2 2 2V
O  , O  and Oc p n p p p− +∝ ∝ ∝ . (37)
Hence, while the oxygen vacancy concentration is constant, the electron concentration de-
creases further, now with a changed slope of -1/4 in the Brouwer diagram. This is the so-called 
intrinsic regime as n and p are mainly determined by electronic defect equilibria in this regime.  
 
Fig. 12: High temperature equilibrium conductance (HTEC) of SrTiO3 revealing the typical 
slopes of +/-1/4 in the intrinsic conductance regime of complex oxide compounds (a). The
temperature dependence in the p-type (10-4 bar) and n-type (10-18 bar) regime shows a typ-
ical Arrhenius-type behavior (b). The slopes can be correlated to the reaction enthalpies 
(ΔHred,ox=2EAred,ox). Adopted from Refs. [11, 12]. 
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As the hole concentration further increases within the intrinsic regime, one finds a cross-over 
from dominant n-type conduction to dominant p-type conduction in oxidizing conditions.  
Summarizing the discussion above, the nominal insulator SrTiO3 can be an n-type conductor 
when lattice disorder has been established in reducing atmosphere. At elevated temperature, 
SrTiO3 can even be a p-type conductor (!) in oxidizing conditions. Note, however, that p-type 
conduction is suppressed at lower temperatures such as room temperature, as electron holes 
freeze out significantly upon cooling, because of the large ionization energy of the acceptors. 
Holes are thus trapped on the acceptor-sites, where they localize and deionize the acceptor.  
At elevated temperature, however, both contributions can be measured experimentally. Fig. 12 
(a) shows experimental data obtained for an undoped (i.e. impurity acceptor-doped) SrTiO3 
single crystal. The characteristic slopes of the intrinsic regime, i.e. -1/4 for the n-type conduc-
tion regime and +1/4 for the p-type regime are clearly observed.  
Close to the electronic conduction minimum, an additional conduction contribution can be ob-
served owing to ionic conduction. From the activation energy of conduction in the intrinsic n-
type (p-type) region, the reaction enthalpy for reduction (oxidation) can be determined as shown 
in Fig. 12 (b). We can identify  
ox red
ox red A A
g
2 2
3.2eV
2 2
Δ + Δ +
= = ≈
H H E EE , (38)
as expected from eq. (27).     
The oxygen vacancy concentration in acceptor-doped SrTiO3 is always significantly high. As a 
result, in equilibrium the concentration of strontium vacancies is always very low, according to 
eq. (30). Therefore, the Brouwer diagram does not change a lot (cf. dashed line in Fig. 11) when 
the temperature is further increased and cations have to be considered mobile. This will change 
dramatically in the case of donor-doped SrTiO3, which will be discussed next.   
6.4 Donor-doped STO 
We now consider donor-doped SrTiO3 (i.e. A' 0=c ) in a similar way as done before for the 
acceptor-type case. Donor-doping is typically achieved by the admixture of lanthanum or nio-
bium. Both, La:SrTiO3 and Nb:SrTiO3 single crystals are commercially available with dopant 
levels ranging from a few ppm up to a few atomic percent. 
At first, we will consider that only the oxygen sublattice contributes to lattice disorder (i.e. 
temperatures of about 500°C). Afterwards, it will be discussed what consequences appear if 
also the cations, this is the strontium sublattice, equilibrates. 
 Fig. 13 shows Brouwer diagrams for donor-doped SrTiO3 for the case of inactive cation sub-
lattice (a) and for the case of an active cation sublattice (b).  
Starting again at very low pO2, we can again assume that electrons and oxygen vacancies are 
the major defect species in the system. Again, we thus start with the extrinsic regime, identical 
to the acceptor-doped case. The pO2-dependence of electron density and oxygen vacancy con-
centration again follows a -1/6-power law.   
At a certain pO2 value, the oxygen vacancy concentration will then be comparable to or drop 
below the donor level, 
D
c . Hence, oxygen vacancies are no longer the dominant positively 
charged defect. Instead of eq.(32), the charge neutrality condition now reads  
D
const.= =n c  (39)
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Thus, in the case of donor-doped SrTiO3, the electron concentration is pinned by the extrinsic 
donor, resulting in a pO2-independent plateau-region in the electron concentration. The donor-
states are thus compensated by electrons, which is called electronic compensation. This corre-
sponds to the standard case known from classical semiconductors. Therefore, donor-doped 
SrTiO3 is a good n-type conductor, often used e.g. as bottom electrode in epitaxial perovskite 
thin film structures. 
As n=const., the law of mass action of the reduction reaction yields 
1/2
Vö 2Oc p
−
∝  . (40)
Hence, while the electron concentration is constant, the oxygen vacancy concentration drops 
dramatically when further increasing the pO2. Vöc reaches values that are orders of magnitude 
smaller than in acceptor-doped SrTiO3. As a result, oxygen ion diffusion is dramatically sup-
pressed in the donor-doped case, while it is much faster in the acceptor-doped case.    
Unlike in the acceptor-doped case, the Brouwer diagram of donor-doped SrTiO3 changes sig-
nificantly if the strontium sublattice contributes to lattice disorder. Considering eqs. (29) and 
(30), a decreasing oxygen vacancy concentration is accompanied by an increasing concentra-
tion of strontium vacancies. One thus gets 
''
Sr
1/6
2V
Oc p +∝  (41)
in the extrinsic regime, and  
''
Sr
1/2
2V
Oc p +∝  (42)
in the plateau-region. For an active Schottky-equilibrium, the concentration of strontium va-
cancies is hence drastically enhanced as compared to the acceptor-doped case.  
 
Fig. 13: Brouwer diagram for donor-doped SrTiO3: (a) inactive Schottky-equilibrium; (b)
active Schottky-equilibrium. After [11, 13]. 
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At a certain pO2, the strontium vacancy concentration will cross and exceed the constant elec-
tron concentration. Hence, eq. (39) is no longer valid. Instead, the positive charge of the donors 
is then compensated by the negative charge of incorporated strontium vacancies 
''
SrV D
2c c=  . (43)
The amount of incorporated cation vacancies is thus comparable to the extrinsic donor concen-
tration (i.e. up to a few atomic percent, depending on the doping level). This is the so-called 
ionic compensation.  
Once ionic compensation is achieved, the strontium vacancy concentration settles and stays 
constant upon further increasing the ambient pO2. In contrast, n is now decreasing following a 
-1/4-power law. Thus, upon further oxidation, the n-type conduction is diminished. Donor-
doped SrTiO3 thus turns into an insulator upon oxidation at high temperature. 
The process of strontium vacancy formation requires the formation of SrO secondary phases at the 
surface of the crystal as illustrated in Fig. 14. As a result, one often observes precipitate formation. 
Via lattice disorder effects on can tune the electronic properties of donor-doped SrTiO3 from 
metal-like conduction to insulating behavior. This effect is particularly important at surfaces 
and interfaces. Surface oxidation is for instance believed to be the major mechanism in oxygen 
sensors utilizing La:SrTiO3 ceramics.  
Similar to the donor-doped case, an ionic charge compensation effect has also been observed 
in the 2-dimensional electron gas formed at the interface of SrTiO3 and LaAlO3 [13,14], which 
has attracted a lot of attention for fundamental research in recent years. Moreover, strontium 
segregation effects are considered in the aging of complex oxide cathodes used in solid oxide 
fuel cells. [15]  
As has been discussed, lattice disorder in the bulk of complex oxides can vary dramatically 
depending on the ambient atmosphere and temperature, but also on history of the sample, which 
may determine defect concentrations of species that are frozen in at lower temperatures. More-
over, it has been shown that different extrinsic doping of the same materials can lead to signif-
icantly different lattice disorder configurations.  
By understanding and controlling lattice disorder in complex oxide materials one has the pos-
sibility to tune the material properties over a wide range, e.g. electronic properties can change 
from metallic conduction to insulating behavior by changing tiny amounts of lattice disorder, 
making this topic significantly important for many applications.  
While we have so far concentrated on bulk properties, the following chapter will discuss in detail 
the defect structure near surfaces and interfaces, which may differ significantly from the bulk. 
Fig. 14: The partial Schottky equilibrium 
in (donor-doped) SrTiO3 balances ionic 
and electronic compensation of extrinsic 
donors: While electronic compensation 
dominates at low pO2, strontium vacancy 
formation in high oxygen pressures trig-
gers ionic charge compensation. 
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7 Grain boundaries and surfaces  
In many applications, surfaces and interfaces play an important role. This is particularly the 
case for thin films as well as for ceramics having a large amount of grain boundaries. Therefore, 
it is an important question how lattice disorder is affected by the presence of surfaces, interfaces 
and grain boundaries.  
In semiconductor materials, one typically observes band bending at the surface as a result of 
surface charges generating an electrostatic potential in the near-surface region. As it turns out, 
such surface charges may exist in ionic oxides, too.  
In ionic crystals, however, surface charges and electrostatic potentials do not only affect the 
electronic band structure, but also the ionic structure – there will be “band bending” also for 
ionic defect species, in the sense that the electro-chemical potential for a particular defect will 
bend close to the surface. As a result, one observes inhomogeneous defect concentration pro-
files near ionic crystal surfaces, in particular accumulation and depletion of ionic defects. In 
order to discuss the space charge formation in oxides, we will again use the model material 
system of SrTiO3 introduced in the forgoing section.  
Already in the 90s in was realized that acceptor-doped SrTiO3 ceramics exhibit an unusual ca-
pacitive contribution in addition to the expected bulk capacitance as characterized by imped-
ance spectroscopy (Fig. 15). This additional capacitance was attributed to a grain boundary 
contribution. In particular, it was realized that the grain boundaries of acceptor-doped SrTiO3 
ceramics are positively charged, generating a space charge layer in which negatively charged 
defects accumulate, while positively charged defect are depleted (Fig. 15, right). 
Surface charges are often termed core charges referring to the grain boundary core. 
The width of the space charge layer (SCL), dSCL, was estimated from the grain boundary capac-
itance, CSCL, assuming a simple plate capacitor model 
SCL 0 SCL 0
SCL SCL
  ε ε ε ε=  =r rA AC dd C , (44)
where εr is the dielectric constant of SrTiO3, and A the contact area of the electrodes used for 
the impedance experiment.    
Fig. 15: Space charge formation at grain boundaries in acc.-doped SrTiO3-ceramics. Left: The 
additional capacitance of the space charge layer (CSCL=CGB) can be measured by impedance 
spectroscopy. Right: A positive surface charge results in depletion of oxygen vacancies and
holes at the grain boundary, while electrons accumulate. Figs. taken from Ref. [16] (modified). 
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Typically, values of a few tens of nanometers up to a few hundreds of nanometers were found 
for dSCL, which can be correlated to the surface potential, 0SCLΦ , established at the grain bound-
ary core 
0
0 r SCL
SCL
A'
ε ε Φ
=d
ec
. (45)
Typically, 0SCLΦ  is in the range of 0.5-0.8 V.  
At that time, the nature of the surface charge mediating space charge formation was not yet 
realized. Nevertheless, a proper description of the ionic constitution within the space charge 
layer was established (Fig. 15, right) [16, 17]. Only in recent years, the nature of the positive 
core charge at surfaces and grain boundaries was identified as excess oxygen vacancies. It turns 
out that the formation energy for oxygen vacancies at the surface of SrTiO3 is about 1.4 eV 
lower than in the bulk (Fig. 16). Intuitively, this can be understood by the fact that in order to 
remove an oxygen ion from the surface less ionic bonds have to be broken than in the bulk.  
As a result, oxygen vacancies favor being located right at the surface or at grain boundaries of 
SrTiO3.  This triggers a diffusion process for oxygen vacancies towards the surface, which is 
accompanied by space charge formation. Experimentally, this has been confirmed by O18 ex-
change diffusion experiments [18] (see following lecture) as well as by the measurement of the 
high temperature equilibrium conductance in epitaxial SrTiO3 thin films [19].  
For a general treatment of surface space charge layers, an implicit electrostatic problem has to 
be solved. For the sake of simplicity, often translation symmetry in two dimensions is assumed, 
reducing the problem to a 1-dimensional one.  
Let x denote the distance from the surface of a SrTiO3 single crystal. Any surface charge, Qc 
(c=core), generates an electric field at the surface (x=0) as described by Gauss’ law (Fig. 17) 
c
0 0
0 r
φ
ε ε= =
= − =x x
QdE
dx
. (46)
The natural reaction of the material to an applied field is the redistribution of all mobile charge 
carriers in order to screen the field. In ionic crystals, this may include electrons, electron holes, 
but also oxygen vacancies and sometimes even cation vacancies (e.g. in La:BaTiO3 ceramics).  
Associated with this process, an electrostatic potential, ( )φ x , is established. Because of the elec-
trostatic energy, def e ( )φz x , the mobile defect concentrations within the space charge region 
align with the potential. Here, zdef denotes the charge number of the defect. The concentrations 
within the space charge layer can (in approximation) be derived as  
bulk def
def def
B
e ( )
( ) exp
k
φ 
= −  
z xc x c
T
 . (47)
Fig. 16 : Driving force for space charge 
formation at the surface (grain bounda-
ries) of acceptor-doped SrTiO3. The en-
thalpy for oxygen vacancy formation is 
about 1.4eV lower at the surface, as 
compared to the bulk, triggering a redis-
tribution of oxygen vacancies.   
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Fig. 17: Schematic of the space charge poten-
tial established at the surface of acceptor-
doped SrTiO3. A surface charge Qc generates 
a non-zero electric field at the surface, that is 
screened within the SCL.  
Hence, defects with a negative charge ( defz <0 ), such as electrons, will accumulate exponen-
tially in the space charge layer, and defects with a positive charge ( defz >0 ), such as electron 
holes and oxygen vacancies will be depleted. The defect concentrations in space charge layers 
can differ by many orders of magnitude from their bulk values. The exponential behavior is 
stronger for doubly charged defects such as oxygen vacancies and strontium vacancies, so that 
these ionic defects typically form sharper and steeper concentration profiles than electrons and 
electron holes (Fig. 18). 
Within the space charge layer local charge neutrality is violated. Therefore, the local charge 
neutrality condition has to be replaced by a global charge neutrality condition. Locally eq. (31) 
now reads  
O
AV+ 2p ( x ) c ( x ) n ( x ) c ( x )′− − = ρ  , (48)
where ρ(x) denotes the local space charge density.  
ρ(x) determines the curvature of the potential via Poisson’s equation 
2
def
def A'2
def0 0 B
z e ( )( ) 1
( ) exp
kr r
xd xx c c
dx T
φφ ρ
ε ε ε ε
  
= = − −      . (49)
Poisson’s equation now explicitly depends on the potential itself via the local defect concentra-
tions. (For weak accumulation of electrons, the constant acceptor concentration, A'c , dominates 
ρ(x) yielding the classical Mott-Schottky equation.)   
 
Fig. 18: Calculated defect concentration 
profiles at the surface of SrTiO3 thin films. 
Redistribution of oxygen vacancies to-
wards the surface mediates space charge 
formation similar to the one at grain 
boundaries in ceramic compounds. In the 
SCL, n (black line) is by up to 2 orders of 
magnitude larger than in the bulk. The red 
shaded area indicates excess electrons as 
compared to the bulk concentrations. 
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The global charge neutrality condition can be written in terms of Gauss’ law 
0 r 0
( )
( ) 0ρ
ε ε
∞
=∞
= ∞
= = =x Q xE x dx . (50)
Hence, the total charge accumulated in core and space charge layer has to be zero, which implies 
that the electrical field is fully screened inside the bulk, and thus a flat potential. 
 For a given surface charge Qc, eqs. (46)-(50) fully define the electrostatic problem which can 
be solved numerically in order to obtain the established potential.  
As a result of space charge formation, n-type conduction along grain boundaries and surfaces 
of acceptor-doped SrTiO3 is increased in comparison to the bulk. Moreover, it has been shown 
that the electronic conductivity of epitaxial thin films is enhanced compared to the bulk, because 
of the increasing weight of the conductance contribution of the surface space charge layer 
(Fig. 19) [19].  
In contrast to that, one observes a depletion of electrons in the space charge layer at the surface 
of donor-doped SrTiO3. Here, the surface charge is negative and presumably provided by the 
accumulation of strontium vacancies at the surface upon oxidation.  
Also, 2-dimensional electron gases established at interfaces to SrTiO3 may treated in terms of 
electrochemical space charge formation, triggering a mixed ionic-electronic interface recon-
struction. [13]  
8 Extended defect structures 
So far, we focused on lattice disorder effects induced by point defects statistically distributed 
in the solid crystal. As we have seen, these homogeneously distributed point defects can be 
described in terms of thermodynamic equilibrium theories. However, also more complex defect 
clusters and extended defect structures can occur in real solids.  
This is particularly the case for systems with high defect concentrations [20], which cannot be 
treated in a diluted manner any more. In such systems, individual defects are no longer inde-
pendent from one another. Instead, they interact, potentially forming defect agglomerations, 
Fig. 19:  Experimentally determined conductivity of 
SrTiO3 thin films in reducing atmosphere. The con-
ductivity increases with decreasing layer thickness, 
because of the enhanced electronic conduction 
along the surface. This effect is based on space 
charge layer formation. Image taken from Ref. [19].
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such as defect complexes consisting of positive and negative point defects interacting via Cou-
lomb interaction. This is observed in Ti-doped Nb2O5 where positively charged oxygen vacan-
cies are attracted by the negatively charged dopant centers, 'NbTi , forming a defect complex  
( )Nb NbO OTi + V Ti V  ¢ ¢  . (51)
Such complexes can to some extend be treated in a similar way as single point defects. However, 
their interaction has to be accommodated in an appropriate manner as described in Ref. [3]. 
Furthermore, solids generally consist defect structures of higher dimensionality, such as dislo-
cations, stacking faults, etc. All these defects contribute to lattice disorder, and may affect the 
macroscopic and microscopic physical properties of solids.  
Fig. 20: Equidistant dislocation cores along the boundary of a SrTiO3 bi-crystal. (left) 
atomistic model; (right) high resolution STEM image (dark field) of a real bi-crystal 
boundary. Images adopted from Ref. [21]. 
Extended defect structures can have various origin. Mostly, they are introduced during crystal 
growth or due to mechanical treatments (e.g. polishing), but also due to energetics. As an ex-
ample, the boundary of a bi-crystal is decorated by equidistant dislocation cores (Fig. 20). The 
dislocations then accommodate the lattice mismatch caused by the different crystallographic 
orientations of the bi-crystal in the energetically most favorable way. 
In the rutile phase of TiO2, oxygen vacancies can arrange in ordered arrays when their concen-
tration is high enough. In that case, the vacancies can be eliminated in a ‘crystallographic shear-
ing’ process. The vacancy-rich layer is then replaced by a cation-rich layer, the ‘shear planes’, 
which appear as extra peaks in the x-ray diffraction pattern of the solid.  
In the case of thin films, extended defect structures and even voids may be induced during thin 
film deposition. As shown for Sr2TiO4 and SrTiO3 thin films, both the point defect structure as 
well as the dislocation and stacking fault density in the thin film can be controlled via growth 
parameters in a pulsed laser deposition experiment (Fig. 21). Depending on defect structure 
very different electronic behavior can be found, e.g. different resistive switching behavior [22].  
Moreover, extended defects may arise as a result of phase separation in highly doped systems. 
Among these complex types of lattice disorder are the formation of Magnéli-phases (TinO2n-1 
[23]) and Wadsley defects in non-stoichiometric TiO2. In Sr-rich SrTiO3 crystals, often so-
125
A 3 — 30 F. Gunkel 
called Ruddlesden-Popper phases (Srn+1TinO3n+1) are observed [24]. Moreover, SrO segrega-
tion, and thus phase separation, has been identified as aging effect in typical cathode materials 
used in solid oxide fuel cells, such as (La,Sr)(Co,Fe)O3 and (La,Ba)(Co,Fe)O3.  
For a general discussion of the physical properties of ionic oxides both the point defect structure 
as well as the extended defect structure play an important role, while in the literature these two 
aspects are often treated in a separate manner.  
As it turns out, it is often feasible to treat a system in a merely diluted point defect approach. A 
lot of physical properties and effects can be understood in such an approach. Even in locally 
confined systems, such as resistively switching memory cells, these models can be used to gain 
a qualitative understanding of microscopic phenomena and the involved thermodynamic driv-
ing forces. Nevertheless, on the local scale real thermodynamic processes and the defects struc-
ture in ionic materials may be more complex than indicated in this lecture. 
 
Fig. 21: Defect structure of Sr2TiO4 thin films obtained by pulsed laser deposition at 
different growth temperature. While a high density of stacking faults (a) is establis-
hed at 700°C, merely any extended defect structures are found for a growth tempe-
rature of 900°C (b). The two thin films show fundamentally different resistive swit-
ching behavior (c,d). Images adopted from Ref. [22]. 
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9 Amorphous materials 
The topics of this Spring School are not limited to crystalline oxides or more generally to crys-
talline solids. In particular, phase change materials that will be covered in the remainder of this 
workshop can be intentionally driven into a non-crystalline, amorphous state. The controlled 
phase transition from the crystalline to the amorphous state (and vice versa) is then used to store 
information. 
Here, we will give a short overview on the amorphous state of materials referring to a highly 
disordered, metastable state of matter. One particular issue for the discussion of amorphous 
systems is whether or not one can define lattice disorder in such highly disordered systems. A 
more detailed review on amorphous materials is given e.g. in Ref. [4]. 
While in crystalline solids the atoms (or ions) are arranged in a well-defined periodical manner, 
which implies long-range order, the atoms (or ions) are arranged in on randomly distributed 
sites (Fig. 22), which thus breaks translational symmetry of the crystalline phase. Hence, the 
amorphous state of a solid is a non-crystalline state, which misses long-range order.   
Among the amorphous solids, the class of glasses are of great relevance. In glasses, the amor-
phous-crystalline phase transition can be controlled thermally. Typical glasses are SiO2, GeSe2 
and the chalcogenides with great use in phase change memories.     
In the random atomic pattern of glasses, the atomic distances (corresponding to the lattice con-
stant in crystalline solids) varies locally (Fig. 22). Therefore, the amorphous state deviates from 
the state of minimum potential energy, which is – by definition – the crystalline phase. There-
fore, amorphous materials are metastable and tend to crystalize. For this reason, it is not neces-
sarily straight forward, how to generate an amorphous solid. Crystallization has to be sup-
pressed kinetically in order to stabilize the disordered amorphous state.  
 
 
 
Fig. 22: Crystalline 
vs. amorphous struc-
ture of a solid. 
The random distribution of atomic sites in amorphous solids reminds one of the atomic config-
uration of liquids and gases. Indeed, one important way of generating amorphous materials is 
quenching, i.e. fast cooling, of a liquid (melt-quenching) or gaseous phase of a material.  
Upon cooling of a liquid, the material typically arranges in a crystalline manner – as far as the 
cooling procedure is slow enough to allow the atoms (or ions) to find their energetically favored 
positions in the lattice. However, if the cooling process is fast, the atomic arrangements freeze 
instantaneously resulting in supercooled liquids and ultimately in amorphous solids. Thus, 
whether or not an amorphous or crystalline state is achieved in a solid upon cooling strongly 
depends on the cooling rate. It is this effect, which is employed in phase change memory devices. 
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Quenching can for instance be established during condensation of a gaseous material on a cold 
substrate such as employed in chemical vapor deposition (CVD) techniques or plasma-based 
deposition techniques such as sputtering or pulsed laser deposition (at room temperature). 
Moreover, local heating e.g. by a laser can be used to locally (quasi-)melt a solid and to locally 
write an amorphous or crystalline state.    
9.1 Defects in amorphous solids – concept of dangling bonds  
The amorphous state of a solid is by definition a highly disordered one. Therefore, it is naturally 
difficult to define intrinsic lattice disorder for such a system or to define a (point) defect. For 
crystalline solids a defect is defined as a deviation from the perfectly ordered lattice. However, 
amorphous materials do not have a periodic lattice. Hence, how can one define a deviation from 
this, as a proper reference frame is missing? 
While amorphous materials lack long-range order, and thus lack translational symmetry, they 
still exhibit forms of short-range and mid-range order. Locally, the entities still form bonds with 
their neighbors. Thus, in order to satisfy all bonds, the local coordination of the atoms (or ions) 
has to be similar to the crystalline phase. Therefore, also the stoichiometry is conserved locally 
(see boxes in Fig. 22). Thus, on the length scale of a few unit cells, amorphous materials possess 
next-neighbor order and a defined atomic coordination.  
In this view, we can use deviations from this local short-range order to define an intrinsic point 
defect in an amorphous material. In particular, this can be done via the number of missing (or 
substituted) next neighbors. In most cases, this is equivalent to the number of dangling bonds, 
i.e. bonds that are non-saturated. Dangling bonds may therefore be used to define a (point) 
defect even in an amorphous material. 
Such concepts can be used to understand qualitatively physical properties of amorphous mate-
rials such as resistivity, dielectric constant and diffraction index, in comparison to their crystal-
line counterparts. 
10 Summary 
In this lecture, the fundamental thermodynamic processes leading to lattice disorder in solids 
have been discussed. As shown, defects are a natural part of a solid and form as a result of 
minimization of Gibbs free energy. Defects are thus unavoidable in real systems. The defect 
structure of a solid, in particular of ionic oxides, can have huge impact on the physical properties 
of the material.  
In the following lectures, lattice disorder, defect formation processes and phase transitions will 
be exploited to tailor material properties in a controlled way. To this end, defect structure can 
be used e.g. to store information which reflects the main topic of this Spring School. As indi-
cated in the forgoing sections, however, the meaning of lattice disorder is much wider covering 
not only information storage but also energy conversion concepts, sensing devices, dielectrics, 
and novel transistor concepts. In all these applications and disciplines, lattice disorder has to be 
taken into account in order to understand the underlying physics as a whole. More detailed 
examples of lattice disorder effects will be given throughout the workshop.        
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1 Introduction
The subject of ion transport in metal oxides is both broad and deep, and accordingly there are
many different ways of approaching the subject. This is due in part to the variety of driving
forces that can cause ions to move. For example, ion motion may occur because of a concen-
tration gradient, in which case one speaks of diffusion; or because of an electrical potential
gradient, in which case one speaks of drift; or because of a temperature gradient, in which case
one speaks of thermodiffusion. In this chapter we use diffusion in the solid state as a means of
examining ion transport in oxides. After introductory sections covering the basics of diffusion,
we consider the differences and the relationships between the most common diffusion coeffi-
cients. The possibilities of accelerated diffusion occurring along extended defects and diffusion
across extended defects being hindered are also discussed. It is conceivable that, compared
with diffusion in the bulk, diffusion along extended defects is retarded or that diffusion across
extended defects is accelerated; these cases are of minor importance and, therefore, are not
considered here. The final section provides a literature survey of anion and cation transport in
several example systems.
There are two complementary approaches to treating diffusion: the macroscopic approach based
on Fick’s empirical equations; and the microscopic approach based on atomic mechanisms
and on random-walk theory. The macroscopic definition provides the experimental basis for
determining diffusion coefficients. At no point in the macroscopic treatment, however, does the
atomic nature of matter enter into the treatment. Nonetheless, diffusion in solids results from
many individual jumps of the diffusing particles, and it is mediated by point defects, such as
vacancies and interstitials. The benefit of the microscopic approach, then, is that it provides
the theoretical basis for interpreting and expressing diffusion coefficients in terms of atomic
quantities, such as point-defect concentrations, atomic jump distances and activation barriers.
In writing this chapter, which has already appeared elsewhere[1, 2] I have referred to several
books [3–8] and review articles [9–16]. My aim is to present the subject matter so that newcom-
ers will be able in the end to understand, to apply, and perhaps even, to judge critically literature
data for ion transport in metal oxides.
2 Macroscopic Definition
Let us consider, at the level of a continuum, a single-phase system, in which the chemical com-
ponent i is distributed inhomogeneously (that is, its concentration ci is not the same everywhere
in the system). We now bring the system to a temperature at which i is mobile: As a result of
diffusion, component i will move in a manner to decrease its concentration gradient. The flux
ji (that is, the amount of i passing through unit area of a reference plane per unit time) is given
by Fick’s first law. In one dimension (x), this law can be written as
ji = −Di∂ci
∂x
. (1)
The factor of proportionality between the flux and the negative concentration gradient is, Di, the
diffusion coefficient of i in the specific system. The minus sign in Eq. (1) indicates that the flux
is directed towards lower concentrations, i.e. ‘down the concentration gradient’. As expected,
Eq. (1) indicates that the flux goes to zero as ∂ci/∂x goes to zero: the process of diffusion leads
to the elimination of concentration gradients [3, 4].
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In the majority of cases, the amount of the diffusing component is conserved during the process
of diffusion; this means that component i is neither created nor destroyed. If we consider a small
volume element within our continuum phase, the flux of component i into this small volume
element minus the flux of i flowing out of it equals the rate of accumulation (or loss) of i within
that volume element. This statement is captured mathematically by the continuity equation,
which for diffusion in one dimension is
−∂ji
∂x
=
∂ci
∂t
. (2)
Substitution of Eq. (1) into Eq. (2) yields Fick’s Second Law,
∂ci
∂t
=
∂
∂x
(
Di
∂ci
∂x
)
, (3)
which, if the diffusion coefficient is independent of position, reduces to
∂ci
∂t
= Di
∂2ci
∂x2
. (4)
The second-order partial differential equation, Eq. (3) [or (4)], is sometimes called the ‘diffusion
equation’.
Although the one-dimensional treatment is often sufficient, Fick’s first law is easily generalised
to the three-dimensional case:
ji = −Di∇ci (5)
in which ji is the vector flux; the Nabla operator ∇ acts on the scalar concentration field
ci(x, y, z); and Di is a symmetric second-rank tensor (in cubic crystals, it reduces to the single
scalar quantity Di). Analogous phenomena, in the sense of cause (driving force) and effect
(flux) are Fouriers law of heat transport, jQ = −κ∇T (a flux of heat, jQ, is driven by a gradient
in temperature T , with the thermal conductivity κ as the proportionality constant), and Ohms
law, I = −σ∇φ (the current density I is driven by a gradient in electrical potential φ, with the
electrical conductivity σ as the proportionality constant) [4].
It is important to note that, although Eq. (1) gives the macroscopic definition of a diffusion
coefficient, the true driving force for diffusion is not the gradient in the concentration of i (∇ci),
but the gradient in its chemical potential (∇µi); see Section 4. At chemical equilibrium, the
gradient in the chemical potential of all mobile components is zero.
2.1 Two Solutions of the Diffusion Equation
From a practical point-of-view, Fick’s First Law [Eq. (1)] is not particularly useful for dif-
fusion measurements in the solid state because it requires us to determine the diffusion flux.
The accurate measurement of fluxes is seldom trivial, and often virtually impossible; in addi-
tion, solid-state diffusivities are often small, so that the corresponding fluxes are also small.
The optimal basis for determining a diffusion coefficient has proven to be the examination of
concentration transients. One measures, for example, the concentration profile in a diffusion
specimen as a function of position for a given time, and the diffusion coefficient Di is obtained
by describing the concentration profile with an appropriate solution to the diffusion equation
[Eq. (4 or 5)] for the given initial and boundary conditions.
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Fig. 1: Solutions of the diffusion equation for the case of an instantaneous source (a) and
constant source (b) plotted as normalised concentration against depth x for various values of√
4Dit. The units of x and
√
4Dit are arbitrary but identical (if x is expressed in cm, Di has
units of cm2 s−1 and t has units of s).
One point cannot be emphasised enough: If one can describe an entire concentration profile
with the appropriate solution of the diffusion equation, one has incontrovertible evidence that
diffusion in the solid state has taken place.
For the sake of illustration, we consider two experimental arrangements that are often used in
diffusion studies. In both cases, the experiment is set up so that diffusion takes place in one
dimension (x), in a medium that extends to infinity in the positive x direction (x > 0, semi-
infinite medium) and that contains no diffusant at the start of the experiment, ci(x > 0, t = 0) =
0; furthermore the diffusion coefficient Di does not depend on position, so that Eq. (4) is the
differential equation to be solved. The two cases we consider are referred to as the instantaneous
source solution and the constant source solution (Fig. 1). For a comprehensive treatment of the
mathematics of diffusion, the reader is referred to the textbook of Crank [17].
In the first case, a small amount of diffusant is deposited at the plane x = 0. Its initial distribu-
tion is given by
ci(x, 0) = Miδ(x), (6)
Mi denotes the amount of diffusant per unit area and δ(x) the Dirac delta function. After
diffusion for a time t the concentration profile of i in the sample is described by
ci(x, t) =
Mi√
piDit
exp
(
− x
2
4Dit
)
. (7)
The quantity
√
4Dit is a characteristic diffusion length.
In the second experimental arrangement, the surface of a semi-infinite medium is exposed con-
tinuously to a fixed concentration of diffusant (csi), for example, by exposing the surface to an
atmosphere of the diffusant. The corresponding solution of the diffusion equation is
ci(x, t) = c
s
i erfc
(
x
2
√
Dit
)
(8)
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where erfc(z) is the complementary error function: erfc(z) = 1− erf(z), with erf(z) being the
Gaussian error function (a standard mathematical function), defined as erf(z) ≡ 2√
pi
∫ z
0
e−u
2
du.
2.2 Dependence of the diffusion coefficient on characteristic thermody-
namic parameters
Phenomenologically one often observes that, as a function of temperature T , the diffusion co-
efficient obeys Arrhenius type behaviour,
Di(T ) = Di,0 exp
(
−∆HDi
kBT
)
, (9)
that is, the behaviour is characterized by just two quantities, the pre-exponential factor Di,0 and
the activation enthalpy of diffusion ∆HDi . Values of ∆HDi determined experimentally may be
as low as some tenths of an eV or as high as 10 eV, but are generally of the order of 100 eV.
For a binary metal oxide MO, the Gibbs phase rule stipulates that three variables are required to
define the system thermodynamically. Two variables are temperature and hydrostatic pressure;
the third variable is commonly chosen to be the oxygen partial pressure pO2 (as it is easier ex-
perimentally to define and to vary pO2 than pM, the partial pressure of the metallic component;
furthermore pO2 can be varied experimentally over tens of orders of magnitude). Values of the
diffusion coefficient measured as a function of pO2 at constant temperature are found to obey a
power law, with the power-law exponents mpO2 ,
mpO2 =
(
∂ lnDi
∂ ln pO2
)
T
. (10)
Considered over a suitably large range of oxygen partial pressures, mpO2 may take characteristic
values of ± 16 , ± 14 , ± 12 , etc. (see chapter by F. Gunkel).
Similarly, for a doped binary oxide, at defined T and pO2, one often observes that Di varies
with dopant concentration [Dop] according to a power law, with exponent
m[Dop] =
(
∂ lnDi
∂ ln[Dop]
)
T,pO2
. (11)
In order to interpret and understand the activation energy of diffusion or one of the power-law
exponents, one must consider diffusion from a microscopic standpoint.
3 Microscopic Definition
Fick’s first law, as described in Eq. (1) or (5), provides the macroscopic definition of the diffu-
sion coefficient Di. The microscopic definition comes, independently, from Einstein and from
Smoluchowski. They considered that the diffusion arises as a result of the motion of atomic
species (atoms, ions, molecules), and they examined the question of how far these species dif-
fuse in a given time. They recognised that the quantity of interest is not the velocity of the
diffusing species, but their mean square displacement. Specifically they related the mean square
displacement �x2� of the diffusing species in the x-direction to the x-component of the diffusion
coefficient, Dxi , and to the time interval t during which diffusion takes place [3, 4, 7]:〈
x2i
〉
= 2Dxi t. (12)
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This is now known as the Einstein relation or as the Einstein–Smoluchowski relation. For
diffusion in an isotropic, three-dimensional medium, �x2i � = �y2i � = �z2i � = �R2i � /3, the mean
square displacement is given by 〈
R2i
〉
= 6Dit. (13)
In the microscopic picture, diffusion is considered to occur as the net result of many individual
atomic jumps. Let us consider, then, a single particle (atom, ion, molecule) diffusing on an
otherwise empty, three-dimensional lattice. The particle executes a series of consecutive jumps,
each of distance a, from one site to a neighbouring site (a in oxides is thus of the order of
a few A˚). Having made n jumps, the particle is characterised (Fig. 2) by a displacement R
from its starting position, and a squared displacement R2. If each jump is independent of the
previous jumps, that is, the particle has no memory of past jumps made, the particle is said to
make an uncorrelated random walk. Let us now repeat the walk of n jumps a large number
of times and consider the average quantities. (As an alternative to averaging repeated trials of
an isolated particle, one can average over a large set of dilute, non-interacting particles.) The
average displacement �Ri� in this case is zero, because on average the number of jumps in +x,
−x, etc. will be the same. The mean square displacement �R2i �, however, is not zero. From the
theory of random walks, one obtains for an uncorrelated random walker〈
R2i
〉
= na2. (14)
Combining Eqs. (13) and (14), and introducing the jump rate of the particle to one of its Z
neighbours, ΓiZ = n/t, one obtains
Di =
1
6
a2ZΓi. (15)
That is, we have expressed the diffusion coefficient in terms of certain atomic quantities: the
particle’s jump distance to a neighbouring site a, the number of its neighbouring sites Z and its
jump rate Γi [4].
3.1 Mechanisms of diffusion
A variety of mechanisms have been proposed over the last century to explain atomic motion in
crystalline solids. Nowadays there is ample evidence that diffusion in crystalline solids takes
place by defect-mediated mechanisms. Three common mechanisms are depicted in Fig. 3.
In the interstitial mechanism (a), sometimes called the direct interstitial mechanism, an inter-
stitial ion executes a jump from one interstice to another. In the indirect interstitial mechanism
(b), known more commonly as the interstitialcy mechanism, an ion on an interstitial lattice site
pushes an ion on a regular lattice site onto an interstitial site and occupies the regular lattice site
for itself. This process can occur with the three species moving in a direct line (collinear) or at
an angle to one another (non-collinear). The third mechanism, and probably the most important,
is the vacancy mechanism (c): an ion occupying a regular lattice site jumps to a neighbouring
unoccupied site, that is, the migrating ion and the vacancy exchange sites.
For the sake of completeness we also mention two mechanisms that were believed for a long
time to be operative in crystalline solids, but are now best regarded as hypothetical possibilities.
The direct exchange of neighbouring ions, in which two ions move simultaneously, requires
large distortions of the lattice as the migrating species squeeze past each other; this makes this
process energetically improbable for ionic solids. The ring mechanism, corresponding to the
rotation of 3 (or more) ions as a group, requires less lattice distortion, but the collective nature
of this complex mechanism makes it unlikely for most crystalline substances.
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Fig. 2: A single random walk of a single particle i on an empty two-dimensional lattice, with
intersite jump distance of a. After n = 20 jumps the particle has achieved a displacement
Ri. Repeating the random walk of n = 20 jumps many times yields �Ri� = 0 but �R2i � =
20a2. Note: for each random walk the particle covers a distance of 20a; after many random
walks, however, its root-mean-square displacement is
√
20a. For this two-dimensional case the
diffusion coefficient follows as Di = 14a2ZΓi, with Z = 4. Adapted from [4].
3.2 Diffusion coefficients of defects and ions
In general there will be a considerable difference between the diffusion coefficient of the defect,
Ddef , and the diffusion of the ion, Dion. To see why this is so, we consider the concrete example
of oxygen ions migrating in an oxide by a vacancy mechanism. The diffusion coefficient of the
vacancies is [see Eq. (15)]
DV =
1
6
a2ZΓV, (16)
whereas the diffusion coefficient of the oxygen ions is
DO =
1
6
a2ZΓO. (17)
Each time a vacancy moves, an ion has to move, since the two species swap places. Thus, the
total number of displacements of the ions and of the vacancies has to be equal
ΓO[O] = ΓV[V], (18)
with [i] denoting the concentration of i. For a dilute solution of vacancies, the site fraction of
vacancies, nV, is by definition many orders of magnitude less than unity, and it can thus be
approximated by nV ≈ [V]/[O]. Hence, by combining Eqs. (16), (17) and (18), we obtain
DO = DV
[V]
[O]
≈ DVnV. (19)
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Fig. 3: Common mechanisms of atomic migration in a binary compound with mobile species
(red) and immobile species (blue): (a) interstitial (b) interstitialcy (c) vacancy.
Thus, DO and DV will differ by the factor nV ≪ 1. One should note that nV may vary con-
siderably with temperature, oxygen partial pressure and dopant concentration (see chapter by
F. Gunkel). DV, at least for dilute solutions of vacancies, is independent of nV, and as we will
see later, only dependent on temperature. One consequence of Eq. (19) is that the mean square
displacement of a vacancy, �R2V�, will be orders of magnitude larger than the mean square dis-
placement of an oxygen ion, �R2O�.
A similar expression to Eq. (18) also holds for the diffusion of oxygen interstitials (I) in an
oxide. Consequently, in an oxide with anti-Frenkel disorder, not only the oxygen vacancies but
also the oxygen interstitials may contribute to the overall diffusion coefficient of the ions,
DO[O] = DV[V] +DI[I]. (20)
Eq. (19) can also be derived by noting that the probability of an oxygen-ion jump is equal to
the product of the vacancy hopping rate, ΓV, and the probability of finding a vacancy adjacent
to the ion, nV. Hence, in the case of impurity diffusion by an interstitial mechanism (that is,
the impurity interstitials remain on the interstitial sublattice and do not undergo exchange with
regular lattice species), Dion = Ddef because the probability of finding an vacant interstitial site
is essentially unity (for a dilute solution).
3.3 The activation barrier for migration
In jumping from one site to another, an ion has to overcome an activation barrier, regardless of
which of these three migration mechanisms is operative. Most of the time, the ion is vibrating
around its equilibrium position (which may be a regular lattice site or an interstitial position).
Occasionally, it successfully executes a jump to a new site. Thereafter it vibrates around its new
position, waiting until it successfully makes the next jump. (As the jumps are random, the next
successful jump may bring the ion back to its original site). In other words, the duration of a
jump is short compared with the residence time of the ion on its site [4].
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Fig. 4: Simple schematic illustration of the ion movements involved in the jump of an ion to
a neighbouring vacant site (migration mediated by a vacancy mechanism). (a) Initial configu-
ration; (b) Saddle-point configuration; (c) Final configuration. (d) The change in the system’s
Gibbs energy associated with the ion movements in (a)-(c). ∆Gmig is the Gibbs activation
energy of migration.
In Fig. 4(a)-(c) we see a simple schematic illustration of the migration process for the case of
a vacancy mechanism. What is required for the ion to make a successful jump? In this simple
picture, not only does the migrating ion have to move in the right direction, the surrounding
lattice ions have to move out of the way. Only if both occur will the ion complete its jump.
Fig. 4 (d) shows the associated change in the Gibbs energy of the system as the migrating
ion is moved reversibly from (a) to (c) [3]; ∆Gmig, the Gibbs activation energy of migration,
corresponds to the difference in the system’s Gibbs energy between the initial and saddle-point
configurations. The jump rate Γ is related to ∆Gmig through an an Arrhenius law,
Γ = ν0 exp
(−∆Gmig
kBT
)
, (21)
where the prefactor ν0 denotes an attempt frequency of the order of the Debye frequency of
the compound, kB is Boltzmann’s constant, and T is the absolute temperature. This is a simple
description of a complicated many-body problem. For the detailed consideration of defect mi-
gration in solids including many-body effects, the interested reader is referred to Vineyard [18].
∆Gmig, being a Gibbs energy, can be expressed in terms of an activation enthalpy of migration,
∆Hmig, and an activation entropy of migration, ∆Smig,
∆Gmig = ∆Hmig − T∆Smig. (22)
Combining Eqs. (19), (21) and (22), we thus find, for the case of oxygen-ion diffusion mediated
by a vacancy mechanism in a cubic lattice, that the self-diffusion coefficient of oxygen is given
by
DO = nV(T, pO2)
1
6
a2Zν0 exp
(
∆Smig,V
kB
)
exp
(−∆Hmig,V
kBT
)
. (23)
141
A4 — 10 Roger A. De Souza
4 Types of Diffusion Experiments
There are a bewildering variety of ways in which to carry out diffusion experiments, and thus,
a bewildering variety of diffusion coefficients. For metal oxides, the three most commonly
determined coefficients are D∗, the tracer diffusion coefficient; Dδ, the chemical diffusion co-
efficient; and Dσ, the conductivity diffusion coefficient [8]. In the following we will examine,
first, what the basics of the three diffusion experiments are, and second, how the respective dif-
fusion coefficients are related to the self-diffusion coefficients of the ions Dion, or of the defects
Ddef .
In order to obtain expressions relating the diffusion coefficients to one another, we require a
theoretical framework to treat these processes, and the most convenient theoretical framework
for treating these and other transport processes is linear irreversible thermodynamics [19]. For
example, for a system that contains the mobile charge carriers (ions, electrons) i and k and that
is exposed to a temperature gradient, one can express, according to linear irreversible thermo-
dynamics, the vector fluxes of the two charge carriers and the vector flux of heat as
ji = LiiXi +LikXk +LiQXQ (24a)
jk = LkiXi +LkkXk +LkQXQ (24b)
jQ = LQiXi+LQkXk+LQQXQ (24c)
that is, in terms of phenomenological transport coefficients L and general thermodynamic driv-
ing forces, X. Eq. (24) states that a flux of i, say, can result directly from the driving force
Xi, but also indirectly from the driving forces Xk and XQ. The thermodynamic driving force
for heat transport is given by XQ = −(1/T )∇T ; for the charge carrier i, the thermodynamic
driving force is given, in the absence of external forces, by Xi = −T∇(ηi/T ), where ηi denotes
the electrochemical potential of i and is defined as (zi is the charge number of i)
ηi = µi + zieφ. (25)
The off-diagonal elements of the matrix of L coefficients lead to ‘cross’ effects, such as ther-
moelectricity (LeQ) and thermodiffusion (LiQ) and are thus also known as cross-coefficients.
Onsager’s reciprocity theorem states that, in the absence of a magnetic field, the matrix of L
coefficients is symmetric, that is, Lik = Lki, etc. It is noted that an oxide was used as a model
system to verify Onsager’s theorem experimentally [20].
Let us now for simplicity restrict the treatment to the one dimensional case and to ideal so-
lutions. Transforming Eq. (24) to the ‘reduced’ heat formulation [9, 15, 16, 21]; assuming
Lik = Lki, etc.; and using Lii = Di[i]/kBT ; one can write the flux of i as
ji = −Di[i]
kBT
[
∂ηi
∂x
+
(
S¯i +
Qi
T
)
∂T
∂x
]
. (26)
where S¯i is the partial molar entropy and Qi the reduced heat of transport of charge carrier i.
Thus we perceive that a flux of i can be driven by a gradient in chemical potential (diffusion),
by a gradient in electrical potential (drift) and by a gradient in temperature (thermodiffusion).
The term (S¯i+Qi/T ) may be positive or negative, and thus depending on the sign, the ion i may
move down or up the temperature gradient. In the isothermal case, to which the three diffusion
experiments refer, Eq. (26) reduces to
ji = −Di[i]
kBT
[
∂µi
∂x
+ zie
∂φ
∂x
]
. (27)
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The procedures for deriving the various diffusion coefficients from Eq. (24) or from from Eq.
(27) are given in detail elsewhere [9, 10, 13]; for reasons of limited space, only the end re-
sults are reproduced in the relevant sections below. Furthermore, only the simplest cases are
considered: many complications are possible [8, 13, 16, 22].
4.1 Chemical diffusion
Consider an oxide of composition MO1−δ in chemical equilibrium with the surrounding gas
phase; that is, the chemical potential of oxygen throughout the oxide and equal to that in the gas
phase. A difference in the chemical potential of oxygen between the sample and the surrounding
gas phase is now effected (either by changing the system’s temperature or the oxygen activity
of the gas phase), with the result that oxygen is either incorporated or removed from the oxide.
The nonstoichiometry changes from its original value δ to a final value δ + ∆δ. The process
whereby this takes place (MO1−δ +∆δ · 12O2 → MO1−δ+∆δ) is called chemical diffusion. The
chemical diffusion coefficient, according to Fick’s first law [Eq. (1)], is denoted by Dδi , D˜i or
Di,chem: The true driving force, however, is the gradient in the chemical potential of oxygen
[13].
Fig. 5: The chemical diffusion experiment consist, for example, of raising instantaneously the
activity of oxygen in the surrounding gas phase (a), and then monitoring as a function of time
the change in a characteristic sample property (b), i.e. one that depends of the oxygen content
of the sample (c), such as the electrical conductivity, as the sample attains the new equilibrium
with the gas phase.
Although formally oxygen is incorporated into the oxide as a neutral component, at the mi-
croscopic scale there is coupled transport of charged species, otherwise known as ambipolar
diffusion. Let us assume that our oxide MO1−δ has oxygen vacancies and electrons as the dom-
inant mobile defects. As oxygen is incorporated, there will be a flux of vacancies jV and a flux
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of electrons je towards the surface, these two fluxes being given by [see Eq. (27)]
jV = −DV[V]
kBT
[
∂µV
∂x
+ 2e
∂φ
∂x
]
(28a)
je = −De[e]
kBT
[
∂µe
∂x
− e∂φ
∂x
]
(28b)
These two fluxes are not independent, however, as 2jV − je = 0. Furthermore, the internal
gradient in the electrical potential, −∂φ/∂x (also known as the Nernst field), is common to
both fluxes; this coupling has the effect of accelerating the slower moving moiety and slowing
down the faster moving one. The detailed analysis yields
DδO =
DV[V]De[e]
4DV[V] +De[e]
(
1
2
∂ ln pO2
∂cO
)
. (29)
It is clear from Eq. (29) that the chemical diffusion coefficient of oxygen in MO1−δ, DδO, may
exhibit rather complex behaviour as a function of temperature and oxygen partial pressure,
depending on how the individual parameters vary with T and pO2.
In some cases, Eq. (29) reduces to a simpler form: If, for instance, the two defects are dilute,
non-interacting species, we find
DδO =
DV[V]De[e]
4DV[V] +De[e]
(
1
[V]
+
4
[e]
)
. (30)
Furthermore, if the electrons are more mobile than the vacancies, De ≫ DV, and if electroneu-
trality is given by [e] = 2[V], we obtain
DδO = 3DV. (31)
That is, DδO is given by the diffusivity of the slowest moving defect (in this case: vacancies)
multiplied by an ‘acceleration factor’ (=3) because of the coupling through the Nernst field with
the faster moving electrons. In this special case, the activation enthalpy of chemical diffusion is
the activation enthalpy of vacancy migration: ∆HDδ
O
= ∆Hmig,VO
With knowledge of DδO, one can predict the time τ necessary for a sample’s nonstoichiometry to
proceed, say, to 99% completion. A useful order-of-magnitude approximation for a slab sample
of thickness 2l is τDδ ∼ l2/2DδO. In certain cases, for instance for thin samples, the kinetics
of the stoichiometry change are governed by the surface reaction (see Section 5), and the time
required is τkδ ∼ 5l/2kδO. For the intermediate regime, where both bulk diffusion and surface
kinetics are important, τDδ ∼ τkδ , a good approximation is τ ≈ τDδ + τkδ .
4.2 Tracer diffusion
A tracer diffusion experiment refers to the use of radioactive or stable isotopes—chemically
identical, labelled species i∗—to examine self-diffusion in condensed matter. Since one can
distinguish between i∗ and i, the motion of the indistinguishable i particles can be followed with
the help of the tracers, i∗ [13]. Tracer diffusion experiments are performed at constant sample
composition. For our example oxide MO1−δ, this corresponds in the case of the cation tracer to
MO1−δ → (M1−αM∗α)O1−δ and in the case of the anion tracer to MO1−δ → M(O1−αO∗α)1−δ.
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Fig. 6: The tracer diffusion experiment [14]: (a) An oxide sample is given a pre-anneal in
oxygen of normal isotopic abundance at given temperature and oxygen activity in order to
equilibrate the sample with the surrounding atmosphere. (b) Subsequently it is annealed, at
the same temperature and oxygen activity, in an 18O-enriched gas for a given time. At the
sample surface the dynamic equilibrium between gaseous oxygen and oxygen in the sample
leads to the incorporation of 18O and the removal of 16O (no net incorporation or removal of
oxygen, only the exchange of one isotope for another). Subsequent diffusion of 18O away from
the interface and into the solid produces an oxygen isotope profile. (c) The isotope profile in the
oxide is commonly determined by an ion-beam-analysis method, such as Secondary Ion Mass
Spectrometry (SIMS).
The only driving force is the gradient in the chemical potential of the tracer (and is thus purely
entropic); the chemical potentials of M and O are constant throughout the system.
For many metallic species, convenient radioisotopes are available; radioactive oxygen isotopes,
however, are impracticable for diffusion measurements, as their half-lives are at most of the
order of minutes. Consequently it is the stable isotope 18O that is used in tracer studies; it can
be introduced into a sample either by diffusion annealing in a large volume of 18O-enriched gas
at an elevated temperature, or by depositing a thin layer of M18O at room temperature, and then
diffusion annealing at an elevated temperature [14]. The former variant is illustrated in Fig. 6.
The measured tracer diffusion coefficient of species i is related to the self-diffusion coefficient
through the tracer correlation coefficient f ∗,
D∗i = f
∗Di. (32)
f ∗ varies according to the migration mechanism (interstitial, vacancy, colinear/non-colinear
interstitialcy) and the geometry of the sublattice on which diffusion takes place (see Table 1).
f ∗ reflects the fact that tracer species do not necessarily perform an uncorrelated random walk.
Let us consider the case of vacancy migration on a simple cubic sublattice. The vacancies may
move in all six migration directions with equal probability. This is not true, however, for the
tracer species: If a vacancy and a tracer have just exchanged places, the most likely jump of
the tracer is back to its original position. Its mean square displacement 〈(Ri∗)2〉 is hence less
than that of a random walker, 〈R2i 〉; the tracer correlation coefficient is the ratio of the two,
f ∗ = 〈(Ri∗)2〉 / 〈R2i 〉, and thus takes values between zero and unity. The detailed analysis
with linear irreversible thermodynamics starts from Eq. (24); considers three fluxes, e.g. for a
vacancy mechanism ji, ji∗ and jV; and yields f ∗ in terms of Lii and Lii∗ [9, 10]. f ∗ deviates
from unity if Lii∗ deviates from zero.
The activation enthalpy of tracer diffusion, ∆HD∗
i
is easily determined by performing measure-
ments as a function of temperature (at constant oxygen partial pressure), but it is not so easy to
interpret. For the case of vacancy transport, we find upon combining Eqs. (19) and (32),
D∗i = f
∗DVnV. (33)
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Lattice Mechanism f ∗
diamond Vacancy 0.5
simple cubic Vacancy 0.6531
bcc cubic Vacancy 0.7272
fcc cubic Vacancy 0.7815
O in ABO3 perovskite Vacancy 0.69
any lattice Interstitial 1
diamond Interstitialcy (colinear) 0.727
Table 1: Tracer correlation coefficients for diffusion on various lattices by various mechanisms.
Since the dependence on temperature of DV and nV can be expressed in exponential functions,
D∗i = f
∗DV,0 exp
(
−∆Hmig,V
kBT
)
nV,0 exp
(
−∆Hgen,V
kBT
)
, (34)
with ∆Hmig,V being the activation enthalpy of vacancy migration and ∆Hgen,V, reflecting the
change in vacancy concentration with temperature, we find
∆HD∗
i
= ∆Hmig,V +∆Hgen,V. (35)
Consequently, interpretation of the measured activation enthalpy of tracer diffusion requires
quantitative knowledge of the defect chemistry (how exactly does the relevant defect concen-
tration vary with temperature?). ∆Hgen,V, it should be noted, can be positive ([V] increasing
with increasing temperature), negative ([V] decreasing with increasing temperature) or zero ([V]
independent of temperature); it can take values up to several eV, and hence, depending on the
particular case, it may be much larger than, much smaller than or even comparable to ∆Hmig,V.
4.3 Conductivity
In a sense, determining the electrical conductivity of a sample is the simplest of the three trans-
port experiments. One applies an electrical field E = −∇φ to a sample and measures the
resulting electrical current density I . The electrical conductivity σ is obtained from Ohm’s law
I = −σ∇φ. (36)
There are, however, several possible complications to this simple experiment. First, and most
important, is that all mobile charged species contribute to the measured conductivity, all ionic
and all electronic charge carriers, each conductivity contribution being the product of the con-
centration [i], charge zie and mobility ui
σtot =
∑
i
σi =
∑
i
[i]zieui. (37)
Generally, the mobilities of electronic charge carriers are orders of magnitude larger than those
of ionic charge carriers; hence a small concentration of electrons or holes (minority defects)
may provide the dominant contribution to the electrical conductivity. To isolate the ionic contri-
bution, one may have to use the appropriate electron-blocking but ion-conducting electrodes, or
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else determine, in addition to the total conductivity, the ionic transference number tion, that is,
the proportion of the conductivity carried by the ions, tion = σion/σtot. The second complication
is that the sample’s electrical response may be dominated by that of the electrodes, for instance,
and obtaining the bulk contribution requires either the use of 4-point measurement geometries
in dc mode or frequency-dependent impedance spectroscopy studies. Third, it is only for small
driving forces (see below) that Eq. (36) constitutes a linear law, that is, the current density I
is proportional to the driving force −∇φ, with the constant of proportionality, the measured
conductivity, being independent of driving force.
Having determined the ionic conductivity of the bulk phase in the linear regime, one can now
calculate the conductivity diffusion coefficient with the aid of the Nernst–Einstein equation,
Dσi = σi
kBT
[i](zie)2
. (38)
There are various routes to derive Eq. (38), but all of them, it is emphasised, assume the charge
carriers under consideration to be non-interacting and dilute [5, 11]. From linear irreversible
thermodynamics, for example, one considers a sample of uniform composition (∇µi = 0)
and temperature (∇T = 0), to which a gradient in the electrical potential ∇φ (as the sole
thermodynamic driving force) is applied. Comparison of Eq. (27), which is only valid for dilute,
non-interacting charge carriers, with Eq. (36) yields Eq. (38). It is to be noted that, although
there are various diffusion coefficients, withDion �= Ddef in general, there is only one measured
conductivity, i.e. σion ≡ σdef . Thus, from the measured conductivity, one can calculate Dion if
one knows [ion], and Ddef if one knows [def]. It is mentioned that the ratio of Dσi and D∗i (two
diffusion coefficients that can be independently measured) is called the Haven ratio [11]
D∗i
Dσi
= HR, (39)
and that for dilute, non-interacting defects, HR = f ∗.
Lastly, we return to the topic of ion migration under high fields. Let us consider the migration
of a positively charged interstitial ion in one dimension. In the absence of an applied field,
Fig. 7(a), the ion will jump to vacant sites in the forward to backwards directions with equal
probability, ν exp [−∆Gmig/kBT ]. The field alters these probabilities by altering the barriers,
as indicated in Fig. 7(b): it increases the probability of motion in the direction of the field
to ν exp [−(∆Gmig − 12aeziE)/kBT ] and decreases the probability of motion in the opposite
direction in an analagous fashion. The net motion in the direction of the field is proportional to
the difference in forward and backward rates. The detailed treatment yields the current density
I [23, 24]
I = zie[i]aν exp
(
−∆Gmig
kBT
)
2 sinh
(
zieaE
2kBT
)
. (40)
For small fields, specifically for |azieE| ≪ 2kBT , Eq. (40) reduces to the linear law of Eq.
(36) with a field-independent conductivity. For large fields, on the other hand, the jumps of
increased probability dominate (e.g. for positive ions in the direction of the field), and the current
density then displays an exponential variation with the field. In other words, the measured
conductivity depends strongly on the field, I/E = σ(E), and the field-induced enhancement
of the conductivity over the low-field value can be orders of magnitude. The fields required to
see significant effects, however, are large: to increase the oxygen-ion conductivity of an oxide
(with a typical oxygen-ion jump distance of a = 0.3 nm) at room temperature by 25%, one
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Fig. 7: Schematic illustration of a positive interstitial ion overcoming an activation barrier of
migration ∆Gmig: (a) Gibbs energy profile at zero applied field. (b) Gibbs energy profile at
non-zero applied field.
requires a field of E ≈ 1 MV cm−1. (And a field of E ≈ 2 MV cm−1 will yield an increase in
conductivity of 220%.) Such fields are close to the fields at which dielectric breakdown occurs
in macroscopic samples; at nanoscale distances, though, this limit may be shifted to even higher
values. Nevertheless, it is worth noting that ionic transport can be accelerated exponentially by
temperature and/or electric field.
5 Mass transport along and across extended defects
Real oxide samples, one should recognise, are not single crystals containing only point defects:
extended defects, such as dislocations and grain boundaries, will in general also be present. In
addition, real samples are finite in extent, and thus are bounded by surfaces or interfaces with
other phases. A variety of paths may therefore be available for diffusing species (see Fig. 8);
Fig. 8: Mass transport processes in a polycrystal. (a) Cross-section through a polycrystalline
solid. (b) The brick-layer model, an idealised representation of the microstructure shown in (a).
The arrows indicate possible transport processes, with the length of an arrow being inversely
proportional to the resistance of the associated process. A – hindered transport across a sur-
face; B – transport in the grain bulk; C – hindered transport across a grain boundary; D –
enhanced transport along a grain boundary.
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one differentiates between: 1) bulk diffusion (also termed volume or lattice diffusion), which
refers to mass transport within a single grain; 2) grain-boundary diffusion, which refers to mass
transport along the region of crystallographic misorientation between two grains; 3) dislocation
or ‘pipe’ diffusion, which refers to mass transport along dislocations; and 4) surface diffusion,
which refers to mass transport along a crystal surface.
For a givenmaterial, the diffusion coefficient of component i along a grain boundary, dislocation
or surface (Dgbi , Ddisi , Dsi respectively) will vary according to the structural characteristics of
the extended defect. In the case of planar defects (grain boundaries and surfaces), the diffusion
coefficient will be a function of the interface (mis)orientation; Dgbi , for example, will vary with
the parameters that characterise the grain boundary: the tilt and twist axes, the tilt and twist
angles, and the interface plane. Measurements on polycrystals will thus provide an average
over all the grain boundaries contained within the investigated volume. In the case of line
defects, Ddisi will vary according to the dislocations’ character (edge/screw) and its Burgers
vector. These alternative paths offered by extended defects become important, if diffusion in
the bulk is slow. In such cases, this fast-path diffusion, or short-circuit diffusion, may contribute
significantly to mass transport or may even govern the overall behaviour.
Why should diffusion along these extended defects occur faster than in the bulk? The atomic
arrangements within grain boundaries and within dislocation cores is considered to be more
open than in the bulk phase, suggesting less hindrance for the migrating species (see Fig. 4) and
thus accelerated rates of mass transport. Although there is much experimental data that confirms
this picture for metallic systems [25–27], it is far from certain that this picture is also universally
applicable to oxides. In an (ionic) oxide, an ion diffusing along an extended defect may have to
pass, in a migration jump, ions of the same polarity—a process that is avoided in the bulk phase.
Furthermore, the intrinsic structure of the extended defects may offer preferential sites for point
defects: as a result there may be a high concentration of defects within the extended defects, but
they are locked into the structure and thus essentially immobile [28]. A more open arrangement
within the extended defect does not, therefore, guarantee accelerated rates of ion transport. In
addition, the extended defects may be electrostatically charged, with global charge neutrality
being satisfied by attendant, enveloping tubes of space charge in which the concentrations of
mobile, charged point-defects are modified drastically from their values in the electroneutral
bulk [29].
In addition to fast-path diffusion processes that take place in parallel to diffusion in the bulk
Fig. 9: Diffusion in a polycrystalline sample with grain size w in which transport across grain
boundaries is slow (kgbi ≪ Di/w) and diffusion along grain boundaries is negligible. (a)
Cross-section of a polycrystal: diffusant enters the sample from the left. (b) Concentration
profiles across the polycrystal, showing the drops in concentration (∆ci) at the grain boundaries
(whose positions are indicated by the dashed, vertical lines).
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phase, there may be slower processes in series with bulk diffusion (see Fig. 8). Hindered mass
transport across interfaces (surfaces, grain boundaries) constitute such slower serial processes,
and they may also influence (or even govern) the overall diffusion behaviour. Here, because the
concentration is not a continuous function across the interface, one cannot consider a gradient
in concentration, and thus one cannot define a diffusion coefficient, as in Eq. (1). Instead,
one describes the flux across the interface in terms of a transfer coefficient ki and the drop in
concentration across the interface, ∆ci, in the direction of the flux:
ji = ki∆ci. (41)
The case of transport being limited by grain boundaries is illustrated schematically in Fig. 9.
Why may transport across an interface be hindered? What does ki refer to, on a microscopic
level? There are several possible causes for ki taking a finite value. At a grain boundary,
for example, the crystallographic mismatch between the two grains may conceivably result in
the matter flux being diminished, either because of the considerable perturbations of the bulk
structure at the interface itself or because of differences in the orientations of the grains in
layered structures. The magnitude of such effects are probably small, though. In contrast, huge
effects are observed, where space-charge layers, depleted of mobile charge carriers, are present
at the grain boundaries [8]. Huge effects are also observed in polycrystalline samples, in which
a second phase covers each grain; such second phases are often SiO2-based compounds that
exhibit much lower rates of oxygen transport [30].
In the case of oxygen transport across a surface, that is, across a gas|solid interface, the transfer
coefficient ksO characterises the exchange flux of the dynamic equilibrium between oxygen in
the gas phase and oxygen in the solid. The forward reaction, for example, requires, in addition
to several charge transfer steps, the adsorption and the dissociation of oxygen molecules on the
surface, and the incorporation of the resulting oxygen moiety into the crystal lattice. The most
likely rate determining step is either dissociation or charge transfer leading to dissociation [31].
Thus, in a polycrystal there is a network of serial and parallel mass-transport processes that
may be operative. In the following sections I present mathematical models for describing (a)
fast-path diffusion along extended defects, such as grain boundaries and dislocations and (b)
hindered mass transport across grain boundaries and surfaces.
5.1 Accelerated transport along extended defects
The standard model for describing fast grain-boundary diffusion in a polycrystalline sample
treats the system as thin grain-boundary slabs of width wgb in which the diffusion coefficient
Dgbi is greater than the diffusion coefficient Di in the bulk grains of width w [33]. The overall
behaviour that one observes depends on a number of parameters, such as the diffusion coeffi-
cients Dgbi and Di, the diffusion time and the grain size. Equivalently, the case of fast diffusion
along dislocations is treated in terms of tubes of diameter rdis, present at a dislocation density
of d, in which diffusion occurs at an enhanced rate Ddisi . Based on the distance over which the
bulk structure is perturbed, wgb and rdis are generally assumed to be ca. 1 nm. If, however,
space-charge zones in which the relevant defects are accumulated are present at such extended
defects, the effective values for wgb and rdis will be much larger. Following the example of
Atkinson [12], I discuss the three characteristic cases identified by Harrison [32] (see Fig. 10)
in order of increasing diffusion time, that is, in reverse order.
Type C kinetics are observed for short diffusion times, for which the diffusant has had insuf-
ficient time to penetrate a significant distance into the bulk phase. Diffusion, therefore, takes
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Fig. 10: Illustration of three regimes of diffusion kinetics in a polycrystal identified by Harrison
[32]. The polycrystal consists of grains of width w and diffusion coefficient Di and grain
boundaries of width wgb and diffusion coefficient Dgbi . The three regimes are defined by the
inequalities shown in the bottom line of the figure (t is the diffusion time). Adapted from [12].
place solely along the grain boundaries, without any flux leakage into adjacent grains. The con-
centration profile that is obtained, for a constant diffusion source, say, follows a complementary
error function [Eq. (8)], with the measured diffusion coefficient corresponding to Dgbi .
At longer times, diffusion in the lattice cannot be ignored and, provided the boundaries act
independently, type B diffusion kinetics are observed. ‘Independently’ means that diffusant
that comes down one short-circuit path and enters the grains is unlikely to reach another short-
circuit path. In concentration profiles, fast short-circuit diffusion makes itself apparent as a
‘tail’, following the usual bulk diffusion profile. For independent grain boundaries, the tail is
linear in a plot of ln c vs. x6/5 [34], and analysis of the tail’s slope yields the product Dgbi wgb;
Fig. 11: Simulated concentration profiles obtained at various times for a single crystal with
dislocation density d = 3× 107 cm−2, dislocation radius rdis = 1 nm, bulk diffusion coefficient
Di = 10
−18 cm2 s−1, and dislocation diffusion coefficient Ddisi = 10−12 cm2 s−1. Adapted from
[12].
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for independent dislocations, the tail is linear in a plot of ln c vs. x [35], and analysis of the tail’s
slope yields the product Ddisi rdis.
At even longer times, the diffusion fringes around neighbouring grain boundaries overlap exten-
sively and a diffusing moiety may visit many grains and grain boundaries during the diffusion
time. The grain boundaries are not acting independently. This is type A diffusion and the con-
centration profile follows, for a constant diffusion source, a complementary error function; that
is, it is indistinguishable from pure bulk diffusion. In this case, however, the effective diffusion
coefficient Deff is a function of Di and Dgbi .
The whole picture becomes far more complicated if space-charge zones that are depleted of the
mobile defects are present. There may be fast diffusion along the interface itself, but the flux is
prevented from leaving the interface by the depletion space-charge
zones. In this case the diffusion kinetics will not correspond to Harrison type A, B or C.
5.2 Hindered transport across extended defects
Owing to its importance for ionic oxides, we consider specifically in this section transport across
interfaces being hindered by depletion space-charge layers. This can be investigated experimen-
tally by means of all three transport experiments (chemical, tracer, conductivity), but the tracer
approach currently offers one major advantage: it is capable of resolving the profile within the
space-charge zone. This is shown in Fig. 12 for the case of a depletion space-charge zone at a
surface.
Fig. 12: Isotope transport through an equilibrium surface space-charge layer depleted of
oxygen vacancies [36, 37]. (a) Local variation of the oxygen tracer diffusion coefficient,
D∗(x) = f ∗DVnV(x) ≈ D∗(∞) exp [−2eφ(x)/kBT ], that arises from oxygen-vacancy de-
pletion near the surface. Solving Eq. (3) with this spatially variant D∗(x) yields the isotope
profile shown in (b) [the first 40 nm], and in (c) [the entire profile].
Observed with moderate depth resolution [Fig. 12(c)], the profile shows a drop in isotope frac-
tion, ∆n∗eff = j∗/keff , that is the combined effect of the limited surface-reaction kinetics and the
depletion space-charge layer. At ultra-high depth resolution [Fig. 12(b)], the profile within the
space-charge layer becomes apparent, as well as the drop in isotope fraction that arises from the
surface-reaction kinetics, ∆n∗ = j∗/ks.
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1 Abstract 
The objective of the present tutorial is to review and summarize the fundamental principles of 
phase transitions, which represent transformations of one state of matter to another one. A 
particular focus is placed on solid state science and engineering, as far as needed to provide a 
sound basis for helping to find to a deeper understanding of the later and further more ad-
vanced and specific chapters of this volume. Certainly, the limited possibilities to treat this 
subject comprehensively are obvious but it is the authors hope and wish that the present chap-
ter will somehow be instructive and also stimulate the reader independently of his or her 
background of knowledge to find a deeper path to comprehend the field. Covered are, after a 
brief introduction, reminding a few very basic aspects using simple illustrating examples, real 
material systems, thermodynamics and kinetics of phase transitions It might appear boring to 
the advanced reader – but a fresh-up never hurts. It was always tried, wherever possible, to 
concentrate on solid-solid phase transitions. However, an overview on a multitude of different 
categories and types of phase transitions and transformations is presented too, even if they 
cannot be discussed in full detail in the framework of such a restricted examination. In the 
following, some necessary definitions of the most relevant terms and notions of thermody-
namics that are used to describe phase transitions in connection with the energetic background 
of these phenomena are presented. In this context, also the essentials of the mathematical 
treatment of thermodynamics needed to comprehend its essential principles are treated. A 
more specific emphasis was put on a simplified presentation of the phenomenological so-
called Landau model. This phenomenological approach appears to be very helpful to describe 
second order phase transitions such as ferroelectric, magnetic and even other transformations, 
representing an important branch of physical ordering phenomena, in which quite a multitude 
of effects turn out to be very significant also in modern information technology. Finally, the 
current presentation closes with some considerations about the kinetics of phase transitions 
regarding the nucleation and growth, the initial stages of transformations of matter. 
2 Introduction: a historical retrospect 
The question about, what our materialistic world really consists of has fascinated and mysti-
fied humanity since a long time of its history. One of the very early thinkers, who tried to 
summarize the first thoughts regarding this problem was the ancient Greek philosopher Aris-
toteles (384 – 322 b.c.), Fig. 1. In the view of this universal sage scholar, all forms of matter 
are distinguished by only “four types of appearance”. These were “Fire”, “Air”, “Water” 
and “Earth” a concept that survived for a long time over the centuries of the       medieval and 
modern ages even through – at least partially – the upcoming age of Enlightenment and the 
period of the advancement of modern natural sciences. It is interesting to note that also in 
very far distant other Asian cultures such as in China or in Japan the belief about these ele-
mentary states of matter evolved. Still even currently some weekdays are named after these 
aspects in those nations. Tuesday is the day of “Fire”, Wednesday the day of “Water” and 
Saturday represents the day of “Earth”.  
A more scientific treatment of the physical modifications of matter was only possible with the 
invention and development of the first thermometers and the definitions of different tempera-
ture scales. With the ending 17th Century and beginning 18th Century scientists such as Robert 
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Boyle (1627 – 1691), Edmé Mariotte (1620 – 1684) and  Louis Gay-Lussac (1778 – 1850) 
systematically studied by experiments, how gases change regarding to temperature, pressure 
and volume. This might have be the birth hour of modern thermodynamics. 
 
Fig. 1: Aristoteles (384 – 322 b.c.) on left side and the categorization of four types for the appear-
ance of matter (“Fire”, “Air”, “Water” and “Earth”) on the right. 
It is worthwhile to mention that even the library of Sir Isaac Newton (1642 – 1726), probably 
representing one of the most prominent fathers of modern physical science and a contempo-
rary of the above-mentioned early scholars of thermodynamics, still contained a quite consid-
erable quantity of published scriptures referring to Alchemy. Finally, it is therefore quite re-
markable and fascinating that Aristoteles already recognized with his only limited possibili-
ties of methodical scientific observations the fundamentals of what we know nowadays natu-
rally know as the three state forms of matter gas, liquid and solid and of plasma, as the fourth 
form. 
3 Elementary phase diagrams 
A very simple consideration arising from observations of nature teaches us since our youngest 
age – rain or snow falling from clouds in heaven – that water (H2O) exists in three different 
optically and tactically distinguishable forms: vapour (water gas; steam is strictly speaking a 
mixture of water vapour and very tiny droplets of liquid water), liquid water and finally solid 
ice. Without the existence of these modifications, life on our planet would not be possible. 
There would be no climate and consequently photosynthesis providing the growth of vegeta-
tion and thus the basis of our nourishment could not exist.  
Furthermore, the delicate equilibrium between the gases oxygen O2 and carbon dioxide CO2 
in the earth’s atmosphere allowing us to breathe would not subsist.  
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Whether water in its pure form is liquid, gaseous or solid depends on external conditions de-
fined by pressure p and temperature T and can be visualized by a so-called phase diagram. 
Such graphical representations show the stability areas of all three phases in dependence of 
these parameters pressure  p and temperature T (Fig. 2), which are found on almost every 
weather forecast map and essentially determine our climate, whether it is cold or hot or either 
whether it is influenced by high- or low-pressure regions. 
Fig. 2: The pressure-temperature (p-T) – phase diagram of water H20. 
The phase diagram shown in Fig. 2 contains three single-phase regions, marking the ranges of 
existence of liquid, gaseous and solid water. Within each of these three single-phase regions, all 
mentioned modifications exist independently, meaning that any small variation within a certain 
range in the parameters temperature T and pressure p will not result in the formation of even a 
small amount of another state of water. The coexistence of two different forms of water (liquid 
& solid, liquid & gaseous or solid & gaseous) is only possible at the lines separating the respec-
tive regions of stability of the individual one-phase regions. This implies that such so-called 
two-phase equilibria can only be maintained upon the change of one arbitrarily chosen external 
parameter, if the other one is correspondingly adopted. One example, for illustration, referring 
to Fig. 2 again: pure water boils at 100 °C at 1 bar of pressure. If the pressure is reduced, water 
will start to boil at a lower temperature. Equally, single phase superheated water vapour (above 
100 °C) will not condense at a pressure of 1 bar but at a respectively higher value of external 
pressure. In the case of heated liquid water at a constant ambient pressure of 1 bar applying ca-
loric energy, the initial temperature will increase as long as the respective two phase equilibri-
um of water and vapour has not yet been reached, meaning up to the moment as soon as the first 
smallest amount of the gas-phase is released. Any further introduction of heat will leave the 
system at constant pressure (1 bar) and temperature (100 °C). 
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Gradually more and more water will evaporate under these fixed conditions upon further heat-
ing, until all of the liquid will be transformed in vapour. When all liquid water has vanished 
and transforms into vapour, further introduction of heat to the system will then lead to an in-
crease of temperature again. The reason for this behaviour is that gradually intermolecular 
bonds in the liquid phase are broken and that water molecules move more vividly and inten-
sively in the gaseous state: the density is decreased and equally disorder is increased. The 
differences in the two different energetic states liquid and gaseous requires the introduction of 
latent heat, and therefore the temperature remains constant (at a fixed given value of pressure, 
here in this example p = 1 bar) until full vaporization is achieved.  
The equilibrium, at which all three forms of water can coexist simultaneously, is defined by 
the so-called triple point at 6 mbar of pressure and 0.01 °C. At no other combination of pres-
sure and temperature solid, liquid and gaseous pure water are in equilibrium.  
At the critical point of water (p = 221 bar and T = 374 °C) vapour and liquid water are not 
distinguishable anymore: at these conditions the gaseous phase has been compressed so far 
and the liquid phase has been diluted by heating to that extend that they both appear to be 
identical: their densities seem to be the same. 
The presented essential effects observed for a simple system as pure water – as will be seen 
later in the framework of this tutorial – illustrate that the state of a certain system cannot be 
varied arbitrarily but that it depends on certain thermodynamical constraints, such as whether 
the system under consideration is chemically pure or whether it consists of several chemical 
elements or compounds and how many phases are to coexist. 
A second, schematic representation – of a unary, pure system, such as water, shown in 
Fig. 3 – illustrates the invariance of certain state variables during a transition from one condi-
tion into another one.  
 
Fig. 3: The pressure-volume dependency during the liquefaction of a gas. 
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In the present case, the liquefaction of a gas by compression is considered: the transformation 
from a gas into a liquid by compression. At large volumes V and small values of pressure p 
the gas will be uniform and homogeneous, as indicated by the yellow bar at the right side of 
the diagram, until a certain critical pressure is reached, at which the first small amounts of 
water will start to condense. Upon further reduction of the volume more gas will liquefy 
(symbolised by the blue bar increasing in size), but at the same time pressure will remain con-
stant until all rests of the remaining gaseous phase have disappeared. If the volume is contin-
ued to be decreased in the purely liquid state, the pressure will start to rise again.  
4 The state forms of matter & related phase transitions 
More generally, the state forms of matter for all kind of substances can be summarized with 
the schematic representation of Fig. 4. They are ordered in this list from the bottom to the top 
according to decreasing structural order and decreasing density ρ. Condensed forms of matter 
such as solids or liquids have remarkably higher density than gases. In solids, whether they 
are crystalline (high translation symmetry) or amorphous (only short range order), ordering of 
atoms, ions or molecules is relatively high. Upon melting the kinetic energy of such elemen-
tary particles increases and the potential interaction- or bonding energy between them is re-
duced. If a liquid substance evaporates into a gas the average distance between the elementary 
particles and therefore also their interaction is lessened even more. Further dilution and in-
crease in disorder is achieved if a gas is ionized into plasma.  
 
Fig. 4: Overview on different phase transitions possible between the various state forms of matter,
listed from the bottom to the top with increasing disordering and reduced density. The nomencla-
ture for the respective transition processes involved are indicated with arrows next to the corre-
sponding connection lines.  
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A solid may be transferred to a liquid by melting. The opposite case is called solidification 
(alternatively crystallization or freezing), where a melt transfers into a solid. This also in-
cludes the situation when a melt is transformed, for instance by rapid quenching into a non 
crystalline but amorphous state, in which the lack of long-range order of the high temperature 
liquid phase may be (at least partially) frozen in.  
Solids can be directly evaporated into the gaseous state. This kind of phase transition is re-
ferred to as sublimation. The reverse process by which a gas directly deposits as a solid phase 
is denoted as resublimation, a mechanism particularly relevant for the deposition of thin films 
(MOCVD, ALD). In the case of thin film deposition by the application of some physical 
methods, such as magnetron sputtering even deposition from plasma directly into the solid 
phase can take place.  
The transformation of a liquid into a gas is called vaporization and the invers process of lique-
faction of a gas, condensation. If enough energy can be transmitted to a gas, individual mole-
cules can be ionized and form a plasma (Ionization). Contrarily free ions can also recombine 
to gaseous molecules again (Recombination). 
5 Types of heterogeneous phase transitions 
5.1 Phase transitions involving the solid and liquid state 
Beyond the elemental transitions between different forms of state of matter some more exam-
ples of phase transformations that are exclusively observed in systems consisting of at least 
more than two chemical elements should not be left unmentioned, because they are of essen-
tial importance to materials science and technology. They refer to equilibria between the solid 
and the liquid state of matter. For the sake of simplicity we here confine our consideration to a 
two component system (binary system). However, in principle the same treatment can be 
done for higher ordered systems (ternary, quaternary, quinary ...): 
• Monotectic phase reactions refer the decomposition of a liquid phase l1 into a solid α and 
another liquid phase l2. Formally, such a decomposition reaction can be expressed as: 
1 2l +l α  (1)
• Eutectic phase reactions describe the decomposition of a liquid phase l into two or more 
solid phases (α, β) in systems that show limited solubility of their constituent chemical 
components. The corresponding equation then reads as follows: 
l + α β  (2)
• Peritectic phase reactions involve the reaction of a liquid phase l with a solid phase α 
to a second solid phase β. The reaction formalism is then expressed by the following 
equation: 
l+ α β  (3)
A none totally really extensive list  summarizing examples of the most prominent possible 
phase transitions and transformations in the solid state is given below together with illustrat-
ing reaction equations whenever available and illustrative examples of specific material sys-
tems are known. 
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5.2 Phase transitions in the solid state 
• Crystallographic or polymorphic transitions: these are quite often observed in nature. 
The most prominent example, probably,  because of its historical and technological im-
portance as the basic constituent in the metallurgy of steels is the polymorphism of iron 
Fe, which exists in different allotropic modifications of it crystal lattice (body centered 
cubic or face centered cubic structure). A second example is carbon C, which naturally 
either exists as extremely hard, transparent crystals, with a tetrahedral atomic structure 
(diamond) or in the more stable and abundant form of graphite, where C atoms are ar-
ranged in flat hexagonal lattices (graphene).  
• Spinoidal decompositions represent the particular case of spontaneous un-mixing of  ini-
tially compositionally homogeneous but supersaturated solid solutions into two separated 
different coexisting solid phases within a so-called miscibility gap. The process is solely 
determined by precipitation through  (negative) diffusion, since almost no energetic barrier 
exists, requiring the formation of stable nuclei of the two new phases. Important examples 
are many precipitation hardened Al-based alloys, such as for instance the systems Al-Mg, 
Al-Zn or Al-Li-Sc. Fig. 5 shows an example of an Al3(Li, Sc) core-shell particle, which 
precipitated in a highly monodisperse size distribution in Al-Li-Sc alloys. Such precipita-
tions, as they are also found in the classical system Al-Cu (Duraluminum, Alfred Wilm, 
1869 – 1937), typically develop in a certain sequence with different states of coherency to 
the surrounding matrix. Usually initially coherent precipitates are formed, since they pos-
sess the smallest lattice mismatch to the original phase. From these, semi-coherent precipi-
tations evolve along certain lattice planes and finally incoherent precipitates, which are es-
sential for increasing the mechanical strength of such alloys by impeding plastic defor-
mation through the motion of dislocations, develop. 
Fig. 5: High resolution Transmission Electron Microscopic micrograph (left) and HAADF (right)
image of a Al3(Li,Sc) core-shell precipitate and its internal and external interfaces in a Al-matrix [1]. 
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• Eutectoid decompositions are phase separations where one high-temperature solid solu-
tion decomposes into two different low-temperature phases through a coupled mecha-
nism of nucleation and growth during cooling. The corresponding reaction equation can 
be written as: 
+γ → α β  (4)
A well-known technically highly relevant example for this decomposition mechanism is 
the formation of pearlite, a phase mixture of body centered cubic ferrite (α-Fe) and ce-
mentite Fe3C from an initially homogeneous face centered cubic solid solution of austen-
ite (γ-Fe), in which C is completely dissolved in the crystal lattice. Typically, the micro-
structure of the resulting decomposition product has a lamellar arrangement of both solid 
phases formed, as the example in Fig. 6 illustrates. Eutectoid reactions play an eminent 
role in the metallurgy of steels. In the pure Fe-C – system (technical steels usually con-
tain a multitude of additional alloying elements) the eutectoid decomposition of austen-
ite occurs isothermally at 723 °C. Since C has to diffuse to form Fe3C (25 at.-% C) leav-
ing α-Fe, with almost no C dissolved back, and because critical nuclei have to be 
formed, this reaction is invariant to temperature consuming latent heat from the initial 
high temperature phase austenite. 
 
Fig. 6: Transmission Electron Microscopic image showing the alternate lamellar 
arrangement of ferrite (α-Fe, light phase) and cementite (Fe3C, dark phase) in 
extremely fine arrangement of pearlite with interlamellar spacings of less than 100 
nm in a Fe-0.8C-1.6Si-1.9Mn-1.3Cr-0.30Mo steel (concentrations in wt.-%) [2]. 
• Martensitic transformations are diffusion-less solid-state transformations, in which 
phase changes occur without long-range diffusion of atoms. Such structural transfor-
mations rather involve a cooperative and coordinated type of homogeneous displacement 
of many atoms. The lattice distortive shear displacements are generally remechanical 
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lated to the introduction of high amounts of elastic strains, internal interfaces and planar 
defects such as twins or stacking faults. Typical examples for martensitic transfor-
mations are steels, annealed at elevated temperatures in order to stabilize the face cen-
tered cubic modification austenite (γ-Fe) and subsequently quenched at such high cool-
ing rate that the stable eutectoid reaction 
3Fe α Fe + Fe Cγ →- -  (5)
is suppressed. This phase separation requiring the diffusion of C-atoms and the nuclea-
tion of the lamellar Fe3C-phase cannot occur and instead the lattice of the high tempera-
ture austenitic phase transforms via mechanical shearing into a metastable highly dis-
torted microstructure. This process implies a considerable increase in mechanical 
strengthening (hardening) through the high amount of stored elastic deformation energy 
and a large quantity of planar lattice defects and interfaces, as shown exemplarily in Fig. 
7, which obstruct extensive plastic deformation via dislocational motion. Other technical 
application involving martensitic transformations are memory shape alloys, for example 
based on the system Ni-Ti. 
 
Fig. 7: High resolution Transmission Electron Microscopic micrograph showing 
martensite formation in a austenitic steel (Fe-0.027C-0.36Si-1.93Mn-14.35Cr-
8.71Ni-0.79Cu, concentrations in at.-%) under a tensile strain of 57 %, contain-
ing ultrafine structured features, such as stacking faults (SF) and twins (T)[3]. 
• Peritectoid transitions represent a rather rare cases of solid-solid phase reactions upon 
which two high temperature solid phase transform upon cooling to a new solid phase ac-
cording to the following reaction equation: 
+α β → γ  (6)
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In terms of heating, this type of equilibrium implies the reaction of two solid phases, 
which are stable at low temperatures to a new different high temperature solid phase. An 
example for the resulting microstructure is shown in Fig. 8. representing a 
Cu-Sn-Al - alloy, where two solid phases α and β1 react to a new phase β at the interface 
of both initial high temperature phases.   
 
Fig. 8: Microstructure, of a mixture containing three phases α (dark), ß(light) and ß1(dark grey) of a
Copper alloy containing 20 at.-% Al and 3 at.-% Sn after prolonged thermal decomposition at 560
%C [4]. The β-phase evolves out of the β1-phase through a solid-solid state reaction at the surface of
grains formed by the α-phase. 
 
Fig. 9: Microstructure (light microscopy, bright field) of a sintered permanent magnet with the com-
position Fe78.1-Nd19.1-B5.4-Ga0.4 (composition in at.-%). During cooling a peritectic reaction of
the liquid phase (liquid phase sintering) and the ferromagnetic intermetallic phase Φ (Fe14Nd2B) form
another intermetallic phase δ (Fe,Ga)6Nd14 at the surface of the ferromagnetic particles of Φ, improv-
ing the magnetic decoupling of these particles and therefor also the coercive field strength [5]. 
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Technically more relevant however, are the already above mentioned peritectic reactions, 
where one of the initial phases is liquid. An example shows Fig. 9, chosen from the qua-
ternary system Fe – Nd – B – Ga, which is relevant to permanent magnetic materials. 
• Ferroelectric ordering involves phase transitions, where a high temperature paraelectric, 
non-polar phase of higher symmetry transforms upon cooling into a polar polymorph 
with lower crystallographic symmetry. This transition usually occurs at a certain critical 
temperature, which is referred to as Curie temperature. In consequence, a lattice distor-
tion of these often solid ionic systems results in the formation of electric dipoles as 
shown in Fig. 10, representing the tetragonally distorted crystallographic structure of the 
ferroelectric compound Pb(Zr,Ti)O3. 
Fig. 10: Atomic scale TEM image (left) and graphical, schematic representation (right) of the
tetragonally distorted crystal structure of ferroelectric Pb(Zr,Ti)O3. [6]. The Pb2+-cations are 
situated on the corners of the tetragonal unit cell, whereas the O2--anions are located on its face 
centers, forming a octahedron that surrounds the central Zr4+- or Ti4+-cation around the middle. 
As can be recognized from Fig. 10 the central cation (in this case Zr4+ or Ti4+) is not ex-
actly situated in the center of the tetragonal unit cell in the ferroelectrically ordered state 
but slightly displaced, giving rise for net dielectric dipole. The displacement can take 
two possible positions in the present case, which are referred to as the both polarization 
states of the system. When an electrical field is applied to the material one polarization 
state can be switched into the other one. Generally, both polarization states are observed 
in macroscopic systems above a certain critical size. They form so-called domains and 
can be visualized for instance by Transmission Electron Microscopy, as the example of 
the ferroelectric compound BaTiO3 shown in Fig. 11 illustrates. Within one individual 
domain, the direction of polarization is constant, all elementary dielectric moments be-
ing ordered in a parallel way, but in neighboring ones, they differ by a certain angle that 
depends on the system under consideration. If a sufficiently large electric field (in the 
order of generally a few kilovolts per centimeter) is applied to such a polydomain struc-
ture, gradually the differently oriented domains may be turned into the same direction 
until finally in the saturated state only one single domain exists.  
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Ferroelectric materials are widely applied in electronic devices such as passive compo-
nents (capacitors, piezoelectric actuators or sensors and pyroelectric elements. 
 
Fig. 11: Ferroelectric domain structure in a polycrystalline ceramic 
of the ferroelectric compound BaTiO3 [7]. 
The above consideration showed that in ferroelectric materials – at least within some re-
stricted regions of space – individual dielectric dipoles summing up to a macroscopic 
spontaneous polarization are oriented in a parallel order. In the case of anti-ferroelectric 
ordering this is not the case. Here the orientation relationship is antiparallel from one 
unit cell to the neighbouring one. An example for an antiferroelectric compound is sodi-
um niobate NaNbO3. 
• Magnetic ordering relates to ordered structures of atomic magnetic moments, generally 
in solid materials. Ordering occurs generally from the paramagnetic state into a ferro-
magnetic, antiferromagnetic or ferrimagnetic phase. Differently to ferro- or      antiferro-
electrically ordered solids, however, magnetic transitions are not necessarily coupled to 
a change in crystal symmetry. A classic example is pure iron Fe that forms a room cube 
centered lattice up to a temperature of 912 °C and which transforms from its low  tem-
perature ferromagnetic state to the high temperature ferroelectric state already at a Curie 
point of 769 °C. Magnetic ordering depends on the interactions of atomic magnetic mo-
ments. In the disordered state, the thermally induced vibration of atoms or ions predomi-
nates energetically and in consequence, the random orientation distribution of a para-
magnetic phase is more stable. If the temperature is reduced also the thermal agitation 
decreases and at a certain critical temperature (Curie point for ferro- and ferrimagnets 
and Néel point for antiferromagnets) magnetic interaction prevails. Then a parallel ar-
rangement will establish in the case of ferromagnetic and an antiparallel order for anti-
ferromagnetic interaction. Typical ferromagnetic materials are the transition metal ele-
ments Fe, Co, Ni and Mn and many of their alloys, particularly steels, Heusler alloys and 
the so-called AlNiCo-materials. In addition, many intermetallic phases formed by them 
and Rare-Earth metals show distinct ferromagnetic behavior.  
Examples for antiferromagnetic are transition metal compounds, especially oxides such 
as Fe2O3 and NiO. They do not reveal a macroscopically measureable spontaneous mag-
netization because the two oppositely oriented magnetic sublattices compensate each 
other. Ferrimagnetic materials somehow take an intermediate position in this classifica-
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tion. They usually exist as compounds in which different magnetic ions, possessing not 
the same magnitude of the magnetic moment, also form distinct antiparallel magnetic 
sublattices.  
In contrast to antiferromagnets they therefor sum up to a macroscopic spontaneous mag-
netization, which however is generally smaller than the ones observed for ferromagnetic 
materials.  Examples are magnetite Fe3O4, spinel type ferrites such as ZnFe2O4 or 
MnFe2O4, hexagonal type ferrites such as BaFe12O19 or SrFe12O19 and garnets, like 
Y3Fe5O12. 
 Ferro- and ferrimagnetic materials also split up into homogeneously ordered magnetic 
domains, as the illustrative example in Fig. 12 shows. 
 
Fig. 12: Magnetic domain structure in a cube texture transformer steel [8]. The magnetic field strength 
is gradually increased from zero field (left) to applied field H (center and right). Cleary the variation of
the domain pattern upon magnetization can be recognized. 
5.3 Concluding remarks on the relevance of phase transitions 
All different kinds of phase transitions are of eminent importance in solid-state sciences and 
technologies: they represent the basis of the richness in different engineering structural as 
well as functional materials in composition, physical and chemical properties. This is true for 
instance in the metallurgy and materials processing of metallic alloys and non-metalic materi-
al. However, it also applies in various fields of technical chemistry, such as the distillation of 
gasoline. Silicon technology and herewith the whole field of microelectronics depends on 
crystal growth based on phase transitions. Processing of thin film devices relies on phase 
transformations involving gaseous or plasma like phases into solids. The list of examples 
could be optionally extended even further. 
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6 Fundamental thermodynamic considerations 
The variation of the state of existence of matter, i.e. phase transitions, and the conditions un-
der which several modifications can even coexist in equilibrium are described by thermody-
namics. Before treating this field in more detail later within in this section of the present tuto-
rial it appears helpful and even necessary to define some basic terms and notions. 
6.1 Definitions 
• Components 
In a particular material systems in which more than one chemical element or species are 
involved it is important to define the notion of components. In the framework of chemi-
cal thermodynamics the term components refers to chemically independent elements or 
compounds within one system.  As a consequence materials science and chemistry de-
fines unary, binary, ternary, quaternary systems – and so on – depending on the number 
of components C involved. A unary system is for example pure iron Fe, one of the most 
important constituents of structural materials: steel. Below 912°C it crystallizes in the 
solid body centred cubic modification (α-Fe, ferrite), which is ferromagnetic up to 
Fig. 13: The isobar (p=const.) phase diagram Fe – C. The solid lines represent the stable version the 
broken lines the metastable one, that applies to cast iron alloys, directly solidified from the molten 
state, where graphite C may appear as a phase instead of cementite Fe3C. 
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770°C and paramagnetic beyond this temperature. Above 912°C the crystallographic 
structure changes to a face- centred cubic modification (γ-Fe, austenite) and at even 
higher temperatures exceeding 1394°C it converts again to a high temperature solid 
body-centred cubic modification that is stable up to 1538°C, the melting point of iron. 
At pressures above approximately 10 GPa and temperatures of a few hundred Kelvin or 
less, α-Fe changes into a hexagonal-closed packed structure, which is also known as the 
ε-phase. This variety of different solid modifications of one and the same element – in 
this case iron Fe – is called “Allotropy”. Technically more important than pure iron are 
its alloys with carbon C and many other metallic elements (among which chromium Cr, 
manganese Mn, cobalt Co, molybdenum Mo, tungsten W, niobium Nb, vanadium V and 
several others). The simple Fe-C system on which most of them are based is a binary 
system, since Fe and C may form an intermediate compound Fe3C, cementite – as al-
ready outlined in section 5.2. For this reason they are not chemically independent.  
The complexity that the introduction of even relatively small amounts of a foreign ele-
ment to a pure substance causes is expressed in the example of the so called Fe-C – dia-
gram which depicts the stability regions of various constitutions of steels as a function of 
temperature (ordinate) and C-content (abscissa).  
Considering back the former example of pure water H2O of section 3 in comparison with 
the present case of the combination of iron Fe and carbon C reveals, that here the stoi-
chiometry in contrary to Fe-C alloys is fixed. Water only exist in the inflexible molar ra-
tio of two hydrogen atoms H and exactly one oxygen atom O. This relative molecular 
proportion does not change, even when water transforms from its solid structure into a 
liquid or if it vaporizes. 
Both examples discussed in this subsection – involving two chemical elements each Fe 
and C on one side and H and O on the other – illustrate how important it is to specifical-
ly identify the number of components in thermodynamics. 
• Phases and phase boundaries: homogeneity vs. heterogeneity 
The question  
“What defines a phase?” 
isn’t so easy to answer. A very short, simple and classical textbook version giving an 
explanation originates from John Willard Gibbs (1839 – 1903):  
“A phase is a homogeneous part of an eventually heterogeneous system”. 
This characterization, however, strictly only applies if no external forces interact with 
the system under consideration. Intuitively, one would regard – referring again to the 
simple example of section 3 – the cloudless atmosphere during a sunny        summer day 
as one single and homogeneous phase. A more rigorous consideration, however, reveals 
that this is not precisely correct, because of density fluctuations due to the gravitational 
field of the earth. A more suitable definition would therefore be:  
“In a system consisting of several areas of space, in which the properties defining their 
state, respectively, only change steadily by very little variations and in which those are-
as are in contact with each other in a manner that the state characteristics change ab-
ruptly on a very small length scale at the borders separating them, the individual re-
gions are designated as phases and their borders as phase boundaries.”  
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This more accurate definition, however, also illustrates the problematic difficulty of ex-
actly describing, what is a single homogeneous phase and what is a heterogeneous phase 
mixture, since it of course depends on what is considered as a small length scale. Milk, 
ink or blood macroscopically all appear as single phase fluids, but on the microscopic 
level, these colloids are in fact heterogeneous. Defining the chemical or physical uni-
formity of a certain phase is in fact – a little philosophical – “a question of point of 
view”: whether we investigate the materials properties and structure 
•  macroscopically by some physical measurements, 
• optically with our eyes, 
• through microscopic inspection with a simple light microscope, 
• by observation with electron microscopy (SEM, TEM) even up to high resolution 
(HR-TEM), 
• or: by the application of other methods. Like for instance Raman-spectroscopy that re-
veals respectively very tiny structural crystallographic variations even on the molecu-
lar level or on the level of the unit cell of a certain lattice symmetry.  
6.2 The Gibbs phase rule 
Around 1876 the American engineer John Williams Gibbs specified in a simple mathemati-
cally formulated rule, how many phases in an eventually multi-component system may coex-
ist. It turns out that the degrees of freedom F, representing the choice of external physical or 
chemical parameter determining one specific state of mater, being pressure, temperature or 
composition or whatever else can be chosen freely, without changing the stability of coexist-
ing phases. The deduction of this rule follows a strict thermodynamically treatment and will 
not be discussed in detail in the framework of the present tutorial – at the present stage at 
least. Some instructive simple examples have already been described in section 3 of the pre-
sent chapter, where two cases were considered for unary systems: phase transitions in pure 
water H2O and the liquefaction of a gas by compression.  
For all fluid systems (liquids and solids), that in principle often show a relatively high com-
pressibility (reduction of volume V by the application of external pressure p) the Gibbs phase 
law predicts that the maximum number of degrees of freedom F, for which an equilibrium of 
a certain number of phases P in a system consisting of a number of components C can be ex-
pected according to the laws of thermodynamics amounts to: 
2F C P= − +  (7)
As will be outlined later in the framework of this text the number of maximum degrees of 
freedom F corresponds exactly to the number of variables of states that can be changed with-
out altering the numbers of coexisting phases for a given number of independent components 
C. Coming back to the initial example of pure water (treated in section 3) – an unary system 
(C=1) – the maximum number of freedom for a single phase region (P=1) would be F=1-1+2, 
so exactly two. This can easily be appreciated from Fig. 2. In all two-dimensional phase re-
gions for the single phases vapour, liquid or solid, of the p-T phase diagram both parameters 
pressure and temperature can be changed in certain limits without modifying the phase equi-
librium. The situation changes if one refers to the freezing/melting line (equilibrium and 
phase boundary between ice and liquid water phase), to the condensation/vaporization line 
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(equilibrium and phase boundary between liquid water and gaseous phase) or to the resubli-
mation/sublimation line (equilibrium and phase boundary between ice and gaseous phase). 
The number of coexisting phases increases to two, the resulting number of maximum degrees 
in freedom is reduced to one: phase coexistence can only be maintained if the change of one 
parameter – pressure or temperature – is counterbalanced by the adoption of the other one. 
Even more particular is the situation at the so called triple-point, where water ice and vapour 
coexist. The number of concurring phases for stability increases to three, leaving only a de-
gree of freedom of zero: this state of matter is defined by one specific temperature and one 
precise value of pressure only. 
In solid state systems the phase rule, deduced by Gibbs simplifies, since the low compressibil-
ity of condensed systems allows neglecting the influence of mechanical pressure. Consequent-
ly the formula now reads, as follows: 
1F C P= − +  (8)
 
Without going to much into details, the example of the binary system iron – carbon (Fe – C) –  
as one case of a higher ordered and heterogenous systems should be reconsidered again. Pure 
Fe exists in its face-centred cubic modification (γ-Fe, austenite) between 912 °C and 1394 °C. 
Impressively, small amounts of carbon added, significantly change the phase boundaries in 
this system in that way that austenite is stable in a larger temperature range than without dis-
solved carbon C – at least up to a concentration of 0.8 at.-%. In this condensed binary system 
(C=2) two degrees of freedom can be chosen arbitrarily in certain limits without changing the 
phase stability of the single phase γ-Fe (austenite, P=1): temperature and composition 
(C-content). The influence of mechanical pressure was neglected here according to the Gibbs-
phase rule of condensed systems. 
It should be noted, however, that the simplification to exclude pressure is not admissible in 
geological sciences such as mineralogy, where the significantly enhanced values of mechani-
cal pressure due to the presence of the earth crust have to be taken into account. 
6.3 Order parameters 
In almost all cases individual possible modifications or phases of matter differ in their sym-
metry or order. The physical parameter defining the differences of various phases of one sys-
tem is therefore specified as order parameter ξ. It is used to describe the physical state distin-
guishing separate phases during a phase transition and represents a measure for the degree of 
order. Depending on the exact nature of the transition the ordering parameter can change dis-
continuously or steadily. Generally, the order parameter takes a value of 0 for the phase of 
higher symmetry and a value non equal to 0 for the one with lower symmetry. An intuitive 
example was already presented in the intermediate part of this tutorial (Fig. 4) on the different 
state forms of matter, where the order decreased from the solid, over the liquid and next the 
gaseous to finally the plasma state. A possible ordering parameter describing this sequence of 
phase transitions could be for example the density ρ that decreases with increasing degree of 
disorder. For such transitions that involve phases with a different state forms of matter (gas, 
liquid and solid), the ordering parameter – here density ρ – changes abruptly. On the contrary 
magnetic polarization M or electric polarizations P (refer to section 5.2) of a solid occur con-
tinuously, as a result of the change of external conditions, like temperature T, pressure p, 
magnetic field strength H or electric field strength E. 
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Other illustrating cases of order parameter are added in the list shown in table below. 
 
Phases involved Transition  Process Order parameter 
Gas Liquid 
Vaporization, 
Condensation 
Density ρ Liquid Solid 
Melting,
Solidification, 
Crystallization 
Gas Solid 
Resublimation, 
Sublimation 
Liquid Liquid Unmixing 
Composition 
(Concentration c) 
Solid Solid 
Decomposition 
Composition 
(Concentration c) 
Ordering 
Long range order 
parameter 
Change in crystal 
structure 
Distortion,  
lattice symmetry 
Paramagnetic 
Ferromagnetic or 
ferrimagnetic 
Magnetization 
Spontaneous 
magnetization M 
Paraelectric Ferroelectric  
Electrical  
polarization P 
In many cases of solid to solid phase transitions different phases often differ in not only one 
single order parameter but in several ones. Examples are ferromagnetic or ferroelectric trans-
formations, where it is not solely magnetization or electrical polarization that change but also 
mechanical distortion due to electro- or magnetostriction. 
6.4 Thermodynamical functions, process parameters and equilibrium 
• Thermodynamical functions and potentials 
A very fundamental and essential law in natural sciences teaches that a system, of what-
ever of kind it is alike, is stable and in equilibrium, when its energy is minimal, when it 
is as small as possible. The term equilibrium means that the system is then in a state, that 
will not change anymore and remain as it is, unless the external physical or chemical 
conditions are modified. This concept originally derived from mechanics arises from the 
fact, that if the driving force for a certain process such as motion, a chemical reaction or 
a phase transition vanishes, the system under consideration will be invariant. Since force 
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is formally and mathematically in generally a first derivate of energy this translates into 
the fact that energy should be minimized to realize a stable situation. From this context it 
becomes evident, that a judgement on the stability regions of matter in dependence of 
external physico-chemical parameters, like pressure, temperature, applied magnetic, 
electric even or even elastic fields cannot be described completely quantitatively in 
terms of the single order parameters ξ alone, which in fact are only specific and particu-
lar experimentally accessible “markers” for observable modifications of the materials 
behaviour or state. A full treatment requires the description of the inner energy U stored 
in a certain system in the framework of thermodynamics, correlating process quantities 
such as heat Q and mechanical work W to so called state functions, that energetically 
quantify a certain state.  
Independently of  in which kind of state a particular material system is, the inner energy 
U represents the summation of all kinetic and potential energy contributions, resulting 
from the external transfer of heat Q and or mechanical work W stored in that system. 
They include vibrational and eventually rotational parts of elementary particles like at-
oms, ions or molecules and their eventual arrangements arising from heating above a 
temperature above the absolute zero point of temperature: 0 K (Kelvin). This is exactly 
stated by the zeroth law of thermodynamics: 
“If two systems are in thermal equilibrium independently with a third system, they must 
be in thermal equilibrium with each other.” 
In any case, the first law of thermodynamics, teaches that energy can never be lost. This 
fact implies that, whatever kind of energy portion is transferred to a certain system – be 
it a partial differential of mechanical work δW or caloric heat δQ or of any other source 
is stored as a complete differential: 
 dU Q W= δ + δ  (9)
The second law of thermodynamics postulates that thermal energy cannot be trans-
formed at any rate in any another form of energy. This means that a certain portion of in-
ternally stored energy cannot be explored by any means. Or expressed in the other origi-
nal words: there is no variation of matter, which results in the simple transaction of heat 
Q from of one body of lower temperature to one of higher temperature. This statement at 
the first sight seems obscure, but it can be illustrated by a simple “Gedanken” experi-
ment: if a certain substance spontaneously dissolves in another substance (taken a drop-
let of ink immersing in some specific amount of water), because it’s a energetically more 
favourable situation, generally there is no force to push the system back to un-mixing. 
Once a stable mixture is formed it will remain as it is. 
This kind of irreversible contribution did bring up the term of “entropy” S. Intuitively, 
the entropy S can be regarded as a measure for the degree of disorder in a certain system: 
the higher its value, the larger is the disorder. This concept describes that spontaneously 
occurring processes are irreversible.  
Hermann von Helmholtz (1821 – 1894) introduced a novel concept, only accounting for 
the free parts of energy that can be transferred and defined, what later was named to his 
honour the free Helmholtz-energy F: 
F U T S= − ⋅  (10)
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An alternative formulation of the energy content of a certain system is the quantity of the 
enthalpy H:  
H U p V= + ⋅  (11)
However the most pragmatically used variable nowadays is the free Gibbs-enthalpy G: 
G H T S= − ⋅  (12)
• State variables, intensive and extensive properties 
The further treatment needs a further more systematical distinction between intensive 
and extensive parameters describing a certain thermodynamical material system. Inten-
sive properties such as pressure p, temperature T, electrical field strength E or magneti-
cal field strength H do not correlate with the size of the system under consideration. On 
the other hand, extensive properties, such as volume V, inner energy U, free Helmholtz-
energy F, enthalpy H, free Gibbs-enthalpy G, entropy S, electrical polarization P and 
magnetization M depend on the size of the represented system.  
The product of intensive and extensive properties results in an energy. 
• Classification of phase transitions 
According to the Austrian physicist Paul Ehrenfest (1880 – 1930) phase transitions can 
be categorized according to their “order” n. In this context systems are described by 
thermodynamical potentials, like the free Helmholtz-energy F or free Gibbs-enthalpy G 
in dependence of state variables, such as for instance temperature T, pressure p. The or-
der n of a phase transition then defines where the thermodynamical potential becomes 
unsteady and at which degree n of its derivative a singularity is observed. 
First order transitions represent discontinuous phase modifications, because the first de-
rivative of the thermodynamical potential, for example  
GV
p
∂
= −
∂
 or 
GS
T
∂
= −
∂
  (13)
and the order parameter ξ (such as for instance density ρ) reveal a singularity. Therefore, 
latent heat is consumed or released during first order transitions, since local infinitesimal 
fluctuations in the state of the system cannot expand spontaneously but require a certain 
activation energy for the transformation. Typical examples for first order phase transi-
tions, treated so far in the present tutorial, are the modifications of the state form of mat-
ter and crystallographic transitions. They consume energy for the formation of nuclei 
that are able to grow spontaneously, since new interfaces between the coexisting phases 
have to be established (section 7). This nucleation energy is compensated by lowering 
the free Gibbs-enthalpy of the system, for instance. Correspondingly, hysteresis effects 
such as undercooling and overheating are characteristic for first order transitions: more 
generally this means that the point where they occur can differ depending on whether a 
state variable is in- or decreased. 
Second order transitions, on the other hand, are continuous processes. The first deriva-
tive of the thermodynamical potential (e.g. equation 13) is unsteady at the transformation 
point but does not show any singularity as in the case of transitions of the order one. Al-
so the order parameter, for instance the magnetization M or electrical polarization P 
change continuously in dependence of intensive properties such as temperature T, pres-
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sure p, magnetic field strength H or electric field strength E at the transition point. No la-
tent heat and generally no interfacial extra energy are involved during a transition of 
second order. Phase transitions based on the mechanism of spontaneous un-mixing (spi-
noidal decomposition) may be added to this category. 
• Landau-Theory 
According to the so-called Landau-Theory [9], developed by the Soviet theoretical phys-
icist Lev Davidovich Landau (1908 – 1968, Nobel prize in physics 1962), second order 
phase transitions are described in the framework of a phenomenological model, relying 
on group theory. In this formalism the thermodynamical potential is expressed in func-
tion of the order parameter ξ (e.g. magnetization M or electric polarization P), designat-
ing properties that are accessible and determinable experimentally on a macroscopic 
scale, in the vicinity of the phase transition point. Generally, the thermodynamical po-
tential, for instance free Gibbs-enthalpy is developed and expressed in the form of a pol-
ynominal series expansion. The model usually applies in an approximate way to phase 
transitions, where certain symmetrical elements are broken. Since the Landau descrip-
tion of phase transitions represents a phenomenological theory, it only accounts for mac-
roscopically observable material properties – as for instance electric polarization P of a 
ferroelectric material. The theory therefore cannot reveal any information on microscop-
ic source for a certain material behavior. 
The coefficients of the polynominal expansion are derived macroscopically by experi-
ments. For this reason the Landau-model only represents a mean field theory, since it 
averages on microscopic interactions. Fluctuations of the order parameter around its 
equilibrium state are not considered.  
Generally the thermodynamic potential (e.g. the free Gibbs-enthalpy G) in the Landau-
formalism takes the form – written in an exemplarily chosen way: 
2 4
0
( , ) ( , )
( , , ) ( , ) ...
2 4
A T p B T pG T p G T pξ = + ⋅ξ + ⋅ξ +  (14)
Principally, the coefficients G0 A, B and so on in this development depended on external 
thermodynamic variables. 
7 Kinetic aspects: nucleation and growth 
Thermodynamics only describes and predicts, as shown in the previous part (section 6) of this 
tutorial, what kind and in which number phases in a particular material system are stable and 
eventually in equilibrium under certain external conditions, such as pressure, temperature and 
chemical composition, for instance. However, no predictions on how distinct phases trans-
form into each other can be made. Generally two different possible scenarios can be distin-
guished in this context regarding the stability of the initial phase through the variation of ex-
ternal physical conditions: 
• The initial phase becomes completely unstable. In this first case the system will trans-
form or decompose spontaneously in a way that a new phase continuously grows by in-
finitesimal small fluctuations out of the initial phase (e.g. negative or uphill-diffusion, 
spinoidal decomposition – refer to section 5.2, page A5 – 8). Even if submicronic actual-
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ly thermodynamically unstable nuclei are formed by coincidence, because the interaction 
forces driving the creation of the new phase predominate the arbitrary thermal motion of 
the elemental particles transformation will occur. In the case of spinoidal decomposition, 
for instance, this means that against the rules of diffusion (Fick’s first and second law) 
individual particles will not move in a way that concentration gradients are equalized but 
in an inverted manner. Concentration fluctuations gradually reinforce spontaneously. 
The reason for this behavior is that the attractive forces of two different components 
constituting an initial phase before transformation are stronger under the changed exter-
nal physico-chemical conditions than before. 
• The initial phase remains simply metastable and continues to exist even under the 
changed external circumstances (by undercooling or overheating beyond its stality 
point). In this second case this metastable phase transforms into a new more stable phase 
through nucleation and growth. Since the initial phase still reveals a certain stability in-
finitesimal small fluctuations are not sufficient to form the new phase. Only if larger 
fluctuations occur, sufficient to develop overcritical nuclei that are capable of growth, 
the transformation starts to take place. In a later stadium, when the initial phase already 
nearly disappeared completely, the transformed areas of the new phase can further grow 
on the expense of other smaller ones that continuously decrease in number and finally 
vanish completely (Ostwald ripening). 
The case of nuclei formation and growth will be considered in more depth – whereas the case 
spinoidial decomposition, is left for the interested reader to follow more intensively in the 
online available literature or in classical libraries. 
Assuming a simple phase α, that would transform into a second phase β because some exter-
nal chemical or physical change in circumstances, a certain energetic gain could be expected 
for instance if this phase is undercooled in a metastable state, in which thermodynamics 
would formally predict its inexistence for example by simply lowering temperature. Because 
of the reduction of volumetric free Gibbs-Enthalpy ΔGV (free Gibbs-enthalpy G per volume 
V) in this thermal range of undercooling additional energy is available to establish the interfa-
cial energetic part – ignored so far in purely thermodynamical considerations – between the 
mother phase and the emerging new nucleus. 
For the geometrically simplest case of a assumed spherical nucleus with a radius r the gain of 
volumetric amounts to: 
3
v
4
3
r Gπ ⋅ ⋅ Δ  (15)
On the other hand the creation of a new interface of the spherical nucleus to be formed re-
quires and consumes energy, since the bonding interactions at the surface are different to the 
ones in the volume: 
24 rπ ⋅ ⋅σ  (16)
σ represents the specific surface energy between the two coexisting phases. The energetical 
balance of the system can then be expressed as: 
3 2
v
4
4
3
G r G rπΔ = ⋅ ⋅ Δ − π ⋅ ⋅σ  (17)
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In order to form a critical nucleus of critical radius rc able to grow spontaneously the first de-
rivative of this term over the radius r has to be zero: 
2
c v c4 8 0
G r G r
r
∂Δ
= π ⋅ ⋅ Δ − π ⋅ ⋅σ =
∂
 (18)
This results in an expression for the critical nucleus radius rc 
c
v
2r
GΔ
⋅σ
=  (19)
and for the activation energy ΔGc necessary for its formation: 
3
c
V
16
4
G
G
Δ
Δ
π ⋅σ
=
⋅
 (20)
This treatment only considers the homogeneous nucleation. Generally however, phase trans-
formation start to occur heterogeneously at existing interfaces of defects within a material, 
because this is energetically more favourable.  
The time dependence (kinetics) of phase transitions can approximately be described by the so-
called Johnson-Mehl-Avrami-Kolmogorov – equation (JMAK – equation) at isothermal condi-
tions (T = const.). This theory [10] describes the process for microstructural transformations 
using two properties, treating both these properties like chemical reaction rates: a constant 
nucleation rate and constant growth rate of already existing nuclei. The JMAK-equation is an 
important and fundamental basis for the calculation of so called TTT-diagrams (Time – Tem-
perature – Transformation – diagrams. It predicts the volume fraction of a newly formed 
phase, depending on time assuming that during a phase transition constantly but not simulta-
neously new spherical nuclei are created randomly in space and grow. At the same time as 
these nuclei grow, new nuclei are formed. 
The proportion f of the transformed phase out the entire initial volume of the system is then 
expressed as: 
3 41 exp( )
3
f N v tπ= − − ⋅ ⋅ ⋅  (21)
This relationship holds for short as well as long transformation times t and also for small as 
large fractions f of the newly created phase out of its matrix. N describes the number of nuclei 
formed per time unit (nucleation rate determined by the activation energy ΔGc for the for-
mation of critical nuclei)  and v (growth rate). For short times t the expression simplifies to 
3 4
3
f N v tπ= ⋅ ⋅ ⋅  (22)
due to the approximation 1 exp( )x x− ≈ for small values of x far below 1. 
The equation for short times can in a simplified manner explained as follows: the number of 
nuclei with time increases according N⋅t and the individual volume of a nucleus growth with 
4π/3⋅(v⋅t)3, since the radius r increases with time t according to v⋅t. 
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1 Introduction – redox reactions 
Reactions in which electrons are transferred between the reaction partners, and in which cor-
respondingly the oxidation states of atoms change, are denoted as redox processes. Some ex-
amples:  
•  The oxidation of hydrogen occurs as a homogeneous reaction in the gas phase 
     H2 + 1/2 O2 ¾ H2O (1)
      and at elevated temperature also the reaction product H2O is gaseous. 
•  The oxidation of metals such as Ti converts one solid phase (Ti) into a different solid 
phase (TiO2) 
     Ti + O2 ¾ TiO2 (2)
•  At temperatures above zero K, any oxide exhibits a small but nonzero deviation from 
the perfect stoichiometry (see chapter A3). When temperature or oxygen partial pres-
sure pO2 are changed, this nonstoichiometry δ has to adjust, e.g. 
     TiO2-δ + ε/2 O2 ¾ TiO2-δ+ε (3)
      and when the perturbation is not too large, the material remains single-phase. 
Redox reactions can proceed by direct chemical reaction between the reaction partners. They 
can often also be carried out in electrochemical cells, in which an electrolyte (pure ion con-
ductor) is used to split the reaction into electron- and ion-transfer steps (see section 3), and 
which allows one to directly convert chemical energy into electrical energy and vice versa 
(fuel cells, batteries, electrolysers). Electrochemical cells can also transform "chemical infor-
mation" (e.g. the presence of a gas such as CO2) into an electrical signal, acting as a sensor. In 
the opposite direction, redox reactions in electrochemical cells can be used to create "chemi-
cal information" (e.g. deposition of metal clusters, filaments) by applying a voltage or current.  
For electrochemical devices, redox processes are important in various functions. They may be 
involved in the materials preparation steps (typically at very high temperatures for oxide and 
ceramic devices). When oxides are not deliberately sealed from the atmosphere, their non-
stoichiometry slowly equilibrates with the pO2 at the lower operation temperature which mod-
ifies the point defect concentrations and thus the materials properties, see chapter A3. When 
the operation temperature is so low that the oxygen exchange reaction is kinetically frozen in, 
the adjustment of the nonstoichiometry at high T combined with quenching can be used to 
tune the materials properties (e.g. Tc in YBa2Cu3O6+δ superconductors).  
Redox processes are an integral part of the functioning of electrochemical devices (e.g. the 
electrode kinetics of fuel cells, batteries, and gas sensors) but are also important for the long-
time stability of devices (e.g. a low oxidation rate is required for metallic interconnects in 
solid oxide fuel cells SOFC). Thus, a detailed understanding of the thermodynamics and ki-
netics of such redox processes is required. 
The present chapter discusses redox processes initiated by several driving forces. We start 
with the chemical driving force (typically a difference in the chemical potential of oxygen). In 
section 2.2, the overall stoichiometry relaxation kinetics and closely related experiments will 
be discussed, while 2.3 focuses on the surface reaction mechanism. Section 2.4 deals with 
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oxide phase formation in response to the chemical driving force. Section 3 describes electro-
chemical cells without and with current load. Further ion transport processes are discussed in 
section 4: demixing of solid solutions in electrical and pO2 gradients, and ion transport driven 
by temperature gradients. More detailed discussions of the topics treated in this chapter can be 
found in textbooks and overview articles such as [1,2,3,4,5,6,7,8,9]. 
2 Oxidation reactions and oxygen exchange 
2.1 Thermodynamics - Ellingham diagrams 
The thermodynamics of chemical reactions such as metal oxidation 
aM + 1/2 O2 ¾ MaO (4)
is described by the change of the standard Gibbs free enthalpy 
0 0 0
r r rG H T SΔ = Δ − Δ  (5)
0 0 0 0 0 0
2 2(M O) (M) 0.5 (O ) (M O) (M) 0.5 (O )a aH aH H T S aS S = − − − − −   (6)
A useful representation is the "Ellingham diagram" which shows ΔrG0 as function of T for 
several reactions (Fig. 1a). Since to good approximation the standard enthalpy of reaction 
ΔrH0 and entropy of reaction ΔrS0 are T-independent (unless phase transformations occur), 
ΔrG0(T) yields essentially straight lines with axis intercept ΔrH0 and slope ΔrS0. The standard 
entropy of oxidation reactions is usually negative because gaseous O2 molecules are convert-
ed into a solid oxide, losing their translational and rotational degrees of freedom. This leads to 
a positive slope in the Ellingham diagram. Less noble metals (which have a higher driving 
force for oxidation) appear in the lower part of the Ellingham plot (cf. MgO vs. NiO, ZrO2 vs. 
TiO2).  
For each T, there is exactly one pO2 under which metal and oxide phases coexist (Gibbs phase 
rule). This pO2 is obtained from the mass action constant of the oxidation reaction (R = uni-
versal gas constant; the activities of the pure solid phases are constant and therefore included 
in Kox): 
0 /1/2
2( O )
oxG RT
oxK p e
−Δ−
= =  (7)
These values are indicated in Fig. 1b. Metals which form several oxides (e.g. Cu2O and CuO, 
dashed lines in Fig. 1) exhibit one coexistence line metal/low-oxidation state oxide deter-
mined by eq. (7), and one between the two different oxides, determined by the mass action 
constant for the interconversion reaction such as 1/2 Cu2O + 1/4 O2 ¾ CuO. The stable re-
gions for Cu, Cu2O and CuO are indicated by the labels in boxes in Fig. 1b 
The gas-phase reactions H2 + 1/2 O2 ¾ H2O and CO + 1/2 O2 ¾ CO2 are often used to es-
tablish well-defined low oxygen activities. The resulting pO2 values depend on the H2, H2O 
and CO, CO2 ratio as well as on temperature. For example, a 1:1 mixture of H2 and H2O 
yields log(pO2/bar) = -15 at 900 K and -8 at 1500 K. As long as this pO2 is within the single-
phase region of an oxide, the applied pO2 can be used to tune the point defect concentrations 
of the oxide (see chapter A3). 
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Fig. 1: (a) Gibbs free enthalpy of the reaction aM + 1/2 O2 ¾ MaO, normalized per mol O 
in the oxide. (b) Metal/oxide  coexistence lines; for the Cu-O system also the Cu2O/CuO co-
existence line is given. Data taken from [10]. 
2.2 Stoichiometry relaxation and related experiments 
As long as an oxide is kept within the single-phase range, a change of T and pO2 leads to an 
adjustment of its nonstoichiometry according to 
     MaO1-δ + ε/2 O2 ¾ MaO1-δ+ε (8)
This general reaction holds for oxygen deficiency (positive values of δ) as well as oxygen 
excess (negative δ), and for all possibilities of realizing this nonstoichiometry (oxygen vacan-
cies or interstitials, cation vacancies or interstitials). It is a redox process because oxygen is 
converted from O2 (oxidation state 0) to oxide ions in the lattice (formal oxidation state -2; the 
real ion charge is typically a bit lower owing to partially covalent bonding, see e.g. [11]). In 
parallel, conduction electrons are consumed or electron holes created. Even if the electronic 
conductivity of the oxide is low, some transport of electronic carriers has to take place in par-
allel to the incorporation of oxide ions to fulfill the electroneutrality condition (in this sense 
even MgO is a "mixed conductor"). The kinetics of this stoichiometry relaxation is deter-
mined by one of several processes (see [1,4,6] for more details) as indicated in Fig. 2: 
•  surface exchange reaction  1/2 O2 + OV••¾ xOO 2h•+  (Kröger-Vink notation, see 
chapter A3), which transforms O2 molecules into oxide ions in the first layer of the ox-
ide. When the surface reaction limits the overall relaxation kinetics, the flux of O is 
given within the framework of linear irreversible thermodynamics by 
    O O Oj k c
δδ= −  (9)
where kδ is the effective rate constant which is discussed in more detail in section 2.3, 
and δcO is the step-like concentration change of O at the surface (corresponding to the 
drop in μO between the new equilibrium value and the actual value within the oxide 
drawn in Fig. 2). This equation has the same form flux = transport coefficient × concen-
tration gradient as Fick's first law (eq. (10) below), with the transport coefficient being 
kδ and the concentration gradient being condensed into the step δcO at the surface. 
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•  bulk chemical diffusion of oxygen which occurs by coupled migration of ionic (e.g. 
oxygen vacancies OV
•• ) as well as electronic defects (e.g. electron holes h• ), cf. chap-
ter A4. When this limits the overall kinetics, the O flux is determined by the chemical 
diffusion coefficient Dδ 
    O O Oj D c
δ
= − ∇  (10)
•  O transfer across blocking grain boundaries (cf. chapter A4; boundary blocking for 
ionic and/or ionic defects which are both required for chemical diffusion). The transfer 
across an individual blocking grain boundary is described  by  
    O O,gb O,gbj k c
δ δ= −  (11)
where O,gbk
δ  is the effective rate constant for the grain boundary transfer and O,gbcδ  the 
respective concentration step.  
 
Fig. 2: Stoichiometry relaxation of an oxide after a stepwise increase of pO2. The overall 
kinetics can be determined by surface reaction, bulk chemical diffusion of oxygen, or 
transport across blocking grain boundaries. The drawings at the bottom show the profile of 
the oxygen chemical potential for each of these processes being limiting. 
 
The surface reaction is limiting when the relation k⋅l < D holds [12], where l is half the sample 
thickness. This relation is applicable for chemical, tracer and electrochemical oxygen ex-
change by inserting the respective k and D. In the surface reaction limited regime, the concen-
tration profiles are flat within the sample and the change in μO is concentrated to the step at 
the surface as indicated in the insets in Fig. 2. Vice versa, the oxygen exchange is diffusion 
limited for k⋅l > D, i.e. thick samples and/or fast surface reaction. Then during the relaxation 
cO and μO exhibit sloping profiles over the whole sample thickness.  
For 1-dimensional concentrations profiles (sample = thin plate) and small driving forces (pO2 
changed by << 1 order of magnitude) the time evolution of the defect concentrations c  aver-
aged over the whole sample is given by the following equations. For surface limitation,  
    /
0
k t lt
t
c c e
c c
δ
−∞
= ∞
−
=
−
 (12)
bulk chemical
diffusion
transfer at blocking
grain boundaries
μO,ini
μO,end
μO,t μO,t μO,t
O2 + 2VO ↔ 2OO + 4h.
surface reaction
.. x
oxide
O2
O2 VO
..VO..VO
..
2 h.2 h.2 h.2 h.
VO..
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where l is half the sample thickness. For diffusion control, the short- and long-time expres-
sions are 
    0
3/ 2
0
4t t
t D
c c t
c c π τ
=
∞ =
−
≈
−
 (13)
/
2
0
8 tt
t
c c e
c c
δτ
π
−∞
= ∞
−
=
−
 (14)
where 2 2/ ( )D L D
δτ π=  with L = full sample thickness. In the regime of mixed surface and 
diffusion control, k and D can be extracted by fitting the averaged defect concentration to [13] 
    
2 2 2
0
2 2 2
10
2 exp( / )
1
( )
jt t
jt j j
L D t lc c
c c L L
δ
β
β β
β
β β
∞
=
=∞ =
−
−
= −
− + +
  (15)
with /L l k Dδ δβ = ⋅ , tanj j Lββ β =  and l = half sample thickness. This can lead to larger 
uncertainties for k and D because the differences in concentration profiles are quite subtle. 
Space-resolved measurements such as 18O profiles in the sample recorded by secondary ion 
mass spectrometry (SIMS [14], see chapter A4) or from space-resolved optical spectroscopy 
[15] allow for a better distinction between k and D contributions.  
Oxygen exchange between gas phase and solid does not only occur in the "chemical experi-
ment", i.e. change of pO2 with corresponding stoichiometry change, but also in the isotope 
exchange "tracer" experiment and in the electrochemical experiment. These three closely re-
lated experiments are summarized in Fig. 3. While a change of oxygen potential μO and the 
corresponding ∇cO is the chemical driving force for the first type of experiment, for the tracer 
experiment pO2 is kept constant and only 16O2 replaced by 18O2. Thus, the driving force is 
purely entropic (a gradient in the isotope fraction ∇c18O), and the oxide does not undergo a net 
stoichiometry change. In the electrochemical experiment, with the help of an ion-selective 
interface (a layer of electrolyte material) a purely ionic current is drawn through the mixed 
conducting oxide, with the electrical potential gradient ∇φ as driving force. Also in this case 
the stoichiometry of the oxide remains unchanged, and correspondingly k* = kq and D* = Dq. 
The measurement of the surface kinetics of SOFC cathodes by impedance spectroscopy falls 
into this group, the obtained surface reaction resistance is ∝ 1/kq (see e.g. [16]). The flux 
equations for diffusion and surface controlled kinetics are summarized in Fig. 3.  
For the diffusion-limited case, the relations between Dδ, D* and the defect diffusivity 
OV
D ••  
were already discussed in chapter A4. They are included in Fig. 3 to emphasize the similarity 
of the expressions for k and D. For both surface as well as diffusion limitation, the appearance 
of the "thermodynamic factor" wO is directly related to the fact that the stoichiometry is 
changed in the chemical experiment. wO can be calculated when the oxygen stoichiometry is 
known as function of pO2: 
    O O 2
O
O O
ln O 1
2 ln
c pw
RT c c C δ
μ∂ ∂
= = ∝
∂ ∂
 (22)
For oxides with a small concentration of electronic carriers or redox-active centers such as 
SrTiO3, wO may take large values in the range of 105 [17], while for SOFC cathode materials 
it is much smaller, often ≈ 102 [18]. This directly corresponds to the much larger "chemical 
capacitance" Cδ [19] of the latter materials. 
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Fig. 3: Three exchange experiments: chemical, tracer, electrochemical. The equations for k 
and D are derived assuming σeon > σion (e.g. for a SOFC cathode material), and that the same 
surface reaction mechanism applies for all three experiments. Square brackets denote defect 
concentrations, the thermodynamic factor wO is given by eq. (22) below. ℜ 0 is the equilibri-
um exchange rate of the surface reaction, Δx is the spatial distance of 1-2 Å involved in the 
surface reaction between gas phase and first layer of the oxide.  
The expressions for Dδ, D* as well as kδ, k* comprise a contribution which corresponds to a 
reciprocal capacitance (wO/cO for the chemical experiment, 1/cO for tracer, electrochemical). 
The other part represents a reciprocal resistance ([ OV
•• ]⋅
OV
D ••  ∝ σion for diffusion, Δ ⋅ℜ 0
x
 ∝ 
equilibrium exchange rate for the surface reaction). When the resistive part is identical, a 
larger capacitive part leads to a lower diffusion coefficient or effective surface rate constant 
because more atoms have to be exchanged upon a given external stimulus. The detailed deri-
vation of eqs. (19-21) can be found in [1,4,6]. 
2.3 Kinetics and mechanism of the oxygen exchange surface reaction 
The oxygen exchange reaction which converts gaseous O2 into lattice oxygen in the first layer 
of the oxide is a multistep reaction that proceeds via chemisorption (which typically is fast), 
dissociation and incorporation steps as schematically shown in Fig. 4a. On ionic solids, oxy-
gen typically forms charged adsorbates such as superoxide (O2-) or peroxide molecules (O22-). 
Subsequently, the O-O bond has to be dissociated, which can occur without or with assistance 
by OV
•• . Finally, the adsorbed atomic O- has to be incorporated into a OV
•• . The encounter of 
O- and OV
••  can be achieved by migration of O- and/or OV
•• . The task is to identify the fastest 
of several parallel pathways, and within this the slowest step - the rate determining step (rds) 
which determines the overall reaction rate. For this, we first have to derive the equilibrium 
exchange rate ℜ 0 for a hypothesized mechanism. Then, its dependence on pO2 and defect 
chemical experiment
stoichiometry change
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16O ↔18O
electrochemical experiment
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pO2,end > pO2,ini
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O2-
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16O2-
δ
= − ⋅∇O O
j D c
= − ⋅∇O 18O
*j D c φ∇
= −O O
2q F
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j D c
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≈ ⋅ O
O
O V
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O
1*k xc
≈
*qk k
(18)(17)(16)
(21)(20)(19)
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concentrations can be compared to experimental results. However, several hypothesized rds 
can lead to the same expression for ℜ 0, which means that such cases cannot be distinguished 
by kinetics measurements alone.  
 
Fig. 4: (a) Schematic: oxygen exchange is a multistep reaction, and can comprise parallel
branches, e.g. dissociation without or with assistance of an oxygen vacancy. (b) Concept of 
the rate determining step: one step has a much lower exchange rate than the others, thus its 
rate determines the overall rate. Almost all the driving force drops over this step, the other 
steps are in quasi-equilibrium. 
Table 1 shows an exemplary reaction pathway, and the rate expressions for each of these steps 
being the rds. The reaction rate ℜ is the difference of forward and backward reaction rates ℜ

,ℜ

. Each of these rates can be expressed via a rate constant 
k
,
k
 (which depends only on T) 
and the concentrations of species involved in the elementary step. As an example let us con-
sider the dissociation step S3 to be rate determining, then 
    ℜ = ⋅ −
 2- - 2
3 2 3
[ O ] [ O ]k k
 (23)
For the backward reaction, [O-] appears squared because two O- are reacting with each other. 
The exponents of the concentrations of reacting species in such rate expressions of elementary 
steps are called "reaction order", they typically have values of one (one molecule of this spe-
cies involved, either unimolecular reaction as in the forward reactions of S1-S3, or reacting 
with another species as in S4) or two (two identical molecules/atoms reacting with each other, 
cf. backward reaction of S3). The reaction order for O2 can furthermore take the value of 1/2 
when the dissociation of molecular species is a fast preceding equilibrium (cf. S4). The de-
termination of the reaction orders - in particular for O2 - is very important because it allows 
one to draw strong conclusions on the reaction mechanism (order = 1 → molecular oxygen 
species in the rds; order = 1/2 → only atomic species in the rds and dissociation is a fast pre-
ceding equilibrium). 
 
O2
OOx
chemisorption
with VO..
assistance
incorporation
O-
O2-
dissociation
after VO..
approach
after O-
migration
without VO..
assistance
gas phase
lattice oxygen δμO
rate determining step
= bottleneck
μO
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Table 1: Elementary steps for an exemplary reaction pathway of oxygen incorporation. The 
mass action constants in the second column are valid when all reactions up to and including 
the respective step are fast (the concentration of regular oxide ions xOO  is ≈ constant and in-
cluded in K whenever it appears). Similarly, mass action constants for the subsequent fast 
reactions can be given. The rate equation in the last column is derived for the case that the 
respective step is the rds. The overall pO2 dependence of ℜ 0 is calculated for the hypothet-
ical case of [ OV
•• ] ∝ (pO2)-0.1 and [ h• ] ∝ (pO2)0.2. 
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The concentrations of intermediate species 
2-
2
O
 and 
-O
 can be expressed via the mass action 
constants of fast preceding and subsequent equilibria, leading to the final rate expression as 
function of pO2 and defect concentrations: 
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The other results of Table 1 are derived accordingly. In deriving these expressions, we assume 
that the coverage with adsorbed species is low, i.e. that the concentration of free adsorption 
sites is essentially constant (if this would be violated, an additional term for the concentration 
of free adsorption sites would appear). It is also possible that not the reaction step itself such 
as the incorporation OO V
− + ¾ xOO h+   is the bottleneck, but rather the necessary encounter 
of the reaction partners O−  and OV
 . Then, the mobility (or equivalently defect diffusivity) of 
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that reaction partner which migrates towards the other additionally appears in the rate equa-
tion (an experimental example is given in [20]).  
The equilibrium exchange rate ℜ 0 is given by the geometric mean of ℜ

 and ℜ

, and close to 
equilibrium (e.g. impedance measurement at open circuit) directly equal to  ,ℜ ℜ
 
: 
    0 0; close to equil.:ℜ = ℜℜ ℜ = ℜ = ℜ
   
 (30)
The effective rate constants kδ, k* and kq are then related by eqs. (19-21) directly to ℜ 0.  The 
concentration cO of regular oxide ions is constant, and also the thermodynamic factor wO often 
depends only weakly on pO2, thus the pO2 dependence of the effective rate constants is large-
ly given by that of ℜ 0 (this pO2 dependence and dependence on defect concentrations is a big 
difference between the effective rate constants kδ, k*, kq and the "elementary step rate con-
stants"  ,k k which depend only on T). It is important to note that the overall pO2 dependence 
of ℜ 0 comprises also the contributions of the pO2 dependent defect concentrations. This is 
exemplarily calculated also in Table 1 for a hypothetical defect model with [ OV
•• ] ∝ (pO2)-0.1 
and [ h• ] ∝ (pO2)0.2. E.g., the pO2 dependence of the electronic defects leads to an overall pO2 
dependence as low as 0.6 for S3 being the rds, although the reaction order for O2 is one. Since 
typically the defect concentrations decrease the overall pO2 dependence (examples in Table 1: 
[ OV
•• ] being in the nominator and [ h• ] in the denominator for ℜ

) an overall pO2 dependence 
larger than 0.5 means a reaction order for O2 of one (but vice versa a value below 0.5 does not 
necessarily prove an O2 reaction order of 1/2). While often it is more intuitive for the forward 
reaction, owing to the principle of microscopic reversibility, the pO2 dependence of the back-
ward reaction rate must be identical. 
One challenge in the interpretation of measured k values is that strictly speaking the defect 
concentrations appearing in the rate equations (and their pO2 dependences) are that of surface 
defects. In general the absolute values of surface defect concentrations are expected to differ 
from bulk values, and apart from few studies under realistic pO2, T conditions (e.g. [21]), ex-
perimental data are scarce. However, for the strongly acceptor-doped and redox-active perov-
skites used as SOFC cathode materials, often is it reasonable to assume the same majority 
defects for the surface as for bulk, which leads to similar pO2 dependences. 
As long as they do not appear in the rds but only in preceding/subsequent equilibria, it does 
not matter if electronic defects are expressed as e'  or h   because they are related via the band 
gap reaction nil ¾ e' + h• . Only if they appear in the rds,  this would lead to different overall 
pO2 dependences. Since electronic carriers are involved in preceding fast equilibria such as 
step S1, a correlation between electronic structure parameters (such as the band gap in [22]) 
does not necessarily prove that electron transfers are involved in the rds; still the dissociation 
or an ion transfer step (S4) may be rate determining.  
For the elucidation of the reaction mechanism, ab initio calculations are an important com-
plementary tool yielding information that is very difficult to obtain from experiments (ener-
gies of surface defects and intermediate species, reaction or surface migration barriers). For 
mixed conducting oxides with a variable and perceptible nonstoichiometry, already the meas-
urement of adsorbate concentrations is very difficult because desorption from the surface and 
excorporation from the bulk strongly overlap. Adsorption energies of molecular (
-
2
O
,
2-
2
O
) and 
atomic species (
-O
) are negative, but the large negative ΔadsS0 leads to low adsorbate cover-
age at typical SOFC operation temperatures (see e.g. [23,24]).  
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Fig. 5: Energy (black) and Gibbs free energy profile (blue) for oxygen incorporation into
OV
••  at the (001)MnO2 termination of LaMnO3 obtained from DFT calculations. For the ΔrG 
profile, the entropic contributions at a typical SOFC operation temperature of 1000 K are
estimated on the basis of the overall reaction entropy of ≈ -200 J/mol K (i.e. losing almost all 
the entropy of the gas-phase O2; the largest part occurring in the adsorption step). For the 
encounter of OV
••  and 
-O
,one finds a much lower surface migration barrier of 0.7 eV for
OV
••  compared to 2 eV for 
-O
, thus OV
••  approaches 
-O
. The final incorporation of neigh-
boring 
-O
 and OV
••  has no perceptible barrier. Adapted from [24]. 
 
Another important result from ab initio calculations is that the dissociation of molecular oxy-
gen species such as adsorbed peroxide 
2-
2
O
 on a perfect perovskite surface has a perceptible 
barrier (e.g. 0.6 eV for LaMnO3, (001)MnO2 termination [24], Fig. 5). On the other hand, 
with assistance by a OV
••  the barrier becomes negligible (peroxide first vertically dropping 
into the vacancy, then splitting the O-O bond leading to one adsorbed O- and one xOO  filling 
the OV
•• ). However, for (La,Sr)MnO3, the OV
••  concentration is so low that the dissociation 
without OV
••  assistance is the faster option. In Fig. 5 the ΔrG profile exhibits two maxima of 
comparable height (dissociation, and mutual approach of OV
••  and 
-O
, indicated in red) which 
are the potential rate determining steps. It then depends on the detailed experimental condi-
tions (e.g. pO2) which of the two actually becomes limiting. 
Altogether, the oxygen exchange reaction requires ionic defects ( OV
•• ) as well as the transfer 
of electrons to adsorbed oxygen species. As a rough guideline, one can state that for an "elec-
tron-poor" material with large band gap and small redox activity such as slightly acceptor-
doped SrTiO3, the steps involving electron transfer (or directly subsequent such as 
2-
2
O
 disso-
ciation) tend to be limiting [25]. On the other hand, for "electron-rich" materials with small 
band gap and high redox activity, rather the steps related to oxygen vacancies become the 
bottleneck [26,20], and generally the exchange rates are significantly higher than for "elec-
tron-poor" materials. 
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2.4 Kinetics of oxide scale formation 
During the redox processes discussed in sections 2.2 and 2.3 the material remained single-
phase. In contrast, the process of scale (oxide layer) formation on metals discussed in the pre-
sent section implies formation of an additional solid phase, cf. reaction (2). Scale formation 
has high technical relevance; the development of a dense surface oxide layer preventing fur-
ther corrosion is decisive for many applications of non-noble metals. Two criteria determine 
the kinetics of scale formation: (i) In order to obtain a well-adhering oxide layer, the molar 
volumes of metal and oxide have to be quite similar, otherwise crack formation or flaking of 
the oxide repeatedly expose fresh metal. (ii) The kinetics of materials transport through the 
dense oxide layer must be sufficiently slow.  
Ref. [7] gives a good overview of different regimes of oxide scale formation. The main dis-
tinction is whether electric fields developing across the film are important ("Cabrera Mott 
theory" for thin films) or not ("Wagner theory" for thick films). Further complications by 
space charge effects within the growing oxide film are not discussed here - please refer to 
[7,27]. 
Wagner theory [28,7] 
 
Fig. 6: Growth of a dense oxide film of thick-
ness L on a metal when no relevant electric 
fields are present across the film. The slope of 
μO and μM within the film is not necessarily 
linear (deviations occur when the relevant D* 
is not constant but varies with μO, μM). 
 
 
The situation for "thick" films is depicted in Fig. 6. The driving force for oxide formation is 
the difference in μO between the metal and the gas atmosphere. The metal has a nonzero oxy-
gen solubility; μO in the metal is defined by the coexistence with the oxide at given T, see eq. 
(7). The gradient in μO - and correspondingly opposite gradient in μM (Gibbs Duhem relation) 
- leads to in-diffusion of oxygen and/or out-diffusion of metal, depending on the relative 
magnitude of metal and oxygen defect concentrations and mobilities. M and O diffusion are 
both ambipolar diffusion processes of ionic and electronic defects. Since ∇μO decreases with 
increasing film thickness (the same overall ΔμO drops over a larger L), the growth rate de-
creases with time resulting in a parabolic rate law. The derivation is formulated here in terms 
of metal diffusion (in most binary oxides, cations are more mobile than oxide ions). The flux 
of cations must be balanced by a corresponding flux of electronic carriers, leading to  
    i
2+
i
'M M
M 2M
'M
4 ( )
e
e
j j
F x
σ σ μ
σ σ
∂
= = −
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for the case that the ionic carriers are metal interstitials and the electronic carriers excess elec-
trons (cf. expression for chemical diffusion coefficient in chapter A4). This expression em-
phasizes that a perceptible ionic as well as electronic conductivity is required for high rates of 
M MO O2
L
μO
μM
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scale formation. The metal flux is constant within the oxide film (no sink terms inside the MO 
layer), and integration of eq. (31) leads to 
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 Since jM=VMO⋅dL/dt with VMO = molar volume of MO, this is equivalent to  
    2 2
dL L t
dt L
κ
κ=  =  (33)
with the "parabolic rate constant" κ given by 
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where teon = σeon/(σeon+σion) is the electronic transference number (close to unity for binary 
oxides such as ZnO, CoO, NiO). While in principle both 
iM
σ   and teon vary with μO across the 
oxide layer, they can be represented by averaged values (indicated by ; for explicit consid-
eration of this μO dependence see e.g. [1]), and the integration of dμM yields ΔμM: 
    i
0
MO M * MO
M M24
eon
eon
V t GD t
F RT
σ
κ μ Δ= − Δ = −

 (35)
The Nernst-Einstein relation was used to substitute σion by the self (≈ tracer) diffusivity of the 
mobile ionic defect. 0MOGΔ  is the standard formation Gibbs energy of the oxide MO from M 
and O2. Eq. (35) clearly shows that the "parabolic rate constant" is not a surface rate constant 
(as the k's in section 2.2, 2.3) but instead closely related to diffusivities. It also demonstrates 
another peculiarity of scale growth: while the nature of the diffusion process is chemical dif-
fusion (coupled transport of ionic and electronic carriers) the resulting time dependence eq. 
(33) differs from that of stoichiometry relaxation of a single-phase sample (eqs. (13-15)). This 
is related to the fact that in scale growth the driving force remains constant (ΔμO, ΔμM) and 
the the resistive contribution grows proportionally to the film thickness L, while in stoichiom-
etry relaxation the driving force decays. 
In many binary oxides, the bulk ionic diffusivity is very low (much lower than oxygen diffu-
sivity in acceptor-doped perovskites and fluorites), thus extended defects such as dislocations 
and grain boundaries are often found to lead to enhanced diffusion, and to dominate the scale 
growth kinetics (see e.g. [7]). The low diffusivities also mean that the critical thickness l = 
D/k below which the surface reaction would determine the kinetics becomes very small. Typi-
cally, such a regime is not unambiguously observed, and for very thin films rather the Cabrera 
Mott theory applies. 
Cabrera Mott theory [29,7] 
The scale formation theory by Cabrera and Mott describes the regime of extremely thin films 
where a very strong electric field across the film significantly affects the ion transport. The 
field arises from the fact that typically the work function of the metal is smaller than the ioni-
zation potential of negatively charged chemisorbed oxygen species at the surface of the oxide. 
Consequently, electrons will be transferred from the metal through the initially very thin ox-
ide film (by tunneling or thermionic emission) to form negative oxygen adsorbates on the 
oxide surface, until the electrochemical potential of the electrons is equilibrated throughout 
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the system (Fig. 7). The field Δφ/L is the larger the thinner the oxide film, and can reach a 
magnitude of  109 V/m (Δφ of 1-2 V, oxide thickness of few nm). 
 
 
 
Fig. 7: Situation for a very thin oxide film MO on a metal M (a) before equilibration of the 
electrochemical potential of the electrons, (b) after equilibration by electron transfer from 
the metal to chemisorbed oxygen species at the film surface. 
 
In the Cabrera Mott theory it is assumed that owing to the extremely small oxide thickness, 
ion transfer at the inner interface or at the surface is rate limiting (not carrier transport within 
the film). The respective ion transfer barrier is partly decreased by the electric field (analo-
gously to the Butler Volmer approach for electrode kinetics). This leads to a field-dependent 
term appearing in the rate equation (e0 = elementary charge, a = jump distance, k = Boltzmann 
constant): 
    ( )0 01exp . ln
2 2
e a e adL const t
dt kTL L kT
φ φΔ Δ 
∝  ≈ −  
 (36)
The oxidation rate decreases exponentially with increasing L, corresponding to an inverse 
logarithmic equation for the film thickness. The strong decrease of the growth rate with in-
creasing L leads to a "limiting thickness" in the range of 10 nm (cf. [7]) above which this 
growth mode ceases. Only if the temperature is higher than a critical value (which is related to 
the barrier height of the limiting process, cf. [7]), the growth then continues in the parabolic 
regime. 
3 Redox processes in electrochemical cells 
3.1 Electrochemical cells at open circuit  
Electrochemical cells consist of a (predominantly) ion conducting material that separates the 
two electrodes at which redox processes occur. The reaction partners may be solid, liquid or 
gaseous. The fact that the electrolyte membrane separates the space of reactants and products, 
and that it (predominantly) conducts only ions forces the chemical reaction under investiga-
tion to proceed via separate ion transfer (through the electrolyte) and electron transfer 
(through the outer circuit, where the electron flow can perform work). For simplicity let us 
consider the "reaction" of transferring oxygen from high pO2'' to low pO2 ' (Fig. 8). "Open 
CB
VB
M MO
O2/O2-
(a)
gas + -
O2/O2-
L
Δφ
(b)
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circuit" means that no current is flowing in the outer electrical circuit. For electrolytes with 
teon = 0 also no current flows within the cell (Fig. 8a). However, for electrolytes with a small 
but nonnegligible teon, an ionic and electronic current flow within the cell in opposite direction 
(Fig. 8b). This corresponds to some permeation of a neutral component through the electro-
lyte membrane (e.g. oxygen permeation by coupled transport of OV
••  and e'). 
Fig. 8: Electrochemical cells with pO2' < pO2'' at open circuit. (a) electrolyte with teon = 0 
(e.g. YSZ)  no internal current (b) electrolyte with teon ≠ 0 (e.g. Gd-doped CeO2 at T > 600 
°C; the value of teon = 0.33 is a bit overemphasized to show the effects more clearly) which 
leads to internal ionic and electronic currents. For both cases the electrode reactions are 
assumed to be sufficiently fast (negligible electrode overpotential) so that the measured volt-
age is entirely determined by equilibrium properties. 
 
Without being separated by an electrolyte membrane, this "reaction" simply corresponds to 
the expansion of O2, with ΔG = -RTln(pO2''/pO2'). Chemical equilibrium is achieved when ΔG 
= 0, i.e. pO2'' = pO2', and such a system in chemical equilibrium cannot deliver any work to 
the environment. When the two gas spaces are separated by an oxide ion conducting mem-
brane (mobile ''iO  or OV
•• ), the reaction can proceed only by splitting the oxygen into ionic 
and electronic carriers at both electrodes: 
    1/2 O2(pO2') + 2 e- (left side) ¾ O2-(left side) (37)
1/2 O2(pO2'') + 2 e- (right side) ¾ O2-(right side) (38)
The high ionic conductivity of the electrolyte forces the electrochemical potential of the oxide 
ions to be equal in the electrolyte and at both electrodes. Since μO differs between both sides, 
this leads to the difference in electrochemical potential of the electrons that is measured as 
voltage in the outer circuit. The cell is not in chemical equilibrium, and for the teon = 0 case 
ΔG of the cell (including the actual concentrations/activities of the reaction partners, thus pos-
sibly deviating from ΔG0) is completely converted into electrical energy 
    G zFUΔ = −  (39)
where z is the number of electrons transferred in the reaction. Let us discuss the (elec-
tro)chemical profiles in the cells in more detail. The electrochemical potential iμ  of a species 
i is composed of its chemical potential iμ  its charge zi and the electrical potential 
    i i iz Fμ μ φ= +  (40)
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197
A 6 — 16 R. Merkle 
The measured voltage (electromotive force, emf) is related to the difference in electrochemi-
cal potential of the electrons. For the  teon = 0 case we obtain the Nernst equation 
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using the relations 2-' OOeμ μ μ= −  , 2- OO Vμ μ= −    and 2O O / 2μ μ= . OVμ  and OVμ   have flat pro-
files throughout the electrolyte because the OV
••  concentration is constant (fixed by the dopant 
in YSZ) and the interior is field-free (highly ion-conducting material but j = 0 because of open 
circuit conditions). While there is no electrical potential gradient within the YSZ, potential 
steps (corresponding to double layers at hetero-interfaces) are present at the interfaces to the 
electrodes. Formally, one has to consider a minute electronic conductivity in the YSZ in order 
to have well-defined ' ' O,e eμ μ μ  within the electrolyte.  
For the case with  teon ≠ 0 shown in Fig. 8b, the situation differs in some aspects. The ionic 
and electronic current compensate each other 
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e 'μ  is obtained by considering also the local equilibrium 
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and the voltage is obtained after integration over e 'μ∇  . iont  is the ionic transference number 
averaged over the covered pO2 range, and it determines how much the measured voltage is 
lower that the Nernst voltage.  
Regarding the profiles within the electrolyte, 
OV
constμ =  is still a reasonable assumption 
because the changes in OV
••  concentration caused by the slight redistribution of electronic de-
fects in the potential gradient is small in relative terms. Because of the local equilibrium with 
μO, also μe' has the same slope as in Fig. 8a. The slope of e 'μ  is decreased according to the 
lower voltage in eq. (44), and the difference yields the electrical potential gradient φ∇  in the 
electrolyte (nonzero, in contrast to Fig. 8a). φ∇  then also causes the gradient in 
OV
μ  shown in 
Fig. 8b. By applying eq. (44), electrochemical cells at open circuit can be used to determine 
the ionic transference number of mixed conductors (as long as tion exceeds several percent).  
An important technical application of cells at open circuit are potentiometric gas sensors such 
as the lambda probe to measure pO2 in exhaust gas for adjusting the fuel/air ratio. The meas-
ured gas is not necessarily identical to the mobile ionic species, e.g. the reaction Na2CO3 ¾ 
CO2 + 1/2 O2 + 2 Na+ + 2 e- at the electrode couples pCO2 to the Na+ activity, allowing to 
build a potentiometric CO2 sensor based on a Na+ conducting electrolyte. The combination 
with an air-stable two-phase Na2Ti6O13/TiO2 reference electrode leads to a sensor signal that 
is not disturbed by pO2 changes [30]. 
In a fuel cell, the effective pO2 at the anode is determined by the gas composition (e. g. pH2 
and pH2O) and the respective equilibrium constant (for H2 + 0.5 O2 ¾ H2O). The resulting 
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pO2 for equal pH2 and pH2O amount to about 10-63 bar at 100 °C and 10-20 bar at 700 °C. Cor-
respondingly, the open circuit voltage of the fuel cell (which can also directly be obtained 
from zFU = -ΔG) decreases from 1.17 V to 1.01 V with increasing T.  
3.2 Cells generating current or acting as electrochemical pump 
 
Fig. 9: Fuel cells based on (a) oxide ion conducting electrolyte (e.g. Y-doped ZrO2, Gd-doped 
CeO2, T ≥ 600 °C). (b) proton conducting electrolyte - either proton conducting polymer such 
as Nafion (T ≈ 80 °C, see e.g. [31] and references therein) or proton conducting ceramic 
membrane such as Y-doped BaZrO3 (T = 400-600 °C, see e.g. [32] and references therein). 
The overall reactions are indicated at the bottom. 
 
Electrochemical cells for electricity generation comprise batteries (primary batteries, or re-
chargeable) and fuel cells. While the former have only that amount of chemical energy avail-
able for conversion that is initially stored in the electrode materials, the liquid or gaseous fuel 
(anode side) and oxygen (air; cathode side side) in fuel cells can be replenished continuously. 
Both types of cells have the advantage that they are not limited by the Carnot efficiency, but 
rather by eq. (44). As soon as a current is drawn from electrochemical cells, the voltage drops 
below the open circuit voltage. The higher the current density, the higher the voltage drop 
(losses) and the lower the conversion efficiency.  
Fig. 9 illustrates the main types of fuel cells: (i) based on oxide ion conducting electrolytes 
such as YSZ. They typically require operation temperatures above 600 °C, but since it is ox-
ide ions that are transported through the ceramic electrolyte membrane, they can operate on 
hydrogen as well as on hydrocarbon fuels (with some measured taken to prevent coke deposi-
tion on the anode). (ii) based on proton conducting electrolytes. There are two options: proton 
conducting polymers operating at ≈ 80 °C, and proton conducting ceramic membranes operat-
ing at 400-600 °C.  
Several processes contribute to the losses as exemplified in Fig. 10, based on numerical val-
ues that are in a range found for SOFC. The ohmic resistance (mainly from the electrolyte) 
leads to a linear voltage drop according to ΔU = Rohm⋅I. The electrode reactions are in general 
not fully reversible (not infinitely fast), and thus also lead to a voltage drop. In contrast to the 
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ohmic loss, the electrode reaction resistance is not constant but decreases with increasing cur-
rent density (more details on electrode kinetics in the next section). Thus, the loss from the 
reaction resistance is most severe at low current density and then levels off (Fig. 10a). On the 
other hand, at high current densities, gas phase transport limitations and/or pore diffusion 
come into play. The overall result is that the power density passes through a maximum as 
shown in Fig 10b. The conversion efficiency drops e.g. to only 56 % at 1.2 A/cm2. 
Fig. 10: (a) Resistances, losses (b) cell voltage and power density for a SOFC. The relative 
magnitude of the different losses varies with the current density. 
 
Instead of generating electricity, an electrochemical cell can also be driven by an externally 
supplied current. When an oxide ion conducting electrolyte is used, such a device can be ap-
plied to pump oxygen from one side to the other with an extremely high selectivity and exact-
ly controlled oxygen flux, e.g. for supplying oxygen into a catalytic reaction. When a fuel cell 
is driven in backward direction by an external current, it works as an electrolyzer, inverting 
the reactions given in Fig. 9 converting e.g. water to hydrogen (see e.g. [33]). High tempera-
ture electrolysis cells benefit from the voltage decrease calculated above for the reaction H2O 
¾ H2 + 1/2 O2 cell with increasing T. In electrolysis mode, heat created by internal re-
sistances as soon as a current flows can contribute to driving the water splitting reaction. 
3.3 Electrode kinetics 
For cells at open circuit, the electrode kinetics is determined by the equilibrium exchange rate 
as discussed in section 2.2. Under current flow, the corresponding potential gradients modify 
the reaction rate. For electrodes in contact with liquid electrolytes, this dependence can often 
be described by the Butler Volmer equation (see e.g. [34] for detailed derivation) 
    
0 exp exp
zF zFi i
RT RT
η η
α α
    
= − −        
   (45)
with i0 = exchange current density, η = overpotential, ,α α   = symmetry factors ( 1α α+ =  ). 
The simplistic picture behind this equation is that a part of the applied overpotential (αη  for 
forward and αη  for backward reaction) lowers the effective reaction barrier. While for elec-
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trodes in electrolyte solution η indeed drops at the electrode surface, the surface potential 
drop of gas-solid electrodes - which is the quantity that affects the electrode kinetics - is not 
necessarily identical to η. The potential drop at the surface may well change with applied η, 
but it is also influenced by the coverage with charged adsorbates (which itself may depend on 
η). An important difference to metal electrodes is that in electrodes consisting of mixed con-
ducting oxides an applied η corresponds to a change of μO, which may change the concentra-
tions of defects that are relevant for the reaction rate. For more details see [35,36]. While for a 
certain overpotential range an expression of the form of eq. (45) - maybe with 1α α+ ≠
 
 - 
could be able to fit measured data, care must be taken regarding a physically correct interpre-
tation. 
3.4 Stoichiometry polarization, Wagner-Hebb experiments  
The term stoichiometry polarization describes an experiment in which a current is drawn 
through a sample having more than one mobile carrier, and where at least one electrode is 
selectively blocking. The purpose of this experiment is to determine the conductivity of the 
non-blocked carrier (see [37,38,39]). From the transient behavior also the chemical diffusion 
coefficient can be obtained.  
Fig. 11a gives an experimental example: galvanostatic measurements on mixed conducting 
Ag1.93Te with ion- as well as electron-blocking electrodes. Directly after the switching on of 
the current, the voltage drop between the sensing probes represents the resistance from the 
total conductivity Ut=0 = Rtot⋅I, because also the carrier for which the electrode is not permea-
ble can migrate some distance within the sample before "hitting" the selectively blocking in-
terface. The conductivity calculated from this short-time response is identical for ion- and 
electron-blocking electrodes. At long time, the current of the blocked carrier is zero, i.e. the 
steady state current is carried only by the non-blocked carrier and the voltage drop is related 
to the non-blocked conductivity by U = Rnon-blocked⋅I. After switching off the current, the relax-
ation of U occurs with the same transient behavior as for the polarization. In Fig. 11a the ex-
periment is shown for both ion- and electron blocking (consistently yielding teon ≈ 0.2); typi-
cally the measurement is performed only for the carrier with the smaller transference number. 
The comparison of the DC measurement to AC (impedance response) of a sample contacted 
with one or two selectively blocking electrode can be found in [1]; both techniques are in 
principle able to resolve σion or σeon and σtot, but when the approach to the steady state takes 
very long the time-resolved DC measurement is more practical than the frequency-resolved 
impedance spectroscopy. 
Fig. 11b schematically shows the concentration profiles that develop with time in the sample. 
The blocked carrier first accumulates only close to the blocking interface, and with time this 
concentration gradient extends over the whole sample thickness. It balances the electrical 
driving force felt by this carrier, finally leading to a complete ceasing of its current. Owing to 
local electroneutrality, also the mobile carrier develops a corresponding gradient. Thus, the 
formed gradient is the concentration gradient of a neutral component. Therefore it is also clear 
that the transient behavior of the voltage drop is determined by chemical diffusion of this neu-
tral component, following a /t δτ  behavior for short and an exponential decay for long time 
(similar to eqs. (13-14)). The characteristic time τδ is identical for both experiments in Fig. 
11a, and related by   
    
2
2
4L
D
δ
δτ π
=  (46)
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to the chemical diffusion coefficient (L =  full sample thickness; when both electrodes are 
blocking the factor 4 has to be omitted). 
 
Fig. 11: (a) Galvanostatic measurement on Ag1.93Te with electron-blocking (top) and ion-
blocking electrodes (bottom). The voltage sensing probes are separated from the current 
contacts to eliminate interfacial transfer resistances. Ag1.93Te has an ionic transference 
number of ≈ 0.2 under measurement conditions. Adapted from [1,39]. (b) Concentration 
profiles under galvanostatic polarization; the left electrode is reversible for ionic and elec-
tronic carriers, the right electrode selectively blocks one of the carriers. Adapted from [40].
 
For practical experiments with oxides one has to ensure that a "leakage" through the lateral 
sides is avoided (gas-tight sealing; if T is low enough to freeze out the exchange kinetics of 
the bare surface this can be omitted but then the reversible electrode requires a good O ex-
change catalyst). Furthermore, voltage drops at the interface to the selectively blocking elec-
trode should be avoided (or at least quantified by impedance spectroscopy), for some other 
critical points see e.g. [41].  
So far the discussion referred to comparably small voltage drops created by the polarization, 
thus the extracted Dδ and tion, teon which depend more or less strongly on the exact sample 
nonstoichiometry, are averaged only over a small composition range. However, one can de-
liberately enforce large voltage drops corresponding to large gradients in component activity 
within the sample to actually extract the dependence of tion, teon, Dδ on this activity (i.e. on the 
effective pO2 in an oxide sample). For quantitative details see e.g. [1]. 
reversible 
electrode
selectively
blocking
electrode
0 Lx →
c
→
t = 0
(b)
t
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4 Processes driven by voltage load or T gradients 
In this section we deal with some more cases of ion transport driven by potential gradients 
(kinetic demixing, thermodiffusion) which are not covered in sections 2 and 3. They can be-
come critical for the long-time stability of electrochemical devices. More details can be found 
e.g. in [8,9,42] which cover also related effects such as kinetic decomposition or morphologi-
cal instabilities. 
4.1 Kinetic demixing 
The term  kinetic demixing means the transformation of a homogeneous solid solution into an 
inhomogeneous system (but still single-phase) by a potential gradient. After a transient, the 
system will reach a state with steady concentration gradients. They start to revert as soon as 
the potential gradient is not active any more. The driving force can be an electrical potential 
gradient as well as a chemical potential gradient.  
 
Fig. 12: Kinetic demixing of Y 
and Zr in Y-doped ZrO2 under 
voltage load of 0.73 V. Note that 
the Y concentration profile is still 
far from the steady state. Figure 
taken from [43]. 
 
An example for the first case is Y-doped ZrO2 (YSZ, an electrolyte conducting oxide ions via 
oxygen vacancies) under a DC current. Even for reversible electrodes (i.e. fast oxygen ex-
change reaction 2 O1/2 O  +V 2e '
•• + ¾ xOO ), a small part of the current will be carried by cati-
on migration (the concentration of cation defects and their mobility are much lower than that 
of OV
••  but not zero). The kinetic demixing is caused by the fact that the charge and mobility 
of Y3+ and Zr4+ differ (irrespective of the mechanism of cation migration proceeding via va-
cancies or interstitials). As a consequence, the more mobile Y3+ accumulates close to the 
cathode (Fig. 12). The magnitude of the steady state concentration changes increases with 
applied voltage. Such a demixing can become problematic when a YSZ electrolyte membrane 
is operated for very long times in a SOFC, because then in large parts of the membrane the Y 
content deviates from the the optimum dopant content. 
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Fig. 13: Kinetic demixing in a pO2 gradient. (a) Sketch of chemical potential gradients, figure
taken from [9]. (b) Experimental results for Co0.6Mg0.4O exposed to a pO2 gradient (p'/p'' = 
3), the more mobile Co accumulates at the high pO2 side. Figure taken from [44]. 
 
 
An example for the second case (chemical potential gradient) is a (Co1-xMgx)O sample ex-
posed to different pO2 at the two sides. This causes not only a μO gradient in the sample, but 
according to the Gibbs-Duhem relation (eq. (47), x denotes molar fraction) also gradients in 
μCo and μMg as shown in Fig. 13a. The relative magnitude of ∇μCo and ∇μMg is determined by 
the ratio of the cation diffusivities: 
    Co Co Mg Mg O O 0x d x d x dμ μ μ+ + =  (47)
Co Co Mg MgD Dμ μ∇ = ∇  (48)
The more mobile cation accumulates at the side with higher pO2 (Fig. 13b).The larger the 
ΔpO2, the larger the accumulation. This mode of kinetic demixing can become detrimental for 
oxygen permeation membranes. 
4.2 Thermodiffusion 
Temperature gradients can also act as the driving force for transport. The key quantity is the 
"heat of transport", i.e. the heat that is carried along when a carrier is transported. This cou-
ples electrical or mass flux and heat flux. The Seebeck effect of electronic carriers driven by 
ΔT is widely applied in the temperature measurement by thermocouples. Thermoelectric de-
vices based on the Seebeck effect are intensively investigated for direct electricity generation 
from waste heat. Also the inverse process - Peltier effect, generation of a T gradient by and 
electric current - is well known and widely applied.  
The respective effects of coupling heat and mass transfer are the Ludwig-Soret effect (ther-
modiffusion, ion transport driven by ΔT) and the Dufour effect (ΔT generated by ion flux). 
The Soret effect can lead to gradients in the nonstoichiometry of a binary material (e.g. Cu2-
δO [42]) but also to gradients of a dopant in a host material (e.g. M2+ donor dopants in alkali 
halides, see refs. given in [45]), or to the demixing of solid solutions (Co1-xMgxO [46], Fig. 
14). These processes can affect the long-term stability of devices operating in T gradients.  
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For mixed-conducting Cu2-δO [42], the electronic as well as the ionic thermopower was 
measured. The relative change of the copper nonstoichiometry δ under a temperature gradient 
was found to be 1.7 % per K. Thus, already moderate T gradients of the order of 60 K might 
lead to the decomposition of this material. The extracted heat of transport of 180 kJ/mol for 
Cu in  Cu2-δO is of fundamental interest for the understanding of ion transport mechanisms, its 
magnitude can exceed the migration barrier. 
 
Fig. 14: Demixing of 
a Co0.6Mg0.4O single 
crystal after 214 h in 
a temperature gradi-
ent of 45 K at a mean 
T = 1528 K. Figure 
taken from [46]. 
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1 Goal of this Lecture
This lecture is devoted to electron transport. We are going to present a modern understanding
of electron transport, which is based on the Boltzmann equation, but also contains a detailed
discussion of the limits of applicability of transport theory based on the Boltzmann equation. In
particular, you will learn when this equation can not be applied and when it has to be applied
with great care, i.e. when additional correction terms have to be considered. In the end this
should lead to a detailed understanding of the role that disorder and electron correlations play
for charge transport. We will see how the interplay of disorder and correlations impacts charge
transport and discuss recent research activities. Hence, this lecture series should also help you
to link between textbook physics discussing scientific mysteries solved in the past and scientific
questions that we are currently tackling. Hopefully, you will find these goals and this content
both scientifically rewarding and interesting.
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2 The Development of Transport Theory and the Boltzmann
Equation
Outline
The present chapter aims to provide a quick overview of the basic concepts of electron trans-
port theory usually encountered in a first course on solid-state physics. These concepts were
developed between roughly 1895 and 1930. In particular, the following topics are discussed:
 Criteria to determine whether a material is a metal or an insulator
 Concept of metal-insulator transition (MIT)
 Historical development of the microscopic theory of electrons in solids
 Boltzmann equation to describe electron transport in a solid
 Success stories for the Boltzmann transport equation.
2.1 Charge Transport Properties
The crucial quantity describing charge transport is the conductivity σ, that relates the current
density j to the electric field E across the material through the relation j = σE and depends
upon charge carrier concentration n and carrier mobility µ according to the relation σ = eµn
(for single channel transport), where e is the elementary charge.
Figure 1: Conductivity σ of various materials at room temperature = 300K: The con-
ductivity spreads over 32 orders of magnitude, whereas the atomic spacing only varies between
2Å and 5Å. (The data has been gathered by [1].)
In figure 1, the conductivity at room temperature (T = 300K) of various materials is displayed.
While the conductivity varies over an incredibly wide range of 32 orders of magnitude, a typ-
ical nearest neighbor distance between the atoms in a solid only ranges from 2Å to 5Å. The
significant difference in conductivity enables to group materials in two different classes, metals
and insulators, with two criteria to decide whether a material belongs to the former or the latter
class.
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1. Slope of the resistivity ρ(T ):
∂ρ
∂T
< 0 ⇒ insulator
∂ρ
∂T
> 0 ⇒ metal
N.B. Unfortunately and interestingly, this cannot be con-
sidered as an unambiguous criterion to distinguish be-
tween metals and insulators, since also metals can fea-
ture ∂ρ
∂T
< 0 (see section 3.1 and 4.2).
2. Low temperature limit of the conductivity:
σ (T → 0) = 0K ⇒ insulator
σ (T → 0) = 0K ⇒ metal
Bet: It is not possible to treat an elemental metal in a way that it will no longer
show metallic behavior (i.e. a finite conductivity for T → 0K) in its solid state,
no matter how many defects you induce. For the first counter example, a bottle of
champagne is offered.
The the bet on the conductivity of elemental metals should lead the reader to wonder about the
possibility to turn some metals into insulators and vice versa by means of proper “treatments”.
Vanadium dioxide (VO2) is an example of a material undergoing a metal-insulator transition,
as shown in figure 2: while the Hall mobility slightly changes at the transition temperature
T ≈ 68 ◦C, the variation of the number of charge carriers per vanadium atom exeeds 4 orders
of magnitude. The transition from a semiconducting transparent phase to a conducting non-
transparent one and the possibility to reduce the transition temperature to 29 ◦C by doping VO2
with 1.9 at.% tungsten [3] enable the application in the architectural glazing industry. Indeed,
architectural glass coated with a thin tungsten doped VO2 layer can be used as an “intelligent”
window glass which decreases the transmission of infrared light on warm days, but allows heat
radiation to be transmitted into the house on cold days. Another application could be to coat the
metal of a flat-iron with a material that undergoes an MIT at a temperature around 58 ◦C. The
correlated change of optical properties could then be used as an indicator for the flat-iron being
hot, so that one knows that it is too hot to touch it.
In VO2, the MIT is based on a change of the crystal structure that induces a change in the elec-
tronic properties of the material; indeed, the material passes from a low temperature monoclinic
phase with insulating properties to an high temperature rutile phase with metallic properties.
However, even more interesting is the origin of MIT without any change in the crystal structure.
There are two different ways to have an electronically driven MIT:
1. doping, postulated by Sir Nevill Francis Mott;
2. disorder, postulated by Philip Warren Anderson.
Mott and Anderson - together with John van Fleck - were awarded the Nobel Prize in 1977
“for their fundamental theoretical investigations of the electronic structure of magnetic and
disordered systems” [4]. Both have worked for decades on charge transport in solids, but their
views differed considerably both with regard to possible origins of the MIT as well as the
pathway to the insulating state. This will be discussed in section 6.
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Figure 2: Charge carriers and Hall mobility in VO2 upon MIT: VO2 undergoes a metal-
insulator transition at temperature ≈ 68 ◦C. Upon this transition, the Hall mobility hardly
changes, while the number of charge carriers per vanadium atom does change by more than
4 orders of magnitude. [2]
2.2 Historical Background of Charge Transport Theory
Drude’s model of electron transport The first important development of a microscopic
theory of charge transport came from Paul Drude in 1900, only three years after J. J. Thompson
had discovered the electron (Nobel Prize in Physics 1906). Drude tried to build a theory in the
spirit of the kinetic gas theory and assumed that electrons can be treated as classical particles
with thermal energies that scatter at the ion cores in a solid. In an external field E , the electrons
are accelerated along the path between two collisions. With τ being the average time between
two collisions, the equation of motion for an electron is given by
mv˙ +
m
τ
vD = −eE
wherem is the electron mass, v = vD + vtherm is the velocity of an electron, vD is the drift velocity, vtherm is the
thermal velocity, e is the elementary charge.
It’s worth to focus for a moment on the term τ . If we switch off the electric field, the electron
velocity relaxes exponentially to the thermal velocity with a time constant τ ; the relaxation time
approximation is widely used in the study of transport phenomena, since it allows to combine
good description and equation manageability.
In the stationary case (v˙ = 0), the drift velocity vD becomes
vD = −eτ
m
E .
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By reminding that vD = −µE for electrons, the electrical conductivity σ is thus given by
σ =
j
E
=
−envD
E
=
ne2τ
m
(1)
where j is the current density, n is the electron density.
However, Drude made some severe mistakes when deriving Ohm’s law:
1. treatment of electrons as classical particles, although they have to be treated as waves un-
der specific conditions, as first shown by Sir G. P. Thompson (as his father J. J. Thompson
before, Thompson Jr. was awarded with the Nobel Prize in Physics (in 1937));
2. electron energies of kBT ;
3. scattering at ion cores in the crystalline solid (electrons are characterized by stationary
states in a perfect periodic potential, thus no scattering events occur in absence of “dis-
turbances” or boundaries, as we will see in section 2.2);
4. electron-electron interaction is neglected.
Figure 3: Sommerfeld’s approach to electron theory of metals: a) Arnold Sommerfeld. b)
Qualitative potential for an electron in a periodic lattice (continuous line) and approximation
proposed by Sommerfeld in his model (dashed line).
Sommerfeld’s theory of metals In 1933, Arnold Sommerfeld and Hans Bethe (Nobel Prize
in Physics in 1967 “for his contributions to the theory of nuclear reactions, especially his dis-
coveries concerning the energy production in stars” [5]) developed the model of the free elec-
tron gas in an infinite square-well potential to describe conduction electrons in metal (figure 3);
electrons in the most external shell are hardly sensitive to the region close to the nuclei because
of the effect of the core electrons, therefore the effective potential acting on them becomes a
smoothly varying quantity that can be approximated by a constant.
In this model, the possible energy states are given by
E = E0 +
2k2
2m
=
2
2m
(
k2x + k
2
y + k
2
z
)
,
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where the metal crystal had been simplified to a cube of length L with infinite potential barrier
at the surfaces; for simplicity, E0 = 0 is usually assumed.
The components of the wave vector kx, ky, kz can be constrained by imposing that the wave
function vanishes at the borders of the cube; it results
kx =
pi
L
nx,
ky =
pi
L
ny,
kz =
pi
L
nz,
with nx, ny, nz = 1, 2, 3, .... With this limitation, only k values in the positive octant in k-space
are possible, which leads to the density of states (cf. [6], Sections 6.1, 6.2)
D(E) =
(2m)3/2
2pi23
E1/2. (2)
With the number of occupied states
n =
∞∫
0
D(E)f(T,E)dE
one obtains for the Fermi energy E0F at T = 0K
E0F =
2
2m
(
epi2n
)2/3 ∝ n2/3.
The higher the density of electrons in a solid, the higher is the Fermi energy E0F.
a
b
Figure 4: Characteristic spatial dependence of Bloch wave functions: (a) Core wave function
and (b) valence wave function. The envelope is sinusoidal, i.e. a plane wave. [7]
215
A7 — 8 Matthias Wuttig
Bloch’s theory of electrons in solids Considering the periodic potential of the ion cores in a
crystalline solid, the solutions of the Schrödinger equation becomes Bloch waves, named after
Felix Bloch:
ψk (r) = uk (r) · exp
(
ik · r
)
, (3)
with the lattice-periodic modulation factor uk (r) = uk (r + rn); the envelope of the Bloch
waves is a plane wave (see figure 4). It’s possible to prove that ψk = ψk+ gn and E(
k) =
E(k+ gn), where gn is the reciprocal lattice vector; therefore, by virtue of the Pauli’s exclusion
principle, it’s common practice to narrow the analysis to the states within a “period” of the
reciprocal lattice (ex. the first Brillouin zone). Drude had assumed scattering of the electrons
at the periodic potential of positive ion cores (without the scattering, there could not be any
electrical resistance). However, the Bloch waves that solve the stationary Schrödinger equation
describe propagation without any scattering, since ψ∗ψ is time-independent. For wave packets
consisting of electron waves, which describe localized electrons, ψ∗ψ is still time-independent.
It follows that electrons cannot scatter with the ion cores.
Two are the possible ways how deviations from the undisturbed propagation can occur:
1. Electron scattering due to deviations from the full periodicity of the crystal lattice:
(a) time-independent lattice defects such as dislocations and impurities;
(b) time-dependent deviations from the periodicity, i.e. lattice vibrations.
2. Electron-electron scattering.
The Boltzmann equation takes such scattering events into account.
2.3 The Boltzmann Equation
The Boltzmann equation is a semi-classical approach to the problem of transport due to intra-
band electronic processes, consequentially suitable for metals. In particular, the Boltzmann
equation describes the influence of external fields and scattering events on the distribution func-
tion f(r,k, t) of charge carriers.
Without any external fields and without any temperature gradient, the distribution function is
given by the Fermi-Dirac distribution:
f0
[
E
(
k
)]
=
1
exp
[
E(k)−EF
kBT
]
+ 1
(4)
In the presence of external fields and/or a temperature gradient, the non-equilibrium distribu-
tion f
(
r,k, t
)
depends on space and time. By treating the effect of the applied fields on the
distribution function classically and applying the Liouville’s theorem, it’s possible to write:
f(r + vdt,k +
F

, t) = f(r,k, t) +
(
∂f
∂t
)
col
dt (5)
where f = f(r,k, t) is the non-equilibrium distribution in the presence of external fields, v = 1 ∇kE
(
k
)
is the
group velocity of an electron, and F = −q
(
E + 1cv × B
)
is the force due to the external electric and magnetic
field, respectively.
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Taylor expansion of the term on the left side of the equation stopped at the first order leads to
the Boltzmann transport equation:
∂f
∂t
+ v · ∇rf − e
(
E + 1
c
v × B
)
· ∇kf =
(
∂f
∂t
)
col
(6)
The semiclassical model describes the case displayed in figure 5: the wavelength of the applied
field or temperature variation is larger than the spread of the wave package of the charge carrier
1, which again is larger than the spacing between two atoms.
Figure 5: Dimensions in the semiclassical model: The wavelength of the applied field or
temperature variation (dashed line) is larger than the spread of the wave package of the charge
carrier (solid line), which again is larger than the atomic distance. [7]
The terms on the left, that describe the influence of external fields on the distribution of charge
carriers, are called “drift terms”; the term on the right is called “collision term” and takes the
effect of scattering events into account.
The complexity of equation 6 is caused by the collision term. Often, one simplifies this term
by using the “relaxation time approximation”, already mentioned in the context of the Drude
model. It is assumed that the distribution function f
(
r,k, t
)
relaxes to its equilibrium f0
(
r,k, t
)
within the time τ
(
r,k
)
:
(
∂f
∂t
)
col
= −
f
(
r,k, t
)
− f0
(
r,k, t
)
τ
(
r,k
) . (7)
The conductivity of a metal is given by
σ  e
2τ (EF)
m∗
n (8)
wherem∗ = 2
(
d2E
dk2
)−1
is the effective mass of a quasi free electron under the parabolic band approximation.
1 The electrons in a solid are described by Bloch waves (cf. [6], Section 7.1).
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Equation 8 is very similar to Drude’s formula (cf. equation 1), but here it has been taken into
account that only electrons near the Fermi edge EF can contribute to an electric current and
instead of the electron massm the effective massm∗ of the electron in the solid is employed.
For small electron scattering rates, one can assume that the rates for different scattering mech-
anisms can be added:
1
τ
=
1
τe−def
+
1
τe−ph
+
1
τe−e
(9)
where τe−def is the time constant for elastic scattering of electrons with defects, τe−ph is the time constant for
inelastic scattering of electrons with phonons, and τe−e is the time constant for scattering of electrons with each
other.
In most cases, electron-electron scattering can be neglected. The cross section of scattering
is reduced not only due to the screening effect, but also due to the small number of electrons
being able to contribute to this scattering mechanism: only electrons in a range 2kBT around the
Fermi edge EF can scatter into unoccupied states in k space. Since this argument holds for both
electrons involved, the cross section is reduced by
(
TF
T
)2
. With typical values of EF ∼ 105K,
even at room temperature we only expect a cross section
Σ ∝
(
kBT
EF
)2
Σ0 ∝
(
T
TF
)2
Σ0 ∼
(
3 · 102
105
)2
Σ0 = 10
−5Σ0.
Using equation 9 one obtains Matthiessen’s rule, which states that the different scattering mech-
anisms contribute additively to the resistance ρ = 1/σ ∝ 1/τ :
ρ(T ) = ρdef + ρph(T ) + ρe−e−(T )
≈ ρdef + ρph(T ). (10)
While ρdef does not depend on the temperature, ρph = ρph(T ) does: ρph(T > Θ) ∝ T (where
Θ is the Debye temperature), while Grüneisen found ρph(T  Θ) ∝ T 5 (cf. [6], Section 9.5).
In particular, at T = 0K there are no lattice vibrations, so that ρ(T → 0K)→ ρdef .
2.4 Success Stories of the Boltzmann Equation
The temperature dependence of scattering events is clearly visible in measurements of resistance
R versus temperature T for three samples of sodium with different defect concentrations (see
figure 6). Figure 7 displays the resistance measured as a function of temperature between 100K
and 300K for copper and copper-nickel alloys of different compositions. For all alloys the
linear temperature dependence of the resistance due to phonon scattering is clearly visible.
With increasing nickel concentration, i.e. with an increase of impurities, the resistance curve is
shifted vertically due to the additive contribution of ρdef .
Plotting the reduced resistivity R/RΘ (with RΘ = R(T = Θ)) versus the reduced temperature
T/Θ validates Matthiessen’s rule (equation 10) for a variety of metals (see figure 8).
Up to now, the Boltzmann equation seems to have a great success. However, in the following
section 3.1 we will see that besides those wonderful successes there are also significant failures.
This will lead us to a “traffic light” in section 3.2 illustrating in which case the Boltzmann
equation can be used without any restrictions, in which case additional quantum mechanical
terms have been considered, and in which case the Boltzmann equation is invalid.
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Figure 6: Matthiessen’s rule, using the ex-
ample of sodium: The electrical resistivity
– normalized to the resistivity 290K at
= 290K – is plotted against the tempera-
ture for three samples of different defect
concentrations [8]. For < 8K the constant
contribution def from scattering at defects
is visible. At higher temperatures the resis-
tivity increases due to phonon scattering as
described by Grüneisen. For > 18K, the
resistivity increases linearly with tempera-
ture. Primary source: [8], secondary source:
[6].
Figure 7: Matthiessen’s rule, using
the example of different copper al-
loys: Temperature dependence of the
resistance ρ for copper and copper-
nickel alloys of different compositions
[9]. The linear contribution from
phonon scattering is clearly visible be-
tween 100K and 300K. The nickel
atoms serve as scattering centers. Due
to the additive contribution of ρdef the
ρ( ) curve is vertically shifted with
increasing nickel concentration. Pri-
mary source: [9], secondary source:
[6].
Figure 8: Matthiessen’s rule, using
the example of different metals: Plot-
ting the reduced resistivity / Θ versus
the reduced temperature /Θ validates
Matthiessen’s rule equation 10 for a va-
riety of metals. [6]
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3 Validity of the Boltzmann Equation
Outline
The resistivity phenomena introduced in section 2.4 could be nicely explained by the Boltzmann
equation 6. Unfortunately, there are also phenomena that need further quantum mechanical
terms or even fail to be explained by the Boltzmann equation.
In the following, we will see:
 examples for the deviation of the resistance behavior from the expected one based on the
Boltzmann equation;
 a criterion for the applicability of the Boltzmann equation, called Ioffe-Regel criterion.
3.1 Limits of the Boltzmann Equation
J. H. Mooij from Philips Eindhoven plotted the experimental Temperature Coefficients of Re-
sistance (TCR) α¯ = 1
R
dR
dT
versus the resistivity ρ for many high-resistance alloys (see fig-
ure 9, [10]). Thereby, he could show that the slope of the resistance versus temperature de-
creases with increasing resistivity, establishing the so-called Mooij rule: alloys with resis-
tivity below (100 − 150)µΩ·cm feature a positive TCR, while alloys with resistivity above
(100− 150)µΩ·cm show a negative TCR [11].
A decrease of the resistivity with temperature would correspond to the scattering time τ to
increase with increasing temperature. No such scattering mechanism is known, therefore the
Boltzmann equation fails to describe this phenomenon.
Figure 9: Mooij rule: Experimental temperature coefficients of resistance, α¯ = 1 d
d
, are
plotted versus resistivity ρ for high-resistance alloys. The slope of α¯ decreases with increasing
resistivity. Since no such scattering mechanism with negative dτ/d is known, the Boltzmann
equation fails to explain this phenomenon. Primary source: [10], secondary source: [11].
Another example for failure of the Boltzmann equation is displayed in figure 10 (primary
source: [12], secondary source: [11]): Nb3Sb and Nb3Sn both are superconductors with transi-
tion temperature TC (Nb3Sb) = 0.2K and TC (Nb3Sn) = 18K, respectively. The BCS theory
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explains the formation of bound cooper pairs as a consequence of an attractive electron-electron
interaction mediated by phonons. The transition temperature TC is correlated to the phonon fre-
quency (see for example [6], Section 10.6). In Nb3Sn the contribution from electron-phonon
scattering to the resistivity ρ is thus expected to be higher than in Nb3Sb. Indeed, this is true
for small temperatures, but above 500K the resistivity ρ(T  500K) is the same for both
compounds. Furthermore, for both materials ρ(T  500K) tends to saturate towards about
150µΩ·cm. This is not consistent with the linear contribution of electron-phonon scattering to
the resistivity.
Figure 10: Normal-state electrical resistivities for single-crystals of the superconductors
Nb3Sb and Nb3Sn: Both compounds feature a saturation of the resistivity ρ above tempera-
tures  500K. Although their transition temperatures C significantly differ from each other
( C (Nb3Sb)= 0.2K, C (Nb3Sn)= 18K), the saturation level is the same. This is not con-
sistent with the linear contribution to the resistivity expected from electron-phonon scattering.
Primary source: [12], secondary source: [11].
The phenomenon of saturation of ρ(T ) has also been experimentally shown for TiAl alloys
(see figure 11). Already pure Ti shows this characteristic. As expected, with increasing Al
concentration, ρ(T → 0K) = ρdef increases.2 However, the increasing Al concentration leads to
a weaker resistivity increase with temperature [10, 11], so that the saturation levels for different
TiAl alloys are in the same regime. An Al concentration of 33% even leads to a negative slope
∂ρ
∂T
< 0. This is not consistent with the identification of a material as a metal or insulator via
dρ
dT
< 0 and dρ
dT
> 0, respectively, as proposed on page 4, since the material still is clearly
metallic due to the resistivity ρ(T ) being finite at T = 0K.
Now we are in deep trouble: in section 2.4 we have seen wonderful successes of the Boltzmann
equation, while in this section many materials have been shown for which the Boltzmann equa-
tion fails to explain the observed temperature dependence of the resistivity. We thus have to find
a criterion to establish whether the Boltzmann equation can be used without any restrictions,
2 We have seen before that with increasing amount of defects the resistivity is shifted linearly to higher values
(cf. figure 7). This observation follows Matthiessen’s rule (see equation 10) and the fact that the contribution of
defects to the resistivity ρdef(T ) = ρdef does not depend on the temperature T .
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Figure 11: Resistivities of different TiAl alloys: With
increasing Al concentration, the increase of the resistivity
ρ(T ) with temperature becomes weaker. Ti67Al33 even
shows a negative slope of resistivity ∂ρ
∂T
< 0. Primary
source: [10], secondary source: [11].
if additional quantum mechanical terms have been considered or if the Boltzmann equation is
invalid. This will be subject of the following section.
3.2 The Ioffe-Regel Criterion
In the previous chapter we have discussed charge transport in metals. The equation to use is the
Boltzmann equation 6, which describes how the distribution function f(v,k, t) is modified by an
external electric field as well as by electron collisions. Such collisions include electron-electron
collisions, which in most cases can be ignored in solids even though the electron density is
very high. The two remaining relevant collision mechanisms are electron-defect and electron-
phonon scattering. For small electron scattering rates we can add these three scattering channels
(cf. Matthiessen’s rule equation 10) and discuss the temperature dependence of the resistivity of
metals (cf. page 2.3).
Indeed we have seen three examples of such R(T ) data in section 2.4 which can be nicely
explained by the Boltzmann equation. We have even discussed an interesting challenge for
the application of thin Ag films. Clearly understanding and applying the Boltzmann equation
has proven useful. However, in section 3.1 we have also seen data where it was impossible to
explain the resistivity using the Boltzmann equation. This implies that we get flawed (wrong)
predictions if we apply this equation under conditions where this formula is not valid.
At this point we should think about a condition that tells us if the Boltzmann equation can be
applied. The concept of the Boltzmann equation assumes electrons propagating as Bloch waves
(3) and scattering with defects, phonons and other electrons (cf. section 2.3). The prerequisite
for using this equation is the mean free path l of the electron being much larger than the Fermi
wavelength λF = 2pi/kF, where kF = (3pi2n)
1
3 is the Fermi wavevector, defined by assuming
spherical Fermi surface3. Neglecting numerical factors of the order of unity leads to
kF · l  1 (11)
where kF = 2pi/λF is the Fermi wave vector (with λF being the distance between two adjacent maxima of the
Bloch wave); l is the mean free path between two collisions.
3The Fermi surface is defined as the set of points in the reciprocal space such that E(k) = EF
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Figure 12: Illustration of the Ioffe-
Regel criterion: The condition for
using the Boltzmann equation is F ·
= / F 1.
Indeed, when λF ∼ l we can’t properly talk about propagating waves anymore since the path
travelled between two collisions becomes shorter than the wavelength (see 12).
The condition can be demonstrated according to quantum mechanical considerations as well:
from the uncertainty principle we know that∆k∆x ∼ 1; since kF  ∆k, it follow∆x  1/kF ,
which combined to the fact that the distance l between two scattering centers should exceed the
minimum uncertainty, implies: kF ×  1. This relation is called Ioffe-Regel criterion.
Three situations can now be distinguished according to table 1. Chapter 4 will deal with the
situation kF · l  1 of weak localization of electrons, where the Boltzmann equation works, but
fails to describe certain features, so that additional quantum mechanical terms will be necessary.
For kF · l < 1, the Boltzmann equation becomes invalid. Electrons do not behave like extended
waves (Bloch states) anymore. They become localized This regime is calledstrong localization.
kF · l < 1 strong localization Boltzmann equation invalid
kF · l  1 weak localization Boltzmann equation valid at high T ,
quantum corrections at low T
kF · l  1 ordinary metal Boltzmann equation valid
Table 1: Limits of the validity of the Boltzmann equation
Sir Nevill Francis Mott (Nobel Prize in 1977, see page 4) was convinced that something special
should happen when kF · l approaches 1; in particular, with increasing disorder the conduc-
tivity decreases till it reaches a minimum value σmin after which it suddenly drops to 0. This
phenomenon is called minimum metallic conductivity (MMC). On the other hand, Philip War-
ren Anderson (Nobel Prize in 1977, see page 4) was convinced of a continuous, second-order
metal-insulator transition (MIT). The two situations are displayed in figure 13. But who was
right? The phenomenon of the MIT will be the topic of section 6.
A criterion using kF ·l is not very obvious: researchers normally do not deal with the value kF ·l.
Instead, it is rather straightforward to use the transport properties as a function of temperature
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Figure 13: The minimum metallic conductivity: The conductivity decreases with increasing
order and – according to Sir Nevill Francis Mott – reaches a minimum value σmin at a critical
value of disorder, after which the conductivity suddenly drops to 0 (red line). The minimum
metallic conductivity (MMC) corresponds to the transition from metal to insulator. Other sci-
entists like Philip Warren Anderson were convinced that the metal-insulator transition (MIT)
takes place continuously (dashed blue curve). Primary source: [13], secondary source: [14].
(cf. page 4) to distinguish between metallic and non-metallic behavior. An MIT indicated by
the change of the slope dρ/dT is displayed in figure 14: four different phase change alloys have
been annealed to different temperatures and upon cooling their resistivity versus temperature
data points ρ( ) were measured [15]. At a a critical resistivity ρ = (2 − 3)mΩ·cm the slope
of the ρ(T ) curves changes from negative, i.e. non-metallic behavior, to positive i.e. metallic
behavior, while the charge carrier density n remains constant. (This critical resistivity is the
same for all the for phase change alloys displayed in figure 14.) Interesting enough, this TCR
sign change happens when kF · l equals 1.
For classification of a material regarding the value for kF · l, it is sufficient to determine the
resistivity ρ and the charge carrier density n from Hall measurements:
n = M
k3F
3pi2
(see [6], Section 6.2)
⇒ kF =
[
3pi2n
M
] 1
3
(12)
ρ = σ−1 =
(
ne2τ
m∗
)−1
with τ = lv−1F = l
(
kF
m∗
)−1
=
3pi2
e2
1
k2FlM
=
3pi2
e2
1
lM
[
3pi2n
M
]− 2
3
⇒ l =
(
3pi2
M
)1/3 
e2ρ
· n− 23 (13)
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Figure 14: Metal-insulator transition of four phase change alloys: The resistivity versus
temperature data points ρ( ) of four different phase change alloys after having been annealed
to different temperatures are displayed. All these alloys show a universal TCR sign change at a
critical resistivity ρ = (2− 3)mΩ · cm: At this resistivity the slope of the ρ(T) curves changes
from negative (dρ/d < 0→ insulator) to positive (dρ/d > 0→ metallic behavior). [15]
⇒ kF · l =
(
3pi2
M
)2/3 
e2ρ
· n− 13 (14)
where vF is the Fermi velocity;M is the the multiplicity of the valence band maximum.
Summarizing, in this chapter we got to know the Ioffe-Regel criterion, which states that when
the mean free path l of the electron in a solid becomes as small as the Fermi wavelength λF =
2pi/kF, the propagation cannot be described by Bloch waves (3) any longer. The Boltzmann
equation thus is only valid without any restrictions if kF · l  1. When the mean free path
l becomes approximately of the order of the Fermi wavelength λF, i.e. kF · l  1, additional
correction terms to the conductivity have to be considered. This regime, which is called ‘dirty
metals’ will be discussed in the following chapter. If the mean free path decreases further, so
that kF · l < 1, the Boltzmann equation becomes invalid.
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4 Quantum Corrections to Conductivity
Outline
In the previous chapters, the description of electron transport in solids in terms of Bloch waves
and the Boltzmann equation has been introduced. Furthermore, the Ioffe-Regel criterion, which
enables to determine the applicability of the BTE has been presented.
While kF · l  1 holds for a good metal, we now want to deal with metals where kF · l  1,
i.e. metals where the scattering events happen more frequently and the Fermi wavelength and
electron mean free path are comparable. As already mentioned, quantum corrections to the
Boltzmann expression for the conductivity have to be incorporated into the model.
In particular, we will:
 briefly review the main scattering mechanisms in metals and define the diffusive transport
regime;
 see how an electron can interfere with itself at low temperature, leading to weak localiza-
tion;
 see how to destroy the weak localization regime by the application of a magnetic field.
4.1 Scattering mechanisms
Before we are going to focus on weak localization in the following section, different scattering
mechanisms have to be distinguished:
 Elastic scattering:
The electron scatters at stationary deviations from the perfectly periodic lattice, such as
defects; the energy is conserved and the phase of the electron’s Bloch wave encounters a
constant change. The elastic mean free path le is given by le = vF · τe.
 Inelastic scattering:
The electron scatters at non-stationary deviations from the periodicity, such as phonons
and electrons; the energy is not conserved and the phase of the wave is changed stochas-
tically. The inelastic mean free path lin is given by lin =
√
Dτin, where D = levFd
4 is the
diffusion coefficient and d is the dimensionality.
 Spin-flip scattering:
The spin of the electron is reversed by a scattering event. The energy might not be con-
served and the phase information of the original wave might be lost.
The phase-breaking length, after which the phase is changed stochastically, is given by lϕ =√
Dτϕ, and clearly depends upon inelastic and spin flip scattering events. Without any spin-flip
scattering events, lϕ = lin. (Cf. [6], Section 9.9.)
In a metal, the regime of diffusive transport occurs lin  le, i.e. when elastic scattering events
are predominant; the condition is satisfied in "dirty" metals, i.e. with many defects (small le), at
low temperature (large lin).
4 For mainly elastic scattering D ≈ l2eτe·d .
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4.2 Weak Localization
Analysis of the phenomenon Let’s consider a dirty metal (kF · l  1) at low temperature,
i.e. le  lin, lφ, without any spin-flip scattering event (lφ = lin). The transport is diffusive and
we can write:
kF · l ≈ kF · le  1, (15)
where
1
l
=
∑
i
1
li
≈ 1
le
. (16)
In the diffusive transport regime, the electron realizes a random walk with the elastic mean free
path le = vF · τe and the probability p(r, t) to find a diffusing particle after time t at a point r is
given by the Gaussian distribution:
p(r, t) = (4piDt)−
d
2 exp
(
− r
2
4Dt
)
,with r2 =
d∑
i
x2i and
∫
p(r, t)dr = 1 (17)
where again
d is the dimensionality of the space in which diffusion takes place;
D is the diffusion coefficient D = levFd .
The distribution ∆r of the particle’s location gradually becomes wider with time t:
∆r 
√
Dt ≈
√
l2e
τe · d · t  le
√
t
τe
 le
√
N (18)
where N = tτe is the number of steps in the diffusion process, i.e. the number of elastic scattering events within
time t.
These equations describe a classical particle. However, care must be taken, since the wave
properties of an electron have a significant impact on the probability density function p(r, t) at
the origin r = 0, leading to an increase of its amplitude at the origin.
Figure 15: Two possible paths of a diffusing electron that
returns to its origin: For classical diffusion the probability of
one direction equals that one of the opposite direction. How-
ever, the electron has wave-like character. The probability of
backscattering is increased for the quantum mechanical calcu-
lation. [16]
This phenomenon can be easily understood by considering the two dimensional case in fig-
ure 15, where two possible paths with same route but opposite direction for the return of the
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electron to the origin are considered. As long as only elastic scattering events occur, the phases
of the two partial waves propagating on the same path in opposite directions are coherent at the
origin and the amplitudes are equal.
Upon classical considerations, the probability for an electron to propagate on one path equals the
probability for the opposite direction and the probability for returning to the origin is obtained
by adding the intensities of the waves:
p(r = 0, t)classical = |A1|2 + |A2|2 A1=A2= 2A21 =
1
4piDt
. (19)
However, due to the wave-like character of electrons, the two partial waves of electrons that
propagate in opposite directions back to the origin constructively interfere with one another,
resulting is a backscattering probability that is twice as large as the one predicted upon classical
considerations:
p(r = 0, t)qm = |A1 + A2|2 = |A21|+ |A22|+ 2|A1A2| A1=A2= 4A21
= 2 · p(r = 0, t)classical
=
1
2piDt
. (20)
This significant constructive interference only takes place in the vicinity of the origin, since at
any other point the two waves are generally not coherent. Since the constructive interference
of partial electron waves at the origin leads to an increased probability to find the electron at
r = 0, this quantum diffusion phenomenon is called weak localization (a localized electron
would remain close to the origin).
In case of spin-orbit scattering events, the partial waves are no longer coherent at the origin be-
cause of phase information loss and constructive interference no longer takes place; this results
in reduction of the backscattering probability, leading to weak antilocalization.
The impact of weak localization and antilocalization on the probability distribution function is
depicted in (figure 16).
Effect on transport properties: quantitative analysis In
the following, the quantitative impact of weak localization on
the electrical conductivity will be determined. For this pur-
pose, information about the number of electrons that are able
to revisit the origin within time t < τϕ, i.e. before the phase
information is lost, is necessary.
Let’s consider the three-dimensional case (d = 3). The vol-
ume where the electron can be found at time t is of the order
of (Dt)3/2.5 The volume from which an electron can reach
the origin within the time dt is given by vFλ2Fdt. The rel-
ative number of electrons that are able to revisit the origin
within time dt is then given by the ratio of these volumes,
vFλ
2
Fdt/ (Dt)
3/2.
The minimum time for electrons to revisit the origin is given by the elastic scattering time τe.
Those electrons can interfere constructively with themselves if they have not changed their
phase yet, i.e. if they return to the origin before the phase breaking time (τ < τφ).
5 This can be estimated by calculating the volume 43pil
3 = 43pi
(√
Dt
)3
≈ (Dt)3/2.
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Figure 16: Classical and quantum-mechanical probability distribution of a diffusing elec-
tron: The electron starts at point  = 0 and time = 0. The quantum-mechanical description
of the electron leads to constructive interference at the origin (dashed line), where the phases
of the two partial waves are coherent without any inelastic, phase-breaking scattering events.
This probability for backscattering is twice as large as in the classical description (full curve).
Spin-orbit scattering events, on the other hand, reduce the probability for backscattering by a
factor of two (dotted peak). [16]
The quantum correction to the conductivity due to weak localization in the three-dimensional
case (d = 3) then is given by
∂σd=3
σ
 −
τϕ∫
τe
vFλ
2
F
(Dt)3/2
dt (21)
= −vFλ
2
F
D3/2
(
1
τ
1/2
e
− 1
τ
1/2
ϕ
)
= −4pi
2vF
k2FD
(
1√
Dτe
− 1√
Dτϕ
)
= −4pi
2vFd
k2FlevF
(√
d
levFτe
− 1
lϕ
)
= −12pi
2
k2F
1
le
(√
d
le
− 1
lϕ
)
 − 1
k2Fle
(
1
le
− 1
lϕ
)
. (22)
The negative sign comes from the increased probability of backscattering, which leads to an in-
crease of the resistivity and thus to a decrease of the conductivity. The phase-breaking length lϕ
is much larger than the elastic mean free path le:
lϕ =
√
Dτϕ with D =
l2e
τed
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= le
√
τϕ
τe
· 1√
d
 le
√
τϕ
τe
 le .
Please note:
 The quantum correction to the conductivity in three dimensions is linear in (kFle)−1 (1st
order perturbation theory). This correction works well if kF le  1, but becomes prob-
lematic if kF le approaches 1.
 The quantum correction is relatively small.
 The correction depends on temperature since – other than the elastic mean free path le –
the phase-breaking length lϕ = lϕ(T ) depends on the temperature. Thus, the tempera-
ture dependence of the quantum correction to conductivity comes from inelastic, phase-
breaking scattering events. As T → 0, τϕ tends to infinity, so that quantum corrections
become more significant.
Although diffusion takes place as a result of elastic scattering with mean free path le, for the
decision about dimensionality the comparison between the sample size a and the phase-braking
length lϕ is crucial. While at high temperatures T the phase-breaking length lϕ is short so that
a > lϕ, for low enough temperatures lϕ becomes large, so that a  lϕ and effectively the
sample becomes two-dimensional. The definition of the effective dimensionality of a sample
thus depends on the temperature T !
The corrections in smaller dimensions are different and actually more pronounced. Consider the
thickness a of a film with a  lφ: the particle will be able to diffuse many times the distance
from one wall to another in time τφ; hence, the probability to find it at any point along the
direction of the film normal to the surface is the same.
The general formula for the quantum corrections to the conductivity in d = 1, 2, 3 dimensions
is given by
∂σd
σ
 −
τϕ∫
τe
vFλ
2
F
(Dt)d/2
1
a3−d
dt, (23)
where a is the thickness of a film or the diameter of a wire (depending on the dimensionality d).
For effective dimensionality d = 1 and d = 2, one obtains:
d = 2 :
∂σ2
σ
 −
τϕ∫
τe
vFλ
2
F
Dt
1
a
dt  − 1
kFle
1
kFa
ln
(
τϕ
τe
)
(24)
d = 1 :
∂σ1
σ
 −
τϕ∫
τe
vFλ
2
F√
Dt
1
a2
dt  − 1
(kFa)
2
(
lϕ
le
− 1
)
(25)
Taking into account that kF · l ∝ /e2 (see equation 14), one can calculate:
d = 3 : ∆σ3 ∝ −const. +
(
e2

)
l−1ϕ (26)
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d = 2 : ∆σ2 ∝ −
(
e2

)
ln
(
τϕ
τe
)
∝ −2
(
e2

)
ln
(
lϕ
le
)
(27)
d = 1 : ∆σ1 ∝ const. −
(
e2

)
lϕ (28)
All the corrections have the same scale e2/ ≈ 1/4110 1/Ω.
Note: The quantum corrections to the conductivity do not depend on the charge carrier concen-
tration n, although conductivity does (σ ∝ n). Furthermore, the quantum corrections depend
less on the scattering times τ than the conductivity does. Therefore, interference corrections
become more important with small initial conductivity. Weak localization is thus usually con-
sidered as a dirty-metal effect.6
Effect on transport properties: experiments To observe weak localization, elastic scatter-
ing events thus have to be predominant, so that elastic scattering takes place before the phase
information is lost by inelastic or spin-flip scattering. This is realized for a high amount of static
defects and low temperatures.
The increased probability of an electron to return to the origin influences transport characteris-
tics in a solid: while the resistance of a classical metal saturates at low temperature T towards
ρdef , that one of a dirty metal increases with decreasing temperature T .
Figure 17: Weak localization: Temperature dependence of the resistivity of thin Au [17] and
Cu [18]: Both materials feature a logarithmic increase of the resistivity for decreasing tem-
peratures below 10K. The dashed arrows indicate this increase of resistivity between 10K and
1K. Although the relative corrections ∆ / of the resistivity differ significantly for these two
materials, their corrections ∆σ to the conductivity do much less. Secondary source: [11].
This can be seen in resistivity measurements, as shown in figure 17, where experiments on
Au and Cu films are displayed: the temperature dependence of resistivity shows the expected
logarithmic increase of the resistivity R with decreasing temperature T between 10K and 1K
6 At low enough temperature, any metal becomes a dirty metal!
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Figure 18: Weak localization: Temperature dependence of the resistivity of thin amorphous
InO films of different oxygen content [19]: The logarithmic increase of the resistivity with
decreasing temperature is already visible at 100K. The quantum corrections∆σ to the conduc-
tivity are in the range of (1− 2) · 10−5Ω−1. Secondary source: [11].
predicted by equation 27.7 Despite the fact that the different materials have different resistivities
R and relative corrections ∆R/R to the resistivity, their corrections ∆σ to the conductivity are
almost in the same range: ∆σAu = 15 · 10−5Ω−1 and ∆σCu = 7 · 10−5Ω−1; this is due to
the fact that (26)-(28) to the conductivity depend only weakly on material properties. This also
becomes obvious when comparing the correction to the conductivity upon weak localization
for amorphous InO (see figure 18): amorphous InO films have a 1000 times higher resistivity
and the effects of weak localization is already visible at T ≈ 100K. However, their quantum
corrections ∆σ to the conductivity are in the range of (1 − 2) · 105Ω−1, which hardly differ
from the corrections for Au and Cu.
We have seen that in two dimensions d = 2 the quantum corrections ∆σ to the conductivity
are proportional to ln
(
τϕ
τe
)
(see equation 27). The temperature dependence of ∆σ comes from
the temperature dependence of τϕ: τϕ ∝ T−p, so that ∆σd=2 ∝ − ln(pT ). We can hence
characterize the temperature dependence of τϕ from low temperature resistance measurements.
The dependence of ∆σ on ln(T ) is the hallmark of weak localization. The problem (as we
will see later) is that there is a second (very different mechanism) which leads to the same
temperature dependence: this is electron-electron interaction.
Weak localization results from electrons interfering with themselves. Electron-electron inter-
action, on the other hand, deals with the interference of waves from different electrons. For
example, figure 19 shows the effect of electron-electron interactions on the ρ(T ) curve at low-T,
which is partially counterbalanced by weak antilocalization in this particular case. The quantum
corrections arising from electron-electron interactions will be discussed in detail in section 5.2).
Although weak localization and electron-electron interaction look the same from the ρ(T )
curve, it’s possible to distinguish them with help of a magnetic field, as discussed in the follow-
ing section.
7 For small temperatures T < 10K the phase-breaking lengths lϕ become so large that a lϕ is fulfilled and
the thin Au and Cu films become two-dimensional.
232
Disorder and Correlations 25 — A7
Figure 19: Sheet resistance at small temperature for a ‘dirty metal’ According to equa-
tion 10 the sheet resistance xx of a classical metal is expected to saturate at ρdef at low temper-
atures. In GeSb2Te4, however, which is a dirty metal, in fact an increase of the sheet resistance
xx is observed upon cooling. This effects results from an interplay of weak antilocalization,
which leads to a decrease of the resistance, and disorder-enhanced electron-electron interac-
tions, which lead to an increase of the resistance. [20]
4.3 Effect of a Magnetic Field on Weak Localization
Analysis of the phenomenon In the previous section the phenomenon of weak localization
has been introduced: if elastic scattering is the predominant scattering effect (kF · l  1 and
low T), then additional quantum corrections to the conductivity have to be considered in the
Boltzmann theory. Indeed, due to the wave-like character of electrons and the phase of an
electron not being broken by an inelastic or spin-flip scattering event within τϕ (which is much
larger than the time τe for elastic scattering), an electron can interfere constructively with itself
when being scattered back to the origin within τϕ: this leads to an increased probability of
backscaterring that has to be taken into account in the conductivity by quantum corrections.
In this section the effect of a magnetic field, which is crucial to distinguish between weak
localization and electron-electron interactions, is discussed.
Figure 20: Electron
diffusing under the in-
fluence of a magnetic
field perpendicular to
two circular loops with
opposite direction that
represent two possible
electron backscattering
paths.
If a sample is placed in a magnetic field B, then the wave function Ψ of a particle passing the
loop clockwise and counterclockwise (figure 20) acquires additional phase factors:
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Ψ1 → Ψ1 exp
(
i
e
c
∮
A dl
)
= Ψ1 exp
(
ipiBS
Φ0
)
Ψ2 → Ψ2 exp
(
− ipiBS
Φ0
)
where A is the vector potential of the magnetic field; Φ0 = pic/e is the quantum of the magnetic flux (in cgs
system of units); S is the projection of the loop area on the plane perpendicular to the magnetic field direction;
BS = φ is the magnetic flux.
N.B. Here, the curl theorem has been applied:
∮
A dl =
∫∫
rot A df =
∫∫
B df = BS.
These additional phase factors of opposite sign for opposite diffusing directions lead to a phase
difference ∆ϕ between the waves of a particle passing along a closed loop clock- and counter-
clockwise:
∆ϕ = 2pi
BS
Φ0
. (29)
Therefore, in the presence of a magnetic field the phases of a particle passing a loop in opposite
directions are not coherent any more and the quantum mechanical probability of an electron for
returning to the origin (cf. equation 20 for the case without any magnetic field) becomes:
p(r = 0, t)qm, B =0 = |A1 + A2|2
= |A21|+ |A22|+ 2|A1||A2| cos (∆ϕ)
A1=A2= 2A21 [1 + cos (∆ϕ)] ,
where A1 = A2 are the amplitudes of the wave functions of the electron for passing the loop clock- and counter-
clockwise.
For small phase difference ∆ϕ ≈ 0 the magnetic field hardly has any influence on weak lo-
calization. However, if ∆ϕ becomes larger, the magnetic field destroys the constructive in-
terference of an electron with itself, so that the probability for a particle to return to a given
point and hence the resistivity are reduced. This is the mechanism responsible for the negative
magneto-resistance.
Now the following question arises: what value B of the magnetic field is sufficient to destroy
the constructive self-interference of an electron circulating a loop of area S?
By assuming S = pir2B, where rB is the magnetic length and considering that the effect of the
magnetic field is strongest at cos(∆φ) = −1, i.e. ∆φ = pi, one obtains:
B  Φ0
r2B
(30)
Using Φ0 = pic/e:
rB =
(
c
2eB
)1/2
.
The larger the area S, the lower the required B.
N.B. The formulas have been derived in CGS units!
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Effect on the conductivity For calculation of the corrections to conductivity due to the pres-
ence of a magnetic field the upper integration limit in equation 23 has to be changed: instead
of integrating up to τϕ, one now only takes the diffusion until τB, which is the time after which
phase information is lost due to the magnetic field, into account. Since for t > τφ the phase
coherence is destroyed by inelastic or spin-flip scattering anyway, τB < τφ has to be true in
order to see the effect of the magnetic field.
τB can be estimated from equation 30 with the help of the relation rB ∝
√
DτB:
τB  Φ0
DB
, (31)
which leads to the definition of a critical magnetic field above which the effect is seen: Bcrit =
Φ0
Dτϕ
.
N.B. The loop represents one possible electron path, but the overall motion is "radial" diffusive.
That’s why we use rB as magnetic phase breaking length.
By introducing the cyclotron frequency8 Ω = eB
m∗c (in cgsunits - see also [6], Panel VIII), one
obtains the connection between τB and kFle:
τB  Φ0
DB
with D =
levF
d
and Φ0 =
pic
e
=
pic
eB
d
levF
with vF =
kF
m∗
 Ω−1 (kFle)−1
The corrections to conductivity due to the presence of a magnetic field B > Bcrit are then given
by:
0 < ∆σ(B)−∆σ(0) ≈
2
e2
 ln
(
lϕ
rB
)
(d = 2)
e2

[
1
rB
− 1
lϕ
]
(d = 3)
for le  rB ≤ lϕ.
N.B. le doesn’t show up in these equations since we subtract the conductivity∆σ(0) at zero field
from ∆σ(B); both, ∆σ(0) and ∆σ(B), depend on le.
This phenomenon of magneto conductivity has two interesting features:
 The effect is visible in classically weak magnetic fields where the conventional magnetic
resistance is practically zero.
 In two dimensions the effect is strongly anisotropic: If the magnetic field is applied in the
direction perpendicular to the thin film, there is a pronounced effect, but if it is applied
within the plane of the thin film, it is much weaker.9
figure 21 displays an example of the destruction of weak localization by the application of a
magnetic field. The lower the temperature T , the more pronounced is the decrease of resis-
tivity R with increasing magnetic field B. This effect is particularly intense at low magnetic
8 The cyclotron frequency is the frequency of an electron moving on a circular path perpendicular to an applied
magnetic field.
9 The reason is that in the latter case the loops and therefore the magnetic flux φ = BS are much smaller.
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Figure 21: Magnetoresistivity of a thin Mg film: With increasing magnetic field the resis-
tivity is decreased. This effect is more pronounced at lower temperature . Primary source:
[16], secondary source: [11].
fields. Furthermore, also a hallmark of weak localization is visible: without any magnetic field,
B = 0, at low temperatures T the resistivity R increases (logarithmically) with decreasing
temperature T .
Since electron-electron interaction – just like weak localization – shows a logarithmic increase
of the resistivity at very small, decreasing temperatures, but does not show the effect of mag-
netoresistance, the magnetic field can be used to discriminate whether the former effect comes
from electron-electron interaction or from weak localization.
4.4 Summary
So far, in the region of the “yellow traffic light” (cf. table 1), i.e. kF · l  1, we derived a
quantitative theory for perturbations to the Boltzmann equation, so that we can predict the
resistance of a metal at low temperature T , which involves quantum corrections. However, two
aspects have been ignored so far:
 Spin flip scattering and spin orbit coupling:
Spin effects lead to weak antilocalization.
 Effect of disorder:
Weak localization and the phenomenon of magnetoresistance result from electrons inter-
acting with themselves. In case of several possible diffusion paths, the partial waves of
one electron experience different phase shifts, which influence interference at the origin.
However, we also have to discuss electron-electron interactions, i.e. the interactions of
different electrons with one another. These interactions are modified by disorder. This
interplay of disorder and electron-electron interactions will be discussed in the following
chapter.
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5 The Interplay of Disorder and Interactions
Outline
In the previous chapter the influence of the interaction of electrons with themselves on the elec-
tronic transport properties of a metal has been discussed. In the regime of kF · l  1 at low
temperatures (le  lφ) the electrons in a metal move by diffusive transport and the correspond-
ing waves circulating a closed path clock- and counterclockwise have coherent phases if the
length L of the path is smaller than the phase-breaking length lϕ = lϕ(T ): the partial waves of
one electron can thus interfere constructively, so that backscattering to the origin is enhanced
leading to “weak localization” and the necessity of adding quantum corrections to the conduc-
tivity derived according to Boltzmann theory. On the other hand, applying a magnetic field B
leads to a phase shift of the partial waves of an electron depending on the orientation of circu-
lation, so that the phase coherence upon diffusive transport is destroyed and the interference is
modulated.
In the present chapter, the effect of mutual electron interactions is studied. In particular, we will
see:
 why and how disorder enhances electron-electron interaction, with particular attention to
the density of states10
 the existence of a soft Coulomb gap around the Fermi level;
 the effect of electron-electron interactions on transport;
 how the density of states can be measured by tunneling spectroscopy.
5.1 Effect of Disorder on the Density of States
Disorder and electron-electron interactions As discussed on page 10, electron-electron in-
teractions can be usually considered a weak effect since the cross section of electron-electron
scattering Σ ∝
(
T
TF
)2
Σ0 is very small. However, in a highly disordered metal the electrons
move by diffusive transport and electrons move away from each other much more slowly, re-
sulting in increase of the mutual interactions. Indeed, the distance r of electrons that were close
to each other at t = 0 increases linearly with time t in case of ballistic transport (motion without
any scattering events):
∆rballistic ∼ vFt.
On the other hand, the mean distance increases with
√
t (cf. equation 18) in the diffusive regime:
∆rdiffusive ∼ le
√
t
τe
with le = τevF
∼ vF
√
tτe.
Since τe is rather small in a highly disordered metal because of the many collisions of electrons
with defects of the crystal, the distance between two electrons increases much more slowly upon
diffusive transport and the conditions of their interaction are changed.
10 For a non-interacting electron system the density of states D(E) has already been discussed using the Som-
merfeld model of a free electron in a box (see equation 2 on page 7).
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Electron-electron dephasing time and length In electron-electron interaction, the charac-
teristic dephasing time τee depends on the difference∆E of the initial energies of the electrons.
The change of phase ∆ϕ(t) of one electron with time t is given by the relationship
exp [iϕ(t)] = exp
[
i
Ei

t
]
where Ei is the initial energy of the electron.
Therefore, the phases of two electrons with energy difference ∆E that have the same phase at
t = 0 differ by a value of the order of unity after time /∆E has passed. Since only electrons
with energies E in the range
EF − kBT  E  EF + kBT
can reach unoccupied states at temperature T and thus participate in diffusive transport, and
their mean energy difference ∆E is proportional to kBT , the dephasing time τee is inversely
proportional to T :
τee  
kBT
. (32)
The longer the dephasing time τee, the longer different electrons (which already had the same
phase at t = 0) keep the same phase. Thus, electron-electron interactions become stronger with
decreasing temperature!
The size of the interference region is given by
lee  le
(
τee
τe
)1/2
=
le
τe
(
τe
kBT
)1/2
with D =
l2e
τed
 l
2
e
τe

√
D
kBT
.
Effect on the density of states Electron-electron interactions during diffusion leads to changes
of the electron density of states in the vicinity of the Fermi level EF.
Let’s consider the interaction of two electrons with energies EF + E and EF − E. Due to
the dephasing time τee = E being inversely proportional to E, the effective interaction time is
longer the lower the value of |E|. It can be proven that, at T = 0K the density of states in the
vicinity of the Fermi level EF depends on the energy E as11
DOS(T = 0K, E) ∼ const. + (D)− d2

√|E| d = 3
ln
(
Eτe

)
d = 2
1√
|E| d = 1
(33)
where D is the diffusion coefficient.
11 Dedicated readers can find the derivation of the density of states in the presence of electron-electron interaction
in section 13.4 of [21]. It is also available online: http://physics.technion.ac.il/~eric/books/
chapter13.pdf (date: 15th July 2013).
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Thus, since disorder decreases the diffusion coefficient D = levF/d, the distance between the
levels becomes wider and the density of states around the Fermi level EF decreases. The lower
the energy E, the longer the dephasing time τee  kBT = E , and thus the more pronounced the
electron-electron interaction.
5.2 Effect of Electron-Electron Interactions on Transport
Quantum corrections to conductivity While before we had only known about dopants in-
creasing the density of states around the Fermi levelEF, the last section showed that an increase
of the disorder in a solid leads to stronger electron-electron interactions, resulting in a decrease
of the density of states g(T ≈ 0, E ≈ EF) near the Fermi level EF at low temperatures T due
to a decrease of the diffusion coefficient.
Figure 22: Density of states in a disordered, three-dimensional sample with significant
electron-electron interaction: The density of states ( ) has its minimum at = F. With
decreasing temperature , the electron-electron interaction becomes stronger and the density of
states becomes smaller in the vicinity of the Fermi level F. [11]
Electron-electron interactions are characterized through the dephasing time τee, which is in-
versely proportional to the temperature T . Therefore, also the density of states depends on
temperature(g(E) = g(E, T )), as shown in figure 22, and so do the quantum corrections to the
conductivity .
The corrections to conductivity resulting from electron-electron interactions in a disordered
metal can be derived in analogy to the theory of weak localization (see section 4.2). The prob-
ability of electrons interfering with other electrons is described by the same integral (cf. equa-
tion 23), but now the upper integration limit, which in case of weak localization was the phase-
breaking length τϕ, has to be replaced by the dephasing time τee = /∆E with the energy
difference ∆E of the interfering electrons since τee < τϕ:
∂eeσd
σ
 −
/∆E∫
τe
vFλ
2
F
(Dt)d/2
1
a3−d
dt, (34)
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where again: vF is the Fermi velocity; λF = 2pi/kF is the Fermi wavelength; D is the diffusion coefficient
D = levFd ; d is the dimensionality of the space in which diffusion takes place; a is the thickness of a film or the
diameter of a wire (depending on the dimensionality d).
It is not surprising that this similarity in the above expression leads to similar corrections to the
conductivity as in the case of weak localization:
d = 3 : ∆eeσ3 ∝ −const. +
(
e2

)
l−1ee (35)
d = 2 : ∆eeσ2 ∝ −
(
e2

)
ln
(
τee
τe
)
∝ −2
(
e2

)
ln
(
lee
le
)
(36)
d = 1 : ∆eeσ1 ∝ const. −
(
e2

)
lee (37)
Electron-electron interactions vs weak localization Compared to the corrections to con-
ductivity due to weak localization (cf. equation 26–(28)), only the characteristic parameters τϕ
and lϕ have been replaced by τee and lee, while the dependence on the dimensionality stayed the
same and still a
! lϕ. Hence, we need to consider carefully how these two phenomena can be
distinguished.
The best indicator for weak localization is the dependence of the resistivity R(T ) on the mag-
netic field B, which is called magnetoresistance (cf. section 4.3): The application of a magnetic
field changes the phases of the electron’s partial wave functions depending on the orientation
of their diffusive circulation on a closed path, so that they do not interfere constructively any
more. The enhanced probability of backscattering, which is the basis of weak localization, thus
is destroyed and a negative magnetoresistance is observed.
On the other hand, the best proof for electron-electron interaction is the density of states at the
Fermi energy, that can be probed performing tunneling experiments where a strong decrease of
the density of states near the Fermi level upon increasing the disorder and thereby strengthening
electron-electron interaction can be observed indirectly, as shown in the next section.
5.3 Determination of the Density of States by Tunneling Spectroscopy
Tunnel junction measurements The energy scheme of experiments to measure the density
of states by tunneling is depicted in figure 23; these experiments are important to verify the
concepts of disorder and electron-electron interference discussed in section 5.1. The two con-
ducting materials M1 and M2 are in contact via an insulating layer I. If the insulating layer is
thin enough, (thickness around (10 − 15)Å12), electron tunneling is possible and the device is
called tunnel junction.
In equilibrium, the Fermi levels of the two electrodes M1 and M2 coincide: EF,1 = EF,2.
When applying a voltage U to the junction, the potential difference is concentrated within the
tunneling gap I, since the resistance of the electrodes is much lower than the resistance of the
insulating layer, and a current I flows across the junction:
I(U) ∝
∞∫
−∞
g1(E − eU)g2(E)
[
f1
(
E − eU
kBT
)
− f2
(
E
kBT
)]
dE
12 This requires a reproducible and reliable thickness, so that there is no short-circuit.
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Figure 23: Energy scheme of current flow through a tunneling junction M1–I–M2: Two
conducting materials M1 and M2 and an insulating layer I in between form a tunnel junction. In
equilibrium, the Fermi levels of both conducting materials are the same: F,1 = F,2. Applying
a voltage to the junction leads to a current through the tunneling gap I. [11]
where g1 and g2 are the densities of states of metals M1 and M2; f1 and f2 are the Fermi distributions of metals
M1 and M2.
For simplicity, we now assume that one electrode is a conventional metal with g2 =const. and
that the temperature T is very low, so that the Fermi distribution becomes a step function. The
current I across the junction then is given by:
I(U) ∝ g2
eU∫
0
g1(E)dE.
When adding an AC voltage UAC = Uω sin(ωt) to the DC voltage UDC = U , the current
will feature an additional, alternating term Iω with frequency ω, which is proportional to the
derivative dI/dU :
I(U + Uω sin(ωt)) = I(U) +
dI
dU
Uω sin(ωt) (38)
Iω ∝ dI
dU
∝ g1(eU).
This correlation enables the determination of the density of states with the help of tunneling
measurements.
Soft Coulomb gap Figure 24 shows an important example. Here a tunneling junction consist-
ing of Pb-SiO2-Si:B is studied. At these low temperatures of T = 1.15K Pb is superconducting
and hence the superconducting gap appears in the density of states. If a magnetic fieldH = 0 is
applied, then the superconductivity is destroyed and the measured density of states changes. In
this case, a parabolic gap due to disorder and/or electron correlations and called soft Coulomb
gap appears around EF ; the gap is called “soft” because the density of states only vanishes
exactly at the Fermi energy EF and increases with |E − EF|2.
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Figure 24: Normalized current as a function of voltage bias in the tunnel junction Pb–
SiO2–Si:B: The measurements have been performed at = 1.15K, so that Pb is supercon-
ducting. In zero magnetic field = 0 there is a superconducting gap of the current between
= −1mV and = +1mV, since there are no states around the Fermi edge. The application
of a magnetic field = 2 kG destroys superconductivity of Pb. However, there still remains a
(smaller) gap which comes from the disorder and/or electron correlation effects in Si:B. Primary
source: [22], secondary source: [11].
N.B. The Coulomb gap is a phenomenon arising of the density of states due to electron cor-
relations in an insulator, while the density of states derived in equation 33 is changed due to
electron correlations in a metal.
Another example Figure 25 shows another interesting example obtained for a tunneling
junction of Ge1−xAux-Al2O3-Al, where Al is the counter electrode and Ge1−xAux is studied as
a function of the Au concentration x. For high x the system is metallic and we observe a mini-
mum of dI/dU at the Fermi level EF ≡ 0 in accordance with the theoretical considerations in
equation 33 and (39); this is due to the interaction of diffusing electrons. We have discussed this
effect within the framework of perturbation theory, i.e. under the assumption that corrections
to the density of states g(E) are small. With decreasing Au concentration x, the dip of dI/dU
at EF ≡ 0 becomes more significant and the alloy approaches its metal-insulator transition; at
x = 0.08, dI/dU and thus g(E) go to zero at EF ≡ 0 and can be described by a parabola in
the vicinity. This indicates formation of a Coulomb gap. In conclusion, not only the presence
of the minimum of the density of states g(E ≈ EF) in a dirty metal due to electron-electron
interactions
5.4 Summary
In chapters 4 and 5 we have discussed the corrections to the Boltzmann equation at low temper-
atures and upon kF · l  1 (cf. table 1). Perturbation theory was necessary to describe the effect
of interference of electrons with themselves, i.e. weak localization, and of electron-electron
interaction, which in case of disorder can take place. This led to quantum corrections to the
conductivity of the metallic state, which are negative and increase with decreasing temperature,
i.e. these phenomena can lead to dρ
dT
< 0 for low enough temperatures. In the past, this was seen
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Figure 25: d /d as a function of voltage bias in the tunnel junction Ge1− Aux–Al2O3–
Al: At high Au concentrations the alloy is metallic. This dirty metal shows a minimum of
d /d around the Fermi level F. With decreasing , the dip becomes more significant and the
system performs an MIT. The strongly disordered insulator at = 0.08 shows the existence of
a Coulomb gap. (The Coulomb gap has not been discussed in the lecture. Dedicated students
can get information in section 3.3 in [11].) Primary source: [23], secondary source: [11].
as an indicator for the insulating state. However, the systems we discussed here are still clearly
metallic, i.e. have a finite density of states at the Fermi energy D(EF) = 0 and a non-vanishing
charge carrier mobility even at T = 0K. In the following chapter the metal-insulator transition
will be discussed.
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6 Metal-Insulator Transition
Outline
In the last two chapters, transport phenomena in the regime of kF · l  1 (cf. table 1 on page 15)
at low temperatures have been discussed: phenomena such as weak localization and electron-
electron interactions led to the need of quantum corrections to the conductivity, but the systems
were still clearly metallic. In this chapter we will now consider what happens if a metal becomes
insulating: such a metal-insulator transition (MIT) takes place when kF · l ≈ 1.
6.1 MIT pathways
Figure 26: Scheme of the possible metal-insulator transitions for a material: MIT pathways
can be separated into ones involving changes in the crystallographic structure and ones involv-
ing changes in the electronic structure; furthermore, it’s possible to distinguish among MITs
related to ion-electron interactions and MITs related to electron-electron interactions.
Several pathways for a material to experience a MIT have been identified by scientists in the
years; figure 26 sketches them.
The interactions leading to the transition can be ion-electron or electron-electron type and can
"tuned" by changing the crystallographic and/or the electronic structure of the material through
proper methods. In particular, transitions due to changes in the crystallographic structure are
temperature dependent and occur at T > 0 K, while transitions due to changes in the electronic
structure are 0 K phenomena.
In the following of this section, those mechanisms are investigated.
Change of crystal structure A change of the crystal structure of the material can result in a
very different band structure, which can lead to a transition from a metal to an insulator or vice
versa.
An example of MIT driven by a change in the crystallographic structure has been already dis-
cussed in section 2.1, where data for vanadium dioxide VO2 have been presented.
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Another material that experiences a similar phenomenon is tin, that undergoes a phase transi-
tion from a metallic state (white tin) above 18◦ C, with tetragonal crystalline structure, to an
insulating state (gray tin) below this temperature, with diamond cubic crystalline structure (this
is demonstrated in a video [24]).
Anecdote: It has been argued that Napoleon lost the Russian war since his soldiers
had buttons made of tin. However this statement is questionable for two reasons:
Firstly, graves with French soldiers show no such defective buttons, and secondly,
the transformation to grey tin at low temperature should take 18 months, but the
battle only lasted for 9 months.
Figure 27: Peierls distortion: atoms move closer to one neighbor and further away from the
other.
Peierls transition Peierls theorem states that a one-dimensional equally spaced chain with
period a of ions with one electron each is unstable. This results in a distortion of the periodic
lattice called dimerization (figure 27) where atoms move closer to one neighbor and further
away from the other, doubling the periodicity to 2a.
Indeed, the energy gap can be found at k values multiple of pi
a
for the non-distorted crystal and
the band is half-filled up to k = ±2pi
a
, resulting in a metallic system.
After dimerization, the doubled periodicity results in the opening of a gap at k values multiple
of pi
2a
, slightly reducing the electron energy and making the system insulating at low T .
Figure 28: Band structure and density of states modifications induced by Peierls distortion:
dimerization leads to gap opening in correspondence of the highest occupied state, resulting in
a slightly reduction of the energy of the system.
The band diagram and density of states modifications are summarized in figure 28.
Mott-Hubbard transition Before discussing Mott-Hubbard insulators, it’s important to in-
troduce the Hubbard model.
Hubbard model has been introduced to account for strong electron-electron Coulomb repulsion
and consists of the following Hamiltonian:
H = −
∑
ij
tijc
†
iσciσ + U
∑
i
ni↑ni↓ (39)
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where i, j labels the lattice sites; t is the kinetic term from the tight-binding model allowing for tunneling of
electrons between sites of the lattice; U is a potential term consisting of an on-site interaction and representing the
Coulomb energy necessary to bring a second electron into the same state of another one.
Figure 29: Hubbard model: the crystal is repre-
sented as a set of lattice sites where electrons can
jump from one site to another thanks to their kinetic
energy t and repell each other through a Coulomb
potential U .
Figure 30: Mott-Hubbard insulators: Coulomb repul-
sion among electrons prevents their transport through
the material.
The Hubbard model predicts the existence of Mott-Hubbard insulators, where Coulomb repul-
sion among electrons prevents electron "jumping" from one site to another destroying charge
transport (figure 30).
Figure 31: Mott-Hubbard transition in metal oxides: an energy gap
for U > W and the material is insulating, while the material is metallic
for U < W . The band width W is a measure of the kinetic energy of
the electrons.
By considering transition metal oxides as an example and by defining W as the bandwidth
of the outermost electronic state, which is an estimate for the coupling of an electron with its
neighboring atoms, it’s possible to state that an energy gap is created because of strong electron-
electron interaction effects for U > W and the material is insulating, while Coulomb repulsion
is not large enough to create an energy gap for U < W , under these conditions, the material is
metallic and the one-electron approximation holds (figure 31). On the other hand, if U > W , a
Mott insulator has been created.
N.B. The parameterW will be used again in the following, but it will have a different meaning
then!
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Anderson transition AMIT induced by disorder without any electron-electron interaction is
called Anderson transition. The corresponding insulating state is called an Anderson insulator.
Increasing disorder leads to an increase of scattering events that affect the motion of the charge
carriers until the material becomes insulating for kF · l ≈ 1.
Figure 32: Kronig-Penney model involving disorder: Periodically arranged wells describe a
one-dimensional lattice. The disorder is modeled by different depths of these quantum wells,
where the distribution of these depths is one of the characteristic quantities. The width of this
distribution is described by the parameter . (Adapted from [11].)
A model to study the effect of disorder on transport properties can be defined by using a Kronig-
Penney-like model where the potential distribution arising from the ion cores of the crystal is
assumed to consist of rectangular potential wells of different depths (see figure 32)13. The
widthW of the distribution characterizes the degree of disorder.14, while the transfer integral J
describes the probability for an electron to ‘jump’ from one site to the next:
J =
∫
ψ∗1Hˆψ2 d
3r ∝ exp
(
−r12
aB
)
,
where ψ1 and ψ2 respectively describe the initial and final sites of such jumps; Hˆ is the Hamiltonian; r12 is the
distance between two neighboring wells; aB is the Bohr radius.
The Hamiltonian Hˆ acts on ψ2 and the new state is projected onto ψ1, i.e. the probability for
the electron in state 2 to move to state 1 is calculated.
In a perfect crystal,W = 0, i.e. the depths of the potential wells of all the ion cores is equal. If
furthermore the transfer integral J = 0, so that electrons can ‘jump’ to other sites, the crystal
features a finite electron mobility and hence is a metal.
If however J = 0, so that every electron is ‘captured’ in its own well, or W is large, so that
the depths of the potential wells differ significantly, the ratio J
W
is small and the crystal is an
insulator.
The significance of the ratio J
W
can be explained by simple quantum mechanics. Consider
two wells of different depths with unperturbed levels E10 and E20 and wave functions ϕ1, ϕ2
(cf. figure 33a).15 The finite overlap leads to small corrections to the wave functions ψ1 and ψ2:
13 For simplicity, the quantum wells here are assumed to be one-dimensional.
14 On the previous page the efficiency of the hopping process of the electrons was characterized by W . Now,
insteadW measures the disorder!
15 While the wave functions ψ1 and ψ2 shall describe the electrons’ states taking neighboring states into account,
ϕ1 and ϕ2 with corresponding levels E10 and E20 are the unperturbed wave functions considered in isolation.
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a b
Figure 33: (a) Two quantum wells of different depths with levels 10 and 20. (b) Splitting of
the level 0 in case of equivalent levels 10 = 20 = 0 due to the overlap of wave functions
into 1,0  0 ± . [11]
ψ1 = c1ϕ1 + c2ϕ2 c2 =
J
E10 − E20
ψ2 = −c2ϕ1 + c1ϕ2, c1 ≈ 1.
If c2  c1 ≈ 1, the correction is very small and all the electrons are predominantly located in
their own wells. In case of equivalent wells, i.e. wells of the same depths E10 = E10 = E0, the
level E0 is split into E1,2  E0 ± J due to the overlap of the wave functions (see figure 33b).
The resulting wave functions
ψ1,2 =
1√
2
(ϕ1 ± ϕ2)
are smeared over both wells. The cases of different and equivalent energy levels do not only
differ regarding their wave functions, but also regarding their magnitude of energy shifts (cf. fig-
ure 33). This shall be quantified in the following.
In the model of a one-dimensional rectangular wells as discussed above, in case of wells with
different depths, each electron located in one well is perturbated by the electron in the other
well, respectively. The shift ∆1E of the level E10 is of the order of
∆1E = E1 − E10 
∫
ϕ∗1Hˆ2ϕ1 d
3r ∝ exp
(
−2r1,2
aB
)
due to the undisturbed wave function ϕ1 behaving like exp (−r12/aB). In fact, the energy
shift ∆1E contains the square of the factor exp
(
− r12
aB
)
of the transfer integral J . In case of
equivalent wells the energy shift ∆E is given by
∆E ∼ J ⇒ ∆E ∝ exp (−r12/aB) .
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If the difference of unperturbed wave functions |E10 − E20| of wells 1 and 2 becomes smaller
than the transfer integral J , the wells cannot be treated as “resonant” any more, but the elec-
trons can spread over the wells and their wave functions become delocalized. The ratio J/W
thus is the fraction of resonant wells, so that the critical value
(
J
W
)
crit
may be interpreted as a
“percolation threshold”. The criterion for an Anderson insulator thus is found to be
J
W
<
(
J
W
)
crit
with the wave functions at the Fermi level being localized.
(J/W)
(J/W)crit
g(E)g(E)g(E)
EEE
-1
-1
Increasing disorder
localized states
extended states
Figure 34: Anderson transition: With increasing disorder, i.e. with decreasing value for
/ , delocalized states (blue) around the Fermi level F occupied by electrons become lo-
calized, so that a transition from a metal to an Anderson insulator is performed at ( / )−1 <
[( / )crit]
−1.
Such an Anderson insulator differs conceptionally from a band insulator: While in a band
insulator the Fermi level is located within the forbidden gap where there are no states, in an
Anderson insulator there is a finite number of states near the Fermi level, which are occupied
by localized electrons (see figure 34).
Mott transition In the previous subsection, it has been shown that increasing disorder re-
duces electron wave functions overlap between adjacent atoms and electrons become localized
within their respective potential wells. This MIT is called Anderson transition.
Another mechanism for MIT, called Mott transition after Sir Francis Mott, establishes the tran-
sition from an insulator to a metal by an increase of charge carrier concentration induced by dop-
ing that leads to overlap of single electron wave functions, resulting in delocalized states where
electrons can move from ion to ion and subsequent strong enhancement of electron transport.
The Mott MIT is displayed and compared with the Anderson MIT in figure 35.
Let’s now look at the Mott transition in more detail. Two important parameters are the mean
distance between electrons n−
1
3 and the Bohr radius aB, representing the most probable distance
between the electron and the positively charged core in a dopant atom and defined as:
aB =
4piS2
m∗e2
, (40)
where S is the dielectric constant of the bulk material.
249
A7 — 42 Matthias Wuttig
Figure 35: Metal-insulator transition theories: The Mott transition, which is displayed on
top, explains the transition from the insulating to the metallic state by the electrons becoming
delocalized above a critical charge carrier concentration crit due to the overlap of their wave
functions. In the Anderson transition, an increase of disorder leads to an increase of defects,
which act as scatter centers and localizes the electrons: The metal transforms into an insulator.
In real metal-insulator transitions, both aspects have to be taken into account.
Increasing carrier concentration corresponds to an increase of the screening of the potential gen-
erated by atom nuclei. As result, electrons far from a specific nucleus will "feel" the Coulomb
interaction with the nucleus less. The overall effect is the reduction of the amount of bound
states for electrons in the most external shell until their states become extended and the mate-
rial turns into a metal thanks to significant overlap of the electron wave functions of adjacent
atoms. The last statement can be easily understood by modeling an atom as quantum well: re-
ducing the depth corresponds to reduce the amount of bound states. This is modeled by means
of the screening radius re, that represents the minimum distance from the nucleus at which the
electron doesn’t feel the potential generated by the nucleus itself:
re =
(
4pim∗e2n
1
3
S2
)− 1
2
. (41)
Since the electron is most likely to be found at distance aB from the dopant core, the transition
point can be fixed at aB = re, while the material is insulating for re > aB and metallic for
re < aB.
By combining our equations, we can determine a relation between Bohr radius and critical den-
sity which leads to the definition of theMott line (figure 36) [Edwards and Sienko, "Universality
aspects of the metal-nonmetal transition in condensed media", Phys. Rev. B, 17, 6 (1978)]:
aBn
1
3 = 0.25. (42)
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Figure 36: Mott line: the figure displays the Mott line, which defines the relation between the
Bohr radius and the critical carrier density at the metal-insulator transition.
Figure 37: Real metal-insulator transition: In real metal-insulator transitions, both aspects,
the transition by an increase of disorder as well as the transition by the localization of electrons
due to the decrease of overlap of electron wave functions have to be considered. Therefore, real
electronically-driven metal-insulator transitions may be called Mott-Anderson transitions.
Mott vs Anderson transition Although Anderson’s transition and Mott’s transition as dis-
played in figure 35 appears to be very different phenomena, they are really difficult to be sepa-
rated in real materials.
There are several reasons for this. As can be seen in figure 37 increasing the concentration
of dopants in a semiconductor also simultaneously changes the disorder in the sample. Yet,
if we only change the disorder in a material, the electrons will have a more diffusive motion
and hence stronger electron-electron interactions will occur. Increasing disorder hence leads to
more pronounced electron-electron interactions. Due to this difficulty to distinguish the effects
of disorder and electron-electron interactions, we now often talk of anMott-Anderson transition.
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1 Introduction
Ever since the discovery of magnetism in the form of ”attractive” ores more than 2000 years
ago, ”invisible” magnetic forces, attractive or repelling in nature depending on how magnets are
approached to each other, have fascinated mankind. Magnetism and magnetic phenomena are
strongly correlated to specific materials. Pieces of the naturally-occurring mineral magnetite
(Fe3O4) called ”lodestones” were the first magnets known to mankind. Lodestone found in
Magnesia in Anatolia is most likely the origin of the term ”Magnetism”.
Throughout its history magnetism is closely related to technological applications. The oldest
known application of a magnetic material is a compass made from magnetite introduced by
Chinese scholars about 2500 years ago. But only in the 16th century the first scientific study on
magnetism called De Magnete [1] was published by William Gilbert. Remarkably, in De Mag-
nete Gilbert also studied static electricity produced by rubbing amber (elektron in Greek) and
was the first to clearly distinguish between magnetism and static electricity. The link between
classical electrodynamics and magnetic phenomena is established in the Maxwell equations that
were published by James Clerk Maxwell in the 1860s [2]. Maxwell’s equations describe elec-
trical and magnetic phenomena in terms of electric and magnetic fields and how these fields
are generated and altered by each other and by electrical charges and currents. These concepts
form the foundation for most modern applications of magnetism, which range from permanent
magnets at everybody’s fridge and installed in huge quantities in wind turbines, omnipresent
electro-motors, transformers, and sensors, etc. to magnetic data storage. The latter has sig-
nificantly contributed to the fast-paced, exponential progress in information technology and its
applications in almost all aspects of human life from the mid 1950s to today and still is one of
the cornerstones of recent developments such as Big Data, Cloud Computing, and Internet of
Things.
The discoveries of interlayer exchange coupling and the giant magnetoresistance effect (GMR)
in the 1980s, which became the cornerstones of the new field spintronics, brought the fusion
between magnetism and electronics to a next, quantum-mechanical level. Spintronics comprises
all previously neglected effects of the spin on electrical transport and is nowadays a very ac-
tive scientific research field. From a technological point of view, spintronics represents a new
paradigm of electronics based on the electron spin in addition to or even instead of the electron
charge offering the advantages of non-volatility, increased integration density, higher processing
speed, and enhanced energy efficiency.
From a fundamental point of view the understanding of the origin of magnetism and the phe-
nomena of spintronics are based on quantum mechanics, in particular on the concept of spin that
arises from the relativistic treatment of an electron in an electromagnetic field in the framework
of the Dirac equation. The fascinating, yet complicated quantum phenomena resulting from
the interaction of many electrons (spins) in condensed matter are not completely understood,
nor exploited. Therefore, magnetism was and in conjunction with spintronics still is a major
driving force for progress in solid-state physics. Complications not only arise from the large
number of interaction particles, but also from a large variety of length, energy, and time scales
involved. Atomic-scale exchange interactions with coupling constants in the eV range compete
with long-range dipole-dipole interaction that depends on the size and geometry of the magnetic
object, and with Zeeman and anisotropy energies hardly exceeding the µeV range. Ultra-fast
demagnetization occurs on the femtosecond time-scale, whereas data storage applications re-
quires data retention times of 10 years. In addition, finite temperature and collective as well as
local excitations have to be considered. A microscopic theory describing all these circumstances
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is still missing, which forces us to employ a hierarchy of partly phenomenological theories and
models ranging from ab-initio quantum-mechanical treatment to micromagnetic modeling and
continuum theory.
The goal of this lecture is to introduce the fundamentals and concepts of magnetism and spin-
transport that provide the basis of magnetic data storage and spintronics. Hence, I will focus on
magnetism in solids and spin-polarized transport in magnetic multilayer structures.
2 Magnetic moments in solids
The classical idea following from Maxwell’s equations that a stationary ring current is equiva-
lent to a magnetic moment also holds for atomic dimensions. Electrons with an orbital momen-
tum different from zero contribute to the magnetic moment of an atom. In addition, a magnetic
moment is arising from the spin of the electrons. Hence, if the expectation value of either the
orbital momentum (L) or spin momentum (S) of an atom is different from zero, then the atom
is magnetic. The term scheme of an atom for different combinations of L and S can be cal-
culated by taking into account Coulomb interactions between electrons and the Pauli exclusion
principle. The result shows that the ground state is obtained by filling of the atomic shells with
electrons according to the Hund’s rules
1. S has the maximum value, but must be compatible with the Pauli exclusion principle.
2. L has the maximum value, but must be compatible with the Pauli exclusion principle and
rule 1.
3. |L− S| has the minimal value for less than half filled shells or
L+ S has the maximum value for more than half filled shells.
This leads in general to unfilled shells with a non-vanishing magnetic moment. Only those
atoms with all L-subshells filled with 2(2L+ 1) electrons are non-magnetic.
Upon incorporation into a solid the magnetic moment of most atoms is lost, and there are only
very few magnetic solids. The main reason is the delocalization of the electrons due to the over-
lap of the atomic wave functions with those of neighboring atoms. The delocalization leads to
a reduction of the kinetic energy and significantly contributes to the binding energy of crystals.
This is particularly the case for the outer (s, p) valence electrons, but also for 3d-electrons. The
hybridization of electron orbitals of neighboring atoms causes a splitting of the energy levels,
and only the energetically most favorable states are occupied. The relatively low energies of the
multiplet splitting due to the second Hund’s rule do not play a role anymore. Instead of max-
imizing L by successively filling the orbital states ml = −l,−l + 1, . . . , l − 1, l, all ml-states
are equally occupied. Hence, the orbital moment is reduced in the solid compared to the free
atom. Another reason for the reduced orbital moment is the lower symmetry of the potential
due to the neighboring atoms. The symmetry of the crystal potential is mainly determined by
the nearest neighbor positions and is thus usually lower than the central potential of a single
atom. As a consequence, the orbital momentum l is not a good quantum number anymore, and
the eigenfunctions have to be indexed according to the symmetry group of the crystal. The com-
bined effect of the reduced symmetry and the delocalization is a drastic reduction of complete
quenching or the orbital moment.
These arguments hold for the 2+-ions of the 3d-series in ionic bound salts as shown in Fig. 1.
We consider insulating salts as an intermediate situation between isolated atoms and atoms in a
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Fig. 1. Comparison of measured effective
magnetic moments (in µB) for 2+-ions of the
3d series in salts (red symbols) with theo-
retical predictions for the pure spin moment,
i.e. quenched L (black) and for total moment
L+S according to the Hund’s rules, i.e. free
atoms (green). The blue symbols indicate the
magnetic moments per atom in the 3d transi-
tion metals Cr, Mn, Fe, Co, and Ni.
metallic environment with strongly delocalized electrons, see below. The experimental values
(red symbols) clearly deviate from the predictions of the Hund’s rules (green curve), but are in
rather good agreement with the assumption of complete quenching of the orbital moment L = 0
(black curve), while the intra-atomic exchange energy responsible for the first Hund’s rule (S
maximum) is still relevant. For 3d transition metals, however, the first Hund’s rule breaks
down, too. The magnetic moments per atom are strongly reduced compared to the free atoms,
and only the elements in the middle of the 3d-series (Cr, Mn, Fe, Co, and Ni) show magnetism
(blue symbols), and the magnetic structure can be very complicated (e.g. non-commensurate an-
tiferromagnetism in Cr). In these metals the picture of localized magnetic moments is not valid
anymore. The 3d-electrons are strongly delocalized and must be described in the band model
(see Sec. 4). One speaks of itinerant electrons and correspondingly of itinerant magnetism.
The situation is different for the rare-earth elements, which show practically the same magnetic
moments in the free atom, in ionic compounds with 3+-ions, and in metals, see Fig. 2(a). The
reason for this different behavior is the very strong localization of the 4f -orbitals as exemplarily
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Fig. 2: (a) Comparison of measured effective magnetic moments (in µB) for 3+-ions of the
4f rare-earth series in R2O3 oxides (red symbols) and 4f -metals with theoretical predictions
according to the Hund’s rules, i.e. for free atoms (green). (b) Radial electron density of the
outer electrons in Gd. The red arrow indicates the nearest-neighbor distance in Gd metal.
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shown in Fig. 2(b) for Gd with the electron configuration [Xe]4f 75d16s2. The 4f -orbitals are
clearly closer to the core than the 5s and 5p-orbitals, which belong to the [Xe] core. The
overlap of the 4f -orbitals with orbitals of the nearest neighbor atom [red arrow in Fig. 2(b)] is
very weak. The 4f -orbitals hardly contribute to the crystal bonding of Gd metal. Their atomic
environment is weakly perturbed in the crystal, and the second Hund’s rule remains a good
approximation.
3 Interaction of magnetic moments
The overlap of electron orbitals of neighboring atoms in a solid gives rise to correlations of
these electrons resulting in inter-atomic interaction. As a consequence, the total energy of the
solid depends on the relative alignment of the magnetic moments of neighboring atoms. The
interaction range and the type of interaction (e.g. ferromagnetic or antiferromagnetic) depends
on the type of binding in the crystal (ionic, covalent, or metallic), i.e. the extent of the electron
correlations. Different basic coupling mechanism are distinguished. However, for a given ma-
terial a clear assignment to one of them is usually not possible, the transitions are gradual as are
the binding types in crystals (Fig. 3).
Figure 3 schematically shows the situations for different types of exchange mechanisms in
solids. Direct exchange requires direct overlap of (moment carrying) wave functions, indirect
exchange is mediated by polarization of the electrons of the medium, and superexchange is
mediated by intermediate ions. The main coupling types are briefly discussed in the following
sections. In any case, exchange interaction is the consequence of solely Coulomb interaction in
combination with the Pauli exclusion principle.
3.1 Dipole interaction
Classical dipole-dipole interaction
Edip(m1, m2, R) =
µ0
4piR3
(
m1 · m2 − 3
R2
(m1 · R)(m2 · R)
)
(1)
is always present between two magnetic moments m1,2 at a distance R and depends on the
relative orientation. The dipole-dipole interaction is way too weak to cause a cooperative
alignment of the moments at typical Curie temperatures of ferromagnets. An estimation with
m1 = m2 = 1µB and R = 2 A˚ yields Edip ≈ 10−5 eV ≈ 0.2K. However, the dipole interaction
will play an important role for the discussion of magnetic anisotropy (Sec. 7), in particular for
the alignment of the magnetic moments in thin films.
Medium
(a) Direct exchange (c) Superexchange
Medium O2–Mn2+ Mn2+
(b) Indirect exchange
Fig. 3: (a) Direct exchange due to overlap of wave functions, (b) indirect exchange mediated by
a polarized medium, and (c) superexchange mediated by an intermediate ion (here O2− in the
antiferromagnetically ordered MnO solid).
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3.2 Direct exchange
For a basic understanding of exchange coupling it is instructive to consider the simplest 2-
electron system, the H2 molecule. The Hamilton operator of the electronic system is
H = − 
2
2m
∂2r1 −
e2
|r1 − Ra|
− 
2
2m
∂2r2 −
e2
|r2 − Rb|
(2)
+
e2
R
+
e2
|r1 − r2| −
e2
|r1 − Rb|
− e
2
|r2 − Ra|
, (3)
where Ra,b and r1,2 denote the coordinates of the two H cores and the two electrons, respectively,
and R = |Ra − Rb| is the core-core distance. The first line (2) contains the terms of the
two separated atoms a and b and the second line (3) the interaction W (r1, r2) between the
atoms. Note that the spin does not appear explicitly in the Hamilton operator. Hence, the wave
functions of the two electrons can be written as products of the spin (χ) and spatial (Φ) parts.
In addition, since electrons are Fermions the Pauli exclusion principle – the second ingredient
apart from Coulomb interaction – must be fulfilled: Therefore the total wave function Ψ has to
be antisymmetric under exchange of the two non-distinguishable electrons:
Ψ(r1, s1;r2, s2) = φ(r1, r2)χ(s1, s2) = −Ψ(r2, s2;r1, s1). (4)
The antisymmetry required by the Pauli principle can be fulfilled in two ways
1. Singlet, spins antiparallel, S = 0:
Antisymmetric spin wave function: χs(s1, s2) = −χs(s2, s1)
Symmetric spatial wave function: φs(r1, r2) = φs(r2, r1)
2. Triplet, spins parallel, S = 1:
Symmetric spin wave function: χt(s1, s2) = χt(s2, s1)
Antisymmetric spatial wave function: φt(r1, r2) = −φt(r2, r1)
There is only one antisymmetric combination of spins of the two electrons (thus termed singlet),
but three symmetric configurations (thus termed triplet). The singlet state has S = 0 and
correspondinglyMS = 0, whereas the triplet state correspond to S = 1 withMS = +1, 0,−1.
The different symmetries of the associated charge densities schematically shown in Fig. 4 result
in different eigenvalues Es and Et for singlet and triplet states. The charge density in the singlet
state is enhanced between the nuclei compared to the simple superposition of the atomic charge
densities, whereas the charge density for the triplet state is reduced between the nuclei. The
charge accumulation in the singlet state leads to the binding of the molecule since the repulsive
core-core interaction is screened and overcompensated. Hence, the singlet state is the ground
state of the H2 molecule. The energy difference Es − Et is given by the exchange integral
Es−Et = 2J = 2
∫
dr1dr2 ϕ0(r1− Ra)ϕ0(r2− Ra) W (r1, r2) ϕ0(r1− Rb)ϕ0(r2− Rb), (5)
(a) Singlet state (b) Triplet state
Fig. 4. Schematic representation of the charge distri-
butions of (a) the singlet and (b) the triplet state for
the H2 molecule.
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Fig. 5. (a) Intra-atomic exchange
leads to a triplet ground state with
ferromagnetic exchange coupling
J > 0. The antisymmetric spa-
tial wave function minimizes the
electron-electron and electron-core
Coulomb interaction. (b) Inter-
atomic exchange leads to the sin-
glet ground state with J < 0.
The symmetric spatial wave func-
tion forms bonding orbitals and
thus (over)compensates the core-
core repulsion.
where ϕ0(r) is the 1s wave function of the hydrogen atom and W (r1, r2) is the interaction
between the atoms to be minimized [see Eq. (3)]. J is called exchange coupling constant of
the two spins.
In general, beyond the H2 molecule, the energy difference Es − Et can be negative or positive
favoring antiparallel spin alignment like in the H2 molecule or parallel as required by the first
Hund’s rule for electrons within an atom, respectively. The difference between intra-atomic
and inter-atomic exchange can be understood in the following way: The antisymmetric spatial
wave functions of the electrons within the same atom (i) reduce their overlap thereby reducing
the electron-electron Coulomb energy and (ii) reduce the mutual screening from the positively
charged core thereby reducing the electron-core Coulomb energy [Fig. 5(a)]. The symmetric
spatial wave function of electrons in neighboring atoms of a molecule or a solid increases the
charge density between the atoms and forms bonds thereby reducing the Coulomb energy of
the cores [Fig. 5(b)]. In the general case of a solid, electrons do not move in a central potential
and the interaction term in Eq. (3) contains many electron-electron, core-core, and inter-atomic
electron-core interactions. The relative weights of all these terms determine the sign of the
exchange integral and the coupling constant J in Eq. (5).
3.3 Heisenberg spin Hamiltonian
If one is only interested in spin configurations and dynamics, an effective Hamiltonian can
be constructed that solely acts in the spin space and yields the eigenvalues Es and Et. The
projection operators Pt = 12 S
2 and Ps = 1− Pt = 1− 12 S2 have the following properties:
Ptχ
(i)
t = χ
(i)
t and Psχ
(i)
t = 0 (i = 1 . . . 3), (6)
Ptχs = 0 and Psχs = χs, (7)
where we use for the triplet (S = 1) states S2χ(i)t = S(S + 1)χ
(i)
t = 2χ
(i)
t and for the singlet
(S = 0) state S2χs = S(S + 1)χs = 0. We can now write the effective Hamiltonian, which is
diagonal in the spin space, as
H = EsPs + EtPt. (8)
Replacing S2 by
S2 = (s1 + s2)
2 = s1
2 + s2
2 + 2s1 · s2 (9)
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and noting that si 2 applied to spin functions with s = 12 yields s(s+ 1) =
3
4
, we get
H = 1
4
(Es + 3Et)− (Es − Et)s1 · s2. (10)
The first term in Eq. (10) is the average energy of all four possible spin combinations and the
second part describes the dependence on the relative spin alignment. According to Eq. (5) the
energy differenceEs−Et = 2J is given by the exchange integral. Therefore, the spin-dependent
term of the effective Hamiltonian is usually written as
Hspin = −2J s1 · s2. (11)
For positive (negative) J parallel (antiparallel) alignment of the spins is preferred, and corre-
spondingly the coupling is called ferromagnetic for J > 0 and antiferromagnetic for J < 0.
The heuristic generalization of Eq. (11) derived for two localized electrons with spin 1
2
to many
spins sn (n = 1, . . . , N), which can even be composed of several electron spins (i.e., s > 12 ),
with empiric coupling constants Jmn between pairs of spins (n,m) at the positions Rn and Rm
leads to the Heisenberg operator for spin systems
Hspin = −2
∑
m =n
J(Rn, Rm)sn · sm. (12)
A stringent derivation of this operator and the calculation of the coupling constants from first
principles has only partly been achieved so far. Nevertheless, this operator has manifold applica-
tions for magnetic systems with permanent magnetic moments. However for itinerant magnets
such as 3d metals it is not suitable, see Sec. 4.
3.4 Indirect exchange
If the wave functions of the electrons that create the magnetic moment do not directly overlap,
one speaks about indirect exchange [Fig. 3(b)]. In this case other, usually conduction electrons
are polarized and mediate the coupling. One example are the 4f -electrons of rare-earth met-
als. The strongly localized 4f -electrons interact via polarizing the delocalized s, p-electrons
[Fig. 2(b)] of the intermediate medium. Indirect exchange is typically weaker than direct ex-
change as manifested by the low Curie temperature of Gd of only 293K.
Another example of indirect exchange are magnetic impurities in non-magnetic metals with
delocalized s, p-electrons (acting as medium), where the indirect mechanism leads to the long-
ranged RKKY interaction (named after the authors Rudermann, Kittel, Kasuga, and Yosida)
with an oscillatory behavior as a function of the distance r between the impurities
JRKKY(|r|) ∝ cos(2kF r)
(2kF r)3
. (13)
The oscillation period λ is given by the Fermi wave vector kF of the medium, λ = pi/kF , and
the strength decays with r−3. The origin is a spin density wave (Friedel oscillations) created by
each localized magnetic moment in the surrounding medium (delocalized electrons) [Fig. 6(a)].
The spin density wave causes indirect exchange at the relative position r of another localized
moment. The RKKY mechanism is also the origin of the oscillatory interlayer exchange
coupling observed in ferromagnet/non-magnet/ferromagnet multilayers with non-magnetic in-
terlayers of a few nanometers thickness. The Hamiltonian of this interlayer coupling can be
263
A8 — 10 Daniel E. Bu¨rgler
(a) (b)
Fig. 6. (a) Spin density wave
of a localized moment (charge q
and spin s) in a medium of free
or strongly delocalized electrons
(blue). (b) Interlayer exchange
coupling as a superposition of pair-
wise RKKY interactions.
written in the Heisenberg form [Eq. (12)] proportional to the scalar product of the magnetiza-
tions m1,2 of the two ferromagnetic layers, see inset of Fig. 6(b). The coupling constant Jint
is obtained by summing over all pair-wise RKKY interactions JRKKY(|r|) [Eq. (13)] between
localized moments in Fig. 6(b). The interlayer exchange coupling oscillates as a function of the
interlayer thickness z and decays with z−2. The oscillation period is completely determined by
the Fermi wave vector kF of the interlayer material and is of the order of only a few angstrom.
In some cases, e.g., Fe/Cr/Fe(100) trilayers, the sign of JRKKY changes when the interlayer
thickness is changed by one atomic layer causing the magnetizations m1,2 to switch from par-
allel to antiparallel alignment or vice versa. A more rigorous treatment of interlayer exchange
coupling in terms of interference of a quantum-well state in the interlayer due to spin-dependent
confinement confirms the simplified RKKY picture.
The discovery of antiferromagnetic interlayer exchange coupling by Peter Gru¨nberg in 1986 [3]
provided the novel possibility to control the relative alignment of spins separated by only a
few nanometers with an external magnetic field. This triggered the first observations of the
giant magnetoresistance (GMR) effect a few years later [4, 5] (Sec. 11), which then became the
cornerstone of spintronics.
3.5 Superexchange
A special form of indirect exchange coupling is found in ionic and covalently bound insula-
tors, e.g. oxides of transition metals and rare-earth elements (MnO, Fe2O3, Gd2O3). Figure 3(c)
shows the example of MnO. The O2−-ions are covalently bound to the two neighboring Mn2+-
ions. The p-shell of the O2−-ion is completely filled, and all orbitals are occupied by a pair
of spin-up and spin-down electrons. This is why the spins of the two electrons taking part in
the bonding to the Mn2+-ions have antiparallel alignment. The Mn2+-ion has five 3d-electrons,
which according to the first Hund’s rule all are ferromagnetically aligned. Therefore, the cova-
lent bonding to a neighboring O2−-ion is energetically favorable, if the 2p-orbital of the O2−-
ion overlaps with antiparallel spin alignment [see red and blue arrows in the overlap region in
Fig. 3(c)]. In total, there is a chain of three antiparallel spin alignments, which results in a net
antiferromagnetic coupling between the moments of the two Mn2+-ions. The range of superex-
change interaction strengths lies between those of direct exchange and RKKY interaction.
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3.6 Dzyaloshinskii-Moriya interaction
The exchange interactions discussed so far are isotropic, meaning that the coupling depends on
the distance |r12| between the spins but not on the orientation of r12 with respect to the crys-
talline environment. Anisotropic exchange takes the coupling to the crystal lattice into account
but only occurs if the inversion symmetry is broken. This is the case in inversion asymmetric
crystal structures or at interfaces and surfaces. In Figs. 7(b) and (c) the breaking of the in-
version symmetry is sketched by considering a third atom (blue) in asymmetric positions with
respect to s1 and s2. The electrostatic potential gradient due to the additional atom generates
an electric field between s1 and s2 that gives rise to spin-orbit interaction (Sec. 5). The result-
ing anisotropic exchange interaction can be written as the so-called Dzyaloshinskii-Moriya
interaction (DMI)
HDM = D12 · s1 × s2 ; D12 ∝ ξ a× r12. (14)
D1,2 is theDzyaloshinskii-Moriya vector, which is proportional to the spin-orbit coupling con-
stant ξ and depends on the position of the third atom with respect to the spins s1 and s2 (Fig. 7).
D1,2 points perpendicular to the triangle spanned by the three atoms. HDM favors configura-
tions with perpendicular spins and induces a sense of rotation depending on the direction of
D1,2, which according to Eq. (14) is related to the local atomic configuration given by the direc-
tion of a. In the geometry of Fig. 7, if D1,2 points out of the drawing plane, the spins are canted
in such a way that a clockwise (CW) rotation transforms s1 into s2 [Fig. 7(b)]. For reversed a,
D1,2 points into the drawing plane, and a counterclockwise (CCW) rotation connects s1 and s2.
Note that pure DMI would lead to a perpendicular spin alignment, which minimizes Eq. (14).
In Fig. 7 we implicitly assume dominant ferromagnetic direct exchange. The effect of the DMI
in this case is to reduce the total magnetic moment and to induce an antiferromagnetic compo-
nent (projections of s1 and s2 onto r12). If we assume antiferromagneitc direct exchange, DMI
reduces the magnetization in the sublattices of the antiferromagnetic order and induces a weak
ferromagnetic moment, which would point parallel (antiparallel) to r12 for the two directions of
D1,2 in Figs. 7(b) and (c), respectively.
DMI was first postulated in the 1950s by Igor Dzyaloshinskii [6] and microscopically explained
in terms of spin-orbit coupling in 1960 by Tori Moriya [7]. Later it was used to explain weak
s
1
r
12
a
(a)
D
12
=0
Collinear spins
s
2
s
1
(c)
⊗ D
12 
= –De
z 
≠0
Non-collinear spins
CCW rotation
s
2
r
12
a
s
1
(b)
⊗ D
12
= De
z 
≠ 0
Non-collinear spins
CW rotation
s
2
Fig. 7: DMI is only effective when the inversion symmetry with respect to a plane containing
r12 is broken. (a) D12 = 0 for the symmetric case, the spins are collinear. (b,c) Breaking the
symmetry leads to non-collinear spin alignment with the sense of spin rotation depending on the
direction of the DMI vector D1,2. The blue atom in (b) and (c) represents a nearest-neighbor
atom in a inversion asymmetric bulk material or a substrate atom in the case of a thin film
structure. ξ > 0 is assumed in this figure.
265
A8 — 12 Daniel E. Bu¨rgler
canting of the spins in antiferromagnetic materials, e.g.α-Fe2O3, MnCO3, and CoCO3. Only
in recent years, DMI has again attracted increased attention, when it was found (i) to stabilize
helical and Skyrmionic structures in ultra-thin films [8, 9] and in inversion asymmetric bulk ma-
terials (e.g.MnSi [10]), (ii) to give rise to a novel chiral magnetic domain wall structure in thin
bilayer films [11], and (iii) to provide a mechanism for magnetism-induced electric polarization
in a recently discovered class of multiferroics [12]. In the case of ultra-thin films, the interface
to the substrate and the surface break the inversion symmetry, i.e. substrate atoms act as third,
blue atoms in Fig. 7.
3.7 Itinerant exchange
If the electrons contributing to the magnetization are delocalized, then all coupling consid-
erations have to be done in the band picture of the electronic structure. Also in this case,
correlations of the electrons due to their spin alignment can lead to energetically favored spin
alignments. Since this kind of itinerant exchange must be applied to describe the most im-
portant magnetic metals like Fe, Co, Ni the middle of the 3d-series and their alloys, it will be
discussed in more detail in Sec. 4.
4 Band magnetism (Itinerant magnetism)
As discussed in Sec. 2 most atoms are magnetic, but in solids magnetism is rather the exception.
The reason is that parallel alignment of spins on the one hand gains exchange energy, but on
the other hand can lead to a strong increase of kinetic energy. This is a direct consequence of
the delocalization of the valence electrons when going from the atom to the solid and can be
discussed in the model of free electrons. In the non-magnetic case, all states k inside the Fermi
sphere with radius kF are doubly occupied with two electrons of opposite spin. kF = (3pi2n)1/3
is given by the electron density n = N/V . The sum of the kinetic energies of all electrons
is Ekin = N 35
2
2m
k2F. In the completely ferromagnetic case, where all states are occupied with
only one spin-up electron, the volume of the Fermi sphere doubles, kF increases by 21/3 and
Ekin by 22/3 = 1.587. This strong increase cannot be compensated by exchange energy. Thus,
completely delocalized electrons do not tend to magnetism. In solids the degree of localization
of the valence electrons determines whether the ground state is magnetic or not.
In order to develop a simple model for band ferromagnetism we consider the spin-resolved
density of states (DOS) of the free-electron system D(E) = D↑(E) +D↓(E) and assume that
D↓(E)D↑(E)
½ D(E
F
)
E
(a) (b)
E
F } δE
D↓(E)D↑(E)
E
E
F
∆E
Fig. 8. (a) Redistribution
of spin-down electrons
into unoccupied spin-up
states. The redistribution
increases the kinetic en-
ergy of the system. (b)
Exchange-split DOS tak-
ing into account the in-
crease in kinetic energy
and the gain in exchange
energy.
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some spin-down electrons are redistributed into unoccupied spin-up states, see Fig. 8(a). This
leads to an increase of the kinetic energy of each redistributed electron by δE. The number of
spin-up (spin-down) electrons is increased (decreased) by
δN =
1
2
D(EF)δE, (15)
and the kinetic energy density (per volume V ) in the system is increased by
∆Ekin =
δN
V
δE =
1
2V
D(EF)(δE)
2. (16)
With the total number of electrons per volume for the two spin orientations
n↑,↓ =
N
2V
± 1
2V
D(EF)δE (17)
the unbalanced system has the magnetization
M = −µB(n↑ − n↓) = −µBD(EF)
V
δE. (18)
The minus sign reflects that the magnetic moment of an electron is opposite to its spin.
What are the conditions under which the formation of this magnetization and the related increase
in kinetic energy can be compensated by a decrease of the Coulomb (or exchange) energy such
that the total energy of the system is lowered? Each pair of electrons with parallel spin gains
exchange energy 2I (I for each electron), because the antisymmetric spatial wave function
φt(r1, r2) (compare Sec. 3.2) avoids that the two electrons are occasionally in the same orbital:
φt(r1, r2) → 0 for r1 → r2. This is not the case for the symmetric spatial wave function
φs(r1, r2) of pairs of electrons with antiparallel spins. Hence, I can be identified with the
exchange integral of an electron [similarly as in Eq. (5)]. In the present context I is called
the Stoner parameter. The correlation effects among electrons of the same spin direction
renormalize the single electron levels. Since the exchange interaction favors the parallel spin
alignment, the majority DOS D↑(E) is shifted down by −1
2
∆E and the minority DOS D↓(E)
up by 1
2
∆E:
D↑(↓) = D(E ∓ 1
2
∆E) with ∆E = I(N↑ −N↓). (19)
This is called exchange splitting of the DOS of a ferromagnet, see Fig. 8(b). The number
of electron pairs with parallel spins in the up(down) direction is (without correcting for the
N  N2 self-pairs)
1
2
N2↑↑(↓↓) ≈
1
2
(
N
2
+ (−)δN
)2
(20)
yielding a gain in Coulomb energy density
∆EC ≈ −2I
V
(
N2
4
+ (δN)2
)
. (21)
The first term is the energy gain due to correlations for equal occupation of the two spin di-
rections and the second due to the redistribution of electrons. Rewriting the second term using
Eq. (17) the change of the Coulomb energy density due to the redistribution only becomes
∆EC = − I
2V
D(EF)
2 (δE)2, (22)
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Fig. 9. (a) D(EF) per atom and (b)
the product I ·D(EF) as a function
of the atomic number Z (data from
Ref. [13]). Only Fe, Co, and Ni ful-
fill the Stoner criterion (above the
dashed green line).
which is proportional toM2 [Eq. (18)]. With Eqs. (22) and (16) the total change of the energy
density due to the redistribution becomes
∆E = ∆Ekin +∆EC =
1
2V
D(EF)(δE)
2 [1− I ·D(EF)] . (23)
The term in the bracket implies that a I ·D(EF) > 1 is a sufficient condition for band ferromag-
netism called Stoner criterion. Ferromagnetism is favored for large exchange integral I and
more importantly for large DOS at the Fermi level. The DOS of solids is in general strongly
structured. In a simple approximation one can assume that the DOS of a bandD scales inversely
with the widthW of the band, since the integral over the DOS of the band (≈ W ·D) is the total
number of states in the band, i.e. a constant. The stronger the localization, the lowerW and the
higher D. In the atomic limit, W approaches zero, the Stoner criterion is always fulfilled, and
the magnetic moment is maximum in accordance with the first Hund’s rule.
4.1 Ferromagnetic 3d-metals: Fe, Co, Ni
Figure 9 shows calculated D(EF) and products I ·D(EF) relevant for the Stoner criterion for a
variety of metals with atomic number Z. Obviously, the variation of the product I · D(EF) is
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mainly due to D(EF) and much less due to I . Only Fe, Co, and Ni fulfill the Stoner criterion
and are indeed ferromagnetic. The figure indicates that Pd is at the verge to ferromagnetism,
which is in agreement with the fact that a magnetic moment can be induced in Pd, if it is in
proximity to a ferromagnetic metal.
Figure 10 shows exemplarily the bandstructures of minority and majority electrons in Co and
Fig. 11 the spin-resolved DOS for Fe and Co that are dominated by 3d-states. The majority and
minority DOS are apart from the relative shift by the exchange splitting ∆E approximately the
same, showing the applicability of the Stoner model for these real metals. The spin-resolved
DOS of fcc-Ni looks very similar to that of fcc-Co except for a smaller exchange splitting ∆E.
For Co and Ni the majority states are fully occupied, whereas 1.7 d-electrons for Co and 0.6
d-electrons for Ni are missing in the minority states leading to a magnetic moment per atom of
1.7 and 0.6µB for Co and Ni, respectively. The magnetic moment per atom for Fe is 2.2µB,
however, the majority d-states are not fully occupied. Therefore, Fe is called a weak magnet in
contrast to the strong magnets Co and Ni.
4.2 Antiferromagnetic 3d-metals: e.g. Mn and Cr
Antiferromagnetic metals like γ-Mn with alternating positive and negative atomic moments
along the cubic (001) axis or bcc-Cr exhibiting an incommensurable spin density wave can
also be treated in a manner similar to the Stones model. The qualitative result is that anti-
ferromagnetism is favored, if the Fermi level is in the middle of a band and D(EF) is small.
The minority and majority DOS are equal, but some band crossings close to the Fermi level
in the non-magnetic state are removed by hybridization leading to the opening of gaps in the
antiferromagnetic case. The corresponding occupied bands are shifted to lower energy near the
avoided crossings, which in total causes a gain in kinetic energy and thus the stabilization of the
antiferromagnetic state.
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4.3 Ferromagnetic 3d-alloys
The ferromagnetic 3d-metals Fe, Co, and Ni can be alloyed with other 3d transition metal
elements yielding a rich variety of magnetic properties. In particular the magnetization of the
alloys can be tailored. The magnetization increases (decreases) if the local atomic moment of
the atoms added aupon alloying is parallel (antiparallel) to the moments of the host material.
A compilation of the mean magnetic moments per atom of binary 3d-alloys as a function of
the mean number of electrons per atom yield so-called Slater-Pauling curve in Fig. 12(a). The
curve consists of two main branches with opposite slopes. Fe alloys lie on the left branch,
whereas Co and Ni alloys form the right branch with negative slope and the side branches with
positive slope. In Co and Ni hosts as strong ferromagnets valence electrons added upon alloying
mainly occupy minority states and, thus, reduce the mean magnetic moment yielding the slope
-1. In weak magnets like Fe the added electron can contribute to the majority or minority DOS.
Since the DOS at the Fermi level is larger for majority than minority electrons [Fig. 11(a)],
the magnetization increases with a positive slope. This behavior can easily be understood by
assuming for simplicity a rigid DOS and a shifting Fermi level to account for the varying number
of electrons per atom [Fig. 12(b)].
5 Spin-orbit coupling
In the previous sections the focus was on spin-spin interaction, while spin-orbit coupling (SOC)
was largely neglected. This approximation allowed us to formulate the Heisenberg spin Hamil-
tonian [Eq. (12)] that only acts in the spin space. Due to the separation of the Hilbert space into
orthogonal subspaces spanned by spatial and spin coordinates, respectively, the total wave func-
tions could be factorized into spatial and spin parts, e.g. in Eq. (4). As a consequence, the spin
s and magnetic quantum number m are good quantum numbers characterizing the eigenstates
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of the total Hamiltonian. The inclusion of SOC changes this situation, since it mixes spin and
spatial variables as we will see below.
SOC describes the interaction of the electron spin momentum with electrical fields that can
be of internal (Coulomb interaction with the cores and other electrons) or external origin. In a
classical picture, an electron moving with velocity v in an electric field E experiences in its own
reference frame the Lorentz-transformed field that contains a magnetic field component B ≈
1
c2
E ×v (for small v compared to the velocity of light c) that couples to the electron’s magnetic
moment. In quantum mechanics it is not obvious how to define a reference frame of a moving
atom, but SOC directly follows from the Dirac equation as a relativistic effect (as reflected in
the classical picture by the Lorentz transformation). When the Dirac equation is simplified to
the Schro¨dinger equation with relativistic effect corrections added to the Hamiltonian, SOC is
described by
HSOC = e
4m2ec
2
E · (p× σ), (24)
whereme is the electron mass, p the linear momentum operator, and σ = (σx, σy, σz) is a vector
with the components being the Pauli matrices. The electric field can in general be written as
E = −∇V (r), where V (r) is the electrostatic potential.
For a central potential, V (r) = V (r), the SOC Hamiltonian can be written as
HSOC = e
4m2ec
2
1
r
dV (r)
dr
L · σ = ξ(r)L · S with ξ(r) = e
2m2ec
2
1
r
dV (r)
dr
, (25)
where S = σ/2 is the spin operator, and ξ(r) is called the spin-orbit couplng constant. In
this form the coupling of the spin with the angular momentum L = r × p is directly evident.
In atoms as well as in solids, a central potential is a meaningful first approximation because
the Coulomb potential of the nucleus dominates, in particular in the vicinity of the nucleus that
contributes most to Eq. (25), ξ(r) ∝ (1/r)dV/dr ∼ −Z|e|/r3 ∝ −Z4, since the expectation
value 〈1/r3〉 ∝ Z3 with Z being the atomic number. This strong dependence on Z is the reason
why heavy atoms in general show stronger SOC than light atoms. The appearance of L in
Eq. (25) implies that s-electrons with L = 0 are not expected to show SOC. SOC is especially
strong for p-orbitals, which are closer to the nucleus than d or f -orbitals such that the r−3
dependence of ξ(r) prevails the larger orbital momentum of the d or f -orbitals.
The product L · σ in Eq. (25) can rewritten using the raising and lowering operator L± = Lx ±
iLy and σ± = σx ± iσy for the z-component of the angular momentum and spin, respectively,
L · σ = Lz · σz + 1
2
(L+σ− + L−σ+). (26)
The first term is spin conserving, while the second describes spin flipping. For instance, the
action of the operator L · σ on the wave function |l,m > | ↑> adds an usually small component
|l,m + 1 > | ↓> with opposite spin to the initial state due to the term L+σ−. Thus, the action
of SOC on a state with pure spin and pure angular momentum leads to a beating between higher
and lowerm and up and down spin: m and s are not constant anymore. Only this admixture of
components with opposite spin character in the eigenstates allows for spin-flip processes. Since
lowering (raising) the spin is accompanied by raising (lowering) of l, the total z-component
mj of the total angular momentum j is constant. The beating does neither change the angular
momentum l. In other words, the operators L2 and J = L + 1
2
σ commute with HSOC, but Lz
and σz don’t.
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Beyond the approximation of a central potential V (r), the electric field E entering the SOC in
Eq. (24) is determined by the details of the electrostatic potential landscape V (r) that can give
rise to a variety of SOC-based effects. Depending on the origin of the electric field E one can
roughly distinguish
• Symmetry-independent SOC effects that exist in all types of crystals. The electric
field stems from the intra-atomic Coulomb potential. Examples are magnetocrystalline
anisotropy (Sec. 7), anisotropic magnetoresistance (Sec. 10), spin Hall effect, spin relax-
ation, and spin dependence of the Mott scattering cross section,
• Symmetry-dependent SOC effects that only occur in systems with broken inversion
symmetry. The inversion symmetry may arise from the crystal structure in the bulk of
a material (e.g. zinc-blende or B20 structure) and is called Dresselhaus SOC or from
the symmetry breaking at surface and interfaces (e.g. thin films, heterostructures) and is
referred to as Bychkov-Rashba SOC. Examples are Dzyaloshinskii-Moriya interaction
(Sec. 3.6) in the bulk or in thin films, the Rashba effect in two-dimensional electron gas
systems in asymmetric quantum well heterostructures, and the Rashba splitting of surface
states of metals and semimetals (see below).
As a further example contrasting the intra-atomic central potentials discussed above, we con-
sider a two-dimensional electron gas in the x-y-plane and a spatially constant electric field
E = Ez zˆ. This situation is approximately realized for surface states at metal surfaces, where
the symmetry breaking gives rise to a potential gradient in the direction normal to the surface
(z-direction), or in a two-dimensional electron gas in a semiconductor heterostructure. The
Hamiltonian consists of the kinetic energy and the SOC term calculated according to Eq. (24)
for E = Ez zˆ
H = 
2
2me
k2‖ + αBRσ · (k‖ × zˆ), (27)
where αBR is the strength of the Bychkov-Rashba SOC. This SOC term can be interpreted as the
interaction of the spin with an effective in-plane magnetic field, which is always perpendicular
to the propagation direction k‖. For k‖ = (kx, ky, 0) = k‖(cosϕ, sinϕ, 0) the eigenfunctions
can be written as a product of plane waves times a two-component spinor
ψ±k‖(r‖) =
ei
k‖·r‖
2pi
1√
2
(
ie−iϕ/2
±eiϕ/2
)
(28)
with eigenenergies
ε±(k‖) =
k2‖
2me
± αBR|k‖| = 
2
2me
(k‖ ± kSO)2 −∆SO , (29)
where± denotes spin-up and spin-down states with respect to the local (in k‖ space) spin orien-
tation axis. The two-fold degenerate energy paraboloid of the free-electron model is now spin-
split. The splitting ε+(k‖)−ε−(k‖) = 2αBRk‖ is linear in k‖. The spin-split parabolas are shifted
on the k‖-axis by kSO = meαBR/2 in opposite directions for spin-up and spin-down states, and
the energy is overall lowered by ∆SO = meα2BR/(22) as shown in Fig. 13. The so-called
Rashba splitting of Au(111) surface states has been observed first by spin-averaged angle-
resolved photoemission spectroscopy (ARPES) [17] and later by spin-resolved ARPES [18].
272
Magnetism and Spin-Polarized Transport 19 — A8
ε(k
x
,k
y
)
ε
k
x
k
y
k
yk
y
k
x
(a)  (b) (c)
k
SO
∆
SO
Fig. 13: (a,b) Spin-split parabolic energy dispersion of a two-dimensional electron gas due to
SOC in an inversion asymmetric environment. (c) Fermi surface with the arrows indicating the
local quantization axis corresponding to the spin pattern.
The spin pattern at the Fermi surface shown in Fig. 13(c) has interesting consequences on trans-
port properties. Electrons with Fermi energy propagating for instance in the direction ky have
two different k-vectors for spin-up and spin-down components of the spinor [red and green in
Figs. 13(b) and (c)] resulting in spin precession along the propagation direction. This feature of
the Rashba splitting is exploited in the spin transistor proposed by Datta and Das [19], where a
gate electrode in the heterostructure below the transport channel is used to modulate the electric
field acting on the two-dimensional electron gas and, thus, the Rashba splitting and the spin
precession.
6 Collective magnetism
The interactions between magnetic moments discussed in Sects. 3 and 4 give rise to collective
magnetism and different magnetic ground states in a solid. In the ferromagnetic ground state all
magnetic moments are aligned parallel. The antiferromagnetic state consists of two ferromag-
netically ordered sublattices with opposite spin directions resulting in antiparallel alignment of
adjacent moments. The total spontaneous magnetization vanishes. In a ferrimagnet the magni-
tude of the antiparallel aligned moments of the two sublattices are different resulting in a net
total magnetization. Spin glasses are characterized by magnetic moments that are frozen out
with random orientation. An example are magnetic impurities in a non-magnetic metallic host.
The superposition of oscillatory and long-range pair-wise RKKY interactions [Eq. (13)] cause
the random orientation of the impurities’ moments. Finally, there are helical and spiral or even
chiral magnetization arrangements that are stabilized by suitable combinations of nearest and
next-nearest Heisenberg-type interactions [Eq. (11)], e.g. in rare-earth metals with hcp struc-
ture, or by Dzyaloshinskii-Moriya interaction [Eq. (14)], e.g. for a single atomic layer of Mn on
a W(110) substrate [8]. In the following we will focus on ferro-, ferri-, and antiferromagnetic
order that can be treated in the mean-field approximation to describe the temperature depen-
dence of the magnetization and the magnetic susceptibility, i.e. the response to an externally
applied magnetic field.
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6.1 Ferromagnetic order
Ferromagnetism is characterized by a spontaneous magnetization even in the absence of an
external magnetic field, which however only occurs below a material-dependent temperature TC
called Curie temperature. Above TC thermal fluctuations destroy the magnetic order. Starting
from the Heisenberg model [Eq. (11)] with constant nearest-neighbor interaction JA > 0, the
interaction of a given atomic site Ji with its z neighbors is
Ei = −2JA
z∑
j=1
Ji · Jj. (30)
We now consider mean values and replace the Jj by their time-averaged mean value 〈 Jj〉 and
obtain the mean exchange energy
Ei = −2zJA〈 Jj〉 · Ji. (31)
With M = −ngJµB〈 Jj〉 (atomic density n, Lande´ factor gJ, Bohr magnetron µB)
Ei = −(−gJµB Ji) · 2zJA
ng2Jµ
2
B
M = −µ · BA. (32)
Hence, we have formally described the exchange energy as the product of the magnetic moment
µ and an effective magnetic field BA called exchange field ormolecular field, which is propor-
tional to the magnetization BA = µ0λ M . λ is called molecular field constant and is positive
for ferromagnets. This procedure is the mean-field approximation. The molecular field is a
fictitious mean field that creates in a solid the same order as the exchange interaction. In the
case of an externally applied magnetic field, the effective field Beff = BA+ Bext = µ0λ M+ Bext
must be considered. At T = 0 all µ are aligned parallel to Beff. All magnetic quantum num-
bers aremJ = −J minimizing the energy −µzBeff, and the magnetization equals the saturation
magnetizationMS.
At finite temperatures thermal excitations populate levels with mJ > −J with a higher energy
−µzBeff. The temperature dependence of the magnetization M(T ) is obtained by averaging all
mj = −J · · · + J possible alignments of µ with respect to Beff weighted by the corresponding
occupation probability given by the Boltzmann factor exp(mJgJµBBeff/kBT ). The result is
M(T )
MS
= BJ
(
gJµBJ(µ0λM(T ) + Bext)
kBT
)
= BJ(y), (33)
with
y =
gJµBJ(µ0λM(T ) + Bext)
kBT
. (34)
BJ(y) is the Brillouin function and kB the Boltzmann constant. Equation (33) is an implicit
function ofM(T ). In order to find non-trivial solutions (M = 0) we solve Eq. (34) forM ,
M(T )
MS
=
kBT
µ0gJµBJλMS
y − Bext
µ0λMS
, (35)
and plot the two expressions for M(T )/MS [Eqs. (33) and (35)] as a function of y in Fig. 14.
The black curves show saturation for large |y|. i.e. large Beff and small T , andM = 0 for y = 0,
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Fig. 14: Graphical determination of M(T ) from Eqs. (33) and (35) for (a) Bext = 0 and (b)
Bext = 0.
i.e. small Beff and large T , where thermal fluctuations destroy the magnetic order. A solution
for M exists, if the two curves intersect. For Bext = 0 in Fig. 14(a) this is only the case, if the
temperature is lower than a critical value TC that can be identified as the Curie temperature
TC =
µ0gJ(J + 1)µBλMS
3kB
= λC, (36)
where C is the material-dependent Curie constant. Equation (36) confirms the intuitive ex-
pectation that materials with strong exchange interaction exhibits a high Curie temperature and
allows to estimate the strength of the molecular field BA = λMS. For J = 1/2, gJ = 2, and
TC = 1000K we obtain BA ≈ 1500T. This extremely high value illustrates the strength of the
exchange interaction. Equation (33) can now be rewritten (for Bext = 0) as
M
MS
= BJ
(
µ0gJµBJλM(T )
kBT
)
= BJ
(
3J
J + 1
· M
MS
· TC
T
)
(37)
and is shown in Fig. 15(a) for different values of J and zero external field. The magnetization
drops continuously with temperature and vanishes at TC.
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For the discussion of the magnetic susceptibility χ = µ0 δMδB we consider a small external field
Bext applied at T > TC that induces a small magnetizationM . For small y, BJ(y) ≈ J+13J y and
Eq. (33) becomes
M
MS
≈ J + 1
3J
· gJµBJ(µ0λM + Bext)
kBT
=
TC
µ0λMS
µ0λM + Bext
T
. (38)
Solving for M
MS
we get
M
MS
=
TC
T
· Bext
λMS
·
(
1− TC
T
)−1
and hence χ =
C
T − TC , (39)
which represents the Curie-Weiss law. For TC = 0 we obtain the Curie law for the susceptibil-
ity of a paramagnetic material [see Fig. 17 in Sec. 6.3]. For a finite external field Bext the linear
curve in Fig. 14(b) is shifted on the y axis [see Eq. 35]. Therefore, there is an intersection of the
two curves, and thus a solution forM , for all temperatures. SeveralM(T ) curves for different
Bext are shown in Fig. 15(b) for the case J = 1/2. Hence, a ferromagnetic material becomes
paramagnetic above TC and an external field induces a magnetization.
6.2 Ferrimagnetic order
Ferrimagnets are substances in which the magnetic moment of some ions in the structural unit
cell are antiparallel to the others. The ground state is characterized by a spontaneous magne-
tization that persists up to the Curie temperature. Ferrimagnetism is found in many ferrites,
i.e.magnetic oxides of the formMO·Fe2O3 with the bivalent metal ionM= Zn, Cd, Fe, Ni, Cu,
Co, or Mg. Magnetite (Fe3O4 or FeO·Fe2O3) is a famous example, in which the Fe3+-moments
couple antiparallel to each other, and only the Fe2+-ions contribute to the net magnetization.
In general, a ferrimagnetic material can be described to consist of two sublattices A and B
with antiparallel spin alignment with the coupling constant JAB < 0. The coupling within the
sublattices is described by JAA and JBB, which can be positive, negative, or zero. In the spirit
of the mean-field approximation discussed in the previous section the effective field acting on
A and B sites are
BeffA = Bext + µ0λAB MB + µ0λAA MA (40)
BeffB = Bext + µ0λBA MA + µ0λBB MB, (41)
where λAA, λBB , λBA, and λAB are the respective molecular field constants. For symmetry
reasons λAB = λBA. Similar to the ferromagnetic case [Eq. (33)] the temperature dependence
of the magnetizations of the sublattices MA,B(T ) are given by Brillouin functions. Above the
Curie temperature and for small magnetizations we approximate BJ(y) ≈ J+13J y and obtain
MA =
CA
µ0T
( Bext + µ0λAA MA + µ0λAB MB) (42)
MB =
CB
µ0T
( Bext + µ0λAB MA + µ0λBB MB) (43)
with the Curie constants CA and CB [see Eq. (36)]. This linear set of equations can be solved
for MA and MB to obtain an expression for the susceptibility χ and for the ferrimagnetic Curie
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temperature TC from the condition χ−1(TC) = 0. Here, we state for simplicity only the results
for λAA = λBB = 0 (in many systems this is equivalent to the nearest-neighbor approximation):
TC = |λAB|
√
CACB (44)
and
χ = µ0
| MA + MB|
Bext
=
(CA + CB)T − 2|λAB|CACB
T 2 − T 2C
. (45)
Obviously, the temperature dependence of the susceptibility of a ferrimagnet is different from
that of a ferromagnet, which allows to experimentally distinguish ferro- and ferrimagnetic ma-
terials, see Fig. 17 in Sec. 6.3.
In the general case, the temperature dependence of the total magnetization of a ferrimagnet can
show rather complicated behavior depending on the molecular field constants λAB, λAA, and
λBB . In particular, the total magnetization can vanish and reappear at a temperature Tcomp below
TC due to the different magnitudes and temperature-dependencies of the antiparallel aligned
spontaneous magnetizations MA and MB of the sublattices as schematically depicted in Fig. 16.
Tcomp is called compensation temperature.
6.3 Antiferromagnetic order
In an antiferromagnet the exchange coupling between neighboring atoms is negative and the
magnetic moments are antiparallel aligned, similar to the situation in a ferrimagnet. However,
in an antiferromagnet the two sublattices are identical and their magnetic moments compen-
sate each other. This order persists up to the critical temperature, called Ne´el temperature
TN. An antiferromagnet does not show spontaneous magnetization at any temperature. Hence,
antiferromagnetic order cannot be characterized by magnetization measurements, but shows
up in neutron scattering as additional diffraction spots due to the twice as large magnetic unit
cell. In some antiferromagnetic materials (e.g.Cr) the magnitude of the magnetic moments at
the atomic sites is modulated with a wavelength longer than the structural periodicity. This is
called incommensurable antiferromagnetic order. Here, we focus on antiferromagnets with
commensurable order such as MnO. From a mean-field point of view, antiferromagnetism of
this form is a special case of ferrimagnetism, for which MA = − MB, λAA = λBB and hence
CA = CB = C. The effective fields are
BeffA = Bext + µ0(λAB − λAA) MB (46)
BeffB = Bext + µ0(λAB − λAA) MA (47)
and correspond to the effective fields of a ferrimagnet with renormalized molecular fields con-
stants λAB → (λAB − λAA) and λAA,BB → 0 [see Eqs. (40) and (41)]. Thus, the Ne´el tempera-
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Fig. 17. Schematic temperature de-
pendence of the inverse suscepti-
bility for para-, ferro-, ferri-, and
antiferromagnetic substances. The
Curie constants C are assumed the
same in all cases leading to the
same slope for large T . For T <
TN the susceptibility for a polycrys-
talline antiferromagnet is the aver-
age 2
3
χ⊥ + 13χ‖.
ture according to Eq. (44) is
TN = |λAB − λAA|C. (48)
Our above definition of C refers to only one sublattice. In the case that C is given for the whole
lattice, a factor 1
2
must be added on the right-hand side.
For T > TN in the paramagnetic region, an external field Bext induces the sublattice magnetiza-
tions MA = MB and the total magnetization isM = 2MA. From Eq. (40) follows now
BeffA = Bext + µ0(λAB + λAA) MA = B
eff
B = B
eff (49)
and from Eq. (42)
M = 2 MA =
1
µ0
2C
T
Beff =
1
µ0
2C
T
(
Bext + µ0(λAB + λAA) MA
)
. (50)
Finally, we obtain the susceptibility of an antiferromagnet
χ = µ0
M
Bext
=
2C
T +Θ
with Θ = −|λAB + λAA|C, (51)
where Θ is the paramagnetic Ne´el temperature. The magnitude of Θ differs from TN for
λAA = 0 and allows the determination of the sign of λAA. The susceptibility below TN depends
on the direction of Bext with respect to the spin direction in the sublattices. If it is applied
perpendicular to the spins, both sublattice magnetizations rotate slightly into the field direction
and χ⊥ is finite and independent of T . If the field is applied parallel to the spin axis, the magnetic
energy does not change and χ‖ = 0 at T = 0. The qualitative temperature dependence of χ⊥
and χ‖ is shown in Fig. 17, where we schematically compare the temperature dependence of the
inverse susceptibility for para-, ferro-, ferri-, and antiferromagnetic substances.
7 Magnetic anisotropy
Magnetic anisotropy describes the fact that the energy of a magnetic system changes as a func-
tion of the direction of the magnetization with respect to the crystal axes or the geometric axes
defining the shape of the magnet. Magnetization directions, for which the energy is maximum
(minimum) are called easy (hard) axes of magnetization. This is manifested in each perma-
nent magnet, where the macroscopic magnetization is pointing up or down with respect to a
certain axis, the easy axis, e.g. the cylinder axis of a bar magnet or the long axis of a compass
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needle. Although the anisotropy energy per atom is much smaller than exchange or bonding
energies, almost all applications of magnetic materials depend on the magnetic anisotropy that
couples the for humans imperceptible quantitymagnetization to directly observable orientations
and directions in space. Without magnetic anisotropy the magnetization of the compass needle
would point to the north pole but not the needle itself, the fridge magnet would not stick to
the fridge, and information could not be stably stored in magnetic materials (e.g. in hard disk
drives).
7.1 Phenomenology of magnetic anisotropy
Phenomenologically the dependence of the free energy density F of a magnetic system on
the direction of M is expanded in terms of the azimuthal and polar angles θ and φ of the
magnetization direction. Usually, this is done in terms of the directional cosines (α1, α2, α3) =
(sin θ cosφ, sin θ sinφ, cos θ) of M with respect to crystal or sample axes. In the absence of
magnetic fields time-inversion symmetry requires F ( M) = F (− M), such that no odd powers
of the cosines appear in the expansion
F ( M) = K0 +
∑
ij
bijαiαj +
∑
ijkl
bijklαiαjαkαl + . . . , (52)
where the coefficients b depend on | M | and in general on the temperature. Higher orders in the
α’s can usually be neglected. Crystal symmetry can further reduce the number of non-vanishing
terms. For a cubic crystal Eq. (52) reduces to
F ( M) = K0 +K1(α
2
1α
2
2 + α
2
1α
2
3 + α
2
2α
2
3) +K2α
2
1α
2
2α
2
3 + . . . (53)
Examples of free energy surfaces of the cubic systems bcc-Fe and fcc-Ni are shown in Figs. 18(a)
and (b). For K1 > 0 (K1 < 0) [100] directions are easy(hard) axes and [111] directions
hard(easy) axes. In both cases [110] directions are intermediate axes. For uniaxial systems like
tetragonal or hexagonal lattices, where one axis (usually the c-axis aligned with the zˆ direction)
is non-equivalent to the other axes, Eq. (52) becomes
F ( M) = K0 +K1 sin
2 θ +K2 sin
4 θ + . . . (54)
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Fig. 18: Magnetic energy surfaces for cubic symmetry according to Eq. (53) for (a) dominant
K1 > 0 representative for bcc-Fe and (b) dominant K1 < 0 representative for fcc-Ni. (c,d)
M(B) loops measured with the field B applied along the high-symmetry axes [100], [110],
and [111] for (c) bcc-Fe with K1 > 0 and (d) fcc-Ni with K1 < 0.
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As we will see below, the anisotropy constants K1 and K2 are typically of the order of 104 to
107 J/m3. With an atom density of about 1023 cm−3 this corresponds to only 1µeV to 1meV
per atom. The anisotropy constants can be obtained by measuring magnetization loops M(B)
with the field applied in different directions with respect to the crystallographic axes or the
sample geometry. The area under the M(B) curve between zero field and the saturation field
corresponds to the energy required to align the magnetization in the direction of the applied field
[Figs. 18(c) and (d)]. Reaching saturation along a hard axis requires a larger field and, thus, a
higher energy. For instance, in a cubic system withK2 = 0 we obtain from Eq. (53) for a [100]
direction (α1 = 1, α2 = α3 = 0) F[100] = K0 and for a [111] direction (α1 = α2 = α3 = 1/
√
3)
F[111] = K0 +K1, hence K1 = F[111] − F[100].
7.2 Physical origin of magnetic anisotropy
There are different physical mechanisms that give rise to magnetic anisotropy. The most impor-
tant microscopic mechanisms are discussed below.
7.2.1 Shape anisotropy
A geometrically finite and homogeneously magnetized sample (i.e.without magnetic domains)
creates a stray field in the outside, which can be thought to be due to magnetic charges (north
and south poles) at the surfaces. These magnetic charges also give rise to a dipolar field in-
side the sample opposite to the magnetization, which is called demagnetization field and can
lead to a lower energy for certain directions of the magnetization with respect to the sample
geometry (shape). Hence, the origin of this so-called shape anisotropy is classical dipole-dipole
interaction (Sec. 3.1). Although dipole-dipole interaction is much weaker than exchange, shape
anisotropy can be a significant contribution to the total anisotropy, because the weak pair inter-
action is counterbalanced by the much longer interaction range, which involves a large number
atoms.
The energy of a sample with saturation magnetization MS in its own demagnetization field
Hdemag is
Estray = −1
2
∫
V
µ0 MS · Hdemag dV, (55)
where the integration runs over the whole sample volume V . The calculation of Hdemag and the
evaluation of the integral for a general shape is not possible in a closed form. However, it can
be shown that ellipsoids possess a constant Hdemag given by
Hdemag = −N MS, (56)
where N is the demagnetization tensor. N is diagonal in the coordinate system spanned
by the semi-axes of the ellipsoid. For a general magnetization direction characterized by the
directional cosines in this specific coordinate system
N =
 N1 0 00 N2 0
0 0 N3
 with N1 +N2 +N3 = 1. (57)
The stray field energy for ellipsoids becomes
Estray = −1
2
∫
V
µ0 MSN MSdV = µ0V
2
MSN MS = µ0V
2
·M2S (N1α21 +N2α22 +N3α23). (58)
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For a spherically shaped sample N1 = N2 = N3 = 1/3, and Estray = µ0V6 M
2
S is isotropic.
All directions are equivalent. For an infinitely long cylinder in zˆ-direction, which is a good
approximation for a magnetic wire, N1 = N2 = 1/2 and N3 = 0, and Estray = µ0V4 M
2
S sin
2 θ.
In this case the cylinder axis (θ = 0, pi) is an easy axis of the magnetization. This can be
understood by the fact that the magnetic charges at wire ends are pushed infinitely far apart and
the dipolar demagnetization field ( Hdemag ∝ r−2) approaches zero. Finally, we consider an in
the x-y-plane infinitely extended, but thin plate as an approximation for a thin magnetic film.
In this case N1 = N2 = 0 and N3 = 1, and
F filmstray( M) =
Efilmstray
V
=
µ0
2
M2S cos
2 θ = K0 +K
film
shape sin
2 θ with Kfilmshape = −
µ0
2
M2S . (59)
The magnetization is preferentially in the plane of the film (θ = pi/2, 3pi/2), which is called
an easy plane of magnetization. In order to rotate MS from in-plane to the hard-axis out-of-
plane orientation a field B = 1
2
µ0MS must be applied, which for Fe, Co, and Ni is about 1.1,
0.9, and 0.3 T, respectively. Kfilmshape is the energy density of the shape anisotropy of a thin film
and amounts to 1.92 · 106, 1.34 · 106, and 1.73 · 105 J/m3 for Fe, Co, and Ni, respectively. We
will see in the next section that these values are comparable to those of the magnetocrystalline
anisotropy and, therefore, the shape anisotropy has a strong impact on the magnetization state
of thin films.
7.2.2 Magnetocrystalline anisotropy
Magnetocrystalline anisotropy is a consequence of spin-orbit coupling (SOC) discussed in
Sec. 5. The Heisenberg Hamiltonian [Eq. (12)] is isotropic yielding the same energy for all
directions of the magnetization. This isotropy is broken when a SOC term is included in the
Hamiltonian. This is best seen for the SOC Hamiltonian in Eq. (25), which couples the spin
S with the angular momentum L. The alignment of L with respect to the crystal lattice, in
turn, results from exchange and Coulomb interaction: Atoms with L = 0 have partly filled
orbitals (e.g. 3d-electrons in transition metals or 4f -electrons in rare-earth metals) resulting in a
non-spheric electron distribution. In a crystal the overlap of these non-spheric atomic electron
distributions depends on their alignment and, thus, on the direction of L with respect to the
crystal lattice as schematically shown in Fig. 19. The total effect is a dependence of the free
energy density of the magnetic system on the direction of the magnetization with respect to the
crystallographic axes as phenomenologically introduced in Sec. 7.1. The magnetocrystalline
anisotropy constants of bulk bcc-Fe, fcc-Ni, and hcp-Co are listed in Table 1.
Both the schematic picture in Fig. 19 and the crucial role of the local potential landscape for
SOC suggest a strong dependence of the magnetocrystalline anisotropy on the local symme-
try of an atom and on its coordination number. At a surface or an interface the symmetry of
the crystal’s volume is locally broken and thus gives rise to an additional magnetocrystalline
L
(a)
(b)
L L L L
L L L
c
Fig. 19. Different alignments of the non-
spheric atomic electron distributions and the
related orbital momenta L with respect to a
given crystallographic direction cˆ result in
different interatomic overlap and, hence, dif-
ferent exchange and Coulomb interaction.
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Table 1: Magnetocrystalline anisotropy constantsK1 andK2 in J/m3 of the free energy density
expansion Eq. (53) for bulk bcc-Fe, fcc-Ni, and Eq. (54) for hcp-Co, respectively.
bcc-Fe fcc-Ni hcp-Co
K1 5.48 · 104 −12.63 · 104 7.66 · 105
K2 1.96 · 102 5.78 · 104 1.05 · 105
anisotropy, the so-called interface (or surface) anisotropy. This interface-induced anisotropy
may prefer a magnetization direction in the sample plane or perpendicular to it. The latter case
is of particular interest for thin films, because then the interface anisotropy counteracts shape
anisotropy. Phenomenologically, interface anisotropy is described by an additional term to the
free energy density F ( M)
Finterface( M) =
KS
d
· sin2 θ, (60)
with the interface/surface anisotropy constant KS. The film thickness d appears in the denomi-
nator because we are dealing with a purely interfacial effect. Note that both interfaces of a thin
film may contribute to KS. The sign and magnitude of KS depends on the involved materials.
Typical values of KS are +0.58 × 10−3 J/m2 for a Co/Pd interface, which favors out-of-plane
magnetization, or−0.48×10−3 J/m2 for a Ni surface (Ni/UHV interface), which favors in-plane
magnetization. Combining shape and interface anisotropy [Eqs. (59) and (60)] for an ultra-thin
film we find a spin reorientation transition at the critical thickness dc, where the total anisotropy
crosses zero,
dc =
2KS
µ0M2S
. (61)
Figure 20 shows the experimentally determined total anisotropy constant K of a Co/Pd mul-
tilayer multiplied with the Co thickness d as a function of d. The sign change at dc ≈ 13 A˚
indicates a transition from out-of-plane for small d to in-plane magnetization for large d in
good agreement with the prediction of Eq. (61).
Any other symmetry-breaking phenomenon gives rise to additional contributions to the mag-
netic anisotropy. Regularly aligned step edges on a slightly miscut surface cause step anisotropy,
which favors certain in-plane directions over others. Strain, for instance due to a mismatch be-
tween the lattice constants of the thin filmmaterial and the substrate results in strain anisotropy,
which is closely related to magnetostriction. All types of magnetocrystalline anisotropy are
Co thickness d (Å)
K
 ∙
 d
 (
m
J
/m
2
)
d
c
0
1
-10 10
2KS
20
Fig. 20. Magnetic anisotropy K of thin Co
films in a Co/Pd multilayer. The y-intercept
of the curveK ·d versus d yields the interface
anisotropy constant 2KS ≈ 1.16× 10−3 J/m3
and the slope the shape anisotropy constant
Kfilmshape ≈ −0.91 × 106 J/m3. The magnetiza-
tion is out-of-plane for d < dc and in-plane
d > dc (data taken from [20]).
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most distinct in single-crystalline materials and are suppressed in polycrystalline specimen
without preferred orientation of the grains or in amorphous materials. In these cases shape
anisotropy dominates. Magnetocrystalline anisotropy is not restricted to ferro- and ferrimag-
netic materials, it also exist in antiferromagnets. In this case, the free energy is a function of the
axis defined by the antiferromagnetically coupled sub-lattice magnetizations.
7.2.3 Exchange anisotropy (Exchange biasing)
Another type of anisotropy, which can also be classified as interface anisotropy, is the so-called
exchange anisotropy occurring at ferromagnet/antiferromagnet (FM/AFM) interfaces. The
exchange interaction between the FM and the interface moments of the AFM can be described
by an effective magnetic field HEB called exchange-bias field acting on the FM,
HEB =
σEB
µ0Md
eˆAFM, (62)
where σEB is the areal energy density of the exchange coupling across the interface and d the
thickness of the FM film. eˆAFM is the direction of the interface moment of the AFM that arises
due to the broken symmetry at the interface and short-range nature of direct exchange with
dominant nearest-neighbor and negligible next-nearest-neighbor interaction. The direction eˆAFM
is determined by the magnetocrystalline anisotropy of the AFM material. The corresponding
contribution to the free energy density has the form of a Zeeman term
FEB( M) = −µ0 M · HEB. (63)
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Fig. 21: (a) Hysteresis loop of a FM film with (red) and without (green) exchange anisotropy
due to an adjacent AFM. The loop center of the pinned FM film is shifted to −HEB and the
width of the loop 2HC is strongly increased. (b) Simple picture of exchange anisotropy at an
ideal interface. All interface spins of the AFM are uncompensated and act in the same way
on the FM. A completely compensated surface in marked on the right edge of the AFM. (c) At
real interfaces with roughness the nearest-neighbor exchange couplings cannot all be fulfilled
simultaneously resulting in frustration (red crosses) and domain walls (dashed red line). (d)
If the interfacial exchange coupling is stronger than the anisotropy in the AFM, non-collinear
(see angles α and β) configurations are likely and a domain wall in the AFM is formed when
the FM film is magnetized to the right. Only one spin sublattice of the AFM is shown in (d) for
clarity.
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Therefore, the exchange anisotropy shifts the hysteresis curves of the FM film on the field axis
by −HEB, if the field is applied along eˆAFM. This effect is called exchange biasing and is
schematically shown in Fig. 21(a). The FM is said to be pinned by the AFM. The increased
width of the hysteresis loop (larger coercive field HC) of the pinned film is a further effect that
always comes along with exchange anisotropy and is related to an increased energy needed to
reverse the FM when it is coupled to the AFM. In order to properly establish the exchange bias,
samples need to be cooled in an applied field from above to below a certain temperature TB, the
so-called blocking temperature1 of exchange bias. Naturally one would identify TB with the
Ne´el temperature TN of the AFM. However for many systems it is found that exchange bias can
only be observed below TB < TN.
A simplistic and idealized picture of exchange anisotropy is shown in Fig. 21(b), where the
AFM is assumed to consist of FM ordered atomic planes stacked with AFM order. If the align-
ment in the moments in the AFM is rigid (i.e. high magnetocrystalline anisotropy), exchange
coupling across the interface entering Eq. (62) via σEB is expected to be comparable to direct
nearest-neighbor exchange in a FM. For Fe we estimate the areal energy density of direct ex-
change σ using the Curie temperature TC = 1040K as a measure for the exchange coupling
strength and the lattice constant a = 2.9 A˚, σ ≈ kBTC/a2 ≈ 170mJ/m2. However, experimen-
tal values for σEB are typically less than 1mJ/m2 and, thus, more than two orders of magnitude
smaller than this estimation. Furthermore, even completely compensated surfaces, where the
surface layer contains equal numbers of atoms from both AFM sublattices [e.g. the vertical sur-
face in Fig. 21(b)] show an exchange bias effect that cannot be explained in the simple picture
sketched above.
Various models have been discussed in order to elucidate these discrepancies. Here, we men-
tion only the domain-wall model and the random-field model. The domain-wall model [21]
attributes the apparent weakening of σEB to the fact that the moments in the AFM are not
completely rigid and are coupled more strongly to those of the FM than to the AFM neigh-
borhood. Thus, domain walls parallel to the interface can form inside the AFM [Fig. 21(d)],
and the exchange bias strength is related to the domain wall energy in the AFM, rather than to
the interfacial exchange coupling strength. This is different for the random-field model [22],
which is based on interface roughness. In the case of an intrinsically uncompensated surface,
roughness leads to the formation of terraces with opposite spin direction, and hence to a meso-
scopic compensation [Fig. 21(c)]. In the case of an intrinsically compensated surface, however,
a small number of uncompensated spins appear due to step edges. In both the compensated and
uncompensated case one can assume that planar domains form in the AFM when the FM is or-
dered in an external field and the system is cooled below TB. In both models, the formation and
motion of domain walls in the AFM upon field reversal give rise to the experimentally observed
increased coercivity.
In general, the exchange bias effect is thought to be due to uncompensated spins at the surface
of the AFM, but their number is much smaller than for an ideal uncompensated surface. A
realistic description must include roughness and grain size effects as well as non-collinear spin
configurations because any deviation from the ideal situation leads to conflicting interactions:
direct exchange between neighbors in the FM and in the AFM as well as across the interface.
Frustrated spin configurations and domains are the result. Perpendicular effective interface
coupling, where the FM moments are oriented perpendicular to the easy axis of the AFM, is
such a frustrated configuration [23]. It has been observed in several systems and demonstrates
1This is not to confused with the blocking temperature TB of superparamagnetic nanoparticles and magnetic
molecules to be discussed in Sec. 7.3.
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the complexity of the exchange bias effect in real samples.
7.3 Superparamagnetism
Magnetic anisotropy plays a crucial role for the stability of the magnetization direction of small
magnetized objects against thermal excitation, e.g. grains of the magnetic media of hard disk
drives (HDD), magnetic elements of magnetic random access memory (MRAM) cells, mag-
netic nanoparticles, or magnetic molecules. For simplicity we consider magnetic particles with
uniaxial magnetic anisotropy in the single domain state. At zero temperature and zero magnetic
field the magnetic moments point up or down along the anisotropy axis. The two configura-
tions are energetically equivalent and separated by an energy barrier ∆E = KuV , where Ku
is the uniaxial anisotropy constant and V the volume of the particles. At finite temperature T
and small enough V the thermal energy kBT becomes comparable to or larger than ∆E, and
thermal excitations can rotate the particles’ moments to any direction. The magnetic moments
of the particles then behave like the non-interacting atomic moments of a paramagnetic mate-
rial. Since the particles’ magnetization is much larger than atomic moments, the phenomenon
is called superparamagnetism. Considering a spherical (i.e. no shape anisotropy) Co particle
and using Eq. (54) we obtain∆E = KuV = [F (θ = pi/2)−F (θ = 0)]V = (K1+K2)V . With
the anisotropy constantsK1 andK2 of Co (Table 1)∆E = kBT is fulfilled at room temperature
for a Co particle with a diameter of 3–4 nm.
The average time between random magnetization reversals due to thermal fluctuations is given
by the Ne´el time
τN = τ0 exp
(
∆E
kBT
)
, (64)
where τ0 is the attempt time, which is typically assumed to be of the order of 10−9 s. Obviously,
the longer the measurement time τm, the higher the probability for a reversal. The blocking
temperature TB is defined as the temperature, for which τN = τm,
TB =
∆E
kB ln(
τm
τ0
)
. (65)
On the time scale of the measurement, the particle’s moment can be considered blocked for
T < TB and thermally excited for T > TB. For instance, a single atom with an anisotropy
energy ∆E ≈ 1meV is blocked for a time of the order of seconds only for T < 0.5K. TB
weakly depends on τm, but relevant time scales can span several orders of magnitude. Quasi-
static magnetic measurements are performed on a time scale of 100 s and thus require according
to Eq. (64) a thermal stability factor ∆E
kBT
≈ 25. The data retention time of a HDD or MRAM
of 10 years is guaranteed for ∆E
kBT
> 40 (i.e.∆E > 1 eV at room temperature), which sets for
a material with a given Ku a limit for the minimal volume V of the magnetic grains (HDD) or
elements (MRAM). The conflict between miniaturization (minimizing the grain/element vol-
ume V ), thermal stability (maximizing KuV ), and keeping the required writing field (HDD) or
switching current (MRAM), which both increase with increasing Ku, within feasible bound-
aries is known as the trilemma of magnetic recording and calls for new approaches such as
heat-assisted recording, where a short laser pulse is used to reduce the coercivity of the mag-
netic media during the writing process by heating it locally and temporarily above the Curie
temperature.
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8 Magnetic domains
In 1907 P. Weiss postulated that a ferromagnet possesses a number of small regions (magnetic
domains) in order to explain the response of a magnetic material to an external field. Each
domain exhibits the saturation magnetization of the material, but the magnetization direction of
different domains are not necessarily parallel. Domains are separated by domain walls.
8.1 Origin of magnetic domains
In an infinite FM crystal the magnetic ground state is characterized by a strict parallel alignment
of all magnetic moments along an easy axis. Any deviation costs exchange and anisotropy en-
ergy. However, when the crystal is bounded by surfaces (interfaces) magnetic surface charges
(poles) give rise to an external stray field [Fig. 22(a)] and thus to a stray field energy contri-
bution. The formation of magnetic domains, i.e. different regions with parallel alignment of
the moments along different easy-axis directions, can significantly reduce the stray field en-
ergy [Fig. 22(b)]. The boundary between domains is not abrupt from one lattice site to the next,
which would cost too much exchange energy, but is a smooth transition called domain wall with
a continuous rotation of the magnetic moments. Therefore, a domain wall not only costs ex-
change but also anisotropy energy, which both determine the domain wall energy. The magnetic
anisotropy also determines the types of domains that can be formed [Fig. 22(c)].
The domain and domain wall structure established in a sample is a subtle balance between short-
range exchange interaction, magnetic anisotropy, and long-range dipolar interaction and is in
general rather complex. Domain formation naturally explains the observation that a FMmaterial
can exhibit vanishing macroscopic magnetization below the Curie temperature. In fact this
demagnetized domain state minimizes the stray field energy. In soft magnetic materials applying
a small field of the order of mT or less is sufficient to reach magnetic saturation (µ0MS ≈
1T), because domains rather than individual moments need to be aligned. Domain alignment
proceeds via growth (shrinking) of the domains aligned along (opposite) to the applied field by
domain wall motion, which intrinsically is a reversible low-dissipation process. In real systems
crystal defects result in a domain wall potential, which gives rise to domain wall pinning,
irreversible domain wall motion and enhanced dissipation. Magnetization rotation within the
domains comes additionally into play when the external field is applied along a magnetic hard
axis. A schematic description of these processes and the resulting magnetization curve is given
in Fig. 23. In general the shape of the magnetization loop strongly depends on the domain wall
mobility.
Magnetic domains form in all materials that have magnetic ordering due to the exchange in-
(a) (b) (c)
Fig. 22. (a) Large stray field in the absence
of domains. (b) Domain formation reduces
the stray field but at the expense of domain
wall energy. (c) Magnetic anisotropy influ-
ences the domain structure. The Landau do-
main structure shown in (c) occurs in thin
films of materials with triaxial anisotropy,
e.g.Fe(001) films.
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Fig. 23: Evolution of the domain structure of a single-crystalline, triaxial FM in an external
field applied oblique to the easy axes: (a) Landau structure for Bext = 0, (b) Bext in the range of
domain wall motions, and (c) in the range of magnetization rotation. (d) Initial magnetization
curve (green) and M(Bext)-loop (blue) with the saturation magnetization MS, the remanent
magnetizationMr, and the coercive field Bc.
teraction. In addition to ferro- and ferrimagnets, this also includes antiferromagnetic materials.
Domains in an antiferromagnet, however, are not the result of the balance between short-range
exchange and long-range dipolar interaction, since the vanishing magnetization does not pro-
duce a stray field outside of the sample volume. Domains in antiferromagnets are rather sta-
bilized by defects and grains boundaries, which attract and pin domain walls. Therefore, the
domain structure in antiferromagnets is strongly dependent on sample history and quality. In
contrast to finite ferro- and ferrimagnets, the ground state of an antiferromagnetic specimen is
the single-domain state and any decomposition into domains is metastable.
8.2 Domain walls
Domain walls can be classified by the angle between the magnetization directions in the do-
mains separated by the domain wall. Examples of 180◦ and 90◦-walls are shown in Figs. 22(b)
and (c). The technologically more relevant 180◦-walls can further be divided into Bloch and
Ne´el walls. In Bloch walls the magnetization rotates in the plane of the domain wall [Fig. 24(a)],
whereas in Ne´el walls the rotation occurs in a plane that is perpendicular to the plane of the
domain wall [Fig. 24(b)]. The distinction becomes important in thin films with in-plane magne-
tization, for which Bloch walls force the magnetization to rotate out-of-plane thereby creating
a strong stray field [Fig. 24(c)]. Therefore, Ne´el walls [Fig. 24(d)] are energetically more favor-
able in this situation.
We consider a 180◦-wall in a material with uniaxial anisotropy and assume that the magnetiza-
tion rotates over a distance ofN lattice sites. The exchange energy Eϕ of two spin enclosing an
angle ϕ = pi/N is according to Eq. (11) and large enough N
Eϕ = −2J cosϕ ≈ −2J(1− ϕ
2
2
) = −2J
[
1− 1
2
( pi
N
)2]
. (66)
The increase in exchange energy per area due to the domain wall for N lattice sites is Eex =
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Fig. 24. Magnetiza-
tion rotation from an
up-domain (red) to a
down-domain (blue)
in a (a) Bloch and (b)
Ne´el wall. For thin films
(c,d) the Ne´el wall (d)
avoids a stray field and
is energetically more
favorable.
Jpi2/(Na2), where 1/a2 is the number of spins per area and a the lattice constant. If the domain
wall was atomically sharp, then only one spin pair per unit area a2 would change its exchange
energy from −2J to +2J , and we directly see that an domain wall with finite width N > 2
is always energetically more favorable. Each lattice site n (n = 1 . . . N ) also contribute an
anisotropy energy K1a3 sin2(npi/N) [Eq. (54)] yielding a total anisotropy energy per area of
the domain wall
Eani =
N∑
n=1
K1a sin
2(
npi
N
) ≈ K1aN
pi
∫ pi
0
sin2 x dx =
1
2
NK1a. (67)
The total domain wall energy Eex + Eani is minimized for N0 = pi
√
2J/(K1a3) yielding the
domain wall width ddw and the domain wall energy per area Edw
ddw = N0a = pi
√
A
K1
and Edw = pi
√
AK1, (68)
where A = 2J/a is the so-called exchange stiffness. A strong exchange stiffness favors wide
domain walls, whereas strong anisotropy reduces the width. For Fe we find ddw ≈ 40 nm.
The above estimations are valid for both Bloch and Ne´el walls in the bulk of a crystal. For
thin films, however, the stray field energy outside the film or in other words shape anisotropy
according to Sec. 7.2.1 must additionally be taken into account. Whereas Ne´el walls avoid
stray fields [Figs. 24(c) and (d)], Bloch walls experience an additional shape anisotropy energy
density of the form M2S/2 · sin2 ϕ, where ϕ is measured from the easy axis in the plane of the
film. Hence, K1 in Eq. (68) must be replaced by K1 +M2S/2 making Bloch walls in thin films
energetically less favorable than Ne´el walls.
9 Electrical transport in magnetic metals
Electrical transport in metals reflects the character of conduction electrons at the Fermi level.
Metals with high conductivity usually have conduction electrons of s or p-character, whereas
f -electrons hardly contribute to transport. d-electrons are somewhere in between. In transition
metals the d-electrons play an important role and lead to a connection between magnetism
and transport properties. In this chapter some key concepts of electrical transport in magnetic
metals, like Mott’s two-channel model, spin polarization, and spin accumulation will be
introduced. The technologically most important spin-transport phenomena anisotropic, giant,
and tunneling magnetoresistance (AMR, GMR, and TMR) as well as the manipulation of
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magnetization by spin-transfer torques (STT) will be discussed in the following Secs. 10, 11,
12, and 13.
9.1 Boltzmann equation and relaxation time approximation
First we consider a non-magnetic metal. At thermal equilibrium, the single particle energy
levels are occupied according to the Fermi-Dirac equilibrium function
f0((k)) =
1
1 + exp[((k)− F)/kBT ]
. (69)
As a consequence only few electrons with an energy close enough to the Fermi level F can con-
tribute to electrical transport, all others are hindered by the Pauli principle. The conductivity is
the result of changes of the distribution function f(r,k, t) due to (i) external forces (e.g. electric
or magnetic fields E and B), (ii) diffusion caused by spatial gradients of the electron density,
and (iii) dissipation resulting from scattering processes as described by the Boltzmann equa-
tion (
∂f
∂t
)
total
= − e

( E + v × B) · ∇kf − v · ∇rf +
(
∂f
∂t
)
scatt
. (70)
Usually the deviations from the thermal equilibrium are small and the Boltzmann equation can
be linearized. As a further simplification the scattering term is expressed using the relaxation
time approximation (
∂f
∂t
)
scatt
= −f(
k)− f0(k)
τ(k)
, (71)
where τ is the relaxation time. It determines the rate of return to equilibrium and therefore is a
measure for the scattering strength. Under these assumptions the current density J = σˆ · E can
be calculated, where σˆ is the conductivity tensor
σˆ =
e2
4pi3
∫
FS
τ(k)v(k) · v(k)
v(k)
dS. (72)
The integration runs over the Fermi surface. For isotropic or cubic materials the conductivity
is a scalar and using for simplicity a Fermi sphere for the k-space integration (free-electron
model), we obtain
σ =
ne2τ
meff
, (73)
where n is the carrier density, e the elementary charge, andmeff = 2(∂2/∂k2)−1 the effective
mass.2 The number of carriers at F contributing to transport and the effective mass are tightly
connected to the bandstructure explaining the above mentioned differences between s, p, d, and
f -electrons, whereas the scattering processes enter via τ . For metals with a perfect periodic
lattice structure and at T = 0 the eigenfunctions of the Schro¨dinger equation are Bloch waves
with infinite relaxation time (mean free path) and thus zero resistance. Defects and lattice
vibrations (phonons) as well as electron-electron interaction give rise to incoherent scattering
2This is precisely the result of the classical Drude model, where all electrons (density ∝ k3F) move with the
small drift velocity due to E and contribute to transport. Here, however, only few electrons at F (density ∝ k2F)
but moving with the drift velocity added the much larger Fermi velocity vF = kF/m are involved.
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of the Bloch states and hence resistivity. A detailed description of the scattering mechanisms
is beyond the scope of this lecture. Each scattering mechanism is characterized by a relaxation
time τi, and according to the Matthiessen rule the total relaxation time is given by τ−1 =∑
i τ
−1
i .
9.2 Normal and spin-disorder magnetoresistance
Magnetoresistance describes any dependence of the resistance on the magnetic field B acting
on the sample. The total field B comprises contributions from the external field Bext, the demag-
netizing field µ0 Hdemag, and the field of sample magnetization µ0 M . Hence, magnetoresistance
also includes history-dependent, hysteretic effects of the (remanent) magnetization state, which
can be controlled by applying external magnetic fields in different directions or sequences, on
the resistance.
The normal or positive magnetoresistance is a consequence of the Lorentz force [first term
in Eq. (70)] of an applied field acting on moving charge carriers. Under this force, the carriers
move between two scattering events on circular trajectories. This leads to a reduction of the
effective mean free path l and equivalently the relaxation time τ = l/vF resulting in the Boltz-
mann formalism in an enhanced resistivity. The resistivity increases with the magnetic field
strength, and thus the normal magnetoresistance is classified as a positive magnetoresistance.
The term normal refers to the fact that this kind of magnetoresistance occurs in all conductive
materials no matter if they are magnetic or not. The relative resistivity chance due to the applied
field ∆ρ/ρ0 follows the Kohler rule
∆ρ
ρ0
=
ρ(B)− ρ(0)
ρ(0)
= F
(
B
ρ0
)
, (74)
where F (x) is a function that depends on the type of metal. The normal magnetoresistance can
be large for extremely clean and perfect metals with very low ρ0, e.g. up to 5% in Cu or Ag at
low temperatures and 10 T. At room temperature however, where ρ0 is enhanced, the effect is in
general very small and not usable for applications.
For ferromagnetic transition metals an externally applied field has an additional and opposite
effect on the resistivity. Below the Curie temperature TC ferromagnetically ordered metals
(e.g. Fe, Co, Ni) have a lower resistance than non-ferromagnetic transition metals with similar
electronic structure (e.g. Pd). This negative magnetoresistance can be related to the exchange-
splitting of the bandstructure that is associated with ferromagnetic order in a metal (Sec. 4).
The 3d-states of the majority DOS drop below the Fermi level and electrons cannot be scattered
into these states anymore resulting in a reduced resistivity in the ferromagnetically ordered
state. The temperature dependence of the negative magnetoresistance shows a increase towards
the Curie temperature TC that cannot be explained by the exchange-split DOS alone, since the
exchange-splitting is progressively reduced by thermally induced spin disorder. Spin disorder,
however, gives rise to inelastic scattering from spinwaves (magnons). At a given temperature
below TC an external magnetic field counteracts the thermally induced fluctuations of the mag-
netic moments and increases the spin order thereby reducing the spin-disorder scattering and
the resistivity, hence the name spin-disorder magnetoresistance. At typical operation temper-
atures well below TC and acceptable magnetic fields the spin-disorder magnetoresistance is too
small for applications.
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9.3 Spin polarization and spin accumulation
In the description in Sec. 9.1 the spin of the charge carriers did not play a role for transport. In
order to describe ferromagnets we consider the two-channel model. Already in 1935 Mott [24]
suggested to formally split the current into two independent, parallel contributions, the spin-up
and spin-down channels. This hypothesis assumes that spin-flip scattering is negligible and that
the two channels contribute differently to transport. The latter can be rationalized by consider-
ing the key quantities for the expression of the electrical conductivity [Eqs. (72) and (73)]. The
carrier density at the Fermi level as well as the effective massmeff, which is related to the curva-
ture of the band dispersion (k), are in a ferromagnet different for majority and minority spins
due to the exchange splitting of the band structure, see Figs. 8, 10, and 11. Also the scattering
processes and hence τ can be spin-dependent, e.g. due to spin-orbit interaction (Sec. 10) or due
to the spin-split DOS at the Fermi energy, which provides for the two spin channels different
densities of final states available for scattering processes.
A direct consequence of the different conductivities for majority and minority spin channels in
a ferromagnet is a polarization of the current defined by
P =
Jmaj − Jmin
Jmaj + Jmin
≈ N
maj −Nmin
Nmaj +Nmin
, (75)
where Jmaj,min are the current densities in the two channels. In practice Jmaj,min are not known
and usually cannot be measured. Hence, P is approximately calculated by replacing Jmaj,min by
the majority and minority DOS at the Fermi level Nmaj,min, thereby neglecting the spin depen-
dence of the electron mobility µ = |e|τ/meff. |P | = 100% indicates a completely polarized
current, whereas P = 0 corresponds to an unpolarized current, which is the equilibrium sit-
uation in a paramagnetic metal (e.g.Ag, Au, Cu). If a current flows from a ferromagnet with
P > 0 (P < 0) into a paramagnet without asymmetry between the spin channels, there will be
a surplus of majority (minority) electrons in the paramagnet, which induces a small magnetic
moment per volume in the paramagnet. This imbalance of the spin distribution deviating from
the equilibrium (i.e.without current flow) is called spin accumulation. Obviously, a constant
current applied across a ferromagnet/paramagnet cannot lead to steady increase of the spin ac-
cumulation. The reason is spin-flip scattering that transfers electrons in states with surplus spin
character into states with opposite spin. The result is a dynamic equilibrium between spin injec-
tion into the paramagnet and spin relaxation by spin-flip scattering, which induces an average
spin accumulation as long as the current is applied.
The characteristic length scale over which the spin accumulation decays in a paramagnetic
material is given by the spin diffusion length λsdiff
P (x) = P0 exp(− x
λsdiff
), (76)
where x is the distance from the ferromagnet/paramagnet interface at x = 0 and P0 the in-
jected spin polarization. Spin-flip scattering occurs with a much lower probability than spin-
conserving momentum scattering. An electron must undergo N ≈ 103 collisions before it
encounters a spin-flip process after an average time τsf. In a random-walk model the electron
penetrates a distance x = λsdiff = l
√
N/3 into the paramagnet during this time, where l is the
mean free path of momentum scattering, and travels a total distance Nl = vFτsf. Eliminating N
from the two expressions yields
λsdiff =
√
lvFτsf
3
. (77)
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Fig. 25. Spin accumulation δmz (red) and
current polarization P (blue) due to a cur-
rent flowing through a ferromagnetic Co
layer embedded in semi-infinite Cu leads. Af-
ter Ref. [25].
λsdiff depends on the material and via l also on extrinsic properties like crystallinity and pu-
rity. Typical values range from a few nanometers (e.g. permalloy Ni80Fe20) up to several tens
of nanometers for magnetic metals (e.g.Co) and exceeds 100 nm for non-magnetic metals
(e.g.Cu).
Figure 25 shows the spin accumulation (red) and current polarization (blue) for a current flow-
ing (electron flux in +x-direction) through a thin Co layer magnetized in +z-direction embed-
ded in semi-infinite Cu leads. The current polarization in bulk Co is negative, hence minority
spin electrons prevail downstream of the Co layer giving rise to a positive spin accumulation
δmz, while majority spin electrons accumulate upstream inducing a negative δmz. The spin
accumulation exponentially decays due to spin-flip scattering with distance |x| from its sources,
namely the Co/Cu interfaces, with the characteristic length scale given by λsdiff. This is reflected
in Fig. 25 by the much faster decay of δmz in Co compared to Cu. Any spatial gradient in the
spin accumulation gives rise to a spin-polarized current that counteracts the imbalance in the
same manner as a gradient in a particle density induces a diffusive particle current. The surplus
of transmitted minority electrons leads to a negative P in the Cu lead downstream of the Co
layer. On the upstream side, the reflected flux of majority electrons also leads to an negative
polarization of the total (unpolarized incoming plus positively polarized reflected) current.
10 Anisotropic magnetoresistance (AMR)
Anisotropic magnetoresistance (AMR) describes the dependence of the electric resistivity of
a FM material on the angle between the current and the magnetization direction. AMR is a
volume effect discovered in 1857 and was applied in read heads of hard-disk drives since the
1970s until the implementation of GMR read heads in 1998.
10.1 Phenomenological description
Figure 26 shows an example how the resistivity of a FM changes when an external field is
applied either parallel [ρ‖(H)] or perpendicular [ρ⊥(H)] to the current direction. In the de-
magnetized state (domain configuration with no net total magnetization) at zero field there is
no difference between the two field orientations. Upon increasing the field strength, ρ‖(H)
and ρ⊥(H) show different behavior. For most FM materials, ρ⊥(H) decreases and ρ‖(H) in-
creases. These initial effects are due to the reorientation of the magnetic domains up to the
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Fig. 26. Schematic resistivity changes of a
FM upon applying an external field parallel
ρ‖(H) or perpendicular ρ⊥(H) to the cur-
rent direction j. Dashed lines show the ex-
trapolations to vanishing internal field B for
the determination of ρ‖ and ρ⊥. The increase
of resistivity for H > HS is due to the nor-
mal magnetoresistance. Insets schematically
show the different scattering cross-sections
for j parallel and perpendicular to H , re-
spectively.
saturation field HS. Above HS the slow and for both field orientations equal evolution of the
resistivity with field is due to the normal (positive) and the (negative) spin-disorder magnetore-
sistance (Sec. 9.2). In Fig. 26 the normal magnetoresistance is dominating. For a quantitative
description of AMR the ρ‖(H) and ρ⊥(H) curves are extrapolated to the fields H , for which
the internal fields B vanish to obtain the parameter ρ‖ ≡ ρ‖(B = 0) and ρ⊥ ≡ ρ⊥(B = 0). The
difference between ρ‖ and ρ⊥ is called spontaneous resistivity anisotropy, which is related to
the spontaneous magnetization and thus vanishes above the Curie temperature. The magnitude
of the AMR effect is expressed as the ratio between spontaneous resistivity anisotropy and the
direction-averaged resistivity
∆R
R
=
ρ‖ − ρ⊥
1
3
ρ‖ + 23ρ⊥
. (78)
The angular dependence of the resistivity due to AMR is
ρ(θ) = ρ⊥ + (ρ‖ − ρ⊥) · cos2(θ), (79)
where θ is the angle between the current direction and the magnetization, which for large enough
field is parallel to the field direction. The spontaneous resistivity anisotropy ratio reaches at low
temperature for alloys like NiFe or NiCo up to 20%, but decreases to a few percents at room
temperature. Ni80Fe20 (permalloy) combines an AMR effect of up to 3% at room temperature
and soft magnetic behavior making it easy to change the magnetization direction with an exter-
nal field and is therefore frequently used for applications. In general the AMR effect is much
smaller for most FM materials, e.g. 0.3% for bcc-Fe.
10.2 Microscopic picture: Scattering into spin-orbit-coupled states
The origin of the AMR effect is spin-orbit coupling (SOC) discussed in Sec. 5. SOC results
in an orbital contribution to the atomic moment and hence a non-spheric atomic electron dis-
tribution as already discussed in the context of magnetocrystalline anisotropy (Sec. 7.2.2). The
asymmetry of the charge distribution is connected to the direction of the of the orbital moment
and via SOC to the direction of the spin moment. A rotation of the spin moment by an exter-
nal field also rotates the non-spheric electron distribution. The different resistance for a current
flowing parallel or perpendicular to the magnetization direction is a consequence of the different
scattering cross-sections due to the non-spheric electron distribution as schematically shown in
the insets in Fig. 26.
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Fig. 27. Spin-split DOS of a strong
3d-ferromagnet and the spin sep-
arated contributions to the resis-
tivity in Mott’s two-channel model
(a) in the absence of SOC and (b)
with SOC included. SOC causes
weak d↑-d↓ mixing and opens up
spin-flip transitions. The 3d-DOS
represents in (a) eigenstates with
pure spin-up or spin-down char-
acter and in (b), however, eigen-
states with mainly spin-up or spin-
down character with SOC-induced
admixtures of opposite spin charac-
ter, see Eqs. (80) to (84).
For a more in-depth understanding of AMR we consider in Fig. 27 the schematic DOS of a
strong 3d FM transition metal, e.g.Co, and Mott’s two-channel model (Sec. 9.3). The current
is mainly carried by s-electrons due to their lower effective mass compared to the d-electrons.
We first neglect SOC. The DOS at the Fermi level allows for s-s and s-d scattering transitions,
where the s-d transitions contribute most to the resistivity due to the larger DOS of the d-states
at EF. In the FM phase exchange-splitting leads to a spin-dependent asymmetry: The majority
d↑-states get completely filled and are no longer available for scattering events. There is only
s↑-s↑ scattering in the majority channel, which is represented in the circuit diagram of Fig. 27(a)
by the resistivity ρs↑s↑ . In the minority channel, however, scattering of s↓-states into d↓-states is
possible in addition to s↓-s↓ scattering [Fig. 27(a)]. Note that all these resistivities are isotropic
and do not contribute to AMR.
Now we switch on SOC by including the SOC Hamiltonian HSOC = ξ L · S [Eqs. (25) and
(26)] in the Hamiltonian. We have already discussed in Sec. 5 how SOC leads to an admixing
of components with opposite spin character in the eigenstates. Following the arguments of
Smit [26] and Campbell et al. [27] we consider a tight-binding model for the d-states with an
exchange field Hexz but no crystal field. Without SOC the five d-states per spin channel are
degenerate and equally occupied and have spatially the form of the atomic d-wavefunctions
φ|m, s〉 with m = 0,±1,±2 and s =↑, ↓. Taking the SOC perturbation [Eqs. (25) and (26)]
with ξ small compared toHexz into account, the wavefunctions with mainly spin-down character
become [27]
Ψ|2 ↓〉 = (1− 1
2
2)φ|2 ↓〉+  φ|1 ↑〉 (80)
Ψ|1 ↓〉 = (1− 3
4
2)φ|1 ↓〉+
√
3
2
 φ|0 ↑〉 (81)
Ψ|0 ↓〉 = (1− 3
4
2)φ|0 ↓〉+
√
3
2
 φ| − 1 ↑〉 (82)
Ψ| − 1 ↓〉 = (1− 1
2
2)φ| − 1 ↓〉+  φ| − 2 ↑〉 (83)
Ψ| − 2 ↓〉 = φ| − 2 ↓〉, (84)
where  = ξ/Hexz . This d
↑-d↓ mixing allows for spin-flip scattering processes and new scatter-
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ing channels are opened. s↑-states can now scatter into d↓-states giving rise to ρs↑d↓ . This most
important new spin-flip transition is shown as a green arrow in [Fig. 27(b)]. Likewise d↑ → s↑
transitions become possible, thereby creating unoccupied d↑-states. These empty states open up
further channels for spin-flip and non-spin-flip scattering, e.g. s↓ → d↑ [Fig. 27(b)]. The d↑-d↓
mixing is not isotropic as can be seen form the different coefficients of the spin-up admix-
tures in Eqs. (80) to (84) because the magnetization direction provides an axis for the spin-orbit
perturbation. If we assume that s-electrons are plane waves exp (ik · r) and that the s-d scatter-
ing potential V (r) is spherical, the s-d transition probabilities |〈eik·r|V (r)|Ψ|m, s〉|2 (scattering
cross-sections) can be calculated for s-electrons with different propagation directions k. It turns
out that, for example, s-states exp (ikz · z) propagating along the magnetization direction (given
byHexz ) can only be scattered into d-states withm = 0 and states exp (ikx · x) only into d-states
with m = 0,±2, with appropriate coefficients in each case. The spin-separated resistivities for
initial propagation directions kz and kx become
ρs↑d(kz) =
3
2
2ρ′ (85)
ρs↑d(kx) =
3
4
2ρ′ (86)
ρs↓d(kz) = (1−
3
2
2)ρ′ (87)
ρs↓d(kx) = (1−
3
4
2)ρ′, (88)
where ρ′ is the s-d resistivity for spin-down electrons in the absence of SOC. The result of
these simplified considerations shows that upon inclusion of SOC part of the resistivity ρs↓d
is transferred to ρs↑d and that this effect is twice as strong for electrons traveling along the
magnetization (z-direction) as for those traveling perpendicular to it (x-direction). In this way,
only s-d transitions enabled by SOC provide a mechanism for the resistivity anisotropy, which
is the origin of AMR.
11 Giant magnetoresistance (GMR)
The description of the electrical resistance in ferromagnets (Sec. 9.3) based on Mott’s two-
channel model suggests that the mobility of conduction electrons in a FM metal depends on
the orientation of their spin with respect to the magnetization direction. Testing this suggestion
turned out to be an extremely difficult task as there was no experimental means to precisely
control the relative spin orientation of spin scatterers. The situation changed completely with
the discovery of interlayer exchange coupling (IEC, see Sec. 3.4) in 1986: Multilayers of FM
layers separated by nm-thick non-magnetic (NM) spacer layers exhibiting antiferromagnetic
IEC provide a means to control the relative alignment of neighboring spin scatterers (i.e. the
magnetization of neighboring FM layers) within the mean free path of the electrons (i.e. the
thickness of the spacer layers). Therefore, it is not surprising that GMR was discovered in the
wake of IEC.
11.1 Phenomenological description
The giant magnetoresistance (GMR) effect describes the finding that in layered magnetic struc-
tures the resistivity depends on the relative alignment of the magnetizations of adjacent FM
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Fig. 28: First observations of the GMR effect in (a) Fe(3 nm)/Cr(dCr) multilayer for a out-
of-plane applied magnetic field measured at 4.2 K [4] and (b) Fe (12 nm)/Cr(1 nm)/Fe (12 nm)
trilayers for an in-plane applied field measured at 300K [5]. The blue curve in (b) shows the
AMR effect of a single Fe layer with a thickness equal to the total thickness of the Fe/Cr/Fe
trilayer for comparison.
layers. The pioneering experiments, both exploiting Fe/Cr layered structures with strong anti-
ferromagnetic IEC (Sec. 3.4), are displayed in Fig. 28. At zero field IEC aligns the magnetiza-
tions of adjacent Fe layers antiparallel, whereas a large enough external magnetic field saturates
the sample and forces the Fe layers into a parallel configuration. The transition from the antipar-
allel to the parallel alignment is accompanied by a drastic change of the resistivity. The blue
curve in Fig. 28(b) shows the AMR effect of a 250 A˚ Fe layer for comparison. The much larger
response of the layered structures is the reason why the new effect was dubbed giantmagnetore-
sistance. The measurements in Fig. 28 represent the simultaneous, but independent discovery
of GMR, for which Albert Fert (University of Paris-Sud) and Peter Gru¨nberg (Research Center
Ju¨lich) were awarded the Nobel Prize in Physics in 2007.
Apart from antiferromagnetic IEC the antiparallel alignment of the layers’ magnetizations at
small fields can also be achieved by hysteresis effects. In the latter case one film is magnetically
pinned (e.g. by the exchange bias effect due to an antiferromagnet as discussed in Sec. 7.2.3),
whereas the magnetization of the other is free to rotate when an external field is applied. Such
arrangements are called spin valves and are relevant for applications. An example of a spin
valve is shown in Fig. 29. The steep slope of resistance near zero field provides a sensitive
signal to measure small magnetic fields.
If we denote by RP the resistance for parallel alignment of adjacent ferromagnetic films and by
RAP the same for antiparallel alignment, then the strength of GMR effects is usually quoted in
terms of
∆R
RP
=
RP −RAP
RP
. (89)
Mostly, the resistance is highest for antiparallel alignment yielding a positive ∆R/RP corre-
sponding to the so-called normal GMR effect. But there are also cases, where the situation is
reversed and ∆R/RP becomes negative. This is called the inverse GMR effect.
The GMR effect has been investigated in two different geometries, namely the CIP (Current-
In-Plane) and the CPP (Current-Perpendicular-Plane) geometry. The relative effect is stronger
in the CPP geometry. However, due to the extremely unfavorable geometric conditions (lateral
dimensions some orders of magnitude larger than the film thickness), the voltage drop per-
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Fig. 29. Characteristics of a spin valve:
The layer sequence of the spin valve is
Fe20Ni20(6 nm)/Cu(2.2 nm)/Fe20Ni20(4 nm)/
FeMn (7 nm), where the antiferromagnetic
FeMn layer pins the lower Fe20Ni20 layer
due to the exchange bias effect. (a) Mag-
netization loop with a sharp switching of
the unpinned, free Fe20Ni20 layer at zero
field and the shifted hysteresis loop of the
exchange-biased, pinned Fe20Ni20 around
HEB. Pairs of orange arrows indicate the
relative alignment of the magnetizations of
the magnetic films. (b) Magnetoresistance
ratio ∆R(H)/RP = [R(H) − RP]/RP
measured at room temperature showing a
clearly enhanced resistance for antiparallel
alignment. After Ref. [28].
pendicular to the layers (CPP geometry) is very difficult to detect without special structuring.
Typical values for the GMR effect as defined by Eq. (89) both in the CIP and the CPP geometry
are of the order of 10% at room temperature for FM/non-FM/FM trilayers. At low temperatures
and in multilayers with many FM/non-FM repetitions and thus a large number of interfaces the
GMR ratio can exceed 200%.
11.2 Microscopic picture: Spin-dependent scattering
The mechanism leading to GMR can be understood within Mott’s two-channel model (Sec. 9.3).
Conduction electrons propagate due to their Fermi velocity distribution with high speed but ar-
bitrary direction through the layered structure. A current results from a much smaller drift
velocity in the direction of the applied electric field. In Fig. 30 trajectories between two reflec-
tions at outer surfaces are shown with scattering events in between. In order not to confuse
the picture the changes in direction due to the scattering events are suppressed. Because of the
dominance of the Fermi velocity [see schematic electron velocity distributions in Fig. 30(c)], the
schematic representation and the substitutional circuit diagrams in Fig. 30 hold for both CIP and
CPP geometry. We assume that minority electrons (spin antiparallel to the local magnetization)
are scattered more strongly in the FM and at the FM/NM interfaces than majority electrons, and
rmin > rmaj holds for the channel resistances rmin,maj ∝ σ−1min,maj. Thus, for parallel alignment of
the magnetizations in Fig. 30(a), spin-up electrons are only weakly scattered. This leads to a
low resistance for spin-up channel [green Fig. 30(a)], which short-circuits the larger resistance
of the spin-down channel (black) in the circuit diagram representing the two-channel model
in the lower part of Fig. 30. For antiparallel alignment of the magnetizations [Fig. 30(b)] both
spin-up and spin-down electrons are majority electrons on one side of the spacer and minority
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Fig. 30. Simplified picture of the
GMR effect. Only minority elec-
trons are scattered as indicated by
the stars. Majority electrons are
not scattered and cause a short-
circuit for parallel (a) but not an-
tiparallel (b) magnetizations. The
equivalent circuit diagrams in the
lower part yield RP < RAP. r
maj
L,R
and rminL,R denote the majority and
minority equivalent resistances of
the left and right side of the spacer.
(c) Schematic and exaggerated to-
tal electron velocity distributions
due to the Fermi velocity distribu-
tion and the superimposed drift ve-
locity for CIP and CPP configura-
tions, respectively.
electrons on the other side. Hence, there are scattering events for both spin channels and the
total resistance is larger than for parallel alignment. Up to now we have assumed that the diffu-
sion trajectory of a conduction electron covers both FM layers and that the spin direction of the
electron is conserved inside the spacer layer. Since there is scattering in the spacer layer, this
assumption only holds when the spacer layer is thinner than the electron mean free path for the
CIP geometry or the spin diffusion length for CPP geometry, for which the drift motion along
the applied electric field ensures that the electron crosses the interfaces. These conditions imply
that GMR only exists for spacer thicknesses of the order of a few nanometers at most.
As discussed in Sec. 9.3 the origin of the spin scattering asymmetry rmin = rmaj can originate
from the spin-dependent DOS at the Fermi level of the FM (Fig. 8) or the spin-dependent mo-
bility. It can be expressed by a spin scattering asymmetry parameter β
rmin
rmaj
=
1 + β
1− β , (90)
where |β| ≤ 1. In general, there are two contributions to the spin-dependent resistance, one
arising from the bulk of the FM layers and the other from the interfaces with the spacer layer.
In a trilayer system, the two magnetic layers on each side can be described by a total scattering
spin asymmetry parameter (βL and βR; L and R stand for left and right). The resistances RP and
RAP in Eq. (89) can be considered as a parallel connection of the two spin channels as shown at
the bottom of Fig. 30. Each channel in turn is described by the sum of the contributions from
the left (rmaj,minL ) and right (r
maj,min
R ) half of the trilayer. Plugging the resulting expressions for
RP and RAP into Eq. (89) and after some rearrangement, one obtains
∆R
RP
= CβLβR, (91)
where C is a constant, which is always positive. Therefore, the product βLβR determines
whether the GMR effect is normal (βLβR > 0) or inverse (βLβR < 0). Obviously, for a symmet-
ric trilayer, βL = βR holds, and the GMR is always normal. Numerous experiments showed that
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for the 3d transition metals and their alloys, the sign of the β’s can be obtained from the slopes
of the Slater-Pauling curve in Fig. 12. The negative slope on the right-hand side, where Co is
located, signifies that adding more electrons decreases the magnetic moment per atom. This
requires that the minority DOS at the Fermi level is larger than the majority DOS,Nmin > Nmaj
[see Fig. 11(b) for the example of Co]. These different densities of the final states for scatter-
ing events yield rmin > rmaj or β > 0. Correspondingly, the positive slope in the left part of
Fig. 12 predicts β < 0. This rule holds for the bulk scattering spin asymmetries in the alloys
of the metals A and B with a composition given by the average number of electrons per atom
(abscissa in Fig. 12) but also for the interface scattering spin asymmetries of A/B interfaces. For
instance, CoCr alloys as well as Co/Cr interfaces have a negative β. This relation between the
Slater-Pauling curve and the signs of the GMR effect is observed in CIP and CPP geometry and
confirms that spin-dependent scattering due to the exchange-split DOS of the FM layers is the
predominant mechanism for GMR.
12 Tunneling Magnetoresistance (TMR)
The first tunnel magnetoresistance (TMR) effect of 14% was observed already in 1975 by
Jullie`re [29] in Fe/Ge/Co junctions. However, the effect was only observable at liquid He tem-
perature. Triggered by the success of GMR, FM/insulator/FM structures were revisited in 1995
and up to 18% TMR effect could be observed for the first time at room temperature [30, 31].
By now the record value for AlOx barriers of 70% at room temperature is achieved by using
amorphous CoFeB electrodes. However, much higher TMR values have been found in epitaxial
structures with MgO(001) barriers and will be discussed in Sec. 12.3
12.1 Phenomenological description
The basic configuration for tunnel magnetoresistance (TMR) consists of two FM electrodes,
usually realized as thin films, separated by an insulating barrier as shown in the upper part
of Fig. 31. If a voltage V (several tens to hundreds mV) is applied across the stack, a small
quantum-mechanical tunneling current can flow across the barrier. This means that -unlike
GMR- the TMR effect is observed only in CPP geometry. The magnitude of the tunneling cur-
rent is related to the overlap of the exponentially decaying wave functions inside the barrier.
Therefore, the current exponentially decreases with the barrier thickness. Typical barrier thick-
nesses are of the order of 0.5 to 1.5 nm. Electron tunneling is discussed in detail in lecture A9
by Daniel Wortmann.
The tunneling resistance is found to depend on the relative orientation of the magnetizations on
both sides of the barrier. The magnitude of the TMR effect is determined in the same way as
for GMR [compare Eq. (89)]
∆R
RP
=
RP −RAP
RP
. (92)
12.2 Microscopic picture: Spin-dependent tunneling
The TMR effect can be understood on the basis of spin-polarized tunneling. If the spin is
conserved during tunneling, a spin-up (spin-down) electron can only tunnel from an initial
spin-up (spin-down) state to an unoccupied spin-up (spin-down) final state. TMR arises from
the imbalance between the number of spin-up and spin-down electrons that contribute to the
299
A8 — 46 Daniel E. Bu¨rgler
E
min. max. min. max.
E
Fig. 31. Assuming energy and spin
conservation during the tunneling
process, the tunneling current can
be decomposed into spin-up (green
arrows) and spin-down (red ar-
rows) contributions. Their magni-
tudes (thickness of the arrows) are
determined by the number of avail-
able initial and final states for each
spin channel, here given by the sim-
plified DOS of 3d transition metals.
Hence, the resistance of the tunnel
junction depends on the alignment
of the magnetizations.
tunneling current. Therefore, we define the spin polarizations PL and PR of the left and right
electrodes
PL,R =
N↑L,R −N↓L,R
N↑L,R +N
↓
L,R
, (93)
where N↑L,R and N
↓
L,R denote the number of states in an energy window at the Fermi level with
a width given by the applied voltage V . Only states within this window (dark green and red
colored areas in Fig. 31) can contribute to the tunneling current. In Fig. 31 a positive voltage
V is applied to the right electrode. The green and red bent arrows represent the spin-up and
spin-down tunneling currents, respectively, with their thickness indicating the magnitude of the
currents. For instance, the spin-up current in the parallel configuration is proportional to the
product N↑LN
↑
R (green arrow in the left hand part). Obviously, the parallel alignment on the
left hand side of Fig. 31 gives rise to a larger total current and, thus, to the smaller tunneling
resistance. RP and RAP are inversely proportional to the total current (i.e. the sum of the spin-up
and spin-down currents) and can be written as
RP ∝ V
N↑LN
↑
R +N
↓
LN
↓
R
; RAP ∝ V
N↑LN
↓
R +N
↓
LN
↑
R
. (94)
Inserting these expressions into Eq. (92) and some rearranging yields ∆R
RP
as a function of the
polarizations defined in Eq. (93)
∆R
RP
=
RP −RAP
RP
=
2PLPR
1− PLPR . (95)
This expression for the TMR ratio is called Jullie`re’s TMR formula after the inventor of this
model [29]. If ∆R is positive (negative), the TMR effect is called normal (inverse). In Fig. 31
the effect turns out to be normal, but an inverse effect can result if the magnetic electrodes on
both sides of the barrier were different in such a way that the PL and PR have opposite signs [see
Eq. (95)]. Examples will be given below. The TMR effect usually decreases as a function of
bias voltage and temperature. Spin scattering in the barrier, DOS effects as well as the excitation
of spin waves are possible reasons.
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12.3 Beyond Jullie`re’s model
Obviously, Jullie`re’s model is very simple, and it is not surprising that several experimental ob-
servations cannot be consistently explained in the framework of this model. For instance, it is
not clear how to obtain the relevant values for PL and PR. Polarizations determined from TMR
measurements using the Jullie`re relation [Eq. (95)] are sometimes in strong disagreement (in
some cases even concerning the sign) with polarizations determined by other techniques. For
TMR, only the polarization of the electronic states right at the interfaces (including possible
interface states) and in an energy window at the Fermi level with a width given by the applied
voltage V are important, and the tunneling current is dominated by states with maximum mo-
mentum perpendicular to the barrier. Furthermore, the Jullie`re model does not consider realistic
barriers with band structures different from the vacuum. Note that the barrier properties do not
explicitly appear in Eq. (95). An impressive demonstration of the influence of the barrier ma-
terial has been given in Ref. [32] and is shown in Fig. 32. In these experiments the two FM
electrodes are Co and La0.7Sr0.3MnO3, but different barrier materials are used. For SrTiO3
and Ce0.69La0.31O1.845 barriers the TMR was found to be inverse [Figs. 32(a) and (b)], whereas
it was normal for Al2O3 and Al2O3/SrTiO3 barriers [Figs. 32(c) and (d)] clearly proving that
TMR strongly depends on the barrier material. The spin polarizations PL and PR must thus be
related to interface states, which play a major role for the chemical bonding at the interfaces.
The limited validity of Jullie`re’s model also became obvious in 2004 when extremely high TMR
ratios of up to 220% at room temperature were reported for epitaxial [34] or highly oriented [35]
MgO(001) barriers and Fe or CoFe electrodes. The high TMR ratios translate with the Jullie`re
TMR formula [Eq. (95)] into spin polarizations PL,R ≈ 70%. These values are definitely too
high to be identified with bulk spin polarizations of Fe or CoFe alloys, which typically are about
40%. The experiments, however, confirm a theoretical prediction [33] that single-crystalline,
Fig. 32. TMR of
Co/X/La0.7Sr0.3MnO3
structures with X
= (a) SrTiO3, (b)
Ce0.69La0.31O1.845,
(c) Al2O3, and (d) =
Al2O3/SrTiO3. The
material-dependent
change from the inverse
(a,b) to the normal (c,d)
TMR effect indicates
the influence of the
Co/insulator interface.
After Ref. [32].
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Fig. 33: (a) States with ∆1-symmetry decay slowest in the MgO barrier. The DOS of all other
symmetries is suppressed by orders of magnitude. (b) In Fe the bands with ∆1-symmetry are
exchange-split and only the ∆↑1-band crosses the Fermi level. After Ref. [33].
epitaxial MgO barriers in combination with Fe(001) electrodes would yield huge TMR ratios
of hundreds of percent. In contrast to amorphous AlOx barriers the tunneling across epitaxial
MgO is coherent, meaning that the symmetry of the states is conserved. Therefore, specific
features in the band structures of MgO and Fe can be exploited: (i) The complex band structure
of MgO (see lecture A9 by Daniel Wortmann) yields a much smaller exponential decay in the
barrier for the electronic states with∆1 symmetry compared to all other symmetries [Fig. 33(a)].
Therefore, the tunneling current in Fe/MgO/Fe(001) is predominantly carried by ∆1-states. (ii)
In Fe, the ∆↑1 and ∆
↓
1 bands are strongly exchange-split, and only the majority ∆
↑
1 band crosses
the Fermi level [Fig. 33(b)]. This leads to a strong spin selection in the tunneling process, and
hence a TMR ratio as high as 600% at 300K (1144% at 5K) [36]. Although the combination
of MgO with Fe-based alloys with bcc structure (e.g.CoFe or CoFeB) seems to be a particular
case this material system is by now applied in magnetic random access memories (MRAM) and
read-heads of hard-disk drives.
13 Spin-transfer torque (STT)
The magnetoresistance effects GMR and TMR describe the influence of the relative magneti-
zation alignment between adjacent magnetic layers on the current flow, i.e. the resistance. The
spin-transfer torque (STT) effects to be discussed in this section represent a reciprocal in-
teraction (Fig. 34): In a device with inhomogeneous magnetization profile a strong current can
transfer spin momentum between different parts of the device and thus exerts a torque on the
local magnetization and thereby influences the magnetization configuration. Current-induced
magnetization switching, excitation of steady magnetization oscillations, and current-induced
domain wall motion are experimentally observable manifestations of the current-driven mag-
netization dynamics due to STT.
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Fig. 34: Phenomenology of (a) GMR and (b) current-induced magnetization switching as a
manifestation of STT effects. (a) The electric resistance of a trilayer structure consisting of two
FM separated by a non-magnetic, metallic interlayer depends on the alignment of the layer
magnetizations. (b) The stable alignment of the magnetizations depends on the polarity of the
current flowing perpendicularly through the trilayer.
13.1 Phenomenological description of STT
In 1996 Slonczewski [38] and Berger [39] predicted that a spin-polarized current propagating
into a FM layer exerts a torque on the layers’ magnetization, due to the exchange interaction
between the electrons and the local magnetic moments. In layered metallic systems with alter-
nating magnetic and non-magnetic layers, a current flowing perpendicular to the plane of the
layers (CPP-geometry) is polarized by one FM layer and transfers spin angular momentum to
another FM layer, where the transferred momentum acts as a torque on the magnetization. This
effect is called spin-transfer torque. For this torque to be sufficient to perturb the magnetiza-
tion from equilibrium, large current densities (> 107A/cm2) are required. If two stable equilib-
ria for the magnetization exist (e.g. due to a uniaxial anisotropy), the STT can reversibly switch
the magnetization between the two equilibrium positions. This magnetic switching scheme does
not require an external magnetic field. Its phenomenology is shown in Fig. 34(b). We consider
two FM layers separated by a non-FM spacer with a thickness less than its spin diffusion length.
The FM layers are different in such a way (e.g. thickness or coercive field), that one of them can
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Fig. 35: (a) Schematic pillar device with two Co layers (Co 1 and Co 2) separated by a 6 nm
thick Cu layer. (b) The dV /dI measurements as a function of the current through the column
device yields the relative alignment of the magnetic layers via the GMR effect. At positive bias
electrons flow from Co 1 to Co 2 layer. For large enough current Co 1 switches to antiparallel
alignment as indicated by the higher resistance (red line). For negative bias parallel alignment
and a lower resistance (green line) is observed. An external field of 1200Oe is applied to fix
the magnetization direction of Co 2. After Ref. [37].
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be remagnetized more easily than the other. We distinguish the two layers in the following by
calling them free and fixed and draw them as a thinner and thicker layer, respectively. When
electrons flow from the fixed to the free layer, the magnetization of the free layers aligns par-
allel to the magnetization of the fixed layer and this alignment is stabilized. When the current
direction is reversed, however, the antiparallel alignment is more stable and adopted. Thus,
a magnetization reversal can be induced by reversing the polarity of the DC current flowing
through the layers.
An experimental arrangement for the observation of current-induced switching is displayed in
Fig. 35(a). It consists of a column of layers of various materials stacked on top of each other.
A current can be fed in by leads I− and I+, and the voltage drop is measured at V − and V +.
There is a thin Co layer (Co 1) with a thickness of 2.5 nm and a thick Co layer (Co 2) of 10 nm
thickness. The Cu spacer in between is 6 nm thick. The lateral diameter of the column is only
about 100 nm to reach the necessary high current density of 108A/cm2. As shown in Fig. 35(b),
the relative orientation of the Co layers can be measured via the GMR effect (Sec. 11) of the
Co 1/Cu/Co 2 trilayer. At negative bias electrons flow from Co 2 to Co 1 layer and stabilize the
parallel magnetization alignment, which yields a low dV /dI . At positive bias the parallel align-
ment is destabilized, Co 1 switches to the antiparallel alignment at a sufficiently large current,
and dV /dI increases. Upon reducing the current [thick line in Fig. 35(b)], hysteretic behavior is
observed such that Co 1 switches back at a smaller current. The magnetization direction of the
thicker Co 2 layer is fixed by an external field.
13.2 Physical picture of STT: Absorption of the transverse spin current
component
Being aware of the high current densities, one might suppose that the Oersted field generated
by the current is responsible for the switching behavior. The circumferential Oersted field
favors for a magnetic disk the so-called magnetic vortex state, which is characterized by an
in-plane circulation of the magnetization and a small perpendicularly magnetized core region.
This arrangement minimizes the stray field energy because no magnetic flux penetrates the
surface of the disk except in the small core region. However, switching into vortex states due to
the Oersted field has the wrong symmetry: Both current polarities would lead to a vortex-like
magnetization state but with opposite sense of rotation. Nevertheless, they would result in the
same GMR response and a symmetric behavior for positive and negative currents is expected
in clear contrast to the data in Fig. 35(b). Furthermore, the strongest Oersted field occurs at the
pillar circumference and scales like I/d, where I is the current and d the pillar diameter. The
STT effect scales like the current density I/d2 and therefore becomes stronger below a certain
structure size dc. Theoretical estimates and experiments suggest a dc of the order of 100 nm.
This fundamental size restriction coincides with the possibilities of e-beam lithography and at
the same time yields the needed current densities at technically convenient current amplitudes
of the order of mA. In practice one always has to be aware of the presence of the Oersted field
and has to take its possible influence into account.
In order to develop a physical picture for STT, we first consider a spin-polarized current that
enters a FM from a metallic non-magnet [Fig. 36(a)] and is polarized along an axis tilted by the
angle θ with respect to the magnetization M of the FM. The (normalized) wave function of a po-
larized electron can be written as a superposition of spin-up and spin-down spinor components
with respect to the quantization axis defined by M . The amplitudes are cos(θ/2) and sin(θ/2),
respectively, and correspond to a transverse component of the spin vector given by sin(θ). At
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Fig. 36: Two effects contributing to the absorption of the transversal spin current component
at the interface between a non-magnet and a ferromagnet. (a) Spin filtering: The incoming Ψin,
transmitted Ψtrans, and reflected Ψref spinors for the idealized case of perfect spin filtering are
indicated. The absorbed transversal spin current is proportional to sin θ and acts as a torque
on the interface magnetization. (b) Spatial precession of the spin in the ferromagnet: The phase
φ is constant in the non-magnet, but increases in the ferromagnet with distance x from the
interface.
the interface to the FM the potential experienced by the electron changes and becomes spin-
dependent. Therefore, the transmitted and reflected wave functions are different superpositions
of spin-up and spin-down spinor components compared to the incident wave function. This
leads unavoidably to different transverse spin components and thus to a discontinuity in the
transverse spin current. The missing transverse spin current is absorbed at the interface and acts
as a torque on the magnetization. This effect occurs for each electron individually and is called
spin filtering [38]. Figure 36(a) shows the spinors in the extreme case of perfect spin filtering.
In realistic cases, roughly 50% of the transversal component is absorbed, and the transmitted
as well as reflected currents still carry transversal components [40]. The actual current polar-
ization of the transmitted and reflected currents is obtained by summing over all conduction
electrons. This introduces two additional effects. The first arises because the reflection and
transmission amplitudes at the interface are complex and k-dependent. This means that the
spin of an incoming electron rotates upon reflection and transmission by a k-dependent angle.
The cancellation, which occurs when we sum over all k-states, reduces the net outgoing trans-
verse spin current. This is an entirely quantum-mechanical phenomenon, for which there is no
classical analog. A second effect arises because spin-up and spin-down electrons on the Fermi
surface have the same wave vector k↑ = k↓ in the non-magnet but no longer when they enter
the FM, ∆k = k↑ − k↓ = 0. This is a consequence of the spin-split DOS. The two components
are coherent, and a spatial phase φ(x) = φ0 + ∆k · x builds up [Fig. 36(b)] corresponding to
a precession of the spin vector in space. The precession frequency is k-dependent, i.e. varies
with the position of the considered state on the Fermi surface. Therefore, when we sum over
all conduction electrons, the transverse spin component is almost completely canceled out after
propagation by a few lattice constants into the FM. Taking all three effects – (i) spin filtering,
(ii) rotation of the reflected and transmitted spin, and (iii) spatial precession of the spin in the
FM – together, to a good approximation, the transverse component of the transmitted and re-
flected spin currents are zero for most systems of interest. Thus, the incoming transverse spin
current is absorbed by the interface and acts as a current-induced torque on the magnetization.
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Fig. 37: Orange regions represent the two FM layers. Due to the assumed asymmetry Mfixed
does not respond to the torque (short gray arrows) acting on it, whereas Mfree can follow the
torque (short green and red arrows). The numbers in the spins refer to the sequence of the
description. (a) and (b) show the situation for opposite electron flux directions, which result in
a stabilization or destabilization, respectively, of the parallel alignment.
A comprehensive theoretical treatment of these effects is given in Ref. [40].
Up to now we have assumed that the incident current is polarized. In the experiment this can
be achieved by a second ferromagnetic layer with a slightly tilted magnetization (angle θ). The
spin polarization is not modified in the non-magnetic spacer layer provided the spacer layer
thickness is below its spin diffusion length to prevent significant depolarization by spin-flip
scattering. In Fig. 37 we consider a trilayer structure very similar to the experimental setup of
Fig. 35(a). In Fig. 37(a) the electrons flow from the fixed to the free layer. A current polarized
by the fixed layer (1) hits the free layer and transfers its transversal component as a torque to the
free layer. Part of the current is transmitted (2) and another part is reflected (3). This reflected
current can now be considered as a polarized current impinging on the fixed layer. Again,
the transversal component will be absorbed and acts as a torque on the fixed layer. However,
due to the assumed asymmetry the fixed layer will resist to the torque, and only Mfree starts
to rotate in order to reach the stable parallel alignment with Mfixed. For the opposite direction
of the electron flux in Fig. 37(b) we obtain a similar situation but the torques point in opposite
directions. Therefore, the stable state corresponds to the antiparallel alignment of Mfree and
Mfixed. Note, that in this case the torque on Mfree arises from the current, which first has been
reflected from the fixed layer. Obviously, the asymmetry (fixed versus free) plays an important
role, which is very reasonable because left and right cannot be distinguished for the symmetric
case.
This consideration is valid independent of what gives rise to the spin-polarized current. The
above picture holds for ballistic transport due to an applied bias voltage. In the case of diffusive
transport there is also a contribution due the spin accumulation that builds up at the FM/NM
interfaces as discussed in Sec. 9.3. The gradient of the spin accumulation gives rise to a spin
current with a polarization that in general is not collinear with the magnetization in the FM, and
the processes discussed above apply: The transversal component of the diffusive spin current is
also absorbed and acts on the magnetization like a torque [25].
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13.3 Extended Gilbert equation and spin-torque oscillators
In order to address the question how this torque influences the dynamics of the macroscopically
observable magnetization, we have to consider the Gilbert equation,
dm
dt
= −γ m× Heff︸ ︷︷ ︸
∝ d MP
dt
+α m× dm
dt︸ ︷︷ ︸
∝ d MD
dt
, (96)
which is the equation of motion for a magnetization m in an effective field Heff. Here, m =
M/MS is the reduced magnetization, γ the gyromagnetic ratio, and α the phenomenological
Gilbert damping constant. The effective field is the negative variational derivative of the total
areal energy density Etot comprising contributions from exchange, anisotropy, stray field, and
Zeeman energy with respect to the magnetization, Heff = − 1µ0 δEtotδ M . The first term in Eq. (96)
describes the precessional motion of m about Heff and the second term the damping, which
forces m to relax to the lowest energy configuration, m||Heff (gray arrows in Fig. 38).
Slonczewski [38] expressed the current-induced STT d Mfree/dt acting on the free layer as
1
MS
d Mfree
dt
=
dmfree
dt
=
I
A
· g(θ) · mfree × (mfree × mfixed), (97)
where I/A is the current density, g(θ) is the material-dependent STT efficiency function, which
is a measure for the conversion of current into STT. In general, it depends on the angle θ be-
tween Mfree and Mfixed. The materials enter via the spin polarization P , volume and interface
resistances, and other transport properties. The double cross product is indeed proportional
to sin θ and, thus, the absorbed transversal component of the spin current as discussed in the
context of Fig. 36(a). The linear dependence on I yields the reversed torque upon reversing
the current direction. The direction of d Mfree/dt for the two current polarities is shown in
Fig. 38 by the red and green arrows, respectively. The latter case is more interesting, because
the conventional damping torque d MD/dt may be compensated or even overcome by the STT
term d MSTT/dt. In this case the precession amplitude increases and Mfree is destabilized, which
leads to magnetization switching or the excitation of steady-state oscillatory modes.
In the phenomenological description of current-induced magnetization switching, we have con-
sidered the STT and damping terms of the Gilbert equation, but neglected the precessional term.
A more complete analysis taking all terms into account shows that the switching process after
applying a DC current of the correct polarity starts with the excitation of a precessional motion
about the initial state. The cone angle of the trajectory increases steadily under the action of
the STT, which opposes the restoring Gilbert torque. When M reaches the position, where a
dM
D
/dt
M
Heff
dM
P
/dt
dM
STT
/dt
for gI > 0
dM
STT
/dt 
for gI < 0
Fig. 38.Motion of a magnetization vector M in an effective field
Heff. The first term in Eq. (96) gives rise to the tangential torque
d MP/dt driving the precession and the second term d MD/dt
causes the damping. The spin-transfer torque d MSTT/dt can
point along the Gilbert damping d MD/dt (green) or opposite
to it (red). In the latter case it can destabilize M and induce
magnetization switching or microwave oscillations.
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potential maximum separates the initial and the final states, switching occurs and M relaxes to-
wards the final state, now on a precessional trajectory with decreasing cone angle. This process
only happens if the external field is lower than the coercive field of the free layer. The shape
or magnetocrystalline anisotropy then gives rise to at least two stable states, and the current-
induced STT can cause switching between them. If the external field exceeds the coercivity
only one stable magnetization state exists, namely parallel to the external field, and switching is
not possible for either current polarity. For one polarity the system is not excited at all, whereas
for the other polarity it enters a steady-state oscillatory motion, which is characterized by the
equilibrium between d MD/dt and d MSTT/dt. In this way, Mfree can be driven into new types
of oscillatory dynamic modes, which are not attainable with magnetic fields alone. Any oscil-
latory motion of the free layer with respect to the fixed layer results, due to the GMR or TMR
(Secs. 11 and 12) effect, in a variation of the resistance. Therefore, the DC current generates a
oscillatory voltage signal with typical frequency in the GHz range that can be measured with
a HF spectrum analyzer. Nanomagnets driven by spin-polarized currents have the potential to
serve as nanoscale, on-chip microwave sources or oscillators, tunable by field and current over
a wide frequency range. These devices are called spin-torque oscillators.
13.4 Current-driven domain wall motion
Up to now we have assumed that the magnetic element, which is subject to the STT, displays
a uniform magnetization pattern in the static state. However, STT also occurs when a current
passes through a non-uniformly magnetized object. A domain wall (Sec. 8) is by definition a
non-uniform magnetization pattern. A thin and narrow magnetic wire is divided by domain
walls into sections of opposite magnetization directions. A current flowing along the wire has
to repolarize each time after passing a domain wall in order to adjust to the local magnetization.
This situation is very similar to Fig. 37, except that the domain wall plays the role of the spacer
layer. The total action of the current-induced torques on the magnetization leads to a motion
of a domain wall in the direction of the electron flux. Current-driven domain wall motion is
employed in a novel magnetic storage concept called Magnetic Racetrack Memory to move
magnetic domain walls, which carry the stored information, along a magnetic wire.
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1 Introduction
The tunnel effect is ubiquitous in quantum physics. Some of its first applications are found in the
theory of electron emission from metal surfaces [1] and in the modeling of the α-decay of heavy
nuclei [2, 3]. In its original formulation, the tunnel effect comprises the non-vanishing probabil-
ity of a particle to penetrate and traverse a “forbidden” spatial region, or a “barrier,” where the
potential is higher than the particle energy. In Solid State Physics, however, the energy-band
theory of the elecronic structure has given a wider sense to the term of tunneling. Here, the
barrier may comprise the band gap of an insulator separating two metallic leads, irrespective
of the actual value of the electron potential. Still, the essence of the tunnel effect is the same,
namely that the probability T to traverse the barrier (the tunneling, or transmission, probability)
is in most cases controlled by two parameters: the decay parameter κ, which characterises the
barrier type, and the barrier thickness d. The order of magnitude of the transmission probabil-
ity is T ∼ exp(−κd), and this exponential control suggests the tunnel effect as an extremely
sensitive probing tool. To name only a few applications, the Scanning Tunneling Microscopy
and Spectroscopy (STM/STS), the Field Emission Spectroscopy of metal surfaces, or the Field
Effect Transistor, the Tunneling Magneto-Resistance (TMR) and Tunneling Electro-Resistance
(TER) contribute on a standard basis either to basic research or to technology.
The few aforementioned examples share some common elements: the decay parameter κ is
controlled during operation through an external field2 (electric or magnetic, depending on the
application); in addition, the electron tunneling is triggered by a bias voltage between twometal-
lic regions. Thus, the applications fall in the category of electron transport with exponentially
sensitive control of the resistance. In this context, it is informative to approach the tunneling
problem through electron-transport theory. Both subjects (electron transport and tunneling) are
of course vast, thus we must restrict the present manuscript to specific aspects. Motivated by
the succcess of density-functional theory in materials description, we first introduce the sin-
gle particle view on quantum transport that is most easily coupled to density-functional theory.
Next, in Sec. 3, we present the educational model of tunneling through a rectangular barrier
and introduce the concept of resonant tunneling. Sec. 4 follows with the Landauer approach
to linear-response transport theory, where the transmission probability is directly related to the
conductance. Then, in Sec 5 we discuss Bardeen’s model of tunneling. In the same section, the
very important concept of the complex band structure is introduced, providing a way to evaluate
the decay parameter in insulators. Finally, Sec. 7 is devoted to applications with technological
relevance.
2 Single Particle View on Quantum Transport
Even when restricting the theoretical description to the electron system only, the transport pro-
cess is actually a complicated many electron problem of a system in non-equilibrium. On the
macroscopic scale one can already define some of the different quantities describing the sys-
tem like current and charge density or the applied electric field. However, it is very difficult to
track these quantities down to the microscopic scale due to the complicated thermodynamically
averaging taking place. In the following we will only deal with the very restricted subset of
phenomena that are due to quantum mechanical nature of the electrons and we will therefore
consider systems which can be described by pure wavefunctions without any statistical averag-
2With the exception of STM/STS, where the barrier thickness is controlled during experiment.
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ing. Still, in this picture one would have to describe the electron transport by the time-dependent
many-body wavefunction Ψ(t). For example one could consider the probability Pi,f of the sys-
tem changing its state from some initial multi-electron state Ψi into a final multi-electron state
Ψf where the two states differ with respect to their charge distribution. Thus, this approach
makes it necessary to calculate the many particle time-dependent wavefunctions of the entire
system. This is a very difficult task which cannot be solved in general.
To overcome this fundamental obstacle we will switch to the single-electron picture of electron
transport. Similar to the replacement of the many particle problem of determining the ground
state of a many-body quantum mechanical system in density functional theory by a single parti-
cle Kohn-Sham formalism we will treat the electronic transport as due to the transport of many
independent single-electrons. Furthermore, we will assume that the single particle states in
the Kohn-Sham formulation actually describe these independent single-electrons. Of course,
there can be no hope that this very simplistic model actually is able to catch all the essential
physics of the transport process. However, in analogy to standard band-structure calculations
of solids in equilibrium in which in many cases the Kohn-Sham single particle eigenvalues and
eigenstates can be successfully interpreted as the elementary excitations of the systems we will
apply the same procedure to the electronic transport and assume that the effects of the atomic
arrangement, of the electronic (self-consistent) charge density and single particle potential on
the current can actually be modeled by this approach.
Many effects restrict the validity of the single-electron approach. Most obvious might be
electron-electron scattering effects of different conducting electrons, but also interactions with
the lattice beyond the static approximation, i.e. electron-phonon scattering, screening and charg-
ing effects or many particle interactions in magnetic systems might limit the validity of the sin-
gle electron picture. Only if these processes are sufficiently weak, one can hope that the single
particle approximations in terms of the Kohn-Sham states will provide reasonable results. This
corresponds to the limit dicussed in the introduction in which the mean free path is much larger
than the system size. In the single particle picture the description in terms of the Kohn-Sham
wavefunction will hold only on length scales shorter than this length scale, since these processes
not included in the model will lead to the scattering destroying the phase coherence between
the single-electron states involved.
One should note, that in many cases this description of the electron current in terms of single
particle physics is a completely inappropriate point of view. As soon as quantum many-body
effects come into play, qualitatively different phenomena can be observed. Examples of such
effects are the Kondo-effect in which a two level quantum scatterer embedded in a metallic en-
vironment leads to conductance abnormalities at low temperatures or correlation effects like the
Coulomb blockade which are not reproduced in standard density functional theory treatments.
Obviously our description does not include any processes by which the single particle energy of
the states carrying the current is changed. Hence only elastic transport can be described. This
kind of quantum transport with only elastic scattering included is frequently called ballistic
transport in mesoscopic physics as in many aspects the electrons behave like classical particles
moving in a “billiard” like fashion. However, one should be aware of underlying quantum
mechanical picture of single electron states by which the electrons are described. These single
particle states describe the movement of the electrons between scattering event which scatter
them from one single particle state into another.
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Fig. 1: Simple one-dimensional model for quantum mechanical tunneling. A electron of energy
E = 
2
2m
k2 is incident from the left to a rectangular barrier potential.
3 Tunneling through a rectangular Barrier
Of course the quantum mechanical tunneling effect is a very basic phenomenon discussed in
every introductory course of quantum mechanics. In brief it describes the fact that in contrast
to the classical mechanics which prohibits a particle to enter any area in which the potential
level surpasses the particles energy, quantum mechanics assigns a finite non-zero probability
find the particle in such areas. Mathematically, this is reflected by the fact that the wavefunction
is non-zero in such areas of a repulsive potential. As a direct consequence a particle – in our
case an electron – can overcome potential barriers and “tunnel” through regions of space which
are classically forbidden to access.
3.1 Analytical solution for the rectangular barrier model
To elucidate this effect a little more, let us consider the probably simplest model for electronic
tunneling.
Fig. 1 shows the setup chosen for this simple model, a rectangular barrier of height V0 and width
d between leads or electrodes in which the electrons are described by free electron wavefunc-
tions. In this system it is an trivial problem to construct the wavefunction as
ψ(x) =

exp(ikx) + r exp(−ikx) x < 0 in left region
a exp(−κx) + b exp(κx) 0 < x < d in the barrier
t exp(ikx) x > d in right region.
(1)
The wavenumber is given by k(E) =
√
2mE
2 E, the decay constant by κ(E) =
√
2m
2 (V0 − E),
the coefficients a, b and r, t can be determined by wavefunction matching, i.e. by the require-
ment that the wavefunction and its derivative are continuous at x = 0 and x = d. Simple algebra
reveals the well known formula
t =
4iκk e−ikd
(ik + κ)2e−κd + (k + iκ)2eκd
. (2)
For the case of a sufficiently thick and/or high barrier, i.e. large d and/or large κ this expression
for t can be simplified by neglecting higher order terms in e−κd to
t ∼ 4iκk e
−ikd
(k + iκ)2
e−κd.
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The wavefunction now actually leads to an electric current flowing across the barrier. Applying
the quantum mechanical current operator one obtains for the current density (which can be most
simple evaluated in the right electrode region but is of course conserved in all space)
j(x) ∝ 1
2i
(ψ∗(x)∂xψ(x)− ∂xψ∗(x)ψ(x)) ∝ |t|2. (3)
Hence we find that there is a finite electric current flowing through the barrier which is propor-
tional to the square of the so called transmission amplitude t, a quantity that can be interpreted
as a transmission probability and takes the following elegant analytical form:
|t(E)|2 =
[
1 +
(
k
κ
+
κ
k
)2
sinh2(κd)
4
]−1
(4)
for E < V0 and its analytical continuation by defining κ(E) = iq(E) = i
√
2
2m
(E − V0) for
E > V0:
|t(E)|2 =
[
1 +
(
k
q
− q
k
)2
sin2(qd)
4
]−1
. (5)
3.2 Resonant tunneling through virtual bound states
In many cases, the barrier may include defects that produce bound states with energy Eb. These
states may interact weakly with the lead wave functions, as both penetrate in the barrier region
with exponentially decaying amplitude. The interaction gives to the bound states a small energy
broadening and a finite lifetime, where an electron may hop out of the bound state to the leads.
One then speaks of a virtual bound state or a resonant state. Under this condition, the transmis-
sion probability between the leads can reach unity at an energy Er ≈ Eb, while it remains very
small at different energies.
The situation can be modelled by a rectangular barrier with an attractive δ-potential in the
middle that represents the defect. The potential reads
V (x) =
{
V0 − λδ(x), −d/2 < x < d/2
0, otherwise
(6)
and is schematically shown in Fig. 2 (top). For the wavefunction we make the Ansatz
ψ(x) =

exp(ikx) + r exp(−ikx), x < −d/2
a exp(−κx) + b exp(κx), −d/2 ≤ x < 0
c exp(−κx) + d exp(κx), 0 ≤ x < d/2
t exp(ikx), d/2 ≤ x
(7)
in analogy to Eq. (1). Again, the wavenumbers k and κ =
√
2m
2 (V0 − E) are energy-dependent
quantities and both are real-valued for the tunneling case (E < V0). At E > V0 we may
exchange κ with q =
√
2m
2 (E − V0), or simply allow κ to take imaginary values. The six
coefficients (r, a, b, c, d, t) are found by matching the boundary conditions at the points of dis-
continuity of the potential. However, while at x = ±d/2 the boundary conditions correspond to
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continuity of both the wavefunction and its derivative, at x = 0 only the wavefunction is con-
tinuous, while its derivative ψ′ shows a finite-size step due to the δ-function potential. One can
recognise this by the following standard manipulation given in quantum mechanics textbooks.
Integrating the Schro¨dinger equation, − 2
2m
ψ′′(x) − λδ(x)ψ(x) = Eψ(x), in a small interval
[−δ, δ] around x = 0, and letting δ → 0, the right-hand-side E ∫ δ−δ ψ(x)dx vanishes because ψ
is continuous, while the left-hand side gives − 2
2m
[ψ′(0+) − ψ′(0−)] − λψ(0) = 0. This is the
finite-step condition for ψ′.
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Fig. 2: Top: A rectangular barrier of height V0 and width d with an attractive δ-potential of the
form −λ δ(x) in the middle. The strength λ is chosen such that produces a virtual bound state
at Eb > 0. Bottom: Blue curve: Transmission probability for such a barrier as a function of
energy. The parameters used are d = 5aB, V0 = 2Ry, and λ = 2RyaB, leading to Eb = 1Ry.
The tunneling probability (at E < V0) peaks to full (unitary) transmission very close to Eb.
Red curve: The same but with an asymmetric position of the δ-potential, −λδ(x − x0) with
x0 = 0.5aB. The transmission peak does not reach unity. Black, dashed curve: transmission
probability of the same barrier but without the attractive δ-potential.
It is straightforward to solve the resulting 6 × 6 system of equations for (r, a, b, c, d, t) analyti-
cally, because it has a band-diagonal form boiling down to a recursive solution of 2×2 systems.
However, the resulting expression is rather complicated. Here, we present in Fig. 2 only the
graph of the end-solution for a special case of d = 5aB and V0 = 2Ry.3 Three cases for the
transmission probability |t(E)|2 are shown.
3One Bohr radius is aB = 0.529177A˚ = 0.529177 × 10−10m. One Rydberg is 1Ry = 13.6058eV and
corresponds to the excitation energy of the Hydrogen atom.
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First, the black, dashed curve shows the case without an attractive δ-potential (λ = 0), i.e.,
the result of Eqs. (4,5). For E < V0 we have |t(E)|2 < 1, exponentially decaying at lower
energies, as Eq. (4) demands. ForE > V0 (i.e., outside the tunneling condition) the transmission
probability shows an oscillatory behavior with resonances, even reaching unity; at E  V0 we
have q/k ≈ 1 and Eq. (5) thus gives |t(E)|2 → 1.
Second, the blue continuous curve shows |t(E)|2 in the presence of an attractive δ-potential
[Eq. (6)] with λ = 2RyaB. The curve looks overall different than the case λ = 0, but the
most striking result is the sharp transmission peak at E = Er ≈ 1Ry, with |t(Er)|2 = 1.
The full transmission here is caused by the virtual bound state (discussed in beginning of the
present section) at Er ≈ Eb, where Eb = 1Ry is the level of the bound state that would exist
if the barrier limits would extend to ±∞.4 The reason that Er ≈ Eb and not Er = Eb is that
the hybridization of the bound state with the continuum is asymmetric in energy, shifting Er
slightly lower than Eb; but this small effect is smaller than the line thickness of the present plot.
Third, the red continuous curve demonstrates the case that the potential is not symmetric; in
particular the δ-potential was shifted to the positive x-axis, reading −λδ(x − x0) with x0 =
0.5aB. Here, the transmission peak at Er is also present but does not reach unity any more.
Thus we see that the presence and energy of a transmission resonance follows from the virtual
bound state, but the transmission peak value strongly depends on the spatial position of the
virtual bound state; the highest value is reached in the fully symmetric case.
3.3 Resonant tunneling through surface states
Amore complicated form of resonant tunneling was discovered by numerical, density-functional
calculations and explained by an analytical model by Wunnicke and co-workers [4]. Here
we summarise their findings. When investigating the transmission in insulating tunnel barri-
ers separating metallic surfaces, the authors found that there exist tunneling hot spots in the
(two-dimensional) surface Brillouin zone, i.e., small regions where the transmission peaks and
reaches unity, while it is very small in the overwhelmingly larger part of the surface Brilloun
zone. An analysis of the energy-resolved density of states at the interface showed that the hot-
spot positions coincide with positions of resonant states at the metal/insulator interface. For
the occurrence of the effect it is important that the setup is symmetric, i.e., that there are two
interface states contributing to the transmission peak, one at each interface, at the same position
in the surface Brillouin zone and at the same energy. The two interact with each other and pro-
duce bonding and antibonding hybrids with a splitting of∆E, while each of them also interacts
with the continuum of metal states and obtains an energy spread Γ. As long as ∆E > Γ, uni-
tary transmission is maintained; but as the barrier thickness grows, the split ∆E decreases, and
eventually ∆E < Γ, after which point the transmission drops exponentially with thickness.
The effect reminds of the mechanism described in the previous subsection, with the difference
that the role of defects is played by the interface resonant states, and that there are two such
states (one from each interface) contributing to the transmission peak.
4The attractive potential V (x) = −λδ(x), λ > 0, produces a bound state at Eb = −mλ2/(22). Here, the
virtual bound state position in the barrier is found by shifting this value by V0.
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4 Landauer formula
Landauer [5] proposed a theory of the transport process which is well adapted to describe the
tunneling transport. A very intuitive and simple derivation will be presented here. The Lan-
dauer equation can also be derived more rigorously starting from linear response theory. In
the Landauer approach to transport one considers the region Ω – in which the electrons travel
ballistically – to be attached to two reservoirs L and R.
The conductance Γ of the region Ω is defined by the current ILR divided by the potential differ-
ence between the two reservoirs. The current ILR on the other hand is given by the current due
to all electrons traveling from L to R minus the current due to the electrons traveling vice versa
ILR = IL→R − IR→L. (8)
To arrive at an equation for these currents, one can start with a simple one-dimensional model.
The current from the left to the right is determined by all electrons leaving the left reservoir,
entering the scattering region Ω, and leaving this scattering region by passing into the right
reservoir. If one now assumes a very simple picture of the region Ω in which its electronic
structure is described by single band in which states with k > 0 propagate from the left to the
right the current is given by an integral over all states with k > 0 up to the Fermi wave-vector
kF
IL→R =
∫ kF
0
ev(k)dk, (9)
where v denotes the group velocity of the state. Since
v =
1

∂E
∂k
(10)
and converting the integral over k into an energy integration using the density of states n(E),
IL→R =
∫ µL
0
e

∂E
∂k
n(E) dE
=
∫ µL
0
e

∂E
∂k
1
∂E/∂k
1
2pi
dE
=
∫ µL
0
e
h
dE =
e
h
µL , (11)
where the energy integration has to be performed over all energies up to the Fermi energy (the
chemical potential) of the left reservoir. This can be understood from the requirement that the
electrons were assumed to be incoming from the left and therefore must be occupied in the
reservoir.
Using the same derivation for the states incoming from the right reservoir one obtains
ILR =
e
h
(µL − µR). (12)
Identifying the difference in the chemical potentials µL and µR with the applied voltage eV =
(µL − µR) one obtains the following interesting equation for the conductance
Γ =
ILR
V
=
e2
h
. (13)
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This equation is truly remarkable since it states that each conducting band contributes the same
to the conductance. Irrespectively of the density of states or the group velocity of the conducting
states the conductance is always given by the fundamental quantum of conductance e
2
h
. Indeed,
as Eq. (10) shows, states with a low velocity and therefore a low current j = ev are compensated
by their higher density of states such that the conductance remains constant.
In the case of multiple bands, the derivation has to be modified by the inclusion of an extra sum
over the different bands. Therefore in the general case of N conducting bands one obtains
Γ =
e2
h
N. (14)
The different ,,bands“ in this context are usually called ,,channels“. The argumentation pre-
sented so far did not care about the proper definition of these channels. These were simple
assumed to form some kind of ,,band“ within Ω described by the usual formalism of a wave-
vector k and a dispersion relation E(k). Strictly speaking, since the system is not periodic, one
cannot speak of Bloch states with some wave-vector having a component k in the direction of
the current.
Since a key point in the discussion was the preparation of a state traveling from within the
reservoirs through the region Ω one should clarify this idea. For such a state traveling to the
right, one might assume the typical scattering problem. Within the left reservoir one considers
a wavefunction being a Bloch state propagating towards the region Ω. ,,Propagate towards“ in
this context should be understood as a state having a current flowing towards Ω. Within the
reservoirs the resulting scattering state can be written in terms of reflected ψr and transmitted
ψt states which are all solutions of the bulk Schr’´odinger equation in the reservoirs with the
same energy as the incoming state ψin . The k values of these transmitted and reflected states
have to be chosen such that the states ,,propagate away“ from Ω.
ψ(r) =
{
ψin(r) +
∑
n rin,n ψ
n
r (r) r in left reservoir∑
n′ tin,n′ ψ
n′
t (r) r in right reservoir
. (15)
Here, the summations can be considered to be performed over all reflected Bloch states or all
transmitted Bloch states. In principle, also states decaying away from the interfaces into the
reservoirs must be included in this expansion. However, since these do not carry any current
and by shifting the interface far enough into the reservoirs one can eliminate these decaying
states.
Looking back to the derivation of the Landauer formula, an important change has to be made.
While in Eq. (9) and Eq. (10) the summation over the incoming states and the evaluation of
the current from their group velocities were all performed within the same single band picture,
now one has to distinguish more carefully. The k integration in Eq. (9) has to be performed
over the ,,in“ label of the expansion in Eq. (15). The sum over the velocities on the other hand
is best performed in the right electrode. This is possible since current is conserved and can be
very easily be done if all transmitted states and the incoming state are normalized to carry unit
current. Using the orthogonality of the Bloch states one can perform the same steps as in Eq. (8)
to (12) again to derive the more general Landauer equation for ballistic transport in the presence
of some scattering of the incoming electrons,
Γ =
e2
h
∑
|tij|2, (16)
where i, j label the Bloch states in the reservoirs traveling from the left to the right.
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Eq. (16) allows a simple interpretation of the transport in terms of the underlying quantum me-
chanical property of the transmission probability Pij = |tij|2 of an electron from the incoming
Bloch state i into the transmitted Bloch state j. This interpretation makes the requirement of
normalizing the incoming and transmitted Bloch states to unit current very clear, since in this
normalization the direct interpretation of this probability is reasonably well defined and Eq. 16
can be seen as a simple generalization of Eq. 14.
4.1 Interpretation of the Landauer formula
The Landauer formula Eq. (16) was the source of some confusion for quite some time after
its first formulation [6, 7]. The most striking feature of the equation might be its limit for a
perfectly transmitting region, i.e. for a region with Pij = |tij|2 = 1 for some set of i, j. For
example if one would consider a perfect bulk crystal sandwiched between reservoirs of the
same bulk material the expansion of Eq. (15) would collapse to
ψ(r) =
{
ψin(r) +
∑
0ψr r in left reservoir
1ψt = ψin(r) r in right reservoir
, (17)
and one would rediscover Eq. (14) with N denoting the number of incoming Bloch states. At
first glance, this means that the Landauer equation predicts a limited conductance of a system
without any de-coherent scattering, i.e. of a perfect bulk crystal. In the same way the Landauer
equation would also give a finite conductivity of a free electron gas. In this case a question
which can always be asked only becomes more obvious to ask: How can a region with ballistic
transport, i.e. without any dissipative processes, have a finite conductance? Since there is a
voltage drop over the region and a current is flowing, some energy must dissipate. The key to
the answer to this question lies in the definition of the reservoirs which were assumed to be in
thermal equilibrium with some chemical potential µ attached to them. This is only possible, if
there are actually dissipative processes in the reservoirs leading to the ,,thermalization“ of the
,,hot“ electrons being transfered across the region of ballistic transport.
The surprising result of a finite conductance in the case of a perfect crystal can now been inter-
preted in different ways. Either the setup described was not correct, since the reservoirs could
not remain in thermal equilibrium and being perfect crystals like the region of ballistic trans-
port at the same time or, which is actually very much the same, no finite voltage can be applied
across such a system. The finite conductance of such a system with perfect ballistic transmis-
sion can now be interpreted as due the finite resistance at the interface between the reservoir
and the ballistic region. This is also called the Sharvin-resistance of the system.
Another point to mention in the discussion of the physical significance of the Landauer equation
is its formulation in terms of a two-terminal device. Both the current and the voltage drop are
defined between the same two reservoirs. In many experiments a four point measurement is
performed in which the current is driven between electrodes different than those between the
voltage drop is measured. B’´uttiker [6] presented a generalization of the Landauer equation
to these multi-terminal case. While this approach is very appropriate for mesoscopic physics,
on the atomic scale multi-terminal arrangements are not the typical experimental arrangement
and thus Eq. (16) will be sufficient. Additional resistances present in the current circuit are
frequently eliminated in a four-point measurement, in which two additional potential probes
are attached close to the scattering volume. However, for scattering volumes on the atomic
scale, these geometries are not appropriate and thus we will restrict ourself to simple two point
geometries.
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While the Landauer equation is valid in many cases reaching from systems with high conduc-
tivity to systems in the tunneling regime, one has to be careful in its application in some cases.
Only states in which the incoming and transmitted waves can be described by Bloch states con-
tribute to the tunneling current. This excludes any state which is localized within the region
of ballistic transport to contribute. This corresponds to the fact that these states do not carry
any current within the simple one electron picture of transport chosen. In reality, there exist
processes beyond this picture which lead to some coupling of these localized states to the oth-
erwise orthogonal Bloch states in the reservoirs. For example the many-body electron-electron
interaction, electron-phonon scattering, or structural defects not included in the description can
provide such a coupling. Thus, while the Landauer approach will be correct for cases of high
transmission through Bloch states, one could imagine that in the limit of a very low transmis-
sion probability another processes of transport across the ballistic region becomes important. In
the one electron picture these processes could be thought of as the transition of an electron from
the reservoirs into some localized state of the reservoir, the transition of the electron from one
side of the reservoir to the other and than the transition of the electron into a state of the other
reservoir. The validity of the Landauer model is now limited by the transmission probability
between the reservoir states and the localized state. If this probability becomes comparable to
the probabilities Pij = |tij|2 the Landauer equation breaks down.
On the other hand, one can of course treat the other limit in which the transition probability
between the two sides of the reservoir becomes very small and the details of the scattering
processes needed to couple the states can be neglected. This limit can be successfully described
by theories for the quantum mechanical tunneling process.
5 The Bardeen Approach to Tunneling
The following description of the tunneling process is based on Bardeen’s approach to tunneling
which essentially applies time dependent perturbation theory to the problem. Fig. 3 shows the
tunneling setup used in this approach. Two semi-infinite crystals are separated by a barrier
region, which will be assumed to be a vacuum barrier for simplicity. If this vacuum barrier is
sufficiently high and wide one can think the total setup to consist of of two independent systems:
one at the left (L) and one at the right(R) side.
Left system Right systemVacuum barrier
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Fig. 3: Tunneling setup used in Bardeen’s approach to transport. The two semi-infinite crystals
at the left and the right are separated by a vacuum barrier.
This total separation of the systems leads to two independent Schro¨dinger equations for the two
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sides
(T + UL)ψL = LψL
(T + UR)ψR = RψR (18)
where T denotes the operator of the kinetic energy of a single electron and UL and UR are the
potentials of the left and right system respectively. The single particle wavefunction ψ(t) of the
entire setup is determined by the total Hamiltonian H = T + UL + UR.
Now one can apply time dependent perturbation theory to describe the tunneling of an electron
across the vacuum barrier. Tunneling from the left to the right is assumed, the case of an
electron tunneling vice versa may be treated completely analogously. The initial state of the
tunneling process is localized in the left system. Therefore, there exists an eigenstate ψµL with
|ψ(t→ −∞)〉 = |ψµL〉. The time dependence of the state |Ψ(t)〉 is governed by the Hamiltonian
of the whole system.
i
∂
∂t
|ψ(t)〉 = H |ψ(t)〉 . (19)
The tunneling probability is given by the overlap of this time-dependent wavefunction with a
wavefunction |ψνR > of the right system. Multiplying Eq. (19) from the left with 〈ψνR|leads to
〈ψνR|
(
i
∂
∂t
)
|ψ(t)〉 = 〈ψνR|H |ψ(t)〉 . (20)
Using the Schro¨dinger equation for the left state one obtains
i ∂
∂t
〈ψνR| ψ〉 = 〈ψνR|H |ψ〉 − 〈ψνR|HR |ψ〉
= 〈ψνR|UL |ψ〉 .
(21)
Substituting |ψ(t→ −∞)〉 = |ψµL〉 for |ψ〉 at the right hand side of Eq. (21) leads to first order
perturbation theory
i
∂
∂t
〈ψνR| ψ〉 = 〈ψνR|UL |ψµL〉 . (22)
Even though this equation looks familiar one has to emphasize that this is not a result obtained
by standard time-dependent perturbation theory. The states |ψL〉 and |ψR〉 are eigenstates of
the Hamiltonians HL and HR respectively. Therefore, they do not form a complete orthogonal
basis of the eigenspace of the total Hamiltonian H = T + UL + UR and the matrix elements
at the left side of Eq. (22) are not sufficient to determine the total time dependence of |ψ >.
This is a basic weakness of Bardeen’s approach. However many applications [8, 9, 10, 11] of
this formalism have shown that Bardeen’s approximation produces reliable results for systems
which are well separated, i.e. systems where the overlap of the two wavefunctions ψR and ψL
is small.
Since the potential UL is not small in the left region, the question arises whether one is allowed
to use perturbation theory at all. However, it can be seen from Eq. (22) that the quantity which
in fact determines the strength of the perturbation of the initial state is 〈ψνR|UL |ψµL〉. Since the
final wavefunction |ψR〉 is localized in the right region in which the left potential UL is very
weak this perturbation might still be regarded as a small perturbation and thus time depended
perturbation will lead to reasonable results.
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By separating the time-dependence of the states |ψµL〉 = eiµt |ΨµL〉 and |ψνR〉 = eiνt |ΨνR〉, inte-
grating Eq. (22) and performing the limit t → ∞, one obtains an expression for the tunneling-
probability per time interval
PLRµν = lim
t→∞
1
t
1
2
∫ t
0
|〈ψνR|UL |ψµL〉|2 (23)
= lim
t→∞
4

sin2
( ν−µ
2 t
)
(ν − µ)2t
∣∣MRLµν ∣∣2 , (24)
where the matrix elementMLRµν is given by the stationary-state matrix element of the potential
MLRµν = 〈ψνR|UL |ψµL〉 . (25)
Assuming a continuous range of energy levels µ (or ν) the limit of Eq. (24) can be evaluated
directly [12]. One obtains
PLRµν =
2pi

δ(ν − µ)|MLRµν |2. (26)
This result is similar to the well known ’Golden Rule’ Fermi obtained for standard time-
dependent perturbation theory. It describes elastic tunneling with energy ν = µ only. Formally
this condition is taken care of by the δ-function in Eq. (26).
To evaluate this matrix element one can introduce an additional approximation. He assumed the
potential UL to be zero in the right region of space. Similar the right potential should be zero in
the left region. More formal one assumes a separation surface S which separates the regions in
which the two potentials differ from zero. This can be written down by the condition ULUR = 0
for any point in space. Figure 4 shows the setup as used in this additional approximation.
Left system Right systemVacuum barrier
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Fig. 4: Potential used in the Bardeen approach to tunneling. The left (right) potential UL (UR)
is then assumed to be zero in the right (left) region.
Of course, this approximation will become better if the potentials UL and UR are reasonably
small at and beyond the separation surface. This will be the case if the separation surface is
located far out in the vacuum.
Using the Schro¨dinger equation for the left wavefunction and having in mind that the potential
UL is zero in the right space one can now rewrite the matrix element as an integral over the left
region only
MLRµν =
∫
L
ΨνR(r)
∗(µ +
2
2m
∇2)ΨµL(r)dV (27)
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which can be written in a more symmetric form
MRLµν =
∫
L
{
ΨνR(r)
∗νΨ
µ
L(r) + Ψ
ν
R(r)
∗ 2
2m
∇2ΨµL(r)
}
dV
=
∫
L
{
ΨνR(r)
∗←−−−−−−(T + UR)ΨµL(r) + ΨνR(r)∗ 
2
2m
∇2ΨµL(r)
}
dV
= − 2
2m
∫
L
{
ΨµL(r)
∇2ΨνR(r)∗ −ΨνR(r)∗∇2ΨµL(r)
}
dV
.
(28)
In these transformations in the first step the eigenvalue µ was substituted by ν because energy
conservation requires the calculation of matrix elements with µ = ν only. In the second step
the Schro¨dinger equation for the right state was used (the arrow indicates the wavefunction the
operators acts on). The integration area is the left region. Since the potential UR is assumed to
be zero in this region, it was dropped in the last step. Using Greens theorem and the boundary
condition that the right wavefunction is zero at infinite distance from the separation surface this
integral can be transformed into an integral over the separation surface
MLRµν = −
2
2m
∫
S
(
ΨµL(r)
∇ΨνR(r)∗ −ΨνR(r)∗∇ΨµL(r)
)
dS. (29)
So far only an expression for the probability of the transition of an electron from a left state into
a right state was obtained.
Slightly modifying Eq. (26) this probability can be written as
PLRµν =
2pi

δ(Lµ − Rν − eV )|MLRµν |2, (30)
where the additional term eV is introduced to account for the bias voltage V applied between
the two sides. To calculate the tunneling current one has to sum over all different possible left
and right states and one has to keep in mind that the electrons might tunnel from the left to the
right as well as vice versa. The total current therefore is given by
I = IL→R − IR→L
= e
∑
µν
f(µ)(1− f(ν + eV ))PLRµν − e
∑
µν
(1− f(µ))f(ν + eV )PRLνµ
= e
∑
µν
(f(µ)− f(ν + eV ))PLRµν
(31)
where f() denotes the Fermi-distribution function which is introduced to ensure that only tun-
neling from occupied to unoccupied states can occur. In Eq. (31) the symmetry of the tunneling
probability PLRµν = P
RL
νµ which can easily be deduced from Eq. (29) was used. The sum in
Eq. (31) has to be performed over all right states labeled by ν and all left states labeled by µ.
No further assumption is made on the nature of these left and right states, i.e. both Bloch states
and surface states decaying into the bulk contribute to the current and therefor this formula
differs significantly from the Landauer formula.
5.1 Landauer conductance versus Bardeen’s tunneling
One might wonder which the difference will be between the results of the Bardeen formula of
tunneling and of the Landauer approach. Of course, as stressed in Sec. 5 the results will differ
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significantly as soon as localized states are present in the vicinity of the barrier region. However,
it remains to be clarified what should be expected in the absence of these states. Before the
difference between these two transport formulas will be investigated for more realistic systems,
it is instructive to look back at the very simple model of a rectangular barrier we discussed in
the beginning.
0 d x
V
0 d/2 x
v0 v0
a) b)
Fig. 5: a) Setup of a one-dimensional rectangular barrier as discussed before. b) Correspond-
ing system for the Bardeen formula. The two sides are separated by extending the Barrier to
infinity. Only the left system of Bardeen’s setup is shown, the right is constructed mirrored.
Inserting the expression for the transmission into the Landauer equation (Eq. (16)) one obtains
the tunneling conductance of this simple barrier in the Landauer approach
ΓL =
e2
h
(4κk)2
(k2 + κ2)2(1− e−2κd)2 + (4κk)2e−2κd e
−2κd
=
e2
h
∣∣∣∣ 4κkk2 + κ2
∣∣∣∣2 e−2κd +O (e−4κd) . (32)
As discussed, the second term in this expressions denotes contributions of order e−4κd which
can be neglected for any sufficiently thick barrier.
If one wants to treat the same system using Bardeen’s formula, one has to separate the two
systems by extending the barrier to infinity as indicated in Fig. 5b). The wavefunctions of the
two systems are of course equal except for the transformation x ↔ d − x and can be written,
e.g. for the left side, as
ψL =
{
exp(ikx) + ik+κ
ik−κ exp(−ikx) x in the leads
2ik
ik−κ exp(−κx) x in the barrier.
(33)
This formula does not depend on the barrier thickness as they describe completely decoupled
systems. The conductance in Bardeen’s approach is now given by inserting a separation surface
at x = d/2 and to evaluate the transition probabilities of Eq. (30) at energy 0 to obtain
PBardeen =
pi3
2m2
∣∣∣∣2 2ikik − κe−κd/2 κ 2ikik − κe−κd/2
∣∣∣∣2 δ(− 0)
=
pi3
2m2
k2
∣∣∣∣ 4κkk2 + κ2
∣∣∣∣2 e−2κdδ(− 0). (34)
Finally the summation over all states gives according to Eq. (31) gives
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ΓB =
e2
h
∣∣∣∣ 4κkk2 + κ2
∣∣∣∣2 e−2κd. (35)
Hence, both Eqs. (32) and (35) reveal the same conductance in the limit of large κd, i.e. for a
small conductance. Fig. 6 illustrates this equivalence for a set of parameters typical for an STM
setup. It is seen that for barriers thicker than ∼1 A˚ Eqs. (35) and (32) give practically identical
results.
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Fig. 6: Conductance (in units of the conductance quantum e2/h) through a rectangular barrier
of 5eV barrier height between free electron leads ( = 1eV) as a function of the barrier thickness
(in A˚).
5.2 Cu-vacuum-Cu tunneling
To demonstrate the two formulas for a more realistic, but still simple case we investigated
the electron transmission with normal incidence (k‖ = 0) through a 8.3 A˚ vacuum barrier
separating two Cu(111) surfaces. The calculation was performed within the DFT using the
FLAPW-method, as implemented in the embedding version of the FLEUR-code[13, 14, 15].
Figure 7 compares the result of the Landauer formula and of Bardeen’s approach. In contrast
to the simple analytic model discussed before in this setup both localized surface states and
delocalized propagating Bloch states can be found. In the energy range below ≈ −0.9 eV
a band of Bloch electrons with k‖ = 0 can be found which due to their low energies have
very low tunneling probabilities. This transmission probability is described by both formulas
and similar to the analytic case discussed before both approaches lead to essentially identical
results.
At−0.4 eV, however, a surface state on the Cu(111) surface can be found for k‖ = 0. In the case
of the setup required for the Landauer equation these surface states will occur on both sides and
hence these states will be split into two levels by hybridization. On the other hand, in Bardeen’s
approach, because of the complete separation of the two systems only a single surface state
peak occurs and no hybridization splitting is seen in Fig. 7. The finite width of this peak is due
to the introduction of an imaginary contribution to the energy of δ = 0.03 eV for illustrative
purpose only. Such a small broadening of the peak is needed for a numerical integration of the
total conductance as well but should not be confused with the modeling of the coupling of the
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Fig. 7: Conductance through a vacuum barrier separating two Cu(111) surfaces. Only elec-
trons with normal incidence are considered. The peak width is due to a finite imaginary part in
the energy and its height has been scaled down by a factor of five. The inset shows the normal
incidence part of the Cu band structure relevant for the energy window in which transmission
from Bloch states can be found from both approaches.
surface state to the leads. For reasonably small imaginary parts the integrated conductance of
the peak does not depend on the exact choice of the imaginary energy.
In the case of the setup required for the Landauer equation, one may estimate the electron
hopping rate between the two levels from the energy splitting. Nevertheless, these states do not
contribute to the conductance in the Landauer equation as no Bloch states are present in the
leads at this energy. Bardeen’s equation on the other hand contains a strong contribution from
the surface state. In this very artificial situation with the same surface state on both sides of
the barrier this effect can only be seen at exactly zero bias. However, the arguments presented
here are equally valid for situations in which one encounters a localized state at one side of the
barrier and a continuum at the other.
In order for electron hopping between two surface states to be measured as the current, they must
be coupled to extended states in both leads, for example, via impurity-induced random poten-
tials, electron-phonon interaction,[16] and electron-electron scattering.[17] Applying Bardeen’s
equation to the surface-state conductance assumes implicitly that the transition between two lo-
calized states on both sides is the rate-limiting process.
The present results clearly indicate the limits of validity of the two different approaches. While
the Landauer formula will be suitable in cases in which a relatively high conductance is obtained
by the coupling of Bloch states, it must be applied with care for tunneling setups in which states
localized at interfaces might play a crucial role. On the other hand the Bardeen approach to
tunneling is only suitable for exactly these situations and requires a hight barrier leading to a
low conductance.
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6 Complex band structure
So far we considered simple models only, in which we assumed the electronic wavefunction to
either have the form of a plane-wave corresponding to a free particle in a constant potential or
to decay exponentionally with a decay constant κ which was directly related to a barrier height
V0as
κ =
1

√
2mV0. (36)
This picture to describe the fundamental properties of the electrons by simple parameters like
the barrier height and the effective mass m is of course very intuitive as it can directly be used
in an interpretation as presented so far. However, it is known that the underlying assumption
of a simple parabolic dispersion of the bands, i.e. the simple quadratic relation between energy
and decay constant/momentum, is usually not fulfilled in real materials. While this approxima-
tion can be useful as long as one considers processes dominated by electronic states close to
band-edges, i.e. at extrema of the bands where a parabolic approximation can be reasonable,
tunneling processes often are not in this class of problems. Hence, the description of tunneling
in terms of the effective mass of the electrons and a corresponding effective barrier height can
be completely misleading.
Instead following the idea of the band structure, in which the relation between crystal momen-
tum k and the energy is specified for the Bloch states, we will discuss the generalization of this
concept to the case of complex k-values. The imaginary part of such k values describes the
decay of the wavefunctions when translated by a lattice vector R according to the Bloch factor
ei
Rk = ei
R(k)e−
Rκ. (37)
In the following we will describe this idea of generalizing the concept of the band structure a
bit further.
The usual band structure as described in contribution A2 is of course tightly connected with
the Bloch theorem. The Bloch theorem follows from the fact that in an infinite crystal the
eigenfunctions of the Hamiltonian can be chosen such that these functions are at the same
time eigenfunctions of the translation operator which keeps the lattice invariant. This is the
consequence of these translations commuting with the Hamiltonian due to the periodicity of
the potential. Hence, we are faced with two eigenvalue problems which have can be solved
simultaniously
Hψ = ψ (38)
and
Tψ = λψ (39)
in which the eigenvalue of the second equation is interpreted as
λ = ei
k R
. The corresponding wavefunctions ψ hence can be labeled with the two quantum numbers 
and k and the relation k() for which solutions are found, describes the band structure.
Similar to the unbound spectrum of energy eigenvalues for a give k value as usually discussed
in band structure theory, there is also an infinite number of wavevectors k for a given energy .
However, most of them are not real but complex and hence correspond to decaying or evanescent
states. In periodic solids such wavefunction can not occur as they are not normalisable, but in
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situations, in which the periodicity is broken at some interface these solutions become relevant
and the matching scheme that we employed for the simple examples of barriers before have to
take such solutions into account. Hence, it is not the simple relation of decay as a function of
barrier height and effective mass that determines tunneling through real materials, but the decay
of the wavefunctions is described by the complex band structure that summarizes the solutions
(k) with complex k.
An example of such a complex band structure for an oxide is given in Fig. 8. While we will not
discuss all features found in such a plot, we should at least point out a couple of key features
that are characteristic for complex band structures:
• In the same way as the usual Bloch bands, the bands with complexk (complex bands/branches)
are continous.
• The real and complex branches of the bands meet at extrema of the band structure. Hence,
high symmetry points are usually of significance.
• The complex branches often form loops across gaps in the real bands. This is of signifi-
cance for tunneling, as the tunnel barriers correspond to bandgaps in the Bloch bands.
• At very high and low energies one rediscovers the free electron behaviour as the potential
become irrelevant, i.e. one finds  = 
2
2m
k2.
Manymore details on the properties of complex band structures can be found in the literature[20].
7 Applications
Before closing this discussion we will shortly discuss the relevance of the tunneling effect for
modern device concepts and give two very basic examples. A key idea of novel devices in nano-
electronics is to change the resistance of device due to some change of configuration. Most
of the contributions to this years Spring school deal with such changes due to rather drastic
changes of the atomic configuration of the device and in quite some of those the tunneling of
electrons can be an important effect. However, there are two concepts in which rather minor
modifications of an otherwise perfect tunneljunction is sufficient to have a substantial change in
resistivity. These are the tunneling magneto-resistance (TMR) effect and the tunneling electro-
resistance (TER) effect. The TMR deals with the change in resistivity due to the change of the
magnetic configuration, while the TER effect describes the situation in which a ferroelectric
barrier is modified.
7.1 Tunneling magneto-resistance
In a magnetic tunneljunction (MTJ) the two metallic leads are magnetic materials and one con-
siders the change in resistance between a parallel alignment of the two magnetisations and an
antiparallel alignment. The TMR ratio is then defined as the normalized ratio of the resistance
between these two states
TMR =
RAP −RP
RAP +RP
,
or, if you are looking for more spectacular numbers by
TMR =
RAP −RP
min(RAP , RP )
.
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Fig. 8: Complex band structure of SrTiO3. a) Usual band structure (BS) of the transition metal
oxide in the cubic perovskite structure. b) Schematics of the construction of the plot of the
complex BS. Additional bands with complex k-values appear at right angle in complex k-space
at the high-symmetry points. These bands in the red and green panel are then plotted adjacent
to the Bloch states by rotating these Im(k),  panels next to the Re(k),  plot. c) complex BS
for some special lines in k-space. The parts of the real Bloch BS which is also shown in a) is
indicated by shaded areas.
In such a MTJ the additional spin-degree of freedom of the electrons has to be included in the
description of the transport process. In a ferromagnetic metal electrons of different spin exhibit
a different electronic band structure, their wavefunctions and transport properties differ. As the
electronic density of states for the two spins differ, usually also the number of states relevant for
transport, i.e. those states at or close to the Fermi level differ for the two spins. In the problem
we are interested in here, the electronic tunneling through an insulating barrier, one usually
assumes that the spin of the electrons is not altered. Hence, we assume that the electron spin
is a conserved quantum number, no scattering processes coupling electrons of different spins
are included in our theory. While this approximation is justified in most cases one should be
aware of its limitations. As the tunneling process itself is a coupling phenomena with a very
low transition rate, the neglected spin-flip scattering can actually become a major effect as it
was demonstrated e.g. in the case of surface states in half-metallic MTJs.
If the spin is not changed during the transport process across the MTJ, one can decompose the
total current into a spin-up and a spin-down component
I = I↑ + I↓ (40)
in which the up-spin electrons form I↑ and the down-spin electrons I↓. This two-current model,
which can be equivalently expressed as a “two resistor” model in which the junctions is consid-
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Fig. 9: Julliere model of spin-polarized tunneling. The spin-polarized density of states(DOS) of
the parallel(left) and antiparallel(right) MTJ is sketched. The tunneling current is indicated by
curved arrows at the Fermi energy EF . In the parallel situation the large DOS at both sides of
the junction in the ↑-spin leads to a large current while all other currents are small due to the
small number of available states.
ered as two parallel resistors with 1
R
= 1
R↑+
1
R↓, is an extremely popular and successful concept
in spintronics. Starting from this ansatz Julliere [19] constructed a very basic model explaining
the TMR effect. His basic assumption was that the current across the junction is proportional to
the product of some density of states(DOS) of the two sides (see Fig. 9), i.e. including the two
current model one obtains the following expression for the total current
IP ∝ nL↑nR↑ + nL↓nR↓. (41)
This we will assume to be the expression for the parallel current, if we now switch to an an-
tiparallel alignment to of the electrodes, we will have to flip the spins of one side with respect
to the other. If we assign this switching to the right electrode we would obtain the following
expression for the current in the antiparallel case
IAP ∝ nL↑nR↓ + nL↓nR↑ (42)
and consequently we get for the TMR value
TMR =
IP − IAP
IP + IAP
=
(nL↑ − nL↓)(nR↑ − nR↓)
(nL↑ + nL↓)(nR↑ + nR↓)
= PLPR, (43)
where PL and PR are the spin-polarizations of the density of states
PL/R =
(nL/R↑ − nL/R↓)
(nL/R↑ + nL/R↓)
(44)
for the left and right electrodes, respectively. This very simple expression, known as Julliere’s
formula can already explain many basic features of TMR:
• TMR only occurs if both electrodes are magnetic, i.e. if both have a non-vanishing spin-
polarization.
• The maximal TMR of 100% is expected if both electrodes are 100% spin-polarized, i.e.
if both electrodes behave like half-metals.
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• If both electrodes are equivalent, i.e. if PL = PR, the TMR effect is always positive.
At the same time one can easily spot several shortcomings of this theory of which the most
significant is the use of the rather ill-defined densities of states nL/R. Obviously, these quantities
have to be somehow related to the electronic density of states at or close to the Fermi level as
these electrons will carry the electric current. Furthermore, it must be somehow related to the
local density of states at the metal/insulator interface since this is the region of space from
which tunneling “takes place”. However, the exact definition of these quantities is unclear and
in consequence the predictive and explanatory power of Julliere’s formula is strongly limited.
7.2 Tunneling electro-resistance
Similar to the MTJ, in which the change of the direction of the magnetization will modify
the resistance of the junction, one can obtain a similar effect if one considers a tunneljunction
including a ferroelectric that can change its direction of polarization. As ferroelectrics are insu-
lators, they will of course not be the materials for the leads but for the tunnelbarrier itself. In the
case of a ferroelectric barrier material, the electric polarization within the barrier can lead to a
non-constant barrier height. Neglecting all local variations of the polarization within the barrier
one would obtain a barrier potential that changes linearly within the barrier with some finite
slope. Hence, one aims at generalizing the result of we obtained for the rectangular barrier by
simply assuming that the decay constant κ now varies within the barrier. The simplest gener-
alization, which can also be interpreted at the well-known Wenzel-Kramers-Brillouin (WKB)
approximation for the tunneling of electrons, is given by
Γ = C e−2
∫ d
0 κ(z)dz = C e−2κd, (45)
where κ is simply the averaged decay constant across the barrier and the constant C contains
all interface details.
When switching the polarization direction, the barrier potential will change. Due to time-
inversion symmetry, this can only lead to a change in tunneling conductance if the total tun-
nel junction is not symmetric, i.e. if the barrier after switching the polarization is not simply
the mirror image of the unswitched barrier. This requires that the two interfaces between the
leads and the ferroelectric barrier are different, so that the induced screening charges within the
metallic leads and/or the details of the chemical and atomic arrangement is different[18]. In the
asymmetric case, the shape of the potential barrier will be different for the two directions of the
polarization leading to a tunneling electro resistance given by
TER =
Γ← − Γ→
Γ← + Γ→
≈ tanh d (κ→ − κ←) (46)
(here expressed by the relative change in the conductance).
Here we again assumed that the matching at the interface is the same for both polarization
directions, i.e. the factor C in Eq. 45 is the same for the conductance in both directions of
polarization Γ← and Γ→. In the effective mass model one can easily evaluate the average decay
constant and the resulting TER. Assuming that the barrier height is changing linearly across the
barrier, the decay constant is given by κ(z) = 1
√
2m
d
(V1(d− z) + V2z)), where V1 and V2 are
the barrier heights at both ends of the tunneling barrier (i.e. at z=0 and z=d)(see Fig. 10). The
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V
V2
V1
z = 0 z = d
V (z)
Fig. 10: Simplest model of a potential barrier with a ferroelectric barrier. The barrier height is
measured with respect to the energy of the propagating electrons in the leads.
resulting averaged decay constant is then
κ =
2
3
1

√
2m(V
3/2
1 − V 3/22 )
(V1 − V2) . (47)
and the tunneling electro resistance ratio can be expressed in terms of the barrier heights. In-
troducing the averaged barrier height V and setting V1 = V + 12∆V and V2 = V − 12∆V one
obtains up to order of ∆V 4
κ ≈ 1

√
2mV − 1

√
2m
1
6V
3/2
∆V 2. (48)
This simple analysis demonstrates a few basic features of the TER due to the change of the
barrier potential:
• A change in the average potential height V will lead to a variation of the tunneling trans-
mission. While the effect of this change of average potential can be expected to be strong,
it will usually be accompanied by a change in energy of the system, i.e. the system will
have a preferred orientation of the polarization which might not be a desirable effect for
many application scenarios.
• A change of slope of the barrier, i.e. a modification of ∆V , will result in a TER effect.
This is due to the non-linearity of the decay constant as a function of barrier height and
the effect will depend on the average barrier height. A variation close to the band edge,
i.e. with a small average potential V will be more significant as one can expect from the
parabolic dispersion of the decaying band.
• As the TER is due to difference of the electronic structure in the barrier, it scales with
the barrier thickness (see Eq. 46). This is a fundamental difference to the TMR in which
the spin-polarization of the leads and the interface are fundamental for the effect. One
should also note here, that the TER does not directly depend on a residual field in the
barrier. Such a field will decay with increasing thickness. As the TER depends on the
potential alignment at the interfaces it can be expected to be largely independent of the
barrier thickness.
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While this simple model indicates some basic features of TER, we have to stress, that it is quite
an inappropriate description of realistic devices. For example a simple junction, in which the
barrier is composed of BaTiO3 the difference between the decay constants calculated from the
simple model here and the values obtained from a realistic complex band structure is drastic.
As one can see from Fig. 11, the complex bands with smallest decay constant, i.e. those most
relevant for tunneling have a very small energy dependence. These nearly vertical bands lead
to a decay across the barrier that is roughly independent of the energy within the bandgap.
Hence, the arguments in our simple model which relied on the change of decay with different
barrier heights do not apply and one would obtain no TER in such a junction. On the other hand
however, the differences in the interface details upon switching of the polarization of course
could still lead to a TER, but such effects would have to be investigated for each particular
setup and no general conclusions can be easily drawn here.
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Fig. 11: Complex band structure of BaTiO3. As the complex bands with smallest decay in
the bandgap are not directly derived from the bottom of the conduction band, the decay is
only weakly dependent on energy, i. the bands are nearly vertically in the energy range of the
bandgap.
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1 Introduction 
Memristive devices are in general built form artificial layer stacks of highest integration 
density comprising metal/resistive switching layer/metal structures. The memristive prin-
ciple of information storage is not related to the amount of stored charge like for example 
in dynamic random access memory (DRAM) or field effect transistors (FET) but it is 
based on a change in the conductivity of an individual cell representing one bit.[1] There-
fore, in contrast to DRAM technology, the device area of memristive devices can be re-
duced at least to 100 nm2 with a thickness of about 3 to 10 nm for the functional layer, and 
about 30 nm for the complete stack (see Fig. 1).[2] Highest integration density of 4F2, 
where F is the feature size, is obtained in three dimensional integrated passive crossbar 
arrays as shown in Fig. 2.[3] The nanometer-size dimensions make the deposition of the 
thin film functional layers an essential step in memristive devices fabrication. 
When considering polycrystalline and amorphous films for microelectronic applications, 
the use of vapour phase deposition techniques such as chemical vapour deposition (CVD) 
and physical vapour deposition (PVD) is a prior condition. PVD (to be discussed in Chap-
ter B2) describes a variety of techniques that are based on the condensation of a vaporized 
form of the film material on the substrate. This vaporized material is obtained from a tar-
get by purely physical processes, such as thermal or laser-induced evaporation or sputter-
ing by energetic ion bombardment. On the other hand, CVD methods (the topic of this 
paper) involve chemical reactions. These chemical reactions take place by volatile precur-
sor molecules that decompose at the surface leaving behind a thin film and volatile by-
products. The chemical reactions are thermally driven, most frequently by heating the sub-
strate, and can also be enhanced by reactive species created in the gas phase, e.g. in plas-
ma-enhanced CVD. It should be mentioned that additional integration techniques, like for 
example lithography methods, structuring and etching are equally important for the fabri-
cation of the nanometer size structures but are beyond the scope of this chapter. 
Fig. 1: Transmission electron micrograph 
showing a TiN/HfOx/Hf/TiN resistive ele-
ment with a width of less than 10 nm. [2] 
Fig. 2: Schematic of a 3D vertical RRAM 
array. The unit cell can be realized using 
a Ta/TaOx/TiO2/Ti cell. [3] 
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The continuing trend in the miniaturization of the critical device dimensions and the pro-
cessing of devices on increasingly larger substrates sets stricter and new demands on the 
film deposition methods which leads to a requirement for a growth control in terms of 
three metrics, illustrated in Fig. 3.[9] 
• Thickness control: The deposition of high-quality ultra-thin films with a thickness 
control at the sub-nanometer level. 
• Uniformity and conformality: The uniformity of the films on large wafers and good 
conformality for surface features including trenches, pores, surface roughness, etc. 
• Low temperature: The ability to deposit high-quality materials with a high purity 
and a high density (no voids or pinholes) at low substrate temperatures. 
 
Fig. 3: The coverage metrics of a thin film on a substrate with three-dimensional (3D) 
features. Uniformity/conformality give the coverage of the planar surface/3D features,
respectively. The growth control over the film thickness itself is important and the ability 
to achieve these metrics at low temperatures.(taken from [9]) 
 
In this chapter we will discuss basic principles of chemical vapour deposition methods 
which are utilized for the growth of polycrystalline and amorphous metal oxide (MO), 
transition metal oxide (TMO) and phase change (PCM) layers, namely metal organic 
chemical vapour deposition (MOCVD) and atomic layer deposition (ALD). First, general 
aspects of chemical vapour deposition will be introduced, different types of evaporation 
systems, reactor concepts, and deposition modes will be shown and most relevant chemi-
cal precursors will be summarized. Differences between MOCVD and ALD will be out-
lined, and some details of the techniques will be discussed. At the end, several examples 
of integrated resistive switching films obtained from ALD will be given. 
In the frame of this lecture only fractions of the fields can be touched. For further detailed 
study the reader is kindly referred to the excellent books like ‘Chemical Vapour Deposition: 
Precursors, Processes and Applications’ edited by Jones & Hitchman [4], ‘Atomic Layer 
Deposition of Nanostructured Materials’ edited by Pinna & Knez [5], ‘Atomic Layer Depo-
sition for Semiconductors’ edited by Hwang [6], and review articles from leading groups in 
the field with focus on precursor chemistry by Devi [7], on ALD processes by Miikkulainen 
et al. [8], and on different ALD techniques by Knoops et al. [9]. 
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2 Concept and tools 
Chemical vapour deposition (CVD) and atomic layer deposition (ALD) have emerged as 
effective techniques for the growth of thin films offering several advantages in terms of 
film quality and scale up. The concept of CVD can be described by a transformation of 
molecules to materials, i.e. inorganic thin films which grow on a substrate material. The 
molecules are transferred into the gas phase, and the precursor vapour is transported to the 
substrate by means of a gas stream or only by an established pressure gradient. The chem-
istry of the starting molecules plays a vital role in the deposition process by governing the 
chemical reactions which control the formation of the inorganic film. While the differ-
ences of CVD and ALD principles are discussed later, this paragraph will give a short in-
troduction to common precursors, methods of precursor supply and reactor concepts. 
2.1 Precursor chemistry 
A common requirement for all precursors utilized in CVD processes is a high vapour 
pressure at a moderate temperature which is below the sufficiently high decomposition 
temperature of the molecules. The range between both temperatures defines the process 
window. The choice of a suitable chemical precursor is governed by certain general char-
acteristics which are summarized in Fig. 4.[7] Metalorganic chemical vapour deposition 
(MOCVD) is one variant of CVD where metalorganic precursors are used. The most im-
portant properties that any CVD precursor has to possess are adequate volatility and a suf-
ficiently large temperature “window” between evaporation and decomposition for film 
deposition. This is usually not a problem for gaseous precursors but might become an is-
sue for liquid and solid precursors. Volatility of CVD precursors can often be enhanced by 
introducing bulky ligands, which reduce the inter-molecular forces that lead to dimer, oli-
gomer or polymer formation. 
 
Fig. 4: Summary of the most 
important characteristics for 
an ideal CVD (red) and ALD 
(red + blue) precursor. 
(taken from [7]) 
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Another way to overcome this problem is to use the liquid injection CVD technique, 
where the given compound is dissolved in a suitable solvent, usually toluene, ethylcyclo-
hexane, THF, n-butylacetate etc. Evaporation of the compound is achieved by flash evapo-
ration of the precursor solution. In addition, a CVD precursor needs to be sufficiently sta-
ble at room temperature when stored over a long period of time, and it should not undergo 
any decomposition at the evaporation temperatures necessary to achieve adequate gas-
phase transport of the vapour. Further requirements include a clean decomposition on py-
rolysis (see Fig.  6) in order to give desired material with minimum contamination (low 
carbon content in the case of oxides for micro- and optoelectronic applications) and an 
easy and cost efficient synthesis based on inexpensive, readily available chemicals. In an 
ALD process, additionally, sufficient precursor thermal stability is needed, both in the gas 
phase and on the substrate surface in order to avoid uncontrolled thermal decomposition 
reactions. Furthermore, the precursor must be reactive towards the surface groups and 
leave reactive surface groups, and precursor must not react with itself or with its surface-
adsorbed species. In that way, it is possible to reach the saturation stage in a short time 
(within few seconds) and thereby ensure a reasonable deposition rate. To achieve this, the 
desired ALD reactions should have large negative ΔG values. In general, the use of biden-
tate ligands usually increases the thermal stability of the precursors, while the stronger 
Brønsted basic character of the ligand increases precursor reactivity towards water and 
OH–functionalities.[7] Current metal sources are almost exclusively inorganic coordina-
tion complexes, i.e., a metal centre surrounded by ligands. Examples of typical inorganic 
complexes used as precursors are shown in Fig. 5.[9] The ligands are essentially what 
make the metal centre volatile and they play a key role in determining the characteristics 
of the precursor. 
 
Fig. 5: Examples of compounds used as the metal source in MOCVD and ALD. The names in 
bold refer to the general class of precursor compound. (taken from [9]) 
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Fig. 6: Thermogravimetric 
analysis (a compound’s mass 
loss as a function of temper-
ature at a set heating 
rate, usually 10 °C/min) of 
an ideal (blue line) and a 
non-ideal (red line) 
precursor. (taken from [9]) 
Some of the aforementioned precursor considerations with respect to volatility are out-
lined in the thermogravimetric analysis (TG) curves in Fig. 6, which show the compounds’ 
weight losses as a function of temperature. Ideal precursors should be volatile at low tem-
peratures and must not decompose easily, which is characterized by a swift mass drop to 
0% (blue curve in Fig. 6). However, there are many compounds that exhibit incomplete 
decomposition (red curve), where the volatilization takes place slowly over a wide tem-
perature range. In this case the mass loss is likely a sign of decomposition, observable by a 
large residual mass and loss of ligands, denoted by multiple plateaus and mass drops in the 
TG curve. Such compounds are unsuitable for CVD application. As a general (not exclu-
sive) rule, heavier, symmetrical molecules tend to exhibit low volatility, whereas lighter, 
highly asymmetric compounds are more volatile. A compound’s volatility is affected by 
intermolecular forces, such as hydrogen-bonding or electrostatic interactions (mainly van 
der Waals forces), which in turn are influenced in varying degrees by the molecular 
weight of the precursor and the shape of the molecule. A standard method of improving 
volatility is to adopt a heteroleptic precursor (i.e., a metal centre with two or more differ-
ent ligands), which introduces asymmetry, as opposed to a homoleptic molecule (where all 
the ligands are the same). 
Halide-based precursors, such as HfCl4 (see Fig. 5), are highly desirable for industrial pro-
cesses as they are highly reactive, stable compounds and are relatively inexpensive. How-
ever, halide ligands have a high tendency to contaminate films, especially at low deposi-
tion temperatures. Additionally, the reaction products, like e.g. HCl, can be corrosive to-
ward both the film and the reactor. Organometallic compounds, such as metal alkyls (e.g. 
{Al(CH3)3}2, trimethyl aluminium, TMA) or metal carbonyls (e.g., Fe(CO)5), do not have 
these problems and are still highly reactive with high vapour pressures. However, the low 
energy of the M–C bond affects their thermal stability and shelf life, potentially making 
handling difficult; for example, metal alkyls tend to be pyrophoric, and metal carbonyls 
readily decompose, even at room temperature. A stronger M–C bond is obtained for metal 
cyclopentadienyl (Cp) complexes (e.g., FeCp2), as the Cp ligand helps to saturate the met-
al centre both electronically and coordinatively through π-bonding. Other popular catego-
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ries of precursor include alkoxides (e.g. Ti(OiPr)4, titanium tetra isopropoxide, TTIP) and 
alkylamides (e.g. Ta(N(CH3)2)5, pentakis (dimethylamino)tantalum, PDMAT). Both types 
of precursors can oligomerize. In order to overcome this, ligands that bind to the metal 
centre via two or more atoms can be adopted to block vacant coordination sites on the 
metal. This can either be to the same metal centre (a chelating ligand), as exhibited by β-
diketonates (and their analogues, β-diketiminates and β-ketoiminates), amidinates, and 
guanidinates, or by a ligand bridging across two metal centres. More details on precursor 
chemistry can be found in [7] and [8]. 
2.2 The precursor supply system 
The precursor supply system has to be customized with respect to the volatility of the se-
lected type of molecule. Different techniques shown in Fig. 7 have been developed to va-
porize the precursors and to transfer them into the reaction chamber (1) direct delivery, (2) 
bubbling, and (3) liquid injection. For the methods (1) and (2) the vapour pressure can be 
increased by moderate heating. Precursors with reasonable vapour pressure in the process 
window are directly delivered to the deposition chamber. A slightly low vapour pressure 
can be increased by moderate heating or/and bubbling of the precursor. In the latter case 
inert gas flows through the precursor which causes a reduction of the surface tension and 
in consequence an easier transfer of molecules into the gas phase which results in an in-
crease in vapour pressure at a given temperature. Solid precursors are sublimed. However, 
an increase of the vapour pressure by means of the bubbling technique is difficult, alt-
hough concepts are available on the market. If, on the other hand, the precursor shows a 
good solubility in an inert solvent like for example toluene, the dissolved precursor can be 
delivered by means of the liquid injection technique (LI) using for example a spray injec-
tion system. Via a nozzle the precursor solution is sprayed into a heated tube where the 
small droplets are transported by means of a carrier gas. Passing the heated tube, every 
droplet is smoothly vaporized and the precursor molecules are transferred into the gas 
phase. The precursor gas is then transported to the reaction chamber where the MOCVD 
or ALD reactions take place. 
(a) (b) (c) 
Fig. 7: Precusor delivery modes a) direct delivery of the precursor gas, b) bubbler-type 
precursor supply, c) liquid injection mode where the solution is delivered to the vaporizer. 
For the methods (1) and (2) the vapour pressure can be increased by moderate heating. 
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2.3 The reactor design 
In general, the reactor design has to support a continuous, completely homogenous, and 
highly reproducible deposition reaction. Therefore, the reactor must provide a controlled gas 
flow and heat distribution and, for the precursors discussed here, it should work at low pres-
sure (10-1 to 10 mbar).[4] For small wafers, a horizontal gas flow is most appropriate which 
can be realized in a linear reactor for single wafers or in a multi-wafer planetary reactor.[10] 
Another system especially suitable for very large (e.g. 300 mm) wafers is the shower-head 
design (see Fig. 8). Here, the precursor vapour is distributed over a temperature controlled 
plate with numerous defined holes (so-called ´showerhead´) which supplies the precursor 
vapour homogeneously over a large area.[9] The CVD reactor design and geometry has a 
very high influence on the film growth regarding homogeneity and reproducibility. It is de-
signed by numerical solution of gas fluid dynamics and reaction processes. For a precise 
control of the material composition, especially for multicomponent materials, the vapour 
flows have to be exactly controlled in addition to the substrate temperature (see Fig. 9). The 
flow rate of precursor, fp, given in sccm (standard cm3 per minute) is: 
c p
p
tot c
f p
f
p p
=
−
 (1)
The index c refers to the carrier gas. The partial pressure of the precursor, pp, can be calcu-
lated from the enthalpy of evaporation, ΔH, by means of the Clausius-Clapeyron equation: 
( )
B
lnd p H
dT k T
Δ
=  (2)
For stable temperatures, the flow of precursor can be controlled by the flow of the carrier 
gas. 
In contrast, ALD is controlled by chemisorption of the precursor molecules on the sub-
strate surface. Excess of physisorbed molecules is purged away by a gas stream. Due to 
this saturation-type deposition scheme, for a pure ALD reactor it is preferable, but not 
necessary, to have a precisely homogeneous gas flow if excess material is purged away 
prior to the next half reaction. Highest priority for ALD reactors is a small reactor volume 
which enables fast purging and pumping. 
Fig. 8: Schematic of single wafer reactors: flow type (left) and showerhead reactor (right). [9]
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3 Metal organic chemical vapour deposition (MOCVD) 
In MOCVD, the film growth occurs through the chemical reaction of precursor molecules 
which are transported to the vicinity of the substrate via the vapour phase. The film build-
ing chemical reactions typically utilize thermal energy from the heated substrate (see 
Fig. 9). For growth processes under a limited thermal budget, a part of the necessary ener-
gy to drive the reaction can be supplied from non-thermal energy sources such as radio 
frequency (RF) or microwave power or (UV) light. The advantages of MOCVD are (1) the 
opportunity to deposit epitaxial thin films relatively easily because of the molecular reac-
tion, lay-down, and incorporation into the crystal lattice at the surface, (2) the homogene-
ous deposition over large areas for some of the reactor designs, (3) the compatibility with 
the semiconductor-fabrication techniques, and (4) the opportunity to achieve a reasonable 
step coverage even for 3D structures of moderate high aspect ratio. 
3.1 MOCVD principle 
MOCVD of oxide thin films is based on the evaporation of the precursors which are de-
composing close to the hot substrate in a suitable reaction chamber in which the tempera-
tures, the pressure of gases such as oxygen or other oxidizing gas, inert gases, and the pre-
cursor vapor are controlled (see Fig. 9). A complete understanding of the complex 
MOCVD process includes processes on different length scales [10]: on the macroscale (m) 
finite element methods are used to calculate the continuum fluid flow, heat and mass 
transfer; on the microscale (µm) Monte Carlo methods provide calculations of surface 
diffusion and kinetics while on the atomic scale (nm) microscopic chemical dynamics is 
considered. The deposition rate and the final composition of the film are primarily con-
trolled by the spatial profiles of gas velocities, temperatures, and partial pressures of the 
various precursors in the reactor. Collectively, these profiles are referred to as the reactor 
flow pattern. For MOCVD-type processes a laminar gas flow pattern is required.[4] 
Fig. 9: Schematics of the gas 
flow and the atomic scale 
chemical environment in the 
region of the growing film 
surface during an MOCVD 
process. (taken from [10]) 
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3.2 Growth rate limitation 
Film growth in MOCVD is primarily fueled by thermal energy provided by the heated 
substrate. Depending on the temperature, two different regimes for growth rate limitation 
can be identified as shown in Fig. 10. At low temperatures, the growth is usually limited 
by the reaction kinetics (line A) and at higher temperatures by the mass transport (line B). 
In general, the kinetically limited growth rate, jk, can be written as  
a
k 1
B
exp
Wj const N
k T
∞
 
= ⋅ ⋅ −  
 (3)
The effective activation energy, Wa, summarises different process steps ranging from pre-
cursor reactions, e.g. decomposition, to the film growth kinetics. N∞ gives the precursor 
concentration at some distance from the substrate. 
At medium and higher temperatures major limitations of the reaction are given by the re-
stricted transport of the precursors and reactants to the surfaces, i.e. by the diffusivity, D, 
of the vapour. The transport limited growth rate, jt, is given by 
t 2
Dj const N
T
∞
= ⋅ ⋅  (4)
The diffusion constant of the gas is D = λ<u>/3, and <u> is the average velocity of the gas 
atoms. The diffusivity of gases shows only a weak temperature dependence, and conse-
quently also jt. Calculations yield jt ~ T -1/6. 
The overall growth rate, jg, may be obtained by adding the two reciprocal fluxes: 
g k t
1 1 1
j j j
= +  (5)
From these considerations some general rules can be derived which may guide the selec-
tion of the appropriate temperature region. 
 
Fig. 10: Schematic 
description of the control of 
the MOCVD growth process; 
A: kinetic control, 
B: transport control, 
C: resulting behaviour.[4] 
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Mass transport limited region: The deposition rate jt is insensitive to small temperature 
gradients therefore cold wall reactors are often operated in this regime. However, the local 
deposition rate is very sensitive to the flow pattern and uniformity problems may arise. 
Kinetically limited region: The deposition rate jk is only weakly dependent on the flow 
homogeneity, therefore the regime is best suited for conformal deposition. However, the 
exponential temperature dependence necessitates a very high temperature stability and 
uniformity over large wafers. For MOCVD processes, conformality is expected for kinet-
ically controlled growth, and low temperatures and low pressures are favorable. However, 
applying this to multicomponent materials results in only a very narrow process window 
and a high sensitivity to fluctuations in process control. Fig. 11 shows a successful exam-
ple, i.e. an MOCVD processed SrTiO3 thin layer in an approx. 900 nm deep and 150 nm 
wide hole in SiO2 [11]. The bottom to top step coverage is 0.99 and the Sr/Ti stoichiome-
try variation is within +/- 5%, as determined by EDS TEM.  
 
 
Fig. 11: MOCVD of SrTiO3 thin films 
into a test hole of a SiO2 layer with an 
aspect ratio of 1:6 and a width of 
150 nm. The deposition was performed 
in a dome-type reactor at a substrate 
temperature of 420°C. The TEM cross 
section shows the very high conformity 
of the thin film.[11] 
3.3 Gas flow schemes 
One of the most intuitive differentiation between the various CVD techniques is given by 
a comparison of the gas flow schemes as depicted in Fig. 12.[12] A typical MOCVD pro-
cess is characterized by continuous flows of precursor vapour and reactive gas. Whereas, 
in the special case of liquid injection MOCVD the precursor vapour is supplied to the re-
action chamber in a pulse mode which originates from the pulse-type spray evaporation of 
the precursor solution. This technique is commercialized as ‘atomic vapour deposition’ 
(AVD®). Different precursor solutions are often evaporated in sequential pulses. By this 
gas phase reactions between different metal precursors are nearly avoided and only reac-
tions between a metal precursor and the reactive gas, which is continuously flowing, and 
the substrate remain. The next step towards complete pulse operation is realized in the 
ALD technique. Here, both, metal precursor vapour and reactive gas are delivered in a 
pulse series. Due to the absence of reactants in the gas phase and supported by the low 
substrate temperature, no gas phase reactions are expected to occur, if reactions between 
identical precursor molecules and decomposition are avoided. These conditions allow the 
chemisorption of the precursor with reactive surface sites on the substrate as the only 
chemical reaction to take place apart from adsorption events. Purge steps between the 
pulses, precursor vapour or reactive gas, should inhibit any gas phase reactions. 
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(a) (b) (c) 
Fig. 12: Gas flow schemes for typical CVD techniques a) conventional CVD, b) liquid 
injection MOCVD or AVD®, and c) ALD. The blue and grey lines show the metal precur-
sor vapour and the reactive gas input, respectively. (after [12]) 
4 Atomic layer deposition (ALD) 
In ALD, thin films are built up in cycles in which the surface is exposed to various gas-
phase species in alternating, separated doses. In each cycle, a sub-monolayer of a material 
is deposited. As illustrated in Fig. 13, a typical ALD cycle for a simple binary compound 
consists of four steps: (1) dosing of precursor vapour (precursors see Fig. 5); (2) a purge 
and/or pump step; (3) dosing of co-reactant, typically involving a small molecule; and (4) 
a purge and/or pump step. The precursor, and in many cases also the co-reactant, bring 
elements to the surface that lead to film growth. For the precursor, the element to be de-
posited is in many cases the metal centre, while for the reactant, it is typically a non-metal 
such as O, N, S, etc. For ALD, it is vital that the precursor and co-reactants react with the 
surface in a self-limiting way. This means that the precursor molecules and co-reactant 
species react with surface sites and/or surface chemical groups as long as these are present 
or accessible; hence the surface reactions eventually saturate and stop. The precursor mol-
ecules and co-reactants react neither with themselves nor with the surface groups that they 
create. In the purge and/or pump steps, the gaseous reaction products that may be generat-
ed during the surface reactions, as well as any excess precursor or co-reactant molecules, 
are removed from the ALD reactor. This is necessary to avoid reactions between precursor 
and co-reactant molecules directly in the gas phase or on the surface, as this could lead to 
an undesired CVD component. 
4.1 Self-limiting surface reactions 
Fig. 13 shows a schematic representation of the self-limiting surface reactions during the 
two ALD half-cycles. The lower panels show the resulting coverage, or growth per cycle, 
as a function of exposure or time for that particular step. For sufficient exposure, saturated 
growth is obtained, while insufficient exposure results in incomplete saturation. For insuf-
ficient purging, a CVD component from mixing of the precursor and co-reactant is ob-
tained. The saturation of both ALD half-cycles leads to a characteristic amount of growth 
per cycle, i.e. GPC measured in nm. 
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The chemical equations for the surface reactions during the half-cycles might illustrate the 
ligand exchange reactions in a general form.[9] Considering the growth of a binary mate-
rial AB from precursor vapour (AX2) and co-reactant vapour (BY2), both with two ligands 
(X and Y, respectively), the reaction during the first half-cycle reads: 
( ) ( ) ( ) ( )2ads vap ads gs-Y AX s-AX XY+ → +  (6)
‘s-‘ indicates the surface with surface groups Y, and XY is the gaseous reaction product. 
The reaction during the second half-cycle is of the form: 
( ) ( ) ( ) ( )2ads vap ads gs-AX BY s-ABY XY+ → +  (7)
Note that in other ALD processes the number of ligands and surface groups can differ, 
resulting in more diverse reaction products. To reach a certain film thickness the two half-
cycles (6) and (7) are repeated in an ABAB fashion. 
4.2 ALD (temperature) window 
For each ALD process certain chemical and physical conditions have to be established in 
order to obtain self-limiting growth. ALD behaviour which results in a characteristic GPC 
for a certain process can only be obtained in a specific temperature window. In this re-
gime, the GPC shows a weak or no temperature dependence as shown in Fig. 14. Outside 
the temperature window, several processes can disrupt the ALD behaviour. At low tem-
peratures, (1) condensation of some precursors and co-reactants on the surface can prevent 
effective purging and lead to an increase in GPC. Alternatively, (2) a low reactivity of the 
molecules with the surface sites due to limited thermal energy can prevent saturation of 
the reaction and lead to a decrease in growth. At high temperatures, (3) decomposition of 
the precursors or co-reactants can introduce an additional CVD component and lead to an 
increase in GPC. But also (4) desorption or etching effects may occur which remove al-
ready deposited material and lead to a decrease in growth. 
 
Fig. 13: A schematic representation of an ALD cycle consisting of two half reactions. The 
exposures in the first half-cycle (precursor) and second half-cycle (co-reactant) are self-
limiting such that the process stops when all available surface sites are occupied. The two 
half-cycles are separated by purge steps. The half-cycles are repeated in an ABAB fashion 
to build the film up to the target thickness. (after [9]) 
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Fig. 14: Ideal ALD 
behaviour is characterized 
by self-limiting growth 
which shows a weak or no 
dependence on 
temperature, while outside 
the window the ALD 
behaviour is lost due to 
one of four disruptive 
effects. [9] 
4.3 Uniformity and conformality 
The surface reaction controlled self-limiting nature of an ideal ALD process affords a con-
stant thickness of the grown film, even in case of local variations of the flux of source 
species, either at different areas on a substrate or in a three-dimensional structure. The 
only requirement that needs to be fulfilled is that a sufficient flux reaches all areas. How-
ever, for certain cases like for example large wafers with increased surface area due to 
severe 3-dimensional (3D) pinhole structures, wafer batch processing, and also viscous 
precursor vapour the requirement for sufficient flux at all areas is not trivial reached. 
While reactor engineering can improve the uniformity for flux-controlled growth, it can-
not typically improve the conformality. The two cases of coverage for surface-controlled 
and flux-controlled growth are compared in Fig. 15 with respect to the coverage of rela-
tively large planar areas (uniformity) and the coverage of a 3D structure (conformality). 
 
 
(a) Surface controlled                (b)  Flux controlled 
Fig. 15: The uniformity 
and conformality for 
(a) surface-controlled 
and (b) flux-controlled 
deposition growth. 
(taken from [9]) 
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4.4 Advanced ALD process schemes 
Besides the simple ALD process with two alternating half-cycles (Fig. 13), there are many 
additional methods of exploiting ALD-type processes by using more steps as shown in 
Fig. 16. In a multistep process (ABC cycle) additional steps can be used to change the 
process to widen the temperature window or achieve different material properties. Super-
cycles a used to grow alloy, doped or multilayer films of specific elemental mixtures. 
 
Fig. 16: A schematic representation of the various steps in (a) a regular ALD process,  
(b) a multistep process and (c) a supercycle. (after[9]) 
4.5 ALD co-reactants 
For ALD processes, in general, the same precursors can be used as for MOCVD processes 
provided that the additional requirements discussed in section 2.1 (see Fig. 4) are fulfilled. 
However, in ALD a suitable co-reactant is needed for completing the second half-cycle of 
the ALD process (see Fig. 13). The main purpose of the co-reactant molecule is to react 
cleanly with surface ligands, thereby adding a second component to the film (where re-
quired), and to reform the original surface groups. Table 1 shows a list arranged by 
Knoops et al. [9] of the most common ALD materials alongside common nonmetal 
sources (or co-reactants) for those materials. Additional information and references can be 
obtained from the comprehensive review by Miikulainen et al [8]. In general, co-reactants 
are volatile, small molecules, such as elements (H2 or O2), hydrides (H2O, NH3 etc.), or 
alkyl compounds (BEt3 or AsMe3). For metal oxide and nitride deposition the most popu-
lar co-reactants are H2O and NH3, respectively. Analogous for the deposition of metal 
sulfides, selenides, and tellurides, either hydrides or alkyl compounds are typical. The 
deposition of pure metals has also been made possible by a wide range of co-reactants, 
including H2 and even O2. In general for metals, the co-reactant should be a reducing 
agent such that the pure ligand-free metal remains. The use of O2 is restricted to the ALD 
of catalytic metals that are more thermodynamically stable than their respective oxide. 
With decreased growth temperatures, the reactivity and the difficulty to purge from the 
reactor become serious issues, especially for H2O which strongly absorbs to surfaces. 
Higher reactivity at low temperature can be obtained for species with relatively short life-
times like ozone, O3, and plasma species as examples. 
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Table 1: Typical ALD materials and the common (non-metallic) co-reactants used, where 
R replaces H or any alkyl or aryl group [9]. 
Because of the short lifetimes these co-reactants must be produced in situ, rather than being 
obtained from a chemical supplier. Their production requires an application of energy e.g. in 
the form of an electrical discharge, thermal cracking, or photodissociation. Processes involv-
ing such extra energy are referred to as energy-enhanced ALD. The benefit of these is that a 
high reactivity is obtained, and long purge times are often not necessary. After this general 
introduction into ALD concepts, in the next chapter we will cover chemistries of specific 
ALD processes with focus on specific materials useful for memristor applications. 
5 ALD chemical reactions 
A variety of reaction chemistries are applicable to ALD processes [9, 13]: 
•  Ligand-exchange: a reaction between surface groups and ligands on precursors / co-
reactants, where groups are exchanged leading to volatile reaction products. These are 
sequential condensation and hydrolysis reactions. 
•  Dissociation: a reaction in which the precursor / co-reactant dissociate into several ad-
sorbed species on the surface without releasing reaction products into the vapour phase. 
•  Association: the bonding of an intact precursor / co-reactant with the surface without 
release of ligands (e.g. hydrogen-bonding). 
•  Combustion/ nitridation: an oxidizing co-reactant can combust surface groups and re-
place them with an oxidized surface, analogously the co-reactant can nitridate. 
•  Abstraction: a co-reactant can remove ligands and release reaction products, without 
leaving behind fragments from the co-reactant, for instance, in conjunction with the 
reduction of the metal centre. 
•  Reduction: the metal centre can be reduced to a lower oxidation state by the co-reactant. 
In the following, a few selected examples will be given. Further reactions and references 
are given in review articles like for example [8]. 
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5.1 Al2O3 ALD 
The best understood ALD chemistry is that of Al2O3. Especially the ‘TMA/water’ process 
where trimethyl aluminium (TMA, correctly a dimer below 70°C, i.e. [Al(CH3)3]2) is used 
as the Al-precursor and water vapour as the co-reactant is a prominent example for the 
ligand exchange mechanism [14]. The ‘TMA/O2 plasma’ process demonstrates how an O2 
plasma undergoes combustion-like mechanisms with an organically terminated surface 
[9]. Other Al2O3 ALD processes involve halides (e.g. Al2Cl6) and alkoxides (e.g. 
[Al(OiPr)3]4).[8] Recently, a heteroleptic Al-precursor, dimethyl aluminum isopropoxide 
(DMAI), has been introduced as a non-pyrophoric alternative to TMA [15, 16]. 
 
TMA/water 
The two ALD half-cycles of the TMA/water process are good examples for Brønsted acid-
base ligand-exchange reactions, i.e. alternating condensation and hydrolysis reactions be-
tween the surface groups and the incoming precursor(s) releasing volatile reaction prod-
ucts. During the TMA half-cycle (condensation, n = 1, 2) hydrogen atoms transfer from 
surface hydroxyl groups to methyl ligands of the TMA. 
( ) [ ] ( ) ( ) ( )12 3 3 3 3 3ads 2 vap ads g s-O Al(CH ) s-O Al(CH ) CHn nn n−+ → +H H  (8)
During the water half-cycle (hydrolysis) hydrogen atoms transfer from water to surface-
bound methyl ligands. 
( ) ( ) ( ) ( )3 ads vap ads 3 gs-Al(CH ) OH s-AlOH CH+ → +H H  (9)
Thus, the surface hydroxyl group (s-OH) acts as a Brønsted acid by donating a proton to a 
methyl (CH3) ligand on the TMA, which is the Brønsted base. This transfer results in the 
formation of a surface O–Al bond and the release of methane (CH4) as a reaction product. 
Additionally, TMA may bind either via one or two methyl groups (mono- or bifunctional 
binding). Fig. 17 shows the corresponding graph of growth per cycle (GPC) as a function 
of temperature, representing well a thermal ALD process (see Fig. 14). At temperatures 
below 150 °C, the GPC drops with decreasing temperature due to a lower reactivity. In the 
temperature window even the TMA/water process doesn’t show ideal ALD behaviour, i.e. 
a constant GPC. Instead, a slight drop is observed with increasing temperature which 
stems from a reduction in the density of reactive s-OH groups [14]. 
 
TMA/O2 plasma 
For the TMA/O2 plasma ALD process, the first half-cycle can essentially be considered the 
same as in the thermal process (see eq. (8)), whereby incoming TMA molecules react with 
s-OH groups via hydrogen atoms transfer. The O2 plasma half-cycle (combustion) involves 
a transfer of oxygen atoms. O2 plasma species (analogue to ozone [17]) oxidize the surface-
bound methyl groups to carbon dioxide and water, and also transfer oxygen atoms to the 
surface bound aluminium, recreating a hydroxylated surface ready to begin the next cycle. 
( ) ( ) ( ) ( ) ( )3 2ads plasma ads 2 g vaps-Al(CH ) 4 s-Al H C H+ → + +O O O O  (10)
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Fig. 17: Variation in 
growth per cycle (GPC) 
as a function of substrate 
temperature for the ALD 
of Al2O3 from TMA, 
[Al(CH3)3]2 and water 
vapour or O2 plasma, 
repectively. [9] 
As plasmas are highly reactive, Al2O3 films synthesized by plasma-enhanced ALD tend to 
have a higher GPC (Fig. 14), higher density and lower carbon, hydrogen, and (excess) 
oxygen contents than films deposited using water or (even) ozone as the co-reactant. This 
is particularly the case at low substrate temperatures [18]. 
5.2 HfO2 ALD 
ALD ultrathin hafnium oxide films, which are now being evaluated for ReRAM applica-
tions, have become famous as dielectric layers in high-k metal gate field effect transistors 
[6]. In industry, halide-based precursors, in particular HfCl4, are favoured because of the 
reactivity (with surface OH) and stability of the compound. Other common precursors are 
alkylamide-based ones, like for example the heteroleptic precursor tetra-ethyl-methyl-
amino-Hf (TEMAH, Hf(NEtMe)4) or the homoleptic one TDEAH (Hf(NEt2)4) which are 
widely reported in industrial and academic research and development [19, 20]. 
HfCl4 /water 
A prominent example for halide-based ALD processes is the reaction of HfCl4 with water. 
The half-cycles of condensation (eq. (11)) and hydrolysis (eq. (12)) appear to be similar to 
the TMA/water process [14]. 
( ) ( ) ( ) ( )4 4ads vap ads g s-O HfCl s-O HfCl Cln nn n−+ → +H H  (11)
( ) ( ) ( ) ( )2ads vap ads gs-HfCl O s-HfO Cl+ → +H H H  (12)
In addition, HfCl4 has an affinity to oxygen bridges, i.e. Hf–O–Hf. The HfCl4 can add 
across an oxygen bridge (eq. (13)), and remaining chlorides can undergo hydrolysis with 
water (eq. (14)). In essence, the oxygen bridges can serve as reactive surface sites.[21] 
( ) ( ) ( )2 4 3ads vap adss-Hf(-O-) Hf HfCl s-Hf(Cl)-O-Hf(OHfCl )+ →  (13)
( ) ( ) ( ) ( )3 2 2 2ads vap ads gs-Hf(Cl)-O-Hf(OHfCl ) H O s-Hf(-O-) Hf(-O-) Hf 4HCl+ → + (14)
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HfCl4 /ozone 
The deposition of HfO2 from HfCl4 can also be performed with ozone (O3) as the co-
reactant.[22] Assuming only oxygen bridges or surface oxide were present, the HfCl4 
could either react by adding across an Hf–O–Hf bridge (eq. (13)) or simply by binding to 
surface oxygen species (eq. (11)). For the reaction between incoming ozone and the sur-
face chloride species it has been proposed that the ozone oxidizes the surface chloride spe-
cies to chlorine gas (eq. (15)) while forming a Hf–O bond via an oxygen transfer reaction. 
( ) ( ) ( ) ( ) ( )2 3 2 2 2ads g ads g gs-HfCl 2 s-Hf 2 Cl+ → + +O O O  (15)
 
TDMAH/water 
Another example for amide-based ALD processes is the reaction of tetrakis (dimethylami-
do) hafnium, Hf(NMe2)4, with water to make HfO2.[19] The overall reaction is: 
2 4 2 2 2Hf(NMe ) 2 H O HfO 4 HNMe+ → +  (16)
Chemisorption of the Hf precursor occurs by hydrogen transfer to the dimethylamido lig-
ands to release dimethylamine gas (eq. (17)). In the second half-cycle (eq. (18)) hydrogen 
is transferred from water to the remaining surface-bound diethylamide ligands. 
( ) ( ) ( ) ( )2 4 2 2 2 2ads vap ads g2 s-O Hf(NMe ) s-O Hf(NMe ) 2 NMe+ → +H H  (17)
( ) ( ) ( ) ( )2 2 2 2 2 2ads vap ads gs-O Hf(NMe ) 2 OH s-O Hf(OH) 2 NMe+ → +H H  (18)
The aforementioned chemistries for the Al2O3 and HfO2 processes demonstrate how ALD 
manifests itself in real reaction mechanisms. However, there are many alternative ALD 
chemistries, which can seem increasingly complex, like for example the ALD processes 
for phase change materials i.e. higher chalcogenides, shown in the following. 
5.3 GeTe ALD 
As an example, the ALD process for germanium telluride (GeTe) which is one member of 
the GST series of phase change materials [23] should be discussed. Chlorine atom transfer 
plays a key role in a process for ALD of GeTe.[24] Chlorine atoms on a previously chlo-
rinated germanium surface transfer to trialkylsilicon groups released from the 
bis(trialkylsilyl)tellurium precursor vapour (eq. (19)). During the second half-cycle 
(eq. (20)) chlorine atoms on the Ge precursor vapour remove trialkylsilyl groups. One 
example for GeTe growth should be mentioned here. The main driving force for theses 
reactions is the formation of the stronger Si-Cl bonds after breaking the weaker Ge-Cl 
bond. A wide variety of selenides and tellurides have been made by similar reactions. [13] 
( ) ( ) ( ) ( )3 2 3 3ads vap ads g2 s-Ge (R Si) Te s-Ge-Te-SiR R Si+ → +Cl Cl  (19)
( ) ( ) ( ) ( )3 2 3ads vap ads gs-Ge-Te-SiR Ge s-Ge-Te-GeCl R Si+ → +Cl Cl  (20)
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6 Growth control 
6.1 Uniformity and conformality 
Real ALD processes rely on surface chemistry, and therefore chemical side effects can be 
present which hinder the perfect uniformity and conformality of the grown film over the 
entire surface of the sample. Among these are: (1) decomposition of the precursor in con-
sequence of a too long residence time in the reactor or, especially, in severe pinhole struc-
tures on the substrate; (2) etching, which for instance, can be an issue with metal halide 
precursors; (3) surface poisoning, a chemical side effect in which the reaction products 
influence the process by competing with the precursor for the surface groups created dur-
ing the co-reactant exposure (see Fig. 18); (4) process interaction, which has to be consid-
ered when using different processes in sequence, for instance in a supercycle (see for ex-
ample the growth of multi-component oxides in [25]).  
 
Fig. 18: A schematic representation of surface poisoning during ALD. The reaction-
products during the first half-cycle can also react with the initial surface and, therefore, 
compete with the precursor for surface sites, which can lead to nonuniform deposition. [9] 
 
However, by means of precursor chemistry and process modification, excellent confor-
mality has been achieved for many ALD processes as can be seen, for instance, in Fig. 19 
for the growth of a Ge2Sb2Te5 film into trenches [24]. 
Fig. 19: SEM cross-
sectional image of 
conformal Ge2Sb2Te5 ALD 
film in trenches. [24] 
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6.2 Early stages of growth – towards ultrathin films 
The substrate material and its surface groups can lead to a growth delay or growth en-
hancement at the early stages of ALD growth which are especially important for growth 
control of ultrathin films of a few nanometer thickness. Fig. 20 shows, schematically, the 
effect on the average growth per cycle (GPC) for different scenarios. An immediate con-
stant GPC is expected for an ideal process, while an accelerated or delayed growth will 
lead to higher or lower thickness, respectively. Issues with nucleation of the material to be 
deposited on a surface can hinder growth of closed thin films, but can also be exploited to 
obtain controlled growth of islands or even nanoparticles on surfaces [9]. The thermal 
ALD process of HfO2 using HfCl4 and H2O is an example of growth delay due to a limited 
number of OH groups on the initial surface.[14] The growth proceeds through the for-
mation of islands on isolated reactive sites, which slowly coalesce during consecutive cy-
cles, after which normal growth is obtained. When the sum of the surface energy of the 
material to be deposited and of the interface energy between film and substrate is consid-
erably higher than the surface energy of the substrate, de-wetting of the film can occur, 
leading to island or nanoparticle formation. In principle, it is possible to deposit films of 
thickness down to atomic layers in the case of a ‘Frank – van der Merve’-type growth, i.e. 
for substrates which are “wetted” by the deposited material. This illustrates that, in some 
cases, ALD can be used to deposit either nanoparticles or closed films using the number of 
cycles for control. 
Besides the common goal of optimizing conditions and processes in order to reduce the 
dependency on the starting surface properties, the opposite is also desired in some cases. 
Here the process can be developed such that selective growth occurs [26]. In this case, 
there is controlled growth on certain materials, while there is no growth on other materi-
als. Such a process can be exploited in order to achieve self-assembly or, for instance, a 
mask-less process [5]. Supercycles can be used to control the dopant introduction in a ma-
terial. Al-doped TiO2 has been deposited by choosing the metal precursor of the Al2O3 
process, the lateral dopant distance can be changed while the dopant distance perpendicu-
lar to the substrate is controlled by the number of TiO2 cycles [27]. 
 
Fig. 20: Film thickness as a 
function of number of cycles during 
an ALD process. Three kinds of 
nucleation behaviour of the ALD 
films can typically be distinguished 
during the first few cycles. ALD 
process with: accelerated growth, 
immediate constant GPC (ideal 
process), and (pronounced) 
nucleation delay. [9] 
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6.3 Growth at low temperatures 
Compared to CVD, ALD can typically achieve excellent material properties at lower dep-
osition temperatures around 300 °C. However, at even lower temperatures (25–100 °C), 
thermal ALD processes can have low material purity, low GPC values, or long cycle times 
[28]. Energy-enhanced ALD (e.g., plasma ALD), can generally be used to overcome this 
deficiencies because of its higher reactivity. Using plasma ALD, several oxides have been 
deposited at temperatures down to room temperature such as Al2O3, TiO2, and SiO2 as 
shown in Fig. 21 [29]. All plasma enhanced ALD processes and the TMA/O3 ALD pro-
cess showed a linear increase in thickness with the number of ALD cycles. 
 
Fig. 21: The increase in film 
thickness as a function of ALD 
cycles for Al2O3, TiO2, and SiO2 
performed at room temperature 
using the precursors TMA, 
Ti(OiPr)4 (TTIP), and 
SiH2(NEt2)2 (BDEAS), 
respectively. [29] 
 
6.4 Microstructure and phase control 
Whereas CVD techniques allow even for the growth of epitaxial layers due to the higher 
thermal budget involved, the microstructures of ALD films can still be adjusted in the 
range from amorphous to polycrystalline. Regarding application in resistive switching 
cells the control of the microstructure and phase of the films is of superior importance 
because this structure determines the electronic and ionic conductivity of the ReRAM cell. 
For HfO2 based cells different strategies are followed: (1) completely amorphous films 
guarantee a high reproducibility of the devices while (2) polycrystalline films exhibit an 
inherent inhomogeneity which might lead to larger device-to-device variations, especially 
for decreasing device size. In contrast, grain boundaries in polycrystalline HfO2 films have 
been utilized as weak spots which enable electroforming of the ReRAM cells at reduced 
voltages compared to amorphous layers [30]. For TiO2 based cells it has been analysed 
that the conductive filament in the ReRAM cell consists of a Magnéli-type phase [31]. 
Utilizing a liquid injection ALD technique it has been demonstrated that even the growth 
of titanium sesquioxide phases is possible by means of process control [32]. In general, for 
TiO2, higher temperature promotes crystalline growth. However, it is not totally clear 
whether this is a direct consequence or an indirect effect associated with the decreasing 
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impurity content with increasing temperature. Besides the temperature other factors are 
important, which comprise effects of reactants, impurities, plasma enhancement, the sub-
strate, and the film thickness. The comprehensive summary of the crystallinity of metal 
oxide films grown by two-reactant ALD processes and of chalcogenide films is provided 
by the review of Miikulainen et al. [8] to which we refer here for further details. The au-
thors identified several trends regarding the crystallinity of inorganic ALD films, whereas 
not all ALD processes follow these trends. The higher the ALD temperature, the thicker 
the film, and the purer the resulting material, the more likely the resulting film will be 
crystalline. The use of plasma enhancement increases the probability of depositing a crys-
talline film. Polycrystalline ALD films typically consist of columnar grains whereas the 
extent of randomness in the orientation depends on the substrate and temperature. The 
crystalline grain size is typically related to the film thickness, although in some cases it 
can be order(s) of magnitude larger than the film thickness.  
7 Summary  
Chemical vapour deposition techniques have been introduced with a focus on processes 
used for the growth of the actively switching layers in memristive devices, either redox 
based ReRAM devices or phase change systems. As a consequence of the aggressive trend 
in miniaturization, dimensions of the actively switching areas are continuously decreasing 
to about 1000 nm3. This trend sets strong demands on the film deposition method which 
has to provide atomic precision of film thickness and composition together with a high 
conformality and at low growth temperatures. Atomic layer deposition is the only tech-
nique which can fulfill the above requirements, and ALD has been therefore introduced to 
some broader extent. The low deposition rate compared to CVD is often named as a dis-
advantage of ALD but with continued scaling this will become in fact an advantage be-
cause even thinner films are typically required for smaller technology nodes and low rates 
but excellent control over thickness are beneficial. Therefore, ALD might play an im-
portant role in future high density ReRAM and PCRAM fabrication. Despite all the suc-
cessful ALD precursors and processes have been discovered so far, there still remain 
many areas for improvement in the field of compositions, purity, phase composition, 
structure, morphology, and control of the defect states of materials produced by ALD.  
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1 Introduction 
In order to employ materials with memristive properties, e.g. resistively switching oxides or 
higher chalcogenides in future non-volatile memories or neuromorphic circuits, it is inevitable 
to fabricate them in thin film form. Complementary to the chemical vapour deposition tech-
niques addressed in the contribution B1, we will give an overview over the most prominent 
physical vapour deposition techniques, namely molecular beam epitaxy (MBE), sputtering and 
pulsed laser deposition (PLD), which have been employed for the growth of oxide and higher 
chalcogenide thin films. The generic working principle of all physical deposition techniques is 
that either the whole compound or its the single components are transferred from a solid state 
source to the vapour phase and subsequently condensed as thin film on an appropriate substrate. 
Figure 1 summarises the different possibilities to transfer solid material to the vapour phase. 
The most intuitive way is to heat and thereby vaporise the material. Besides this, it is common 
for a large variety of materials, in particular for those with high melting points, to induce the 
melting process by e-beam bombardment. 
Instead of going through an equilibrium vapour phase, methods like sputtering or pulsed laser 
deposition induce the ejection of particles from the surface under non-equillibrium conditions. 
In the case of sputtering, the ejection of particles is induced by ion bombardment of a compound 
target. In case of pulsed laser deposition (PLD), laser light induces an excitation and subsequent 
ejection of particles from the target surface. Although laser irradiation might additionally in-
duce local heating, it is advantageous for most routes of PLD growth to minimize the transfor-
mation of laser light into phonons during the target ablation process.  
 
 
Fig. 1: Schematic  
overview over the  
different methods  
to transfer solid  
state to vapor  
All relevant memristive materials have in common that they consist of multiple components. 
Therefore, the adjustment of the thin film stoichiometry is a key issue for all materials since it 
has crucial impact on the electronic transport as well as on the memristive behaviour.  
In ionic materials like oxides, point defects on the anion and the cation sites act as donors and 
acceptors, respectively, and have therefore significant influence on the electronic transport. 
Furthermore, ionic motion as prerequisite for resistive switching in oxides can be considerable 
enhanced by the presence of point defects. In particular the oxygen stoichiometry is a key pa-
rameter to control the switching properties of oxide thin films. 
In phase change materials such as Ge-Sb-Te (GST) alloys, the exact composition significantly 
determines the electrical and optical properties as well as the crystallization speed, which are 
of key relevance for memory applications.  
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For oxide thin films, crystallinity is not a prerequisite for stable resistive switching and amor-
phous thin films are a promising approach for the fabrication of CMOS compatible highly in-
tegrated devices. However, single crystalline model systems offer the possibility to study the 
basics switching mechanism and to clarify the role of certain types of point and extended defects 
in thin film devices. 
Phase change thin films such as GST are typically grown in partially as amorphous layers and 
are subsequently annealed in order to be crystallized. However, in order to study the details of 
the structural properties of the different alloy compositions, it is highly advantageous to have 
access to crystalline thin film model systems. Furthermore, a new concept of phase change 
memories has been developed recently which requires high quality, crystalline GeTe-Sb2Te3 
superlattices.  
Therefore, the epitaxial growth of oxides as well as phase change materials is highly interesting 
and according to the complexity of the materials a highly challenging field of research. 
In this contribution, we will first present a short overview over the basic mechanisms relevant 
for physical vapour deposition techniques and thin film growth in general. Afterwards, we will 
explain the working principle of MBE, sputtering and PLD. For all three techniques, we will 
give examples how the adjustment of stoichiometry and/or crystallinity is addressed within the 
different classes of materials.  
2 Fundamentals of Thin Film Deposition 
2.1 Gas Kinetics and Thermodynamics 
For all vapour deposition techniques, the residual gas pressure in the system is one of the basic 
parameters to be controlled during film deposition. As the residual gas atoms may collide with 
the depositing species or hit the growing surfaces they may thus be incorporated in the film. In 
order to guarantee sufficient oxygenation of the thin films during growth, oxides are often de-
posited under a considerable oxygen flow. In that case, the phase diagrams of the specific com-
pounds have to be taken into account for the selection of the appropriate oxygen gas environ-
ment. 
For the simplest assumption that the gas atoms may be considered as not interacting masses 
with a Maxwell velocity distribution, we obtain the mean free path length, λ, of the atoms or 
molecules.  
 (1)
With d = molecular diameter, N = concentration of the gas. With the law of the ideal gas: N = 
p/kBT, kB = Boltzmann constant. 
As can be seen from equation 1, the mean free path depends inversely proportional to the pres-
sure p. For the example of air molecules we obtain at room temperature a free path length which 
is of the order of a typical distance from source to substrate of about 20 cm at a pressure of 0.5 
10-3 mbar. In order to obtain an undisturbed flux of particles during evaporation, a background 
pressure below 10-6 mbar is required.  More critical is the number of residual gas atoms which 
hit the growing surface and limit the purity of the film if they are incorporated. This number 
can be expressed as 
22 22
1
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(2)
mi = atomic or molecular mass. Assuming a sticking coefficient of unity, the incorporation of 
residual gas atoms may be expressed in terms of monolayers and this growth rate may be rather 
high compared to a typical growth rate of an epitaxial film of one monolayer / s. Hence, for 
clean films ultrahigh vacuum (UHV, better than 10-9 mbar ) may be necessary. 
2.2 Relevant processes on the substrate surface 
The different processes taking place on the substrate surface during thin film growth are sum-
marized in figure 2. If a sufficient supersaturating of is obtained in the gas phase, atoms or 
molecules arriving on the surface are adsorbed on the surface by physi- or chemisorption. De-
pending on the sticking coefficient of the material, a certain amount of adatoms might be de-
sorbed from the surface. The adatoms nucleate on the surface or diffuse to energetically favour-
able lattice sites or surface sites such as steps or kinks. The diffusion process can be described 
by the hopping of adatoms to neighboring sites with the hopping frequency ν: 
0
1
exp( E / kT)
z
ν = ν −Δ  (3)
The attempt frequency ν0 is determined by the lattice dynamics, z is the number of neighbouring 
potential wells and ΔE is the energy barrier for hopping of adatoms from one lattice site to the 
neighbouring potential well. 
The formation of highly ordered monolayers is only possible if the surface diffusion is suffi-
ciently high to enable adatom diffusion toward the surface configuration with minimized free 
energy. For low temperatures and high deposition rates, the growth mode might be kinetically 
limited, resulting in defect concentrations and surface morphologies strongly differing from the 
thermodynamically predicted scenarios. 
 
Fig. 2: Schematic overview over 
the different processes taking place 
on the substrate surface[1] 
Tmk
pN
iB
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=
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2.3 Growth Modes 
Depending on the growth conditions and the choice of substrate, the microstructure of thin films 
can vary between amorphous, polycrystalline and single crystalline. Figure 3 depicts the differ-
ent cases. In the single crystalline case the crystal lattice orientation is identical over the whole 
thin film. In the case that the lattice is coherent with the single crystal substrate, the thin film is 
epitaxially grown on the substrate. In specific configurations, thin films can be single crystalline 
without epitaxial relationship to the substrate. 
In polycrystalline thin films, the lattice orientation varies in lateral or even in vertical direction. 
In amorphous thin films, a long range ordering of the atoms is completely missing.  
Epitaxial growth generally requires a substrate with a similar bonding type and a good lattice 
match. Besides this, sufficient surface mobility of the adatoms is a prerequisite for highly or-
dered epitaxial growth. In turn, insufficient surface mobility with respect to the timescale of the 
incoming flux of particles results in the growth of highly defective thin films. In the case of 
strongly lattice mismatched substrates or distorted substrate surfaces, polycrystalline growth 
takes place. The size and the texture of crystal grains depends on the specific growth kinetics 
and can be adjusted by the deposition conditions. 
Fig. 3: Sketch of the different type of thin film microstructure 
Nucleation and growth of a film proceeds from energetically favourable places on a substrate 
surface and even the cleanest polished surface shows some structure. The characteristic features 
are the terraces of length, ls, the steps and the kinks within the step line, which usually runs 
along well-defined crystallographic directions. If the surface diffusion is fast enough, a ran-
domly deposited adatom will diffuse to the energetically most favourable places like steps and 
especially kinks. This causes the so called step-flow growth, depicted in figure 4(a), where the 
nucleation and growth occurs exclusively at steps and kinks. In the case of reduced surface 
diffusion, e.g. at lower temperatures, several mobile adatoms may encounter each other within 
a terrace and may form additional immobile adatom clusters within the terraces. By reducing 
the step distance and hence the diffusion length by vicinal surfaces, the step-flow growth may 
be extended to lower temperatures. 
The details of the growth modes for the simplest case of homoepitaxy, namely, the growth of a 
film on a single-crystalline surface of the same material, is indicated in Fig. 4. As discussed 
above, step propagation (figure 4(a)) dominates at higher temperatures and/or small deposition 
rates and two-dimensional island growth or layer-by-layer growth (figure 4(b))will predominate 
if immobile clusters are formed by the encounters of mobile adatoms. This simple picture is, 
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however, quite frequently modified: if the jump across the step is kinetically hindered, multi-
layer growth will be observed (figure 4(c)). This enlarged activation energy for the jump across 
the step is called the Ehrlich-Schwoebel effect and can be understood in a simple model as the 
adatom is nearly dissociated from the surface in the saddle point of this jump. 
If we want to grow an epitaxial film on a different substrate (so-called heteroepitaxy), two ma-
terial parameters have to be considered in addition: the surface energy of the film γF, the inter-
face between layer and substrate γI, the free surface of the substrate γS and the lattice parameter 
or lattice match of the two materials. In the case of good lattice match, the difference in surface 
energy leads to two different growth modes as indicated in Fig. 5(a) and Fig. 5(b). As long as :   
 (4)
we  observe perfect wetting and pure layer by layer or Frank-van-der-Merve growth. For the 
opposite case, we observe island or Volmer-Weber growth. For this consideration the surface 
energies of the crystallographic orientations of actual interest must be applied, which are often 
not available in data reference tables. If there is a lattice mismatch between substrate and film, 
an additional growth mode may be observed as indicated in Fig. 5(c) (Stranski-Krastanov 
growth). A first layer may grow matched to the substrate, which yields additional strain energy. 
With growing thickness this strain energy increases in proportion to the strained volume and an 
island formation may become more favourable in spite of the larger surface area. 
 
 
Fig. 4: Fig. 2: Homoepitaxial 
growth modes: (a)step-flow growth 
mode; (b) 2D island growth mode; 
(c) 3D island growth mode [2] 
Fig. 5: Fig. 3: Heteroepitaxial growth modes: (a) 
layer-by-layer growth, (b) island growth mode, (c) 
Stranski-Krastanov growth mode 
 
The contributions of strain and surface energy can quite generally be described in a simple 
model and the resulting difference in energy between island growth and layer growth is given 
by equation (5) and its dependence on the island area d is depicted in figure 6. 
 (5)
k = bulk modulus, ξ = strain 
F I Sγ + γ ≤ γ
32
2
2
1 dkconstdconstWWW relaxsurf ξγ +=+=Δ
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Considering films of the same volume content, the increased surface energy for the island 
growth, is proportional to the island area, d2 , whereas the energy released by relaxation of the 
lattice is proportional to the island volume, d3. A relaxation mode which is characteristic of 
isolated islands is shown in Fig. 7 for a case where the film material has a larger bulk lattice 
parameter than the substrate. The model predicts a critical value, dcrit, where the island growth 
is finally more favourable and a fast decrease of the energy for larger sizes. However, the limits 
of the model are reached in this region as the simple relaxation mode is obviously no longer 
valid for large sizes. 
 
 
Fig. 6: Energy contribution as function of 
the island size according to equation (5) 
Fig. 7: Strain relaxation in pseudomorphic (dis-
location free) islands [2] 
2.4 Strain relaxation 
Along with film growth, the islands will overlap and a closed film will form, which can no 
longer relax by the mechanism discussed above (Figure 7(d)). A possible mechanism for strain 
relaxation is the formation of misfit dislocations as schematically shown in Fig. 8. As long as 
the film is rather thin, there is coherent epitaxial growth on the substrate, however, the unit cell 
is tetragonally distorted; as the in-plane lattice parameter is forced to smaller values, an expan-
sion, according to Poisson's ratio, is observed in the direction perpendicular to the film. This 
tetragonal structure is manifested by the different in-plane and out-of-plane lattice parameters 
and by a tilt of the crystallographic angles. This strain is relaxed by the formation of dislocations 
as indicated in Fig. 8. and the film returns, in principle,  to the cubic structure, however, the 
interface is only semi-coherent. Since misfit dislocation have a considerable formation energy 
which has to be overcome by the energy gain of the strain relaxation, a certain critical film 
thickness has to be reached before dislocation formation becomes energetically favourable. 
Above this critical thickness, which is determined by the lattice mismatch between substrate 
and thin film, misfit dislocation are progressively incorporated into the film with increasing 
film thickness, finally resulting in a relaxation of the thin film lattice to its bulk values. 
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Fig. 8: Illustration of pseudomor-
phic strained growth (bottom) ver-
sus strain relaxation by the for-
mation of misfit dislocations in a 
thin film compressively strained by 
the underlying substrate [3]. 
3 Substrates and its surface termination 
For the epitaxial and even more for the atomically controlled growth, the importance of the 
quality of the underlying crystalline substrate cannot be overestimated. For commercial semi-
conductors (e.g. Si and GaAs) highly perfect single crystals, chemical etching methods to pre-
pare smooth and damage-free surfaces for the epitaxial growth and detailed knowledge about 
the surface reconstruction all exist and are key to the success of semiconductor technology. For 
the epitaxial growth of GeTe thin films, Sb-terminated Si(111)-(√3x√3)R30° are advantageous.  
For complex oxides, the substrate quality and the related knowledge is in its infancy. Figure 9 
depicts an overview over the a-axis lattice constants of commercial available perovkite-type 
substrates in comparison to the most interesting complex functional oxides. The most common, 
commercial available substrates for the growth of perovskite thin films are SrTiO3 single crys-
tals, which consists of TiO2 and SrO sublayers. Usually the as-received substrates have a mixed 
surface termination.  
Fig. 7: Comparison of the lattice constants of several commercial available substrates (bottom)
with different complex oxide thin films(top).[7] 
In order to achieve single termination, the SrO has to be  removed from the surface by etching 
the crystal in buffered hydrofluoric acid-solution (BHF). Several recipes and methods are re-
ported in the literature [4], [5].  
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4 In-situ characterization / RHEED 
One of the decisive advantages of MBE is the possibility of implementing all UHV surface 
analytical techniques and controlling the growth process in situ. Only reflection high energy 
electron diffraction (RHEED) can be employed at oxygen process pressures of up to 0.5 mbar 
by adding a partial pumping system (high-pressure RHEED) and can also be implemented into 
sputter or PLD deposition systems operating at higher pressure. Therefore, we will focus on the 
process control via RHEED in this chapter. 
Diffraction methods are widely used to investigate systems with any kind of translation sym-
metry, especially crystalline systems. For online control of the growth of nanometer thin epi-
taxial layers, atomic resolution as well as surface sensibility is required. The resolution of all 
diffraction methods is roughly given by the wavelength of the incident particles. Thus, atomic 
resolution can be achieved either by short-wave light such as X-rays or matter waves such as 
electrons. Since the penetration depth of X-rays exceeds several micrometers it is not a surface 
sensitive technique so that electrons are utilized. Their de-Broglie wavelength λB is given by  
 
 (4)
where h is Planck´s constant and me the electron mass.  
The kinetic energy Ekin is typically in the order of 25keV resulting in a wavelength λB 
=0.0075nm which is much smaller than the lattice constant of STO. The electron source of 
RHEED-systems is aligned in grazing incident angle α ≤ 3° resulting in two effects: One the 
one hand, the sample is illuminated along a line across the whole sample so that one gains 
integrated information all over the sample. On the other hand, as a result of the reduced mo-
mentum transfer perpendicular to the surface, penetrations lengths of about 1nm are obtained 
by RHEED.  
A scheme of the experimental configuration can be seen in Fig. 10(a). The incident electrons 
interact with the sample´s surface and form a diffraction pattern which is visualized by a phos-
phor screen. If the electrons are scattered by an atomically flat surface, most of them are directly 
reflected obeying the regular law of reflection resulting in the so-called specular spot. 
 
Fig. 10: (a) Schematic view of the RHEED geometry.(b) typical RHEED pattern of a perfect
SrTiO3 surface [6]. 
kine
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h
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For a perfectly flat surface the maximum number of electrons is regularly reflected. Any rough-
ness, however, causes scatter centres which deflect the electrons in arbitrary directions. For this 
reason, rough surfaces do not reach the maximum amount of regularly reflected electrons. 
Additionally, diffraction maxima may occur besides the specular spot due to in-plane transla-
tion symmetry of crystalline samples. Considering a (100)-surface of a cubic lattice, the incident 
beam can be aligned to the (010) or (001)-direction in order to achieve a perfectly symmetrical 
condition where the diffraction spots are arranged symmetrically on both sides of the specular 
spot defining the On-Bragg condition (see Fig. 10(b)). Hereby, all spots, specular and diffracted 
ones, lie on the so-called Laue circle. 
Additionally, Kikuchi-lines, which arise due to multiple scattering effects - including both, in-
elastic and subsequently elastic scattering - can be observed (see white arrows in Fig. 10(b)). 
Each line corresponds to a single crystallographic plane of the crystal and can be labelled with 
a triplet of Miller indices. 
When the miscut angle of the substrate is high and consequently the terrace width is short, the 
specular spot as well as the diffracted spots can split into several smaller spots due to additional 
diffraction by the terrace structure.  
The diffraction pattern in general carries information about the crystallographic structure of the 
sample since it is mapping its reciprocal lattice. In order to control the growth conditions during 
the growth process, the analysis of the intensity of the specular spot is of interest because it 
contains information about the surface roughness as can be shown by the following considera-
tions. 
Figure 11 shows the intensity evolution of the RHEED specular spot expected for a perfect 
layer-by-layer growth mode. Starting in the initial state with an atomically flat substrate, the 
RHEED-intensity is supposed to be at a maximum. While growing a single monolayer the num-
ber of scatter centers is increasing until the coverage reaches 50%. Consequently, the RHEED-
intensity is decreasing. When the coverage is larger than 50% the number of scatter centers is 
decreasing since the holes are filled, i.e. less electrons are irregularly scattered and the RHEED-
intensity increases again. After completion of exactly one unit cell, the surface is atomically 
flat again and the maximum intensity of the specular spot is recovered. As a result, oscillations 
 
Fig. 11: Schematic 
explanation of the 
diffuse reflection of 
electrons on the sub-
strate surface during 
layer-by-layer 
growth mode and the 
resulting intensity of 
the specular RHEED 
spot [7]. 
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occur in layer-by-layer growth mode, whereas each maximum corresponds to the growth of a 
single unit cell. 
RHEED-oscillations are used for both, qualitative and quantitative analysis. For MBE growth 
of complex oxides it is inevitable to employ RHEED oscillations to decide when a single sub-
unit layer is completed. In general RHEED enables the analysis of the growth mode and the 
control of the thin film growth on an atomic scale. 
5 Molecular beam epitaxy 
5.1 Evaporation techniques 
The schematic of the classical MBE source, the Knudsen ore effusion cell, is illustrated in Fig. 
12. The evaporation rate, Ne, is described by the Hertz-Knudsen (or Langmuir) equation: 
π
=
e e
e
B2
p A
N
mk T
 (5)
pe is the equilibrium vapour pressure and Ae the area of the aperture [1]. Therefore, the source 
can be precisely controlled by a single parameter, namely the temperature. However, the tech-
nical details are very complex and involve more parameters than shown in Eq. 5 .  
Highly reactive materials as well as materials with high melting points can not be evaporated 
within a Knudsen cell and have to be evaporated by electron beam evaporation. Fig. 13 shows 
the principle of an electron beam evaporator. The electron beam is magnetically deflected by 
270° and is centred on the source material.  In this way, a cross-contamination between source 
material and filament is prevented. On the position where the electron beam hits the source 
 
Fig. 12: Schematics of a Knudsen cell and the dis-
tribution of the vapour beam intensity [1]. The dis-
tribution depends on the ratio L0/d0 and conse-
quently on the filling level of the cell. 
Fig. 13: Schematics of an electron beam evaporator[8] 
375
B2 — 12 Regina Dittmann 
material, a melt is produced on a block of the same material which can be held in a water-cooled 
cold crucible in order to avoid contamination of the melt. 
It is difficult to evaporate multicomponent materials from a single source, since according to 
their phase diagram many materials decompose before they evaporate. Since the evaporation 
rate of a material depends on its vacuum pressure, compounds consisting of elements with 
strongly differing vacuum pressure will not be transferred to the thin film in a stoichiometric 
way. In particular for oxides, evaporation in vacuum likely results in the loss of oxygen and in 
the formation of suboxides. Therefore, oxides have to be evaporated in the presence of oxygen 
gas. 
5.2 MBE systems 
MBE offers the possibility to control the stoichiometry of multi-element compounds in a very 
precise way, by employing separate sources for each element. MBE has evolved from simple 
thermal evaporation techniques by the application of UHV techniques to avoid disturbances by 
residual gases. A schematic view and a photo of a MBE system is shown in Fig. 14. The main 
components are multiple beam sources with shutters, which are crucial for precisely controlling 
the growth of multi-element materials or multilayers. The substrate can be heated in order to 
guarantee a sufficient surface mobility of the adatoms. Due to the UHV environment, all UHV 
surface techniques might be applied for process control. However, RHEED control is inevitable 
for monitoring layer-by-layer growth and prerequisite of a MBE system. For the deposition of 
oxides, oxygen gas or ozone is introduced via a leak valve (reactive MBE, or Oxy-MBE). 
MBE is an extremely powerful tool for the growth of well defined thin film heterostructures 
and superlattices. In addition, unlike single source sputtering and laser ablation, MBE does not 
require the fabrication of the desired compound. Thus, the growth of metastable compounds 
and structures that cannot be realized by bulk synthesis techniques can be achieved in a MBE 
system.  
 
 
Fig. 14: (a) Sketch of an Oxy-MBE system (b) Picture of the MBE system at Pennsylvania
State University [9] 
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For MBE growth of oxides, it is a challenging task to sufficiently oxidize the metallic compo-
nents by the supply of oxygen gas and at the same time preserving the molecular beam on its 
way from the source to the substrate. As can be seen from the strong decrease of the mean-free 
path of different metals (figure 15) with increasing oxygen pressure, the MBE regime is re-
stricted to a pressure of 10-6 Torr. On the other hand the stability line of many metal oxides 
requires an oxygen pressure at the limit of the MBE regime (see figure 16). This problem can 
be overcome by using an ozone source activated oxygen produced by an rf-source instead of 
molecular oxygen, which shifts the oxidation of metal ions to lower pressure. 
 
 
 
Fig. 15: Mean free path versus oxygen 
pressure for a flux of different metals[10] 
Fig. 16: Pressure-temperature stability line of 
different metal oxides[10] 
5.3 Adjusting the stoichiometry in oxide thin films 
Reactive MBE can be employed to growth oxide thin films and heterostructures with high crys-
talline perfection and with precise control over the cation as well as anion stoichiometry. It 
could for example be demonstrated that the cation stoichiometry of homoepitaxially grown 
SrTiO3 can be varied systematically from Sr rich over stoichiometric to Ti rich by adjusting the 
flux from the Ti and the Sr sources, respectively [11]. Furthermore, even artificially designed 
phases such as the homologous Ruddlesden-Popper series Srn+1TinO3n+1 have been grown by 
reactive MBE [12]. Figure 17 depicts the high resolution transmission electron microscope im-
ages of thin film with n=1-5. 
Since oxygen vacancies are of key relevance for the resistive switching properties of oxide thin 
films, it is highly interesting to adjust their concentration during thin film growth in a controlled 
way. It has been demonstrated that it is possible to adjust the amount of oxygen vacancies in 
resistive switching HfO2-x thin films to such a level that the electrical conductivity can be ma-
nipulated within several orders of magnitude by changing the oxygen flow rate. Figure 18 
shows that the room temperature resistivity changes over several orders of magnitude with the 
oxygen flow [13]. As a result of the related change of optical band-gap, the thin films change 
their colour from transparent HfO2 (inset Fig. 18(a)) to black with golden shine for 0.3 sccm 
flow rate (inset Fig. 18(c)). Furthermore, it could be demonstrated that the forming voltage of 
HfO2-x thin film devices can be systematically varied with the oxygen flow rate [14]. 
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Fig. 17: High resolution transmission electron microscope images of Srn+1TinO3n+1 thin films with n=1-5[12] 
Fig. 18: Room-temperature 
resistivity of HfO2-x thin 
films as function of the oxy-
gen flow rate [13]. Inset: 
Photo of the thin films pro-
duced with different oxygen 
flow. 
5.4 Molecular beam epitaxy of GST 
MBE growth has been employed to grow epitaxial GST thin films on single crystalline slightly 
mismatched (1%) GaSb (001) and GaSb(11) substrates and single crystalline highly mis-
matched (11%) Si (111) substrates[15]. Although MBE allows a precise control of the elemental 
flux, the stoichiometry control of GST is hindered by a strong temperature dependence of the 
desorbtion of GeTe molecules. Therefore, slight temperature variations during MBE growth 
might result in composition fluctuation in the thin films [16].  
One of the key control parameters for the GST microstructure is the substrate surface. For GeTe 
thin films grown on Si (111) it has been shown that the domain structure and the resulting 
surface roughness can be engineered with the surface termination[17].  
On Sb passivated Si(111) surfaces, high quality GeTe-Sb2Te3 superlattices  could be obtained 
as shown in figure 19 [18]. 
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Fig. 19: Annular dark field image of 
GeTe(1nm-Sb2Te3(3nm) superlattices 
grown by MBE [18] 
6 Sputtering 
6.1 Basic principle 
Sputtering is a popular method for the growth of phase change materials as well as for binary 
and complex oxides. The sputtering process is schematically illustrated in Fig.20(a). A noble 
gas ion, usually Ar, which has been accelerated within the darkroom with nearly the full voltage 
applied of 50 to 1000 V, hits the surface atoms. The following collision cascade leads to back-
Fig. 20: (a) Schematics of a DC sputter system; the red dotted line indicates the potential
between anode and cathode (b) High pressure DC sputtering deposition at the group of 
Poppe PGI [2] 
379
B2 — 16 Regina Dittmann 
reflected atoms which can leave the surface. The sputtering yield depends on the relative masses 
of projectile and target atoms. The threshold energy for sputtering is much higher than the sur-
face binding energy, Wb, of the atoms which is of the order of 4 to 8 eV. This difference can be 
directly understood as several collisions are necessary in order to obtain an atom in the back-
ward direction. Hence, the threshold is observed at 4Wb to 8Wb resulting in a threshold energy 
of 20 to 50 eV. A linear increase of the sputtering yield is observed for many conditions up to 
voltages of 1000 eV. At higher energies, the ions penetrate too deep into the target and the yield 
decreases again. As a result of the high degree of ionization a plasma is formed which can be 
seen in figure 20(b). 
6.2 Sputtering techniques 
The simplest sputtering approach is so-called DC sputtering. In a vacuum chamber the target 
material, which is eroded, is at the cathode side (negative potential), and the substrate for the 
film is at the opposite anode side. The potential of several 100 volts between these plates leads 
to the ignition of a plasma discharge for typical pressures of 10-1-10-3 mbar and the positively 
charged ions are accelerated to the target. These accelerated particles sputter off the deposits, 
which arrive at the substrate mostly as neutral atoms. The discharge is maintained as the accel-
erated electrons continuously ionize new ions by collisions with the sputter gas. The potential 
distribution between anode and cathode is indicated by the dotted red line of Fig. 20(a): As the 
plasma is a good conductor there is no major potential drop in the plasma region, and due to the 
different mobility of electrons and ions the main voltage drop is observed at the cathode (dark-
room). This potential distribution is advantageous as the acceleration of the sputtering gas ions 
proceeds directly in front of the target and not in a region far off, where the ions would undergo 
additional collisions and lose their energy on the long path to the target. An ionization degree 
of less than 1% of the atoms is characteristic of a plasma and consequently a rather low sputter 
rate.  
DC sputtering works very well as long as the target material shows some electrical conductivity. 
For insulating targets, however, a high-frequency plasma discharge must be applied in order to 
avoid the accumulation of electric load. A typical frequency of 13.6 MHz is capacitively cou-
pled to the target and there is only a small voltage decay across the electrode. As the electrons 
are much faster than the ions a negative potential at the electrodes as compared to the plasma 
potential evolves during each cycle. With a symmetrical arrangement of cathode and anode we 
would obtain similar re-sputtering rates and no film growth, however, non-symmetries, which 
yield some bias voltage, are introduced by the coupling of the RF and by differences in the 
geometry, i.e., different sizes of target and substrate, and especially by the generally applied 
grounding of the substrate and the deposition chamber. Nevertheless, deposition rates are much 
lower than for DC sputtering. To improve the ionization rate, magnetic fields can be used which 
force the electron onto helical paths close to the cathode and yield a much higher ionization 
probability. This so called magnetron sputtering additionally allows a lower gas pressure, how-
ever, it has the disadvantage of a more inhomogeneous target erosion than a simple planar ge-
ometry.  
6.3 Modification of thin film morphology  
The pressure of the sputtering gas is an important process parameter of the sputtering process 
which must has to be considered and optimized. The pressure controls the free path length of 
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the atoms and therefore their energy, angular distribution and finally also their incorporation in 
the film. For metals, so-called zone diagrams for the film growth have been developed [17], 
which show a systematic influence of  gas pressure and temperature on the grain size and texture 
of polycrystalline thin films ( Fig. 21) [19]. 
Zone 1: Ts < 0.2 Tm: at these low temperatures no bulk diffusion and only very limited surface 
diffusion is observed which would allow for crystallite rearrangement. Grain structure is com-
posed of fibres whose size and orientation are determined by the initial random nucleation of 
the grains. Some shielding effects are visible depending  on the angle of deposit incidence. This 
structure extends to higher temperatures, when the ion energy is reduced due to gas collisions. 
The size of the fibres increases with temperature mainly following  the temperature dependence 
of the nucleation density. 
Zone Ts : (0.2-0.3 Tm): In this transition zone, surface diffusion becomes effective and small 
crystals of energetically unfavourable orientation are eliminated, i.e. a competitive texture is 
observed. 
Zone 2 and 3: Ts > 0.5 Tm: Evolution of morphology and texture is determined by reconstruc-
tion, single crystalline columns are formed with increasing diameter, and, finally, texture is 
determined by the lowest free energy surface of the crystal. The influence of the Ar pressure 
decreases. 
At high temperatures, high quality epitaxial thin film growth as well as atomically flat surface 
morphology can be obtained by sputter deposition if sufficiently lattice matched substrates are 
used. 
 
Fig. 21: Structure zone model for 
the sputter deposition of metals af-
ter Thornton [19] 
6.4 Stoichiometry adjustment during sputter growth 
Basically, sputtering from a target containing components with different sputtering yields could 
result in stoichiometric thin films since the depletion of the target surface with the high-sput-
tering yield component will quickly balance the excess of this component after a transition 
period. However, it is often found that sputtering from a single multicomponent oxide target 
results in non-stoichiometric thin films [20-23]. There exist two mayor reasons for non-stoichi-
ometric transfer during sputtering [24], namely the target surface decomposition during sput-
tering and the replacement of the target surface depletion by bulk diffusion, which inhibits the 
self-compensation mechanism of the film stoichiometry mentioned above.  
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Furthermore, in the case of a high energetic impact of the sputtered species, the bombardment 
of the growing thin film surface might result in element-selective sputtering or implantation 
effects causing significant deviations from stoichiometry [25]. In particular, as a result of the 
admixture of oxygen gas which is needed to grow fully oxidized metal oxides, negatively 
charged oxygen ions are formed. These are accelerated towards the substrate and result in a 
considerable bombardment of the growing thin film surface [25, 26]. This problem has been 
avoided by several approaches, comprising (a) the use of compositionally adjusted targets [20, 
21], (b) the use of off-axis geometries [23, 27], (c) the growth in high oxygen gas pressure in 
order to thermalize the oxygen ions [22] and (d) the precise adjustment of the Ar/O2 pressure 
[28]. Therefore, a considerable degree of cation stoichiometry control has been achieved for 
oxide thin films grown with different approaches of sputtering in the past. 
With respect to the oxygen stoichiometry adjustment, it has to be taking into account that the 
oxygen pressure might also influence the cation stoichiometry by the above mentioned negative 
ion bombardment or by its impact on the plasma kinetics. This aspect does not play any role for 
binary oxides, which can be either sputter deposited by a metal target or by a ceramic oxide 
target. Reactive sputtering from a metallic target, however, leads to metal oxidation which does 
not exclusively take place within the plasma or the substrate surface but also on the target sur-
face. This so called poisoning of the target surface results in a strong decrease of the deposition 
rate. In the case of oxygen flow control during sputtering, a change in the metal flux during 
target poisoning results in an increase of the oxygen partial pressure as a result of the decreased 
oxygen gettering rate [29]. Pressure control of the reactive gas allows the operation of the sput-
tering process in the transition regime between elemental and poisoned state of the target and 
prevents fluctuations of the oxygen partial pressure during sputtering. As a result, an improved 
precision and run-to-run reliability of the oxygen stoichiometry is obtained with pressure con-
trolled reactive sputtering.  
However, oxygen stoichiometry control in typical resistive switching binary metal oxides has 
been demonstrated also with flow control. In particular, by detailed analysis of the photoelec-
tron spectroscopy, it has been shown for Ta, W and Nb that the oxidation state can be modified 
systematically with the oxygen flow rate [30](see figure 22). 
 
Fig. 22: XPS spectra of the Ta, W and Nb core levels for thin films sputter deposited with
different oxygen gas flow (increasing from top to bottom). [30] The black curves correspond 
to the metal core levels and the brown curves to the fully oxidized metal core levels. 
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7 Pulsed laser deposition 
7.1 Basic principle 
Pulsed laser deposition (PLD) is employing the laser ablation from a ceramic or single crystal 
target as particle source. The pulsed laser deposition technique is the most popular method for 
the deposition of epitaxial complex oxides, whereas due to the presence of highly volatile com-
pounds, PLD did not prevail over the competing other growth method available for phase 
change materials. A comprehensive description of all details of the PLD technique and the in-
volved physical mechanisms can be found in Ref. [31]. Figure 23 shows a view inside a PLD 
chamber. A short, ns range, pulse of an excimer laser beam is transferred via a suitable optical 
system to the rotating target. A satisfactory photon absorption within the oxides is provided by 
UV-light and therefore usually a wavelength of 248 nm is employed, supplied by a KrF excimer 
laser.  As a result of the short, high energetic laser pulses, the evaporated material is not in the 
thermodynamic equilibrium and the relative amount of different compounds in the plume cor-
responds to a certain degree to the target composition even for strongly-differing melting points. 
The laser energy density on the target is typically 2 – 5 J/cm2 and a crucial point for the depo-
sition of stoichiometric thin films. PLD systems equipped with high-pressure RHEED (Laser-
MBE) offer the possibility to engineer thin film growth on an atomic scale. 
 
 
 
 
Fig. 23: Picture of the laser plume within the PLD 
chamber 
Fig. 24: Schematic of the time evolu-
tion of the laser plume  [1] 
 The chronological evolution of the plume is depicted in Fig. 25. At the early stage of the laser 
pulse a dense layer of vapour is formed in front of the target. Energy absorption during the 
remainder of the laser pulse causes the increase of both pressure and temperature of the vapour 
and results in partial ionization. This layer expands from the target surface due to the high 
pressure and forms the so-called plasma plume. During this expansion, internal thermal and 
ionization energies are converted into kinetic energy of the ablated particles (up to hundred eV). 
Attenuation of the kinetic energy occurs during expansion into the background gas due to mul-
tiple collisions. Oxides can be deposited in an oxygen pressure of 10-6 mbar to 1 mbar. At high 
pressures, thermalization occurs at a penetration length comparable to the target-to-substrate 
distance. As a consequence of the attenuation, the kinetic energy of the particles can be varied 
over an extremely wide range by the oxygen pressure. 
heater with substrate
target carousel
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In combination with RHEED analysis, PLD offers the possibility for an atomically controlled 
growth of complex oxide thin films [6]. Complex oxide thin films and superlattices have been 
grown by PLD with a crystalline perfection indistinguishable from MBE grown thin films. 
On the other hand, by tuning the PLD parameters such as temperature and laser fluence, ex-
tended defects can be intentionally introduced and employed to improve the resistive switching 
performance [32], [33], [34].   
7.2 Stoichiometry adjustment during PLD growth 
It is generally assumed that the cation stoichiometry of the ceramic or single crystalline target 
is conserved in the thin film. However, this is according to the current knowledge true only to 
a certain extent. Manifold physical processes determine the cation and anion stoichiometry of 
complex oxide thin films during PLD growth. The sources of cation non-stoichiometry can be 
roughly divided into three stages, namely the ablation of material from the target surface, the 
transport of material in the plume and the nucleation and growth of a thin film on the substrate 
surface (see figure 25).  
 
 
 
Fig. 25: Simplified sketch of the dif-
ferent scattering and sputtering 
processes which could induce cat-
ion non-stoichiometry during the 
different PLD stages. Heavy ions 
are depicted as large circles and 
light ions as small circles. Oxygen 
is depicted as open circle. In order 
to draw the attention to the cation 
site, a binary target material with 
two different metal ions is sketched 
without showing the oxygen anions 
in target and thin film [35]. 
In the first stage of PLD, the laser light is absorbed in the solid target material and atoms as 
well as ions and electrons are ejected from the surface. However, the released energy could also 
be transferred to phonons thereby heating up the solid, finally resulting in a thermal evaporation 
process. In this case, an incongruent melting of the target material as well as strong differences 
in the melting points of its components result in non-stoichiometric material transfer. As ther-
mal effects usually dominate in the low fluence regime, a certain threshold fluence is needed to 
enable non-thermal ablation. If the length scale of the laser pulse is much shorter than the typical 
time constants for the flow of heat, thermal effects can be neglected. As a rule of thumb for 
stoichiometric ablation, the volume of the ablated material should be much thicker than the 
heated volume. 
384
Physical Deposition Techniques 21 — B2 
 
 
 
Fig. 26: Lattice expansion 
with respect to the bulk 
SrTiO3 lattice for thin 
SrTiO3 films in dependence 
of the laser fluence [36] 
The cation non-stoichiometry of YBa2Cu3O7 thin films ablated at low fluence by thermal pro-
cesses was attributed to the non-congruent melting of YBCO which exhibits a complex phase 
diagram [37]. However, also for the congruently melting material STO a non-stoichiometric 
ablation of the cation sublattice has been reported for low laser fluence [37]. In particular it was 
observed that the Sr/Ti ratio of the ablation spot increases with increasing laser fluence resulting 
in a considerable non-stoichiometry of the PLD grown SrTiO3 thin films [38, 39]. 
The homoepitaxial growth of SrTiO3 is the most intensively studied system in terms of the 
stoichiometry variation with the PLD conditions. One important structural parameter of thin 
films is the c-axis lattic constant c which can be determined from X-ray diffraction analysis. 
For the homoepitaxial case, one would expect identical lattice constants for substrate and film. 
However, Figure 26 shows Δc, the deviation of the c-axis of the SrTiO3 thin film from the 
SrTiO3 bulk value as a function of the laser fluence F. The X-ray photoelectron spectroscopy 
(XPS) analysis of the films revealed that SrTiO3 thin films exhibiting a c-axis expansion exhibit 
a Sr/Ti ratio ≠ 1 and that films which show no c-axis expansion have a Sr/Ti ratio of ~1 ([40, 
41]). Therefore, Δc can be attributed to the non-stoichiometry in a direct way. It could be clar-
ified that the observed variation of the SrTiO3 thin film cation stoichiometry with laser fluence 
results from a combination between preferential scattering of light plume species, i.e. Ti in 
SrTiO3, during the propagation towards the substrate and incongruent ablation of the SrTiO3. 
On the one hand, the Ti-rich films obtained in the high fluence regime result from the increase 
of Ti-content in the plume due to the preferential ablation of the Ti species with increasing laser 
fluence. On the other hand, the Sr-rich films obtained in the low fluence regime result rather 
from the loss of Ti-species during the transfer of the plume from the target to the substrate than 
from a Sr rich ablation. 
These findings for the model system of homoepitaxially grown SrTiO3 can in general be trans-
ferred to the growth of other complex oxides containing elements with significant difference in 
atomic weight and have already been confirmed for other perovskite thin films, e.g. BaTiO3 
[42], LaxBa1-xMnO3 [43], EuTiO3 [44, 45] and for SrTiO3 grown on lattice mismatched sub-
strates [46]. 
Keeping in mind the previously discussed processes, a compound consisting of heavy metals 
and the extremely light and volatile oxygen will result in a strong oxygen deficiency. In partic-
ular, the metal-oxygen bonds are to a large extend either directly dissociated during the laser 
light-solid reaction on the target surface or afterwards by collisions during plume propagation. 
However, in contrast to the cation case, the loss of oxygen can be compensated by the back-
ground gas during PLD or post-annealing. Furthermore, it has been reported that SrTiO3 films 
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grown at low pressure are oxidized above temperatures of about 600°C by the underlying 
SrTiO3 substrate [47, 48]. 
In thermal equilibrium with the surrounding oxygen environment, the concentration of oxygen 
vacancies can be nicely predicted at a given oxygen pressure if the defect equilibria for oxygen 
vacancies are known  for the related materials. For PLD growth, thermodynamic considerations 
have to be handled with care since, as explained in previous sections, the oxygen pressure 
strongly influences the plume kinetics and thereby the scatting processes taking place in the 
plume and on the substrate surface. Furthermore, a high amount of oxygen vacancies can be 
formed in the different stages summarized in figure 25, but might not be sufficiently recovered 
by the ambient oxygen due to kinetic limitations. It could be demonstrated by quenching ex-
periments that the oxygen vacancy concentration created in thin film and substrate during PLD 
growth exceeds several orders of magnitude the equilibrium value at a given oxygen pressure 
and temperature [49].  
Besides this, it has been observed [50] that the oxidation of an as-grown STO monolayer is not 
completed between two laser pulses and may take a longer time to complete than the recrystal-
lization of the monolayer. Based on this phenomenon, it has been proposed that oxygen vacan-
cies can be frozen in the oxide thin films by the adjustment of crystallization and oxidation 
kinetics [51, 52]. Based on this effect, the oxygen vacancy concentration in TiO2 thin films has 
been adjusted by the PLD growth rate [52]. Figure 27 shows that the resistivity and the carrier 
concentration depends strongly on the growth rate.  
Nevertheless, the oxygen vacancy concentration can also be systematically varied with the ox-
ygen pressure during growth, however, one should keep in mind that a change of the oxygen 
pressure might considerably change the cation stoichiometry as shown for SrTiO3 thin films 
[35],[53].  
 
Fig. 27: Dependence 
of the charge carrier 
transport in rutile 
TiO2 thin films on 
the PLD growth rate 
[52]. 
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8 Summary  
Physical vapour deposition techniques have been successfully employed for the fabrication of 
memristive thin films. MBE growth offers the highest degree of perfection with respect to stoi-
chiometry control and crystallinity of metal oxides as well as higher chalcogenides. However, 
MBE requires costly, sophisticated equipment and a high level of expertise for its operation. 
Sputter deposition is a simple technique, which is widely employed for the growth of binary 
oxides and GeSbTe alloys in academics and industry. PLD has become the most popular tech-
nique for the growth of epitaxial complex oxides. To some extend a stoichiometric transfer 
from target to thin film occurs by self-adjusting mechanisms for both, PLD and sputtering. 
However, for both techniques, the plasma kinetics as well as the interaction between high en-
ergetic particles and the substrate have to be considered if a high degree of stoichiometric con-
trol is required. Both techniques deposit thin films far from thermal equilibrium and kinetic 
limitations play a key role with respect to thin film morphology as well as defect density. In 
particular, oxygen vacancy concentrations in oxide thin films might deviate several orders of 
magnitude from the thermodynamically expected values. For all three physical vapour deposi-
tion techniques, a variety of approaches to engineer oxygen vacancy concentrations have been 
shown which is of key relevance for tuning the resistive switching properties of  thin film de-
vices. 
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1 Introduction 
In research as well as in production the realization of nanoscaled structures is a basic prereq-
uisite to follow a desired aim. Be that to investigate a new phenomenon at those nanoscaled 
structures, to realize a prove of concept device in application oriented research or to produce 
billions of identical devices in an industrial production line. The challenges to be faced are 
enormous. Critical dimensions dropped down to the Nanometer range as well as in vertical as 
in lateral orientation. While in vertical direction the thickness in principle can be controlled 
by controlling the deposition thickness of the material (and in deposition techniques as ALD 
and MBE this can be done in the monolayer range), in lateral direction methods of lithogra-
phy have to be employed; which kind depends on how many samples you want to do in one 
run. As more samples as more challenging this becomes. 
To get an impression how challenging this is, let´s do a thought experiment: In semiconductor 
industry the integrated circuits are processed on silicon wafers with a diameter of 300 mm. If 
we scale this up by a factor of 1 million, these wafers would be 300 km in diameter, which 
would cover the whole state of North-Rhine-Westphalia. Printed gate length of a transistor is 
22 nm (www.itrs.net), which correspond to 22 mm on the “scaled” wafer (the width of a rul-
er). The Overlay accuracy in industrial production is 4.5 nm. On the scaled wafer this means 
that you have to be able to place a ruler with an accuracy of 4.5 mm somewhere in NRW; but 
here you have to keep in mind, that this accuracy is requested in respect to alignment markers, 
one of which is in Aachen and the other one in Lemgo (Fig. 1). 
 
Fig. 1: Size comparison: 300mm wafer scaled by 
a factor of 1 million in comparison with the fed-
eral state of North Rhine Westphalia (NRW). In 
this scale nanotechnology means that in indus-
trial production structures in the size of 22 mm 
are placed with a spatial accuracy of 4.5 mm all 
over NRW. 
 
Besides the industrial requirements, where billions of similar devices are produced, in re-
search and development single devices or a limited number of devices are produced. But here 
structure sizes may be below 10 nm. To cope with these different requirements, other techno-
logical solutions for device processing are used: While in industry highly parallel processes 
are favored, in research flexible and highly serial methods are of advantage. In this chapter we 
want to give a survey of the different techniques used for nanoscale processing.  
The different processes can be classified in three groups: sample modification, structure defi-
nition and structure transfer. While in sample modification the whole surface is altered by the 
process, with the structure transfer methods those structures which are defined with the struc-
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ture definition methods are implemented locally on the sample. Typical sample modification 
processes are oxidation, thermal processing, ion implantation and planarization, structure def-
inition normally is done by lithography processes and sample transfer by etching or local dep-
osition. 
2 Sample Modification 
2.1 Oxidation 
Silicon microelectronics was based on the almost ideal behavior of the interface Si to SiO2. 
The SiO2 can be made with high breakdown voltages and low defect densities, while there are 
low interface state densities, which is favorable in device applications. Furthermore insulation 
layers of SiO2 can easily be obtained. 
The most applied technology is thermal oxidation. Fig.  2 shows a schematic view of a ther-
mal oxidation furnace. The silicon substrates are placed under N2 atmosphere in a quartz liner 
tube and heated up to temperatures between 700°C and 1100°C. After heating up, the atmos-
phere is enriched with an oxidizing agent as O2 or H2O. This agent reacts with the silicon 
forming SiO2. Oxidations in O2 are called dry oxidation and in H2O wet oxidation. O2 is led 
into the liner tube from the gas supply, while H20 is produced by burning H2 with O2 to H2O 
directly before the chamber. For Hydrogen and Oxygen can be produced with a higher purity 
as water, this method ensures that the steam is of high purity. For cleaning the furnace HCl 
gas can be attached to the system.  
Fig.  2: Schematic view of an oxidation fur-
nace system. The substrates located in a 
quartz liner tube are heated to the desired 
process temperature by a resistance heated 
system. The gases are led into the reaction 
chamber by a gas control system. The re-
maining gases are treated by an exhaust 
system [36]. 
The process was described by Deal and Grove in 1965 [1]. The oxidation of the silicon sur-
face can be characterized into two phases: the initial phase when the oxide is still thin and the 
diffusion controlled phase. In the initial phase the growth rate is governed by the reaction rate 
of Si and the oxidation agent, and not by the rate with which the agent arrives at the surface. 
In the diffusion controlled phase the agent has to diffuse through the already existing SiO2 
layer to react at the Si-SiO2 interface to new SiO2. In the initial phase the oxidation rate is 
constant, hence the resulting oxide thickness dox is ∼ t (where t is the oxidation time). In the 
diffusion based phase the diffusion of the agent from the gas phase to the surface, from the 
surface to the interface and the consumption of the agent by the reaction itself has to be taken 
into account. Doing so the general equation of thermal oxidation can be derived: 
( )τ+=+ tBAdd oxox2 . B is called the Parabolic Rate Constant and B/A the Linear Rate Con-
stant; both vary in temperature as ( )TkE BA /exp − . EA is an activation energy and A depends 
on diffusivity of the agent through SiO2 and the reaction velocity of the agent with Si. B also 
depends on the diffusivity and the agent concentration on the gas phase. τ is of relevance 
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when at 0=t  dox,0 is not zero; it is the time which is needed to get dox,0. So the oxide thickness 
after time t can be described as   


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

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For short oxidation times where BAt 4/2<<+τ  eq.(1) reduces to  
( )τ+= t
A
Bdox  (2)
So for small oxidation times and small initial thicknesses the resulting oxide thickness is pro-
portional to the oxidation time (hence AB /  is called the Linear Rate Constant). For long oxi-
dation times, where BAt 4/2>>  eq. (1) reduces to  
Btdox =  (3)
Eq. (3) is called the Parabolic Oxidation Law and this explains why B is called the Parabolic 
Rate Constant. In this regime, the oxide thickness dox increases with the square root of time. 
Keep in mind that B and AB /  dependent on temperature as ( )TkE BA /exp −  and on the diffu-
sivity. Hence with higher temperatures the oxidation rate increases and it depends on the crys-
tal orientation. This correlation can be seen in Fig.  3. 
  a) b)
Fig.  3: Resulting oxide thickness for different temperatures and crystal orientation for a) dry oxi-
dation and d) wet oxidation [36]. 
As mentioned, by thermal oxidation SiO2 layers of high quality can be obtained. The low de-
fect and charge densities of the layer and the low interface state density of the interface to Si 
enabled a good controllability of a MOSFET channel. Besides this important property, also 
the insulating properties are widely used. Due to the diffusion controlled process, it is possible 
to oxidize the Si surface locally by adding a structured diffusion barrier. In this so called LO-
COS process a thin oxide layer and a thick Si3N4 layer are deposited by CVD, patterned by 
lithography and etched by reactive ion etching. Hence parts of the surface are masked by the 
nitride layer and parts are not. During the subsequent oxidation, the uncovered parts are oxi-
dized, while the oxidizing agent cannot diffuse through the nitride, hence oxide cannot grow 
there. After oxidation, the nitride is removed. 
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2.2 Rapid Thermal Processing 
Besides oxidation processes, thermal treatments of samples are done to activate dopands, an-
neal layers or interfaces or improve contacts. The major drawback of conventional furnace 
processes is the high thermal budget the sample suffers from: the thermal treatment will im-
prove certain properties, but it will degrade others, too. One issue is that in conventional pro-
cesses the whole furnace has to be heated to the desired temperature, increasing the thermal 
load without an adequate benefit: dopands will diffuse also during the temperature ramping. 
While structure sizes were scaled down within the last decades, this problem gains impact. To 
solve this problem the Rapid Thermal Processing (RTP) was developed: in those so called 
cold wall processes only the sample is heated, not the furnace itself.  
Fig.  4 shows a schematic cross section view of an RTP system. The wafer is located on a 
quartz tray, which is mounted in the middle of a quartz liner tube. Above and underneath the 
liner tube there are high power lamps. The whole system of liner tube and lamps is embedded 
in light tight frame. The frame is water could and the liner tube and lamps can be cooled by 
N2 flow. Furthermore it is possible to set a defined atmosphere in the liner tube, e.g. you can 
oxidize the sample by using O2 or N2O or you can chose an inert atmosphere using N2 or Ar. 
The emitted radiation of the lamps penetrates the quartz without being absorbed and can reach 
the sample without loss of intensity. The sample itself will absorb the radiation and hence will 
be heated by the absorbed energy. Fig.  5 shows a comparison between the temperature pro-
files of an RTP and a conventional process. For only the sample is heated in RTP, temperature 
ramps of up to 350 K/s are possible. Due to those quick heating and cooling ramps high tem-
peratures can be reached without increasing the thermal stress unnecessary [2]. 
The measurement of the actual sample temperature T is one of the difficult problems in an 
RTP system. With the measured T the lamp power is controlled to obey the desired tempera-
ture profile. The wafer has a small thermal mass only and is heated rapidly. Using a thermo-
couple attached to the sample is error-prone due to the quality of the contact between sample 
and thermocouple. On the other hand, as any other body, a wafer emits heat radiation, which 
directly depends on T. Therefore the actual temperature of the sample could be determined by 
so called pyrometer. But the spectrum of the heat radiation is also dependent from the surface 
of the sample: if there is a poly-Si layer on the surface or not will change the measured tem-
perature (actually: also the thickness of the poly-Si layer will alter the measured temperature 
[3]). So for each process and for each kind of sample special effort has to be spent to deter-
mine the correct temperature and hence enable the power control unit to do the correct tem-
perature profile.  
 
Fig.  4: Schematic drawing of a cross section 
through the single-wafer RTP reactor SHS100 [33]. 
Fig.  5: Reduction of thermal budget due to 
quicker temperature ramps [34]. 
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Rapid Thermal Oxidation 
In RTO thin thermal oxides below 10 nm can be obtained easily. Using O2 as oxidizing agent 
in the liner tube during process will let a thin SiO2 layer grow on Si with qualities comparable 
to conventional furnace processes. Using N2O will form an oxynitrid which improves break 
through voltage. 
Dopand activation and implantation damage anneal 
Doping samples by ion implantation will induce damage on the implanted areas of the sample 
and the dopands are not on crystal sites and therefore not active electrically. By RTP process-
es the damages are annealed and during this reconstruction of the crystal lattice the dopands 
are integrated into the lattice and hence activated. 
Contact formation 
The formation of ohmic contacts on semiconductor surfaces depends on two issues: doping 
level and alloying suitable metals with the semiconductor surface. E.g. annealing Ni on Si 
forms NiSi2, which has low contact resistance to Si.  
2.3 Ion Implantation 
The most important method to change the electrical properties of given materials is ion im-
plantation. Fehler! Verweisquelle konnte nicht gefunden werden. shows a schematic view 
of an ion implanter: in an ion source the atoms to be implanted are extracted and ionized. A 
mass spectrometer filters the ions with the correct charge to mass ratio, so that after this filter 
only the desired species of the element remains. The ion are accelerated to a defined energy 
and shot on the sample. The impinging ions penetrate the surface of the sample and are decel-
erated by the electrons and the nuclei of the crystal lattice. The resulting doping level depends 
on the implantation dose (ions/cm2) and the resulting implantation depth. 
Fig.  6:  
Schematic view 
of a ion im-
planter [4]. 
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The dose D can be calculated by the ion current I, the implantation time t and the implantation 
diameter A. The dose is given as 
Ae
tID
⋅
⋅
=  
(4) 
Given a current I of 1 mA and a dose D of 1015cm-2 about t=50 s are needed to implant one 
200 mm wafer.  
For the deceleration of the ions in the crystal lattice and hence the range distribution of the 
implanted ions two mechanisms are determining. On the one hand, the inelastic scattering of 
the ions described by the deceleration cross section Se(E), where E is the ion energy. On the 
other hand the elastic scattering on the nuclei in the lattice, describes by the Sn(E). The range 
distribution of ions in solids can be expressed approximately as [5]: 
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Here Rp is the mean range and ΔRp the standard deviation. This is a Gaussian shape of the 
range distribution. Fig.  7 shows the comparison of a SIMS measured implantation profile 
(dotted line) and a Gaussian fit for an implantation of Boron at 80 kV acceleration voltage and 
a aerial dose of D0=1015cm-2. Fig.  8 shows the dependence of Rp on the ion energy. 
 
 
Fig.  7: Comparison of measured depth profile 
and Gaussian Fit [6]. 
Fig.  8: Implantation depth in dependence of ion 
energy [32]. 
All this considerations are for amorphous systems. In crystalline substrates the effect of chan-
neling occurs. Due to the high ordering of the atoms in a crystal lattice, the projected surface 
density of atoms is strongly dependent on the orientation. When looking on a (100) silicon 
surface only the upper four atomic layers are visible; further atoms are shadowed by the at-
oms of the first four layers. Ions not hitting atoms in those four layers will not hit atoms from 
deeper layers, hence do not dissipate energy. The ions will travel through a channel in the 
crystal. Therefore the range is enlarged. This effect can be avoided by turning the sample in 
respected to the incoming ions. Then the surface atoms do not shadow the atoms in deeper 
crystal layers. An angle of 7° is enough to avoid channeling effectively.  
On problem arising during ion implantation is the implantation damage. The stopping ions 
induce defects into the lattice. Due to their high energy heavy ions will knock crystal atoms 
from their lattice sites the whole way through the crystal, while light ions do this only at the 
end of their path (End of Range damage, Fig.  9). Furthermore implanted ions will stop in the 
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crystal at interstitial sites. To remove those damages, a thermal treatment is applied. During 
this treatment, the knocked out atoms will integrate themselves on lattice sites again; the same 
is true for dopand atoms which will become electrically activated by this.  
 
Fig.  9: TEM cross sectional 
view of a Si/SiGe/Si layer se-
quence implanted with H2. In the 
substrate layer the end of range 
damage of the H2 implantation 
is clearly visible [38]. 
2.4 Planarization 
Etching groves or mesas on a sample or adding metal leads will cause topography on the 
sample surface. Those height differences may cause problems in later device processing or for 
the functionality of the device. Consider a vertical resonant tunneling diode as described in 
[27]. A vertical layer sequence is patterned lithographically and etched to columns by RIE. 
The current flow is perpendicular to the surface, which means, that we have to apply contact 
at the bottom and at the top of the column. Therefore a thick oxide was deposited and the new 
surface planarized. In case of [27] the oxide was deposited by spinning on a liquid oxide 
(HSQ). Spinning on those liquid oxides will result in smooth surfaces which will cover small 
structures without disturbing the surface. The other possibility is deposition a thick layer e.g. 
by CVD (cnf. Fig.  10). The deposited layer encloses the structure conformal (Fig.  10b), after 
planarization step (Fig.  10c) the surface is flat and enables to contact the bottom and the top 
of the structure (Fig.  10d).  
In microelectronics planarization gained impact due to the multilevel metallization: the wiring 
between the active elements in an IC requires more than one level of metal leads to ensure the 
performance of the IC. Here a grove in an oxide is filled by depositing a metal (e.g. copper) 
and the surface layer is polished away. Here the effect arises, that the metal in the middle of 
the grove is removed quicker that outside the grove. This leads to a bowed surface of the met-
al in the grove. For typical interconnect applications in an IC this so called dishing effect is 
independent of structure size but a function of process parameters only [28]. Polishing itself is 
done by Chemical Mechanical Polishing (CMP). Fig.  11 shows a schematic view of a CMP: 
a table covered with a polishing pad is rotating with a constant velocity. Onto this pad the 
sample is pressed with a also rotating wafer carrier head. As abrasive slurry is used spread on 
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the pad. The homogeneity is dependent on the rotation velocities and the pressure with which 
the sample is pressed on the pad. 
One drawback of the method is that the results depend on the areal density of material to be 
polished: If there are large structures and large empty areas the process does not distinguish 
between areas on a structure or empty areas: the material will be removed with the same rate 
leading to a not planarized surface. This is avoided by adding slots in large structures (area of 
surrounding material in the structure) or structures in empty areas with no other means than 
filling those areas.  
 
Fig.  11: Schematic view of a Chemi-
cal Mechanical Polishing tool: A 
table covered with a polishing pad is 
rotating with a constant velocity. 
Onto this pad the sample is pressed 
with an also rotating wafer carrier. 
As abrasive slurry is used spread on 
the pad. The homogeneity is depend-
ent on the rotation velocities and the 
pressure with which the sample is 
pressed on the pad [37]. 
3 Structure Definition 
The key process of nanotechnological integration to define lateral structures with dimensions 
down into the nm-range is lithography. The lithography methods can be categorized into three 
groups: optical lithography, electron beam lithography (EBL) and nano imprint lithography 
(NIL). While the first and the second uses radiation (light and electrons, respectively) to trans-
fer the pattern, in NIL a mold is pressed in a deformable polymer and hence the structure of 
the mold is transferred into the polymer. 
 
Fig.  10: Planarization procedure (a) structure to be planarized (b) deposition of thick SiO2 layer 
(c) planarization by means of CMP (d) applying vias to perform contacts  
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While highly advanced optical lithography is used for industrial production (due to its highly 
parallel processing), in research more elementary kinds of optical lithography are used to de-
fine structures with resolutions into the range of several 100 nm. EBL offers a high resolution 
(≤ 5 nm), but highly serial character of structure definition. Therefore it is not as important for 
industry, but for research. NIL can be used as an intermediate technology: the area where the 
structure is defined simultaneously is a few square centimeters, but its resolution is in the or-
der of a few 10 nm.  
3.1 Optical Lithography 
Optical Lithography is the most important type of lithography. Originally the name referred to 
lithography using light with wavelength in the visible range. Nevertheless, gradually, the 
wavelength was driven down to 173 nm, which is used in semiconductor production nowa-
days, and even shorter wavelengths down to the sub-nm range are under investigation. As the 
name states light is used to transfer the pattern from a mask to the sample. The light, generat-
ed by a suitable light source, is formed to a parallel bundle by a condenser optic. The mask is 
a transparent (normally quartz) disk coated with an opaque layer, in which the structure to be 
transferred is inscribed. So the mask is partially transparent to the radiation used. Depending 
on the illumination scheme used, a shadow of the mask is casted to the wafer, or an image is 
projected on the samples surface. On the sample there is a so called resist, which is sensitive 
to the radiation used; the resist is altered by exposure and can be etched away selectively to 
the not altered resist during development. 
When a shadow of the mask is cast to the sample, either the mask is directly in contact with 
the sample (contact lithography, Fig.  12a) or there is a gap g between mask and sample 
(proximity lithography, Fig.  12b). Second, an image of the mask can be projected to the wa-
fer by a projection optic (projection lithography, Fig.  12c). 
 
 
Fig.  12: Lithography Methods: (a) contact, (b) proximity and (c) projection lithography 
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Resolution Limits 
The key issue of lithography is the resolution of the system, and hence the size of the smallest 
feature (Minimum Feature Size: MFS), which can be defined on the sample. This MFS de-
pends on the illumination method, the illumination wavelength λ, on the materials of the opti-
cal system and on the resist used. 
For contact and proximity lithography the resolution is limited by deflection. For contact li-
thography λ⋅= dMFS  yields, where d is thickness of the resist and λ the wavelength. The 
major drawback for this method is that the quality of the mask is suffering from the contact to 
the resist, leading to failures in the structure. This problem is avoided using proximity lithog-
raphy. The gap g between sample and mask prevents deterioration of the mask. Drawback is 
the worse resolution limit given by λ⋅+ )( gd . 
The method used today in industrial production is the so called projection lithography. The 
mask is not in contact with the sample, so there is no deterioration as in contact lithography, 
but the resolution is better as in proximity lithography. Furthermore, for an image of the mask 
is transferred to the wafer, it is possible to reduce this image in size, so the patterns on mask 
are allowed to be bigger than the patterns on the sample. This is advantageous for the mask 
fabrication: Errors are also reduced. If it is possible to obtain masks with an accuracy of 
100 nm, than the error for a structure of 500 nm to be transferred onto a sample is 20%, if it is 
transferred one by one. If the image is reduced 4 times, than for a 500nm feature on the sam-
ple, the feature on the mask is allowed to be 2µm; therefore the mask error is only 5%. With a 
reduction optic it is not possible to expose the wafer in one shot. The wafer is located on an 
x-y-table and is moved (“stepped”) under the projection optics and is exposed die by die. 
In projection lithography MFS is limited by diffraction. A parallel bundle of light passing a 
hole P with diameter b will cause a diffraction pattern in distance d behind the slit due to in-
terference between the light passing the slit at the lower rim or in the middle. For two adjacent 
holes P and Q, the two diffraction patterns overlap. Fig.  13 clarifies the connection between 
mask (E), diffraction and intensity distribution on the wafer in the image plain (E’). Due to 
diffraction two sharp features P and Q on the mask give rise to an overall intensity distribu-
tion on the sample. To resolve those two features the intensity distribution has to have a min-
imum between the two main maximums. It is useful to define the so called Modulation Trans-
fer Function (MTF), which is defined as: 
minmax
minmaxMTF
II
II
+
−
=  (6)
The higher the value - the higher the difference between the maximum and minimum intensity 
- the better is the contrast between exposed and unexposed areas, the better is the resolution of 
the equipment. It should be noted, that the MTF is only derived by properties of the optical 
system. It is a measure, how capable the lithographic tool is in printing structures. 
According to the Rayleigh Criterion [7] the two features P and Q can be distinguished, when 
the maximum of one diffraction pattern is in the first minimum of the second one. In lithogra-
phy, the Rayleigh Criterion can be expressed as: 
NA
kMFS λ⋅= 1  (7)
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where NA is the numerical aperture of the optical system given by NA = sin(α)·n (α half the 
opening angle of optics and n index of refraction of medium between last optical element and 
substrate) and k1 a constant (typically 0.5-0.9), which accounts for non ideal behaviour of the 
equipment (e.g. lens errors) and for the influences, which do not come from the optics (resist, 
resist processing, shape of the imaged structures,...). Therefore k1 is called the technology 
constant. 
The Rayleigh Criterion is just a first approach to the MFS in microlithography. The mask pat-
terns are not independent (i.e. incoherent) ideal point sources, but they have a finite width and 
the light is partially coherent. Nevertheless, the form of the criterion gives the right dependen-
cies. If the wavelength is decreased by 10% or the NA is increased by 10%, the MFS is in-
creased by 10%. Therefore by defining the technology constant k1, the Rayleigh Criterion is 
the right expression for the MFS in optical proximity lithography. 
Another important feature of optical lithography is the Depth of Focus (DOF) which is given 
by:  
22 NA
nkDOF λ⋅=  (8)
Here, k2 is also constant depending of the technology. A structure, which has to be exposed on 
a prepatterned substrate, has to be focused over the whole range of the topography of the 
structure. Therefore, the DOF has to meet the requirements given by the pattern on the sam-
ple. 
 
 
Resolution Enhancement 
For a given tool and technology, the resolution is a given figure. There are several attempts, to 
improve this essential figure. When the resolution has to be improved, according to Rayleigh 
criterion either the wavelength λ or the technology parameter k1 have to be decreased, or the 
numerical aperture NA has to be increased. This means either increasing the index of refrac-
Fig.  13: Intensity pattern of two features P and Q at projection lithography: The intensity distribution 
at the sample is broadened due to deflection [7] 
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tion of the medium between last optical element (by changing that medium) or physically 
bigger lenses. Here the problem occurs that it is difficult to produce huge lenses with the re-
quired quality; on the other hand the available materials also limit the physical size of the 
lenses. 
To decrease the technology constant k1, the resist can be optimized (higher contrast resist will 
increase resolution), or a multiple exposure can be done. E.g. the pattern of one mask layer 
can be segmented onto several mask layers, which can be printed consecutively. Here the in-
terferences of light coming from structures nearby can be avoided (they are on a different 
mask and hence are exposed in another shot). Another method for increasing patterning per-
formance by multiple exposures is the FLEX method (Focus-Latitude Enhancement Expo-
sure). Here especially the DOF criterion can be overcome. In a FLEX exposure the same 
structure is exposed several times on the same spot but with different focus planes. This im-
proves DOF essentially and very effective for small isolated patterns like contact holes. 
Another method is altering the light path in the projection optics by introducing a pattern de-
pendent aperture (the pupil). The method utilizes the partially coherent light. By blanking the 
right areas in the optical path, the interference pattern on the sample can be altered beneficial-
ly. Especially combined with off-axis exposure, this method can improve MFS and DOF. 
Off-Axis illumination 
In Off-Axis illumination an effective light source is created by entering an aperture between 
condenser and mask. The method is already known as a contrast enhancing technique for op-
tical microscopes. With the off-axis illumination, the light beam is directed from the mask 
towards the edge of the projection lens, and not, as in on-axis illumination, towards the center. 
In normal illumination with partially coherent light, there always is a part of the light, which 
is off-axis, but in the context here, with off-axis illumination there is no on-axis component. 
To understand the mode of operation of off-axis illumination, consider a line-and-spaces 
structure with pitch p. The incident light will be diffracted into a set of beams, of which only 
the not diffracted beam, the zero-order beam, travels in the direction of the incident light. The 
1st order beam travels under the angle ( )p/arcsin1 λθ = . If p is too small, than 1±θ  is bigger 
than the acceptance angle α of the projection optics, then only the zero-order beam is project-
ed to the sample (Fig.  14a). But this does not carry any information of the pattern, and hence 
the pattern cannot be transferred onto the sample. At least the zero- and the 1st order beam 
have to be in the range of the aperture angle. If the incident light hits the mask under an angle 
Θ0 < α the undiffracted beam enters the projection lens at the edge, and the 1st order beam is 
still collected by the lens, and therefore a pattern transfer is still possible (Fig.  14). The angle 
of incidence Θ0 can be realised by bringing in the optical path an aperture between condenser 
and mask. 
Although the higher resolution is an advantage of off-axis illumination, the impact on the 
depth off focus (DOF) is of even bigger value. In on-axis illumination, the beams of different 
deflection orders have to travel different ways so they are phase-shifted to each other, which 
results in a lack of focus. In off-axis illumination, the zero order and 1st order beam reach the 
projection lens at the same distance from the center, which means, that their optical path 
length is the same. So the relative phase difference between these beams is zero, which in-
creases the DOF dramatically. 
The off axis illumination is facilitated by an aperture (Fig.  15), which is located in front of 
the condenser lens. It depends on the apertures shape, which structures are improved. If there 
is an aperture as in Fig.  15a, only the structures perpendicular to the arrangement of the aper-
tures will be improved. The aperture shown in Fig.  15b yields an improvement of structures, 
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which are adjusted to good angles – up/down or left/right direction. This is sufficient, because 
in normal cases, the features are in this good arrangement. The aperture in Fig.  15c even de-
creases this problem, but here the improvement in DOF is less.  
 
Fig.  14: a) Optical path and deflection orders 
of on axis and b) off axis illumination. Note 
that with the same wavelength and structure 
size, the off axis illumination allows the 1st 
order beam to pass the optical system [8].  
A good description of off-axis illumination is 
also found in [9] 
Fig.  15: Apertures facilitating off-axis illumi-
nation. a) improvement of resolution perpen-
dicular to the holes in the aperture, b) im-
provement in up-down and left-right direction, 
but not in diagonal direction and c) improve-
ment in all directions [8]. 
 
Phase Shifting Techniques 
A huge improvement in resolution and/or in depth of focus can be obtained by improving the 
contrast by tailoring the phase differences of the wave front. The phase difference is changed 
by varying the optical path length of the light passing through vicinal structures, leading to 
constructive and destructive interference, which improve contrast (i.e. increase Imax or de-
crease Imin). To understand the method the approach proposed by Levenson in 1982 [10] is 
discussed.  
Consider a lines and spaces structure with pitch 2b. Fig.  16 shows at the left hand side the 
amplitudes and intensities in case of a conventional mask. At the mask itself, the normalised 
amplitudes are of rectangular shape (either +1 or 0) and give a proper image, but the light is 
diffracted into the dark regions and so the amplitude distribution is broadened like shown in 
Fig.  16. The intensity of the light is the square of the sum of the amplitudes, so there is an 
intensity distribution with a significant Imin between the maximum intensities. 
Now consider the case, when the amplitudes of the light passing through vicinal structures are 
out of phase by π (Fig.  16, right hand side). Again the light is diffracted into the dark areas, 
but now the light interferes destructively: There is a point, where the sum of the amplitudes is 
zero, so the intensity is zero, too. These so called Levenson or alternating phase shift masks 
(PSM) can improve the resolution by 40%. Unfortunately, this improvement is pattern de-
pendent; for a single structure, there is no neighbouring structure, so there is no light to inter-
fere with. Even if there are structures, which are not in regular arrangement, there is no de-
fined phase shift between these structures, which could yield an improvement in the resolu-
tion of all structures.  
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The phase shift can be obtained by an additional transparent layer on the mask, too. If it has 
the refractive index n and thickness d, the phase shift is λπ /2)1( dn −=Φ . So a shift of π is 
obtained, when the condition )]1(2/[ −= nd λ  holds. On the other hand it is also possible to 
recess the mask material to adjust the right optical path difference. But the etch depth can be 
controlled by the time only, and not, as in etching away an additional layer, by the thickness 
of the layer itself. 
To deal with the drawbacks of alternating PSM several other methods have been developed. 
In rim-PSM the whole mask in covered by a phase-shifter material and then with the resist. 
After development, the phase shifter is etched anisotropically and the masking layer is etched 
isotropically. By this an undercut under the phase shifter occurs at the rim of every structure. 
This yields a resolution improvement, too, but not as much as with alternating PSM, but 
therefore it is not limited to certain structures. 
Another way to engineer the optical path lengths is the attenuated PSM. Here the opaque layer 
is replaced by a partially transparent (about 10%) layer. The light passing these semi-opaque 
areas is not strong enough to expose the resist, but it can interfere with the light passing the 
transparent areas. So an improvement of resolution can be obtained. The advantage of attenu-
ated PSM is the easier mask processing. There is no extra layer as in alternating or rim PSM. 
The technology to process the semi-transparent layer is in principle the same as with the nor-
mal opaque layer. 
PSM techniques were introduced since 1982, but only from 1999 they were used for industrial 
production.  
 
Fig.  16: Comparison of 
the light amplitudes and 
intensities at the mask and 
on the wafer for a conven-
tional and a phase shift 
mask. Remark that the 
intensity on wafer between 
the two features is zero for 
the phase shift mask [10]. 
 
Immersion Lithography 
The recent development in optical lithography using a wavelength of 193°nm or 173 nm is the 
altering of the numerical aperture NA. For NA is given by sin(α)·n, either α or n has to be in-
creased. Increasing α means to increase the diameter of the optic elements. Here a physical 
limit is given, because it is disproportional difficult to manufacture bigger lenses with the ac-
curacy needed. Therefore n has to be increased. For n being the index of refraction of the me-
dium between final optical element and the sample, the medium has to be changed. This is 
done by flooding the gap between sample and final lens with a high index of refraction fluid, 
e.g. water. For nwater = 1.44 at λ=193 nm MFS can be improved theoretically by 44% [11]. 
But with increasing the NA, also the DOF is decreased (for water the change is about 50%), so 
the advantage of a higher resolution has to be paid with a lower DOF. On the other hand, 
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when a certain resolution is given (i.e. NA is constant), the DOF will be increased by a factor 
of n (cnf. eq. 3) [12]. 
The development of this method first dealt with the question how to avoid bubbles in the flu-
id, which would strongly affect the quality of the printing. Those bubbles may stem from out-
gassing from the resist. Under normal exposure condition, however, only low outgassing oc-
curs [13]. Another source is the gas dissolved in the fluid itself, which may form bubbles 
when the fluid is heated; therefore the fluid has to be degassed. The third source of bubbles is 
the topography of the wafer, when the waterfront meets an air pocket (e.g. a hole on the sur-
face of the wafer). This problem can be solved by designing the water dispensing end extrac-
tion unit of the tool to minimize such defects [14,15].  
The impact of dissolving components from the resist into the fluid is low, because of the low 
time when the resist surface is covered with fluid [16]. It was found more problematic to min-
imize the effect of the fluid on the final lens. It was shown, that the lens deteriorates when 
exposed to the fluid. Coatings on the final lens (e.g. 200 nm of SiO2) can act as diffusion bar-
rier, but due to the intensive exposure to light of low wavelength, those coatings are deterio-
rated, too. Here still work has to be spent. 
Nevertheless, by immersion lithography the optical lithography can be extended into a range, 
where the same results could be obtained using the 193 nm exposure wavelength as when the 
wavelength is changed to 157 nm. Several IC-manufacturers already have introduced or at 
least announced the introduction of immersion lithography into their processes. 
3.2 Exposure wavelength and light sources 
Progress in optical lithography was mainly achieved by decreasing the exposure wavelength λ 
from 436 nm to 173 nm; research is in progress to push this boundary down to a few nm. In 
this section the different wavelengths, the methods of obtaining that light and the implication 
for the process are discussed. In Table 1 the wavelengths, the sources and the name of the 
wavelength ranges are given. 
The first light used was the light emitted from Hg-arc lamps. It provides three lines, the G-line 
(436 nm), the H-line (405 nm) and the I-line (365 nm). With typical k1 and NA resolution of 
~400 nm were achieved. Further decrease of λ to 250 nm was obtained by a mixture of Hg 
and Xe, improving resolution to 300 nm, but the intensity at this wavelength is low. 
To solve the intensity problem, at 250 nm a new light source occurs: the excimer laser. The 
word stems from exited and dimer and describes a molecule, which only exists in an exited 
state. The gas mixture in an excimer laser is either KrF, ArF or F2, resulting in the so called 
Deep UV (DUV) wavelengths of 248 nm, 193 nm and the Vacuum UV (VUV) wavelength 
157 nm, respectively. The excimer molecule consists of a noble gas and a halogen atom; in 
ground state, they cannot react, but if one or both are in an excited state, an exotic molecule 
can be formed. These dimer molecules decay into the ground state of the both constituents 
under the emission of DUV light. The spontaneous decay time is long (i.e. nano- to microsec-
onds), so inversion can be achieved by pumping the laser gas electrically.  
Between 157 nm and 13.5 nm is a huge gap where no usable wavelength exists. This is be-
cause all materials absorb light of that wavelength, so no mask, lenses or mirrors can be 
made. Nevertheless, when wavelengths in the range of 13 nm are used, it is possible to set up 
an optical path by mirrors to do projection lithography. This range is called Extreme Ultra 
Violet (EUV). Shrinking λ further down to the range of 1 nm leads to x-ray lithography. Here 
406
Nanotechnological Integration 17 — B 3 
 
it is not possible anymore to do any projection lithography, because there is no material to set 
up an optical system. 
The methods to generate this light are the same for both ranges. All of them have to meet cer-
tain requirements as being efficient enough at the desired wavelength and low debris produc-
tion (or featuring a mechanism to avoid the contamination of tool and sample). 
Wavelength [nm] Source Range 
436 Hg arc lamp G-line 
405 Hg arc lamp H-line 
365 Hg arc lamp I-line 
248 Hg/Xe arc lamp; KrF excimer 
laser 
Deep UV (DUV) 
193 ArF excimer laser DUV 
157 F2 laser Vacuum UV (VUV) 
13.5 Laser Produced Plasma; 
Discharge Produced Plasma 
Extreme UV (EUV) 
~1 x-ray tube; synchrotron x-ray 
 
Table 1: Illumination wavelengths, light sources and light ranges 
 
Firstly an x-ray tube can be used, where a metal anode is radiated with high energy electrons, 
so that the characteristic x-ray radiation of the metal is emitted. The wavelength can be ad-
justed by the right choice of metal and electron energy. Unfortunately there are two draw-
backs. On one hand, the intensity of those sources is very low leading to exposure times of 
several hours. This may match the requirements for research purposes, but surely not the ones 
of industrial production. On the other hand the anode metal is sputtered and contaminates the 
exposure tool and the sample. This leads to unwanted loss of intensity, which decreases the 
lifetime of the tool and destroys the sample. In summary x-ray tubes do not meet the require-
ments of industrial applications. 
3.3 EUV-Lithography 
EUV-Lithography is the next generation lithography (NGL). In EUV a wavelength of 
13.5 nm is used. The resolution capability is determined by the Rayleigh criterion as in optical 
lithography. For in EUV the wavelength being so short, the resolution is enhanced even when 
the Numerical Aperture NA is lower (typically ~0.3) than in modern immersion lithography 
steppers (~1.2). Currently it is thought that EUV lithography can be introduced in production 
at the 22 nm technology node. Nevertheless the very short wavelength provokes technological 
challenges. Efficient light sources have to be developed. In recent years there was progress 
made, but still there is no light source meeting all requirements for high volume production. 
At such short wavelengths, there is no material transparent enough to be used for refractive 
optics; also mirrors cannot be made with reflectivity ~1. Mirrors can only be made from 
Bragg reflectors consisting of e.g. up to 40 double layers of Mo/Si, which have a reflectivity 
of ~70%. The mask reticle itself has to be a mirror with a patterned absorbing layer on top, 
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which carries the pattern information. The whole system has to be at pressures of ~10-3 mbar, 
because the absorption in air is too high. 
Fig.  17: Schematic view of an EUV-
scanner. The light from the source is 
mitigated from debris and focused to an 
intermediate focus. Here it enters an 
illumination optics, which ensures the 
correct illumination of the mask reticle. 
After the mask reticle the light is pro-
jected towards the wafer by a projec-
tion optics (PO box) [17] 
In Fig.  17 a cross section through an EUVL tool is given. The 13.5 nm radiation is emitted 
from point like light source. A debris mitigation system will prevent the subsequent optics 
from being deteriorated by the plasma of the light source. The light is focused on an interme-
diate focus by collector optics. In Fig.  17 a grazing incidence collector is shown, but there are 
other possible concepts. The subsequent illumination optics will shape the beam and assures a 
homogeneous illumination of the reticle. After the reticle, there is a projection optic, by which 
the image of the reticle is projected to the sample. Due to the low reflectivity of the mirrors, 
the total number is restricted. While in DUV tools there are several tenths of lenses or mirrors 
to minimize aberration effects, there are only ~10 mirrors in an EUV tool. Therefore EUV 
mirrors have aspherical surfaces to impose various aberration correction functions onto one 
mirror surface. The use of reflection optics in an EUV tool will restrict the numerical aperture 
NA to ~0.3, because the incident light reflected by the mirror goes to the same direction as 
that from which the light ray come. To avoid interference the incident and reflected light, the 
usable solid angle is restricted. In Fig.  18 a pre production EUV scanner is shown. The tool 
was developed in cooperation with the Fraunhofer Institute for Laser Technology in Aachen. 
 
Fig.  18: First pre-production scanner NXE:3100, using EUV source, developed in Aachen.
Specified resolution: 27 nm with 60 wafers per hour.  
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3.4 E-Beam Lithography 
Another way to achieve sub-100nm resolution is to change the type of radiation. In the fore-
going chapters only lithography methods have been discussed, which use light as illuminating 
radiation. It is also possible to do the illumination with charged particles as electrons. Elec-
trons can be generated easily, either by thermionic or field effect emission, and focused to 
beams with a spot size of a few nanometer. This electron beam can be used to write the de-
sired structure directly into the resist. The chemical reactions in the resists are the same as in 
optical resists, only the reactive species has to be attuned to the electrons (nevertheless some 
optical resists can be used as electron beam resists, too). 
In electron beam direct write electrons extracted from the source are formed to a beam and are 
accelerated to a determined position on the wafer surface, where the resist has to be exposed 
to form the pattern. An electron beam system consists out of the electron source or electron 
gun, the electron-optical system (the electron column), a mechanical wafer stage and a con-
troller system. A schematic view of an electron beam lithography tool is given in Fig.  19. 
 
Fig.  19: Schematic 
view of a Electron Beam 
Lithography tool [18] 
 
The two types of electron guns, which are commonly used, are thermionic sources on the one 
hand, and field emission sources on the other hand. In thermionic sources the electrons are 
emitted by heating the source material, as tungsten (W) or lanthanum hexaboride (LaB6). 
While LaB6 offers a higher brightness (105(A/cm2)/steradian)) and a longer lifetime 
(~1000 hrs) as W (104(A/cm2)/steradian; ~100 hrs), W has the advantage that vacuum condi-
tions are not as high as for LaB6. Nevertheless, LaB6 became the standard source for thermi-
onic E-beam sources. 
In field emission sources the electrons are extracted from a sharp tip by a high electric field. 
Though these sources have a high brightness (107(A/cm2)/steradian)), they are unstable and 
require an ultra high vacuum. 
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In the electron column the extracted electrons are formed to a beam with a definite diameter 
or shape. Therefore different electro-optical elements as focussing and defocusing lenses and 
apertures are employed. Further parts of the column are a beam blank to switch the beam on 
and off and a beam deflection system, with which the beam is positioned on the wafer. 
Since the deflection system can only address a field of 400-800 µm (depending on spot size 
and tool), it is necessary to move the sample under the beam from one exposure field to the 
next by a mechanical wafer stage. The position of the stage is measured by an interferometer, 
so it is possible to adjust the beam with an accuracy of ~1 nm. 
The whole system has to be under vacuum to enable the electron beam to be formed and had 
to be isolated form vibrations. Further requirements are low electromagnetic stray field, be-
cause this would hamper the positioning of the beam.  
The pattern, which is given as a CAD file, is translated into movements of the electron beam 
and the wafer stage. During exposure, the distance between electron optic and sample is 
measured continuously and the focus is adjusted. There are three exposure schemes (Fig.  20): 
in the raster scan scheme, the deflection system and the wafer stage address every point of the 
sample, but the beam is switched on and off according to the structure. In the vector scan 
scheme, only the points, which have to be exposed, are addressed. Hence the vector scan 
scheme is less time consuming as the raster scan scheme. In both schemes the shape of the 
beam is point like with a Gaussian intensity distribution. In the third scheme, the shaped 
beam, the cross section of the beam will be shaped to different shapes. The shape itself de-
pends on the pattern to be transferred.  
Fig.  20 shows the impact of the different exposure schemes. While in raster scan mode (a) 
the whole wafer has to be addressed, in vector scan mode (b) on the point to be exposed are 
addressed, which saves time. With the shaped beam mode, the same pattern as in (a) and (b) 
can be exposed in only two shots, which is a tremendous saving of time. 
The time needed for the illumination of a whole wafer is depended on the pattern, but because 
the electron beam direct write is a serial method, it is time consuming and not suitable for the 
industrial mass production of microelectronic circuits. Nevertheless, because the resolution is 
pushed to a few nanometer, it has a high impact to research activities and is used for defining 
the pattern on the masks, which are used for optical lithography.  
 
 
Fig.  20: Comparison of  raster scan (left), vector scan (middle) and shaped beam vector scan
(right) [19]  
The resolution is not limited by the deflection of the 1–100 keV electrons, but by the beam spot 
size (~1 nm achievable) and by the backscattering of electrons. Fig.  21 shows Monte Carlo 
simulations of the electron paths, which have energy of a) 10 keV and b) 20 keV. The electrons 
lose their energy slowly and a significant fraction of them are backscattered to the surface, 
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where they expose the resist even at positions a few microns apart from the location of inci-
dence. This so called proximity effect leads to the fact, that the effective exposure dose, with 
which the resist is exposed at one location, depends on the shape of the pattern in the vicinity 
and has to be taken into account, when the pattern are developed (“proximity correction”). 
Fig.  21: Monte Carlo simu-
lations of the electron path in 
the resist and in silicon for 
10kV (left hand side) and 
20kV (right hand side) accel-
eration voltage. It is seen, 
that there is a significant 
intensity of backscattered 
electrons in the vicinity of the 
written pattern [20]. 
3.5 NIL 
There are several approaches for patterning structures without lithographic methods, e.g. a sili-
con surface can be modified by depassivation by the tunnelling current in an UHV-STM 
[21,22], or the surface can be modified by the movement of an AFM-tip. A certain interest has 
been focused on the Nano Imprint Lithography (NIL), which is described closer in this chapter. 
With the NIL, a mold is processed by conventional, i.e. e-beam lithography and etching tech-
niques and is pressed on a resist coated substrate. The structures in the mold are transfered 
into the resist and can be utilised after removing the mold. There are two different kinds of 
NIL, the hot embossing technique and a UV-based technique. A sketch of both techniques is 
given in Fig.  22.  
Hot Embossing Technique 
Here the sample is heated above the glass transition temperature of the resist, which is a ther-
moplastic polymer. Above that temperature the polymer behaves as a viscous liquid and can 
flow under pressure. The mold itself can be made of different materials, usually a silicon wafer 
with a thick SiO2 layer is used. This SiO2 layer is patterned and structured by e-beam lithogra-
phy and anisotropic reactive ion etching. The aspect ratio of the features are 3:1 to 6:1, and the 
mold size is several cm2. As thermoplastic polymers either PMMA or novolak resin-based re-
sists are in use. PMMA has a small thermal expansion coefficient of ~5×10-5 K-1 and a small 
pressure shrinkage coefficient of ~3.8×10-7 psi-1. To ensure a proper removal of the mold, the 
resist is modified by release agents, which decrease the adhesion between mold and resist. Re-
sist layers between 50 and 250 nm thickness are used. The imprint temperature and pressure 
depend on the resist. For PMMA the glass transition temperature is about 105°C, so the temper-
ature, on which the sample and the mold are heated, is between 140 and 180°C. Then the mold 
is pressed on the sample with pressures of about 40-130 bar. Then the temperature is lowered 
under the glass transition temperature and the mold is removed. The features of the mold are 
now imprinted in the resist. The residual resist layer in these features is removed by anisotropic 
reactive ion etching. Afterwards, the structures can be transferred to the substrate either by di-
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rect etching or by metal deposition and lift off. Structures down to a feature size of 10 nm for 
holes and 45 nm for mesas are imprinted with a high accuracy. [23,24] 
Fig.  22: Process flows in NIL: in hot embossing (right hand side) the resist is heated
above the glass transition temperature and the mold is pressed in the liquid resist. After
cooling down the mold can be released leaving its form in the resist. In UV cure process
the resist is fluid and the mold can be pressed with little pressure into it. The resist is
hardened by UV irradiation and the mold is released. 
UV based NIL 
The heating and cooling of mold and sample are time consuming. Therefore to achieve a 
somehow higher throughput, the curing of the resist by UV irradiation is used. Therefore the 
thermoplastic resist are replaced by UV-curable monomers. The mold has to be fabricated of a 
UV-transparent material, e.g. quartz. The features are transferred to the mold by e-beam Li-
thography and a Ti/PMMA resist stack. The patterned PMMA is used to transfer the features 
into the Ti, and the Ti is used to structure the quartz mold. The resists are acrylate- or epox-
ide-material systems, which can be modified concerning low viscosity, UV-curability, adhe-
sion to the substrate and detachment from the mold. The low viscosity is essential for using 
low imprint pressures of 40 mbar-1 bar. After pressing the mold on the sample, the sample is 
irradiated by UV-radiation through the mold and a polymerisation, and hence a baking of the 
resist is initiated. This step lasts only about 90 seconds. After the detachment of the mold, the 
residual resist is removed by RIE and the further pattern transfer can be done. Again mold 
areas of several square centimetres can be imprinted in one run, and one imprint step last 
about 10 minutes. The minimum feature size reported in literature is 80 nm for dots. [25]  
The NIL offers the opportunity to define dekananometer features in a rather “simple” manner, 
at least in comparison to advanced lithography methods described above. The field size of 
~2×2cm2 is comparable to a die, which is illuminated by a stepper. On the other hand this 
method is time consuming (>10min for one imprint) and till now only structures on a plain 
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surface are investigated, while advanced lithography is able to define structures on texturated 
substrates. Nevertheless, because of its technological simplicity, the NIL will be an alternative 
for research and small series production.  
3.6 Overlay 
A modern microelectronic circuit needs several mask layers, which has to be proper aligned. 
For that purpose, every mask layer has alignment marks: Special features on the mask, so 
called targets with precisely known positions and which are transferred to the sample by the 
subsequent etching or deposition step. The next mask layer also has alignment marks at the 
corresponding position. Consider an exposure tool, in which the mask is loaded in a mask 
mounting fixture and the wafer on a movable wafer stage. 
There are two systems of alignment in use: At first, the off-axis alignment was developed. 
The alignment marks on the sample were observed by a separate microscope using broadband 
non-actinic light as illumination to prevent the resist from being exposed. The wafer align-
ment marks were adjusted to marks, which are etched into the microscopes objective. The 
mask was aligned independently to marks on the mask mounting fixture. This procedure 
would be enough for a single exposure, if the mask and the wafer were separately aligned 
properly. But what is to do, if the wafer has to be exposed by several shots as in a modern 
steppers? Sure, you know the structures to be transferred and you know the exposure posi-
tions on the wafer. So it is possible to move the wafer stage to every exposure position, but 
the movement of the stage has to be very precisely, and the long term stability of the distance 
between alignment position and first exposure position, the so called “base line” is difficult to 
achieve.  
The second system is the through the lens alignment: Here, the image of the alignment mark 
on the sample is projected on the corresponding mark on the mask and they are compared 
directly. One problem occurring with this system is the alignment illumination. A He-Ne-laser 
is used for that, so the resist will not be exposed, but the optics is not designed for that wave-
length. Therefore the lens errors for that wavelength have to be corrected by additional lenses, 
which are brought into the optical path.  
In contact and proximity lithography, mask and wafer are aligned at every exposure. In mod-
ern projection lithography tools (e.g. a stepper), were the wafer is not exposed in one expo-
sure, but in several shots, attention has to be paid for an accurate, quick and space efficient 
alignment. The wafer is moved by the wafer stage, while the mask is fixed. The position of 
the stage can be measured by laser interferometers very precisely. Therefore several align-
ment strategies have been developed. 
There are three degrees of freedom: x-shift, y-shift and rotation Θ. The first steppers used a 
technique called “two point global exposure alignment”. In this strategy, one mark is used, to 
adjust x- and y-shift, and the second mark is used to adjust Θ. Afterwards, the wafer is blind-
stepped through every exposure field. Here the movement of the stage has to be precisely. To 
avoid this problem, a “zero-level alignment mark” can be used: A mark, which is etched into 
the wafer before the process started. To that mark, every mask-layer is aligned.  
The next approach is the “site-by-site” alignment – that means performing the alignment at 
every exposure position. But this is time consuming and, even a bigger drawback, there have 
to be alignment marks at every exposure position, which is a waste of space. Furthermore, the 
alignment marks on every site have to be small, so it is more difficult to detect them, resulting 
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in an increase in overlay error. So the “site-by-site” alignment strategy does not provide any 
advantage towards a global mapping strategy as the two-point-global-alignment-strategy. 
In “enhanced global alignment strategy” 5 to 10 alignment marks scattered across the whole 
wafer are aligned and the stage position is measured several times for each marker. From the 
positions a least square fit is computed. Based on those data, the positions of the exposure 
sites are corrected. These corrections are assumed to be stable for the time, which is needed to 
expose the whole wafer. 
With modern High Volume Manufacturing Steppers an overlay of 4.5nm (µ+3σ) can be ob-
tained. 
The question how to find the alignment marks and how to align them proper to each other is 
not discussed within this work, but the reader is referred to [26] to get a survey of that theme. 
While in optical systems a CCD camera will capture an image of the marker which can be 
handled by a pattern recognition system to search the markers automatically, the question 
arises, how markers are found in E-Beam-lithography. In EBL markers are square structures 
which show a contrast to the substrate surface for the backscattering of electrons. For marker 
search, the intensity of the backscattered electrons is measured. When the beam passes the 
edge of the marker, the slope in intensity is evaluated to extract the position of the edge. The 
position of the marker can be measured with sub-nm accuracy. To get overlay accuracy better 
than 10 nm special care has to be spent on the way how the markers are positioned on an opti-
cal mask. Avoiding exposure of the markers with a deflected beam and waiting long times 
after loading the specimen into the EBL system before exposure to avoid thermal drift are the 
key features to ensure high accuracy overlay [29]. In Fig.  23 the comparison of overlay accu-
racy for conventional marker definition (with deflected beam) and optimized marker defini-
tion is shown. 
Fig.  23: Comparison of the impact of 
marker definition procedure on overlay 
accuracy. Every symbol represents the 
displacement of a structure aligned to a 
given marker set. While in conventional 
marker definition the markers are exposed 
with deflected beams and in a random 
order (in respected to the markers used to 
align one structure), in optimized marker 
definition procedure, markers used to 
align one structure are exposed in a well 
defined way [29]. 
4 Structure Transfer 
After depositing materials and defining structures, those structures have to be transferred into 
the sample. This can be done by means of etching or processes like the lift off process. The 
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etching can be distinguished into wet chemical etching and dry etching. While in wet etching 
the sample is immersed into the liquid etching agent designed to remove the materials to be 
removed and let other parts of the sample untouched, in dry etch gases are decomposed by a 
plasma discharge in a vacuum chamber. The ions and free radicals will etch the material. 
Etching processes are characterized by means of etch rate of the material to be etched, selec-
tivity to the etching mask or other materials and etching profile. The etching profiles can be 
isotropic or anisotropic. Fig.  24a shows a schematic view of an ideal etch: the structure in the 
masking layer (grey) has a size of p. In an ideal etch the structure is transferred into the sub-
strate anisotropic with a etching depth of de, that means the structure adopts the size p from 
the mask and the mask layer is not etched at all. In Fig.  24b a real anisotropic etch is shown: 
the etching of the substrate is anisotropic, that means that the etching is only performed in one 
direction (down) and not to the side. But during etch, the masking layer is thinned by dm. The 
ratio de/dm gives the selectivity S between material to be etched and the masking material. 
This etching of the masking layer also leads to erosion of the mask at the rim of the structure. 
During etching, the rim of the structure is pushed back by dr. This new edge of the mask is 
transferred into the substrate leading to a tilted sidewall and a widening of the structure by 
2dr. Fig.  24c shows the scheme of an isotropic etch. Here the etching takes place not in one 
direction only, but also to the side, leading to an under etching of the mask du and hence again 
a widening of the structure size p by 2du. Depending of the application the etching method 
and etching agent is chosen to control selectivity S and the degree of isotropic etch (du/de). 
 
Fig.  24: Characteristics of etching: a) 
ideal etch, the tech mask is not etched 
at all and the structure is anisotropi-
cally transferred into the sample as 
defined with a etch depth of de  , b) 
during etch the mask erodes by the 
distance dr. The structure is widened 
and the mask is thinned by dm .The 
ratio de / dm is the selectivity S of the 
process. c) isitropic etch: the etch front 
does not only proceed into the depth, 
but also to the side. This causes the 
underetch du of the mask.   
 
4.1 Wet Chemical Etching 
In wet chemical etch the masked sample is immersed in a liquid etching agent. At the inter-
face between liquid and sample a chemical reaction takes place. The process characteristics 
can be influenced by the temperature of the etching agent. As a prominent example for a wet 
chemical etching process the etching of silicon with a Si3N4 mask in KOH is discussed. Si 
reacts with strong alkaline substances (ph>12) via 
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( ) −− +→+ eOHSiOHSi 44 4  (9)
The etch rate on a crystallographic plane is determined by the material transport from and to 
the plane, but if there are more crystallographic planes, another effect has to be considered: 
the binding energy of Si is dependent on the crystal plane: While the {111} plane is only 
weakly etched, the {100} is etched 300 times quicker and the {110} 600 times quicker than 
{111} (in KOH at 85°C). While in (100) direction an etch rate of ~1.4µm/min can be obtained 
for Si, the etch rate of Si3N4 the etch rate is well below 0.1 nm/min and for SiO2 ~1.5 nm/min. 
For the etch rate of a material in an etching agent is temperature dependent, the selectivity 
will change with temperature for the different etch rates will change differently.  
Consider a Si wafer polished from both sides which is covered with a layer of 100 nm stoi-
chiometric Si3N4 deposited by LPCVD (not stoichiometric SiN will show much higher etch 
rates). On one side, the nitride is patterned by lithography and etched with RIE. This wafer is 
then wet etched with KOH. If the opening in the nitride is too small, the etching will stop 
when the {100} plane vanishes (Fig.  25 left hand side) forming an inverted pyramid in the 
silicon. If the opening is well designed, it is possible to etch through the whole wafer. The 
{111} plane is tilted in respect to the {100} plane by 54.7°. Taking this and the wafer thick-
ness into account, the minimum opening can be calculated (~750µm for a standard 100mm-
wafer; cnf. Fig.  25 right hand side). The Si3N4 on the back side serves as etch stop layer.  
 
Fig.  25: Etching of Si in KOH: using Si3N4
as mask, it is possible to etch through a 
whole wafer. If the opening in the mask is 
too small the etch will stop forming a in-
verted pyramid (left hand side). When the 
whole wafer is etched, the Si3N4 serves as 
etch stop forming a thin membrane.  
 
But what would happen when you do the same process on a (110) wafer? If you align the rim 
of your mask window to the (111) direction, the side wall of the etch groove will be a (111) 
plane and the bottom of the groove is a {110} plane. That means independent on the size of 
the mask window, the etching will go on with a perfect vertical side wall at the rim of the 
hole, until the wafer is etched through.  
In general in wet chemical etching high selectivity and anisotropy can be obtained, dependent 
on the material system to be etched. In Fig.  26 the etch rate of Ga(1-x)AlxAs in citric Ac-
id/H2O2-mixture is shown. For all Al content x a minimum content of citric acid is needed to 
etch the material at all; above this threshold increasing citic acid content decreases the etch 
rate again. So a Ga0.6Al0.4As layer in an effective etch stop for GaAs etched in 5% citric acid 
in H2O2 [30].  
4.2 Dry Chemical Etch 
Dry chemical etching is the most applied etching method in high volume IC fabrication, for 
with dry etch smaller structures can be transferred into the substrate. In dry etch the sample is 
placed on an electrode in a vacuum chamber. Into this evacuated chamber a gas or a gas mix-
ture is fed through a gas supply system. This gas is used to ignite plasma by feeding an rf-
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power into the chamber, cracking the gas constituents into ions and free radicals. Depending 
on which electrode the rf-power is fed, dry etch can be distinguished into plasma etch (PE) 
and reactive ion etch (RIE). If the sample is placed on the grounded electrode, it is plasma 
etch, if the rf-power is feed into the chamber via the electrode on which the sample is placed, 
it is reactive ion etching. The main difference between those methods is the so called bias 
voltage which builds up between plasma and rf-electrode. By this bias voltage the ions from 
plasma are accelerated towards the rf-electrode. In case of PE this is the chamber wall and the 
ions do not affect the etching of the sample. Hence in PE the etching is carried by the free 
radicals from the plasma, which are not affected by the bias voltage. The etching process is 
chemically driven and has no physical component. 
In RIE the ions also contribute to the etching process. While the free radicals just diffuse 
through the chamber to the sample, they do not have high enough kinetic energy to overcome 
activation energy of a chemical reaction. The ions do have a kinetic energy in the range of 
several hundreds of eV. So when they impinge on the sample, they can overcome activation 
energy and they can sputter some debris away, which would prevent the reaction. Therefore it 
is possible to add some gasses to the mixture, which would react with the side wall of an 
etched pit forming a protective layer for the reaction with the free radicals. Unfortunately this 
protective layer also forms at the bottom of the etch pit, which would stop the etching at all in 
PE, but by the physical etching by the accelerated ions, the layer at the bottom of the pit can 
be removed. 
In a RIE process the gas mixture, the total gas flow, the sample temperature, pressure in the 
chamber and the rf-power are the controls with which the process is defined. As results the 
bias voltage, the etch rates, giving the selectivity, and the degree of anisotropy are important 
for the process. Increasing rf-power will increase the number of ions and free radicals, but 
also the bias voltage. The higher number of etching agent can increase the etch rates, but due 
to the higher kinetic energy of the ions also the side wall protection described above could 
become ineffective (which means a more isotropic etch). A higher chamber pressure would 
simplify the ignition of the plasma, but due to the higher ion density in the plasma there is 
 
 
 
Fig.  26: Etch rate of Ga(1-x)AlxAs in citric 
Acid/H2O2-mixture: the higher the Al con-
tent x the higher the citric acid part in the 
etching agent has to be to etch the material. 
A Ga0.6Al0.4As layer in an effective etch stop 
for GaAs etched in 5% citric acid H2O2 
[30].   
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more scattering which diminishes the directionality of the ions, which may deteriorate the 
anisotropy of the process. Another degree of freedom can be introduced by a pre cracking of 
the gasses: the bias voltage is set by the rf-power, but if the gas is cracked before, the ion and 
free radical density can be controlled from the bias voltage independently. This pre cracking 
can be done by so called inductive coupled plasma sources (ICP). The gas is led into the reac-
tion chamber through the top cover of the chamber, passing large coils which generate an rf-
field which causes the pre cracking. The gas flows further coming in the area where the nor-
mal rf-power is applied; here the “normal” rf-power is fed into the chamber. In Fig.  27 both 
methods are compared. 
 
 
Fig.  27: Schematic view of RIE (left hand side) and ICP-RIE (right hand side). In both cases the 
chamber is evacuated into the 10-7mbar range. The gas mixture is fed into the chamber via the top
and the gas is distributed. In RIE the gas is used to ignite a plasma by the RIE power only, while in
ICP the gas is pre cracked by the ICP power. Below the ICP source the set-up of the tools are the 
same [35]. 
The base pressure of a RIE system is in the 10-7mbar range, while typical process pressures 
are between 5×10-3mbar and 100×10-3mbar, total gas flows vary between ~40sccm and 
~500sccm depending on chamber size and application.  
There are several effects, which may deteriorate the results of the etching: considers a silicon 
sample, masked with a structured SiO2 layer as hard mask for etching. The incoming ions do 
have a certain x-component in velocity. On a plane surface, this will cancel out. But what 
happens at the rim of the mask/etched structure (cnf. Fig.  28a)? The ions with a x-component 
directing toward the sidewall will be reflected and will therefore reach the bottom in the vicin-
ity of the sidewall, hence increasing the ion density locally. This increase the etch rate leading 
to the so called trenching effect, where a deeper trench at the rim of an etched groove occurs 
(Fig.  28b and Fig.  28c). 
Another effect is the “aspect ratio dependent etching” (ARDE). When the ratio of mask open-
ing (width of the structure to be etched) and the depth to be etched decreases, it comes to a 
depletion of etching agent at the bottom of the groove, decreasing the etch rate (Fig.  29).  
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Fig.  28: Schematic view of trenching effect during RIE: a) the ions at the sidewall of the ridge are 
reflected increasing the ion density and hence the etch rate at the bottom of the ridge, leading to b)
a trench at the ridge. c) SEM micrograph of a trench after groove etching in Si with SiO2 hard 
mask using HBr/O2 gas mixture in RIE-ICP process. 
 
 
 
Fig.  29: Aspect Ratio Dependent 
Etching (ARDE) As smaller the struc-
ture width as smaller the etch rate 
becomes due to depletion of etching 
agent [31].  
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1 Introduction 
In many areas of nature, structures form without an external guidance by self-organization. Macro-
scopic scale examples of such structures formed by self-organization processes range from galaxies 
and stars, to the formation of regular structures of clouds, sea waves, and ripple patterns in sand dunes, 
as the ones shown in Fig. 1. On the micro scale examples of self-organization are the formation of 
magnetic domains, molecular self-assembly, and crystal growth. Of course also life provides numer-
ous examples of self-organization processes. 
 
Fig. 1: Ripples in sand dunes formed by self-
organization processes. 
Fig. 2: Self-organization of C60 clusters in a 
close packed hexagonal lattice due to steric 
interactions. Scanning tunneling microscopy 
image (15 nm x 10 nm). 
 
An essential feature of self-organization processes is the formation of ordered structures without ex-
ternal guidance. Typically, one can describe any self-organization process by driving forces which 
originate from  
• thermodynamics 
• kinetics 
• properties of building blocks 
or a combination of these. Throughout the text, we will discuss these ingredients. In many cases self-
organized structures are thermodynamically stable. In closed systems a driving force for self-
organization is the minimization of the (free) energy.  
There are numerous cases of dynamic self-organization in open systems far from thermodynamic equi-
librium. Some examples are convection cells in a gravity field found in clouds or in a fluid heated 
from below, in which regular Bénard convection cells form. In these cases kinetics and transport phe-
nomena control the self-organization process. Often, this can be described by an interplay of kinetics 
and thermodynamics such as in the ripple pattern of sand dunes, mentioned above, which are formed 
by the kinetic energy of the wind, and the effect of gravity and friction. 
Other key ingredients for self-organization are the building blocks which form the self-organized 
structures. These can range from stars and galaxies as building blocks of the universe down to the very 
atoms which act as building blocks for instance in self-organization processes such as the crystal 
growth forming regular crystal lattices. An example where steric effects (each building block requires 
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a certain amount of space) lead to the formation of a regular closed packed hexagonal two-
dimensional lattice of C60 clusters is shown in Fig. 2. 
As we have seen the term self-organization spans a very broad range of processes occurring in nature. 
In a narrower sense which is often used, the term self-organization is identified with non-equilibrium 
processes, whereas the term self-assembly is often used for processes proceeding under equilibrium. 
Within the context of nanoelectronics there are several approaches to use principles of self-
organization in order to fabricate desired functional nanostructures bottom up out of single atoms or 
molecules in parallel and without the size limitations set by current lithography techniques [1]. An 
advantage of lithographic top-down methods is the ability to fabricate a large variety of defined struc-
tures. The bottom-up methods offer the opportunity to fabricate structures in the single-digit nanome-
tre range enabling the formation of billions of nanostructures with control over size, shape and compo-
sition in a fast and parallel fashion, but it is still a great challenge to arrange atoms or molecules into 
desired structures. 
In this chapter we concentrate on the formation of self-organized nanostructures using differ-
ent growth techniques. First we discuss general principles of self-organization and their appli-
cation to crystal growth. Subsequently, we discuss the vapour liquid-solid growth method 
(VLS) for the formation of nanowires and bottom-up approaches for resistive switching 
memories 
2 General Principles of Self-Organization 
As has been seen above, the spontaneous formation of ordered structures is quite common and can be 
observed in many physical, chemical and biological systems. There are some general principles which 
govern the formation of ordered structures independent of the nature of the building blocks. The direc-
tion of spontaneous changes in any thermodynamic system is determined by the second law of ther-
modynamics which states that spontaneous processes must lead to an increase in the entropy of the 
universe: 
��universe ≥ 0. (1)
The entropy of the universe, Suniverse, might be divided into two contributions: entropy of the system 
under consideration, S, and entropy of the environment, Senv. When a system transforms from a disor-
dered to an ordered state, its entropy usually decreases. Therefore, in a spontaneous ordering process 
the system must supply some amount of heat to surroundings, thereby increasing entropy of the envi-
ronment Senv and overcompensating the entropy decrease due to ordering. 
The source of the heat is the internal energy of the system, Eint. By decreasing its internal energy the 
system may produce heat and perform work. This statement is expressed by the first law of thermody-
namics: 
��int � ��� � ��mech. (2)
Here δEQ is the amount of heat supplied to the system, δEmech is the mechanical work. 
In many practical situations some of the thermodynamic parameters of the system are fixed. For in-
stance, self-assembled molecular films and self-organized epitaxial nanostructures, which are the topic 
of this chapter, are usually fabricated at constant temperature and volume. 
When the volume is fixed, the system does not perform mechanical work and the whole change of the 
internal energy of a closed system, dEint < 0, is completely transformed into heat. In this case the en-
tropy of the environment is increased by dSenv = - dEint/T and the total change in entropy of the uni-
verse will be dSuniverse = d(Senv + S) = - d(Eint – TS)/T. The quantity in the brackets, H = Eint – TS, is 
called the Helmholtz free energy. Since, by the second law of thermodynamics, dSuniverse ≥ 0, the 
Helmholtz free energy H of a system at constant temperature and volume must decrease in spontane-
ous processes, so that the system evolves to a state of minimal H. 
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Thus, a minimum of the Helmholtz free energy determines the equilibrium state at constant T and V. 
However, generally, there might be several minima of the free energy of the system. In these cases the 
system might be trapped in metastable states corresponding to a local minimum of the free energy. 
The ability of the system to reach the global minimum is determined by the height of the free energy 
barriers separating local and global minima and by kinetic rates of the processes changing the system 
state (Fig. 3). 
 
 
 
 
Fig. 3: Free energy of a system for different 
states of the system. The system evolves 
towards lower free energy. The equilibrium 
state is the state of lowest free energy. 
However, the system might also be trapped 
in a metastable state. 
Fig. 4: Potential seen by an atom adsorbed 
on a crystalline surface. 
 
The rates of spontaneous processes are treated by irreversible thermodynamics, which introduces 
thermodynamic fluxes as the rates at which processes proceed and postulates a linear relation between 
the thermodynamic fluxes and the thermodynamic forces that drive the system to an equilibrium state. 
One of the most important thermodynamic fluxes in the context of the present chapter is the diffusion 
flux, which is determined as the amount of matter flowing through a unit of area per unit time. The 
driving force for the matter transport in the system is the gradient of concentration of the diffusing 
particles. Neglecting the cross-effects, i.e. the influence of other thermodynamic forces on the matter 
flow, the diffusion flux can be written as 
�diff � ���c. (3)
Here, c is the concentration of the diffusing particles, and D  is the diffusion coefficient. Equation (3) 
is widely known as the first Fick’s law of diffusion. 
Macroscopic changes in a thermodynamic system stem from multiple atomic-scale kinetic processes. 
Kinetic processes involved into the formation of self-organized nanostructures on surfaces typically 
include adsorption of atoms and molecules on the surface, desorption from the surface, surface chemi-
cal reactions, diffusion of adsorbed particles on the surface, formation of atomic and molecular clus-
ters, etc. An important feature of these processes is that most of them are thermally activated. For in-
stance, when an atom or molecule arrives at a crystal surface, it is trapped by a periodic potential im-
posed by the crystal. Minima of that potential form a regular network of adsorption sites on the sur-
face. In order to move from one adsorption site to another, an adsorbed particle has to overcome an 
energy barrier, as shown in Fig. 4. The probability that an adsorbed atom or molecule will attain the 
necessary energy by thermal fluctuations is given by the Boltzmann factor exp(-ΔEdiff/kBT), so that the 
frequency of diffusion jumps of an adsorbed particle is given by ν=ν0 exp(-Δ Ediff/kBT). In a similar 
way kinetic rates of other thermally activated elementary atomic-scale processes could be defined. 
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Since the thermally activated surface processes slow down drastically at low temperatures, an equilib-
rium state of the system might not be achieved on the time scale of the experiment. In some cases ki-
netic limitations might be intentionally used for fabrication of non-equilibrium nanostructures. Some 
examples of such nanostructures will be given in Sec .3. In general, the nanostructure formation repre-
sents a subtle interplay between thermodynamics and kinetics, so both have to be carefully taken into 
account. 
The inherent properties of the building blocks forming self-organized structures are the third essential 
parameter of particular importance for the self-organization process. The size and the shape of indi-
vidual composites as well as the bonding forces between them determine the formed architecture and 
the structural design. In order to tailor self-organized assemblies the following properties are im-
portant: 
• The scale and the shape of the building-blocks responsible for size and packing-density of the as-
sembly. 
• Attractive and repulsive interactions between building blocks and between building blocks and 
environment (air, liquid, solid surface). These interactions determine the geometry and the dis-
tances at which building blocks come to equilibrium in a self-assembled system. 
• The homogeneity of the constituting components should also be considered. Components are only 
really monodisperse, if they are atoms or molecules. In all other cases slight deviations from 
building block to building block have to be taken into account, which reduce the achievable per-
fection of the assembly and enhance the population of defects. 
3 Self-Organization in Crystal Growth 
One approach for the fabrication of nanostructures is epitaxial growth, i.e. a fixed epitaxial relation 
exists between the crystal structures of substrate and the grown epitaxial layer. Depending on the par-
ticular growth system, the growth may take place either under highly non-equilibrium (kinetic) or un-
der (near) equilibrium conditions and nanostructures as islands can be formed. In the non-equilibrium 
growth the sizes of the nanostructures can be tuned down to the single-digit nanometre range by 
choosing appropriate growth conditions. However, the size uniformity is the greatest challenge. If the 
growth takes place under (near) equilibrium conditions, then the formation of nanostructures is gov-
erned by energy minimization and good size uniformity is expected. As an example of nanostructures 
grown by epitaxy, the formation of islands and wires will be presented. Subsequently, the growth of 
nanostructures on template substrates structured by step arrays or underlying dislocation networks will 
be considered. 
3.1 Principles of Self-Organized Crystal Growth 
Growth Techniques 
The main methods used for epitaxial growth are chemical vapour deposition (CVD) [2] and molecular 
beam epitaxy (MBE) [3], [4]. In CVD growth gases containing compounds of the elements to be de-
posited are introduced into the growth chamber. When the gas molecules hit the substrate surface, they 
decompose (partially) and the chemical elements forming the growing film stick to the substrate. Dif-
ferent chemical reactions taking place at the surface or even in the gas phase lead to a quite complex 
nature of the fundamental processes of epitaxial growth in CVD. Molecular beam epitaxy is conceptu-
ally simpler. Here the elements to be deposited are heated in evaporators until they evaporate. The 
beam of the atoms hit the surface and the atoms diffuse over the surface and finally bind at surface 
lattice sites (Fig. 5). 
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Fig. 5: Fundamental 
surface processes occur-
ring during epitaxial 
growth. 
 
In spite of the fact that the MBE growth is in principle much easier than the CVD growth, there are 
still a lot of different fundamental processes that occur during epitaxial growth by MBE [5]. Part of 
them are shown in Fig. 5. Atoms from the molecular beam arrive at the crystalline surface (a) and 
diffuse over the surface by performing thermally activated random jumps from one adsorption site to 
another (b). When two atoms (or sometimes also more than two atoms) meet, they form a cluster on 
the surface (c). The cluster can either grow to larger sizes by capturing further migrating adatoms (d) 
or dissociate by breaking bonds between the atoms (e). The cluster for which the probabilities to grow 
or decay are equal is called the critical nucleus [6]. Clusters which are larger than the critical nucleus 
are called stable islands. Clusters smaller than the critical nucleus are called sub-critical nuclei. For 
instance, if the critical cluster size is i* = 3 atoms, dimers and trimers may dissociate and the clusters 
of four atoms represent the smallest stable 2D islands. Other important growth processes are the at-
tachment of adatoms at pre-existing steps (f) and desorption of adatoms from the surface (g). 
Kinetics of 2D Island Nucleation 
Two-dimensional (2D) islands, i.e. islands of one atomic layer height, represent the simplest example 
of the self-organized nanostructures. The density of 2D islands on the surface and the island size dis-
tribution are governed by energetic barriers such as the barrier for the surface diffusion of adatoms, 
and, additionally, by outer conditions such as the substrate temperature T  and deposition flux F . The 
strong temperature dependence of the island density is illustrated in Fig. 6(a) and (b) for the growth of 
Si on Si(111).  
At low deposition temperatures typical for MBE growth of semiconductor materials, no bond breaking 
between atoms occurs on the time scale of the experiment. In this case the critical nucleus size is one 
atom and the cluster of two atoms (dimer) represents the smallest stable 2D island. The frequency with 
which two adatoms meet each other (the nucleation rate) depends on the adatom density n as n2, and also 
on the rate of adatom surface diffusion which is characterized by the surface diffusion coefficient D : 
.2Dn
dt
dN
=  (4)
The total island density N can be found from (4) by integration. However, since the island nucleation rate 
depends strongly on the adatom density n, Eq. (4) has to be coupled with an appropriate equation for n. 
One possible approach is to use the mean field approximation assuming that the growing islands are 
surrounded by a spatially uniform adatom field. To illustrate this approach we will neglect desorption 
of adatoms from the surface, thus considering the so called complete condensation limit. The mean-
field adatom density n is determined then by the following rate equation 
,2 2 DnNDnF
dt
dn
−−=  (5)
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where the first term, F, is the deposition flux of atoms adsorbing on the surface, and the second and 
third terms are the loses of adatoms due to the island nucleation and incorporation of adatoms to the 
existing islands, respectively. The factor of two in the second term accounts for the fact that two ada-
toms are lost per nucleation event. 
 
Fig. 6: Scanning tunneling microscope images after the growth of 0.2 atomic layers of
silicon on a Si(111) surface. The islands have triangular shape due to the symmetry of the
substrate and have a height of one atomic layer (orange) or two atomic layers (yellow).
The island density depends on the temperature, as can be seen by comparison of growth at
high temperatures of 770 K (a) to growth at a lower temperature 610 K (b). Both images
have a size of 350 nm. 
It follows from Eq. (5) that the temporal dynamics of the nucleation process may be divided into two 
stages. In the transient nucleation regime, which takes place at the very beginning of the deposition 
process, the loss terms in (5) are negligible, so that adatom density increases with time as Ft. This 
leads, according to (4), to a rapid increase of the island nucleation rate and the density of stable islands 
on the surface. When the density of stable islands becomes appreciable, the adatom density n drops 
down and the system enters the steady-state growth regime, where nucleation events are rare and most 
of the depositing adatoms join the existing islands. In this regime the nucleation term 2Dn2 is negligi-
bly small and the adatom density remains nearly constant ( 0/ ≈dtdn ) because the deposition flux is 
completely balanced by the incorporation of adatoms into the islands ( DnNF ≈ ). The corresponding 
steady state adatom density can be written as: 
.
DN
Fn =  (6)
Putting (6) into (4) and switching to a dimensionless time variable Ft=θ  (total surface coverage) 
one writes 
.
2DN
F
d
dN
=
θ
 (7)
Integration of (7) yields a very useful scaling relation which links the density of 2D islands with the 
experimentally controlled parameters, namely the deposition flux F  and temperature dependent sur-
face diffusion constant D : 
.~
3/1



D
FN  (8)
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The temperature dependence of the surface diffusion coefficient D = D00 exp(-Δ Wdiff/kBT) is 
determined by the activation energy for adatom surface diffusion Δ Wdiff, which is the main 
material-specific kinetic parameter controlling the nucleation process. The scaling relation (8) 
represents a special case of the well known Venables formulae [6] for the critical nucleus size
1* =i . If the critical nucleus size is different from one, a generalized form of Eq. (8) can be 
obtained as 
,exp~ 



Tk
WFN
B
χ  (9)
where the energy parameter W  and the scaling exponent )2/( ** += iiχ  are functions of the size of 
the critical nucleus [6]. If adatom incorporation into the 2D islands is hindered by kinetic constraints 
the scaling relation (9) still holds, however the scaling exponent may take different values depending 
on the actual mechanism of the island nucleation [7]-[9]. 
The importance of the scaling relations (8) and (9) is that they show how the island density can be 
controlled by adjusting the growth temperature and deposition flux. An example for this scaling is 
shown in Fig. 7 where the density of Si islands on Si(111) is plotted as function of temperature and 
deposition flux. A fit of the experimental data with (6) and )2/( ** += iiχ  yields 6* ≈i , i.e. the criti-
cal nucleus for this particular system in the given range of the deposition conditions is 6 atoms. 
 
Fig. 7: The island density of Si islands on Si(111) shows the scaling behaviour as derived in
Eq. (9). (a) scaling behaviour as function of temperature (b) scaling behaviour as function of
the deposition flux. The line in (b) corresponds to i* = 6. This shows that the island density
can be controlled by the kinetic parameters temperature and deposition flux. 
 
Although the nucleation of the islands is a random process, the distribution of the island sizes is often 
centred around a mean value (Fig. 8). This arises due to a saturation of the island nucleation as will be 
explained in the following. In the early stage of growth (nucleation regime) islands nucleate randomly 
on the surface and the distance between the islands decreases. If the distance between the islands be-
comes about twice the mean distance which an adatom travels before a nucleation event happens, then 
the incorporation of adatoms in existing islands becomes a more probable event than the nucleation of 
new islands and around each island a “capture zone” forms. All adatoms deposited in this capture zone 
attach to the corresponding island and nucleation of new islands ceases. Without this effect the distri-
bution of island sizes would be even broader. The island size distributions for two different tempera-
tures are shown in Fig. 8. It is seen, that the peak in the island size distribution scales towards larger 
sizes with higher temperatures. This is directly related to the fact that the capture zones of 2D islands 
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become larger at higher temperature, because the diffusion flux of adatoms increases. In some cases 
also the surface reconstruction [5] or chemical passivation of the surface by a surfactant layer [10] can 
modify the island size distribution. Generally, in MBE growth the density of two-dimensional islands 
can be very accurately controlled by the kinetic parameters, temperature and deposition flux. Addi-
tionally, average island size can be controlled by the deposited amount. However, the island size dis-
tribution is quite broad due to the stochastic nature of the nucleation of the islands. 
 
 
Fig. 8: Island size distribution 
for two-dimensional Si islands 
on Si(111). The width of the 
distribution is of the order of the 
average size of the islands. Two 
distributions for two different 
temperatures are displayed. The 
narrow bins (peak at small is-
land sizes) correspond to depo-
sition at 610 K. The distribution 
with the wide bins (peak at 
larger island sizes) corresponds 
to deposition at 710 K. 
 
Thermodynamically Stable Nanostructures 
If nanosized islands were thermodynamically stable their size distribution would be narrow. A thermo-
dynamically stable island size means that the energy (per atom) has a minimum for this stable size. For 
configurations with larger or smaller islands the energy (per atom) would be higher. Therefore, one has 
just to approach thermodynamic equilibrium to obtain a very narrow island size distribution. One way to 
achieve thermodynamic equilibrium is to heat a sample with different island sizes present and wait until 
equilibrium has established. The equilibrium configuration will be established by material transport be-
tween the islands. Atoms will detach from islands with higher energy and attach to islands with a lower 
energy (per atom). However, as we will show below, in the simplest case (considering only a surface or 
edge energy term) the thermodynamically stable island size is infinitely large. This behaviour is not of 
any use for the formation of nanostructures with a narrow size distribution and corresponds to the ripen-
ing of larger islands in expense of smaller ones. Only if additional terms in the energy are important such 
as strain energy for example, the energy per particle can have a minimum for a finite particle size. In this 
case a narrow size distribution can be expected under equilibrium conditions. 
To describe material transport in a system with a variable number of atoms the chemical potential is 
used; this is the change of the energy E (of an island) when the number of particles (N) changes 
μ= dE/dN. During the equilibration process atoms detach from islands where the chemical potential is 
highest and attach to islands with a lower chemical potential. This lowers the total energy of the sys-
tem. Therefore, the material transport between different islands is governed by the chemical potential. 
A simple example is the chemical potential of square 2D islands of dimension L (Fig. 10a). Neglecting 
the constant binding energy of the substrate, the energy difference between different sized islands 
comes from the edge energy (ß is the edge energy per length). The energy of an island is 
E = Eedge = 4 Lß. The number of atoms in an island (N) depends on the dimension L as N = L2 / ω with 
ω being the area per atom. The chemical potential is then 
==
dN
dEμ .1~2
LL
ßω
 (10)
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Since μ is decreasing for larger islands infinite size islands have the lowest chemical potential 
(Fig. 10b). This means that the stable island is infinitely large. In this case the equilibration does not 
result in a stable finite island size. This equilibration by material transport between islands is also 
called coarsening because it results in the shrinkage of small islands and a growth (coarsening) of 
large islands (Ostwald ripening). 
 
Fig. 9: (a) Coarsening of a large island at the expense of small ones. (b) Chemical potential of
an island. 
 
An infinitely large stable island size is the result of homoepitaxial growth, taking only into account the 
edge energy. The situation becomes different when also elastic stress is taken into account, as it occurs 
in heteroepitaxy where two different materials grow onto each other. Here, stress is induced by the 
different lattice constants of the substrate material and the material of the islands. Atoms in a flat con-
tinuous heteroepitaxial layer are forced to maintain the lattice constant of the substrate. However, 
when a heteroepitaxial island is formed, atoms at its edges are less confined and may take more re-
laxed positions. Therefore, the island formation in heteroepitaxial growth leads to the strain relaxation. 
An energy gain due to the strain relaxation by a square 2D island can be calculated using the elastic 
theory as Estrain = 2LC ln L, where C is a constant [5]. Substituting this strain relaxation energy from 
the step edge energy results in a total energy of a strained heteroepitaxial island as 
[ ].ln22strainedge  Lß - C L  =  - EE = E  (11)
This results in the following chemical potential 
,ln
2




−
−
= L
L
C
L
Cß
ωμ  (12)
which is illustrated in Fig. 10. In this case the chemical potential has a minimum at the size 
Lmin = exp(2ß/C). This would mean that during coarsening the islands would approach this size. Larger 
islands would dissolve and smaller islands grow until all islands have the size Lmin, i.e. lowest chemi-
cal potential. This would result in a very narrow size distribution. Unfortunately, step energies are not 
known very well, so that it is not possible to predict a reliable number for the equilibrium island size. 
An experimental realization of thermodynamically stable islands has not yet been confirmed apart 
from surface reconstruction domains with a relatively large unit cell. 
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Fig. 10: : Chemical po-
tential of an island with 
an energy component 
due to elastic strain in-
cluded. 
 
If we compare the formation of nanostructures in equilibrium to the formation of nanostructures by 
growth kinetics the following advantages and disadvantages occur. Nanostructures grown under equi-
librium conditions have (under specific conditions) potentially the advantage of a narrow size distribu-
tion around the optimum size. A disadvantage is that the size is determined by the material parameters 
(strain energy and step edge energy for instance) and cannot be tuned freely. The size and density of 
nanostructures formed under kinetic conditions can be tuned easily by variation of the growth parame-
ters such as growth rate and temperature. On the other hand the size uniformity of the islands grown 
under kinetic conditions is relatively poor. 
3.2 Nanostructure Formation in Heteroepitaxial Growth 
Semiconductor nanostructures can be fabricated by self-organization using heteroepitaxial growth 
which is the growth of a material B on a substrate of different material A. Since in the case of Ge/Si, 
which we use in the following as an example, the surface energy of the epitaxial film (Ge) is lower 
than the surface energy of the substrate, there is an energetic driving force for the epitaxial layer (Ge) 
to spread out over the Si substrate. This two-dimensional layer is also called wetting layer, because Ge 
“wets” Si. In addition to the surface energy, in heteroepitaxial growth, often the lattice constants of the 
two materials are different. The lattice mismatch for the two most commonly used material systems 
Fig. 11: (a) Schematic representation of Si and Ge crystals with different lattice constants, (b) 
build up of elastic strain energy during 2D growth with Ge confined to the Si lattice constant
and (c) elastic relaxation by formation of 3D islands (Stranski–Krastanov growth). In the up-
per part of the 3D island the lattice constant relaxes towards the Ge bulk constant. The usual
form of the 3D islands is a pyramid and not like the one shown in this schematic sketch. 
433
B 4 — 12 Bert Voigtländer 
Si/Ge and GaAs/InAs is 4.2 % and 7 %, respectively (schematically shown in Fig. 11a). This lattice 
mismatch leads to a build up of elastic stress in the initial two-dimensional growth in heteroepitaxy. In 
the case of Ge heteroepitaxy on Si the Ge is confined to the smaller lattice constant of the Si substrate 
i.e. the Ge is strained to the Si lattice constant (Figure 12b). One way to relax this stress is the for-
mation of 3D Ge islands. In the 3D islands only the bottom of the islands is confined to the substrate 
lattice constant. In the upper part of the 3D island the lattice constant can relax to the Ge bulk lattice 
constant and reduce the stress energy this way (Figure 12c). The growth mode, characterized by the 
formation of a 2D wetting layer and the subsequent growth of (partially relaxed) 3D islands, is called 
Stranski–Krastanov growth mode. Examples are shown in section 3.3. 
The driving force for the formation of self-organized 3D nanoislands in heteroepitaxial growth is the 
build up of elastic strain energy in the stressed 2D layer. As a reaction to this, a partial stress relaxa-
tion by the formation of 3D islands can lower the energy of the system. The process of island for-
mation close to equilibrium is a trade-off between elastic relaxation by formation of 3D islands which 
lowers the energy of the system and an increase of the surface area which increases the energy. 
In a simple model, where the islands are just cubes with the length x, the additional surface energy for 
a film in an island morphology (compared to a strained film) is proportional to the island length 
squared (x2). The gained elastic relaxation energy compared to that of a flat strained film is in the sim-
plest assumption proportional to the volume of the island (x3). For the same total volume in the film, 
the energy difference between the three-dimensional island morphology and the flat morphology is 
� � �surf � �relax � ����� � ������, (13)
with γ being the surface energy, ε being the lattice mismatch, and C1 and C2 constants. The contribu-
tions of Esurf, Erelax and the total energy difference between the three-dimensional island morphology 
and a flat film are shown in Fig. 12 as a function of the island size x. For small sizes of the three-
dimensional islands the three-dimensional island morphology is unfavourable until to the point where 
the absolute value of the gained elastic relaxation energy (~ x3) becomes larger than the cost of surface 
energy (~ x2). For islands larger than a critical island size xcrit, the formation of three-dimensional is-
lands is energetically preferred over the two-dimensional film morphology. While this simple model 
shows the basic driving forces for the two-dimensional to three-dimensional transition, it contains 
several simplifications. For instance, in this simple model the island morphology is assumed as being 
cubes, which does not correspond to the experimentally observed island shapes. Further, the simple 
model contains only energetic considerations of two final states. Kinetic effects, like the required ma-
terial transport necessary during the two-dimensional - three-dimensional transition are not considered. 
Apart from the formation of 3D islands there is another process which can partially relax the stress of 
a strained 2D layer: the introduction of misfit dislocations. This corresponds to the removal of one 
lattice plane in a compressively strained layer. If a lattice plane is removed in regular distances in the 
strained layer a misfit dislocation network forms. Depending on the growth parameters temperature 
Fig. 12: Energy difference be-
tween a film of flat two-
dimensional morphology and a 
film morphology consisting of 
three-dimensional islands. The 
total energy difference and the 
contributions surface energy dif-
ference and relaxation energy 
are plotted. 
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and growth rate the self-organized growth can be close to equilibrium or in the kinetically limited re-
gime. At close to equilibrium conditions (i.e. at high growth temperatures or low deposition flux), the 
occurring morphology (strained layer or 3D islands or a film with dislocations) is only determined by 
the energies of the particular configurations. The morphology with the lowest energy will be formed. 
If the growth is kinetically limited, the activation barriers are important. For instance an initially flat 
strained layer can transform under kinetically limited conditions to a morphology with 3D islands or to 
a film with dislocations. What actually happens depends on the kinetics of the growth process, i.e. on 
the activation energy for formation of 3D islands compared to the activation energy for the introduc-
tion of misfit dislocations. 
3.3 Semiconductor Nanoislands and Nanowires 
Stranski–Krastanov Growth of Nanoislands 
Stranski–Krastanov growth occurs for instance in InAs/GaAs growth [6]. An example of InAs nanois-
lands grown on a GaAs substrate is shown in the TEM image in Fig. 13. The InAs islands were grown 
by MBE at a growth temperature of 775 K. The density of the islands is 4.5 x 1010cm-2 and the lateral 
island size is 17.5 ± 0.5 nm. The challenges in the growth of these semiconductor islands are to grow 
islands of desired size and density and with a high size uniformity. As in the case of the 2D islands a 
higher growth temperature generally leads to the formation of larger islands, a higher growth rate leads 
to the formation of smaller islands. The size of the islands increases with coverage. Often the density 
of the islands saturates in an early stage of the growth. These are general trends; details depend on the 
material system and the particular deposition technique. In some cases (self-limiting growth) the size 
of the islands saturates and the density increases with coverage. This kind of growth mode leads to a 
high size uniformity of the islands. The size uniformity achieved in self-organized growth of semicon-
ductor islands can be as small as a few percent. The confinement of charge carriers in nanoscale is-
lands in all three directions gives rise to atomic like energy levels. Quantum dot lasers operating at 
room temperature have now been realized [11]. The islands grown on a flat substrate are usually not 
ordered laterally due to the random nature of the nucleation process. In the following it will be shown 
how nucleation at specific sites can be achieved.  
 
 
Fig. 13: InAs nanoislands grown on a GaAs surface. (a) Imaged by plan-view TEM and (b) 
by cross sectional view TEM [6]. 
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Lateral Positioning of Nanoislands by Growth on Templates 
An example of ordered nucleation at a pre-structured substrate is shown in Fig. 14 [12]. Here Ge is-
lands nucleate above dislocation lines. When a SiGe film is grown on a Si(001) substrate, dislocations 
form at the interface between the SiGe film and the substrate. The driving force for the formation of 
the dislocations is the relief of elastic strain which arises due to the different lattice constants between 
the Si substrate and a Ge/Si film on this substrate. During annealing the dislocations form a relatively 
regular network, due to a repulsive elastic interaction between the dislocations. The preferred nuclea-
tion of Ge islands above the dislocation lines (Fig. 14a) can be explained by local stress relaxation 
above the dislocation lines providing a lattice constant closer to the Ge one. The nucleation does not 
occur randomly at the surface, but nucleation occurs simultaneously at sites which have the same 
structure. This leads to a more narrow size distribution than that for the growth on unstructured 
Si(001) substrates (Fig. 14b). 
 
Fig. 14: (a) Ordered nucleation of Ge islands on a template which is pre-structured by an 
underlying network of dislocations. (b) Germanium islands grown on a substrate without
dislocations [12]. Image sizes 10 µm. 
Monolayer Thick Wires at Step Edges 
Monolayer high steps of the substrate surface can be used to fabricate Ge nanowires using step flow 
growth. Pre-existing step edges on the Si(111) surface are used as templates for the growth of two-
dimensional Ge wires at the step edges. When the diffusion of the deposited atoms is sufficient to 
reach the step edges, these deposited atoms are incorporated exclusively at the step edges and the 
growth proceeds by a homogenous advancement of the steps (step flow growth mode [5]). If small 
amounts of Ge are deposited, the steps advance only some nanometres and narrow Ge wires can be 
grown. 
A key issue for the controlled fabrication of nanostructures consisting of different materials is a meth-
od of characterization which can distinguish between the different materials on the nanoscale. If the 
Si(111) surface is terminated with a monolayer of Bi it is possible to distinguish between Si and Ge 
areas by their apparent height in STM images [13]. Bi, which was deposited initially, always floats on 
top of the growing layer. Fig. 15a shows an STM image after repeated alternating deposition of 0.15 
atomic layers of Ge and Si, respectively. Due to the step flow growth Ge and Si wires are formed at 
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the advancing step edge. Both elements can be easily distinguished by the apparent heights in the STM 
images: the height measured by the STM is higher on areas consisting of Ge (red stripes) than on areas 
consisting of Si (yellow stripes). The apparent height of Ge areas is ~ 0.1 nm higher than the apparent 
height of Si wires (Fig. 15b). The cross section of a 3.3 nm wide Ge nanowire contains only ~ 20 at-
oms (Fig. 15c). The width of the wires can be easily tuned by different amounts of Ge and Si being 
deposited. In this way single-digit nanometre wide nanowire arrays can be fabricated [13]. 
 
Fig. 15: (a) STM image of two-dimensional Ge/Si nanowires grown by step-flow at a pre-
existing step edge on a Si(111) substrate. Si wires (yellow) and Ge wires (red) can be distin-
guished by different apparent heights. (b) The cross section across the nanowires. (c) Atomic
structure of a Ge wire on the Si substrate capped by Bi. The cross section of the Ge wire con-
tains only ~ 20 Ge atoms [13]. 
4 Vapour Liquid-Solid Growth (VLS) 
In the VLS growth method [14] small nanoparticles (often gold) induce the growth of nan-
owires which grow with a diameter determined by the formed by heating a thin deposited 
gold film which breaks up and reshapes into nanoscale droplets, as shown in Fig. 16a-b. Al-
ternatively gold nanoparticles prepared by wet chemical techniques with sizes of a few tens of 
nanometers, dispersed onto the surface are used. The melting point of the gold particle is low-
ered by forming a eutectic mixture with the substrate or the growing species. The actual 
growth of the nanowires can be performed using different kinds of deposition techniques like 
molecular beam epitaxy (MBE), chemical vapor deposition (CVD), or metalorganic vapor 
phase epitaxy (MOVPE). In VLS growth, the growth at the substrate surface is strongly sup-
pressed compared to the growth below the gold particle, which leads to the nanowire growth. 
The growing species incorporates directly into the gold droplet, or diffuses to the gold droplet 
and dissolves to the liquid gold. When the concentration of the growing species in the gold 
droplet exceeds the solubility limit, growth at the solid-liquid interface proceeds, and ideally 
single crystal nanowires form. The nanowires grow free standing on the substrate and grow 
(mostly) vertical, as shown schematically in Fig. 16c.  
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Fig. 16: Vapor liquid solid growth process. (a) A thin gold film is deposited on the sub-
strate. (b) Subsequent heating of the film leads to decomposition and formation of gold
droplets. (c) Incorporation of the growing species into the gold droplet and growth at the 
liquid-solid interface leads to the formation of nanowires. 
The VLS growth method is used for many different material systems. If the growth at the sur-
face shell of the nanowire is largely suppressed over the growth at the liquid solid interface, 
the diameter of the nanowires corresponds to the diameter of the gold particle and no tapering 
occurs. Fig. 17 shows GaAs nanowires of constant diameter which were grown using the VLS 
method.  
The VLS growth method can also be used to grow semiconductor heterostructures within the 
nanowires with atomically sharp interfaces. Fig. 18 shows an InAs nanowire (green) with 
several InP barriers (red). The rapid alternation of the composition is controlled by the supply 
of precursor species from molecular beams to the eutectic melt. Of particular interest is the 
fact that the very small diameter of the nanowires allows efficient lateral relaxation of lattice 
constant of the material in the nanowire, thereby providing freedom to combine materials with 
very different lattice constant to create heterostructures along the nanowire. The problem of 
incorporation of misfit dislocations when a critical thickness is exceeded does not occur due 
to the small lateral size of the nanowires. 
Fig. 17: GaAs nanowires grown using the 
VLS method having a diameter of about 100 
nm and a length of 10µm on a GaAs sub-
strate. The three tips of a multi tip STM seen 
in the image are used to perform four point 
measurements of the electrical conductivity of 
freestanding nanowires [15]. 
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Fig. 18: (a) Composition profile of an 
InAs nanowire, containing several InP 
heterostructures, obtained using recip-
rocal space analysis of lattice spacings 
with a TEM. InAs lattice spacings have 
been color-coded with green and InP 
spacings with red [16]. 
 
 
5 Bottom-Up Approaches for Resistive Switching 
Memories 
It has been shown that the VLS growth method can be applied to material systems relevant for 
resistive switching memories and phase change memories. Figure 19 shows an SEM image of 
ZnO nanowires, grown by the VLS method. The nanowires are still attached to the substrate. 
TEM images confirm that these nanowires are single crystalline. Subsequently, the nanowires 
are removed from the growth substrate and dispersed on a SiO2 surface for lithographic con-
tacting. Figure 19b shows a sketch of a single contacted nanowire, while in Fig. 19d an SEM 
image of a contacted nanowire is shown. After an initial “forming” process the two terminal I-
V curve shown in Fig. 19c is observed. Initially the device is in the “off” state (red curve), i.e. 
the resistance is about 109 Ω. If the applied voltage approaches 3 V the “Set” switching from 
the low conductivity “off” state to the high conductivity “on” state with a resistance of about 
102 – 103 Ω occurs. The “Reset” of the device occurs at a reverse voltage of about -1.6 V. 
Thus a resistive switching memory device with a resistance ratio between on and off states of 
106 was fabricated. The bipolar switching characteristics indicates that the mechanism of the 
resistive switching might be the formation/annihilation of metallic Cu filaments originating 
from the Cu electrode. This assumption is confirmed by control experiments with two Au 
electrodes, which did not sow resistive switching. Since the nanowires are single crystalline, 
the widely known formation of conductive filaments at grain boundaries in thin films does not 
apply for the nanowires. It is assumed that Cu ions may drift along the nanowire surface and 
form a metal filament outside. 
An advantage of nanowire based devices compared to the conventional thin film capacitor-
type resistive switching devices is that much more detailed characterization methods can be 
applied in order to study the switching properties. In the capacitor-type devices only two point 
conductivity measurements are possible using relatively large contact pads (~ 30 – 100 µm), 
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as shown in Fig. 20. Devices fabricated from horizontally arranged nanowires allow for (a) 
multi-probe measurements, (b) measurements under the influence of different atmospheres, 
and (c) field effect transistor-type measurements, which allow to study the underlying switch-
ing mechanisms in much more detail. 
 
Fig. 19: ZnO nanowires grown using the VLS method. (a) Dense array of nanowires on the
substrate. (b) Sketch of a single nanowire dispersed on a SiO2 substrate and contacted 
lithographically. (c) I-V characteristics of the nanowire shown in (d), showing resistive
switching characteristics. (d) SEM image of a ZnO nanowire contacted with contact pads.
The scale bar is 1µm [17].  
In the nanowire device shown in Fig. 19d the one dimensional character of the nanowire was 
more a disadvantage than an advantage. It was found that for longer nanowire segments the 
switching behavior becomes worse. Due to this only a short segment of the nanowire was 
used as active device component as shown in Fig. 19d. In nanowires known as core/shell nan-
owires the switching occurs in the radial, not in the axial direction.  
The formation of a core/shell nanowire is a two-step process. In a first step a nanowire is 
grown under the normal VLS growth conditions. Subsequently, in a second growth step the 
growth conditions are modified (e.g. by changing the growth temperature) such that the 
growth does not continue in the VLS mode, but that the growth occurs directly at the nan-
owire shell. Usually the nanowire shell is grown using a different material, leading to a het-
erojunction between the nanowire core and the shell.  
Figure 21a shows a schematic of a Si/amorphous-Si core shell nanowire. In this case core and 
shell consist of the same material, however, in different phases, i.e. crystalline and amor-
phous, respectively. The TEM image in Fig. 21b shows the crystalline Si core and the ~5 nm 
thick amorphous Si shell, which was grown at a lower temperature. The nanowire was litho-
graphically contacted with a Ag electrode shown in Fig. 21a and a second metal (Ni) contact 
(not shown). The I-V curve shown in Fig. 21c shows a bipolar resistive switching behavior 
with an onset voltage to the high conductivity state of ~3 V (Ag electrode positively biased). 
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The switching mechanism is attributed to silver islands that form a conducting filament in the 
“ON” state.  
One can imagine that this kind of resistive switching in a core shell nanowire could be ex-
tended towards an implementation into a cross bar array of resistive switching devices.  
Fig. 20: Unique features of nanowire resistive switching devices when compared to thin film 
capacitor-type restive switching devices [18]. 
Using the VLS method, nanowires can also be grown from phase change materials leading to 
the fabrication of a nanowire memory device switching between states attributed to amor-
phous and crystalline states. Due to the much smaller volume of the material in a nanowire 
phase change memory, compared to a thin film cell, a reduction of the programming current is 
expected. Figure 22a shows a single crystalline In2Se3 nanowire grown by the VLS method 
and transferred to a SiO2 surface. The nanowire was connected by 150 nm wide Pt intercon-
nect lines to outside electrodes.  
The device was switched between the low resistance (LRS) crystalline and the high resistance 
(HRS) amorphous state by voltage pulses of constant width and varying voltage amplitude. 
After performing the switching, the device resistance was measured at a voltage of 0.2 V. The 
device is switched from the initial LRS state to the HRS state by pulses with 20 ns width and 
a very sharp fall down edge (3 ns). The device switches to the HRS state for voltages larger 
than 7 V, as shown in Fig. 22b. For the opposite switching from the HRS state to the LRS 
state pulses with a width of 100 µs were applied which lead to a switching event for voltages 
larger than 5 V.  
Once the nanowire is in a specific resistive state, its resistance is stable and the storage of the 
data, represented by the resistance value, is nonvolatile. The resistance ratio between the two 
resistive states is 105, which is sufficient for nonvolatile memory applications.  
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Fig. 21: (a) Schematic of a 
core/shell nanowire consist-
ing of a crystalline Si core 
(red) and an amorphous Si 
shell (cyan). The nanowire is 
contacted lithographically by 
a Ag electrode (gray). The 
inset shows an SEM image of 
the actual device. (b) TEM 
image of the nanowire show-
ing the crystalline core (be-
low the dashed line) and the 
amorphous shell. (c) I-V 
curve of the switching char-
acteristic of the device [19]. 
Fig. 22: (a) SEM image of a In2Se3 nanowire grown by the VLS technique, and contacted by met-
al electrodes. (b)-(c) Device resistance after the application of voltage pulses   which were ap-
plied in order to switch between the low resistance crystalline and the high resistance amorphous 
states [20]. 
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The mechanism of the switching between the two states is due to a phase change between 
crystalline and amorphous phases through a current induced joule heating process, resulting in 
the change of electrical resistance. By applying a high and short pulse, the nanowire can be 
rapidly heated up to its melting point and then quickly quenched. Thus, the nanowire switches 
to an amorphous phase (high resistance). By applying a low and relatively long pulse, the 
nanowire is heated up to below its melting point and recrystallizes spontaneously back to a 
crystalline phase through annealing (low resistance). The dynamic resistive switching ratio for 
In2Se3 nanowires is much larger than that reported for thin film In2Se3 devices. Due to its 
small volume the nanowire memory uses orders of magnitude lower input power and energy 
to switch between the two material phases. The 20 ns pulse delivers an energy of 1.6 pJ to the 
nanowire, while the 100 µs pulse delivers only 25 fJ, due to the much higher initial resistance. 
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1 Introduction
Resistive switching describes a variety of phenomena where the resistance of a two-terminal el-
ement changes under an external electrical field between two stable states, a high-resistive state
(HRS) and a low-resistive state (LRS), e. g. [1]. Using a suitable writing procedure, multiple
resistance states are possible which may enhance the number of potential applications. Due
to the hysteretic behavior of the resistance changes, this property has been called memristive
firstly introduced by Leon Chua [2]. Hereon based memories are referred to as RRAM (resistive
random access memory) - also ReRAM, OXRAM, CBRAM, etc. when a specific functionality
or feature should be emphasized. From the device point of view one of the most interesting
aspects of RRAM is the dynamic characteristic. Unlike transistors, diodes, resistors and the
majority of electronic devices, resistive switching devices change their intrinsic properties by
external stimuli depending on their strength and duration (non-linearity and time-variance).
The exact physical mechanisms determining the switching process are still under discussion:
trap controlled space charges [3], Schottky barrier height changes [4], diffusion of oxygen va-
cancies and associated bulk and interface contributions [5], formation and dissolution of metal-
lic filaments [6] are effects among others which might play a crucial role.
Standard characterization of RRAM is mostly undertaken by quasi-static techniques available
by commercial, conventional semiconductor parameter analyzers. Quasi-static investigations
are sufficient for a first assessment of memory cells in the framework of material and process
optimization, however, possibly critical time-dependent effects may be overlooked. A crucial
property for resistive switching is the speed of the transition between the states involved. To
understand this phenomenon, it is necessary to determine the mechanisms related to switching
kinetics by measuring switching processes on a broad timescale between sub-nanoseconds and
days. Most reports published so far about the microscopic mechanisms of resistive switching
effects for non-volatile memory applications do not take into account, that a significant voltage-
time dilemma needs to be overcome for the use in memory cells [7]. One needs a mechanism
which changes the state of the memory by a write voltage pulse of several ns, while it must
withstand read voltages for up to 10 years, i. e. 3 × 108 s. Nevertheless, the read voltage may
not be less than approximately a tenth of the write voltage. Obviously, there must be switching
kinetics involved with an extremely high degree of non-linearity. Within one order of magnitude
on the voltage scale, the switching time needs to change by not less than 16 orders of magnitude.
Impedance spectroscopy is a suitable tool to study defects and trapping phenomena of deep
level states in semiconductors [8]. The measurements deliver the real and imaginary parts of
the dielectric constant. From those characteristic times are derived that are linked to specific
polarization processes as electronic, ionic, dielectric or others. Based on such investigations
Menke et al. [9] developed a microscopic model for different resistance states and the nature of
the conducting channels for resistive switching.
In the framework of this contribution, two approaches of investigating the device dynamics are
presented: (i) a current compliance (CC) during of quasi-static I-V measurements controls the
runaway current in the event of switching at which CC is realized by internal features of the
measurement equipment or by external devices (e. g. field-effect transistors), (ii) an ultra-fast
stimulus and detection is applied in order to “resolve“ the process of resistance change in the
best possible way.
The paper is based loosely on Chapter 12 “Quasi-static and Pulse Measuring Techniques“ of
Torrezan, Medeiros-Ribeiro, Tiedke which is part of book ”Resistive Switching” [10].
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2 Quasi-static current-voltage measurements
2.1 Measuring principle
The current-voltage characteristic of a resistive-switching random access memory cell is the
simplest way to evaluate its functionality. The measurement setup consists of (i) a controllable
voltage source and an amperemeter or (ii) a current generator and a voltmeter. In case (i) the
voltage across the cell is swept while monitoring the current through the device, in case (ii)
the voltage is measured as a function of the current variation. For sufficient slow sweep of the
stimulus the method is referred as quasi-static or quasi-DC. The topology for this technique is
found commercially in the form of SMUs (Source Measurement Unit) with a range of current,
voltage, and power capabilities available [11]. SMUs can also be utilized as stand-alone current
and voltage sources as well as a stand-alone ammeter, voltmeter, ohmmeter, and electronic load.
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Fig. 1: Four-terminal sensing driven
by a voltage source. Rint and R∗int de-
note the interconnect resistance.
Four-terminal sensing, also known as four-wire sensing or Kelvin sensing (Fig. 1), comes into
play when more precise measurements than the conventional two-terminal sensing are required.
Due to the interconnect resistances Rint the applied voltage of the source may significantly dif-
fer from the voltage drop across the device under test (DUT). If the input impedance of the
measuring unit is sufficient high, the voltage drop V is determined currentless and the cell re-
sistance is given by V/I . Since almost no current flows in the voltage sensing pair, interconnect
resistances R∗int to the cell bottom electrode (BE) as well as to the top electrode (TE) will not
distort the sensing.
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VSETVRESET VSET
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CC
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unipolar bipolar Fig. 2: Unipolar and
bipolar I-V characteristics
of resistive switching cells.
SET (or ON switching) at
VSET is the process from
HRS to LRS, RESET (or
OFF switching) at VRESET
corresponds to the reverse
switching from LRS to HRS.
CC guarantees irreversible
cell breakdown during SET.
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As shown in Fig. 2, quasi-static I-V measurements are able to identify characteristic switching
voltages VSET and VRESET in which the high resistance state (HRS) or OFF state passes into
the low resistance state (LRS) or ON state and vice versa. If the ON and/or OFF transition
is gradual (not shown), VSET and/or VRESET may be specified at a certain percentage decrease
(increase) in resistance [12].
Fig. 2 also displays the two principle switching modes of resistive memories: (i) the unipo-
lar and (ii) the bipolar mode. The first-mentioned one is independent of the polarity of the
switching voltages, VSET and VRESET are observed for positive as well as for negative values. It
is characteristic that ON switching needs higher voltages than the RESET process [13]. The
bipolar mode needs both the polarities for full operation. A current compliance is applied in all
cases where irreversible cell breakdown during SET have to be avoided and possible multi-level
cell switching has to be controlled [14].
2.2 Electroforming
For stable operation with repeatable characteristics, an electroforming procedure (short: form-
ing) of pristine cells is usually needed prior to the resistive switching. The forming behavior
is illustrated exemplary for two bipolar switching cells, based on strontium titanate (STO) and
tantalum oxide (TaOx), as step ”0” in the I-V graphs of Fig. 3 [15]. A common feature is the
fact that the forming voltage is higher than VSET for subsequent switching. However, the two
material systems differ in voltage polarity. Where STO necessitates positive voltage and elec-
troforms into the HRS, the situation is vice versa for TaOx. The rather extraordinary forming
process for STO is extensively described in [13], whereas the forming in TaOx is believed to be
more an initial SET process, e. g. [16], not significantly differing from subsequent set processes.
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Fig. 3: Electroforming and switching in material systems (a) Ti/SrTiO3/Pt and (b) Ta/TaOx/Pt
measured by triangular voltage signals. The numbers label the forming process (0), set (1), and
reset (2) for STO and TaOx. The voltage is applied to the top electrode with the bottom electrode
grounded, the slew rate usually is in the range of volts per second. Adapted from [15].
I-V measurements will not only deliver switching characteristics but also other information
about the conduction behavior in the LRS and HRS. On the one hand this will contribute to
identify the physical conduction mechanisms of the resistance state (like Schottky emission,
tunneling etc. [17]) and to improve the understanding of the switching process itself; on the
other hand the non-linear properties of the resistance states can be analyzed which becomes
important to develop specific device strategies to overcome the problem of sneak path leakage
current in passive cross-point memory arrays without selectors [18].
450
Short Title 5 — C1
2.3 Dependence on sweep rate
The kinetic of the switching process is directly linked to the sweep rate rV of the triangular
voltage signal during the I-V measurements. Fig. 4 a and b show the measured I-V character-
istics of ON and OFF switching of HfOx-based resistive memory devices with VSET and VRESET
increasing as the sweep rate is increased [12].
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Fig. 4: Measured I-V characteristics of HfOx
switching cells for (a) SET and (b) RESET ob-
tained at an increasing sweep rate rV =100 , 101 ,
102 , 103 V/s in which arrow indicates an increas-
ing rV [12], and (c) switching voltage VSET vs
sweep rate rV measured on a Cu/SiO2/Ir memory
cell [7].
Similar trend for VSET are also present in Cu-SiO2-based resistive cells as illustrated in Fig. 4 c
[7]. Since the sweep rate increases, the resistive cell has less time to switch and needs a higher
voltage. A clear exponential relationship between the switching voltage and the sweep rate is
observed for medium to high sweep rates rV, while for low rV values, a critical SET voltage
seems to be approached. The pronounced exponential relationship and, in particular, a critical
threshold voltage for the SET process explain how the voltage-time dilemma is overcome for
the SET process in resistive switching memory cells.
Fig. 5: Simulated results for current-
voltage sweeps with varying voltage
ramp rates giving a total sweep time
from 10 ns to 1 s. A positive volt-
age sawtooth to +0.8 V is applied
followed by a negative sawtooth to
−1.2 V. Rexternal = 70 Ω, and voltage
plotted is the internal device voltage.
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The relation between VSET and sweep rate rV is also important for the device modeling of RRAM
cells. In [19] the I-V behavior of TaOx cells was simulated for different sweep rates. As seen
in Fig. 5, VSET and VRESET increase for faster sweep rates. In case of very fast sweep times like
10−8 s that is corresponding to the red line in Fig. 5, the applied voltage is too low in order to
initiate the ON switching. A collapse of the pinched hysteresis loop to a single trace is present.
By the means of quasi-static I-V measurements the dependence of the switching voltage on
the sweep rate can be observed, however, the accessible information about the switching dy-
namics, i. e. the time-dependent evolution of the switching process, is limited, see Sec.“pulse
measurements“.
3 Current compliance and overshoot effects
As already mentioned above, the use of current compliance for the voltage source prevents
the cell from an irreversible breakdown during electroforming (or more general from an over
switching), and controls the maximum current ICCmax for multi-level operation. An example for
tuning the device resistance states of a multi-level cell is shown in Fig. 6 [20].
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Fig. 6: Result of a short-term retention
test with multi-level states of CBRAM
cells. “0“ is representing the OFF state,
different ON states were written by dif-
ferent current compliances: ICC = 20 nA
(“1“), ICC = 1 µA (“2“), ICC = 13 µA
(“3“). The cells are re-written for each
measured retention period [20].
There are two general ways to implement the CC functionality in an electronic circuit: (i)
passive and (ii) active current compliance. A passive CC bases on limiting the current with a
series resistor (as shown in Fig. 7 a) determining the maximal current for the extreme case of
short circuiting the DUT at an applied voltage VS as ICCmax = VS/RCC.
Fig. 7: Passive current limiting with (a) a series resistor and (b) a series transistor. The third
quadrant of the characteristic is influenced by the body diode
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This simple method does not have any major drawbacks and represents the safest current lim-
iting solution. However, it should be guaranteed that the limiting resistor is placed as close as
possible to the DUT. In that case, the influence of parasitic capacitances Cpar, which may origi-
nate from scope probes, cables (e. g. Cpar,BNC ≈ 1 pF/cm for a 50 Ω BNC cable), probe needles,
or device electrodes, can be neglected. Otherwise, charge and discharge of such a capacitance
would bypass the compliance element RCC in the moment of switching [21]. The capacitor
would experience a voltage drop at the rapid change of RDUT leading to a signal overshoot at
the DUT. In the corresponding equivalent circuit Cpar is parallel to the source and in series to
the DUT, the resistor and the oscilloscope. Fig. 8 of the transient device currents during the
forming of NiOx-based cells illustrates the benefit of a favorable arrangement of the setup and
the prevention of overshooting.
RCC
VS
RCC
VS
(a) (b)
Fig. 8: TiOx RRAM cell during electroforming: equivalent circuit with the compliance resistor
RCC and parasitic capacitances Cpar and measured device current for different placings of RCC:
(a) far away from the memory cell, and (b) close to the cell . Adapted from [21].
Configuration A
Configuration B
IRESET=ICC
ICC [A]
I RES
ET
 [A
]
Fig. 9: Mean measured IRESET-
ICC characteristics of succes-
sive thirty switching cycles for
two different configurations: The
circuit composed by connecting
(i) the 1T1R cell consisting of
the Pt/NiOx/Pt structure and the
cell transistor, Configuration A,
and (ii) the 1T1R cell with the
monitor pad, Configuration B.
Adapted from [22].
Instead of a resistor, a bipolar or a FET type transistor, connected in series and operating in
the saturation (active) regime, can be used as a current restricting element (see Fig. 7 b). For
a FET transistor, the current compliance level ICC is adjusted by setting the transistor gate
voltage VGS to a corresponding level of saturated drain current (given by the transistor output
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characteristics), and not controlled by the actual IDUT, i.e., there is no feedback control. From
this point of view the transistor is also a passive CC system. Further, the actual VDUT must be
compensated (VDUT = VS − VDS). However, VDS is non-linear and, therefore, the compensation
is not trivial. Furthermore, a bipolar CC can not be realized by the means of a single transistor
(due to the asymmetric output characteristic).
Similar to the resistor, optimal use of the transistor as a compliance element needs minimizing
the parasitic capacitance between the RRAM cell and the transistor. During switching VDS
increases resulting in a transient current that charges the parasitic capacitance and flows through
the DUT without any control by the transistor. For an unipolar switching device the influence of
the parasitic capacitance is illustrated by the deviation of two different cell configurations from
the expected relation IRESET ≈ ICC in Fig. 9 due to transient overshoot currents. Configuration
A has a higher parasitic capacitance than configuration B resulting in a higher IRESET and in a
more pronounced deviation from the expected behavior, especially at low ICC [22].
The active CC bases on the monitoring of IDUT and controlling the SMU sourcing output, which
is switched between the voltage source and the current source [23]. The operating principle is
shown in the block diagram of Fig. 10. It is obvious that the active CC is a feedback system.
The circuit (switch control) cannot react instantaneously since the output current must be de-
tected and compared to the threshold level ICC before. During this response time, which is
approximately 60 ns at best, the current can significantly exceed the target compliance value
and represents a potential risks for the DUT.
Fig. 11 shows a typical delay in the response of a SMU with integrated current compliance. A
significant current overshoot is observed at the beginning of the pulse at 2 s with the current
compliance being enforced after a delay of 125 ns.
Fig. 10: Principal schematic and characteristics of SMU active current compliance.
Fig. 11: Transient device current (red curve) in
a NiOx RRAM cell as measured by a SMU with
integrated current compliance. Adapted from
[10].
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4 Pulse measurements for study of switching dynamics
4.1 Basic experimental setup
The measurement of the time-dependent transient response of voltage and current to a stimu-
lus as a voltage pulse or a voltage step is a suitable tool to investigate switching dynamics of
ReRAM cells and to identify memory characteristics such as switching time and switching en-
ergy. The minimum observable timescale is determined by the slowest component of the setup:
rise and fall times of the voltage driver, the bandwidth of the measuring system to track the
switching voltage and current in real time, or intrinsic RC times from parasitic resistance and
capacitance associated with interconnects and the device structure.
A typical setup for the pulse measurement is illustrated in Fig. 12. A rectangular voltage pulse
from a generator was applied to the cell, and the voltage drop across the device is monitored
by an oscilloscope. The corresponding transient current detection by a further channel of the
oscilloscope utilizes its 50 Ω input impedance, a combination of an external resistor and an
amplifier, or another method fulfilling the target bandwidth. If there is a need to protect the
device against breakdown as already discussed in Sec. 3, a current limiting element such as a
series resistor or a transistor has to be added.
Source
Current
limiter
ReRAM
cell
Current
monitor
Oscilloscope
Fig. 12: Typical setup for the pulse mea-
surement to investigate ReRAM device dy-
namics. The location of the current limit-
ing element may differ from the one in the
illustration.
As an example, Fig. 13 a shows the results of a Ti/STO:Mn/Pt stack with a sputtered 25 nm
STO film on a 50 nm thick Ti bottom electrode. Top electrodes of the MIM cell are realized
by 100 nm Pt film patterned into 50 × 50 µm2 pads. The voltage and current transients were
measured using a Keithley 4225 PMU (pulse measurement unit) with two remote amplifiers
when a rectangular voltage pulse for SET is applied to the cell [24]. The measurement cycle
begins with +4.5 V RESET for a 10 µs, followed by a READ at 0.5 V for 1 ms. The subsequent
SET pulse is varied between -1 V to -3 V and 1 µs up to 0.9 s. A second READ verifies the
SET and completes the cycle (inset Fig. 13 b). For an applied voltage of -2.5 V a pulse width
tSET = 50µs was found. When the voltage rise a charging current of cell capacitance with
RextC = 72 ns is observed followed by an exponential relaxation. The relaxed current remains
on a constant level of 150 µA for 30 µs before it jumps to a higher level of 300 µA. The levels
are identified as the HRS and the LRS. The SET time tSET is the time between the beginning
of the pulse and the onset of current increase. Fig. 13 b illustrates by plotting “log tSET(VSET)“
that the switching time steeply decreases as a higher voltage is applied. Between −1.35 V≤
V ≤ −2.5 V the SET time shows a strong non-linearity of approximately seven orders of
magnitude (1 s to 200 ns). In further references about studies of switching kinetics in STO-
based ReRAM devices even nine orders of magnitude was found for an icrease of the voltage
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from 1 V to 5 V [5]. In HfOx/AlOx bilayer cells a decrease of four orders of magnitude in the
pulse width is achieved when the pulse height is increased by about 1 V [25].
Fig. 13: (a) One exemplary voltage (blue) and current (red) transients of switching of a STO
memory cell after applying a 2.5 V SET pulse, (b) tSET as a function of the applied voltage,
experiment (blue) vs. model (red). The inset shows the applied pulse train schematics, see also
[24].
From the measured device voltage and device current it is possible to extract many other dynam-
ical variables for the SET as well as for the RESET process: device conductanceG, resistanceR,
energy differential of conductance dG/dE etc, see [26]. An example is shown in Fig. 14: G
changes considerably with the initial energy expenditure, but after that there is barely no change
with any additional energy injected resulting in a waste of energy and/or a potential cell dam-
age. Due to the fact that a steep decrease in switching energy (analogue to the switching time
mentioned above) with increasing the applied voltage reduced write energy can be obtained by
using short write pulses with higher voltage amplitude. [25, 27].
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Fig. 14: (a) ON-Switching of a 10 × 10 µm2 TaOx cell by three different positive amplitude
pulses applied at time t = 0 for 300 ns, and (b) conductance as function of time, (c) resistance
change in per cent (ROFF−RON)/RON as a function of energy expended during ON switching.
[26].
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4.2 Comparison of quasi-static and pulse measurement
As already illustrated in Fig. 13 a and shown again in Fig. 15 a the switching time tSET can
directly be determined from pulse measurements. The same information is achieved by the
means of I-V sweep measurements with a given sweep rate rV. Using the relation
t∗SET =
VSET
rV
rV =
∆V
∆t
(1)
a switching time t∗SET can be calculated from the sweep measurements (Fig. 15 b). It is obvious
that t∗SET = tSET. A common plot of switching time data in Fig. 15 c confirms the conclusion.
The reverse procedure is also possible: an I-V curve can be constructed when the current at a
given voltage is taken after a specific time ∆t0 from pulse measurements of Fig. 15 a. After
∆t0 the current may be in the HRS, LRS or in an intermediate state. For ∆t0 = 1 ms
I(V )|∆t0=1ms (2)
shows a qualitatively identical behavior compared with the direct measured I-V curve, see
Fig. 15 d. The different switching voltages results from the uncertain assignment of the voltage
ramps.
(a)
(b)
(c)
(d)
Fig. 15: (a) Transient voltage and current response , (b) I-V sweeps with different voltage
ramps rV in which only the quadrant of the SET process is shown, (c) switching times by different
techniques, and (d) directly measured and (from the results of pulse experiments) constructed
I-V sweeps.
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4.3 Experimental setup and results for nanosecond switching
For the observation of voltage and current dynamics in RRAM cells in the nanosecond timescale,
the technique shown in Fig. 16 has been used [28, 29]. Pulses of 1 ns at full width at half max-
imum (FWHM) are passing an impedance matching network which produces an attenuated
signal in the pick-off port and another with little attenuation towards the electrode of the device.
The other device electrode is connected to Rshunt monitoring the device current through two
stages of operational amplifiers (OPA) with an overall voltage-to-voltage gain of 10x and 200x,
respectively. The signals were sampled by a fast oscilloscope with GHz bandwidth. Besides
minimizing parasitic capacitance, any remaining capacitor in the sample path should see a low
equivalent resistor wherever is possible to reduce RC loading.
The setup includes an AC method to determine the device state before and after a fast pulse. It
is comprised of a lock-in amplifier, located at the 400x output of the second stage of the OPAs
and a kHz sin wave generator with an amplitude small enough to avoid any disturbing of the
memory cell state. Here, device resistance up to 50 MΩ can be measured.
Fig. 16: Combined setup for the investigation of switching dynamics in RRAM devices in the
nanosecond regime: (a) scheme and (b) picture of the PCB with access the cell by probing
needles [28].
As an example nanosecond switching of nanocrossbar TiO2 devices was demonstrated Fig. 17.
The observed high peak current could cause a high cell temperature by Joule heating, which
may able to accelerate the switching process, i. e. to reduce the switching time [29]. Switching
time of 1 ns has also been observed in GeTe phase change memory cells utilizing the described
setup [30].
Fig. 17: (a) RESET and (b) SET for 100 × 100 nm2 nanocrossbar TiO2 cell [29].
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5 Pulse measurements for sub-nanosecond switching
5.1 High-frequency basics
Due to the fact that signal processing in the high frequency (HF) range has to be described rather
by the point of view of wave propagation than by conventional voltage and current, ultra-fast
transient electric measuring techniques require a specific approach. At the upper MHz, GHz and
over-GHz frequency range the components and interconnections are considered as microwave
(MW) components and transmission lines (TLs), i.e. as elements with distributed parameters
instead of lumped elements. Voltage and current vary in magnitude and phase over the length of
the MW component or the TL. Critical values for the adoption of the TL concept can be given
in the time regime [31] as well as in the frequency/wavelength regime [32]:
∆t ≤ 1
2
trise  ≤ λ
8
(3)
The first expression benchmarks the one-way propagation delay∆t due to the lengths of cables,
wires or PCB (printed circuit board) tracks with respect to the applied signal rise time trise, the
second one compares the physical length of the signal line  with one eighth of the wavelength
of the signal λ. Assuming a signal rise time trise = 500 ps and a relative dielectric constant of
εr = 4.0, a critical TL length  > c0trise/2
√
εr ≈ 7.5 cm is calculated from the first part of Eq. 3.
50%
trise
Δt1
Δt2
Generator
TL ℓ1
TL ℓ2 > ℓ1
Fig. 18: Propagation delay ∆t
due to the path lengths with re-
spect to the applied signal rise
time trise.
In addition, the rise and fall times trise and tfall determine the minimal bandwidth of a system
required for a correct signal processing. An approximate rule is expressed by
fmax =
0.35
trise, tfall
. (4)
In order to guarantee an optimal power transfer from the source to the load or any intercon-
nection in the HF system, impedance matching of load and source resistance is a crucial re-
quirement (”maximum power transfer theorem” [33]). A TL is modeled as an infinite series of
elementary components specified per unit length as a series resistorR′, series inductor L′, shunt
capacitor C ′, and a shunt conductance G′ resulting in a TL impedance:
Z0 =
√
R′ + jωL′
G′ + jωC ′
(5)
The majority of HF components features a characteristic impedance Z0 = 50 Ω. In case of
impedances mismatch of a device under test (DUT) or another component or junction with
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Fig. 19: S-parameter of a 2-port network with in-
cident power wave ai =
(
Vi/
√
Z0 + Ii
√
Z0
)
/2
and transmitted or reflected power wave bi =(
Vi/
√
Z0 − Ii
√
Z0
)
/2 which are defined as lin-
ear combinmations of voltages and currents.
Z1 = Z0 in the line, a part of the power will be reflected back to the source. The rate of
reflection is described by the reflection coefficient:
Γ =
Z1 − Z0
Z1 + Z0
. (6)
Each individual component whose impedance matching is not ideal can be regarded as a two
port network element. Typically the scattering (S-)parameters are used in the HF regime to
characterize such a two port network, e.g. [34]. The S-parameters relate to relatively simple
measurements of power waves such as gain, loss, and reflection coefficient and avoid connec-
tions of undesirable loads to the DUT [35]. Fig. 19 illustrates the conventions of the incident and
reflected/transmitted power wave direction and the parameter flow on a generic two-port net-
work using the two-dimensional relations between the scattering matrix and the power waves.
ai represents an incident wave, bi a reflected or transmitted one:(
b1
b2
)
=
(
S11 S12
S21 S22
)(
a1
a2
)
Sij =
bi
aj
∣∣∣∣
ak=0
, k = j. (7)
S11 and S22 are the forward and reverse reflection coefficients with the opposite port terminated
by Z0 = 50 Ω, and S12 and S21 are the forward and reverse gains assuming a termination at
both the source and load site with Z0 = 50 Ω in order to fulfill the measurement instruction
ak = 0 as defined in (7). In the framework of characterization of resistive switching devices
S-parameter are commonly used for frequency-dependent network analysis and optimization of
circuit design with respect to impedance matching. Besides the optimization of lines, cables,
interconnects, the most critical component of the HF test setup is the resistive switching cell
itself. Its variable resistance - which is just the desired functionality - turns it into an imperfectly
matched component.
5.2 HF measuring setup
A scheme of a suitable testing setup for the observation of ultra-fast switching with real time
monitoring is shown in Fig. 20 [37]. A fast source generates a single-shot, short pulse which
is split into a low-loss TL comprising the DUT, i.e. the ReRAM cell, and into a reference
TL. Both the lines are attenuated and routed into the ports of a high-bandwidth, multi-channel
oscilloscope terminated by an impedance Z0 = 50 Ω. All the interconnections in the system are
generally considered as ideally 50 Ω impedance matched with exception of the DUT. Therefore,
the applied signal is partially reflected at the mismatched interconnection. As already mentioned
above, the DUT even changes its resistance during the pulse. Fig. 20 visualizes the influence
of an ideal series resistor RDUT to the transient signal behavior. It is obvious that the scope
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monitors not only the transmitted voltage pulse Vtrans through the ReRAM (green path), but also
the incident voltage pulse Vinc from the pulse generator (red path) and the reflected voltage pulse
Vref from the DUT (blue path).
Mismatch
Pulse
generator
Splitter
Oscilloscope
Fig. 20: (a) Scheme of the setup with pulse generator and signal paths, see text, and (b) sim-
ulation of signal transformation at the reference (Ch1) and the DUT (Ch2) output ports in
dependence of different resistances 0 Ω ≤ RDUT ≤ 100MΩ. Delay times caused by the coaxial
cable lengths as well as by the 6 dB attenuation by the power splitter are modeled for a real
actual setup assembly and result in t0 = 0 ns, t1 = 4.5 ns, t2 = 17.5 ns, and t3 = 19.5 ns
without taking into account the attenuators (ATT).
The utilized measurement equipment depends on the frequency regime, e.g. [38]. For the
pulses between 100 ns and 0.8 ns a PSPL 2600C Turbo pulse generator deliver 0 dB attenuation
a bipolar output amplitude of −45 V≤ Vˆ ≤ 50 V with pulse rise/fall times trise ≈ 250 ps and
tfall < 800 ps. The output attenuation is adjustable from 0 to 70 dB in discrete 1 dB steps. The
signal from the generator output is divided via a PSPL 5333 power splitter which introduces
a 6 dB attenuation per port. The oscilloscope Tektronix DPO73304D, 4 analog channels, 33
GHz, 100 GS/s single shot, provides sufficient bandwidth and sampling rate for the application.
In order to avoid any damage of the oscilloscope input circuitry fixed 20 dB attenuators are
inserted. For shorter pulses between 1 ns and 100 ps slight modifications in terms of pulse
generation and signal routing are required. A PSPL 12050 12.5 GHz pattern generator produces
pulses with a length down to 76 ps and 25 ps rise/fall time. However, a single pulse must be
isolated from the continuous pattern and amplified from the given output amplitude in the range
between 0.25 VPP and 2 VPP to a level which is sufficient for the ReRAM switching operation.
For this reason it makes sense to give up the power splitter, i.e. an additional 6 dB damping.
and analyze only the signal passing through the DUT. The reference is measured directly at the
trigger module output, prior to coupling to the DUT.
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5.3 Design of integrated resistive switching cell
In HF systems signals are transmitted in different ways, e.g. waveguides, two wire lines, coaxial
lines, or planar transmission lines. Planar transmission lines are available in form of striplines,
microstrip lines, slotlines, coplanar waveguides or further types with related geometries. The
preferential design for the ReRAM prototyping is the coplanar waveguide (CPW) [40] enabling
a compact device integration, easy feasibility and low costs. The concept is generally usable
from DC to 60 GHz. Unlike microstrip and other waveguide types, the CPW places the sig-
nal and ground on the same layer of the substrate, see Fig. 21. The CPW approach is CMOS
compatible for device integration [36]. Hence the CPW waveguide metals can be deposited and
structured on a silicon wafer by photolithography together with active materials exhibiting resis-
tive switching, forming an HF compatible prototype of a planar (”sufficient thin”) ReRAM cell.
Parameters of CPW are set by the physical properties and the geometry of the used substrates
and electrode materials. The impedance Z0 = 50 Ω is determined by the substrate thickness h,
the permittivity εr, the metal thickness t, the stripe width w, and the gap width s, e. g. [39],
see Fig. 21a,b. The tapered shape of the waveguide guarantees a constant impedance when the
signal is guided from the large pads for coaxial probe tips to the small dimensions of the active
device in the middle conductor (Fig. 21c).
Substrate
Dielectric
Metal
(a)
(b)
w s
h
(c)
(d)
TaOx
Ta
Pt
(e)
Fig. 21: (a) A coplanar waveguide structure: a single layer metal pattern on a dielectric sub-
strate, comprising middle signal stripe and two ground planes. (b) Distribution of electric and
magnetic field in CPW adapted from [36], (c) tapered line (w = 100µm, s = 50µm) with an
active ReRAM element inside the red circle (w = 5µm, s = 2.5µm), (e),(f) side-views of a
Pt-TaOx-Ta ReRAM cell with an area of overlapping electrodes of A = w × 10µm.
Themeasurement setup for the ReRAM cell in series with the tapered CPW is represented by the
equivalent circuit as shown in Fig. 22. The resistive switching element is described by a resistor
and capacitor in parallel, additional resistors RTE and RBE as well as capacitors Ci result from
parasitic effects, e. g. by electrodes and by the current through the ReRAM device capacitance
associated with the geometry and material stack of the memory cell. The current through the
resistive switching cell IDUT and the voltage drop across the cell VDUT can be obtained from the
single-shot measurement of Vinc and Vtrans.
Vinc = Vref + Vtrans VDUT = 2 (Vinc − Vtrans) IDUT = Vtrans
Z0
. (8)
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Fig. 22: Equivilant circuit of a ReRAM device including signal propagation.
5.4 Ultra-fast resistive switching of tantalum oxide cell
Exemplarily, results of picosecond and nanosecond SET pulse measurements are shown for a
CPW TaOx resistive switching device [38]. The scheme of Fig. 23 illustrates the procedure.
In order to fix a defined starting condition the cell was switched to the OFF state by a default
RESET sweep. The SET pulse was varied with respect to amplitude and length constant. After
each SET process the device was read out with a 100 mV bias voltage and subsequently a
complete SET-RESET sweep.
Fig. 23: Time signal scheme of the
SET switching procedure [38].
Fig.24 a shows a series of current transients of the output signal acquired on the 50 Ω oscillo-
scope’s input when 10 ns pulses of different levels are applied on a 10 × 20 µm2 TaOx CPW
ReRAM device. By subsequent voltage sweeps R(V ) as depicted in Fig.24 b the resistance
state is analyzed in which the initial point of the curves (-0.05 V) denotes the resistance level
immediately after the specific applied pulse. The actual resistive switching event tSET is matched
(a) (b)
Fig. 24: SET pulses with different amplitudes. The levels in dB denote the attenuation of -45 V
(0 dB) signal magnitude, and (b) plots of the subsequent I-V sweeps following the procedure of
Fig. 23 [38].
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to the breakpoint in each transient current response marked by points. tSET is decreasing with
increasing the voltage level. The signal overshoots at the beginning and the end of the pulse are
caused by the device capacitance, i. e. the electrode overlap in the CPW tapered area. When
the pulse amplitudes do not exceed a switching threshold voltage, the cell stays in the OFF state
and the passing signal is affected only by the cell capacitance. For a 10 ns pulse length the
threshold value is -1 V (att. ≥33 dB). At pulse amplitudes −1.1 V ≤ Vpulse ≤ −2.9 V, the cell
is switched to an intermediate resistive state, with resistance value proportional to the signal
attenuation level. The feasibility to tune the ON resistance value with the means of the signal
amplitude was already introduced as multi-level switching. For Vpulse ≥ −3.2 V (att. ≤23 dB)
the cell is set to a ”hard ON” state.
(c)
Fig. 25: Results of spice tran-
sient analysis. The variable pulse
amplitude determines the switch-
ing delay, switching speed and
RDUT after the pulse, see also
Fig. 24. The resistance change
is controlled by a linear changing
time variable. The depicted tran-
sients show current over a 50 Ω
termination resistor [38].
A spice model (LTspice [41]) is used to simulate the HF response of a ReRAM cell integrated
in a tapered CPW line [38]. The input pulses are realized by rectangular pulses combined
with phase shifted sine half periods as rise/fall edges similar to the actual generator signal
form. The TL are considered as lossless with a time delay 4.5 ns/m. The ReRAM device is
modelled by the actual resistance R, the capacitance of the electrode overlapping area CReRAM,
the series resistance of the electrodes RBE,TE, and by the distributed stray capacitance Ci as
shown in Fig. 22. Fig. 25 illustrates the simulation results of 10 ns pulse series which are in
good agreement to the experimental data of Fig. 24.
Fig. 26: (a) Measurements of 250 ps SET pulses on a 10 × 20 µm2 TaOx CPW ReRAM de-
vice with different amplitudes, and (b) plots of the subsequent voltage sweeps following the
procedure of Fig. 23 [38].
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Resistive switching also present at pulse widths down to the order of 102 ps, with multi-level
characteristics even [38]. Unfortunately, the switching event is not observable directly due to
the fact that the switching event occurs already during the pulse rise time (dominating effect of
the cell capacitance). A readout is needed to confirm a resistance change after a sub-ns pulse
was applied at the cell. The results are plotted in Fig. 26.
6 Conclusion
In this contribution electrical characterization of resistive switching memory cells with focus on
the device behavior upon current compliance, and device time dependence down to picosecond
timescale is addressed. For RRAM devices, there is a need for proper dynamical device char-
acterization which are beyond simplistic analysis available by the means of commercial tools.
Impedance matching, prevention of parasitics, and detailed know-how of driver performance is
crucial for fixing device parameters.
The performance of the presented different measurement methods is summarized in a common
plot of Fig. 27. The results show the switching (SET) time as a function of voltage pulse
amplitude for a single TaOx cell over a timescale of 15 decades. This demonstrates on the one
hand the potential of the electrical characterization setup, and on the other hand, the excellent
switching kinetics of TaOx memory cells which are able to overcome the voltage-time dilemma
of RRAM devices.
Fig. 27: SET switching time of 15×20 µm2
TaOx CPW resistive switching device as
a function of voltage. The measurements
were conducted on a same device using
multiple measurement setups in order to
cover broad timescale. The switching
kinetics extends over 15 decades at the
timescale [38].
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1 Introduction 
A deeper understanding of the interrelation between electrically induced resistance changes 
and modifications of the atomic and electronic structure are prerequisite for the development 
of valence change memories with predictable memristive device performance and stability 
[1]. At first glance, it may appear surprising that X-rays can be used to contribute to the phys-
ics of defect-related, localized transport phenomena in thin films. However, X-rays can be 
used for much more than determining the average lattice structure of bulk crystals. Under 
grazing incidence, all X-ray techniques become surface sensitive [2], and the X-ray penetra-
tion depth of a few nm under total reflection is well suited to the nanoscale films employed in 
devices. Moreover, the size and shape of non-periodically spaced filamentary structures can 
be investigated by small angle X-ray scattering, a technique widely used in soft matter re-
search [3]. Last not least, the advent of 3rd generation synchrotron sources has brought about 
the possibility to focus X-ray beams down to the nanoscale, thus allowing also extreme spatial 
resolution with scattering methods [4]. 
The outline of this lecture is as follows. First, we start with a short repetitorium of conven-
tional X-ray scattering from crystals to lay a foundation for concepts like cross section and 
charge scattering before deriving well-known results like the Laue and Bragg equations. In 
the following chapter, small angle X-ray scattering (SAXS) is introduced as a standard tech-
nique for the structural characterization of objects randomly distributed in a matrix, for ex-
ample colloids in solution. Emphasis is laid on the proper generalization of results from - and 
analogies with - X-ray diffraction from crystals. The fourth section sums up the principles of 
X-ray optics under grazing incidence, which leads in a natural way to near-surface sensitivity 
by total external reflection. The last section introduces, finally, grazing incidence small angle 
X-ray scattering as a tool combining grazing incidence with SAXS for the study of inhomo-
geneities in thin films. The section concludes with an application to filament formation in 
memristive devices. 
In the world of nanostructured materials, diffraction and scattering phenomena caused by the 
interaction of radiation with matter provide useful probes for the investigation of structural 
properties at atomistic and mesoscopic length scales. Although the interaction processes are 
usually understood as diffraction of waves or collision of particles, quantum physics tells us 
that the classical distinction between particles and waves is meaningless, since quantum ob-
jects like photons, electrons, or neutrons behave according to the laws of quantum physics 
with particle and wave like properties. Only in certain situations they can be described ap-
proximately as classical particles or waves [5]. In this sense, the words particle and wave 
must be used exchangeably for the description of what is a generic quantum process. This 
usage of words must be kept in mind also for the present lecture, when the classical wave pic-
ture is predominantly, but not exclusively used to describe scattering processes.  
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2 X-Ray Diffraction from Bulk Crystals Revisited 
2.1 Elementary Scattering Theory 
Scattering experiments usually consist of a beam of incoming particles (photons, electrons, 
neutrons,…), which are deflected at a target and then registered at a detector, whose position 
is defined by its direction relative to the incident beam, described by the two angles (ϑ, ϕ), 
which we will denote by the shorthand Ω (solid angle). For a parallel and monoenergetic 
beam of incident particles, the incoming wavefunction can be represented as a plane wave 
����(�) = � ����, (1)
where A is a normalization factor and k the wavevector, which is proportional to the momentum 
�� of the particles. If the interaction is elastic and has a short range, the scattered wave outside 
the interaction region of the target (located at � = �) can be described by a spherical wave 
�����(�) = �(Ω)
����
� . 
(2)
(cf. Fig. 1). Elastic interactions do not change the energy of the incoming particle and the ab-
solute value of the wavevector: �� = � = |�| = ����. The factor �(Ω) contains the infor-
mation about the scattering process [6]. The total wavefunction outside the interaction region 
can be written as 
������(�) = ����(�) + �����(�) = � ����� + �(Ω)
����
� �, (3)
where �(Ω) = �(Ω)�� has the dimension of a length and is often known as scattering ampli-
tude or "scattering length", a concept which will be discussed in more detail below. 
 
Fig. 1: Schematic view of the 
scattering process from a fixed 
target. The thin curves indicate 
lines of equal phase and equal 
amplitude and the thick wavy 
curves indicate the amplitudes 
of the incident and scattered 
wave that have the 
wavevectors k and k' [6]. 
An important quantity for the experimental discussion of interaction processes is the concept 
of a cross section, which is defined as the ratio of the current of scattered particles and the 
current density of incident particles. A schematic view of the situation is given in Fig. 2. The 
interpretation of |����(�)|� = |�|� and |�����(�)|� = |�(Ω)|���� as (probability) densities 
of the incident and scattered particles and the volumes defined in Fig. 2 can be used to obtain 
these currents. The number of incident particles which cross the surface Δ��during time Δt is 
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given by � = � Δ� Δ� |�|�, and the number of scattered particles which reach the detector 
through an opening angle ΔΩ at a distance � from the target during time Δt is given by Δ� =
� Δ� ��ΔΩ |�(Ω)|����. The ratio of the current of scattered particles and the current density 
of incident particles is 
Δ� = Δ�� Δ�⁄ = |�(Ω)|
� ���� ΔΩ, (4)
from which 
� = � �Ω |�(Ω)|� (5)
follows.  This quantity has the dimension of an area and is called cross section of the scatter-
ing, whereas 
��
�Ω = |�(Ω)|
� (6)
is called the differential cross section. Obviously, counting the number of particles at the de-
tector only yields information on the scattering intensity |�(Ω)|�, but not on the scattering 
amplitude f(Ω). This is known as the phase problem that exists in the interpretation of scatter-
ing experiments, since the information on the phases is lost. 
 
Fig. 2: The number N of incident particles, which cross the surface �� during time ��, 
are contained in a parallelepiped of base �� and height � ��, where v stands for the 
particle velocity. The number ��  of particles, which reach the detector through an 
opening angle �� at distance r from the target during time �� are contained in a conic 
volume of base �� ��  and height � ��. Adapted from [6]. 
2.2 Laue and Bragg Equations 
The scattering of X-rays occurs from the total electron density � of a sample. The amplitude 
�(Ω) of elastic scattering (Thomson scattering) can be written as a phase-adjusted sum that 
depends only on the scattering vector �� = �� � �: 
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�(�) = ��� � ��� ����� � ��(� � ��),
�
���
 (7)
where �� = 2,818 ⋅ 10��� m is the classical electron radius, the minus sign signifies a phase 
shift of 180°, and the scattering density is broken down into a sum of atomic densities. �� de-
notes the atomic positions of a set of N atoms. By a shift of the integration variable, the last 
equation is changed into 
�(�) = ��� � �����
�
���
 � ��� �������(�) = ��� � �����
�
���
��(�). (8)
This shows that the scattering amplitude can be written as a sum over phase factors, which 
depend on the atomic positions, multiplied by single atom scattering amplitudes. The ��(�) 
are also called atomic form factors, since the detailed shape of the electron distribution de-
termines the interference at finite scattering angles - in other words, ��(�) stands for the 
angular-dependent ‘scattering strength’ of the atom at position n. If all atomic form factors 
are identical, the scattering intensity is proportional to � �(�) |�(�)|�, where the structure 
factor �(�) is defined as 
�(�) = 1� � �
����
�
���
�
�
= 1� � �
��(���� ��)
�,��
. (9)
The structure factor describes the interference effects of the scattering at the atomic positions 
�� and ���. 
For crystalline solids the consideration of the structure factor is particularly relevant. In such 
systems the atoms are arranged on the points of a lattice. For a Bravais lattice, which is char-
acterized by a primitive unit cell containing only one atom, the lattice vectors �� can be rep-
resented as combinations of three linearly independent basis vectors ��, �� and �� in the 
form �� = ���� � ���� � ���� with integer numbers ��, �� and ��. 
The situation for the body centered cubic (bcc) and face centered cubic (fcc) lattices, which 
are important structures for many elemental metals, is illustrated in Fig. 3. In Bravais lattices 
the sum over the phase factors can be written as 
 
Fig. 3: Body-centered cubic (left) and face-centered cubic lattices with a choice of possi-
ble basic vectors [7]. The conventional (non-primitive) cubic unit cell contains two and 
four atoms, respectively. 
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� �����
�
= � �������
��
����
� � �������
��
����
� � �������
��
����
�� (10)
with � = �� �� �� being the total number of atoms. By summing up the geometric series 
� �������
��
����
= sin(�����/2)sin(���/2) �
��(����)���/�� (11)
the structure factor �(�) is then obtained as  
�(�) = 1� � �
����
�
���
�
�
=  1�
sin� ��� ���2 �
sin� ����2 �
sin� ��� ���2 �
sin� ����2 �
sin� ��� ���2 �
sin� ����2 �
 (12)
From the maxima of the curves shown in Fig. 4, it can be deduced that large contributions to 
�(�) arise only from values of � which are determined by the conditions 
��� = 2� ��� ��� = 2� ��� ��� = 2� �� (13)
with arbitrary integer values ��� ��� ��. These conditions can be satisfied by all Q-vectors 
� =  ℎ��� + ℎ��� + ℎ��� (14)
 
 
Fig. 4: The function ����(��/2) / ����(�/2) for � = � and � = �. The 
maximum intensity is given by �� and the peak width is approximately given 
by 2�/�. For large N, the peaks approach δ functions, and the side maxima 
disappear. [6] 
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with integer numbers ��, �� and ��, if the vectors ��, �� and �� obey the condition �� �� =
�� ���. The vectors ��, �� and �� can be explicitly constructed by 
�� =
��
� (��  �  ��),   �� =
��
� (�� � ��), �� =
��
� (�� � ��), (15)
where � = �� ∙ (�� � ��) is the volume of the unit cell. They are the basis vectors for the 
reciprocal lattice, which is associated with the real space lattice: 
���� = ��� � ��� � ���, (16)
with integer values �, �, �. For very large periodic assemblies of atoms (e.g., macroscopic 
crystals), the ratio of the sin functions in Eq. (12) can be replaced by a δ function in the limit 
� � �, yielding a structure factor of the form 
�(�) = � �(� � ����).
�,�,�
 (17)
This shows that scattering occurs only if the scattering vector � coincides with a reciprocal 
lattice vector ����, hence the importance of the reciprocal lattice for waves interacting with 
crystals. Since real crystals are neither infinite nor consist of exactly periodic repetitions of 
the unit cell, not only sharp Bragg peaks at � = ���� are observed, but also diffuse scattering 
exists between the peaks, which contains information on the real structure of the crystals. 
The main peaks are of course the well-known Bragg reflections. Their positions in reciprocal 
space reveal the metrics of the unit cell (lattice constants �, � and � and unit cell angles �, � 
and �). The experimental width of the Bragg peaks is not only determined by the size of the 
coherently scattering volume (mosaic distribution, internal strain, etc.), but depends also on 
the experimental resolution. 
The visualization of the scattering condition Eq. (17) leads to the famous Ewald construction. 
For simplicity, we will take a simple cubic lattice as an example. Fig. 5 shows a part of a 
plane perpendicular to the �001� direction, resulting in a quadratic arrangement of reciprocal 
lattice dots. According to Eq. (17), they represent possible Bragg reflections if the scattering 
vector � points to a point of the reciprocal lattice. We now use the notation �� for � and 
�� for ��, yielding ���� = |��| = � for elastic scattering. The scattering vector is defined by 
the incoming beam (represented by ��) and the position of the detector (represented by ��): 
� = �� � �� (18)
Since the Laue condition 
� = ���� (19)
requires that the scattering vector coincides with a point of the reciprocal lattice, Eq. (18) and 
(19) can be solved graphically in the following way for a given reciprocal lattice (Ewald con-
struction): 
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• Note that, according to Eq. (19), � and the reciprocal lattice must share the same 
origin. In the Ewald construction, this is ensured by placing the endpoint of the incom-
ing wavevector �� at the origin of reciprocal space. In accordance with Eq. (18), then 
� will start from the origin. 
• Next, all possible �� are represented by drawing a circle of fixed radius � around the 
starting point of vector ��. In three dimensions, the circle becomes the so-called 
Ewald sphere. 
• According to Eq. (18), all experimentally possible scattering vectors for elastic scatter-
ing are found on that circle (sphere in 3D). Their magnitudes range from zero (scat-
tered beam parallel to the incident beam, forward scattering) to �� (scattered beam an-
tiparallel to the incident beam, backscattering). 
• Eq. (19) implies that a Bragg reflection is only observed if the Ewald sphere cuts 
through a reciprocal lattice point. This must be arranged for in an actual experiment, 
either by rotating the reciprocal lattice (e.g., the crystal, cf. Eq. (15)) or by choosing a 
different scattering vector, or both. 
 
Fig. 5: Reciprocal 
space and vector 
representation for 
elastic scattering, 
showing the Ewald 
construction for Bragg 
reflection. 
Which scattering vector to choose in order to probe a certain set of crystal lattice planes? Eq. 
(19) gives the answer by taking the norm, resulting in a scalar version of the vectorial Laue 
equation, which yields of course the familiar Bragg equation: 
|�| = |����| 
�� ��� � = �������� 
����� ��� � = � 
(20)
The Bragg equation (20) states that the detector must be placed an angle of �� with respect to 
the incident beam in order to detect Bragg reflection from lattice planes with a spacing of 
����. However, this is only a necessary condition; the vectorial nature of Eq. (19) requires a 
proper alignment of the reciprocal lattice as well. Note that the index ��� related to the ����� 
Bragg reflection is usually not reduced by its greatest common divisor, hence the right-hand 
side of Eq. (20) does not contain multiples of �, as often found in elementary derivations of 
the Bragg condition based on interference from two lattice planes at fixed distance. 
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3 Small Angle X-ray Scattering  
Small angle X-ray scattering (SAXS) is a technique widely used in materials science to char-
acterize and analyse quantitatively agglomerates on a much larger scale than interatomic dis-
tances (up to 1000 nm) [3]. This can be achieved with typical X-ray wavelengths of the order 
of 0.1 nm by exploiting the diffuse halo around the primary beam after interaction with the 
sample (see Fig. 6). In generalization of Eq. (20), it can easily be understood that the scatter-
ing geometry must involve scattering at small angles to resolve very large structures like col-
loidal particles or polymers: the modulus of � must be equal to �� over a characteristic length 
of the sample under study. Therefore, to study large length scales it is required to make Q 
very small (hence reciprocal space!), which implies at fixed wavelength small scattering an-
gles. In practice, scattering angles up to about 5° are used together with an area detector.  
The incoming monochromatic X-ray beam is scattered elastically from the electrons of the 
sample; however, only structural inhomogeneities of all kinds (chemical, topological,…) con-
tribute to the diffuse halo, which is detected as a function of �. The primary beam is typically 
blocked by a beamstop in order to be able to use a highly sensitive 2D detector, which could 
be damaged by receiving the direct beam. The size of the beamstop, as well as the dimension 
of the primary beam and the size and distance of the detector, contribute significantly to the 
experimentally achievable resolution, which ranges for typical experimental setups between 1 
and 500 nm. 
Fig. 6: The geometry of small angle X-ray scattering. 
 In the two phase model, small angle scattering is decribed from (homogeneous) objects em-
bedded in a homogeneous matrix [8]. The scattering contrast is defined as weighted difference 
of the electron densities 
��� � ���� � ���� (21)
with � being the electron density and � a form factor. It can be shown that the detected inten-
sity is proportional to the scattering contrast and the form factor related to the geometry of the 
scattering objects: 
��
�� � ���
� �� �1�� �
��
�
������
�
 (22)
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Isotropic scattering patterns may be caused by isotropic objects, but more frequently they re-
sult from anisotropic objects that are randomly oriented in the interaction volume. For iso-
tropic scattering patterns, it is sufficient to integrate the scattered intensity azimuthally  at 
fixed angle ���, e.g. for a fixed value of |�| � �. The typical scattering curve as a function of 
� is depicted in Fig. 7, with four distinguishable regimes [9]. 
 
 
 
 
Fig. 7: Generalized 
representation of the 
integrated scattering 
intensity in small angle 
scattering with four 
different regimes. 
The asymptotic part of the scattering curve for � � � is dominated by forward scattering. In 
the Guinier regime, a transition to falling intensities occurs, characterized by a length scale � 
which is representative of the maximal size of the scattering objects. The exponent � in the 
Porod regime depends on the nature of the scattering objects, in particular their geometry. For 
example, spheres yield a Porod exponent of � � �, whereas plates (discs) yield � � �. How-
ever, in many cases pronounced oscillations are observed, and the exponent then relates only 
to the envelope (cf. Fig. 8). If the objects interact, Eq. (22) must be complemented by a corre-
sponding structure factor. 
 
Fig. 8: Simulated small angle X-ray scattering curves for various particle geome-
tries (blue: spheres, red: spherical core-shell structures, gray: rotational ellipsoids, 
green: cylinders) [10]. 
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4 X-ray Optics under Grazing Incidence 
The index of refraction is generally dependent on the wavelength of electromagnetic radia-
tion. However, in the hard X-ray regime (�� � � Å), the index of refraction is very close to 
unity with 
� = � � � � ��. (23)
In Eq. (23), the dispersion correction � is a positive quantity on the order of 10-6, whereas the 
absorption correction ��is for most solid materials on the order of 10-5. Hence, the real part of 
the index of refraction is below unity, which gives rise to total external reflection, which is of 
uttermost importance for the analysis of surfaces and near-surface regions as outlined below. 
It should be noted that the negative sign in front of the dispersion correction � has physical 
significance, since it is related to a phase shift of � for forced oscillations above the resonance 
frequency, which is the case for X-rays interacting with almost all electrons of an atom. By 
contrast, the sign of the absorption correction � is only determined by the condition that ab-
sorption must result in a loss of intensity when waves propagate into a material (e.g., it de-
pends on the orientation of the coordinate system used). It can be shown that �����, where � 
is the electron density of the material. 
According to Snell’s law 
��� �� = � ��� ��, (23)
a beam impinging from vacuum or air onto a surface under grazing (shallow) angles �� is 
transmitted (refracted) at an angle ��, as well as reflected under the specular angle �� = �� 
(see Fig. 9). In case of a non-ideal surface, intensity can also be detected under non-specular 
conditions (see next chapter). 
Since���(�) � �, a Taylor expansion of Snell’s law (Eq. (23)) yields the critical angle of total 
external reflection: 
�� = √��. (24)
 
 
Fig. 9: Scattering geometry of 
specular reflectivity. An 
incident beam directed at a 
surface under a shallow angle 
�� is both transmitted and 
reflected. Note that the angle ��
is smaller than ��, allowing for 
total external reflection. 
For X-rays with �� � � Å and common materials, typical values for critical angles are on the 
order of 0.1°. The existence of a critical angle allows to render all X-ray techniques surface 
sensitive, since a beam impinging onto a surface below the critical angle is prevented from 
probing the bulk of the sample. Typical penetration depths are a few nm. 
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The reflection and transmission of X-rays at interfaces can be described by the Fresnel formu-
las with the appropriate index of refraction. The reflection and transmission coefficients � and 
� are defined with respect to the amplitudes �� of the reflected beam and �� of the transmitted 
beam, and normalized with respect to the amplitude �� of the incident beam: 
� = ���� =
���� � ����
���� � ���� (25)
� = ���� =
�����
���� � ����. (26)
Note that the reflection and transmission coefficients can be expressed as functions of the z-
components (e.g., surface normal) of the k vectors of the incident and transmitted waves. The 
Fresnel coefficients are not directly experimentally accessible. However, the reflectivity � =
|�|� can be measured fairly easily. Deviations from the ideal Fresnel reflectivity  yield infor-
mation on the surface roughness; in case of thin films interference fringes occur (“Kiessig 
fringes”) that allow a precise determination of the film thickness [11]. The transmittivity � =
|�|� cannot be measured directly. Nevertheless, it shows up in diffuse scattering as pro-
nounced maxima in directions that enclose the critical angle with the surface owing to Eq. 
(26) exhibiting a peak at the critical angle due to a standing wave field (“Yoneda peak”) [12]. 
5 Grazing Incidence Small Angle X-ray Scattering 
Grazing incidence small angle X-ray scattering (GISAXS) combines the sensitivity of small 
angle X-ray scattering (SAXS) with respect to inhomogeneities with the surface sensitivity of 
grazing incidence (GI) as outlined in the previous section. All inhomogeneities related to the 
surface or a thin film probed by the X-rays contribute to an extended (diffuse) non-specular 
signal (cf. Fig. 10). Surface inhomogeneities include clusters deposited at the surface, but also 
surface roughness; thin film inhomogeneities are for example precipitates, pores, and interfa-
cial roughness. In principle, scattering contributions from all these inhomogeneities can be 
calculated using the Distorted Wave Born Approximation (DWBA) [13]. It is difficult to sep-
arate the various scattering contributions experimentally if many of them occur simultaneous-
ly. However, in practice it is frequently the case that one or two types of inhomogeneities 
dominate the scattering signal, which then can be successfully evaluated by simulation. The 
great advantage of GISAXS experiments is that they are non-destructive and hence can be 
performed in-situ. Moreover, they provide access to buried parts of the sample and give repre-
sentative results due to averaging over a large area of the sample, as the footprint of the beam 
is large under grazing incidence. 
GISAXS patterns are frequently evaluated by means of cuts in certain directions. It should be 
noted that the vertical direction indicated �� in Fig. 10 contains at fixed incident angle �� not 
only the ��-direction, but also (small) contributions of ��. Sample properties related to the 
growth direction like the rms roughness, film thickness or the height of clusters lead to char-
acteristic patterns in  ��-direction, whereas lateral properties of the sample like the width of 
clusters or their correlation length show up in scattering features in the ��-direction. Similar 
to diffraction, the measured intensity can be broken down in a form factor �(�) and a struc-
ture factor �(�) according to  
�� � � |�(�)|� �(�). (27)
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Whereas the form factor describes the geometry of the inhomogeneities in analogy to Eq. 
(22), the structure factor describes the tendency for separation or clustering according to the 
specific interaction. 
Fig. 10: Schematics of a GISAXS experiment [13]. 
Form factors can be calculated within the DWBA, which is essentially a perturbation theory 
for X-ray scattering from thin films and interfaces. Whereas in the conventional Born approx-
imation (BA) the perturbation corrections are calculated with plane waves (the analytical so-
lution for wave propagation in free space), the DWBA uses the Fresnel wave fields (the ana-
lytical solution for wave propagation in the presence of ideal surfaces). Hence, the DWBA is 
much more suited than the BA to calculate perturbation corrections to the reflection from ide-
al interfaces, and nowadays it is firmly established for the theoretical description of GISAXS 
patterns. The DWBA effective form factor �� is based on four contributions, which are depict-
ed in Fig. 11: 
��(�) �  ������ ������ ������ � �� � ����� �� � ����� �� � ����� ����� �� (28)
with �� � ����� ����� � ������, �� � ����� ������ � ������, �� � ����� ����� � ������ and 
�� � ����� ������ � ������. 
Form factors calculated for various geometries are depicted in Fig. 12. Obviously, characteris-
tic structural properties of the inhomogeneities are reflected in great detail in the GISAXS 
patterns. In a similar way, it is possible to introduce structure factors, which lead to additional 
interferences, and hence more complicated scattering patterns. 
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Fig. 11: The four different contributions to the effective form factor in the DWBA description
of GISAXS experiments. The terms ��� refer to Fresnel coefficients, Eq. (25). 
 
Fig. 12: Simulation of form factors for various geometries. In view of Eq. (27), |�(�)|� is 
plotted for comparison with experimental data. 
GISAXS has been employed to study filamentary switching in memristive materials. In the 
case of SrTiO3 (STO), the Ti ions that show a valence change are known to agglomerate 
along line dislocations [14]. This provides an electron density contrast of about 10 - 20 % 
with respect to the surrounding matrix, sufficient to be detected by small angle X-ray scatter-
ing. However, other scattering contributions (interfacial roughness, high-Z electrodes) easily 
mask the signal, requiring optimized samples for such investigations. 
Results from GISAXS experiments at DESY microfocus beamlines are summarized in 
Fig. 13, together with a sketch of conductive filaments that form as a result of voltage-
induced changes in the oxygen stoichiometry. Simulations indicate filament diameters be-
tween 10 nm and several 100 nm, depending on the top electrode material [15].  
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Fig. 13: Top: Summary of structural results obtained for samples with an active
Fe-doped STO layer of 20 nm thickness. Filaments are depicted  only schematical-
ly. Bottom: Sketch of the sample geometry and I-V curves of metal-insulator-metal 
structures with different electrode thicknesses [16]. 
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GISAXS measurements of samples with Ti electrodes show clear signatures of filamentary 
structures in the insulating STO layer. The resulting GISAXS pattern of an as-deposited sam-
ple is presented in Fig. 14 (a). A vertical cut along qy = 0.2 nm-1 is presented in Fig. 14 (b).  
The Yoneda peak at qz ≈ 0.75 nm-1 is followed by an oscillating intensity, indicated by ar-
rows. From its periodicity of Δqz = (0.29 ± 0.03) nm-1, the dimension of the scatterers can be 
calculated to be (21.7 ± 2.2) nm in growth direction. A lateral cut along qz = 0.95 nm−1 
(Fig. 14 (c)) yields a correlation maximum related to the typical lateral distance between the 
scatterers. 
 
Fig. 14: (a) GISAXS pattern for a sample with the layer sequence 5 nm Ti / 20 nm Fe-doped 
STO / Nb-doped STO, with filamentary structures resulting in distinct side lobes. (b) Vertical 
cut along qy = 0.2 nm-1. (c) Lateral cut along qz = 0.95 nm-1. Red line: simulation based on a 
cylindrical model [16]. (d) 2D simulation based on a truncated cone structure. The tapered 
geometry results in vertical shifts of the lobes at qy ≠ 0 with respect to those at qy = 0 , as is 
experimentally observed [17]. 
Future experiments are envisaged to exploit X-ray beams focused down to the nanoscale in 
order to obtain lateral resolution despite the large footprint of the beam under grazing angles,  
as well as in-situ switching of memristive elements while being monitored by GISAXS. 
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1 Introduction 
Oxide materials have become increasingly important for electronics applications. In particu-
lar, thin films of oxides have been considered as the most promising material basis for various 
electronic devices such as non-volatile ferroelectric random access memory (FRAM), high-
density dynamic random access memory (DRAM), and resistive random access memory 
(RRAM) [1]. Lattice defects including interfaces, dislocation and local chemical variation 
have attracted great attentions of research. The electrical properties of these defect areas in 
most cases show a deviation from the matrix bulk. These unexpected properties can be con-
sidered for application in devices for novel functions. Hetero-interfaces and dislocations in 
oxide systems and domain walls in ferroic materials are particularly interesting since these 
lattice defects can be engineered by thin film technology and their properties and correspond-
ing structure feature can be tested and investigated by various techniques.  
Transmission electron microscopy (TEM) has proven to be a powerful tool for structural 
characterization of materials. In particular, in the recent decade great progress in the technique 
of high-resolution transmission electron microscopy (HRTEM) has been made by the success-
ful introduction of the spherical aberration (CS) correctors [2]. Based on the CS-corrected mi-
croscope point resolution of sub-Angstrom has been achieved. For crystalline materials aber-
ration-corrected microscopy can be used for determining the position of atomic columns with 
a precision of a few picometres and for determining the chemical occupancy of atomic col-
umns with the precision of a few atomic percent. With quantitative evaluation of image con-
trast of thin crystal the number of atoms within the atomic columns parallel to the viewing 
direction has been determined and it is also possible to determine three dimension shape of 
nano-scale crystal with single-atom precision [3].  
In comparison, other structure characterization techniques, such as x-ray and neutron scatter-
ing, which are reciprocal-space techniques, provide averaged real-space information from 
macroscopic areas of material samples. TEM can reveal the structural information from mi-
cro-scale to atomic scale. Therefore, TEM and HRTEM are desired techniques for studying 
the real structural feature at defect-affected areas of matter with sub-Angstrom resolution.  
In the present lecture, we focus our discussion on quantitative HRTEM based on negative CS 
imaging (NCSI) technique [4,5] and its applications to studying oxide materials. 
2 Quantitative HRTEM based on NCSI  
2.1 NCSI technique  
Here we introduce an imaging technique based on CS-corrected TEM, the NCSI technique 
[4,5], which results in an enhanced contrast of image in comparison with conventional posi-
tive CS imaging (PCSI) technique. In order to understand the contrast enhancement under the 
NCSI condition, an approximation for the object, weak phase object (WPO), has to be used. 
We note that in reality the sample thicknesses (approx. 2–10 nm for oxides), the WPO is in-
adequate and only a fully dynamical treatment of the electron scattering and imaging problem 
can give us an adequate description. In the very thin specimen the phase of the propagating 
electron wave is modified by the object potential. At the exit plane the wave function can be 
written in terms of the specimen potential U based on the WPO: 
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                   ���(�) � ��[� + ����(�)�]                                            (1) 
where λ is the wave length and t is the thickness. The wave propagating through the objective 
lens suffers additional phase shift due to the lens aberrations, in which the spherical aberration 
and defocus are the chief parameters. Using different CS-defocus combination we can tune the 
phase shift of the scattered wave by tuning the aberration function, χ(�) = �� ���� +�
� ������. The classical imaging condition (PCSI) for optimum phase contrast is obtained by 
combination of a positive value of CS with an underfocus, which results in a dark-atom con-
trast. The imaging condition with a negative value of CS cooperating with an overfocus 
(NCSI) leads to a bright-atom contrast.  
On the basis of equation (1) the contrast enhancement under the NCSI condition can be dis-
cussed as following. At the image plane the wave function can be written as: 
                              ���(�) � ��[� � ���(�)�]                                      (2) 
if the objective lens adds a phase of  
�
� or −
�
� to the diffracted wave, resulting in the image 
intensity 
                 � = [���(�)]� � � � ����(�)� + [���(�)�]�                        (3) 
which is correct to the second order in �(�). Under the NCSI imaging condition, the sign of 
the linear term of equation (3) is positive and thus the linear and nonlinear terms are additive. 
In contrast, for the PCSI condition the sign of the linear term of equation (3) is negative and 
thus the linear and nonlinear terms are subtractive.  
Clearly, the contrast modulation due to the projected potential �(�) is higher when the linear 
and nonlinear terms are additive than when those are subtractive. We should note that this 
treatment is only valid for very thin specimens. In experiment, the thickness of used oxide 
samples is 2-10 nm, for which the weak-phase approximation is no more valid. Therefore, a 
full dynamical calculation of electron scattering and the contrast transfer under partially co-
herent illumination is required in order to fully investigate the enhancement of the image con-
trast under the NCSI condition [6,7].  
Figure 1 shows two simulated image of [110] SrTiO3 (STO) under the NCSI condition (a) and 
PCSI condition (b) for a sample thickness of 3.3 nm. The displayed atom symbols clarify that 
the NCSI mode leads to a bright atom contrast under a darker background. In contrast, the tradi-
tional PCSI mode results in a dark atom contrast. The difference in contrast between the NCSI 
and the PCSI conditions is already evident from the visual inspection of the two images. For a 
quantitative comparison, the images are normalized to a mean intensity of one, such that the 
standard deviation of the intensity reflects the image contrast. For the thickness range of 3.3–6.6 
nm, which is most suitable for HRTEM investigations, the image contrast resulting from the 
NCSI mode is on average by about a factor of 2 larger than the related PCSI contrast [6].  
For quantitative HRTEM a key requirement is the good signal-to-noise ratio of the images, 
which determines the precision of position and occupancy of atomic columns in real structure. 
Figure 2 shows plots of the image intensity profiles for the three types of columns, SrO (a), 
Ti, and O (b) from the images shown in figure 1. The blue line profiles were obtained from 
the image calculated under the NCSI condition and the red line profiles from the image calcu-
lated under the PCSI condition. The mean intensity Imean = 1 is denoted by a black line. In 
comparison with the red line profiles the blue line profiles show much higher signal intensity 
at atomic column positions. 
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Fig. 1. Simulated images of STO viewed along the [110] direction
(a) under the NCSI condition with CS = −15 μm, defocus 
Z = +6 nm, and (b) the PCSI condition with CS = +15 μm, defocus 
Z = − 6 nm for a sample thickness of 3.3 nm.   
 
Fig. 2. Profiles of image intensity for atomic columns of (a) SrO, and (b) Ti and O columns
from the NCSI image shown in figure 1a (blue lines) and from PCSI image shown in figure 1b 
(red lines). Image intensity is normalized to unit mean value. 
Based on the images of the STO crystal shown in figure 1 the effect of an amorphous layer on 
the measurement precision of column positions was investigated. One up to five random 
phase object images, which represent the amorphous layers, were added to the images and for 
each thickness of the amorphous layer the precision of the position measurement was quanti-
fied by a peak optimization procedure. Figure 3 shows the precision for determination of the 
column positions as a function of the number of amorphous layers. Overall, the measurement 
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precision obtained under the NCSI condition is by a factor of 2 to 3 better than that under the 
PCSI condition. Under the NCSI condition a precision well below 10 pm is easily obtained 
even for light-element O columns.  
Fig. 3. Measurement precision for the position of SrO, Ti, and O atomic columns as a func-
tion of thickness of amorphous cover layers expressed by the number of the cover layers.  The 
precision data were obtained from the images shown in figure 1 under the PCSI condition
(open symbols) and the NCSI condition (solid symbols). 
The dependence of the signal intensity value on the atomic number accumulated in individual 
atomic column was investigated. Figure 4 shows the results for the atomic columns along the 
[110] direction of STO. In an unit cell period along the [110] direction of STO the oxygen 
column includes two oxygen atoms, the Ti column one Ti atom, and the SrO column one Sr 
atom plus one oxygen atom. Therefore, the sum of atomic numbers over a single unit cell pe-
riod is 16 (2x8), 22, and 46 (8+38) for the fully occupied oxygen column, the Ti column, and 
the SrO column, respectively. Under the NCSI condition, the image intensity for all columns 
follows essentially a linear dependence on the sum of the atomic numbers up to a value of 
276. In the case of the PCSI mode, the linearity between the intensity and the accumulated 
atomic number is already lost for all column types at a value of 100. Most importantly, the 
linear dependence of the column intensity on the accumulated atomic number is more sensi-
tive (steeper slope) under the NCSI condition than under the PCSI condition.  
Based on the image simulations, we have demonstrated that the images obtained under the 
NCSI condition show great advantages with respect to image contrast, signal intensity for 
atomic columns, and the linear dependence of the intensity on the atomic number in atom 
columns. The special features of the negative CS images are the result of an enhancing combi-
nation of phase contrast and amplitude contrast [6,7]. Therefore, the NCSI technique provides 
optimum condition for direct atomic imaging of material structures, which is the basis for 
quantitative determination of atomic structures in aberration-corrected transmission electron 
microscopy. 
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Fig. 4. Image intensity as a function of the sum of atomic number in atomic
columns along the [110] direction of STO for different sample thicknesses
under the NCSI condition (open symbols) and under the PCSI condition (solid
symbols). The different colours are for different thickness of atomic columns. 
2.2 Iterative procedure for quantitative HRTEM  
Under the NCSI condition, the positions of the observed intensity maxima represent already 
quite well the actual positions of atomic columns. Likewise, for a thin specimen the height of 
the intensity maxima is roughly proportional to the accumulated atomic charge number along 
an atomic column. However, it should be noted that in real cases residual lens aberrations and 
small (unavoidable) tilts of the specimen orientation away from the fully symmetric Laue ori-
entation affect also the contrast of atomic-resolution images. This means that the images rec-
orded in the microscope include not only the structure information but also artefacts induced 
by the imaging process. In addition, a linear relationship between the observed peak intensity 
and the actual atomic column occupation is not guaranteed due to the nonlinear nature of elec-
tron diffraction. Therefore, in most cases the data measured directly in an HRTEM image 
cannot simply be used as the real atomic feature for interpretation of various properties of 
materials. Quantitative comparison between the experimental and the simulated images is the 
most accurate route for removing these artefacts and thus precisely determining the structure 
of materials at atomic scale.  
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In practice, an iterative procedure for image comparison is used, as schematically shown in 
figure 5, for determining the true atomic structure of material. In the procedure, a primary 
atomic model for the image area is proposed on the basis of the positions of intensity peaks 
determined by fitting a two-dimensional Gaussian function to the intensity distribution around 
the peaks. Using this structure model images are simulated taking the imaging parameters and 
some sample parameters (e.g. thickness and crystal tilt) as input variables. The imaging pa-
rameters can be optimized and estimated by means of evaluating the azimuth tableau of an 
amorphous area close to the interesting area of sample before the atomic resolution images are 
recorded. For the NCSI condition with a resolution of 0.08 nm (FEI Titan microscope), the 
image are recorded using a defocus value Δf = +2 ~ +6 nm and spherical aberration CS = −13 
μm. The residual lens aberrations are usually adjusted to be below certain values, e.g. two-
fold astigmatism A2 < 2 nm, three-fold astigmatism A3 < 20 nm, and axis coma B2 < 20 nm.  
 
 
Fig. 5. Schema of an iterative procedure for quantitative comparison between exper-
imental and simulated images for determining the true atomic structure of material. 
An additional problem is the frequently observed systematic mismatch of the magnitude of 
the image contrast between simulation and experiment. For solving this problem, in image 
simulation we need to taken into account the dampening effects on image contrast, which are 
induced by the modulation transfer function (MTF) of the used charge-coupled-device (CCD) 
camera [8] and additional image contrast spread function [3,9]. Based on all of the parameters 
that can be considered, the HRTEM images are simulated and compared quantitatively with 
the experimental image in an iterative way so that the best match between the simulated and 
experimental images is obtained by adjusting the input parameters. Only in the case of the 
best fit between the experimental and the simulated images with respect to the positions and 
the intensity values of the peaks as well as the true value of the image contrast, one can con-
clude that the structure model underlying the simulation represents indeed the actual atomic 
structure. 
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Fig. 6. Comparison of true contrast between the experimental (a) and the best
fitting simulated (a) images of MgO. i and j index the intensity maxima, which
were quantified with respect to absolute intensity and geometric position. (c)
The difference image between the experimental (a) and the best fitting simulat-
ed (b) images. (d) The difference image with enhanced intensity by adding the
value of the mean intensity of the normalized simulated image. Note that all of
the images are displayed with the same intensity scale. 
An excellent example for quantitative HRTEM is the work on determination of three-
dimension shape of MgO nano-scale crystal with atomic resolution [3]. In that work, a com-
plete quantification of experimental and simulated image was performed with an accurate 
calibration of the relationship between a given atom column and the resulting image intensity. 
Figure 6a shows an atomic-resolution image of a MgO single crystal specimen containing 
side terraces parallel to viewing direction (edge of image). The image was recorded along the 
[100] direction using the NCSI technique. Under the NCSI condition and at the particular 
specimen thickness the atomic columns, which include the Mg and O atoms stacking alterna-
tively along the [100] direction, appear bright under a dark background. A remarkable feature 
observed in the original image is the sharp image intensity peaks, amorphous-free, and low 
noise. Figure 6b displays the simulated image, which exhibits the best match to the experi-
mentally observed image of figure 6a after the application of the iterative comparison proce-
dure. Figure 6c shows the difference image between the experimental and the best match sim-
ulated image. In order to show the contrast details, figure 6d displays the difference image, 
which intensity is artificially enhanced by adding the value of intensity mean of the normal-
ized simulated image. All of the three images are displayed with the same intensity scale. The 
difference image shows a very low intensity (figure 6c) and very low contrast (figure 6d), 
indicating the excellent fit between the simulated and the experimental images.  
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Figure 7a shows a quantitative comparison of the peak intensity at atomic columns measured 
directly from the experimental image (solid circles) with those of the best fitting simulated 
image (open squares). The visible discrepancy in some of the circle-square pairs corresponds 
to an intensity level of image noise in vacuum. Figure 7b plots the difference (δ) in posi-
tions (x, y) of the intensity maxima between experimental and simulated images. The standard 
deviation for the position fitting is 0.5 pm for both x and y coordinates. Based on the data of 
quantitative comparison the excellent reproduction of the experimental data by the best fitting 
simulation indicates that the simulation parameters including specimen thickness, specimen 
tilt, and optical aberrations, have been determined with a sufficiently high accuracy in order to 
establish a reliable basis for the precise quantification of the atomic structure of the crystal. 
 
Fig. 7. (a) Comparison of the data derived directly from the experimental image
shown in figure 6a (solid circles) with those derived from the best fitting simulated
image shown in figure 6b (open squares) for the peak intensity at atomic positions. (b)
The difference δ��� in positions of the intensity maxima between the experimental and
the simulated images for x (squares) and y (circles) directions. The standard deviation
(SD) for the position difference is 0.5 pm for both x and y directions. The indexes i, j of
the intensity maxima are referred to those in figure 6. 
In the following, examples are presented for the application of the quantitative HRTEM based 
on the NCSI technique to characterization of atomic structure and local properties in oxides. 
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3 Atomic-scale study of electric dipoles across domain walls  
The physical properties and structures of domain walls in ferroelectrics and multiferroics have 
been studied theoretically and experimentally. It was found that the domain walls possess 
different properties depending on the details of wall structure. The novel properties at domain 
walls stimulate great interest in experimentally exploring the structure of domain walls at 
atomic scale.  
3.1 Domain walls in ferroelectric PbZr0.2Ti0.8O3 films  
Figure 8a shows the cubic structure of paraelectric PbZr0.2Ti0.8O3 (PZT) at high temperature. 
The atom arrangement in the cubic cell shows a centre symmetry. The charge centres of ani-
ons and cations coincide and just compensate. Upon cooling the structure becomes tetragonal 
(figure 8b) and the material becomes ferroelectric at about 500° C. Inside the tetragonal unit 
cell the atoms shift to new positions and the centrosymmetry is lost. In particular the positive 
and negative charge centres no longer coincide. As a result, an electric dipole is formed, re-
sulting in spontaneous polarization (pointing from net negative to net positive charge). In the 
high-temperature cubic structure there are six equivalent <100> directions that can be chosen 
as directions of spontaneous polarization direction of the low temperature ferroelectric phase. 
This means that six types of spontaneous polarization domains are possible. In general case a 
multi-domain structure is formed in bulk material. As shown in figure 8c, some of the do-
mains are separated by the walls where the polarization vector turns by about 90°. There is 
another family of wall where the polarization vector changes by 180°. These 180° domain 
walls can occur in two forms: Longitudinal domain wall (LDW), where the dipoles have head 
to head or tail to tail orientation, and transversal domain wall (TDW), where the dipoles show 
head to tail orientation. 
 
 
 
 
Fig. 8.  
(a) The cubic structure 
of paraelectric PZT at 
high temperature.  
(b) The tetragonal 
structure of ferroelec-
tric PZT.  
(c) Six possible do-
mains and relative 
domain walls. 
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Figure 9 shows an HRTEM image of a 10 nm thick PZT layer between two SrTiO3 layers 
prepared by pulsed laser deposition [10,11]. The image was recorded along the crystallo-
graphic [1�10] direction under the NCSI condition. The insets show magnifications of two 
areas in the upper left side, domain I, and the lower right side, domain II, of the figure. In the 
insets yellow circles denote PbO atom columns, red circles the Zr/Ti columns and blue circles 
the oxygen columns. It can be clearly seen from the insets that in domain I the O columns are 
shifted upward with respect to the neighbouring Zr/Ti columns, while in domain II the shifts 
of oxygen columns are in the opposite direction. The relative displacements of atoms lead to a 
separation of the centre of the anionic negative charge of oxygen from that of the cationic 
positive charge of the metal cations, resulting in spontaneous polarization PS, as indicated by 
colour arrows. In fact, the image area of figure 9 contains two 180° polarization domains. The 
position of the respective 180° domain wall is denoted by a dotted line, which was determined 
directly by mapping the atomic displacements. 
Fig. 9. Atomic-resolution image of a STO/PZT/STO thin-film heterostructure, rec-
orded along the [-110] direction under the NCSI condition. The horizontal arrows 
denote the horizontal interfaces between the PZT and the top and the bottom STO 
film layers. The dotted line traces the 180° domain wall. The arrows “PS” show the 
directions of the polarization. Insets display magnifications of the dipoles formed by 
the displacements of ions in the unit cells (yellow: PbO, red: Zr/Ti, blue: O). 
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We are particularly interested in the LDW part of domain wall on the left side of figure 9. 
This image part of domain wall is enlarged and displayed in figure 10a. The arrows indicate 
the geometrical centre plane of the wall. We quantified the image area and determined the 
atom positions using the above-described iterative procedure. Based on the quantitatively de-
termined positions the c- and a-axis lattice parameter as well as the displacements of the Zr/Ti 
atomic columns δZr/Ti and O atom columns δO were calculated with respect to the PbO col-
umn. Since we are only interested in the behaviour of these parameters as a function of dis-
tance from the domain wall centre we calculate a mean value for a given distance from the 
central plane by averaging the position data parallel to the domain wall over the horizontal 
width of figure 10a.  
In figure 10b blue squares and red circles display the off-centre displacements along the [001] 
direction of the O columns and the Zr/Ti columns, respectively, as a function of the vertical 
distance from the domain wall plane. Figure 10c shows the spontaneous polarization vs. dis-
tance from the central plane of the domain wall. The values of PS are calculated on the basis of 
the c-axis lattice parameters and the atomic displacements shown in figure 10a and the effective 
charge values of the ions for PbTiO3. The maximum value of the modulus of PS is about 75 
μC/cm2 for domain I and about 80 μC/cm2 for domain II. Inside the domain wall area the polar-
ization reaches zero at the wall centre plane and changes direction across the plane.  
Fig. 10. (a) Image of an LDW segment. Arrows denote the geometric central plane of the 
wall, which is referred to as the origin for quantitative analysis of the dipole distortion
across the wall area. (b) The displacements of the Zr/Ti atoms (δZr/Ti) and the O atoms 
(δO) across the LDW. Positive values denote upward shifts and negative values down-
ward shifts. (c) The spontaneous polarization PS. The positive values represent upward 
polarization and the negative values downward polarization. 
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Figure 11a shows an atomic resolution image of an area including the interface between the 
PZT layer and the STO substrate [12], recorded along the [110] direction. In the image the 
projected unit cell of PZT is schematically indicated in three regions with red circle for the 
Zr/Ti column, yellow for the PbO column, and blue for the O column. For the sample thick-
ness of about 11 nm, dynamic electron scattering yields a sharp bright contrast for the Zr/Ti 
and the O atom columns, while the PbO atomic columns are relatively weak. The film-
substrate interface was marked by depositing a nominally 1.5 unit cells thick layer of SrRuO3 
(SRO) on STO prior to the deposition of PZT. The interface, denoted by a horizontal dashed 
line, is then determined by observing the plane of RuO2 serving as a marker.  
Fig. 11. (a) Atomic-resolution image of a 180° domain structure in a PZT film close to the
interface to the STO substrate, recorded along the [110] direction. The interface is marked by
a horizontal dashed line. The domain wall is indicated by a yellow dotted line and the polari-
zation is denoted by arrows. In the centre of the lower half of the image a dotted blue line
surrounds an area, where in the centre, the polarization direction makes an angle of 90° with
the two large domains. The inset on the right-hand side shows a calculated image demon-
strating the excellent match to the experimental image. (b) Map of the displacement vectors
for the Zr/Ti atoms (arrows) from the centre of the projected oxygen octahedra. The arrows
represent electric dipole moment of unit cell, and thus reveal the continuous rotation of the
electric dipoles from “down” (right) to “up” (left) and the structure of electric flux closure. 
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In the image of figure 11a the vertical shift of the Zr/Ti positions is clearly visible with re-
spect to the adjacent O positions, indicating a polarized state. In the left-hand part of the im-
age, this shift is upward, while in the right-hand part, it is downward, resulting in the polariza-
tion directions indicated by the colour arrows. The opposite direction of the polarization in the 
two domains forms a 180° domain wall. The position of the domain wall is localized by map-
ping the atom shifts unit cell by unit cell. At the bottom part of the domain wall, in-plane dis-
placements of the Zr/Ti positions with respect to the adjacent oxygen positions are observed 
between the two 180° domains.  
The off-centre displacements of the atoms were determined by the iterative procedure for im-
age comparison based on the image in figure 11a. Figure 11b displays a vector map of atomic 
displacements. In this map, the middle of arrows is located at the Zr/Ti column positions. The 
arrows indicate the modulus and the direction of the off-centre displacement with respect to 
the middle point of the horizontal line connecting the two neighbouring O atom positions. The 
scale at the bottom left indicates a displacement of 40 pm. We note that a uniform atomic shift 
of this magnitude corresponds to an integral polarization of 108 μC/cm2.  
Considering the proportional relation between the off-centre displacement and the electrical 
dipole moment, the map of displacement vectors provides direct evidence of a continuous 
rotation of the dipole direction from downward in the right-hand domain through a 90° orien-
tation to upward in the left-hand domain, forming a particular type of flux-closure structure. 
The reorientation of the dipoles occurs within a well-defined area of triangular shape with the 
maximum width at the interface of about 2.5 nm. The displacement vector modulus is small at 
the top, increasing towards the interface. The transition region from the downward orientation 
of the electric dipoles to the 90° orientation is about two projected unit cell widths on the 
right-hand side and up to about twice as wide on the left-hand side.  
3.2 Domain walls in multiferroic BiFeO3 crystal  
BiFeO3 (BFO) is a room-temperature multiferroic material that simultaneously displays ferro-
electric and antiferromagnetic properties. BFO has a rhombohedral structure with R3c space 
group. It can be derived from the perovskite structure by applying a tensile distortion along 
the direction of a body diagonal <111> in the pseudocubic notation used here. Along this axis, 
corner-sharing oxygen octahedra rotate around it in an alternating sense. The cations are dis-
placed from their centrosymmetric positions along [111] inducing spontaneous ferroelectric 
polarization. In addition, BFO exhibits G-type antiferromagnetic ordering, which is consid-
ered to relate to the rotation of the oxygen octahedra. Figure 12 shows a perovskite unit cell of 
pseudocubic structure in (a), and the projected structure along the [110] direction in (b). From 
 
Fig. 12. (a) Perov-
skite unit cell of pseu-
docubic structure of 
BFO. (b) Projected 
structure along the 
[110] direction of the 
pseudocubic struc-
ture. 
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the [110] projected structure, the projected off-centre displacement Δ and the projected rota-
tion angle α of oxygen octahedra can be measured [13]. 
Fig. 13. (a) Atomic resolution images of domains and domain walls in BFO crystal recorded
parallel to the <110> direction. A stripe-domain wall outlined by yellow lines consists of two
segments, W1 between domain I and domain II, and W2 between do-main I and domain III. 
Another domain wall W3 (cyan dotted lines) separates domains II from III. Vertical arrows
denote the direction of the <001> component of the <111> type polarization vector. (b)
Magnified image of the atom arrangement in domain I. (c) Magnified image of domain II. (d) 
Magnified image of domain wall area W3. 
Figure 13a shows an atomic-resolution image of a domain structure viewed along the <110> 
direction, including three domains labelled I, II, and III. The three domains are separated by 
walls W1, W2, and W3, respectively. In this projection, only the [001] component of the 
[111] polarization vector can be measured. The domains can be distinguished by checking the 
off-centre displacement of atoms in each unit cell. Domains I and III exhibit the same project-
ed structure. In the magnified images (figure 13b-d), the structure (one projected unit cell) is 
indicated. Under NCSI conditions and for the approximately 5 nm thick sample, strong con-
trast is observed for the Fe and the O atom positions, while that of BiO is weak. The O posi-
tions in the images are shifted upward and downward, corresponding to the alternating octa-
hedral rotation. The off-centre displacement of Fe with respect to the middle point of the line 
connecting two neighbouring O atom positions is clearly visible.  This displacement is up-
ward in domains I and III  (figure 13b) and downward in domain II (figure 13c). As a result of 
octahedral rotation and Fe displacement, the chain -O-Fe-O-Fe-O- forms an "arc" inside the 
projected unit cell. The arc curvature is negative in domains I and III and positive in domain 
II. In the wall area W3 (figure 13d), the -O-Fe-O-Fe-O- atom positions follow a zigzag line, 
preserving the rotation of the octahedra while Fe displacements are not seen.  
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Fig. 14. (a) Map of the off-centre displacements of Fe atom positions in the domains II
(green arrows) and III (blue arrows) and in the domain wall area W3 (red arrows) pro-
jected onto the {110} plane. (b) Map of the magnitude of the oxygen octahedron rotation
angle, α, projected onto the {110} plane. The area of W3 is indicated by a white dotted
line. A scale from blue to red was used for better visualization of the original histogram,
which was subsequently smoothed for clarity. Considering the linear relation between the 
tilting angles of oxygen octahedra and the magnetization, this figure also displays the
magnitude of magnetization. 
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The off-centre displacements of the Fe atoms and the rotation angles of the O octahedra were 
studied quantitatively for W3 and the adjoining domains II and III. In measurement of the 
displacements of the Fe atoms and rotation angles of the oxygen octahedra, the effects of re-
sidual lens aberrations and unavoidable small tilt of the crystal have been removed in the iter-
ative procedure for quantitative comparison between experimental and simulated images. 
Figure 14a shows a map of the Fe displacements projected into the {110} plane. Arrows cen-
tred at the Fe positions indicate the magnitude and the direction of the displacement. Inside 
the domains, the mean value of the displacement component is about 17 pm, which is in good 
agreement with the value of 19 pm derived from the structure of BFO. In the domain-wall 
area W3 (red arrows), the displacement changes to the low but finite value of 6 pm. A striking 
feature in figure 14a is the high degree of disorder on the atomic scale. Both the magnitude 
and the direction of the projected displacement vector exhibit substantial random deviations 
from the exact [001] direction. In some areas, nanometre-scale regions with essentially identi-
cal directions of dipole vectors can be recognized (red ellipses) showing large deviations (up 
to a few tens of degrees) from [001].  
Figure 14b shows the magnitude of the octahedron rotation angle in colour-coded form. We 
find that the disorder in the form of fluctuations of the rotation angle extends over the whole 
image, i.e. both the domain area and the domain-wall area are affected. For the rotation angle 
projected into the {110} plane, we obtain a mean value of 12.8°±0.14° by averaging over the 
yellow-dominated area, and 10.7°±0.20° over the blue-dominated areas. Considering the line-
ar relation given in [14] between the tilting angles of oxygen octahedra and the magnetization, 
this map demonstrates changes of unit cell magnetization from area to area. 
4 The structure and chemistry across a single-unit-cell 
layer of LaAlO3 embedded in SrTiO3  
Novel functional properties of the interface between insulating LaAlO3 (LAO) and STO have 
been measured, including metallic conductivity, superconductivity, and magnetism. These 
physical phenomena, which are not intrinsic to the bulk material, can be related to the local 
atomic rearrangements at the interface, the special feature of oxide structure, and the strong 
correlation of electrons to the ionic lattices. For a comprehensive understanding of the origin of 
these novel properties, subtle details of the atomic structure at the interface area must be taken 
into account. A simultaneously quantitative determination of the structural and the chemical 
details at an identical specimen area has become great challenge of transmission electron mi-
croscopy. By means of quantitative HRTEM, which is described in the section 2, the chemistry 
and structure were investigated on atomic scale near a nominally single-unit-cell layer of LAO, 
which is sandwiched between a capping STO layer and the STO substrate [9]. 
Figure 15 shows an atomic-resolution cross-sectional image of a sample containing a nominal 
single-unit-cell layer of LAO sandwiched between a capping layer of STO and the STO sub-
strate. Under the NCSI condition and at the particular specimen thickness of about 4 nm one 
obtains a bright contrast for all atom columns, including the oxygen columns. While the con-
trast of the Ti and the SrO atom columns is relatively strong, the contrast for the LaO atomic 
columns (marked by an arrow) is comparatively weaker, at a similar level as that of the oxy-
gen columns. The atomic displacements and the chemical intermixing across the nominally 
single LAO unit cell are iteratively determined by a comparison of the position and the height 
of the intensity maxima between experimental (figure 15a) with corresponding image simula-
tions (figure 15b).  
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The final data are displayed in figure 16. As shown in figure 16a, the AO-type columns, SrO 
and LaO, do not show evident shifts across the single unit cell layer. In contrast, shifts of the 
oxygen columns are measured in the BO2 plane (B represents Ti in STO and Al in LAO). The 
positive values denote the upward shifts and negative ones the downward shifts with respect 
to the B-type columns (referring to the image of figure 15). On the left (corresponding to 
above the nominal LaO plane in the image) the shifts are downward, and on the right  (below 
the nominal LaO plane in the image) are upward.  All shifts point towards the nominal LaO 
plane. The collective displacement of oxygen atoms leads to a shift of the oxygen octahedron 
centres away from the B-type columns, implying a separation of the centre of negatively 
charged oxygen from the positive charge centre of the cations and thus electric polarization. 
Figure 16b shows concentration profiles across the nominal LaO plane, which is directly ob-
tained from the final structure model determined by the iterative refinement procedure. The 
intermixing occupancy of A-site by La and Sr atoms is evident and extends to about 4 unit 
cells. In the nominal LaO plane only 55% A-sites are occupied by La atoms and the other 
45% by Sr atoms. The cation intermixing is stronger in the STO capping layer, extending over 
three unit cells above the nominal LaO plane in comparison to one unit cell below the nomi-
nal LaO plane in the substrate. In the same area, intermixing of Ti and Al occurs also in the 
B-type columns. In the BO2 atomic plane direct above the nominal LaO plane, which is nom-
inally expected to be AlO2 plane, Al atoms occupy only 35% lattice sites. In the plane below 
the nominal LaO plane, which is the TiO2 terminating plane of the STO substrate, an inter-
mixing of 30% Al with 70% Ti was determined. In the area of cation intermixing the image 
intensity values for the oxygen columns show detectable deviation from the substrate area, 
leading to an oxygen deficiency of about 10%.  
Fig. 15. (a) Atomic-
resolution image of the 
nominally single unit cell 
layer of LAO embedded in 
STO, which was recorded 
along the [110] direction 
of STO under the NCSI 
condition. The arrow de-
notes the nominally single 
LaO plane. (b) Simulated 
image with the best match 
to the experimental im-
age. 
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Fig. 16. (a) The shifts of the AO-type columns (SrO and LaO), and of the oxy-
gen columns across the single unit cell layer. (b) Chemical occupancy. The 
position of the nominal LaO atomic plane is marked by a vertical thick line. 
5 Summary  
In summary, we have demonstrated with several examples that structural details, such as the 
atom positions and chemical occupancy in atomic columns that parallel to electron beam, can 
be obtained from a single HRTEM image. By quantitative comparison of image simulations 
with the experimental images recorded under the NCSI condition, the atom displacements can 
be measured with a precision of a few picometres. For ferroelectric materials, based on the 
precisely determined off-centre displacements the electric dipole of unit cell can be calculated 
and thus the local polarization can be investigated across domain walls and lattice defect are-
as. For some of magnetic oxides local magnetization can be also studied taking the simple 
relation to the rotation angle of the oxygen octahedra. By quantitative analysis of the image 
contrast the intermixing of cations in atomic columns and oxygen deficiency at an interface 
can be determined. In addition to the above-described examples, another excellent application 
of the quantitative HRTEM is to determine the three-dimension shape of nano-scale MgO 
crystal with atomic resolution from a single image [3]. The successful application of the quan-
titative HRTEM to solving structural problems has played important role in understanding the 
relations between structure and properties of materials and is expected to make more progress 
in the future materials research. 
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1 Introduction 
High-resolution transmission electron microscopy (HRTEM) and scanning transmission elec-
tron microscopy (STEM) are able to provide images showing the positions of atoms in mate-
rials. While high-angle annular dark-field (HAADF) STEM images show contrast that is pro-
portional to the atoms atomic number, none of these techniques is able to identify the atoms. 
HRTEM based spectroscopy techniques make use of the interactions between the incident 
electron beam and atoms in a material to give a signal that allows identification of the ele-
ments present on an atomic scale. 
When an incident electron beam strikes a sample, there are a number of signals that are emit-
ted from the sample [1]. These, as shown in figure 1, include light, Auger electrons, second-
ary electrons, backscattered electrons, X-rays and electrons transmitted through the sample if 
the sample is thin enough. All these signals are useful in understanding the sample. However 
the signals most useful for elemental composition determination are X-rays, Auger electrons 
and the transmitted electrons that have lost energy. 
 
Fig. 1: Signals emitted when an electron beam is incident on a TEM sample. 
510
HRTEM Based Spectroscopy Techniques 3 — C 4 
In this chapter we will discuss the most common two of these signals, X-rays as used in ener-
gy-dispersive X-ray spectroscopy (EDX or EDS or EDXS) and transmitted energy-loss elec-
trons as used in electron energy-loss spectroscopy (EELS). 
X-ray analysis can be used in all types of electron microscopes ie scanning and transmission 
microscopes (and even focused ion beam microscopes) as X-rays are emitted in all directions 
from the point where the electron beam hits the sample. Energy loss spectroscopy is only rel-
evant to transmission electron microscopes where the sample is thin enough for a significant 
proportion of the electron beam to pass through the sample. 
2 Energy-dispersive X-ray spectroscopy (EDX) 
In EDX we make use of the X-rays emitted when an electron beam passes through a sample as a 
means of identifying atoms. Although EDX can be used in all types of electron microscope, we 
will concentrate here on EDX in a high-resolution transmission electron microscope. In this 
case the sample is thin enough (typically <100nm thick) and the electron beam voltage high 
enough (typically 200-300kV) that most of the incident electrons pass through the sample. 
Interaction volume 
When an incident electron beam is focused on the surface of a sample the electrons penetrate 
the sample and are scattered into an interaction volume [2]. As an example, figure 2 shows the 
interaction volume for 20kV electrons striking a thick sample of copper. The electrons pene-
trate to a depth of around 1.5µm and spread to a width of around 1µm, thus limiting the com-
positional resolution available. It should be noted that the highest electron concentration and 
thus highest X-ray emission is around the point where the beam hits the sample, so the overall 
resolution is not as bad as this figure would suggest. For a high-resolution TEM sample, the 
thickness would typically be around 50nm and the electron energy 200kV or above, so that 
the loss of resolution due to the interaction volume is much less than for EDX in a SEM and 
for many samples atomic resolution is possible. Unfortunately as most of the electrons pass 
through thin samples without interaction, the X-ray signal available from HRTEM samples is 
much less than for bulk SEM samples with equivalent beam current. 
X-rays and X-ray generation 
When an electron hits a material X-rays are formed by 2 processes, giving rise to bremsstrah-
lung and characteristic X-rays. 
The emission of bremsstrahlung X-rays is due to the incident electrons being decelerated by 
the electric field around the atoms in the material. As generated they contain all energies from 
zero up to the incident beam energy in a continuous spectrum, with the lowest energies having 
the highest intensity (see figure 3). However the lowest energy bremsstrahlung X-rays are 
absorbed most strongly on their way out of the sample meaning that the characteristic shape 
of the observed bremsstrahlung emission has a peak in intensity at around a few kV energy. 
Bremsstrahlung X-rays are of little use for elemental analysis as their spectrum changes little 
between different elements. 
An incident electron can interact with an atom removing an electron from an inner shell leav-
ing the atom in an excited state (ionised). Later on this ion loses energy as one of the outer 
shell electrons falls into the inner shell vacancy. This excess energy can be emitted as either 
an X-ray or an Auger electron. When the energy is emitted as an X-ray the energy is sharply 
peaked and this gives rise to characteristic X-rays. 
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Fig. 2: Interaction 
volume for a 20kV 
electron beam 
incident on a thick 
sample of copper. 
Also shown is the 
part of the 
interaction volume in 
a 50nm thick TEM 
sample. 
 
 
 
Fig. 3: Schematic 
X-ray emission 
spectrum showing 
the bremsstrahlung 
and characteristic 
X-rays. 
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The probability of X-ray emission (rather than Auger emission) is given by the fluorescence 
yield, ω. The fluorescent yield is small for low atomic number elements meaning that light 
elements have a low X-ray yield. 
Characteristic X-rays are much more useful than bremsstrahlung X-rays as their energy is 
both sharply peaked and different for each element. 
Recording spectra 
To record X-ray spectra when an electron beam strikes a sample the energy of each X-ray pho-
ton must be measured and their number counted. For modern EDX detectors a silicon detector 
is used which produces electron-hole pairs whose number is proportional to the energy of each 
X-ray. Such detectors can measure and count up to around 105 X-rays per second but their ener-
gy resolution is limited to around 130eV by the leakage current in the detector and by electron-
hole pair counting statistics. This means that the major X-ray emission lines for each element 
can be separated but there can be overlaps at low energies, particularly below 2kV. 
Collecting and interpreting EDX spectra 
These are the steps required to collect and interpret EDX spectra from an unknown material. 
1. Ensure that the incident beam energy is high enough. For quantitative work the beam 
energy must be greater than twice the highest peak energy of interest otherwise the peak 
intensity will be adversely affected. 
2. For interpretable spectra the count rate must be high enough but not too high to saturate 
the detector (ie below 50% dead time). It is also often necessary to tilt the specimen to 
prevent the edge of the specimen holder shadowing the detector. 
3. Use prior knowledge of the sample to know which elements are likely to be present and 
which are unlikely to be present. Work from high energy where there are fewer peaks to 
low energy identifying peaks and confirm elements by looking for other peaks from the 
same element. 
4. For the energy range 0–20kV (typical of most spectrometers) elements B (Z = 4) to Ru 
(Z = 44) have a K peak and for Z>16 (S) a Kβ will be present with an intensity of about 
10% of the Kα peak. There will also be L peaks for Cl (Z = 17) and higher with the Lβ 
peak and other minor peaks visible for Mo (Z = 42) and above. In addition, Ag 
(Z = 47) and higher Z elements have an M peak with the highest energy M peak (for 
U) being at 3.2kV. 
5. There are a number of peak overlaps to watch out for, two of the most common are S K 
(2.31 keV), Mo L (2.29 keV), Pb M (2.35 keV) and N K (0.39 keV), Ti L (0.45 keV). 
Artefacts 
There are many possible artefacts in EDX spectra, some of which can be mistaken for peaks 
and it is important to understand their causes and their effects on spectra. 
Escape peaks occur when a Si K X-ray escapes from the Si detector. The energy recorded is 
reduced by the energy of a Si K X-ray. An extra peak appears 1.74 keV below any intense 
peak. The intensity is about 0.2–2% of the main peak. Escape peaks are most often seen for 
elements between P K (2.0 keV) and Zn Kα (8.6 keV). 
Sum peaks (or coincidence peaks) appear when two X-rays arrive at the same time so that the 
electronics cannot distinguish them from a single X-ray. Thus an extra peak appears at double 
the energy of each strong peak. This happens for high count rates and thus high dead times 
(typically > 50%). 
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There are many possible sources of stray radiation. X-rays can be collected from various parts 
of the microscope chamber, detector, sample holder, or parts of the sample away from the 
area of interest. They can be created due to backscattered electrons and/or X-rays hitting parts 
of the specimen and/or chamber and exciting secondary X-rays. This is especially a problem 
for TEM, where there is little space surrounding the specimen. For this reason, it is important 
to remove the objective aperture, which is particularly good at scattering electrons back onto 
the specimen. Even then, some secondary fluorescence peaks, such as the Cu peak from a Cu 
support grid are always present. The presence and strength of secondary fluorescence peaks in 
TEM EDX spectra mean that TEM EDX can never really be quantitative! 
Coherent bremsstrahlung peaks appear as two or three small peaks at low energy, which can 
be mistaken for low Z elements, e.g. Si or S. They appear in crystalline materials when the 
beam is at a zone axis. 
Quantitative Energy dispersive X-ray spectroscopy 
In qualitative analysis, we are just interested in finding the elements present in our sample 
and getting a rough idea of how much of each is present. This can be done just by looking at 
and identifying the peaks in the X-ray spectrum. In quantitative analysis, we want to meas-
ure the proportion of each element present in the sample as accurately as possible, by meas-
uring the areas under the X-ray peaks. To perform quantitative analysis, we first need to 
separate the X-ray counts in each peak from the background and separate overlapping X-ray 
peaks. Then we need to convert the number of X-ray counts measured from each element to 
an atomic fraction. 
Although it is possible to estimate the area of an X-ray peak by subtracting a background in-
terpolated from adjacent peak free regions, normally some more sophisticated processing is 
needed to extract reliable peak areas from overlapping peaks. This can be done by background 
modelling, where the background is calculated using an initial estimate of the sample compo-
sition, fitted to regions of the spectrum with no peaks then subtracted to leave just the charac-
teristic peaks. Alternatively Fourier or top hat filtering can be used to remove the slowly vary-
ing background. This alters the shape of the spectrum peaks. A multiple least-squares fitting 
method is then used to decompose the experimental filtered spectrum into fractions of each 
filtered standard peak. 
For EDX in TEMs where specimens are thin and absorption and fluorescence corrections are 
relatively small, conversion of peak areas to compositions is normally done using the Cliff-
Lorimer ratio technique. This relies on the equation CA/CB = kAB(IA/IB) where A and B are 
two elements in the unknown alloy. kAB is called the Cliff-Lorimer k factor or just the 
“k-factor". It is not a constant, but is related to the atomic number correction factor (Z). Note 
that no standards are needed for this method. 
Since measuring k factors for every pair of elements would be difficult, they are measured 
with respect to one element, usually Si. Si was originally chosen because many minerals con-
tain Si, and its K edge has a high enough energy to be detected on the Be window detectors 
then available (c.f. oxygen, the other obvious choice). Then kAB = kASi/kBSi. 
To work out the absorption and fluorescence corrections (and background modelling), the 
sample composition needs to be known, hence an iterative approach is needed. 
For quantitative analysis to give reliable results the sample must be of uniform composition 
over the area that the beam spreads to, plus adjacent areas that the X-rays pass through, the 
sample must be flat and oriented at the expected angle (i.e., the surface is not rough) and all of 
the elements in the specimen must be considered by the algorithm. 
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Generally, random errors due to the finite number of X-rays in each peak are around ±1 at%. 
At best, with long counting times, ±0.1 at% may be possible. Random errors can be estimated 
from the counting statistics, although it is often better to analyse the same area a few times, or 
analyse similar areas in other parts of the specimen to get an idea of the spread in composi-
tion. Systematic errors, such as incorrect k-factors or poor absorption and fluorescence correc-
tions due to non-uniform specimens or stray scattering cannot be estimated. Normally the 
systematic errors are greater than the random errors and they can only be compensated for by 
comparison with an area of similar but known composition. 
X-ray mapping 
X-ray mapping involves scanning an electron beam across an area of the specimen and meas-
uring the composition at each point in order to create a map of the distribution of each ele-
ment of interest across the specimen. This requires a microscope with STEM capability and a 
small focused probe. 
Single X-ray spectra are typically taken over a period of 60 to 100s to obtain sufficient statis-
tics. To produce an X-ray map with sufficient resolution in a reasonable time the dwell time 
for each point is typically no more than 0.1s. Thus high beam currents are required, often with 
some loss of spatial resolution, in order to decrease the noise. Even so, for older X-ray detec-
tors it is normal for maps to have on a few X-ray counts per pixel for each element mapped. 
Much higher count rates can be obtained with more recent large area X-ray detectors. These 
detectors are either close to the sample or multiple detectors arranged such that up to 1 stera-
dian of solid angle can be used. These detectors are also silicon drift type detectors and can 
thus cope with X-ray signal rates of 105 counts per second or more allowing intense beams 
with currents up to 20nA. 
With an aberration-corrected TEM and a relatively large beam current it is now possible to 
map the elemental distribution within the unit cells of many materials. An example of an 
atomic resolution X-ray map of SrTiO3 imaged down [001] using an FEI Titan G2 TEM at 
200kV is shown in figure 4. 
3 Electron energy-loss spectroscopy (EELS) 
EELS is an analysis technique, like EDX, where the energy of the electrons transmitted 
through the sample is measured in order to analyse samples in a TEM. Due to its use of 
transmitted electrons EELS can only be used only in a TEM [3]. 
Only the transmitted electrons close to the optic axis are used in EELS, typically up to scatter-
ing angles of only 10 or 20 mrad. This limits the amount of beam spreading as the electrons 
pass through the sample and thus potentially increases the spatial resolution of EEL spectra as 
compared to EDX spectra. The spatial resolution of EEL spectra is thus limited only by the 
size of the incident beam. EELS is very efficient – most of the electrons transmitted through 
the specimen enter the spectrometer. This should be compared with EDX, where X-rays emit-
ted in all directions and only a small fraction are collected [4]. 
When an electron creates an X-ray, an Auger electron, a secondary electron or another pro-
cess it loses energy. As a result the transmitted electrons contain information about all other 
interactions taking place in specimen. This makes EELS both very flexible, in that the spectra 
contain many different types of information, but also more complicated to understand and 
analyse than EDX. 
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Fig. 4: Atomic resolution EDX maps from a SrTiO3 crystal imaged down the [001] axis
[Bert Freitag, FEI]. 
Although EELS can be used to measure elemental compositions, it can also give much more 
information. The shape of edges gives bonding and chemical information. Plasmon losses 
give compositional & electron density information. Very low losses give band structure in-
formation. And with an imaging filter it is possible to do zero loss imaging (for quantitative 
microscopy), plasmon loss imaging and elemental mapping (EFTEM). 
Collecting EEL spectra 
Electrons are transmitted through the specimen with a scattering angle of typically less than 
1°. Therefore the spectrometer has to be after the specimen. It is typically located at the bot-
tom of the microscope under the screen or part way down the column before the screen. 
The energy-loss spectrometer (see figure 5) is a magnetic prism (or combination of prisms) 
which bends the electrons through (normally) 90°. Electrons with lower energy are bent 
through a greater angle giving a spectrum at the exit plane of the spectrometer. Slanted and 
curved ends of the magnetic prism focus the beam while extra optical elements are used to 
control the fine focus and remove aberrations. For a typical TEM the primary electron energy 
is 100 to 300kV and for optimal resolution the spectrometer energy resolution needs to be 
0.5eV or better. 
The spectrum is detected using a CCD camera, allowing the whole spectrum to be detected in 
parallel. To allow different energy ranges to be detected the spectrometer dispersion is con-
trolled by a series of multipole lenses situated after the spectrometer. 
An extension of a standard spectrometer is the imaging filter, where a further series of multi-
pole lenses after the spectrum plane is used to re-form the original image on the TEM screen 
and remove distortions produced by the spectrometer magnet. In addition, a variable width slit 
at the spectrum plane can be used to select the electron energy range to be imaged. 
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Fig. 5: Diagram 
showing how a 90° 
prism electron energy-
loss spectrometer 
works. 
Energy loss spectra 
For most thin TEM specimens the majority of electrons pass through the specimen with no 
energy-loss causing interactions. Thus most of the electrons appear in the zero-loss peak, ie 
the peak corresponding to the incident electron energy (see figure 6). A small fraction lose 
some energy, with the fraction decreasing rapidly with increasing energy loss. This high dy-
namic range makes both collection and display of spectra difficult. In most cases the zero-loss 
peak is too intense for the CCD camera and as a result the energy range collected is adjusted 
so that it does not fall on the detector. Either a log scale or a number of gain changes is need-
ed to display spectra. 
There are 5 main regions to an EEL spectrum, as shown on figure 6 and these will be de-
scribed in turn. 
Zero-loss peak 
The zero-loss peak contains both elastically scattered and phonon scattered electrons. Elas-
tically scattered electrons pass through the specimen with no energy loss and include diffract-
ed electrons. The energy width of the zero-peak is determined by energy spread of the elec-
tron gun. This ranges from ~2eV for a tungsten filament (thermal), ~1eV for a LaB6 filament, 
~0.7eV for a thermally assisted field emission gun (FEG), ~0.3eV for a cold field emission 
gun (cold FEG) and down to meV for monochromatic microscopes. The angular scattering is 
determined by diffraction in the sample, for example Si 111 (figure 7) has a scattering angle 
of 12mrad (0.7°). 
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Fig. 6: An example EEL spectrum from Ni3Al showing the 5 main regions. 
 
 
 
 
Fig. 7: Zero-loss energy 
filtered convergent beam 
diffraction pattern from a 
Si crystal looking down 
[111]. The pattern was 
taken at 200kV and is 
shown on a log intensity 
scale to make the phonon 
scattering near the edges 
of the image visible. 
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Phonon scattering is where an electron creates one or more phonons (thermal diffuse scatter-
ing). The typical phonon energy loss is ~kT ≈ 0.025eV, too small to measure except with the 
very latest monochromatic microscopes and thus lies within the zero loss peak, even though it 
is not actually zero energy loss. The angle of scattering is large, eg up to 50mrad (~3°). Pho-
non scattering is one source of Kikuchi lines in diffraction patterns (see figure 7). 
Low loss region, 5 to 50eV 
This region contains mostly plasmon scattering A plasmon is an oscillation of the conduction 
band electrons (like a phonon is an oscillation of the crystal lattice). The angular scattering for 
plasmon losses is a few mrad. Plasmon scattering is delocalised over a few nm. 
Each compound has a characteristic plasmon energy, typically between 10 and 25eV. For ex-
ample, the plasmon energy for Ta is 22eV while the plasmon energy for Ta oxide ranges from 
22 to 27eV. Thus the plasmon energy can be used to distinguish the chemical state of a material, 
as for example in the resistive switching device whose EEL spectrum is shown in figure 8. 
 
 
 
 
 
 
 
 
Fig. 8: Low loss EEL 
spectra from Ta and 
Ta oxides from a 
resistive switching 
device [5]. 
Very low loss region, 0 to 5eV 
This region of the energy-loss spectrum has been explored relatively recently because a mi-
croscope with a monochromator or a cold field-emission gun microscope is required. In prin-
ciple it should be possible to see semiconductor band gaps (such as Si at 1.1eV as shown in 
figure 9, or GaN at 3.5eV) plus the conduction band density of states at a spatial resolution of 
<1nm. However very low loss spectra are both difficult to obtain and difficult to interpret. In 
figure 9 the features between 2 and 4.5eV loss are not due to the band structure of Si but are 
due to Cherenkov radiation. Cherenkov radiation is light emitted when the velocity of the 
electron exceeds the velocity of light in the material. It can be minimised by using thinner 
samples. In addition, surface plasmon peaks are also present in this part of the spectrum with 
energies of up to 10eV. Surface plasmons can be minimised by using thicker samples. 
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Fig. 9: Very low loss EEL spectrum from Si taken with a monochromated microscope. 
Background, single electron excitations 
Energy losses above 30eV are mainly by collision and ejection of single electrons from the 
valence band. These ejected electrons become the secondary electrons used for SEM imaging. 
The background intensity has a characteristic shape given by I = AE–r, where I is the intensity, 
E is the energy loss, r is a constant, usually between 2 and 6 and A is another constant. 
This formula enables the background to be subtracted from spectra. It is important for quanti-
fying core losses. However it is only valid above about 50eV and for thin specimens. 
Core losses 
These are caused by the ejection of an inner shell core level electron from an atom to form a 
core hole with the incident electron losing energy in the process. The electron can be ejected 
to the conduction band (lowest empty state) or to higher energies. As a result an “edge” rather 
than a peak is seen. Each atomic shell (K, L, M, etc) has its own EELS edge or edges. Later 
an electron from a higher shell fills this hole causing X-ray or Auger electron emission. The 
energy of the emitted X-ray is always less than corresponding EELS edge energy. Electron 
energy loss spectra are similar to X-ray absorption spectra, but can be obtained from a much 
smaller volume. An example of an EEL spectrum from copper showing the Cu L and Cu M 
edges is shown in figure 10. 
Quantifying EEL spectra 
Quantification of EEL spectra to obtain elemental compositions requires the areas of the core-
loss edges to be measured. But quantifying energy loss spectra is more difficult than for X-ray 
spectra, mainly because the EELS edges extend over a wide range of energy, unlike the sharp 
X-ray peaks making the edge areas difficult to measure. Also, it is only possible to fit a back-
ground above the edge energy. 
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Fig. 10: Core loss EEL spectrum from Cu. 
To quantify energy-loss spectra the specimen must be thin or else multiple scattering will ob-
scure the edges. Ideally, the plasmon peak should be less than 1/10 of the zero loss peak. First 
the background must be fitted using a background fitting window above the edge of interest. 
Then the background is subtracted before the area of the edge within a window can be found 
(see figure 11). For each edge of interest the ionisation cross-section, σ, must be calculated 
and integrated over the same window. 
Compositions can be calculated using a ratio technique similar to that used for EDX, 
CA/CB = (IA/σA)/(IB/σB), where CA is the concentration of element A, IA is the counts under 
the edge and σA is the ionisation cross-section. 
The cross-sections are difficult to calculate accurately. To calculate the cross-section, we need 
to know the collection angle (ie the objective aperture size or EELS entrance aperture size) 
and the microscope voltage. Cross-sections are larger for lower Z elements (but the back-
ground also larger). Typically the accuracy is around 10%, worse than for EDX, due to inac-
curate cross-sections and the difficulty of estimating edge areas accurately. 
Electron energy-loss near edge structure (ELNES) 
EELS edges have some fine structure which is a function of the local atomic arrangement 
around the edge element. Energy loss near edge structure (ELNES) is the structure within 
about 50eV of the edge onset. Extended energy loss fine structure (EXELFS) is the structure 
beyond 50eV after the edge onset and depends on the arrangement of the surrounding atoms. 
An example of a K edge from Al showing both ELNES and EXELFS is shown in figure 12. 
Only ELNES will be considered here. 
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Fig. 11: Cu EEL spectrum showing background fitting and edge area windows. 
Fig. 12: Al K EELS edge from NiAl showing the ELNES and EXELFS regions. 
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In EELS an electron is excited from a core level to the first empty state of the atom, the con-
duction band. The shape of edge depends on both the initial state (the core level) and the final 
state (the conduction band). For K edges (eg Al) there is only 1 core level so the edge shape 
depends only on the conduction band density of states. For L edges there are 3 initial states. 
However the ELNES structure is not the same for all the three initial states because the quan-
tum mechanical selection rules allow different transitions for each initial state. Therefore EL-
NES only shows a partial density of states for the conduction band. 
For many materials different bonding states of the same atom can give very different ELNES 
structures. An example is carbon and spectra from a number of different types of carbon are 
shown in figure 13. 
 
 
 
Fig. 13: Carbon K 
edge EEL spectra 
from diamond, 
graphite, amorphous 
carbon, graphite 
oxide and C60. 
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Energy-filtered electron microscopy (EFTEM) 
Energy filtering is an extension of energy loss spectroscopy. In energy filtering, we are able to 
collect an image from an area of the specimen at a given energy loss. This can be done either 
in STEM or TEM mode. In STEM mode a small focused probe is used and an energy loss 
spectrum is collected through a slit at the desired energy loss. The probe is scanned to create 
an image. This is often called “spectroscopic imaging”. It uses a standard energy-loss spec-
trometer but needs a TEM with STEM mode. 
Alternatively in TEM mode extra lenses after the energy-selecting slit can be used to allow 
the original image to be reformed. The extra lenses form part of an imaging filter. This meth-
od effectively collects an image in parallel at each energy loss. A number of different uses for 
EFTEM will now be considered. 
Zero-loss filtered images 
In zero loss filtering the energy-selecting slit is positioned so as to collect only electrons that 
have lost no energy, ie those in the zero loss peak. This means that all the inelastically scat-
tered electrons are prevented from reaching the image allowing thicker regions to be exam-
ined (loss electrons suffer chromatic aberration & thus blur image). Zero-loss filtering also 
makes quantitative TEM possible, since most image simulations assume only elastic scatter-
ing. An example is the improvement in visibility of convergent beam diffraction patterns from 
thick specimens shown in figure 14. 
Fig. 14: Comparison of unfiltered (contains electrons of all energies) and zero-loss (contains 
only zero-loss electrons) energy filtered convergent beam diffraction patterns from a silicon
crystal with the beam along [110]. 
Plasmon loss images 
The plasmon peaks are characteristic of the different compounds in the sample. Thus plasmon 
images can distinguish different compounds. Figure 15 shows a film of SiO2 that has been 
irradiated in the centre to form Si particles. These show up as the bright dots in the Si plas-
mon image while the SiO2 plasmon image shows only the surrounding undamaged SiO2. Alt-
hough the resolution of plasmon loss images is lowered by delocalisation, it is good enough to 
see individual Si particles of a few nm. 
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Fig. 15: Bright-field, annular dark-field STEM image and Si and SiO2 plasmon loss images 
from a SiO2 film that has been irradiated with electrons in the centre. 
Core loss images 
The aim of core loss mapping is to collect a map of a particular core loss edge and thus also 
an elemental map. Core loss mapping is difficult because of the need to remove the back-
ground from under the core loss edge, which may be much higher in intensity than the core 
edge itself. There are various methods of calculating core loss maps. 
For the jump ratio method, one image just before the edge (pre-edge image) and one image on 
the edge (post-edge image) are collected. The jump ratio image is the ratio of these images. A 
jump ratio image only gives an approximate idea of the elemental concentration. Its advantage 
is that thickness variations are removed (at least approximately). 
For the three-window method 2 pre-edge images and one post-edge image are collected. The 
2 pre-edge images are used to estimate the background under the post-edge image using the 
formula I = AE–r. This background can then be subtracted from the post edge image. The 
method is equivalent to the normal background subtracting method of finding EELS edge 
areas from energy loss spectra and can thus be quantified. The 3-window image is the sum of 
the edge area over the thickness of the specimen. Hence to get true elemental maps any spec-
imen thickness variations must be compensated for. Figure 16 shows an example of core-loss 
elemental maps from a TiN/HfO2-based resistive switching structure. The O K map shows 
localised oxygen deficiency in the HfO2 layer. 
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Fig. 16: Core loss elemental maps from a TiN/HfO2-based resistive 
switching structure. (a) HAADF STEM image, (b) O K, (c) N K and
(d) Ti L elemental maps [6]. 
Image spectroscopy 
In image spectroscopy an entire EEL spectrum is collected for each point in an image. This 
can be done either in TEM mode where many images are collected both before and after the 
edge of interest or in STEM mode where a complete spectrum is collected for every point as 
the beam is scanned across the specimen. Spectrum images collected in TEM mode have 
good spatial resolution (typically 2k by 2k pixels) but poor energy resolution and can suffer 
from alignment problems if the sample drifts. Image spectra collected in STEM mode have 
good energy resolution but the scanned area is limited by the speed that the spectra can be 
read out, so usually are not more than about 200 by 200 pixels. Drift in STEM mode causes 
the spectrum image to be spatially distorted. 
Image spectroscopy thus gives a big improvement over the 3-window method in determining 
the background although it takes longer and requires a larger dose of electrons. As a result the 
signal to noise ratio is better and the resulting elemental maps are more quantitative than for 
either the jump-ratio or 3 window methods. 
As an example figure 17 shows atomic resolution maps of the V, La and Ti concentrations 
from a LaVO3/SrTiO3 multilayer derived from a STEM spectrum image collected using a 
Nion SuperSTEM operated at 100kV. 
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Fig. 17: A-C, Atomic resolution La, Ti and Mn elemental maps 
from a La0.7Sr0.3MnO3/ SrTiO3 multilayer derived from a STEM 
spectrum image. D, False colour image obtained by combining 
the three maps. 
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1 Introduction
Photoelectron spectroscopy has matured into an extremely versatile and powerful analysis tech-
nique. It permits access to a very wide variety of materials and their electronic structure, ranging
from complex bulk structures down to free atoms. Consequently, there is an enormous wealth
of results and interesting examples on different systems available, which are well worth being
discussed. For good reasons, however, this lecture must focus on a few essential basics, novel
aspects and a very personal selection of examples. For an in-depth study of photoemission spec-
troscopy and phenomena, the reader is referred to a number of excellent textbooks and review
articles covering this field [1, 2, 3, 4, 5, 6].
Moreover, this lecture leaves out recent developments in spectromicroscopy, where photoemis-
sion microscope (PEEM) can be used both in the real and in the reciprocal space (angular) mode
[7]. This subject is covered in this issue in the lecture C6 by C. M. Schneider.
Fig. 1: Early photoemission experiment. Monochromatic photons of the energy hν excite alkali
(K, Na) sample and the retarding voltage U is applied until the photoemission current disap-
pears. Dependence of U on the frequency ν is linear and the slope yields the Planck’s constant
h, while the offset yields the work function Φ0. Figure adapted from [1].
The method of photoelectron emission spectroscopy goes back to the photoelectric effect, which
was discovered by H. Hertz in 1887 [8] and refers to the phenomenon of electrons being ejected
from a metal when illuminated by electromagnetic radiation. The explanation of the photoelec-
tric effect by A. Einstein in 1905 [9], along with Compton’s work on inelastic X-ray scattering
(published in 1923) [10], were essential discoveries which confirmed corpuscular nature of light
within the frame of the discussion on wave-particle dualism. In his famous paper, Einstein ex-
tended Planck’s quantum hypothesis by postulating that quantization was not a property of the
emission mechanism, but rather an intrinsic property of the electromagnetic field. Using this
hypothesis, Einstein was able to explain why the maximum kinetic energy Ekin of the emitted
electrons varies with the frequency ν of the incident radiation as
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hν = Φ0 + Ekin = Φ0 +
1
2
mev
2 ≡ eU (1)
where h is Planck’s constant, Φ0 is a characteristic energy and called the work function, me, e
and v denote electron mass, charge and velocity, respectively. This is exactly the result expected
if photons are quantized with energies hν, and earned Einstein the 1922 Nobel prize in physics.
In the early photoemission experiments one basically determined the total photoelectron current
Ip(U) on a counter electrode as a function of a retarding voltage U . In this way, the maximum
kinetic energy of the photoelectrons was determined from the condition Ip(U) ⇒ 0 (Fig. 1).
From today’s perspective this approach corresponds to an angle-integrated photoemission ex-
periment [1].
The development of photoelectron spectroscopy started at the end of the 1950’s with K. Sieg-
bahn, who studied the energy levels of core electrons in atoms using excitation with X-rays [11].
Since the exact binding energy position of the core level depends on the chemical environment
of the atom from which the photoelectron is emitted, Siegbahn coined the name Electron Spec-
troscopy for Chemical Analysis (ESCA) for this spectroscopic technique. He was awarded the
physics Nobel prize in 1981 for his contributions to high-resolution electron spectroscopy.
Fig. 2: Schematic picture of a modern photoemission experiment.
A typical angle-resolved photoemission experiment as of today is sketched in Fig. 2. The pho-
ton source is typically a synchrotron radiation facility, which provides light over a broad range
of photon energies hν from the ultraviolet up to hard X-rays [12]. This light beam can be finely
focused down to about 100 µm in diameter, its direction of incidence onto the sample and its
degree and orientation of polarization (linear, circular) can be precisely controlled. The elec-
tron energy analyzer is equipped with an electron optical entrance lens system, which defines
the angular range of the photoelectrons analyzed. Therefore, the emission direction denoted
by the angles (θ, φ) is a free experimental parameter. On the one hand, for solid state exper-
iments, mostly single-crystalline samples are investigated under ultrahigh vacuum conditions
(p < 10−8mbar). On the other hand, studies in catalysis require almost atmospheric pressure
a the sample. This can be nowadays enabled by special designs of the entrance lens system
involving differential pumping stages [13].
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2 Fundamental Aspects of Photoemission
The valence electronic structure of a solid can – in principle – be calculated by solving a
Schrödinger (nonrelativistic approximation) or Dirac equation (relativistic interactions included)
for the respective lattice structure. For most metallic systems with weak electronic correlations,
i.e. being close to the limit of a homogeneous electron gas, a quite successful description has
been achieved within the framework of density functional theory (DFT) using the local density
(LDA) or more general local spin density approximation (LSDA) for the exchange-correlation
potential [14]. In order to discuss salient features of the photoemission process, we will first
adopt this effective single-particle picture, although we must be aware of the fact that it does
not capture electronic correlations properly. Introduction to theoretical methods of calculating
the electronic structure is given in the lecture A2 by S. Blügel and G. Bihlmayer
One important result of the theoretical treatment is that the quantum mechanical wave function,
describing an electronic state in the solid, depends on symmetries of the Hamiltonian (e.g.
lattice symmetries, inversion symmetry, time reversal symmetry, etc.) and must also include
electron spin. Within a single particle picture the Hamiltonian can be written as
([
1
2m
(
p− e
c
A
)2
+ eV (r)
]
+ i e
4m2c2
E · p− e2
2mc
σ · B−
− e
4m2c2
σ · (E× p)± eV ↑↓exc(r)
)
φ = Enls(k)φ.
(2)
with φ and Enls(k) denoting the single electron wave function and energy eigenvalue, respec-
tively. The terms in square brackets in Eq. 2 represent the Hamiltonian of a system subjected
to an electromagnetic field (vector potential A). This part contains all crystalline symmetries
through the potential V (r). The Darwin term (∼ E · p) may be understood as a relativistic cor-
rection to the electron energy. The fourth term contains the interaction of the spins – described
by the Pauli spin matrices σ – with an external magnetic field B. The last two terms contain the
spin-dependent interactions through spin-orbit coupling and the exchange-correlation potential
V ↑↓exc(r). The latter is responsible for the formation of spontaneously ordered magnetic states in
solids. All spin-dependent terms in the Hamiltonian tend to reduce the symmetry of the sys-
tem in one way or the other, leading to the splitting and hybridization of degenerate states. A
full set of energy eigenvalues obtained from the DFT treatment forms a band structure En(k)
of the solid with the band index n and the electron wave vector k. The wave functions are
Bloch functions and are further classified by the orbital momentum quantum number  and the
spin quantum number s. Formally, the respective states may be written as |n, , k, s〉 with their
energy eigenstates Enls(k).
In addition to this valence electronic states comprising delocalized electrons, the full electronic
structure of a solid also contains atomic-like localized core levels at higher binding energies
EB  30 eV (the binding energy is referred to the Fermi energy, i.e. EB = 0 at EF ). In
the ground state, the core states are completely occupied, whereas the valence states are occu-
pied up to the Fermi energy EF in the case of metals. In semiconductors and insulators the
Fermi level lies in a band gap and the intrinsic bulk states are occupied only up to the valence
band edge in the undoped case. Moreover, in semiconductors band bending and surface pho-
tovoltage phenomena occur, which complicate the intepretation of photoemission results from
semiconductors[15]. These effects will not be treated in this contribution.
Interaction of such electronic structure with photons leads to excitation of electrons from occu-
pied into unoccupied states in the electronic structure. If these empty states are located above
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Fig. 3: Principle of the photoemission pro-
cess. The electrons excited into states
above the vacuum level form a photoelec-
tron spectrum reflecting a broad valence
electronic distribution (shaded area) and
sharp emission lines from the core levels.
From [3].
the vacuum level Evac of the solid, photoelectrons can leave the crystal and can be measured by
an electron spectrometer, yielding characteristic signatures of the valence electronic states and
core levels (Fig. 3). Fermi’s Golden Rule describes quantum mechanically the transition prob-
ability between two electronic levels |i〉 and |f〉 with binding energies Ei and Ef , respectively:
Pi→f =
2pi

|〈f | O |i〉|2 δ(Ef − Ei − hν) (3)
In the simplest approach, the two levels |i〉 and |f〉 may be taken from the ground state elec-
tronic structure of the solid – which neglects the role of electronic correlations in the excitation
process, as we will see below. The most important quantity in Eq. (3) is the transition matrix
element
Mfi = 〈f | O |i〉 (4)
which depends on the symmetries of the electronic wave functions and the photonic operator
O, whereas the delta function δ(Ef − Ei − hν) ensures energy conservation in the excitation
process. For low photon flux densities the operator O can be treated within linear response
theory and takes the form
Mfi =
−e
mc
〈f |A(r) · p |i〉 (5)
with A(r) the vector potential of the electromagnetic field and p the momentum operator. It
is usually assumed that the wavelength of the electromagnetic field is large compared to in-
teratomic distances, i.e. A(r) varies only marginally in the spatial region contributing to the
transition matrix element 1. This view is commonly known as dipole approximation and sim-
plifies the transition matrix element to
1This assumption should be revisited, if we go to photoexcitation with hard X-rays.
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Fig. 4: Schematic representation
of the three step model. The
numbers denote: (1) refraction
of the electromagnetic wave at
the surface, (2) penetration of the
photon into the solid, (3) pho-
toexcitation, (4) propagation of
the photoelectron to the surface,
and (5) diffraction of the electron
wave at the surface.
Mfi =
−ie
c
A0(Ef − Ei) 〈ψf | e · r |ψi〉 (6)
with the complex amplitude of the vector potential A0, its polarization vector e, and the wave-
functions of the final and initial states ψf and ψi, respectively. This form of the transition matrix
element is extremely valuable, as the quantity 〈ψf | e · r |ψi〉 can be evaluated for selected sym-
metries of the wave functions and yields dipole selection rules, which are very useful for a
qualitative interpretation of photoemission spectra. This can be most easily seen for atomic lev-
els, the wavefunctions of which can be expressed in terms of a radial part and a part containing
spherical harmonics Yl,m. As the operator e · r can also be represented in terms of spherical har-
monics (e.g. Y1,0 for linearly polarized light, or Y1,±m for circularly polarized light), the matrix
element 〈ψf | e·r |ψi〉 can be fully calculated by evaluating products of spherical harmonics. The
particular mathematics of spherical harmonics allows the matrix element to be nonzero only for
particular relations between lf , li,mf ,mi, which is the basis of the selection rules. Although
being only strictly valid for atomic systems, this approach has also been successfully extended
to approximately describe the behavior of electronic states at high symmetry points in solids.
A more general treatment of dipole selection rules in solids has been developed on the basis of
group theory [1].
It is useful to recall that the photoexcitation is only part of the entire photoemission process.
Once the electron has been excited into the upper level – which takes place on a timescale of
10−15 s – we call it a photoelectron. However, this highly energetic or “hot” photoelectron
must find a way to leave the crystal, which is only possible if the excitation occurs into states
above the vacuum level Evac. The proper quantum mechanical treatment of the photoemission
process is the so-called one-step model, which – at least in principle – permits a quantitative
interpretation of photoemission spectra. A more intuitive access to the underlying physics is
provided by the simpler three-step model which we will discuss in the following.
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2.1 Three-Step Model of Photoemission
This model separates the photoemission of a single2 electron into subsequent processes dealing
with (i) the photoexcitation, (ii) the transport of the hot electron to the surface, and (iii) the
transmission of the electron through the surface into the vacuum (Fig. 4). On a quantum me-
chanical level these steps have to be connected in a suitable way in order to allow the electronic
wave function to propagate from one step to the next.
2.1.1 Photoexcitation
We have already mentioned above that the central aspect in the photoexcitation step concerns
dipole selection rules. These rules predict allowed electronic transitions based on the symmetry
of the electronic wave functions involved. In the atomic picture, these selection rules take the
form:
∆L = ±1 (7)
∆mL = 0,±1 (8)
The photon carries an amount of angular momentum of |L| = 1 with it’s polarization state
being determined by mJ = 0 (linear polarization) and mJ = ±1 (right- and left-hand circular
polarization, respectively). Linearly polarized light can be represented as a superposition of
right- and left-hand circularly polarized waves. To illustrate the action of these selection rules
we take the example of the excitation from an atomic 2p level. According to Eq. (7) we will
find two types of allowed transitions, which may contribute to the photoemission spectrum
p→
{
d for ∆L = +1
s for ∆L = −1 (9)
For the evaluation of Eq. (8) it is useful to consider that atomic states are usually subject to
spin-orbit coupling, which leads to a characteristic splitting of the atomic levels and leaves only
the total angular momentum J = L+ S as a good quantum number. Consequently, our p-level
splits into a p3/2 and a p1/2 state and for linearly polarized light, we will have allowed transitions
of the type
p3/2 → d3/2
p1/2 → s1/2
p−1/2 → s−1/2
p−3/2 → d−3/2
(10)
whereas for circularly polarized light we have
2This single-electron picture is convenient, because in many cases it allows a qualitative interpretation of pho-
toemission spectra on the grounds of band structure calculations within the framework of density functional theory.
It neglects, however, electronic correlations in the electronic structure which can be significant in certain materials
or material classes.
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p3/2 → d5/2
p1/2 → d3/2
p−1/2 → s1/2
p−3/2 → s−1/2
for (∆mL = +1) and
p3/2 → s1/2
p1/2 → s−1/2
p−1/2 → d−3/2
p−3/2 → d−5/2
for (∆mL = −1) (11)
Note that the dipole operator of the light acts only on the orbital part of the electronic wave
function, i.e. on the spatial symmetries, but it cannot interact with the electron spin S directly.
However, because spin-orbit coupling ties the spin to specific orbitals, a selective excitation
can yield spin polarized photoelectrons even from nonmagnetic materials. This phenomenon
is called optical spin-orientation [16] and is also the basis of all magneto-dichroic effects ob-
served in photoabsorption and photoemission [17]. In order to see how this works let us have
a closer look at the p → s transitions described by Eq. (11) (selection rules for crystalline
symmetries see Appendix). The states s1/2 ≡ |↑〉 and s−1/2 ≡ |↓〉 may be regarded as pure spin
states. For positive light circularity we have transitions starting at p−3/2 and p−1/2. Usually, the
probabilities for the two transitions - which can be simply calculated from the Clebsch-Gordan
coefficients [18] - differ by a factor of 3, i.e. the amount of photoelectrons excited into the s−1/2
is 3 times greater than into the s1/2 state. If we assume that we have a nonmagnetic situation,
the s−1/2 and s1/2 states will be energetically degenerate and a summation over the two pho-
tocurrent contributions will yield a spin polarization of the photoelectrons of P = −50%. The
same treatment for negative light circularity yields P = 50%, i.e. a reversal of the circularity
also reverses the sign of the photoelectron spin polarization. This optical spin-orientation effect
in the p → s transitions is particularly exploited in spin-polarized GaAs photocathodes [19],
but it can also be observed as a general photoemission phenomenon in basically all materials.
The quantity measured in the photoemission experiment is a photocurrent I(hν), which is com-
posed by transitions between all possible initial (i) and final states (f )
I(hν) ∼
∑
i,f
|〈f | O |i〉|2 δ(f − i − hν) (12)
Note that in this single particle picture the photoemission spectrum is represented by a series of
sharp lines, which is not what is observed in the experiment. The reason of this discrepancy is
the many-electron nature of the photoemission process, which will be discussed in sect. 2.3.
Once the photoelectron has been excited into the upper state it will propagate through the solid
with a kinetic energy ofEkin = hν−EB according to the energy conservation. The propagation
direction is determined by the electron momentum k, i.e. the electron wave vector k inside the
crystal, which in turn is determined by the wave vector conservation law kf = ki + khν ± G.
The relation between initial and final state wave vectors kf , ki and the photon momentum khν
is given modulo a reciprocal lattice vector G. In most cases, we can therefore confine our
considerations on the photoemission spectra to the first Brillouin zone (reduced zone scheme).
For low photon energies well below 1000 eV the photon momentum can be safely neglected and
particularly with respect to electronic band structures one then may assume vertical transitions,
directly connecting the initial and final state. For higher photon energies, however, the photon
momentum may become a significant quantity.
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Fig. 5: IMFP values for 41 elements, cal-
culated using the TPP-2M formula: Li, Be,
three forms of carbon (graphite, diamond,
glassy C), Na, Mg, Al, Si, K, Sc, Ti, V,
Cr, Fe, Co, Ni, Cu, Ge, Y, Nb, Mo, Ru,
Rh, Pd, Ag, In, Sn, Cs, Gd, Tb, Dy, Hf,
Ta, W, Re, Os, Ir, Pt, Au, and Bi. Five
“outlier” elements (diamond and the al-
kali metals) are included to illustrate the
influence of the electronic structure char-
acteristics. The dashed straight line for
higher energies represents a variation as
λin ∼ E0.78kin , and is a reasonable first ap-
proximation to the variation for all of the
elements shown. From [20].
2.1.2 Propagation
Inelastic mean free path – The propagation of the hot electron is described in the second
step of the three-step model. Due to the strong Coulomb interaction in a solid the hot electron
will suffer very efficient elastic and inelastic scattering processes, which affect both the energy
and angular distribution of the photoemission spectrum observed outside the crystal. The main
mechanisms are scattering due to electron-electron interactions and scattering on defects. In
particular, the inelastic scattering processes lead to a relaxation of the photoelectron towards
the Fermi level. The effect of the inelastic scattering can be described by exponential damping
of the photoelectron intensity along the path l
I(l) = I0 exp(− l
λin
) (13)
with the quantity λin being the inelastic mean free path (often abbreviated as IMFP). The con-
cept of the inelastic mean free path is essential in describing the finite information depth in
a photoemission experiment and λin is the average distance between two subsequent inelastic
scattering events. This quantity is generally believed to follow a very similar behavior in dif-
ferent materials, which leads us to the well-known universal curve of the energy dependence of
λin. A closer look, however, reveals that the curve is universal only with respect to the general
shape and depends on the electronic structure of the element or material in question (Fig. 5).
Common to the IMFP curves is a minimum of λin of only a few Ångstroms at kinetic energies
of ~100 eV and an increase towards both lower and higher energies. Based on this one can
understand the high surface sensitivity of photoelectron spectroscopy at intermediate energies,
which is both a virtue and a limitation. It can be – at least partly – overcome by exciting
the photoelectrons with hard X-ray photons, i.e. photon energies of 6 - 10 keV (see Chapter
4.5). From Fig. 5 we see that at a kinetic energy of 10 keV the IMFP increases up to 10
nm. This energy-dependent variation of the information depth forms the basis for hard X-ray
photoemission.
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Fig. 6: Illustration of various aspects of photoelectron diffraction. (a) Simple diffraction fea-
tures expected in emission from one atom in a diatomic system. (b) An accurately calculated
diffraction pattern for C 1s emission from CO at a kinetic energy of 500 eV. Note the strong for-
ward scattering peak, and other interference peaks or fringes extending from near the forward
scattering direction to the backward scattering direction. (c) The basic theoretical measures
required to describe photoelectron diffraction. From Ref. [21], with calculations via Ref. [22].
Photoelectron diffraction – While moving through the crystal the photoelectron can also be
elastically scattered, giving rise to photoelectron diffraction (PD). This phenomenon is often
also referred to as X-ray photoelectron diffraction (XPD) due to the higher excitation energies
that are often used. In XPD a core-level photoelectron scatters from the atoms neighboring the
emission site, so as to produce an angular anisotropy in the outgoing photoelectron intensity
[21]. The qualitative effects expected for the simple case of emission from the bottom atom in
the diatomic molecule are shown in Fig. 6(a), and a quantitative calculation for emission from
the C 1s subshell in an isolated CO molecule at 500 eV kinetic energy is shown in Fig. 6(b).
Electron-atom elastic scattering is typically peaked in the forward direction, with this effect
becoming stronger (that is, having a stronger and narrower forward peak) as energy increases
[21]. For the CO case in Fig. 6(b), the intensity in the forward direction is in fact enhanced
relative to that expected without scattering (I0 in the figure) by about three times. Thus, one
expects in XPD curves both a forward scattering peak (also referred to as forward focussing)
along the interatomic direction, as well as higher-order diffraction interference effects that one
can also consider to be holographic fringes. Back scattering is weaker as energy increases,
but Fig. 6(b) shows that, even at 500 eV, there are still interference fringes in the backward
direction.
Such XPD effects are very useful to determine the local atomic arrangement around an emitter
atom. The XPD signals can be interpreted and modelled using the quantities shown in Fig.
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6(c). The polarization εˆ of the light influences the directionality of the initial photoelectron
wave, and for emission from an s-subshell, the outgoing unscattered wave ϕ0 has an amplitude
proportional to εˆ · kˆ, where kˆ is a unit vector in the direction of the photoelectron wave vector,
and the photoelectron deBroglie wavelength will be given by
λe = h/ |p| = 2pi/ |k| , in convenient units : λe[Å] =
√
150.5/Ekin[eV] (14)
Thus, an electron with 150 eV kinectic energy has a wavelength of about 1 Å, and a 1500 eV
electron of about 0.3 Å, and these numbers are comparable to atomic dimensions. The outgoing
photoelectron will elastically scatter from neighboring atoms j to produce wave components
ϕj , and this process can be in first approximation described by plane-wave scattering, or more
accurately by spherical-wave scattering. This scattering can be incorporated into a scattering
factor fj , which is furthermore found to be strongly peaked in the forward direction for ener-
gies above about 500 eV, as noted previously. The photoelectron wave components will also
be inelastically attenuated as they traverse some total path length l in getting to the surface,
with their amplitudes decaying as exp(−l/(2λin)). Finally, they will be refracted at the inner
potential barrier V0. Summing up all wave components (unscattered and scattered) and squaring
then yields the diffraction pattern. Electrons can also be multiply scattered from several atoms
in sequence, and in many cases accurate calculations of the resulting photoelectron diffraction
patterns require including these effects, especially if scatterers are lined up between the emitter
and the detection direction, as along low-index directions in multilayer emission from a single
crystal. Various programs are now available for calculating XPD patterns, with one web-based
version being particularly accessible [22].
2.1.3 Transmission
In the final step of the three-step model the photoelectron has arrived at the surface and will leave
the crystal. For this purpose, however, it has to pass through the surface potential barrier which
matches the periodic potential inside the crystal to the vacuum outside. From simple quantum
mechanics we know that an electron wave passing across a potential step Φ will be elastically
scattered and diffracted, i.e. it will change its trajectory. In reality the surface potential barrier
Fig. 7: (a) The component of the wave vector parallel to the surface is conserved upon trans-
mission of the electron through the surface, kf || = K||. (b) If photon momentum is neglected,
transitions between the initial and final bands of the crystal are vertical in the reduced zone
scheme.
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is not a step function, but smoothly varies as Φ(z). The details of the scattering process depend
on the shape of Φ(z).
Let us use the following nomenclature for the considered wave vectors which is illustrated in
Fig. 7(a): ki describes the initial state of the electron inside the solid before the excitation, kf
describes the final state of the electron inside the solid after the excitation ("hot electron"), but
before the transmission through the surface, and K describes the electron outside the solid. The
diffraction of the photoelectron at the surface potential is the reason that the wavevectors of the
electrons inside the crystal kf and outside in the vacuum K are not conserved. A conservation
law exists only for the component parallel to the surface plane, kf || = K||.
This conservation of the parallel momentum makes it natural to consider components parallel
and perpendicular to the surface separately. In order to relate the perpendicular component of
the photoelectron wave vector K⊥ to the electronic states inside the solid, more sophisticated
methods for the band mapping have to be used [1]. The simplest one assumes the final electronic
states to be described by a nearly-free electron parabola
Ekin + V0 =
2
2m
kf 2 =
2
2m
(ki +G)2 (15)
with an electron mass m and with the inner potential V0, the empirical parameter which de-
scribes the energy loss during the transmission through the surface potential barrier (here we
neglected photon momentum khν).
As illustrated in Fig. 7(b) the initial and final states are connected by vertical transitions in the
band structure, ki for the certain emission angle can be determined from Ekin under the as-
sumption of a certain V0. Assuming that only the shortestG vector which allows photoemission
is involved (G = G⊥, a so-called first Mahan cone) one arrives to the simple equations which
relate the electrons of the certain kinetic energy Ekin, emitted at the angle θ with respect to the
surface normal, to their wavevector ki
ki|| =
√
2m
2
Ekin sin θ (16)
ki⊥ =
√
2m
2
(Ekin cos2 θ + V0) (17)
This procedure fails, however, if the final state band structure deviates considerably from the
nearly-free electron picture, which is the case particularly at hybridization regions. In this
case, it is more reasonable to use final states from a band structure calculation for comparison.
However, all these analyses will only yield a qualitative interpretation of the photoemission
spectra. For a quantitative interpretation, a full photoemission calculation within a one-step
model is needed.
2.2 One-Step Model of Photoemission
A considerable drawback of the three-step model is its limitation to a qualitative description
of the photoelectron spectra. For a more quantitative description, first of all, the transition
probabilities for all electronic excitations must be calculated on the basis of a realistic band
structure for a semi-infinite system, for example, derived from density functional theory. The
formalism must also take into account surface states or transitions into evanescent final states.
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Secondly, we must properly consider the multiple scattering events which the hot electron suf-
fers in the final state. These are caused by the strong electron-electron interaction. This situation
is more adequately described by the so-called one-step model, which considers the excitation
and subsequent transport in a common framework. In particular, the multiple scattering of the
electron waves in the surface-near region and in the surface potential is treated in analogy to
formalisms developed for low energy electron diffraction (LEED). In LEED an electron wave
enters the crystal and subsequently undergoes a multiple scattering process. If we invert the or-
der on the time scale, we retrieve our final state in the photoemission process, with the excited
electron propagating towards the surface. This state is therefore also called a time-reversed
LEED state [23]. In terms of kinetic energy there is a gradual transition from the LEED to the
photoelectron diffraction regime. PED effects can therefore be included into one-step photoe-
mission theories.
On the basis of one-step photoemission theories one arrives at a quantitative description of the
photoelectron spectra. This may even include effects due to spin-orbit coupling and the electron
spin, in which case a relativistic Dirac-type formalism is involved [24]. In this way it becomes
possible to calculate magnetic dichroism and spin polarization spectra.
2.3 Refinement of the One-Electron Model
2.3.1 Electronic correlations
In the above discussions we have always implicitly assumed that the electronic system under
investigation can be modeled within an effective single-electron picture. This has the advan-
tage that the features appearing in the photoemission spectra may be directly related to specific
interband transitions in the electronic structure, involving band states or core levels. Single-
particle picture may fail to capture the essential physics of a system, because it may underesti-
mate the correlations in a many-electron system. This is true for the entire family of so-called
highly-correlated systems, which includes transition metal oxides and other materials exhibiting
phenomena such as high-temperature superconductivity, colossal magnetoresistance or multi-
ferroicity. Such systems are usually described by theoretical approaches beyond simple LDA,
for example, LDA+U or dynamical mean field theory (DMFT). The interpretation of photoe-
mission results from such systems is more involved and must take into account the influence of
the electron-electron interactions in all steps of the photoemission process.
2.3.2 Spectral shape of photoemission lines
There is, however, a second way through which electronic interactions enter the photoemission
experiment. According to Fermi’s Golden Rule (Eq. 3) the energy conserving δ-function im-
plies all photoemission signatures to be infinitely sharp lines. This should hold particularly for
core level photoemission lines. Inspection of the schematic picture in Fig. 3 already reveals that
the photoemission line will have a finite width. This is due to the multielectron character of the
photoemission process itself.
Whenever a photoelectron is excited to the upper level, it leaves behind a hole in the lower level.
Strictly speaking the photoemission process converts an N -electron system into an (N − 1)-
electron system, if the photoelectron has left the crystal, before the hole has been filled again.
The photoelectron and the hole interact with each other through Coulomb interaction, which
may lead to a renormalization of the binding energies, the appearance of spectral satellites, and
a finite linewidth of the spectral line. This has two profound consequences. First, the terms
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ground and excited state become a different meaning, because they rather refer to an N and
(N − 1) electronic system, respectively. Second, photoelectron spectroscopy always measures
an excited state of matter rather than the electronic ground state. In a somewhat larger picture
this is a nice illustration of one of the paradigms in quantum physics, according to which a
measurement always affects and alters the system measured. Fortunately, modern condensed
matter theory is able nowadays to handle many-electron systems both in the ground and excited
state and can therefore provide a full photoemission calculation.
The role of electronic interactions in the photoexcitation spectrum is often taken into account
within a Green function formalism [2]. The Green function G(k, ) describes the behavior of a
quasiparticle, which is "dressed" by the electronic correlations and the electron-hole interaction.
Their influence is globally expressed by means of the complex self-energy Σ. Without going
through the details of the formalism, from the Green function one can finally calculate the
spectral density function A(k, ), which may be compared to experimental results
A(k, ) = − 1
pi
ImG(k, ) = − 1
pi
ImΣ(k, )
[− k − ReΣ(k, )]2 + [ImΣ(k, )]2 . (18)
A closer inspection of Eq. 18 reveals that the real part of Σ introduces a renormalization of the
energy k of the spectral feature, whereas the imaginary part of Σ describes the finite lifetime of
the quasiparticle state, resulting in a finite spectral width. As we will see below, the self-energy
Σ can be conveniently employed to include further interactions, such as electron-phonon and
electron-magnon coupling.
The spectral density function replaces the delta function in Eq. 12. The total photocurrent is
again determined by summing up over all dipole-allowed optical transitions between the many-
electron states Φf and Φi weighted by the spectral density. We then arrive at the following
description of the photocurrent [25]
I(hν) ∼
∑
f,i
|〈Φf | O |Φi〉|2Aii(f − hν) (19)
=
1
pi
∑
f,i
|〈Φf | O |Φi〉|2 |ImΣ(i)|
[f − i − hν − ReΣ(i)]2 + [ImΣ(i)]2 .
This is the basis for modern photoemission calculations, which attempt a quantitative interpre-
tation of the experimental data.
3 Techniques
3.1 Electron Spectrometers
During the last two decades, there has been a considerable improvement in photoelectron spec-
trometer technology, mainly driven by the continuous quest for improved spectral resolution.
By now, commercially available energy analyzers may be able to achieve an energy resolu-
tion below 1 meV [26]. The most common type of photoelectron spectrometers nowadays are
display-type energy filters which are able to efficiently acquire intensity distributions over a
certain range of angles and energies within a single measurement. An example for such a hemi-
spherical display spectrometer is given in Fig. 8. The photoelectrons moving away from the
sample surface are accepted by a lens system, which defines the angular spread, i.e. the k‖
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value transmitted. The hemispherical capacitor employed to disperse the electrons according
to their kinetic energy is usually operated at a fixed pass energy Epass in order to keep the en-
ergy resolution constant throughout a spectrum. The slit between the lens and the hemispheres
separates the angular and energy information. The lens system therefore also has the task to
accelerate/decelerate the electrons to the pass energy. After being dispersed in the electrostatic
field a part of the electrons leaves the analyzer through a second aperture towards the areal
electron detector. This usually comprises a combination of a multichannel plate (MCP) and
position-sensitive read-out. The MCP consists of an array of narrow channels each being typ-
ical several 10 µm in diameter. In each channel a photoelectron is amplified by a factor of
104 − 106. This signal is then transported into the position-sensitive readout. The read-out may
be a phosphor screen observed by a CCD camera system which sorts and counts the events into
a data file in a computer. Alternatively, there are resistive anode type detectors, which directly
output voltage pulses to a multichannel analyzer.
The specific design shown schematically in Fig. 8 features another anode arrangement called
a delayline detector (DLD) [27, 28] to make room for a second detector measuring the spin
polarization of the photoelectrons.
For specific purposes a wide variety of specialized electron spectrometers have been developed
over the years. Most of them employ the electrostatic dispersion principle or a time-of-flight
approach, in which the kinetic energy of the electrons is converted into a transit time along
a defined trajectory. DLD detectors are in particular suitable for time-of-flight spectrometers,
because of their intrinsic time resolution.
One of the challenges is to increase the angular acceptance of the analyzer in order to be able
to capture a larger part of the photoelectron angular distribution in front of the sample. A very
Fig. 8: Hemispherical photoelectron spectrometer with two-dimensional delayline detector
(DLD) and SPLEED spin polarization analyzer operated at the synchrotron laboratory DELTA
in Dortmund by the institute PGI-6 [28].
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Fig. 9: Cross sectional scheme of the
DIANA spherical capacitor spectrometer.
The angular distribution of the photoelec-
trons is imaged onto a two-dimensional de-
tector and captured by a CCD camera.
From [29].
interesting design in this respect is the display-type spherical analyzer DIANA (Fig. 9) [29].
The electron trajectories emerging from the sample surface even at large emission angles are
guided with high angular fidelity into the detector. The spectrometer is capable of mapping
almost the entire half-space in front of the sample. This is particulary useful, for example, for
photoelectron diffraction studies.
3.2 Spin Analysis
For the sake of completeness photoemission experiment should be capable of analyzing the
photocurrent with respect to all quantum numbers |n, , k, s〉. This includes the electron spin,
which carries important information about spin-dependent excitation and scattering processes
in the solid. It can be shown that for an ensemble of electrons, the quantity spin can be ex-
pressed by a vector in real space, the spin polarization P, the direction of which is defined by a
quantization axis in the solid or the entire experiment [30]. Spin-dependent effects arise either
through spin-orbit coupling or exchange interaction, the latter being a characteristic quantity in
magnetic systems.
Several types of spin polarization analyzers have been developed over the years. Their com-
mon principle of operation is based on the spin-dependent scattering of the photoelectrons off a
target. The spin-dependence in the scattering process comes about by the same spin-dependent
interactions mentioned above. In a simple picture, these interactions define a spin quantization
axis and cause electrons with spin-up and spin-down to scatter with different probability into
a direction perpendicular to this quantization axis. A counting detector placed in this direction
will thus count different rates of scattered electrons for incident spin-up or spin-down photo-
electrons, for example, I↑(E) and I↓(E). By subsequently orienting the spin-sensitive axis
of the detector along the x, y, and z-axis, we can determine all three components of the spin
polarization vector P(E).
There is only one spin polarization analyzer so far which is based on the exchange interaction.
It involves low energy scattering (Es ≈ 6 eV) at a single-domain Fe(001) surface. Detectors
exploiting spin-orbit coupling either involve high-energy Mott scattering at the atomic potential
(several 10 keV up to 100 keV) or low energy scattering at the periodic potential of a solid (typ-
ically 100eV). Since the strength of the spin-orbit coupling increases with the atomic number
Z, all spin-orbit scattering targets comprise heavy atoms, such as Au, W, or U.
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Fig. 10: Sketch of the SPLEED spin detec-
tion principle using a W(001) crystal. The
spin polarization components Px (red) and
Py (green) are measured simultaneously.
In order to see how a spin detector is interfaced with the electron spectrometer, we choose
the SPLEED detector as an example (Fig. 10). In this detector one effectively performs a spin-
polarized low-energy electron diffraction experiment [31]. The incoming electrons hit aW(001)
surface at normal incidence with a scattering energy of about 104 eV. The diffracted beams cre-
ate a four-fold symmetric LEED diffraction pattern above the surface. The {20} diffraction
beams are of particular importance, because they provide the highest spin sensitivity at these
scattering conditions. Because of symmetry reasons the SPLEED detector is sensitive to two or-
thogonal components of the spin polarization vector. The components Px and Py are determined
from the intensity of the LEED reflexes by
Px =
1
S
· I[0,2] − I[0,−2]
I[0,2] + I[0,−2]
(20)
Py =
1
S
· I[2,0] − I[−2,0]
I[2,0] + I[−2,0]
with the spin sensitivity S. This procedure is repeated for every data point of the spectrum and
yields a spin polarization spectrum Px,y(k, E), which can be used to calculate the spin-up and
spin-down contributions of one vector component to the photoemission spectrum according to
I↑(E) =
I0
2
(1 + P (E)) and I↓(E) =
I0
2
(1− P (E)) (21)
with the spin-averaged total intensity I0.
3.3 Ambient Pressure PES
One of the limitations of standard X-ray photoemission (XPS) is the need for ultra-high vac-
uum (UHV) experimental conditions which makes it impossible to investigate surfaces under
atmospheric pressures. One reason for UHV is that in many experiments one is interested in
atomically clean surfaces, due to the surface sensitivity of XPS. On the other hand, under-
standing elemental composition and chemical specificity of surfaces under nearly atmospheric
pressures is of primary interest in the fields of energy generation and heterogeneous catalysis.
Ambient-pressure X-ray photoelectron spectroscopy (AP-XPS), pioneered by Kai Siegbahn’s
group at Uppsala University [32], has been developed in order to allow for photoemission
measurements under nearly atmospheric conditions. Electrons are strongly scattered by gas
molecules, and this scattering is the main challenge in AP-XPS. For 100 eV electrons in 1 mbar
water vapor the inelastic mean free path is approx. 1 mm [13]. This is much shorter than the
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Fig. 11: Example of a two-dimensional
E(θ) distribution recorded from an
Ag(100) single crystal surface. The color
code ranges from blue (no intensity)
through yellow (medium intensity) to red
(high intensity). Vertical and horizontal
cuts through this distribution yield energy
distribution curves (EDC) and momentum
distribution curves (MDC), respectively.
The broken lines bound areas of 5 lines
on the detector which have been added
up to the MCD (top) and EDC (right).
Inset: Experimental geometry with the
red triangle indicating the angular spread
measured.
distance between the sample and the entrance of the lens of the hemispherical analyzer, such as
the one shown in Fig. 8, which is typically in order of 3-4 cm.
AP-XPS systems use differential pumping between the sample environment, which is called "in
situ cell", and the photoelectron spectrometer and the photon source (laboratory-based X-ray
source or the synchrotron beam). Such pumping schemes typically use small apertures which
separate two or three differentially pumped subsections. One can either mount the apertures in
front of the lens of the existing spectrometer, which has the advantage of minimal modifications,
or integrate the pumping stages and apertures into the electrostatic lens. Currently AP-XPS
systems can operate at pressures up to 130 mbar.
Comprehensive review of the AP-XPS technique has recently been given by Starr et al. [13].
AP-XPS can also be used to investigate the liquid-solid interfaces [33].
4 Selected Examples
In the following, we will discuss several examples illustrating different applications of photoe-
mission spectroscopy covering band states and core levels.
4.1 Electronic and Chemical States
4.1.1 Valence state photoemission
The first example illustrates the mapping of the valence electronic states in a noble metal. A
hemispherical display-type spectrometer like the one shown in Fig. 8 records an entire two-
dimensional slice of the photoelectron distribution E(kf ) in front of the sample in a single
measurement. For a Ag(100) surface, which is illuminated by photons with energy hν = 35 eV,
such a slice is displayed as a colour-coded map in Fig. 11 for photoelectrons emitted around an
angle θ = 20° with respect to the surface normal. The energy scale is renormalized to the Fermi
energy EF , and the photoelectron intensity is represented as a function of binding energy EB
and emission angle θ.
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Fig. 12: (a) Set of normal emission spectra of ZnSe(001) thin film measured at photon energies
between hν = 13 eV and 32 eV. (b) Solid lines show theoretical occupied and unoccupied band
structure of ZnSe along ΓX line in the Brillouin zone. Dashed lines show free electron bands.
Red and green symbols show transitions related to the certain peak in the experimental spectra
under the assumption of the correctness of the initial valence band dispersion.
For a more detailed analysis of the spectral features one may take cuts through the I(EB, θ)
distribution, resulting in different types of spectra. A cut at fixed binding energy yields I(θ),
which is sometimes called a momentum distribution curve (MDC). A cut at fixed angle yields
I(EB), which is called an energy distribution curve (EDC) and corresponds to a "classical"
photoemission spectrum.
Although the distribution in Fig. 11 seems to resemble a band structure, it is important to note
that the data are not a simple picture of the bands, because the energy and angular position of the
intensity maxima is determined by the transition matrix elements and thus by the initial state and
final state bands. Nevertheless, we can already clearly discern different types of spectral features
with large and smaller dispersion. In fact, a comparison to bulk band structure calculations of
silver along the [100] (∆) direction reveals that the spectral structure that starts at the Fermi
level and bends downwards to the right originates from a strongly dispersing band of symmetry
∆1, which has a strong free-electron, sp-like character. The more localized 4d-like states in
silver give rise to the strong almost horizontal lines at binding energies below 4eV.
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Fig. 13: Band mapping results for the bulk electronic states in a Cu single crystal along the
[100] (Γ − ∆ − X), ([110] (Γ − Σ − K), and [111] (Γ − Λ − L) directions. The bands
are shifted from the DFT theoretical E(k), shown by thin lines, due to excited-state self-energy
effects. The constant line at EF is due to the Fermi cutoff, and the peaks A–F are spurious
structures due to multiple upper band composition, 1DOS maxima, and surface states. From
[36].
For three-dimensional crystals significant band dispersion is present also in the direction per-
pendicular to the surface k⊥. In order to investigate such effects it is the easiest to measure the
set of normal emission spectra at the range of photon energies because the Eq. 17 simplifies to
k⊥ =
√
2m
2
(Ekin + V0). (22)
Such set for the case of ZnSe(001) surface is presented in Fig. 12(a). Detailed analysis of
these spectra is presented in [34] and in the following we will focus on the dominant feature
in these spectra, indicated with the green marker, and another feature indicated with the red
dashed line, which are interpreted in Fig. 12(b) (see also Fig. 7(b)). The feature marked in
green closely follows the final band dispersion which is very close to the dispersion of the free-
electron parabola. This means that in case of this feature Eq. 22 is a good approximation for
finding the value of k⊥. However, no matching free-electron final band can be found for the
case of features indicated by red dashed line in Fig. 12(a). These features are not related to
Auger transitions (their kinetic energy is not constant) and they are not related to surface states,
because their initial (binding) energy is not constant. Therefore either they do not reflect the
calculated initial band structure, or they are related to the transitions to non-free electron final
bands. Figure 12(b) shows that there exist non-free-electron final bands which allow to interpret
the dispersion of these features as originating from the same initial band as the features marked
in green.
More sophisticated and accurate band mapping can be performed by employing experimental
schemes for the determination of the final band dispersions from electron scattering measure-
ments [35], and combining them with photoemission spectra. Fig. 13 displays such a result
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Fig. 14: Core level photoemission from
Al(111). A surface reaction with oxygen
leads to characteristic chemical shifts of
the core level binding energies with respect
to the clean surface. The amount of oxygen
that the surface is exposed to is measured
in units of Langmuir L (1L = 10−6mbar ·
s). From [1].
for copper, with the data points being obtained from photoemission experiments and the lines
representing a band structure calculation [37, 36]. The strongly dispersing bands starting at the
Γ-point correspond to the free-electron like sp-type states. All other bands exhibit a weaker
dispersion and have a strong d-type character, meaning that the electrons are more localized.
The band structure in Fig. 13 has been calculated within a relativistic scheme, i.e. it also con-
tains the effects of spin-orbit interaction. Although copper is a material with low atomic number,
spin-orbit coupling has been found to play an important role in the band symmetries, in partic-
ular, close to hybridization points. We also observe spectral signatures, which do not fit into the
calculated bulk band structure (A − F ) . A further analysis reveals that feature E is related to
a surface state. The features B, C, and D are caused by transitions into regions with a strong
one-dimensional density of states, where k⊥ is not conserved. A hybridization of multiple upper
bands leads to the appearance of feature A. Feature F is likely caused by surface state or sur-
face resonance split off from the d bands [36]. We also note that the experimental data exhibit
a systematic shift with respect to the calculated band. This is due to self-energy effects in the
excited state.
4.1.2 Core level photoemission
The photoemission from the localized core levels gives rise to rather sharp spectral features at
well-defined and characteristic binding energy values (see Fig. 3). These values are tabulated
for the elements, for example, in the X-Ray Data Booklet [38], and range from several 10
eV for the shallow core levels up to 10 keV for the 1s-levels of heavy elements. Core level
photoemission is often used to identify and quantify chemical species and is therefore also
termed ESCA (Electron Spectroscopy for Chemical Analysis). For a sample consisting of one
chemical element only, the binding energy of the spectral feature is sufficient to unambiguously
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identify the element3.
An example is given in Fig. 14, which compiles different spectra recorded for the Al 2p core
level. The bottom most spectrum has been obtained from a clean Al(111) surface and shows
the 2p core level peak located at a binding energy of EB = 73 eV. A further inspection of the
spectrum reveals that the spectral line has a finite width and an asymmetric shape. The line
width is mainly determined by the lifetime of the core hole created in the excitation process and
by the energy resolution of the electron spectrometer. The asymmetric line shape arises mainly
due to the excitation of electron-hole pairs in the vicinity of the Fermi level. This corresponds to
inelastic electron scattering of the photoelectron in the solid, effectively shifting some spectral
weight to the low binding energy side of the peak. This asymmetric line shape may be modeled,
for example with the Doniach-Sunjic approach [39].
The binding energy of a given core level may change, as soon as we alter the chemical environ-
ment, for example, by a chemical reaction. Although the chemical bonds formed with an atom
as a consequence of the reaction involve mainly the valence electrons, they may cause a charge
transfer from or to that atom. This process modifies the electrostatic screening in the atom, ulti-
mately resulting in a slight shift of the core level binding energy. These so-called chemical shifts
form the basis of more elaborate ESCA approaches in determining the chemical composition
of complex alloys and compounds. An illustration for chemically induced core level binding
energy shifts is given by the remaining spectra in Fig. 14. These spectra are obtained by ex-
posing the Al(111) surface to different amounts of oxygen in successive steps. After an oxygen
exposure of 25 L we start to see a weak spectral feature on the high binding energy side of the
2p level. After 50 L this feature has grown into a well-defined sharp peak EB = 74.4 eV, which
can be attributed to photoemission from Al surface atoms onto which oxygen has chemisorbed.
3Usually one measures several core level lines at different binding energies in order to increase the accuracy of
the element analysis.
Fig. 15: (Left) Principle of Fermi surface mapping illustrated for photoemission from W(110).
The plot compiles photoemission intensity distributions I(E, k‖) for different emission angles,
which can be stacked in a three-dimensional scheme. A cut through the stack at E = EF yields
a two-dimensional map of the Fermi surface in the plane defined by k‖. From [40]. (Right)
Fermi surface for Pb-doped Bi2212, i.e. Bi2Sr2CaCu2O8−δ. From [41].
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Fig. 16: X-ray photoelectron diffraction at 1486.7 eV excitation from a monolayer of FeO grown
on Pt(111). (a) A full-hemisphere pattern for Fe 2p emission is shown, above the atomic geom-
etry finally determined for this overlayer. (b) Diffraction patterns simultaneously accumulated
for emission from Pt 4f (kinetic energy 1414 eV), Fe 2p (778 eV), and O 1s (944 eV). From Ref.
[42].
In addition, a third peak starts to form at still higher binding energies. After dosing 100 L onto
the Al(111) surface, this third signature at EB = 75.7 eV has evolved into a clear peak, which
can be attributed to photoemission from Al atoms bonded in an Al2O3 environment. We there-
fore see that the oxidation from metallic aluminium to alumina is accompanied by a chemical
shift of the Al 2p core level by about ∆EB = 2.7 eV.
4.1.3 Fermi surface mapping
A particular aspect in modern photoemission spectroscopy is the so-called Fermi surface map-
ping. In order to see how this approach works, it is useful to recall that the data provided by the
2D display analyzers represent an intensity distribution I(E, k‖). The electron wavevector k‖
parallel to the surface is defined by the experimental geometry. By varying the emission angles
θ and φ (cf. Fig. 2) one obtains a set of slices through reciprocal space for different vectors
k‖ = (kx, ky) in the surface plane. This data set can be condensed into a three-dimensional
representation E(kx, ky). An example for angle-resolved photoemission from a W(110) surface
is shown in Fig. 15. The picture combines a vertical cut I(E, kx, ky = 0) through the sur-
face Brillouin zone (SBZ) with a horizontal cut I(E = EF , kx, ky). The intensity distribution
I(E, kx, ky = 0) reveals a clear dispersion of band segments along the high symmetry direc-
tions S¯− Γ¯− S¯ in the SBZ, which can be compared to appropriate band structure calculations.
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The horizontal cut I(E = EF , kx, ky) depicts a two-dimensional map of the electronic states
at the Fermi energy and can thus be related to the Fermi surface. In the interpretation we have
to keep in mind that the map in Fig. 15 contains matrix element and photoelectron diffraction
effects. These have to be taken into account when comparing the data to theoretical predictions.
The details of the Fermi surface are crucial in determining the physical properties of materials,
for example, the magnetic anisotropy in magnetic systems or the origin of superconductivity.
In fact, the onset of superconductivity is accompanied by the formation of a small gap around
the Fermi level. It is for this reason that Fermi surface mapping has become a standard tool
in the investigation of high-TC superconductors (HTSC). The example in Fig. 15 depicts the
Fermi surface of Pb-doped Bi2Sr2CaCu2O8−δ (short form Bi2212) [41]. The data have been
recorded in the normal state (T=120 K) with a He discharge source (hν = 21.2 eV). The main
Fermi surface is hole-like and has the form of tubes (rings) centered around the X and Y high
symmetry points. In addition, weaker intensity features are observed specifically around the
M point. This so-called shadow Fermi surface is attributed to a spin-related origin [41]. A
detailed understanding of the Fermi surface and their change with temperature are mandatory
to understand the microscopic mechanisms leading to HTSC.
4.1.4 Photoelectron Diffraction
As one example of a photoelectron diffraction pattern, we show in Figure 16(a) the full hemi-
sphere intensity distribution for Fe 2p emission at 778 eV (λe = 0.44 Å) from a monolayer
of FeO grown on a Pt(111) surface [42]. At this energy, the forward-peaked nature of XPD
is observed to create strong peaks in intensity along the Fe-O bond directions. The angle of
these peaks can furthermore be used to estimate the distance between the Fe and O atoms in
the overlayer, and it is found to be only about half that for similar bilayer planes in bulk FeO,
as illustrated in the bottom of Figure 16(a). Figure 16(b) also illustrates the element-specific
structural information available from XPD. The Pt 4f XPD pattern from the same sample is
rich in structure due to the fact that emission arises from multiple depths into the crystal, with
forward scattering producing peaks and other diffraction features along low-index directions.
The Fe 2p pattern is here just a projection onto 2D of the 3D image in Figure 16(a). The O
1s pattern shows only very weak structure, as the O atoms are on top of the overlayer, with no
forward scatterers above them, and only weaker back scattering contributing to the diffraction
pattern. Comparing the Fe and O patterns thus immediately permits concluding that Fe is below
O in the overlayer, rather than vice versa. Other examples of photoelectron diffraction in the
study of clean surfaces, adsorbates, and nanostructure growth can be found elsewhere [21, 43].
4.2 Spin Effects in Photoemission
The electron spin can give rise to very peculiar phenomena in photoemission experiments. This
is due to the fact that the electronic states are subject to two spin-dependent interactions: (i)
spin-orbit coupling, and (ii) exchange interaction. Whereas spin-orbit coupling is mainly an
atomic property, exchange-interaction is at the heart of the many electron system and is respon-
sible for magnetic phenomena.
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Fig. 17: (a) Spin polarized spectra of Fe/W(001) taken at normal emission at hν = 64 eV and
100K using the Mott detector at the NSLS beamline U5 [44]. Sherman (asymmetry) function
of S = 0.17 was used to calculate the plotted spectra, and the values on the ordinate scale
of the upper panel results from the Eq. 21, however, they are close to the actual experimental
accumulated count rate collected by the opposite channeltrons. (b) Bulk band structure of iron
along ΓH line in the Brillouin zone, red/blue color indicates majority/minority exchange split
bands. Black line shows the interpretation of the normal emission spectrum from Fe(001) at
hν = 64 eV according to the Eq. 17.
4.2.1 Ferromagnetic systems
A ferromagnet is characterized by a finite magnetization M, i.e. a spontaneous long-range
magnetic order below a critical temperature TC . The magnetization is related to a lifting of the
spin-degeneracy of the valence electronic states. As a consequence, the spin-up and spin-down
bands are separated in binding energy by the exchange splitting ∆Eexc(k, E). A spin-resolved
photoemission experiment will therefore be able to directly distinguish between the spin-up and
spin-down states, as the spin is preserved during the optical transition.
Initially, ferromagnetic materials were often prepared as single crystals in the picture frame
geometry [45], however, in such configurations stray magnetic fields of several mOe range are
difficult to avoid. Such fields can influence the angular distribution of photoelectrons, in par-
ticular at lower kinetic energies, and therefore compromise the angular resolved measurements.
Moreover, they can also affect the orientation of the spin polarization vector while the photo-
electrons traverse the stray field region. To remove the influence of the stray fields nowadays
ferromagnetic samples are typically prepared as epitaxial thin films, which readily deliver a sin-
gle domain configuration when magnetized along one of the magnetic easy axes. The advantage
of such a configuration is the possibility to perform a set of consecutive measurements with the
film remanently magnetized in opposite directions, which enables one to effectively remove any
spurious "apparatus" asymmetries introduced by the experimental setup.
When ferromagnetic epitaxial films with sufficient quality are prepared, such that the angular
dependence of electrons reflects the reciprocal space with a minimal secondary electron back-
ground due to impurities and surface roughness, then clear features with a spin polarization
close to 100% are observed in spin-ARPES spectra. Exchange interaction introduces a shift
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Fig. 18: Spin-resolved W 4f energy distri-
bution curves (EDC’s) measured with p-
polarized light of hν=140 eV photon en-
ergy. The spin polarization vector is ori-
ented perpendicular to the plane spanned
by the direction of light incidence and the
surface normal. The integral of the dif-
ference (lower panel) over the binding en-
ergy vanishes within 1% relative to the in-
tegral of the absolute value of the differ-
ence. From [50].
between majority and minority bands over the entire Brillouin zone, therefore spin polarization
from ferromagnets is observed also in the angle integrated photoemission spectra. In case of
high resolution studies another condition to obtain nearly 100% spin polarization, which is of-
ten neglected, is that the probed states originate from the Brillouin zone region, where no band
splittings, resulting from lifted degeneracy of the crossing bands due to SOC (arising from the
reduced symmetry due to the defined magnetization direction), take place.
Example spectrum which originates from exchange-split bands is presented in Fig. 17, where
both the minority and majority features of Fe near the Γ are observed, showing a nearly full
spin polarization. The two clear features result from deg majority and dt2g minority initial bulk
bands of Fe, and their splitting of ∼ 0.7 eV agrees well with ∼ 0.8 eV predicted by ab initio
calculations [46, 47].
4.2.2 Optical spin orientation
Even in the absence of magnetic interactions, it is possible to observe spin-polarized photo-
electrons and relate them to the symmetry of the electronic states. This phenomenon is called
"optical spin orientation" and the microscopic mechanism is provided by spin-orbit coupling,
as we have already discussed in Sect. 2.1.1. The effects are large, if the spin-orbit coupling in
the occupied states is strong.
As an example, Fig. 18 shows spin-resolved photoemission data for the W 4f shallow core lev-
els obtained with linearly polarized light. The geometry was chosen such that the light impinges
on the W(110) surface at a glancing angle of 17°. Symmetry arguments require that the spin-
polarization vector is oriented perpendicular to the plane spanned by the direction of incidence
an the surface normal [48]. These states show a clear spin-orbit splitting of about ∆Eso ≈ 2.5
eV between the 4f7/2 and 4f5/2. We see that the partial intensity spectra of spin-up () and
spin-down (∇) differ significantly at the peak positions, resulting in a positive spin polarization
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Fig. 19: Upper panel, section of the sur-
face Brillouin zone of the unreconstructed
Au(111) surface. The ΓK distance is
pi
√
32/3a = 1.45A˚−1. Lower panel,
schematic view of the split surface state
dispersion in a cut through Γ. From [53].
at the 4f7/2 emission line, whereas the 4f5/2 level exhibits a negative spin polarization (bottom
panel). This spin polarization reversal between the spin-orbit split levels is an instrinsic fea-
ture of the optical spin orientation process, because the total spin polarization integrated over
all spin-orbit split levels is required to vanish for symmetry reasons – at least in nonmagnetic
materials. Note that for a given experimental geometry the sign of the spin polarization is un-
ambiguously connected to the symmetry of the electron states involved in the optical transition.
This assertion also holds for band states in a solid and allows a detailed analysis of spin-orbit
effects in the band structure on the basis of spin-polarized photoemission experiments [49].
4.2.3 Rashba States
The spin-polarization effect described in the previous section is due to the intraatomic spin-orbit
interaction included in the Hamiltonian (Eq. 2). This term has a specific structure. In the field of
spin-dependent transport there is a strong desire to control the electron spin in semiconductors
by electric fields. In order to describe this situation in a planar configuration, one often uses the
Rasbha-Bychkov Hamiltonian [51]. Interestingly, it has a very similar mathematical form
HRB = ασ · (k× E) (23)
with the Rashba constant α, effective electric field E, and Pauli matrices σ = (σx, σy, σz).
One expects maximal effects of the Rashba Hamiltonian when the electric field, the electron
momentum and the electron spin are mutually orthogonal.
In two-dimensional (2D) systems with broken inversion symmetry, this spin–orbit interaction
causes spin separation of the moving electrons – which is why it is interesting for spintronics.
However, the inversion symmetry of the potential is also naturally broken at any crystal surface
or interface. As a consequence, electronic states localized at a surface/interface should be spin-
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split although this splitting can be quite small. In fact, the Rashba interaction at crystal surfaces
becomes sizeable only when it couples to the large intra-atomic spin-orbit interaction. The
gradient of the surface potential by itself is not sufficient to cause a directly observable splitting
of the surface/interface electronic bands into spin subbands [52]. Therefore, this interaction
plays an important role only if high-Z elements are involved at the surfaces or interfaces.
It is well-known that some noble metal surfaces exhibit pronounced surface states. This is also
true for the unreconstructed Au(111) surface, which exhibits a Shockley-type surface state at
the center of the surface Brillouin zone (SBZ), i.e. at the Γ-point. This situation is depicted in
Fig. 19. The surface state is characterized by a parabolic dispersion with k||. Due to the Rashba
interaction the surface state will spin-split, forming two concentric ring-shaped Fermi surfaces
with opposite spin polarization in the SBZ.
Indeed this splitting can be clearly seen in a high-resolution photoemission experiment as shown
Fig. 20. The gray-scale intensity map represents a slice through the Brillouin zone along the
direction Γ¯K¯. Without the Rashba interaction there would be only one parabolic trace centered
around k|| = 0, corresponding to the dispersion of the surface state. The Rashba interaction in-
troduces a symmetric splitting resulting in two parabolic traces with opposite spin polarization.
The energy and momentum distribution curves show that the two traces are only degenerate at
k|| = 0, but separated otherwise.
The (111) surfaces of silver and copper have very similar Shockley surface states, but much
smaller predicted Rashba splitting which may be due to the smaller intraatomic spin-orbit
coupling as mentioned above. Recently spin-orbit splitting in Cu(111) has been observed by
ARPES experiments at very low photon energies (hν = 6 eV, laser-excited) [54]. These experi-
ments set the current limit in momentum resolution of modern angle-resolved photoemission.
Spin polarization of Au(111) surface state can be observed by modern spin-polarized photoe-
mission spectrometers, with recent progress achieved by the momentum microscope [55]. We
refer to the lecture A6 by C. M. Schneider for details of this study.
Fig. 20: Photoemission intensity of the
Shockley state on Au(111) as a function
of energy and momentum I(EB, k||) (white
means high intensity). The top panel shows
a cut at constant energy E = EF (MDC);
the right-hand panel gives the energy dis-
tribution curves (EDCs) at k|| = 0 and
k|| = 0.1 Å−1. From [53].
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4.2.4 Topological Insulators
Recently a new class of materials called three-dimensional topological insulators (3D TIs) has
been discovered and ARPES is one of the main experimental techniques used in their charac-
terization [56]. Theoretical background on topological insulators is partly covered in this issue
in the lecture A2 by S. Blügel and G. Bihlmayer.
The most important 3D TIs are Bi2Se3, Bi2Te3, Sb2Te3 and their alloys. These compounds are
narrow band gap semiconductors, which exhibit band character inversion at the Brilloin zone
center Γ due to the spin-orbit coupling. This leads to the so-called topologically nontrivial
phase in the bulk electronic structure of the material, as long as certain conditions for the parity
of the bands at the time reversal invariant momenta points of the Brillouin zone are also matched
[57, 58]. Such properties are described by the topological invariant Z2, which is similar to the
genus in topology. At the interface between the topologically nontrivial and topologically trivial
material a robust interface state must exist. Since vacuum is topologically trivial, topological
surface state must exist on every surface (which is an interface to vacuum) of a 3D TI, therefore
3D TIs are special materials which are insulating in the bulk, but have conducting surfaces.
Schematic comparison of topological and Rashba-type surface states is shown in Fig. 21 (b)-
(c). In Rashba systems always even number of spin-polarized bands cut the Fermi level, while
topological states consist of odd number of single-branched non-degenerate bands. Another
related feature of topological states is spin-momentum locking, the orientation of the spin is
perpendicular to the momentum k.
High resolution ARPES can directly image surface states of 3D TIs, and the example for the case
of Bi2Te3 is shown in Fig. 21(e). It shows one difference compared to the model calculations:
hexagonal warping of the Dirac cone. The warping is a result of the crystal structure symmetry
and gets less pronounced closer to the Dirac point away from the bulk valence and conduction
band edges. Not all 3D TIs exhibit clear warping, for example is it much less pronounced in
Bi2Se3.
Fig. 21: Schematic Fermi surface (top) and energy band dispersion (bottom) of a nonmag-
netic material (a) without SO influence, (b) with SOC included Rashba spin splitting and (c)
SOC induced single branched topological surface states. Panel (d) shows a schematic three-
dimensional section through the Dirac cone showing the conduction band and the valence band,
and panel (e) shows the actual ARPES measurement of the Dirac cone of Bi2Te3, which shows
that the Fermi surface is not circular but undergoes a hexagonal warping.
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Fig. 22: Spin-polarized data taken (a) near the Fermi level and (b) at higher binding energies
on selected k-space locations along the ΓK direction on the 40 nm Bi2Te3 film [59]. Here, blue
and red solid lines show smoothed IL and IR intensities, respectively. The top row indicates the
in-plane spin-vector component intensities, whereas the out-of-plane intensities are plotted in
the lower rows. The deduced spin-asymmetries Px and Pz are plotted below the corresponding
intensity plots with standard deviations given by vertical error bars, whereas the solid line
represents smoothed data. (c) Experimental three-dimensional illustration of the band structure
of a Bi2Te3 thin film over the full valence band region, indicating the k-space volumes A and B
which are integrated in the spin-polarized experiment.
Spin-momentum locking in topological surface states can be investigated by spin-polarized pho-
toemission, and the results for Bi2Te3 are shown in Fig. 22. In Fig. 22(a)-(b) one can see that
significant spin-polarization can only be observed for the in-plane spin component. Spin sig-
nal in the top panel of Fig. 22(a) reverses between measurement positions A and B which are
marked in Fig. 22(c), which confirms spin-momentum locking. This reversal is also present in
the wider range spectra in Fig. 22(b), which indicates the existence of other, Rashba-type spin
polarized surface features in Bi2Te3. Small non-vanishing spin component in the out-of-plane
spectra in the bottom panel of Fig. 22(a) is due to the hexagonal warping of the Dirac cone.
4.2.5 Magnetic Dichroism in Photoemission
What happens, if we have an experimental situation as described in sect. 4.2.2, but our sample
is actually ferromagnetic? Let us take the example of a 2p core level. The ferromagnetic
state is responsible for a spin-dependent energy splitting of the electronic states – not only in
the valence states, but also in the core levels. These split according to their magnetic quantum
numbermJ , i.e. the 2p3/2 level splits into 4 sublevels (m3/2,m1/2,m−1/2,m−3/2), the 2p1/2 into
two. The transition matrix elements depend on mJ and the orientation of the magnetization.
As a consequence, the fine structure of the intensity spectrum depends on the magnetization
direction. This phenomenon is called magnetic dichroism and is observed for both core levels
and valence states [60].
This effect is shown in Fig. 23 for the 2p core level photoemission from Fe. Note that we have
a very similar geometry as in experiment described in Sect. 4.2.2. The magnetization vector
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Fig. 23: (a) Fe 2p photoemission spec-
tra and Shirley background of 15 ML Fe
/ W(110) excited with p-polarized radia-
tion (hν =850 eV) for magnetization up
and down (M+, M−). The inset shows
the experimental geometry. (b) The inten-
sity difference (MLDAD) of the curves from
(a). (c) MLDAD asymmetry (without back-
ground). The arrows mark the position of
correlation-induced satellites. From [61].
is oriented perpendicular to the reaction plane. The upper panel compiles the photoemission
spectra across the spin-orbit split 2p levels. We can see that the spectra differ significantly
for opposite magnetization directions. The difference of the two spectra is plotted in the center
panel and reveals characteristic bipolar signatures at the position of the core levels. We also note
that the polarity of these features reverses between the 2p3/2 and the 2p1/2. This is consistent
with the spin polarization change in the optical spin orientation experiment in Sect. 4.2.2. In
fact, as a general rule, optical spin orientation phenomena in nonmagnetic materials are taking
the form of magnetic dichroisms in ferromagnets.
The magnetic dichroism signal is often expressed as an intensity asymmetry A
A =
I(M+)− I(M−)
I(M+) + I(M−) . (24)
which reveals a similar spectral dependence compared to the difference. Additional weak spec-
tral features are related to correlation effects (see Sect. 4.3). As the experiment has been per-
formed with linearly polarized light, the effect is also termed magnetic linear dichroism in the
photoelectron angular distribution (MLDAD). The latter points out that the size and sign of the
magnetic dichroism depends strongly on the emission angle of the photoelectrons analyzed. A
closer theoretical analysis shows, that the MLDAD is actually an interference effect between
the two photoemission channels into s and d final states [62].
4.3 Electronic Correlations
It is well established nowadays that photoemission spectra of narrow-band materials, such as
the elements of the d transition-metal series and their compounds, cannot be entirely explained
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within a one-electron picture. This is due to the presence of local correlations between electrons
in the partially filled d band. Experimental band mapping and its comparison with theoretical
results can be a powerful tool to directly investigate correlation effects. It has to be realized,
however, that the correlated electron picture is less transparent than the single particle model.
The interactions due to the electronic correlations lead to a "dressing" of the single particle, i.e.
when the particle moves in the solid it is always screened by these many-particle interactions.
This system of particle and interaction cloud may be seen as a new quasiparticle. The respective
many-electron calculations result in quasiparticle spectral functions rather than conventional
band structures, which is a significant conceptual difference.
From all d transition metals, Ni has the narrowest bands and exhibits the strongest correlation
effects. This can be seen in Fig. 24. Panel (a) reproduces a set of experimental angle-resolved
photoemission spectra, which have been recorded for different emission angles from normal
emission up to 70°, where several spectral features disperse with the emission angle. A com-
parison with a single particle particle calculation in the LDA approximation (panel b), however,
predicts a much stronger dispersion of the bands than observed in the the experiment. In par-
ticular, strong spectral features should also be expected at binding energies larger than 0.5 eV.
This is not observed in the experiment. Furthermore, the exchange splitting between bands of
the same symmetry is calculated about twice as large, as observed in spin-resolved experiments
(∆Eexc  300meV [64]).
The quasiparticle spectral functions calculated within a multiorbital Hubbard model for the ex-
perimental geometries are compiled in panel (c) of Fig. 24. The inclusion of correlation effects
strongly modifies the spectra: all the structures are pushed up towardsEF by self-energy correc-
tions reproducing much more closely the experimental results both in terms of energy position
and dispersion. The spin dependence of the self-energy, arising from the different efficiencies
of the scattering channels involving majority- and minority-spin electrons, strongly affects the
spin polarization of the quasiparticle states. For this particular region in k space, four spin-up
Fig. 24: Comparison between (a) angle-resolved photoemission spectra from a Ni(110) surface
at hν = 21.2 eV , (b) single particle local-density approximation (LDA), and (c) quasiparticle
calculations results. The polar angle ranges from 0° (bottom) to 70° (top). The spin character
is indicated by  and . From [63].
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Fig. 25: Comparison between the cal-
culated dispersion of quasiparticle states
(•) for majority-spin bands and angle- re-
solved spin-integrated photoemission re-
sults (♦) of Ref. [65]. From [66].
and four spin-down bands are theoretically predicted in the energy region of interest. While in
the single-particle picture one spin-up band and four spin-down bands cross the Fermi energy,
all four spin-up bands come close to EF after the inclusion of correlation effects. Moreover,
the energy separation between the spin-up and spin-down bands between θ = 50◦ and 60◦ is
reduced by self-energy corrections. All this is in excellent agreement with the experimental
data.
In addition to a spin- and energy dependent renormalization of the quasiparticle states due to
the self energy, the correlations also lead to the appearance of new spectral features, which
are completely absent in the single particle band structures. The most prominent feature in
Ni is the famous "6 eV satellite". This is depicted in Fig. 25, which shows the calculated
dispersion of the majority spin quasiparticle states. These are compared to spin-integrated,
angle-resolved photoemission results. In the region close to EF we observe the spin-dependent
energy renormalization already discussed above. In addition, we find a strong dispersing feature
corresponding to the sp-type band. At about 6 eV below the Fermi level, however, there appears
a new non-dispersing feature. This is the correlation-induced satellite, which indeed turns out
to be of majority-spin character in spin-resolved photoemission experiments [67].
4.4 Kinkology
The on-site Coulomb interactions leading to the correlation phenomena discussed above are
relatively strong and thus lead to large effects in the band structure. High-resolution photoemis-
sion nowadays provides the opportunity to study also the influence of much weaker interactions
affecting the electronic system, for example, electron-phonon or electron-magnon interactions.
As the analysis procedure is connected close to finding and identifying kinks and precisely
measuring the spectral width in the dispersion of the quasiparticle states, this field is sometimes
called "kinkology".
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Fig. 26: (Left panel) Energy vs. momentum photoemission display of the two surface state
bands S1 and S2 on Be(101¯0). The dashed line is the bulk band edge. Data taken at 30 K
at 40 eV photon energy. (Right panel) Quasi-particle dispersion determined from momentum
distribution curves (circles) obtained at 24 eV photon energy. Dashed blue line is the bare
particle dispersion ε0(k) and the red line is the fit to the data from the extracted Eliashberg
function. From [68].
4.4.1 Electron-phonon interaction
The interaction of different quasiparticles, such as electrons and phonons, results in a crossing
and hybridization of their respective dispersion relations. At the position in k-space where such
crossings occur, the states involved are shifted in energy with respect to the noninteracting case.
As phonons have very low energies of the order of 100 meV the respective modifications of
the dispersion behavior of the electronic quasiparticle states due to the electron-phonon interac-
tion will be confined to a narrow region below the Fermi level. Formally, the electron-phonon
interaction can be considered as an additional contribution to the self energy Σ.
All characteristics of the electron-phonon coupling (EPC) are described by the Eliashberg func-
tion E(ω, ε, k) = α2(ω, k)F (ω, ε, k), the total transition probability of a quasi-particle from/to
the state (ε, k) by coupling to phonon modes of frequency ω [69]. Information about the Eliash-
berg function can be obtained from the angle-resolved photoemission spectra, both through the
EPC distortion of the quasi-particle bands near the Fermi energy and the temperature-dependent
linewidth. If ε0(k) is the bare quasi-particle dispersion of a surface state without EPC, then the
measured dispersion ε(k) with electron-phonen coupling is given by
ε(k) = ε0(k) + ReΣ(k, ε) (25)
The screening of the electrons by the lattice is represented by the self-energy function Σ(k, ε).
The imaginary part of the self-energy is related to the EPC contribution to the lifetime τ of the
excited electronic states:
1/τ = 2ImΣ(k, ε, T ). (26)
Based on these considerations the influence of the electron-phonon coupling has been inves-
tigated in Be(101¯0) [68]. The photoemission data in Fig. 26 (left) show the dispersion of the
surface states S1 and S2 as bright features. The experimental dispersion of the quasiparticle
band ε(k) (Fig. 26, right) is compared to the expected dispersion of the surface state without
additional interactions ε0(k). This comparison reveals a weak, but distinct deviation of the ex-
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Fig. 27: ARPES data from the iron (110) surface state. Left: Raw data, showing the intense
quasiparticle region. Right: The electron band dispersion (E vs. k|| ) extracted from the data
reveals a weak "kink" in the region between 0.1 and 0.2 eV below EF . From [70].
perimental data from the parabolic dispersion close to the Fermi energy. This kink is the spectral
signature of the electron-phonon coupling.
4.4.2 Electron-magnon interaction
In a magnet we have collective excitations of the spin system – magnons. These quasiparticles
also have energies in the 100 meV range. We should therefore expect that electron-magnon
interaction leads to the appearance of kinks in the band structure of ferromagnetic materials.
This is demonstrated for the photoemission from the Fe(110) surface. The ARPES data (Fig.
27) show the spectral distribution of the surface state photoemission close to EF at the center of
the surface Brillouin zone. A careful analysis of surface state dispersion reveals a characteristic
deviation from the parabolic behavior in the regime down to 200 meV below the Fermi level.
This broader kink structure can be indeed related to the electron-magnon interaction [70]. From
these data it is possible to extract the strength and extension of the electron magnon interaction.
4.5 High-Energy Photoemission (HAXPES)
So far we have discussed effects in valence band and core level photoelectron spectroscopy at
excitation energies below 1000 eV. As we know from the inelastic mean free path curves un-
der these conditions we will have λin  1nm at best, i.e. all of these experiments are surface
sensitive (see Fig. 5). In recent years there is a strong effort to extend photoelectron spec-
troscopy also to higher excitation energies up to 10 keV in order to overcome this limitation.
The approach is coinedHArd X-ray PhotoElectron Spectroscopy (HAXPES) and poses several
experimental challenges [71]. First, the electron spectrometers must be modified to be able to
measure photoelectrons with high kinetic energy and good energy resolution (∆E < 100meV).
Second, the photoexcitation cross section for most core levels drops by 2-3 orders of magnitude,
when going from 1 keV to 10 keV photon energy. As a consequence, the resulting photoelec-
tron intensity will be small and difficult to measure. This can be only partially compensated on
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Fig. 28: Hard X-ray photoemission spec-
tra from Ta2O5 in the high (HRS) and low
resistive state (LRS). From [73].
the primary side, i.e. by increasing the photon flux. At present, HAXPES experiments are still
demanding and very difficult to carry out with laboratory sources. With synchrotron radiation,
however, HAXPES is quickly maturing into a powerful tool for materials characterization.
Core level analysis – The major advantage of HAXPES is its larger information depth which
permits the access to buried layers and interfaces. The example shown in Fig. 31 is taken from
the field of resistive oxides. Usually, oxides are wide band gap insulators. As is discussed in
lecture D6, some of these materials may change their conductivity by several orders of mag-
nitude, if a short current pulse above a certain threshold is applied to the material [72]. This
current leads to the formation of conductive filaments or a local valency change in the oxide
generating carriers for electrical transport. This is called the low resitive state (LRS). Interest-
ingly, this process is reversible and the system may also be switched back into the high resistive
state (HRS). This behavior considered as a future memory principle and explains the strong
interest in resistive oxides.
Ta2O5 is one of the promising materials that has been investigated with respect to resistive
memory applications. Fig. 31 shows the comparison of HAXPES spectra taken from the Ta 4d
core states with about 8 keV photon energy. In order to switch the conductivity of the Ta2O5
film a bottom and top electrode usually made from Pt is needed, through which the switching
current is passed through the insulator. This means, however, that the photoemission experiment
has to probe the region below the Pt electrode, which requires a sufficiently high information
depth. As can be seen, the experiment is indeed able to find a difference in the relative core
level intensities underneath the 10 nm thick Pt-electrode, which can be related to a change of
the oxidation state from Ta5+ to Ta4+ between the HRS and LRS state [73]. This demonstrates
that HAXPES is able – at least in principle – to follow and map the valency changes taking
place during the resistive switching process.
The second example relates to the field of spintronics. Magnetic tunneling barriers are consid-
ered as means to enable an efficient spin injection into semiconductors [74, 75]. One of the
materials for spin-filter barriers investigated in this context is the ferromagnetic semiconductor
EuO. In order to obtain a well-defined system for spin injection, a chemically and structurally
sharp interface between EuO and the semiconductor – preferably silicon – must be established
during the growth process. Of particular importance is the control of the oxygen partial pres-
sure, as excess oxygen leads to a formation of interfacial silicon oxide.
The chemical quality of the EuO/Si interface can be addressed by HAXPES exploiting the
kinetic energy dependence of the photoelectron inelastic mean free path (Fig. 29) [76]. The
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Fig. 29: HAXPES on the EuO/Si interface. (Left) Schematic representation of the information
depth for the different Eu and Si core levels. (Right) Si 2p core level photoemission spectra
for (type I) stoichiometric EuO and (type II) O-rich EuO, recorded at 4.2 keV photon energy in
normal (0°) and off-normal (60°) electron emission geometry. From [76].
Fig. 30: Contour plot showing Debye temperatures and photoelectron kinetic energies for the
Debye-Waller factor W(T) = 0.5 at the sample temperature of 20K for various elements [78].
thickness of the EuO film (dEuO = 45 Å) has been chosen such that for a given photon energy
(4.2 keV) the photoelectrons from the Si 2p levels reaching the spectrometer originate mainly
from the interfacial region between EuO and Si. The interface sensitivity can be even increased
by changing the take-off angle of the electrons from normal emission to off-normal emission.
As can be seen in Fig. 29 the growth of oxygen-rich EuO (type II) leads to a significant photoe-
mission satellite in the Si 2p spectrum which stems from a Si4+state. The spectral weight of this
contribution increases for the off-normal emission geometry. This is a clear indication that the
silicon oxide contribution is located at the EuO/Si interface. The growth of stoichiometric EuO
takes place at a lower oxygen partial pressure. The respective Si 2p spectra prove the absence
of an oxide component, i.e. the interface between EuO and Si is chemically sharp. The results
for the Eu 4d, 4f , and 4s core level photoemission corroborate the findings.
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Fig. 31: Temperature dependence of HARPES E(k) maps at hν = 6 keV [82]. (a) MEWDOS
limit at room temperature with angular intensity modulations due to the X-ray photoelectron
diffrations (XPD). (b) Clear signatures of band dispersions at T = 30K. (c) Comparison between
background-corrected E(k) map and calculated band structure. (d) Extended BZ picture of the
photoemission experiment at hν = 6 keV showing the related reciprocal lattice vector G and
the photon momentum khν .
High energy angle-resolved photoemission (HARPES) – Angle-resolved photoelectron spec-
troscopy (ARPES) has been the method of choice to investigate the electronic band structure of
crystalline surfaces and novel electronic materials. Traditional ARPES employs VUV photons
(20 − 150 eV) which in the case of valence bands translates into similar kinetic energies of
the emitted electrons. The inelastic mean free path (IMFP) of such electrons is λin < 1 nm,
translating into a surface sensitivity, which is one of the key advantages of ARPES. On the
downside, however, it obscures the access to the true bulk electron dispersion and to electronic
states localized at buried interfaces.
One way of increasing λin and thus the probing depth of the ARPES experiment, is to employ
low photon energies (i.e. below hν = 10 eV), however, this is material dependent, and the
kinetic energy must be in any case larger than the work function WF (for most surfaces WF
is around 4 to 5 eV). Therefore, the only safe way to increase λin is to perform HARPES
(hard X-ray ARPES) experiments at photon energies in the multi-keV regime. IMFP curves for
many elements are plotted in Fig. 5, and since λin should increase approximately as Ek0.75,
one can reach λin ∼ 30 − 60 Å at 3-6 keV excitation energies. In addition a greater probing
depth decreases the smearing in electron momentum perpendicular to the surface, which is
proportional to 1/λin via the uncertainty principle.
Phonon effects set a fundamental limit of the momentum resolution of the HARPES experi-
ment. At high temperatures signatures of the band dispersions fade out in E(k) maps and the
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valence band photocurrent reaches the matrix-element weighted density-of-states limit (MEW-
DOS, also often termed the XPS limit), typically also modulated by X-ray photoelectron diffrac-
tion effect [77]. Fraction of direct transitions can be estimated from the temperature-dependent
Debye-Waller factor W (T ) ≈ exp (−G2〈u2(T )〉), where G is the reciprocal lattice vector to
allow direct transition, i.e. first Brillouin zone folding, and 〈u2(T )〉 is the one-dimensional
mean-squared vibrational displacement at temperature T . One can set W = 0.5 as a rather
arbitrary limit at which realistic ARPES band mapping can be performed, and Fig. 30 shows
W (T ) contours at 20 K for selected elements [78] where one can see, that band mapping at
up to 2 keV is possible for most elements. It turns out that this is in most cases conserva-
tive, since clear signatures of dispersions can also be clearly observed for lower W values,
in particular when suitable corrections for non-dispersive densities of states and photoelectron
diffraction are applied to ARPES maps of suitable signal to noise ratio. Realistic simulations of
the temperature-dependent HARPES spectra have been recently performed using the one-step
photoemission formalism [79]. Another effect which cannot be neglected at the multi-keV en-
ergy range is the photoelectron energy loss due atomic recoil when a highly-energetic electron
is emitted [80, 81].
The effect of temperature broadening is illustrated in Fig. 31(a-b) where E(k) maps measured
on W(110) surface at room temperature and at 30 K are presented [82]. These results were
obtained at hν = 6 keV, which translates into 50 − 60 Å probing depth, a true bulk sensitive
band mapping. Debye-Waller factor for tungsten at 300 K is W = 0.09, therefore the room
temperature spectrum in Fig. 31(a) shows the MEWDOS limit. At 30 K the Debye-Waller
factor W = 0.45 and in Fig. 31(b) one can clearly see the signatures of tungsten bulk band
dispersion.
At kinetic energies above≈ 500 eV the final state of photoemission experiment can be approxi-
mated by free-electron parabola according to Eq. 15, which allows for convenient interpretation
of the measured valence band dispersions. Such interpretation is presented in Fig. 31(c), where
free-electron final-state ground state simulations based on a state-of-the-art density functional
theory (DFT) with generalized gradient approximation (GGA) are found to be in a very good
agreement with measured bands. Photon momentum |kkν | = 2piν/c, which is normally ne-
glected in VUV ARPES, at multi-keV excitations reaches values comparable to the size of the
Brillouin zone of a typical crystal. This is illustrated in Fig. 31(d), where photon momentum
equals approximately the size of the entire Brillouin zone, which was taken into account in
order to find the agreement shown in Fig. 31(c).
Recently HARPES has been used to characterize the details of the electronic structure of di-
lute mangetic semiconductor GaMnAs [83]. Further developments of HARPES technique will
certainly involve improvements in experimental energy resolution and data acquisition times.
Moreover, combining HARPES technique with the standing-wave ARPES [84] will allow prob-
ing the electronic state localize at specific depth below the surface.
4.6 Interfacial sensitivity
In Sect. 4.5 we have demonstrated two ways to vary the surface sensitivity in photoemission:
changing the photon energy so as to move along curves of the type in Fig. 5 and varying the
take-off angle, as indicated e.g. in Fig. 29. Both of these involve electron escape processes. One
may also ask if there is a way to tailor the photon wave field so as to vary surface sensitivity.
Creating an X-ray standing wave is one method for doing this, and it has been found possible
to selectively look at buried layers and interfaces [85], as well as element-resolved densities of
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Fig. 32: Schematic illustration of the si-
multaneous use of an X-ray standing wave
plus a wedge-profile overlayer sample to
selectively study buried interfaces and lay-
ers – the swedge method. In the example
here, a strong standing wave (SW) is cre-
ated by first-order Bragg reflection from
a multilayer made of repeated B4C/W bi-
layers, and a Cr wedge underneath an Fe
overlayer permits scanning the SW through
the Fe/Cr interface by scanning the sample
along the x direction. From ref. [85].
Fig. 33: Experimental and calculated Cr 3p / Fe 3p ratios for two types of standing wave scan:
(a) Scanning the sample along x at fixed incidence angle, as indicated in Fig. 32, and (b)
scanning the sample polar angle with fixed x position (or Cr thickness). Also shown are best-fit
theory curves. From Ref. [85].
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states [86], in this way.
In Fig. 32, we illustrate one approach for using soft X-ray (or in the future also hard X-ray)
standing waves to carry out more precise depth-resolved photoemission from multilayer nanos-
tructures [85]. This X-ray standing wave (XSW) approach combines a standing wave created
by first-order Bragg reflection from a multilayer mirror of period dML with a sample in which
one layer has a wedge profile, and can be termed the swedge method. If the standing wave is
created by a typically well-focussed synchrotron radiation beam, then its dimensions will be
much smaller than a typical sample, as indicated in the figure. Since the standing wave only
exists in the region where the beam hits the sample surface, and its phase is locked tightly to
the multilayer mirror, scanning the sample in the photon beam along the x direction effectively
translates the standing wave through the sample. In the example shown, the standing wave
would in particular scan through the Fe/Cr interface of interest, at some positions being more
sensitive to the Fe side and at some more sensitive to the Cr side.
Some results obtained with this method for the Fe/Cr interface are summarized in Figs. 33 and
34. The analysis combined XPS intensity and MCDAD measurements (not shown here) from
the 3p and 2p core levels of Fe and Cr, respectively. In Fig. 33(a) is shown the variation of
the Cr 3p / Fe 3p ratio as the sample is scanned in the way suggested above, for several angles
of incidence near the Bragg angle. Oscillations in this ratio clearly reflect the passage of the
standing wave node and belly through the interface. In Fig. 33(b) we compile rocking curves in
which the angle is varied around the Bragg angle for different positions x along the sample, or
equivalently different Cr wedge thickness dCr. Also in this data there are sizeable changes in
the intensity ratio.
Self-consistently analyzing these data with X-ray optical calculations of standing-wave photoe-
mission and only two variable parameters (the depth of onset of change in the Fe composition
and the width of a linear gradient as the interface changes from pure Fe to pure Cr) yields the
excellent fits shown to both types of data, and the parameters given at the left side of Fig. 34(a).
The MCDAD data for both Fe 2p and Cr 2p core level photoemission have also been measured
as the sample is scanned in the beam. The relative signs of the MCDAD signal for the Fe 2p and
Cr 2p levels are found to be opposite [85]. This immediately implies that a small amount of Cr
is oppositely magnetized compared to Fe, which is induced by the ferromagnetic Fe layer, since
Cr is normally antiferromagnetic. Similar data have been obtained at the 3p levels of Cr and Fe.
Further analyzing this data set with two parameters for Fe 2p and 3pMCD and two parameters
for Cr 2p and 3pMCD yields the atom-specific magnetization profiles shown at right hand side
of Fig. 34(a).
Thus, in the above described experiment the swedge method has permitted non-destructively
determining the concentration profile through an interface, as well as the atom-specific mag-
netization contributions through it. The swedge approach has also been used successfully to
determine layer-specific densities of states that can be linked to changes in magnetoresistance
as a function of nanolayer thicknesses [87]. Several other possible applications of it have also
been suggested [85, 88, 89], including going to hard X-ray excitation, for which reflectivities
and thus standing wave strengths can be much higher.
5 Conclusions
In this contribution, we could only touch upon selected aspects of photoelectron spectroscopy
and photoemission processes. It should have become clear that this spectroscopy with its many
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Fig. 34: The concentration and atom-specific magnetization profiles through the Fe/Cr inter-
face, as derived from the XPS and MCDAD experiments. From ref. [85].
facets is a powerful tool for electronic and chemical characterization of materials. Very impor-
tant information can already be extracted by means of qualitative interpretation schemes. The
full potential, however, can be unleashed by quantitative descriptions within sophisticated pho-
toemission calculations. The successful expansion of photoemission techniques to hard X-ray
excitation relaxes the constraint of surface sensitivity. HAXPES offers access to genuine bulk
electronic structures and buried interfaces.
Acknowledgement
This manuscript is in a large part based on the excellent contribution by C. M. Schneider from
the 43rd IFF Spring School 2012.
The author is indebted to the Jülich spectroscopy and microspectroscopy groups at the storage
ring facilities DELTA (Dortmund), BESSY (Berlin) and ELETTRA (Trieste). Sincere thanks
are due to C. S. Fadley (Lawrence Berkeley National Laboratory), A. X. Gray (Temple Uni-
versity, Philadelphia), and E. Vescovo (NSLSII, Brookhaven National Laboratory) for ongoing
collaborations and the permission to use material for this lecture.
570
Photoelectron Spectroscopy 43 — C5
References
[1] S. Hüfner, Photoelectron Spectroscopy 3rd ed. (Springer, Berlin, 2003).
[2] Solid-State Photoemission and Related Methods, eds. W. Schattke, and M. A. van Hove
(Wiley-VCH, Weinheim, 2003).
[3] F. Reinert and S. Hüfner, Photoemission spectroscopy-from early days to recent applica-
tions, New J. Phys. 7, 97 (2005).
[4] Very High Resolution Photoelectron Spectroscopy, ed. S. Hüfner (Springer, Berlin, 2007).
[5] F. de Groot and A. Kotani, Core Level Spectroscopy of Solids (CRC Press, Boca Raton,
2008).
[6] S. Suga and A. Sekiyama, Photoelectron Spectroscopy, Bulk and Surface Electronic Struc-
tures, Springer Series in Optical Sciences (Springer, Berlin, Heidelberg, 2014).
[7] C. M. Schneider, C. Wiemann, M. Patt, V. Feyer, L. Plucinski, I. P. Krug, M. Escher,
N. Weber, M. Merkel, O. Renault, N. Barrett, Expanding the view into complex material
systems: From micro-ARPES to nanoscale HAXPES, Journal of Electron Spectroscopy
and Related Phenomena 185, 330 (2012).
[8] H. Hertz, Über einen Einfluss des ultravioletten Lichtes auf die electrische Entladung,
Annal. Phys. 267, 983 (1887).
[9] A. Einstein, Über einen die Erzeugung und Verwandlung des Lichtes betreffenden heuris-
tischen Gesichtspunkt, Annal. Phys. 322, 132 (1905).
[10] A. H. Compton, A Quantum Theory of the Scattering of X-rays by Light Elements, Phys.
Rev. 21, 483 (1923).
[11] C. Nordling, E. Sokolowski, and K. Siegbahn, Precision Method for Obtaining Absolute
Values of Atomic Binding Energies, Phys. Rev. 105, 1676 (1957).
[12] Handbook on Synchrotron Radiation Vol. 1A, B, edited by D. Eastman and Y. Farge
(North-Holland Publishing, Amsterdam, 1983).
[13] D. E. Starr, Z. Liu, M. Hävecker, A. Knop-Gericke and H. Bluhm, Investigation of
solid/vapor interfaces using ambient pressure X-ray photoelectron spectroscopy, Chem.
Soc. Rev. 42, 5833 (2013).
[14] R. M. Martin, Electronic Structure – Basic Theory and Practical Methods (Cambridge
University Press, Cambridge, 2004).
[15] K. Horn, in Handbook of Surface Science; Vol. 2, edited by K. Horn and M. Scheffler
(Elsevier, Amsterdam, 2000), p. 383.
[16] Optical Orientation, edited by F. Meier and B. P. Zakharchenya (North-Holland, Amster-
dam, 1984).
[17] H. Ebert, J. Minar, and V. Popescu, in: Band Ferromagnetism; edited by K. Baberschke,
M. Donath, and W. Nolting (Springer-Verlag, Berlin, 2001), p. 371.
571
C5 — 44 L. Plucinski
[18] R. N. Zare, Angular Momentum (Wiley, New York, 1988).
[19] D. T. Pierce and F. Meier, Photoemission of spin-polarized electrons from GaAs, Phys.
Rev. B 13, 5484 (1976).
[20] S. Tanuma, C. J. Powell, and D. R. Penn, Calculations of electron inelastic mean free
paths : VIII. Data for 15 elemental solids over the 50-2000 eV range, Surf. Interface Anal.
37, 1 (2005); S. Tanuma, C. J. Powell, and D. R. Penn, Calculations of electron inelastic
mean free paths. IX. Data for 41 elemental solids over the 50 eV to 30 keV range, Surf.
Interface Anal. 43, 689 (2011).
[21] C. S. Fadley, in: Synchrotron Radiation Research: Advances in Surface and Interface
Science, R. Z. Bachrach, Ed. (Plenum Press, New York, 1992).
[22] Multiple scattering program for calculating photoelectron diffraction available at:
http://csic.sw.ehu.es/jga/software/edac/index.html, with the methodology behind it de-
scribed in F.J. Garcia de Abajo, M.A. Van Hove, and C.S. Fadley, Phys. Rev. B 63, 075404
(2001).
[23] R. Feder, in: Polarized Electrons in Surface Physics, ed. by R. Feder (World Scientific,
Singapore, 1985).
[24] J. Braun, The theory of angle-resolved ultraviolet photoemission and its applications to
ordered materials, Rep. Prog. Phys. 59 (1996).
[25] G. Borstel, Theoretical Aspects of Photoemission, Appl. Phys. A 38, 193 (1985).
[26] A. Damascelli, Z. Hussain, and Z.-X. Shen, Angle-resolved photoemission studies of the
cuprate superconductors, Rev. Mod. Phys. 75, 473 (2003).
[27] A. Oelsner, O. Schmidt, M. Schicketanz, M.J. Klais, G. Schönhense, V. Mergel, O.
Jagutzki, H. Schmidt-Böcking, Microspectroscopy and imaging using a delay line de-
tector in time-of-flight photoemission microscopy, Rev. Sci. Instrum. 72, 3968 (2001).
[28] L. Plucinski, A. Oelsner, F. Matthes, and C.M. Schneider, A hemispherical photoelec-
tron spectrometer with 2-dimensional delay-line detector and integrated spin-polarization
analysis, J. Elec. Spectroscopy 181, 215 (2010).
[29] N. Takahashi, F. Matsui, H. Matsuda, Y. Hamada, K. Nakanishi, H. Namba, and H. Dai-
mon, Improvement of display-type spherical mirror analyzer for real space mapping of
electronic and atomic structures, J. Electron Spectr. Rel. Phen. 163, 45 (2008).
[30] J. Kessler, Polarized Electrons, 2nd ed. (Springer-Verlag, Berlin, 1985).
[31] J. Kirschner, Polarized Electrons at Surfaces, Springer Tracts in Modern Physics Vol. 106
(Springer-Verlag, Berlin, 1985).
[32] H. Siegbahn and K. Siegbahn, ESCA applied to liquids, J. Electron Spectrosc. Relat. Phe-
nom. 2, 319 (1973); H. Siegbahn, Electron spectroscopy for chemical analysis of liquids
and solutions, J. Phys. Chem. 89, 897 (1985).
572
Photoelectron Spectroscopy 45 — C5
[33] M. Müller, S. Nemsak, L. Plucinski, and C. M. Schneider, Functional Materials for In-
formation and Energy Technology: Insights by Photoelectron Spectroscopy, J. Elec. Spec-
troscopy, in press, doi:10.1016/j.elspec.2015.08.003 (2015), and references therein.
[34] L. Plucinski, R. L. Johnson, A. Fleszar, W. Hanke, W. Weigand, C. Kumpf, C. Heske,
E. Umbach, T. Schallenberg and L. W. Molenkamp, Valence band electronic structure of
ZnSe(001): Theory and Experiment, Phys. Rev. B 70, 125308 (2004).
[35] V. N. Strocov, Low energy electron reflection: Possibility for E(k) points mapping above
the vacuum level, Solid State Commun. 78, 845 (1991).
[36] V. N. Strocov, R. Claessen, G. Nicolay, S. Hüfner, A. Kimura, A. Harasawa, S. Shin, A.
Kakizaki, H. I. Starnberg, P. O. Nilsson, and P. Blaha, Three-dimensional band mapping by
angle-dependent very-low-energy electron diffraction and photoemission: Methodology
and application to Cu, Phys. Rev. B 63, 205108 (2001).
[37] V. N. Strocov, R. Claessen, G. Nicolay, S. Hüfner, A. Kimura, A. Harasawa, S. Shin,
A. Kakizaki, P. O. Nilsson, H. I. Starnberg, and P. Blaha, Absolute Band Mapping by
Combined Angle-Dependent Very-Low-Energy Electron Diffraction and Photoemission:
Application to Cu, Phys. Rev. Lett. 81, 4943 (1998).
[38] Available as pdf-file at http://xdb.lbl.gov/
[39] S. Doniach and M. Sunjic, Many-electron singularity in X-ray photoemission and X-ray
line spectra from metals, J. Phys. C 3, 285 (1970).
[40] E. Rotenberg, Advanced Light Source Berkeley, (priv. communication).
[41] S. V. Borisenko, M. S. Golden, S. Legner, T. Pichler, C. Dr¨r, M. Knupfer, J. Fink,
G. Yang, S. Abell, and H. Berger, Joys and Pitfalls of Fermi Surface Mapping in
Bi2Sr2CaCu2O8+d Using Angle Resolved Photoemission, Phys. Rev. Lett. 84, 4453
(2000).
[42] Y. J. Kim, C. Westphal, R. X. Ynzunza, Z. Wang, H. C. Galloway, M. Salmeron, M. A.
Van Hove, C. S. Fadley, The growth of iron oxide films on Pt(111): a combined XPD,
STM, and LEED study, Surf. Sci. 416, 68 (1998).
[43] J. Osterwalder, A. Tamai, W. Auwarter, M.P. Allan, and T. Greber, Photoelectron Diffrac-
tion for a Look inside Nanostructures, Chimia 60 (2006) A795, and earlier references
therein.
[44] L. Plucinski, Yuan Zhao, C.M. Schneider, B. Sinkovic, and E.Vescovo, Surface electronic
structure of ferromagnetic Fe(001), Phys. Rev. B 80, 184430 (2009).
[45] E. Kisker, R. Clauberg, andW. Gudat, Electron spectrometer for spin-polarized angle- and
energy-resolved photoemission from ferromagnets, Rev. Sci. Instrum. 53, 1137 (1982).
[46] L. Plucinski, Yuan Zhao, E. Vescovo, and B. Sinkovic,MgO/Fe(001) interface: A study of
the electronic structure, Phys. Rev. B 75, 214411 (2007).
[47] F. Matthes, L.-N. Tong, and C.M. Schneider, Spin-polarized photoemission spectroscopy
of the MgO/Fe interface on GaAs(100), J. Appl. Phys. 95, 7240 (2004).
573
C5 — 46 L. Plucinski
[48] E. Tamura and R. Feder, Spin Polarization in Normal Photoemission by Linearly Polarized
Light from Non-Magnetic (110) Surfaces, Europhys. Lett. 16, 695 (1991).
[49] C. M. Schneider and J. Kirschner, Spin- and angle-resolved photoelectron spectroscopy
from solid surfaces with circularly polarized light, Crit. Rev. Solid State Mater. Sci. 20,
179 (1995).
[50] H. B. Rose, A. Fanelsa, T. Kinoshita, Ch. Roth, F. U. Hillebrecht, and E. Kisker, Spin-
orbit-induced spin polarization in W 4f photoemission, Phys. Rev. B 53, 1630 (1996).
[51] Y. A. Bychkov and E. I. Rashba, Oscillatory effects and the magnetic-susceptibility of
carriers in inversion-layers, J. Phys. C: Solid State Phys. 17, 6039 (1984), Y. A. Bychkov
and E. I. Rashba, Properties of a 2D eelctron-gas with lifted spectral degeneracy, Sov.
Phys. JETP Lett 39, 78 (1984).
[52] S. LaShell, B. A. McDougall and E. Jensen, Spin Splitting of an Au(111) Surface State
Band Observed with Angle Resolved Photoelectron Spectroscopy, Phys. Rev. Lett. 77,
3419 (1996).
[53] F. Reinert, Spin-orbit interaction in the photoemission spectra of noble metal surface
states, J. Phys.: Condens. Matt. 15, S693 (2003).
[54] A. Tamai, W. Meevasana, P. D. C. King, C. W. Nicholson, A. de la Torre, E. Rozbicki, and
F. Baumberger, Spin-orbit splitting of the Shockley surface state on Cu(111), Phys. Rev. B
87, 075113 (2013).
[55] C. Tusche, A. Krasyuk, and J. Kirschner, Spin resolved bandstructure imaging with a high
resolution momentum microscope, Ultramicroscopy 159, 520 (2015).
[56] M. Z. Hasan and C. L. Kane, Colloquium: Topological insulators, Rev. Mod. Phys. 82,
3045 (2010).
[57] Liang Fu, C. L. Kane, and E. J. Mele, Topological Insulators in Three Dimensions, Phys.
Rev. Lett. 98, 106803 (2007).
[58] H. Zhang, C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S.-C. Zhang, Topological insulators
in Bi2Se3, Bi2Te3 and Sb2Te3 with a single Dirac cone on the surface, Nature Physics 5,
438 (2009),
[59] A. Herdt, L. Plucinski, G. Bihlmayer, G. Mussler, S. Döring, J. Krumrain, and D. Grütz-
macher, S. Blügel, and C. M. Schneider, On the nature of the spin polarization limit in the
warped Dirac cone of the Bi2Te3, Phys. Rev. B 87, 035127 (2013).
[60] W. Kuch and C. M. Schneider, Magnetic dichroism in valence band photoemission, Rep.
Prog. Phys. 64, 205 (2001).
[61] C. Bethke, E. Kisker, N. B. Weber, and F. U. Hillebrecht, Core-valence interactions in Cr
and Fe 2p photoemission, Phys. Rev. B 71, 024413 (2005).
[62] D. Venus, Magnetic circular dichroism in angular distributions of core-level photoelec-
trons, Phys. Rev. B 48, 6144 (1993).
574
Photoelectron Spectroscopy 47 — C5
[63] F. Manghi, V. Bellini, J. Osterwalder, T. J. Kreutz, P. Aebi, and C. Arcangeli, Correlation
effects in the low-energy region of nickel photoemission spectra, Phys. Rev. B 59, R10409
(1999).
[64] K. Ono, K. Shimada, Y. Saitoh, T. Sendohda, A. Kakizaki, T. Ishii, and K. Tanaka, Spin-
and k-dependent electronic structure of ferromagnetic nickel, J. Electron Spectr. Rel. Phen.
78, 325 (1996).
[65] Y. Sakisaka, T. Komeda, M. Onchi, H. Kato, S. Masuda, and K. Yagi, Photoemission study
of the valence-band satellite of Ni(110), Phys. Rev. B 36, 6383 (1987).
[66] F. Manghi, V. Bellini, and C. Arcangeli, On-site correlation in valence and core states of
ferromagnetic nickel, Phys. Rev. B 56, 7149 (1997).
[67] R. Clauberg, W. Gudat, E. Kisker, E. Kuhlmann, and G. M. Rothberg, Nature of the Res-
onant 6-eV Satellite in Ni: Photoelectron Spin-Polarization Analysis, Phys. Rev. Lett. 47,
1314 (1981).
[68] S.-J. Tang, J. Shi, B. Wu, P. T. Sprunger, W. L. Yang, V. Brouet, X. J. Zhou, Z. Hussain, Z.-
X. Shen, Z. Zhang, and E. W. Plummer, A spectroscopic view of electron-phonon coupling
at metal surfaces, phys. stat. sol. (b) 241, 2345 (2004).
[69] G. Grimvall, The Electron-Phonon Interaction in Metals, Selected Topics in Solid State
Physics, edited by E. Wohlfarth (North-Holland, New York, 1981).
[70] M. Escher, N. Weber, M. Merkel, C. Ziethen, P. Bernhard, G. Schönhense, S. Schmidt, F.
Förster, F. Reinert, B. Krömker, and D. Funnemann, NanoESCA: a novel energy filter for
imaging X-ray photoemission spectroscopy, J. Phys.: Condens. Matt. 17, S1329 (2005).
[71] K. Kobayashi, Hard X-ray photoemission spectroscopy, Nucl. Instrum. Methods A 601,
32 (2009).
[72] R. Waser and M. Aono, Nanoionics-based resistive switching memories, Nat. Mater. 6,
833 (2007).
[73] H. Kumigashira (priv. communication).
[74] R. Meservey and P. M. Tedrow, Spin-polarized electron tunneling, Phys. Rep. 238, 173
(1994).
[75] G.-X. Miao, M. Münzenberg, and J. S. Moodera, Tunneling path toward spintronics, Rep.
Prog. Phys. 74, 036501 (2011).
[76] C. Caspers, M. Müller, A. X. Gray, A. M. Kaiser, A. Gloskovskii, C. S. Fadley, W. Drube,
and C. M. Schneider, Electronic structure of EuO spin filter tunnel contacts directly on
silicon, Phys. Status Solidi RRL 1, 1 (2011).
[77] L. Plucinski, J. Minár, B. C. Sell, J. Braun, H. Ebert, C. M. Schneider, and C. S. Fadley,
Band mapping in higher-energy X-ray photoemission: Phonon effects and comparison to
one-step theory, Phys. Rev. B 78, 035108 (2008).
575
C5 — 48 L. Plucinski
[78] C. Papp, L. Plucinski, J. Minar, J. Braun, H. Ebert, C. M. Schneider, and C. S. Fadley, Band
mapping in X-ray photoelectron spectroscopy: An experimental and theoretical study of
W(110) with 1.25 keV excitation, Phys. Rev. B 84, 045433 (2011).
[79] J. Braun, J. Minár, S. Mankovsky, V. N. Strocov, N. B. Brookes, L. Plucinski, C. M.
Schneider, C. S. Fadley, and H. Ebert, Exploring the XPS limit in soft and hard X-ray
angle-resolved photoemission using a temperature-dependent one-step theory, Phys. Rev.
B 88, 205409 (2013).
[80] S. Suga, A. Sekiyama, H. Fujiwara, Y. Nakatsu, T. Miyamachi, S. Imada, P. Baltzer, S. Ni-
itaka, H. Takagi, K. Yoshimura, M. Yabashi, K. Tamasaku, A. Higashiya, and T. Ishikawa,
Do all nuclei recoil on photoemission in compounds?, New J. Phys 11, 073025 (2009).
[81] Y. Takata, Y. Kayanuma, S. Oshima, S. Tanaka, M. Yabashi, K. Tamasaku, Y. Nishino,
M. Matsunami, R. Eguchi, A. Chainani, M. Oura, T. Takeuchi, Y. Senba, H. Ohashi,
S. Shin, and T. Ishikawa, Recoil Effect of Photoelectrons in the Fermi Edge of Simple
Metals, Phys. Rev. Lett. 101, 137601 (2008).
[82] A. X. Gray, C. Papp, S. Ueda, B. Balke, Y. Yamashita, L. Plucinski, J. Minar, J. Braun,
E. R. Ylvisaker, C. M. Schneider, W. E. Pickett, H. Ebert, K. Kobayashi, and C. S. Fadley,
Probing bulk electronic structure with hard X-ray angle-resolved photoemission, Nat.
Mater. 10, 759 (2011).
[83] A. X. Gray, J. Minar, S. Ueda, P. R. Stone, Y. Yamashita, J. Fuji, J. Braun, L. Plucinski,
C. M. Schneider, G. Panaccione, H. Ebert, O. D. Dubon, K. Kobayashi, and C. S. Fadley,
Bulk electronic structure of the dilute magnetic semiconductor Ga(1-x)Mn(x)As through
hard X-ray angle-resolved photoemission, Nat. Mater. 11, 957 (2012).
[84] C. S. Fadley, and S. Nemsak, Some future perspectives in soft- and hard- X-ray photoe-
mission, J. Electr. Spectroscopy 195, 409 (2014).
[85] S.-H. Yang, B. S. Mun, N. Mannella, S.-K. Kim, J. B. Kortright, J. Underwood, F.
Salmassi, E. Arenholz, A. Young, Z. Hussain, M. A. Van Hove, and C. S. Fadley, Probing
buried interfaces with soft X-ray standing wave spectroscopy: application to the Fe/Cr
interface, J. Phys. Cond. Matt. 14, L407 (2002).
[86] J. C. Woicik, Site-specific X-ray photoelectron spectroscopy using X-ray standing waves,
Nucl. Instr. Meth. A 547, 227 (2005).
[87] S.-H. Yang, B. S. Mun, N. Mannella, A. Nambu, B. C. Sell, S. B. Ritchey, F. Salmassi, S.
S. P. Parkin, and C. S. Fadley, Relationship of tunnelling magnetoresistance and buried-
layer densities of states as derived from standing-wave excited photoemission, J. Phys.:
Condens. Matter 18, L259 (2006).
[88] C. S. Fadley, S.-H. Yang, B. S. Mun, J. Garcia de Abajo, in: Solid-State Photoemission
and Related Methods: Theory and Experiment, W. Schattke and M.A. Van Hove (Eds.),
(Wiley-VCH Verlag GmbH, Berlin, 2003).
[89] S.-H. Yang, B.S. Mun, and C.S. Fadley, Synchrotron Radiation News 17, issue 3, pages
24-29 (2004).
576
C 6 Electron Emission and Photoemission
Microscopy
Claus M. Schneider
Peter Gru¨nberg Institut
52425 Forschungszentrum Ju¨lich
Contents
1 Introduction 2
2 High-Resolution Full-Field Microscopies 3
3 Technical Aspects of Electron Emission Microscopy 4
3.1 Electron-Optical Considerations . . . . . . . . . . . . . . . . . . . . . . . . . 4
3.2 Transmission and Lateral Resolution . . . . . . . . . . . . . . . . . . . . . . . 6
3.3 Energy-Filtered EEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
4 Contrast Mechanisms in EEM 9
4.1 Primary Contrast Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.2 Secondary Contrast Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . 14
5 Application to Functional Materials I: Magnetism 15
5.1 Magnetic X-ray Circular Dichroism (MXCD) . . . . . . . . . . . . . . . . . . 16
5.2 Magnetic X-ray Linear Dichroism (MXLD) . . . . . . . . . . . . . . . . . . . 22
5.3 Magnetization Dynamics Visualized in XPEEM . . . . . . . . . . . . . . . . . 25
6 Application to Functional Materials II: Nonmagnetic Systems 28
6.1 Redox Processes in Resistive Oxides . . . . . . . . . . . . . . . . . . . . . . . 28
6.2 Overcoming the Information Depth Barrier . . . . . . . . . . . . . . . . . . . 30
6.3 Probing the Photoelectron Spin . . . . . . . . . . . . . . . . . . . . . . . . . . 32
7 Concluding Remarks 35
579
C6 — 2 Claus M. Schneider
Fig. 1: Classification of semiconduc-
tor memories (Flash, EPROM, DRAM)
and alternative approaches (FeRAM,
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respect to power consumption and
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1 Introduction
Surfaces, interfaces, and nanoscale objects are crucial ingredients in modern technology. The
ongoing trend for smaller and yet more powerful devices in information technology pushes the
relevant lateral dimensions far into the sub-micrometer regime. Likewise, the device function-
ality often involves well-defined sharp interfaces, controlled concentration gradients, or even
defect-like structures. In semiconductor microelectronics, for example, the smallest lateral di-
mension of elements in a Random Access Memory (RAM) cell is currently reaching down to
about 65 nm and the 45 nm technology node is coming within reach this year [1]. A similar
evolution drives magnetic data storage and spintronics. The minimal bit dimension in commer-
cial magnetic hard disks (density of∼ 500 Gbit/in2) has shrinked to about 15 nm [2, 3], and yet
higher storage densities resulting in smaller bit sizes are demonstrated in various research labs
throughout the world. At the same time, the relevant vertical dimensions have dropped into the
nanometer regime. In order to observe single electron tunneling phenomena in nonmagnetic or
spin-dependent transport effects in magnetic systems, extremely thin tunneling barriers of 1 -
2 nm thickness are needed. Paired with this technological progress is a strong scientific activity
in surface physics, surface chemistry, and materials science, which also includes the creation of
a wide variety of nanoscale systems by means of nanopatterning or self-organization processes.
The search for alternative approaches beyond Si-technology involves a wide variety of mate-
rial classes. This may be illustrated for the field of nonvolatile memories (Fig. 1). In mag-
netic RAM (RAM) these range from ferromagnetic alloys (FeCoB) through antiferromagnets
(PtMn) to insulators serving as spin-dependent tunneling barriers (MgO)1. Ferroelectric RAM
(FeRAM) involves ferroelectric thin films such as BaTiO3 or Pb(ZrxTi1−x)O3. Resisitive RAM
(ReRAM) concepts are often based on redox processes in oxides such as Ta2O5 or TiO2, or em-
ploy crystalline phase changes in chalcogenides such as GeSbTe or AgInSbTe (PcRAM). Each
nonvolatile memory concept involves not only a considerable chemical complexity, but also
very specific physical mechanisms and time scales which determine the read/write processes.
1The materials mentioned only serve as illustrative examples.
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2 High-Resolution Full-Field Microscopies
The situation sketched above asks for high-resolution imaging techniques, in order to visualize
the system itself and to investigate its underlying physical and chemical properties on a small
lateral scale. These techniques must have a certain surface sensitivity, if studies of surface-
related aspects or thin film systems are concerned. In experimental realizations, two principal
imaging approaches may be distinguished. In scanning probe techniques a finely focused elec-
tron beam (Scanning Electron Microscopy, SEM) [4], photon beam [5], or a sharp tip with
nanometer tip radius (Scanning Tunneling Microscopy, STM) [6] is scanned across the sample
and the information is collected sequentially on a point-by-point basis. These scanning tech-
niques have been constantly improved in lateral resolution and specialized with respect to the
contrast mechanisms to meet various needs. Even dedicated variations for the study of mag-
netic systems have been developed. Among these are Scanning Electron Microscopy with Spin
Polarization Analysis (SEMPA) [7], Magnetic Force Microscopy (MFM) [8], or Spin-Polarized
STM (SP-STM) [9].
The parallel acquisition scheme is well-known from conventional optical microscopy, in which
the illuminated surface area within the microscope’s field of view is imaged by means of a
video camera. The spatial resolution is limited by diffraction effects to δp ∼ 300 nm for visible
light. As the de Broglie wavelength of electrons can be much smaller than δp a similar full-
field imaging approach has been suggested using electrons. The image is either formed by
the electrons reflected or scattered at the surface, in which case the technique is referred to
as Low Energy Electron Microscopy (LEEM) [10]. If the electrons are excited in the solid
and emitted from the surface, we talk about Electron Emission Microscopy. The most popular
version of EEM uses photoexcitation (PEEM) at photon energies in the ultraviolet or soft x-
ray regime. By exploiting specific contrast mechanisms, both techniques can also be used to
study ferroic2 phenomena at surfaces. This is particularly true for the PEEM technique, which
recently became rather popular due to the increasing availability of highly brilliant synchrotron
radiation from third generation storage ring facilities. The excitation with polarized soft X-rays
(XPEEM) offers a unique combination of surface sensitivity, element selectivity, and magnetic
contrast, as will be discussed in more detail below. In addition, the intrinsic time structure of
synchrotron radiation enables time-resolved experiments down to the 10 ps regime.
In this chapter, we will first review basic aspects of EEM and PEEM starting on simple electron-
optical systems and subsequently move to the high-end versions of these instruments and their
application to spectroscopy. We will also discuss the various contrast mechanisms related to
photoexcitation and their application to the study of different material systems. For details
of the photoemission process itself the reader is referred to contribution C5 by L. Plucinski.
Extensive in-depth information on the entire field of electron emission microscopy may be
found in a recent monograph by Ernst Bauer [11].
2In this context ferroic refers to ferromagnetic or ferroelectric phenomena in the widest sense.
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3 Technical Aspects of Electron Emission Microscopy
3.1 Electron-Optical Considerations
1mm
Fig. 2: Left: Sketch of the original photoelectron microscope used by Bru¨che in 1934 [12].
A sample (Z) is illuminated by means of a lamp (Q) and lens (L), the emitted electrons being
imaged via an aperture (R) and a magnetic lens (M) onto the screen (S). Right: Image obtained
from a zinc plate with markers.
The principal layout of an EEM exhibits strong analogies to a light-optical microscope. In
order to obtain high spatial resolution the objective lens of a microscope must accept a large
solid angle. In optical microscopy one therefore employs immersion lens objectives, which are
placed very close to the object. The EEM uses a similar approach, whereby the EEM immersion
lens is located 2− 3 mm away from the object surface. A first instrument of this kind has been
proposed and constructed by Bru¨che already back in 1934 [12], employing a single magnetic
lens (Fig. 2). With respect to its optical performance and large field of view, it may be thought
of as a “looking glass”.
Nowadays, the objective usually comprises a set of 3 (triode) to 4 (tetrode) electrostatic or mag-
netic ring lenses [10, 13] (Fig. 3). In contrast to the light-optical case the sample surface in an
EEM forms an inherent part of the electron optical system. The immersion lens principle re-
quires electrons to be transferred into the microscope, which leave the surface at a large starting
angle relative to the surface normal. These electrons are guided by means of a strong electro-
static field (∼10 kV/mm), which is applied between sample and the first electrode (extractor).
This concept has two important consequences. On the one hand, it geometrically constrains the
EEM experiment as the sample surface normal must be aligned with the electron optical axis
in order to ensure cylindrical symmetry of the accelerating field. Non-cylindrical symmetries
will cause image distortions. On the other hand, accelerating the electrons significantly reduces
their relative energy ∆E/E0 and angular spread ∆θ/θ0, before they enter the lens system. The
higher the kinetic energy E0 the weaker the electron trajectories respond to electron optical
imperfections (e.g., spherical and chromatic aberration) of the cathode lens.
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Fig. 3: (a) Sketch of the column of an electron emission microscope. (b) Electron trajectories
in a tetrode type immersion lens. (c) Trajectory in the vicinity of the surface. After [14, 15].
After excitation in the solid, the electrons leave the surface at a starting angle φ0 with a starting
energy E0. Being accelerated by the extractor field the electrons move on a curved trajectory
into the objective (solid line in Fig.3(b, c)). As a result, the immersion lens, which is formed by
the extractor/focus/column electrodes sees a virtual image of the sample at much lower starting
angles and larger distance (Fig.3(b, c)).
For electrons starting from the same point at the surface with different kinetic energies, the lens
imperfections cause the electron trajectories to fan out in the image detector plane, and will
thus smear out the image point, thereby impairing the image quality and limiting the spatial
resolution. In order to reduce the effect of the lens errors, we have to select electrons with the
proper trajectories, i.e., a defined kinetic energy and direction. This is achieved by means of a
contrast aperture, which may be located at a suitable trajectory crossover, e.g., in the back-focal
plane of the objective lens. The aperture must be carefully adjusted with respect to the electron
optical axis. The choice of the aperture size d is mostly dictated by practical considerations. A
small aperture improves the lateral resolution, but impairs the signal-to-noise ratio and increases
the image acquisition time. Practical values of d range down to 20 µm.
The remaining part of the electron optical system mainly consists of a set of projective lenses,
which magnify the image onto a multichannel plate/scintillator crystal combination or a phos-
phor screen. This image converter transforms the “electron” into a “photon” image, which is
picked up outside the vacuum chamber by a slow- or dual-scan CCD camera. An improved
control of the electron beam and a (partial) compensation of electron-optical imperfections can
be achieved by additional elements, such as deflector/stigmator units, which are used to bring
the beam onto the electron-optical axis again. The microscope set-up is completed by a sam-
ple manipulator, which allows a lateral positioning of the sample in the field of view of the
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microscope (∼ 10 − 500 µm, depending on microscope optics and lens settings). The small
distance between immersion lens and sample limits the angle of light incidence with respect to
the surface plane to 15− 25◦.
The set-up described above contains the essential elements of a fully electrostatic PEEM. More
sophisticated and elaborate electron-optical designs may also include magnetic lenses, active
energy filters, and corrective elements, in order to improve the spatial resolution and spectromi-
croscopic capabilities of the instrument [16] (cf. Chapter 3.3).
3.2 Transmission and Lateral Resolution
The photoexcitation with soft X-ray radiation of energy hν generates a rather broad electron
spectrum N(Ekin), ranging from direct photoelectrons with maximum kinetic energy Ekin =
hν − Φ (Φ : work function) down to low energy secondary electrons with (Ekin ≤ 1eV),
which are a result of inelastic scattering processes in the sample. The limiting situation is
that of threshold photoemission, where the photon energy is only slightly higher than the work
functionΦ . In this case, almost monoenergetic electrons are emitted in a narrow energy interval
around the Fermi level (Fig. 4a). This popular operation mode can be conveniently realized in
the laboratory by using, e.g., Hg high pressure discharge lamps.
For photon energies hν  Φ the spectrum will contain peaks due to direct interband transitions
or core-level photoemission transitions (symbolized by E1 in Fig. 4b) and a pronounced sec-
ondary electron “mountain” at low kinetic energies. The transmission function T (Ekin) of the
electron optical system allows only a part of this electron spectrum to reach the image converter.
In fact, the combination of immersion lens and contrast aperture in EEM has a pronounced low-
pass behavior (Fig. 4c), i.e., the high energy side of the spectrum is suppressed. The width of
the low energy interval transmitted depends – among others – on the diameter of the contrast
aperture: the smaller the aperture diameter the smaller the energy width and the lower the image
intensity. Still, the transmission of high-energy electrons is usually high enough to permit an
imaging with these electrons, for example, those at E1, provided that the instrument is equipped
with an additional energy filter. Without an energy filter, the high-energy electrons just consti-
tute a – mostly negligible – background to the image obtained with the low-energy secondary
electrons.
The photoelectron energy spread is an important aspect when discussing the issue of spatial res-
olution. The dominant mechanism determining the spatial resolution in PEEM is the chromatic
aberration of the acceleration field and the immersion lens elements. This becomes clear when
inspecting Fig. 5, which shows the calculated contributions to the total resolution for the case of
threshold photoemission, i.e. minimum energy spread. The extractor voltage has been chosen
to 15 keV for this example. Under these conditions a lateral resolution of δx ∼ 10− 20 nm can
be obtained with the present PEEM optics, corresponding to the minimum of the curve in Fig.
5. This has been proven also experimentally [17].
The larger energy spread associated with the soft x-ray excitation in XPEEM leads to energy-
dependent trajectories via the chromatic aberration and results in a blurring of the image. There-
fore, even for the same microscope settings, the resolution deteriorates when going from thresh-
old photoemission to excitation with soft x-rays. In general, also increasing the acceleration
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Fig. 4: Schematic electron spectrum in the case of threshold photoemission (a). Schematic
spectrum for excitation with high photon energy before (b) and after passing through the elec-
tron emission microscope optics (c). The peak E1 marks a direct photoemission transition, e.g.,
from a shallow core level.
potential and/or reducing the aperture diameter narrows down the trajectory spread at the image
detector and improves the lateral resolution. The latter effect can also be clearly seen in Fig. 5.
For example, a 50 µm aperture instead of a 20 µm one will provide a resolution of only 80 µm
for threshold photoemission. It should be noted that for the almost monoenergetic electrons
in threshold photoemission the aperture diameter can be directly translated into the maximum
starting angle φ0 at the surface.
There is an optimum choice of the contrast aperture diameter, however, for a given electron-
optical set-up, since diffraction effects increase with decreasing aperture size. In order to stay
away from the diffraction limit, the minimum aperture diameter is typically chosen as 15 −
20µm. Even with the smallest aperture, the resolution achieved with soft x-ray excitation is
limited to around δx ≤ 50 nm [18]. A further improvement needs additional energy filtering
and/or the use of aberration corrected lens systems [16].
It should be kept in mind, however, that a theoretically predicted resolution can be achieved only
on an ideally flat surface, which allows an undistorted evolution of the electron trajectories. A
realistic surface always has a topography with different types of defects. These range from
microscopic scratches and crystalline facets down to nanoscopic features such as terrace edges
and monoatomic steps. Most of these defects are associated with the formation of electrostatic
microfields. These microfields superimpose with the cylindrically symmetric extractor field
and cause a distortion of the trajectories. Depending on the magnitude of these microfields, the
distortion leads to a trajectory spread on the image detector, which can be much larger than the
surface feature itself [19]. Therefore, the lateral resolution that can be achieved with a realistic
sample will be ultimately limited by its surface topography and homogeneity.
3.3 Energy-Filtered EEM
The transfer function of the EEM optics still permits the passage of high energy electrons,
albeit with lower transmission. This feature can be exploited for spectroscopic imaging or
spectromicroscopy. For this purpose, the electrons must be energy-filtered, before they are
allowed to reach the image detector. There are three main approaches to select the electrons
according to their energy. The first one involves electrostatic energy analyzers, which have
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Fig. 5: Calculated lateral res-
olution of a PEEM in threshold
photoemission as a function of
the contrast aperture size and
the contributions from the var-
ious lens aberrations. From
[15].
been developed for electron spectrometers (cf. contribution C5).
A very common type is the hemispherical capacitor (HSC), in which the electrons are energy-
dispersed within an electrostatic field build up between two concentric hemispheres (Fig. 6a).
This causes a 180° turn of the electron trajectories. In order to use such a device in an EEM,
however, the energy-filtering process must conserve the image. This can be achieved by proper
electron-optical matching and configuring of an HSC and several of these instruments are in
operation at synchrotron radiation sources worldwide. A respective layout is shown in (Fig. 6a).
The hemispherical analyzer is combined with an electron-optical column based on magnetic
ring lenses [20]. These have smaller spherical aberrations, but require the objective to be close
to ground potential. As a consequence, a high negative voltage is applied to the sample in order
to accelerate the electrons into the lens system.
An alternative approach to energy-filtering involves magnetic fields. The instrument concept
in Fig. 6b describes a LEEM/PEEM system, which also uses an electron beam to illuminate
the sample. In order to separate the beams travelling to and from the sample, a magnetic prism
is employed, which results in a 90° bend of the electron trajectories for each pass through the
prism. As a side effect, one obtains an energy dispersion of the electrons passing through the
prism. By placing an aperture in the dispersive plane at the exit of the prism only electrons of a
defined kinetic energy are allowed to pass and to form the image [21].
Nevertheless, the imaging quality of an analyzer is imperfect, and additional corrective actions
may be needed to push the lateral resolution. A more advanced solution may thus involve two
analyzers in a conjugated arrangement, in which the imaging errors of the first analyzer are
compensated in the second one. Fig. 6c gives an example of such an instrument, which has
been commercialized under the name of NanoESCA [22, 23]. Another even more sophisticated
example is the SMART instrument (see constribution E4) [24], which involves an alternative
conjugation concept based on an electron mirror.
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4 Contrast Mechanisms in EEM
The versatility of EEM stems from the variety of physical phenomena available for image
contrast formation. Formally, the image contrast can be defined as a variation of the inten-
sity or brightness I(x, y) across a field of view or an image. The contrast disappears, when
I(x, y) = const., i.e., the image is featureless and exhibits a uniform brightness. Therefore,
the interpretation of an image requires that the origin of the image contrast be known. In the
ideal case, a dominant contrast mechanism can be singled out and the image contrast can be
unambigously traced back to a particular physical property that gave rise to it. For the fur-
ther discussion, we will first concentrate on contrast mechanisms, which do not depend on the
magnetic state of the sample. For convenience, we may also distinguish between primary and
secondary nonmagnetic contrast mechanisms in the following.
4.1 Primary Contrast Mechanisms
Primary mechanisms should be understood as those processes which are intimately connected
to the local electronic structure of the sample. They determine the photocurrent I(E,k, x, y)
above the sample surface as a consequence of the photoexcitation step in the solid, i.e. via
dipole matrix elements between the initial and final electronic states in the solid. Therefore,
their origin may be related to electronic, chemical or structural aspects of the sample. For the
sake of clarity, we start with the lowest excitation energies and work our way up to higher
photon energies. The work function contrast widely used in threshold PEEM is the pertinent
example for low-energy excitation.
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Fig. 7: Work function related contrast on
a polycrystalline Cu surface in threshold
PEEM (taken from [26]).
Work function — The work function Φ depends sensitively on the electronic state of a mate-
rial and may range from Φ ∼ 2 eV in alkali to Φ ∼ 5 eV in noble metals. For a given material,
it may also vary by a few 0.1 eV with the crystallographic orientation of the surface. In ad-
dition, monolayer adsorbates on a surface may also significantly affect the work function. A
well-known example for the influence of adsorbates is the reduction of Φ even by submonolayer
coverages of Cesium [25]. In threshold photoemission, we are able to excite electrons in the
valence electronic structure, but only those excited in the vicinity of the Fermi level EF are able
to leave the crystal, causing a very narrow energy spread of the emitted photocurrent. Small
changes in the work function will therefore lead to a strong modulation of the photocurrent,
i.e. a chemically or crystallographically heterogeneous surface will exhibit a locally varying
electron yield resulting in a contrast pattern. This way, for example, grains at a polycrystalline
surface may show up in a different brightness and the contrast in the image will reflect the grain
orientation [10]. A recent example for threshold PEEM from a polycrystalline Copper surface is
given in Fig. 7 [26]. This contrast mechanism is dominant at low excitation energies, for exam-
ple, using Hg high pressure discharge lamps, which may emit photons up to about hν ∼ 5 eV.
The work function contrast may be suppressed or largely masked at higher photon energies due
to the relatively large energy spread of the secondary electrons contributing to the image.
Direct photoelectrons — Increasing the photon energy beyond hν ∼ 5 eV, we are able to
address more strongly bound electronic levels in the solid. At the same time, we are also in-
creasing the width of the photoelectron spectrum. In an energy-filtering PEEM, a small interval
of the photoelectron spectrum can be selectively imaged. A particular interesting case occurs
for photon energies between hν ∼ 30 eV and 100 eV, which allows the excitation of the shallow
core levels in most elements. This results in sharp signatures in the photoelectron spectra, which
can be exploited for an element-selective investigation [27]. A particularly instructive example
is given in Fig. 8. The energy-filtered PEEM image shows a Pb film deposited onto a W(110)
surface and has been acquired with the Pb 5d3/2 electrons. The film consists of a continuous
monoatomic Pb layer with thicker Pb crystals (bright feature). The monolayer and the crystal
have distinct electronic signatures, which are reflected in a characteristic energetic shift of the
Pb 5d levels. By a proper setting of the kinetic energy, this difference can be exploited to yield
an image contrast. We will discuss further examples for this type of approach in the subsequent
chapters.
This type of contrast obtained with direct photoelectrons should no be confused, however, with
the absorption-type contrast mechanism described in the following paragraph, which does not
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Fig. 8: A Pb 5d photoelectron image of a Pb
layer on a W(110) surface and photoelectron
spectra obtained by integrating the intensity in
the regions indicated. The photoelectron en-
ergy was changed in steps of 0.5-1 eV. The pho-
ton energy is 65 eV (taken from [27]).
require an energy selection of the photoelectrons.
Secondary electrons— When working with synchrotron radiation in the soft X-ray regime, a
chemical contrast may conveniently be generated by exploiting characteristic absorption edges.
For this purpose, the photon energy is tuned such as to excite electrons from a core level into
the empty electronic states below the vacuum level, leaving behind core holes (Fig. 9a). This
process is particularly efficient in elements with only partially filled d- or f -shells, because
the empty density of states is high. If the respective chemical element is inhomogeneously
distributed across a surface, the absorption will be high (low) in regions where the element is
present (absent). In order to utilize this absorption contrast in XPEEM the absorption signal has
to be translated into electrons emitted from the sample.
A very efficient translation mechanism is provided by the electronic deexcitation of the system.
The core hole created will be filled either by a radiative (X-ray fluorescence) or a non-radiative
(Auger) process. In the energy regime in question, the probability for a non-radiative transition
is much higher. The core hole decay leads to the emission of highly energetic Auger electrons,
the total number of which (Auger electron yield ) is proportional to the absorption signal (Fig.
9b). Given a proper energy discrimination, this signal can already be used to map different
elements in EEM.
While passing through the solid the Auger electrons suffer multiple inelastic scattering events,
589
C6 — 12 Claus M. Schneider
2p3/2
2p1/2
E
h!
Evac
EF
2p3/2
2p1/2
E
nonradiative
decay
LVV Auger
electron
2p3/2
2p1/2
EAuger
electron secondary
electron
a) optical excitation b) Auger process c) secondary electron
emission
Fig. 9: Chemical contrast mechanism in XPEEM. (a) Excitation of a core level. (b) Decay of
the core hole by an Auger process. (c) Auger electron induced secondary electron cascade.
From [15].
finally leading to a secondary electron cascade. This cascade contains a large number of low
energy secondary electrons, the energy distribution of which is cut off by the vacuum level
(Fig. 9c). Since the starting point for this secondary electron distribution is the core hole decay
and the Auger electron generation, the secondary electron yield also contains the chemical
information. The low-pass characteristics of an immersion lens EEM is particularly well suited
to pick up this signal.
In the simplest case, an XPEEM image of a chemically heterogeneous surface should directly
map the distribution of a particular element selected by the corresponding photon energy. In
other words, sample areas containing this element should appear bright in the image. This
simple interpretation does not hold for every case, however, because of the various physical
processes involved in the generation of the secondary electron cascade. The secondary electron
yield may be strongly affected by the morphology and structure of the specimen, as well as
the surface morphology and chemical state. In Fig. 10 we show an example for a Permalloy
(Fe20Ni80) film on a SiO2 surface. The film has been patterned into squares of 20 × 20 µm2
size. The image (Fig. 10b) has been acquired with the photon energy tuned to the Fe L3 edge.
Naively, one would expect the Permalloy areas to appear bright under these circumstances. The
opposite is obviously the case.
This observation can be explained on the basis of selected area absorption spectra (SAAS). For
this purpose two alternative approaches may be used. First, a series of images is recorded as a
function of photon energy (spectromicroscopy). After the series is completed, the contrast level
at the selected area in each image is determined and compiled to result in a spectrum. Second,
selected areas are defined by electronic means during the image acquisition, and the contrast
level in these areas is measured directly while scanning the photon energy (microspectroscopy).
The latter technique has been employed to obtain the SAA spectra shown in Fig. 10a. In the
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(a)
(b)
Fig. 10: Microspectroscopy from a patterned Permalloy sample. (a) Local absorption spectra
taken from the indicated areas being less than 1µm×1µm in size. (b) Image acquired at the
Fe L3 edge. From [28].
spectrum taken on the Permalloy squares the characteristic absorption lines of Fe and Ni are
easily discernible. This Permalloy signature is absent in the spectrum taken on the strip between
squares, consisting of exposed SiO2. A very weak signal at the position of the Ni lines suggests
that a minute amount of Ni has been incorporated into the SiO2 either by the ion milling process
used for microstructuring or by diffusion of Ni during a short annealing step after the sample
was introduced into the XPEEM chamber. At the energy position of the Fe L3 absorption line,
however, the absolute intensity level of the SiO2 spectrum is significantly higher than the peak
intensity at the Fe L3 line of the Permalloy spectrum. This means that at this photon energy
the rate of secondary electron production is higher for SiO2 than for Permalloy. Therefore, the
contrast appears “reversed” with respect to intuition. This example emphasizes two important
issues. On the one hand, it demonstrates the capability of XPEEM to obtain local spectroscopic
information from areas in the sub-micrometer regime. On the other hand, it illustrates that
XPEEM imaging should always be accompanied by appropriate spectroscopic investigations in
order to be able to unambiguously conclude on the physical or chemical origin of the image
contrast.
The microspectroscopy capabilities of XPEEM can be widely employed to address materials
science related issues. There often the problem arises to discriminate between different mod-
ifications of the same chemical element rather than different elements. An example for the
analysis of carbon films is given in Fig. 5 [29]. Because of their hardness diamond-like carbon
films are used for protecting surfaces against mechanical wear. During preparation of the films,
however, also unwanted (because mechanically softer) graphitic phases may be formed. These
can be spectroscopically distinguished by their higher amount of sp2 coordinated bonds which
leads to a slightly different energy position of the C-K absorption edge as compared to that
observed in sp3 coordinated diamond. This can be clearly seen by comparing microspot spec-
tra obtained from (001) oriented diamond-like films and highly oriented pyrolythic graphite
(HOPG). The predominant spectral features arise due to excitations into specific unoccupied
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a) diamond C-H* 
b) graphite !* 
Fig. 11: XPEEM studies of carbon films. Right: X-ray absorption spectra of a diamond (100)
film and a graphite film (HOPG), both recorded in 5 × 5µm microspots with XPEEM. An a-C
(amorphous carbon) spectrum is shown for comparison. Left: XPEEM images from a DLC
(diamond-like carbon) hard coating film recorded at photon energies corresponding to the C −
H∗ and the pi∗ electronic excitations. Length of the images 50µm. Taken from [29].
molecular orbitals and are associated with a 1s→ pi∗ (HOPG) transition and the C −H∗ reso-
nance (diamond). The latter is typical for sp3 coordinated carbon with a high hydrogen content.
XPEEM images recorded at these particular excitation energies reveal graphitic inclusions or
contaminations in an otherwise diamond-like film (bright spots in Fig. 5b) [29].
4.2 Secondary Contrast Mechanisms
After the electrons have left the sample they experience the electrostatic field between sample
surface and immersion lens. The field distribution determines the electron trajectories. Sec-
ondary contrast mechanisms refer to processes which change the electron trajectories as com-
pared to the ideal situation. This can be achieved by local electrostatic fields (microfields) at
the surface. The major source for these microfields are topographical defects, such as scratches,
hillocks, or edges of geometrical structures. These create local deviations from the ideal cylin-
drical electrostatic field distribution in the vicinity of these defects, which in turn leads to an
topographical image contrast. The way how this contrast is actually seen in the image depends
strongly on the experimental parameters (shape and size of the defect, acceleration voltage,
position of contrast aperture, etc.). Some examples are given in Fig. 12.
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Regions of different conductivity, which may lead to a partial charging up of surface areas, may
also result in an image contrast. As far as magnetic samples are concerned, these are usually
associated with a long-ranged magnetic stray field above the sample surface. Electrons moving
in this stray field experience a Lorentz force, which will change the electron trajectories and
will give rise to an magnetic image contrast. This contrast mechanism was actually employed
to obtain the first PEEM images of magnetic domains [31]. The surface electrical polarization
in ferroelectric materials will also affect the photoelectron emission and trajectories, leading to
a distinct contrast. [ref].
It is important to keep in mind that the contrast observed in an arbitrary EEM image usually
reflects a complex combination of the above contrast mechanisms. By means of appropriate
experimental procedures, for example, taking the difference between two images recorded at
and slightly in front of the absorption edge, or comparing images taken with different contrast
aperture settings, the individual contrast contributions can be identified and extracted.
5 Application to Functional Materials I: Magnetism
The full power of the PEEM technique is unleashed if the physical phenomena giving rise to
an image contrast depend on the polarization of the incident light. These may be, for exam-
ple, spatially oriented electronic orbitals, which are probed by linearly polarized light. The
most prominent use of PEEM in polarization dependent studies, however, concerns magnetic
materials. In the following, we will therefore review magnetic contrast mechanisms involving
polarized synchrotron radiation. This will also serve the illustrate some general properties of
the XPEEM approach, which are also very useful for studies on nonmagnetic systems.
Spectroscopic studies of magnetic materials have been greatly facilitated by the discovery of
X-ray magnetic dichroism with linearly (MXLD) [32] and circularly polarized light (MXCD)
[33]. These effects show up in the total and partial electron yield [34], and are thus well suited
as element-selective contrast mechanisms in PEEM. In addition, there are also magnetodichroic
effects in threshold photoemission [35], which we have no space to cover here.
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5.1 Magnetic X-ray Circular Dichroism (MXCD)
MXCD is the appropriate contrast mechanism to image ferromagnetic systems. It works partic-
ularly well for the transition metal L2,3 absorption edges, because it combines a high intensity
signal with a strong magneto-dichroic effect.
Physics of the magnetic contrast mechanism — The physical principle of the magnetic
contrast mechanism is similar to that discussed in section 4.1. At the absorption edge, photoex-
citation takes place into the unoccupied density of states (DOS) below the vacuum level. In the
3d transition metals, such as Fe, Co, Ni, the incompletely filled d-shell results in a high unoc-
cupied DOS. As a result, a strong spectral feature (“white line”) is observed. In addition, the
ferromagnetic ground state is associated with a spin-split DOS (caused by the exchange inter-
action), which is the first important ingredient in MXCD. The L2,3 absorption process involves
the 2p core levels, which are spin-orbit split into 2p3/2 and 2p1/2 states by about 10 eV. This
is the second important ingredient in MXCD, because photoexcitation of these states with cir-
cularly polarized (c.p.) light renders the excited electrons spin-polarized, even in nonmagnetic
materials.
The mechanism for this spin polarization is provided through relativistic dipole selection rules
[36]. In a simple picture, the angular momentum of the photon is transferred to the photoelec-
tron and by the spin-orbit coupling only a distinct spin character is selected in the transition.
The spin polarization vector P is aligned with the direction of light incidence q. Depending on
the light helicity ζ (ζ points parallel/antiparallel to q for left/right handed c.p. light) and the
core level involved in the transition, P points either parallel or antiparallel to q. The sign of the
spin-orbit coupling is opposite for the L2 and L3 edges and therefore also the spin polarization
P changes sign for excitation of the 2p3/2 and 2p1/2 states.
In a non-magnetic material, reversing ζ also changes the sign of P , but renders the transition
probability (intensity) the same. In a magnetic material due to the spin-splitting in the empty
DOS this is no longer true. Consequently, there are more empty minority than majority spin
states above EF . Therefore, if the excited core electron has a minority spin character, the
transition probability will be higher than for majority spin character (Fig. 13a). The result is a
magnetic dichroism, i.e., the intensity of the absorption line varies as a function of ζ and the
magnetization M . The MXCD signal thans changes both sign and magnitude when going from
the L3 to the L2 edge.
The translation of the MXCD signal in the photoabsorption process into an electron yield signal
involves the same steps already described in section 4.1. The first step converts the MXCD into
a dichroism in the Auger electron yield (Fig. 13b). Given a proper energy discrimination, this
signal can already be used to obtain a magnetic image in EEM [37]. This approach provides an
extreme chemical selectivity, since both the photoexcitation and the electron imaging employ
characteristic spectral features. The second step finally translates the Auger MXCD signal
into a helicity-dependent difference in the secondary electron yield (Fig. 13c), which may be
conveniently picked up by XPEEM [38]. Detailed analyses show that the MXCD in secondary
electron yield is proportional to the MXCD absorption signal [39].
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Fig. 13: Three step process leading to magnetic contrast mechanisms based on magnetic circu-
lar dichroism. (a) Photoexcitation and generation of core holes in an L2,3 absorption process,
(b) core hole decay via Auger electron emission, (c) Auger electron induced secondary electron
cascade. From [15].
Contrast enhancement — In order to separate magnetic and nonmagnetic contributions to
the contrast in the EEM image, one conveniently uses the fact that a reversal of ζ changes the
sign of the magneto-dichroic signal CM , while leaving the nonmagnetic signal CNM unaffected,
i.e.,
CM(−ζ) = −CM(ζ) ; CNM(−ζ) = CNM(ζ) . (1)
Therefore, by subtracting two images taken at the same photon energy, but opposite light helic-
ity Iζ+ , Iζ− , the magnetic contrast CM is enhanced. Summing up the two images extracts the
non-magnetic contrast CNM
CM ∼ Iζ+ − Iζ− ; CNM ∼ Iζ+ + Iζ− . (2)
This way, the images provide both magnetic and nonmagnetic (chemical, topographical) infor-
mation. In order to describe the magnetic contrast in a more quantitative manner, often the
asymmetry image A
A =
Iζ+ − Iζ−
Iζ+ + Iζ−
. (3)
rather than the difference imageCM is shown. The quantity dichroic asymmetry ranges between
+100% and −100%.
An example for this contrast enhancement procedure is shown in Fig. 14. The sample con-
sisted of Permalloy micropatterns and the images have been recorded at the Ni L3 edge. The
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Fig. 14: Magnetic contrast enhancement for the example of Permalloy microstructures. Indi-
vidual images (left) taken with opposite light helicities I(ζ+) and I(ζ−) at the Ni L3 edge are
first subtracted and summed up (center), respectively. The sum and difference images are finally
used to calculate an asymmetry image (right). Feature size is 12µm. See also [15].
magnetic contrast is rather weak and does therefore not show up directly in the images taken at
opposite helicity I(ζ+) and I(ζ−) – the patterns appear in an almost uniform gray level. The
same is found for the sum image in which the magnetic information should be eliminated. The
difference image, however, reveals a clear internal structure in each micropattern, reflecting the
lateral distribution of magnetic domains. The dark and bright areas correspond to magnetic
domains with different spatial orientations of the magnetization vector (see below). The asym-
metry image shows the same magnetic contrast on a normalized scale. Whether difference or
asymmetry images are used for the analysis of problems in surface and thin film magnetism will
depend on the actual experimental situation.
Angular dependence of the image contrast — The magnetic domain images obtained by
XPEEM contain also quantitative information on the local orientation and distribution of the
magnetization vector M(x, y). The geometrical relationship between magnetization vector M
and light helicity ζ results in the magnitude of the magnetic contrast scaling as
A ∼ M · ζ . (4)
This behavior is nicely illustrated by XPEEM imaging of magnetic domains at single crystal
surfaces. The image in Fig. 15 has been acquired exploiting MXCD at the Fe L2,3 edges. The
magnetic contrast was enhanced using the procedure given in eq. (2).
Fig. 15 shows the example of a four-fold symmetric surface – an Fe(001) whisker. Iron whiskers
are known to exhibit very large regular domains. In the image, we can discern four different
contrast levels (black, white, dark gray, light gray). This has been achieved by rotating the
direction of light incidence by about φ = 15◦ away from the in-plane 〈100〉 direction. This
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leaves each easy axis of magnetization with a non-zero projection along ζ (projection angles
15◦, 75◦, 105◦, 165◦). According to eq. (4) this will result in a distinct contrast level for each
magnetization direction. This is indeed found in the experiment, when looking at the statistic
distribution of contrast (gray) levels in the image. The 8-bit representation of the image results
in 256 gray levels, with the histogram revealing four clear broad maxima corresponding to the
domain orientations in the image.
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Fig. 15: Magnetic domain pattern on a ferromagnetic Fe(001) whisker surface obtained at the
Fe L2,3 edge (arrows mark the local orientation of the magnetization vector). Right: Histogram
of the gray levels in the image revealing four broad maxima (shaded regions) corresponding to
distinct magnetization directions. From [15].
With respect to details of the magnetic microstructure, in the left-hand side of the picture a
classical flux closure pattern has formed, whereby neigboring domains are bounded by 90◦
domain walls. A more complicated situation is found on the right-hand side of the image, where
smaller domains appear. This complex domain pattern indicates that the whisker is actually not
in an ideal state, and the magnetic microstructure is largely determined by the mechanical strain
in the system. An annealing procedure brings the whisker into a strain-free state, which is
characterized by a very simple domain pattern (see Sect. 5.1).
Magnetic domain walls — Mesoscopic spin structures which pose a considerable challenge
to magnetic imaging experiments are the boundaries of magnetic domains, the domain walls.
Given two domains with local orientation of the magnetization m1 and m2 separated by a do-
main wall, the magnetization M must continuously rotate from m1 to m2 within the width of
the domain wall. This can be done in two principal ways [40]. In a Bloch type domain wall M
rotates within the plane of the wall, i.e., the component of M normal to the wall plane is always
zero. By contrast, in a Ne´el type domain wall M rotates in a plane perpendicular to the wall
plane, and thus always has a perpendicular component perpendicular to the wall.
The angular dependence of MXCD (eq. 4) can be utilized to selectively image magnetic domain
walls under certain circumstances [41]. The example shown in Fig. 16 has been obtained from
a thick Fe(001) whisker, which had developed a peculiar domain structure. Since the light was
incident along an easy axis of magnetization, the pattern consisting of large domains (Fig. 16a)
is again characterized by three distinct contrast levels. These are associated with M parallel,
antiparallel, and orthogonal to the incoming light (ζ). A closer inspection of the image, however,
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reveals two narrow straight lines in the center of the pattern bounding a diamond shaped area.
These lines start at the boundaries of the left-hand (black) and right-hand (white) domain. Each
line has a distinct contrast level, which changes only at the point where they meet. These
findings suggest that the lines in the image are caused by domain walls.
The origin of such a domain wall contrast can be understood, if the actual surface termination of
a domain wall is taken into account. It is known for Fe(001) that Bloch walls in the bulk form a
Ne´el like surface termination [42]. This is due to an energy (stray field) minimization argument.
A Bloch-like rotation of M would lead to a magnetization component perpendicular to the
surface. In order to avoid this energetically unfavorable situation, the Bloch wall continuously
transforms into a Ne´el like wall when it reaches the near-surface region [43]. As a result,
the Ne´el type rotation of M takes place within the surface plane. If we take the example of
two domains with opposite direction of M (180◦ domain wall), the magnetization vector must
rotate within the surface by 180◦. Recalling the angular variation of the MXCD signal (eq. 4)
somewhere during this rotation the M will have a sizable component along ζ , giving rise to
distinct contrast. It should also be noted that the rotation of M across the 180◦ domain wall
can take place with either a right- or a left-hand turn, since these two cases are energetically
equivalent. Consequently, one should expect two distinct contrast levels for a domain wall, just
as is observed in the experiment (Fig. 16).
h! 25µm
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(c)
Fig. 16: Magnetic domain pattern at the surface of a strained Fe(001) whisker. (a) Domain and
domain wall contrast; (b) Selective imaging of domain walls (white and dark lines). After [41].
The above interpretation can qualitatively explain the experimental findings. The actual situ-
ation, however, is more complex than a simple 180◦ wall. This can be easily seen by recon-
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structing the magnetization distribution in Fig. 16a. The domain pattern is energetically very
unfavorable, because the head-on orientation of the local magnetization directions generates a
magnetic stray field. Such a domain structure cannot be explained by surface effects solely. In
fact, the pattern in Fig. 16a must be interpreted on the basis of closure domains stabilized by
the magnetic microstructure in the bulk, with the magnetization direction of the bulk domains
pointing perpendicular to the surface [44]. In this case, the domain walls can be identified as
socalled “V”-lines [45], being a result of two 90◦ bulk domain walls meeting at the surface. The
formation of V-lines is caused by mechanical strain in the crystal.
A characteristic property of V-lines is a “zig-zag” course of the domain walls, which can be seen
in Fig. 16b. In this image the main magnetic contrast arises from the domain walls only. The
angle between two neighboring segments of the zig-zag line has previously been determined
to about 109◦ [45], which is compatible with the result in Fig. 16b. Finally, we also observe
the predicted jump in the contrast level along the course of a domain wall (encircled regions),
associated with a change of the rotation sense of M at the surface.
Information depth — An important aspect of the contrast mechanism is the magnetic depth
of information. In the case of MXD effects, it is determined by two factors: (i) inelastic mean
free path of the electrons λin, and penetration depth of the incident light λp. Although the low
energy secondary electrons are the same imaged in a SEMPA experiment, there is a funda-
mental difference. SEMPA determines the actual spin polarization of these electrons, which is
determined by spin dependent scattering processes in the magnetic material and limits the in-
formation depth to about 5A˚ [46]. In XPEEM, however, the intensity of the low energy electron
cascade (yield) is measured. The information depth is thus determined by the escape depth of
the Auger electrons and the physics of the cascade formation process. It reaches values of the
order of λin ≈ 15 − 25A˚ in ferromagnetic metals [39]. The penetration depth of the incident
light is usually significantly larger than λin. If λin becomes comparable to the electron escape
depth, for example, due to strong absorption or grazing incidence, then considerable saturation
effects may occur in the MXD signals [47, 39]. As in a typical XPEEM geometry the light
impinges at an angle of 15 - 25◦ with respect to the surface, saturation effects may have to be
considered in quantitative measurements.
The following example illustrates the combination of chemical and magnetic information which
can be extracted from XPEEM investigations. The sample consisted of an epitaxially grown Cr
wedge (ranging from 0-4 monolayers (ML)) on a Fe(001) whisker surface. The Cr wedge has
then been covered by a 5 monolayer Co film. The magnetic domain pattern in this sample has
then been imaged in the “light” of the Fe, Co, and CrL3 absorption lines. Due to the information
depth of the MXCD approach discussed above, the domain patterns of the substrate and the
Cr layer can be imaged through the respective overlayers. The separation into magnetic and
chemical information follows from (eq. 2).
The results are compiled in Fig. 17. The whisker surface has a particularly simple domain
pattern, consisting of only two oppositely magnetized domains. This corresponds to the equi-
librium domain structure of a strain-free iron whisker. The chemical information about the Cr
wedge confirms the onset (marked by the broken line, due to the graphical reproduction the
first part of the wedge may appear dark) and a subsequent linear increase of the Cr signal along
the wedge direction. Because of technical circumstances the thickness gradient of the wedge
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is inclined to the whisker main axis. The Co overlayer also shows a clear magnetic signal
and a well-defined domain structure. In contrast to the Fe domain pattern, however, the Co
domain structure reveals a characteristic change at a critical Cr thickness of about 2 ML. Be-
low this critical thickness, the magnetization direction is the same in both Fe substrate and Co
overlayer, i.e., the Co overlayer couples parallel (“ferromagnetically”) to the substrate magne-
tization. Above 2 ML Cr the Co layer reverses its magnetization with respect to the substrate,
i.e. it couples antiparallel (“antiferromagnetically”). This behavior is caused by the interlayer
exchange coupling through the Cr wedge [48]. Depending on the thickness of the Cr film, the
coupling changes its character from parallel to antiparallel and vice versa.
sample cross section 
Fe bulk
Co L3
MCD 
Fe L3
MCD 
Cr L3
Cr L3
MCD
5ML Co
Cr
wedge
Fig. 17: Exchange coupled thin film system Co/Cr/Fe(001) whisker (broken line marks onset of
Cr wedge). Left: Compilation of magnetic domain images acquired at the Co, Fe, and Cr L3
edges. Right: Sample cross section. Taken from [49].
A surprising result is found in the Cr magnetic signal, demonstrating the high element selectiv-
ity and magnetic sensitivity of the XPEEM approach. First, also on the Cr L3 edge a magnetic
domain pattern is observed, even in the Cr submonolayer regime. Second, the Cr domain pat-
tern follows closely the Co one, as the change in magnetization direction at about 2 ML Cr is
easily discernible. Compared to the magnetic contrast of Fe and Co, the Cr magnetic signal is
rather weak. This is consistent with earlier findings, and can be explained by a small magnetic
moment of the Cr (either due to magnetic frustration or partially antiferromagnetic order in the
Cr patches) [50]. The Cr signal arises due to the exchange coupling to the neighboring Fe and
Co layers, causing a partial polarization of the Cr. The results suggest, however, that the cou-
pling Co-Cr seems to be stronger than the respective Fe-Cr coupling. Below 2ML Cr we cannot
distinguish between these two coupling contributions, as the magnetization directions in Fe and
Co are the same. Above 2 ML Cr the Cr signal clearly follows the Co magnetic orientation with
a gradual reduction of the Cr MXCD contrast levels. The latter is related to a dilution effect
caused by the unpolarized Cr atoms in the bulk of the Cr interlayer.
5.2 Magnetic X-ray Linear Dichroism (MXLD)
Another important class of materials for magneto-electronic applications are antiferromagnets.
However, the expectation value of the local magnetization in antiferromagnets vanishes, i.e.
〈 M〉 = 0. Therefore, MXCD cannot be used to image the magnetic domain structure in these
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materials. Magnetic linear dichroism poses a solution to this problem, since the MXLD signal
depends on 〈M2〉 [51].
Properties of the contrast mechanism — Antiferromagnets may have a very complex spin
arrangements. Simple cases are found in Cr or NiO, in which neighboring lattice planes have
opposite spin alignment. This “topological” antiferromagnetism leads to socalled uncompen-
sated planes ({001} in Cr, {111} in NiO). The orientation of the magnetic moments along a
spatial direction defines a quantization axis m, which is used as reference for the optical exci-
tation with linearly polarized light (pi). MXLD appears between absorption spectra taken with
linear polarization parallel pi‖ and perpendicular pi⊥ to m. Therefore, the antiferromagnetic
contrast CAFM is extracted in analogy to eq. (2) as
CAFM ∼ Ipi‖ − Ipi⊥ . (5)
The magnetic contrast is quantified by normalizing CAFM to the sum of Ipi‖ and Ipi⊥ . The
angular dependence between the direction of light polarization and the quantization axis m is
slightly more complex than in the MXCD case. If we keep the spin-quantization axis fixed and
vary the linear polarization, the XMLD contrast behaves as
CAFM ∼ (3cos2θ − 1) . (6)
where θ is the angle between polarization and spin-axis. Using this approach, domains at the
surface of antiferromagnetic materials have been successfully imaged [52, 53].
Imaging domains in antiferromagnets — The last issue addresses the imaging of domains
in an antiferromagnetic material on the basis of magnetic linear dichroism. Pioneering exper-
iments in this field have been performed by Spanke et al. [52] and Sto¨hr et al. [53] on NiO
films. Subsequent studies have concentrated on the microscopic mechanisms of the exchange
anisotropy between ferro- and antiferromagnets [54]. The example reproduced in Fig. 18 shows
the antiferromagnetic domain pattern on the (001) surface of a NiO single crystal [55]).
The domain image is the result of a specific contrast enhancement procedure. The data have
been recorded with s-polarized light at the Ni L2 edge. In NiO the absorption at the L2 edge
involves a characteristic doublet structure which causes the absorption line to consist of two
spectral features (hν1, hν2) separated by about 1 eV [56]. These features exhibit a pronounced
magnetic linear dichroism. The magnetic domain contrast is thus enhanced by calculating the
asymmetry distribution (eq. 3 from two images acquired at hν1 and hν2, respectively.
The domain pattern itself is quite complex. The reason for this is the antiferromagnetic spin
arrangement in crystalline NiO. The main “stacking” axes m are given by the four equivalent
[111] directions, along which lattice planes with in-plane ferromagnetic order are stacked in
an antiferromagnetic arrangement. Within a (111) plane, there are three equivalent [211] easy
directions into which the spins can point. As a consequence, in the bulk there is a total of
12 different types of antiferromagnetic domains [57]. These must be projected onto the (001)
surface plane in order to obtain the possible bulk-truncated surface configurations (neglecting
surface-induced changes of the spin structure for the moment). Due to the angular dependence
of theMXLD contrast (eq. 6) the XPEEM picks up the component of the local antiferromagnetic
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Fig. 18: Antiferromagnetic domains
in NiO observed using MXLD [55].
Direction of the light polarization
( E) with respect to the in-plane crys-
talline orientation is indicated.
100µm
[001]
E
orientation vector m along the electric field vector E of the linearly polarized light. In view of
the complexity of the NiO(001) situation, a series of images as a function of the angle of light
incidence are needed to unambiguously reconstruct the details of the surface domain pattern.
Magnetically coupled systems — The versatility of PEEM with respect to magnetic contrast
mechanisms permits a very detailed view on heterogeneous magnetic systems and magnetic
coupling phenomena. As an example, we discuss a system consisting of a thin film of NiO –
an antiferromagnet – on top of a Fe3O4 (magnetite) bulk single crystal surface – a ferrimagnet.
The MXCD contrast at the Fe L3 edge reveals the magnetic domains at the magnetite interface
underneath the NiO film (Fig. 19a). The image represents the ratio between two images taken
at opposite light helicity in order to emphasize the magnetic contrast. This domain pattern
at the surface is determined by the configuration of the underlying bulk domains. Essentially
four different contrast levels can be discerned, corresponding to four in-plane magnetization
directions at the surface (marked by the single-headed arrows). In the larger part of the sample
the domains are bounded by straight walls, except for the upper right region, where curved
domain boundaries and smaller domains appear, presumably caused by defect-induced strain in
the sample.
+/ -, 710.8eV 872eV/873eV
Fe O (110) XMCD3 4 NiO XMLD s-polarized
h h
E
Fig. 19: Magnetic domains inNiO/Fe3O4(011), an antiferromagnet/ferrimagnet hybrid model
system. The imaging with circularly polarized light of opposite helicity (+, -) at the Fe L3
edge yields the ferromagnetic domains in Fe3O4(011), whereas the illumination with linearly
polarized light at the Ni L2 edge yields the domains in the antiferromagnetic NiO overlayer. h
and E denote the directions of light incidence and electric field vector, respectively.
If we now switch to the Ni L2 edge and take images with linearly polarized light, we will see
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the domains in the NiO film. As the MXLD contrast is largest for a spectral substructure of the
L2 absorption line, the contrast enhancement procedure differs from the MXCD case in that the
ratio of two images taken at slightly different photon energies hν = 872 eV and hν = 873 eV
is formed. The resulting domain picture reveals the same geometrical pattern (Fig. 19), but
only two different contrast levels – dark and bright. Apparently the ferrimagnet (FM) imprints
its surface domain structure into the antiferromagnetic (AFM) film via an exchange coupling
mechanism, which is also a crucial ingredient for exchange biasing [58]. The fact that we only
find two contrast levels in the NiO film is, of course, a consequence of the antiferromagnetic
spin arrangement in the NiO, which defines an axis for spin alignment, but not a spin orientation
as in the ferromagnet. From a quantitative analysis of the contrast levels one finds that the local
spin quantization axis in the NiO (double-headed arrows) points always along the magnetiza-
tion direction in the ferrimagnet. This type of ”spin-flip” coupling between ferromagnets and
antiferromagnets is believed to appear as a consequence of a microscopic interfacial roughness
[59].
It should be pointed out that although the magnetic contrast in the NiO may be the same for
two domains, the detailed spin arrangement in these domains may differ by 180◦. This can be
directly seen by comparing the ferro- and antiferromagnetic domain patterns in (Fig. 19). For
domains in the underlying Fe3O4 being oriented into opposite directions, the antiferromagnetic
domains in NiO yield the same contrast. At the same time, the exchange coupling requires
the spins directly at the interface FM/AFM to be aligned parallel, which has been proven by
respective MXCD studies. Assuming the antiferromagnetic layer sequence in the film to be
determined by the interfacial NiO layer requires this layer sequence to differ between adjacent
domains. As a consequence an antiferromagnetic domain wall should be formed between these
domains. Indeed, a closer inspection of the MXLD images reveals a narrow bright line sep-
arating these two domains. This indicates that the antiferromagnetic spin configuration in the
“bulk” of the NiO film must change between the two domains, although the spin alignment axis
is the same.
5.3 Magnetization Dynamics Visualized in XPEEM
The parallel imaging capabilities of EEM also provide a very interesting pathway to time-
resolved imaging, which can be particularly well demonstrated in magnetic systems. In order
to describe the main principles, we will concentrate on the time-resolved PEEM in the follow-
ing, which is presently the most advanced time-resolved EEM technique. In general, one may
distinguish two approaches. In the one shot imaging approach, only a single image is acquired,
capturing a certain state of the system in time. This permits an imaging of statistic events or
fluctuations. In order to obtain a sufficient signal-to-noise ratio, however, one shot imaging re-
quires extremely bright light sources, which are actually not widely available up to date. They
may become available in the future in form of the free-electron lasers, which are developed at
several places world-wide. An alternative is offered by the second approach, the stroboscopic
or pump-probe imaging. In this case, the sample must be repeatedly excited by a signal of a
well-defined time structure. In this case, the sample cannot simply be imaged, but also needs
to be excited in a well-defined pulse-wise manner and time-sequence. The excitation can be
performed, for example, by a short laser pulse or a current or magnetic field pulse in case of a
magnetic system. After the excitation pulse the state of the sample is imaged with some time
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delay. This procedure is repeated until a sufficient image quality has been achieved. In order
to obtaine meaningful data, the sample must return to the same initial state after each excita-
tion pulse and the excitation process must be absolutely reproducible. As a consequence, only
reversible processes are accessible by this pump-probe procedure.
A necessary ingredient in the pump-probe experiment is a pulsed light source. The synchrotron
radiation generated in a storage ring has an intrinsic time structure. This is due to the fact that
the electrons circulating in the ring do not form a continuous beam, but are grouped in evenly
spaced packets or “bunches” [60]. The synchrotron radiation emitted into a beamline consists
therefore of light pulses with typically a few 10 ps width and a spacing ranging from a few ns
to almost a µs, depending on the operational characteristics of the storage ring. This feature
was exploited in first time-resolving XPEEM studies of magnetic structures [61, 62]. The pulse
width of the synchrotron radiation allows a convenient access to processes taking place on
time scales down to 10 ps, i.e. 100 GHz. In magnetism, this is a very interesting regime,
as it coincides with the precessional frequencies in a ferromagnetic system, which in turn are
relevant for the speed of magnetization reversal processes. Therefore, combining high lateral
and time resolution with high element selectivity and magnetic contrast, time-resolved XPEEM
(TR-XPEEM) represents an extremely powerful approach for the investigations of magneto-
and spin dynamics at surfaces and in thin films.
Fig. 20: Scheme of a time-resolved XPEEM experiment from a magnetic system. [55].
A stroboscopic imaging procedure for a magnetodynamic experiment works as follows. The
system is “pumped” by a magnetic field at time t0 and probed by the light pulse at a later time
t1, an image being taken with each light pulse. The time delay ∆t = t1 − t0 is usually adjusted
electronically. In order to obtain sufficiently fast ( GHz) and strong magnetic field changes at
the sample, coplanar waveguide geometries or microcoils are employed, depending whether
the magnetic field vector H should be directed parallel or perpendicular to the sample surface
[63]. Second, the confinement of the magnetic field in these geometries asks for small thin film
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elements as samples. The magnetic field pulses can be conveniently generated by fast electrical
pulse generators or photoconductive switches.
A good signal-to-noise ratio in the image is usually obtained after accumulating over 108− 109
pulse cycles. In the simplest case, the accumulation is performed by on-chip integration within
a slow-scan CCD camera. More sophisticated designs involve gated detector schemes to enable
a flexible pulse picking [63]. As mentioned above, these pump-probe experiments can only
capture the reversible processes launched by this field pulse. Slow irreversible processes will
lead to metastable states, fast ones to a washing-out of the image features.
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Fig. 21: Time-resolved imaging of the magnetodynamic response of a bar-shaped Permalloy
element to a nanosecond magnetic field pulse.
An example for reversible processes is shown in Fig. 21, giving the magnetodynamic response
of rectangular Permalloy microelements to a 10 ns long magnetic field pulse with a rise time of
about 500 ps. The effective time-resolution in the experiment is about 50 ps. Concentrating on
the top element, we note that prior to the onset of the field pulse H (t = −1.5 ns) the domain
structure forms a standard Landau flux-closure pattern with the typical triangular and diamond-
shaped domains, connected by 90◦-walls and vortices. The dark and white areas correspond
to a large magnetization component antiparallel and parallel to the incoming light. In the grey
areas the magnetization vector M points perpendicular to the incoming light. This image has
already been recorded in the stroboscopic mode, proving that the element relaxed into this state
after each field pulse. During the onset of the field pulse fine ripple-like networks of darker
and brighter stripes form in those triangular domains with M antiparallel to H . Note that
initially the field pulse does not excert a torque onto the domain magnetization, as M  H .
These stripe networks are indicative of incoherent rotation processes [64], which locally turn
M perpendicular to H .
The magnetic contrast of the stripe networks becomes stronger as the magnetic field increases.
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This is caused by a further rotation of the local magnetization towards the line of light incidence.
In addition, smaller stripes coalesce into larger ones. After reaching the pulse plateau (t =
2 ns), the stripe pattern becomes stationary. The system assumes a new temporary equilibrium,
determined by the magnetic anisotropy and the external field H . If H is reduced again, this can
also be seen as an effective field pointing in the opposite direction, i.e.,− H ′. As a consequence,
the stripes spread immediately also into the opposite triangular domains with M  H [65].
Similar observations have also been made on ring-shaped structures [66]. These stripe domain
patterns are associated with a large transient stray field at the sample edge, the implications of
which are discussed in Sect. 4.
The dark and bright domains at t = −1.5 ns behave differently during the field pulse, as they
initially experience a strong torque M × H , resulting in a coherent rotation of M in these
domains. The rotation is not homogeneous throughout the domain, as can be seen by the gradual
variation of the magnetic contrast. It is stronger along the center of the element than at the edges.
In particular, in the corners the domain walls are more strongly pinned and the rotation angle
is smaller. This example with the competition of incoherent and coherent rotation processes
shows clearly that the magnetodynamics is governed by the torque-induced processes rather
than energy (stray field) minimization principles.
Instead of these incoherent rotation events, one may also observe a quite different behavior, if
the same type of samples is subjected to much shorter (subnanosecond) magnetic field pulses.
Choe et al. noted a gyrotropic rotation of the vortex cores with frequencies in the MHz range
[67], whereas Quitmann et al. found a linear motion of the vortex, similar to the situation in
Fig. 21 [68]. The reason for this difference may be sought in the different pulse repetition
frequencies (125 MHz [67] to 62.5 MHz [68]) of both experiments, leading to different states
of relaxation between the pulses. This is only a glimpse of the wealth of dynamic phenomena
accessible by time-resolved EEM.
6 Application to Functional Materials II: Nonmagnetic Sys-
tems
6.1 Redox Processes in Resistive Oxides
The memristive behavior observed in many oxidic materials is generally related to electrically
induced redox processes [69, 70]. The microscopic mechanisms, however, are still under dis-
cussion and subject to current investigations. Of particular importance are two aspects: (i) the
atomic nature of the chemical changes related to the redox process, and (ii) the size of the region
where these changes occur. Depending on the material in question, the proposed mechanisms
range from homogeneous conductivity changes in the bulk down to a very local formation of
conductive filaments with nanometer diameter.
One of the materials where resistive switching is observed is highly non-stoichiometric amor-
phous GalliumOxide (a-GaOx) [71]. The microscopic mechanism is related to a metal-insulator
transition involving a local formation of crystalline Ga2O3 within the metastable oxide matrix.
The results of a microspectroscopic investigation with XPEEM are compiled in Fig. 22 [72].
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The experiment used soft x-rays and due to the limited information depth (cf. 5.1) a particular
preparation procedure was involved, which is sketched in Fig. 22a. In a first step, contact ar-
eas on the bare a-GaOx surface were defined by Pt top electrodes (TE). The common bottom
electrode was provided by ITO. By applying a voltage to a contact, the material underneath was
polarized into the high resistive (HRS) or low resistive state (LRS). For some contacts several
sweep cycles were performed to study forming processes. This preswitching procedure resulted
in a set of contacts in different switching states. After the polarization, in a second step UV set
epoxy resin was pasted onto the top electrodes. Subsequently the top electrodes were removed
by scratching off the epoxy resin thereby exposing the GaOx surface. Fig. 22b shows a an
energy-filtered PEEM image in the Ga 3d binding energy region, measured at the border of the
pristine surface (bright grey region with red square) and the bare surface of the HR film area
which has been subjected to a +2 V-bias during the preswitching step (diameter of the original
contact 200 µm) (dark grey region with blue square). The black line appearing along the border
is due to segregation of contaminants such as Pt and resin residues. The inset in the figure dis-
plays local XPS spectra which have been reconstructed from the PEEM images at the red point
within the pristine surface area (red line) and at the blue point within the polarized surface area
(blue line).
model and the simulation procedure are given in the Methods
section.
The simulation semiquantitatively replicates the experimentally
observed I-V characteristics, exhibiting an asymmetric pinched
loop in a bipolar manner (counter figure-eight loop) by switching
from LRS to HRS in the anodic region and from HRS to LRS in
the cathodic region. Typical simulation results are shown for the
2nd sweep cycle of a 90-nm-thick film in Fig. 5. Best agreement
between experiment and simulation was obtained with a vacancy
mobility mV¼ 7� 10� 19m2V� 1 s� 1. All other parameters were
fixed as specified in the Methods section. In addition to the I-V
curve, the calculated oxygen vacancy profiles across the film and
the corresponding electronic conductivities are shown at different
stages of electrochemical polarization. The electronic conductivity
Table 1 | Summary of Ga 3d l-XPS on polarized a-GaOx films.
Ga0 (P3 & P4) Ga
þ (P2) Ga3þ (P1) Av. Ga valence*
Position/eV 18.2 (P4), 18.7 (P3) 19.6 20.7 —
Area fraction
Pristine film 0.11 (P3þ P4) 0.21 0.68 þ 2.3
þ 2V in 2nd sweep cycle — 0.16 0.84 þ 2.7
� 2V in 2nd sweep cycle — 0.52 0.48 þ 2.0
þ 2V in 3rd sweep cycle — 0.19 0.81 þ 2.6
� 2V in 3rd sweep cycle — 0.50 0.50 þ 2.0
a-GaOx, amorphous gallium oxide; Ga 3d m-XPS, gallium three-dimensional micrometre probe X-ray photoelectron spectroscopy.
*Average Ga valence states are determined by the relative peak areas of Ga3þ (P1), Gaþ (P2) and Ga0 (P3 and P4) states.
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Figure 3 | Homogeneous Ga valence state change through resistive switching of a-GaOx device. (a) Procedure to prepare the bare a-GaOx surface after
polarization to the HRS or LRS. After polarization, UV set epoxy resin was pasted on the TE, and the TE was removed by scratching off the epoxy
resin. (b) Photoemission electron microscopy (PEEM) image in the Ga 3d binding energy region, measured at the border of the pristine surface (bright grey
region with red square) and the bare surface of HR film under the þ 2V-biased TE mark (diameter¼ 200mm) (dark grey region with blue square). The
black line along the border is due to segregation of contaminants such as Pt and resin residues. Inset: XPS spectra were reconstructed from the PEEM
images at the red point within the pristine surface area (red line) and at the blue point within the polarized surface area (blue line). (c) m-XPS in the Ga 3d
binding energy region measured on the pristine surface and at marks of the TE polarized at different voltages during the 2nd and 3rd sweep cycle. In the
polarized films, the measured spectrum (red dots) can be described well by two peaks (black line) corresponding to Ga3þ (P1) and Gaþ (P2), that is, Ga is
highly reduced. A couple of peaks corresponding to metallic Ga0 (P3 and P4) are involved only in the unpolarized, pristine film. Molar ratios of Ga
3þ/Gaþ
are 0.16/0.84 at 2V and 0.52/0.48 at � 2V in the 2nd sweep cycle and 0.19/0.81 at 2V, 0.28/0.71 at � 1.3 V and 0.50/0.50 at � 2V in the 3rd sweep
cycle, as calculated by peak fitting analysis. (d) Near-Fermi edge spectra of a-GaOx film: pristine (black), HRS (at þ 2V) (red) and LRS (at � 2V) (blue).
The density of states near the top of the valence band is variable by negative or positive biasing.
NATURE COMMUNICATIONS | DOI: 10.1038/ncomms4473 ARTICLE
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Fig. 22: Ga electronic state change through resistive switching of a-GaOx device. (a) Prepara-
tion procedure of th bare a-GaOx su face after polarization to HRS or LRS. (b) Energy-filtered
PEEM image in the Ga 3d binding energy region. Inset: Reconstructed XPS spectra. (c) Micro-
XPS in the Ga 3d binding energy region measured on the pristine surface and at regions of the
top electrode TE polarized at different voltages. (d) Near-Fermi edge spectra of the a-GaOx
film: pristine (black), HRS (red) and LRS (blue). See text for further details. From [72].
The micro-XPS spectra form the basis of an analysis of the chemical changes due to the resistive
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switching. Fig. 22c compares spectra in the Ga 3d binding energy region measured on the
pristine surface and at locations of the removed top electrodes, which were polarized at different
voltages during the 2nd and 3rd sweep cycle. In the polarized films, the measured spectrum (red
dots) can be described well by two peaks (black line) corresponding to Ga3+ (P1) and Ga+ (P2).
From this result we find that Ga is highly reduced. A couple of peaks corresponding to metallic
Ga0 (P3 and P4) are found only in the unpolarized pristine film. The molar ratios of Ga3+ /Ga+
are 0.16/0.84 at 2 V and 0.52/0.48 at−2V in the 2nd sweep cycle and 0.19/0.81 at 2 V, 0.28/0.71
at −1.3 V and 0.52/0.48 at −2 V in the 2nd sweep cycle and 0.19/0.81 at 2 V, 0.28/0.71 at −1.3
V and 0.50/0.50 at −2 V in the 3rd sweep cycle, as calculated by a peak fitting analysis.
The change between the HRS and LRS state should also show up in the valence electronic
structure. Indeed, valence band spectra close to the Fermi edge EF reveal a distinct change in
the density of states (Fig. 22d). The spectral weight at the Fermi edge in the HRS state (at +2
V, red) is markedly reduced, as compared to the specta from the pristine a-GaOx film (black)
and LRS (at −2 V, blue). This indicates a reduction of the states at EF available for electrical
transport. These results demonstrate that the density of states near the top of the valence band
is variable by negative or positive biasing, thereby changing the resistivity in the contact area.
Further investigations reveal that the resistivity changes involve both oxygen vacancies and
electrons and take place homogeneously over the entire contact area [72].
6.2 Overcoming the Information Depth Barrier
The above described approach of top electrode removal has a serious shortcoming, as it does
only allow the study of preswitched systems. This precludes in-operando experiments during
the resistive switching process or time-resolved investigations, which need the top electrode
to be in place. Considering a minimum thickness of a working electrode of about 5 - 10 nm,
excitation with soft x-rays will not permit one to probe the material underneath the top elec-
trode. In order to overcome the limits imposed by the photoelectron attenuation length in the
solid, we have to increase the kinetic energy of the photoelectrons into the keV regime. For
kinetic energies of 10 keV the inelastic mean free path of photoelectrons in metals may reach
up to 10 nm [73]. This requires an excitation energy in the hard x-ray regime. The main ques-
tion, whether energy-filtered PEEM can yield reasonable data under these conditions has been
successfully answered in 2012 [74]. The instrument used for this purpose was a modified elec-
trostatic PEEM with a double-hemispherical electron analyzer. The acceleration voltage of the
objective lens was increased to 30 kV in order to preserve the imaging properties also at high
kinetic electron energies. In order to compensate for the low transmission of the electron optics
at high kinetic energies and the low photoexcitation cross sections for hard x-ray excitation the
microscope was operated at the largest contrast aperture (diameter 500 µm) thereby limiting the
lateral resolution to a few hundred nm.
Results of such measurements for a test pattern are shown in Fig. 23. The test pattern consists of
an arrangement of Au squares lithographically defined on a Si wafer. The left hand side of the
figure reproduces a survey photoemission spectrum taken with hν = 4900 eV photon energy.
The Au valence band (VB) and various Au and Si core levels are clearly visible. The region
of the Si 2p and Au 4f levels has ben mapped at hν = 6500 eV photon energy in more detail,
revealing the spin-orbit split Au levels. These lines (Si 2p and Au 4f7/2 ) have been employed
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Fig. 23: Hard x-ray energy-filtered PEEM on a Au/Si test structure. Left: XPS spectra taken at
photon energies of hν = 4900 eV and hν = 6500 eV, showing the Si 2p and Au 4f core levels.
Right: PEEM images recorded at the respective core levels from Si and Au. The pattern consists
of smaller squares of 1× 1µm2 which are grouped into larger squares of 10× 10µm2.
to acquire energy-filtered images of the surface, shown on the right hand side of Fig. 23. As
expected the image contrast inverts between the two core levels. The smallest squares visible
have a size of 1× 1µm2. The lateral resolution obtained in this experiment was about 400 nm,
which is compatible with the size of the contrast aperture chosen.
The issue of information depth is addressed by means of another specially designed test sam-
ple (Fig. 24a). For this purpose a trench in a Si wafer has been filled by Au. The resulting
system has been chemomechanically polished, resulting in a rather sharp Si/Au boundary and
a flat surface, onto which a Cr film with a thickness gradient (“wedge”) has been deposited.
Again the experiment imaged the lateral distribution of the 4f7/2 photoelectrons at hν = 6500
eV photon energy. The three-dimensional plot of the Au photoemission signal shows the grad-
ual attenuation through the Cr wedge in one direction and the sharp cut-off due to the Au/Si
boundary in the orthogonal direction (Fig. 24b). From these data we can easily determine the
electron attenuation length λ (EAL) [75]. For the Au 4f7/2 photoelectrons which have a kinetic
energy of Ekin  6460 eV we find λ  8 nm (Fig. 24c). Similar experiments at the Au 3d5/2
(Ekin  4340 eV) yield λ  5 nm.
These results demonstrate that PEEMwith hard x-ray excitation has the potential for in-operando
609
C6 — 32 Claus M. Schneider
Figure 10: (a) HaxPEEM image of the wedge on the Au 3d peak after 50 min exposure-time (compare with Fig. 3 . The
strong Au signal of the uncovered Au-stripe vanishes under the Cr-wedge. The Si-part gives no significant contribution.
(b) 3D reconstruction of the HaxPEEM data.
increasing for high wedge thicknesses. In each data-set a line FWHM = a · hwedge + b was fitted,
the data-points were weighted according to their error  with 2. The results are listed in Tab.
2.
Cover Ekin [eV] wedge-length [µm] Integration-length [nm] a b[µm]
Cr 4342.5 10 413 -4.39 673
Cr 6465 10 521 3.89 882
Pd 4342.5 40 713 1.40 634
Pd 6465 40 2785 5.91 515
Table 2: Results of line fits to the resolution-measurements
In our experiment, the spatial resolution is not significantly changing with the thickness of
the cover-layer. Neither the material of the cover-layer nor the kinetic energy of photo-electrons
show an influence.
4. Summary and Discussion
Based on the commercially available energy filtered photoelectron microscope NanoESCA,
an instrument for hard X-ray photoemission electron microscopy (HAXPEEM) has been de-
signed. We were able to show, that in our current resolution limit, the spatial resolution is neither
dependend on the thickness of a cover-layer nor on its material. Structures in the scale of 500 nm
will be detectible without resolution loss even under thicker electrodes. Nevertheless, to proof
that really no dependancy between spatial resolution and cover-layer thickness is existing, one
will have to do these experiments with a higher intrumental resolution. With the NanoESCA
this can be in general reached by simply using a smaller contrast aperture. Unforunately the
next available smaller CA of 150 µm would also reduce the count-rate by a factor of 10, which
would lead to hardly acceptable exposure times to gather su cient statistics. For that reason we
showed that there is no instrumental limit so far to increase the hard x-ray electron flow rate. The
electron flux could either be increased by a more intense light- source or by even higher extractor
potentials, which would lead to bigger micoscope’s acceptance angles of the photoelectrons.
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Fig. 24: HAXPEEM on a {Si | Au} /Cr-wedge test sample. (a) Structure of the sample. (b)
Lateral distribution of the Au 4f7/2 photoelectrons mapped at hν = 6500 eV photon energy.
(c) Electron attenuation length extracted from the damping of the Au 4f7/2 signal in the Cr
overlayer. The fit is a simple exponential function. From [75].
studies of resistive switching systems. A necessary requirement, however, is the availability of
high-brillianc hard x-ray radi tion from a dedi ated synchr tron radiation source.
6.3 Probi g the Photoelectron Spin
Novel functional materials and concepts for spintronics rely on spin-orbit coupling rather than
exchange interaction. Topological insulators are nonmagnetic materials which exhibit a pecu-
liar band inversion. The band inversion creates topologically protected spin-polarized surface
states, the spin texture of which depends strongly on the wave vector k [76]. Examples for
topological insulators are Bi2Se3, Bi2Te3 or Sb2Te3. The polarized surface states are consid-
ered as potential sources for spin-polarized currents. For further details on spin-orbit related
spin-polarized electronic states see the contribution C5 by Plucinski.
The experimental challenge with topological insulators is a mapping of the spin texture in the
electronic states. This is normally achieved in a spin-resolved ARPES set-up (c.f. C5), but this
approach is not very efficient, mainly for two reasons. First, the spin detectors currently in use
are typically single channel detectors, i.e. only a single spectrum can be measured at a time.
The two-dimensional mapping capability of modern display analyzers cannot be used in this
mode. Second, the spin detection mechanism itself involves a scattering process which reduces
the signal by 3 - 4 orders of magnitude [77]. As a consequence, detailed spin-resolved ARPES
experiments have been very time-consuming in the past. The situation has been improved only
very recently due to the evolution of the PEEM optics in combination with the development of
highly efficient two-dimensional spin detectors.
Considering the properties of the PEEM optics it is important to realize that the objective lens
can be operated in two different imaging modes: (i) real-space imaging, and (ii) reciprocal space
imaging. The first mode has been extensively described and used above. In the second mode,
the angular distribution of the emitted photoelectrons is magnified and projected onto the image
detector. By means of the energy filter a cut through the Brillouin zone at a defined kinetic
energy can be taken and one obtains a two-dimensional photoelectron intensity distribution
I(Ekin, kx, ky) in a single measurement [78]. By scanning the kinetic energy a map of the
entire Brillouin zone can be recorded slice-by-slice. Depending on the settings of the objective
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lens and the photon energy, also states beyond the first Brillouin zone can be probed. This
special mode of operation is now known as k-space microscopy or momentum microscopy and
is increasingly used to map electronic structures.
Spin resolved photoelectron microscopy using a two-dimensional
spin-polarizing electron mirror
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We report on an imaging spin-filter for electrons. The specular reflection of low-energy electrons at
the surface of a tungsten single crystal is used to project a spin-filtered two-dimensional image
onto a position sensitive detector. Spin-filtering is based on the spin-dependent reflectivity of
electrons due to spin-orbit coupling in the scattering target, while a two-dimensional field of view,
encoded in the angle of incidence, is conserved in the outgoing beam. We characterize the
efficiency of the spin-filter by recording photoelectron emission microscopy images of the
magnetic domain structure of 8 monolayers cobalt grown on copper (100). VC 2011 American
Institute of Physics. [doi:10.1063/1.3611648]
Magnetic imaging by electron microscopy aims at the
spatial mapping of the magnetization in micro-structured
solid state systems. In particular, photoelectron emission
microscopy1 (PEEM) is a powerful tool for the study of
magnetic micro-structures. For instance, the element-selec-
tive, as well as magnetically sensitive, core level absorption
of polarized soft-X-rays was used to study magnetic interfa-
ces or magnetization dynamics.2–4 These prototypical sys-
tems, confined in one or more dimensions in space, often
exhibit unique electronic and magnetic properties, and
detailed information on the local spin-dependent electronic
structure is fundamental for understanding the underlying
physics.
A more direct approach to study magnetic structures is
the analysis of the spin of the photoelectrons forming the
image. In photoelectron spectroscopy as a general method to
analyze the electronic structure of materials, the electron
spin is measured by scattering at a solid state target, where
scattering cross-sections differ for electrons with opposite
spin. Typical configurations include high energy scattering
in the Mott detector,5 spin polarized low energy electron dif-
fraction (SP-LEED),6 and low energy exchange scattering.7
However, a technical limitation common to all existing
spin-analyzers is the requirement of sequential measurement
of one point in energy-, momentum-, and real-space at a
time. While this constitutes no problem to scanning techni-
ques like the scanning electron microscope with polarization
analysis (SEMPA),8 no efficient photoelectron spin-filter for
parallel imaging electron microscopes is available, so far.
Here, we report on an innovative spin detector, featuring
a simultaneous spin-filtering over a two-dimensional (2D)
field of view. The 2D spin-filter is based on the spin depend-
ent reflection, due to spin-orbit coupling, in the (00)-LEED
spot at a W(100) single crystalline surface. Scattering takes
place at an angle of incidence of 45 with the spin quantiza-
tion axis oriented normal to the scattering plane.9 The 2D
spin-filter is installed in our “momentum microscope.” This
instrument combines a PEEM column with an aberration
corrected electrostatic energy analyzer with an energy reso-
lution of 200 meV. A detailed description of this instrument
is published elsewhere.10 The spin-filter is inserted into the
electron optical path directly after the energy analyzer.
The working principle of the spin-filter is outlined in
Fig. 1. After the energy analyzer, an electrostatic retarding
lens decelerates the electrons from the pass energy, 100 eV,
to the scattering energy, EScatt, in the range from 15 eV to 90
eV. A reciprocal image is formed at the W(100) scattering
target, such that electrons originating from the same point in
the spatial image arrive as a parallel beam at the crystal sur-
face. Thus, the spatial information is encoded in the angle of
incidence and is conserved upon specular reflection. After a
mirror-like 90 reflection, the spatial image is recovered by a
second, symmetrical, retarding lens. The spin-integrated
direct image still can be obtained by retracting the crystal
from the optical path. In both branches, identical electron
optics project the image onto the multichannel plate (MCP)
of a position sensitive detector.
PEEM images were recorded from 8.06 0.3 monolayer
(ML) thick cobalt films using two-photon photoemission
(2PPE) by 3.1 eV p-polarized light from the second har-
monic of a pulsed Ti:Sa laser (pulse length 20 f and repeti-
tion rate 80 MHz). The Co films were grown by thermal
FIG. 1. (Color online) Scattering geometry for the specular reflection of
electrons at the W(100) crystal. Scattering takes place under parallel beam
conditions, preserving the spatial information of the source image. The spin-
integrated image is obtained by retracting the W(100) crystal.a)Electronic mail: tusche@mpi-halle.mpg.de.
0003-6951/2011/99(3)/032505/3/$30.00 VC 2011 American Institute of Physics99, 032505-1
APPLIED PHYSICS LETTERS 99, 032505 (2011)
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Fig. 25: Principle of a two-dimensional spin polarization detector involving spin-dependent
scattering on a W(100). The source image from a schematic magnetic domain pattern is pro-
jected onto the scattering target and transfered to a second image detector at an angle of 90°.
For spin-integrated measurements the scattering crystal is retracted and the image is transfered
to the straight-through image detector. From [79].
As we have already mentioned above, the physical mechanism behind the spin polarization anal-
ysis involves a scattering process of the electrons. This scattering process “converts” the spin
polarization along a quantization axis into an intensity signal. The quantization axis is defined
by the scattering geometry [36]. The conversion efficiency, the spin-polarization sensitivity S,
depends sensitively on the scattering angle and the scattering energy, both of which have to be
carefully controlled. Behind the energy filter of a PEEM the electrons forming the image are
quasi monoenergetic. This property forms the basis of a two-dimension spin detector concept,
which is sketched in Fig. 25 [79]. The monoenergetic electron beam leaving the energy filter is
guided onto a scattering target – in the present case a clean W(100) single-crystal surface – and
scattered at an angle of 45°. The strong spin-orbit coupling in W leads to a high spin-selectivity
of the scattering process for a specific kinetic energy of Escat = 27 eV. The spin quantiza-
tion axis is oriented perpendicular to the scattering plane and the spin sensitivity is about 20%.
Therefore, one observes an intensity modulation in the image of the scattered electrons under
90°, which is directly related to the spin polarization in the original image. The scheme in Fig.
25 refers to the real-space imaging of magnetic domain structure with up and down domains. As
the photoelectrons from a ferromagnetic domain are highly spin-polarized, the spin-dependent
scattering at the W(100) target leads to in a bright/dark contrast in the spin-resolved image. For
spin-integrated measurements the scattering target is simply retracted allowing the electrons to
directly reach the image detector in the straight-through direction. The information on the mag-
netic domain structure that can be gained in this way is similar to that obtained in an MXCD
experiment (cf. Chapter 5.1).
The major application of the two-dimensional spin-detector concept, however, comes with the
momentum microscopy. This is illustrated in Fig. 26 showing spin-resolved photoemission re-
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intrinsic property of the momentum microscope. The analyzed
area is determined by the effective size of the analyzer slit, or can
be confined further by an aperture in the first spatial image plane
to a dimension only limited by the aberration of the objective lens.
For instance, a momentum-image covering 71 Å�1 can be col-
lected from an area as small as 1 mμ (see Fig. 2b). The spatial re-
solution for bandstructure imaging still could be improved by
further reduction of the spherical aberration of the cathode lens.
An interesting prospect is the combination with aberration cor-
rection schemes established in electron microscopy [60]. In par-
ticular, using electrostatic mirrors the correction up to the third
order was demonstrated recently for photoemission- and low-
energy electron microscopy [61,62]. We expect that such im-
provements will enable the measurement of the electronic struc-
ture of sub-micrometer sized objects.
The k∥ imaging principle of the momentum microscope is not
strictly limited to the exact type of HDA energy filter used here. In
general, the acquisition of two-dimensional momentum image
slices requires an energy filter that preserves the image informa-
tion of the electron ensemble. While the chosen setup of two
HDAs is one of the simplest geometries to fulfill this requirement,
several alternative dispersive filters with appropriate multiple-
focussing properties exist [63,64]. Moreover, using pulsed light
sources like a laser or a synchrotron beam, the energy slice could
be selected by the time-of-flight (ToF) of the electrons in a low-
energy drift tube [65] replacing the dispersive filter. We are cur-
rently investigating the parallel acquisition of multiple energy
slices by such a ToF analyzer, which is especially advantageous
when spin resolution shall be combined with highest energy
resolution.
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Fig. 8. (a) Measured spin polarization and intensity map at EF of the Au(111) surface state excited by p-polarized 6.05 eV photons. The 2D color code is displayed in (d).
(b) Spin resolved dispersion along the horizontal (ky¼0) axis. (c) Schematic model of the spin texture of the Rashba surface state. Arrows indicate the spin direction, the color
corresponds to the observed projection on the quantization axis P
→
. (e) Profile of Py along kx for measurements with He–I radiation and s- and p-polarized 6.05 eV light.
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Fig. 26: Photoemission from the Au(111) surface state with p-polarized 6.05 eV photons. (a)
Measured spin polarization and intensity map at EF (2D color code see (d)). (b) Spin resolved
dispersion along the horizontal (ky = 0) axis. (c) Schematic model of the spin texture of the
Rashba surface state. Arrows indicate the spin direction, the color corresponds to the observed
projection on the quantization axis P . From [80].
sults from the Shockley surface state on the Au(111). This surface state is known to exhibit a
distinct splitting due to Rashba interaction (for details, cf. C5). The parabolic dispersion around
the Fermi energy EF is well-reproduced in the data in Figs. 26a and b. These plots combine
intensity (shading) and spin polarization information (color), whereby blue and red correspond
to spin-down and spin-up, respectively. In the {E, kx, ky = 0} cut we find two parabolas with
distinct spin-up and spin-dow charact r. At the cent r of t e Brillouin zone the spin polar-
ization is reduced to hybridization of both parabolas. In the {E = 0, kx, ky} the surface state
dispersion forms two concentric circles with a continuous, but anticyclical variation of the spin
polarization signal along the circle. This clearly proves that the spin polarization vector changes
from k-point to k-point. The experimentally determined spin texture of the surface state is com-
pat ble with the schematic model depicted in Figs. 26c. These experiments were perforned at an
energy resolution of 12 meV, measured at the Fermi edge of the helium-cooled Au(111) sample.
The instru ental momentum resolution of 0.005 A˚-1is among the best values for state-of-the-art
spin-integrated photoemission experiment .
The example above demonstrates the potential and the advantages of spin-resolved momentum
microscopy over a conventional spin-resolved photoemission experiment with single-channel
spin-detection.
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7 Concluding Remarks
These lecture notes can give only a brief introduction into the XPEEM technique and cover only
a limited selection of physical phenomena which can be investigated with this approach. For a
more concise information on PEEM the reader is referred to a number of recent review articles
[14, 19, 30, 63] and the book of E. Bauer [11]. In future studies, two major issue will be of
importance: (i) improvement of the lateral resolution by corrected electron optics; (ii) further
improvement of the information depth; and (iii) in-operando and time-resolved studies. The
investigations associated with the last issue will make use of the intrinsic time structure of the
synchrotron radiation generated in storage rings. The ultimate goal will be the laterally resolved
study of resistive switching processes on a nanosecond or even picosecond time scale.
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1 Introduction
Since the invention of the scanning tunneling microscope by Binnig and Rohrer in 1982 [1], a
variety of scanning probe microscopy (SPM) techniques have rapidly developed into increas-
ingly important tools for surface physics and for the characterisation of surface structures. The
surge in applications of scanning probe microscopes is primarily due to their unique ability to
provide real space images with atomic resolution of surface structures. Furthermore, the dif-
ferent types of scanning probe microscopes provide the possibility of investigating electrical,
topographic, optical, magnetic, and many other types of surface properties. Depending on the
mode of operation on which the scanning probe microscopes are based, they can be used for
conducting and non-conducting as well as hard and soft materials.
A scanning probe microscope works according to a simple principle (Fig. 1): A probe is
scanned over the surface of interest at a small distance, where an interaction between the probe
and the surface is present. This interaction can be of various nature (electrical, magnetical, me-
chanical, etc.) and provides the measured signal (tunnel current, force, etc). Depending on the
quality and type of probe, the measured signal can be observed to reproducibly vary at atomic
distances during scanning of the surface. If these scanning processes are put together line by
line, an ”image” of the surface is obtained. Such an image shows the spatial variation of the
measured parameter, e.g., of the tunnel current.
scanning
direction
interaction measurementsignal
surface
Fig. 1: Principle of a scanning probe microscope. A probe tip is scanned over a surface. The
interaction with the surface yields a signal which is used to derive a real space image of the
surface.
Of all the scanning probe microscopes the first invented scanning tunneling microscope (STM)
still provides the highest routinely achieved resolution. It is used for semiconductors, metals,
and superconductors, because it constitutes a probe for electrical properties and thus requires
electrically conducting surfaces. It measures the tunnel current between a metallic, extremely
fine tip and the surface. Thereby the STM probes the local density of surface states, whose
atomic-scale variations allows to image surfaces with atomic resolution. Fig. 2 shows as ex-
ample a STM image of the InP(110) surface. Each bright local peak represents the increased
local density of states near an atom on the surface. Black holes indicate missing atoms, i.e.,
vacancies [2]. Thus, one can recognize atomic rows and individual point defects.
In addition to the tunnel current one can probe also the spin of the tunneling electrons using
specially prepared magnetic tips. Thereby a spin-polarized scanning tunneling microscope (SP-
STM) is obtained, which allows to probe the spin structure of surfaces [3].
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1nm
Fig. 2: Scanning tunneling microscope image of several phosphorus vacancies on a n-doped
InP(110) surface. The image was obtained at negative voltages applied to the sample. Thus,
the electrons tunneled from the filled InP(110) surface states into empty tip states. Adapted with
permission from [2], c©1994 American Physical Society.
Another frequently used scanning probe microscope is the scanning force microscope (SFM,
also known as atomic force microscope, AFM), which probes the force between a tip mounted
on a special spring and the surface [4]. The force involved can arise from van der Waals,
electrostatic, magnetic, or repulsive atomic interactions.
Since the initial development of these two basic scanning probe microscopes, a number of ad-
ditional ones were invented, which basically only differ by probing different sample properties,
such as temperature distributions (scanning thermal microscope), acoustic properties (scanning
acoustical microscope), etc.. Of all those maybe the scanning near-field optical microscope
(SNOM) [6] gained a larger importance, because it utilizes the special focusing of the optical
near field at a pointed light guide to probe optical surface properties.
In this lecture, I will focus primarily of the two most representative scanning probe micro-
scopes, the scanning tunneling and the scanning force microscopes and some of its particularly
interesting variants. First, the principles of scanning probe microscopes are introduced using the
scanning tunneling microscope as example. Each microscopes ability and potential is illustrated
with selected examples of applications.
2 The scanning tunneling microscope
2.1 Theoretical fundamentals
A scanning tunneling microscope uses a fine metallic tip (called tunneling tip) as probe. A bias
voltage is applied between the tip and the electrically conducting sample surface (see Fig. 3).
Then the tip is approached toward the surface until a electrical current flows. This happens at
tip-surface separations in the order of 0.5 to 1 nm. The current is a tunnel current based on the
quantum-mechanical tunnel effect [7, 8, 9]. After a tunneling contact is established, the tip is
moved laterally over the surface by a piezoelectric scanning unit, whose mechanical extension
can be controlled by applying appropriate voltages. The scanning unit is typically capable of
scanning an area of a few nm2 up to several µm2. Thereby a microscopic image of the spatial
variation of the tunnel current is acquired. Hence the name scanning tunneling microscope.
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electricallyconducting surface
voltage
tunneling of electrons
+
_
~1 nm
metallic
tip 50 µm
20 nm
tunnel current
(a) (b)
(c)
x, y, z
scanning unit
Fig. 3: (a) Schematic drawing of a classical scanning tunneling microscope. The tunnel current
is used as measuring signal. (b) and (c) show scanning and transmission electron microscope
images, respectively, of a typical tungsten tips used for a classical scanning tunneling micro-
scope with no spin sensitivity. Note the sharpness of the tips, which have a radius of curvature
below 10 nm.
At this stage we discuss what kind of atomic-scale structures can be made visible by utilizing the
tunnel effect in the scanning tunneling microscope. These structures must by nature correspond
to electrical states from or into which the electrons can tunnel. In the tunneling process, the
electrons must tunnel through the vacuum gap between the tip and the sample surface. This
vacuum gap represents a potential barrier, i.e. an energetically forbidden region. The tunnel
effect allows a particle (here an electron) to tunnel through this potential barrier even though the
electron’s energy is lower than the barrier height. The probability of such a process decreases
exponentially with the geometrical distance between the tip and the sample (determining the
width of the potential barrier) and with increasing barrier height. An experimental apparatus
making use of the tunnel effect must therefore minimize the width of the potential barrier to
the degree that electrons can tunneled through it. This is realized in the scanning tunneling
microscope configuration by moving the tip very close (about 1 nm or less) to the surface.
The electrons can then pass between the surface and the tip. The direction of the macroscopic
tunnel current is fixed by applying a voltage between sample and tip, even if electrons tunnel in
both directions, but with different probabilities due to the applied voltage. Note, the tunneling
process of an electron through an energetically forbidden region is instantaneously and thus,
the tunneling electron does not stay a measurable time span in the forbidden potential barrier
region [10].
In order to explain and interpret the images of the surface states obtained in this way, efforts to
develop a theory were made soon after the invention of the scanning tunneling microscope. One
of the possible theoretical approaches is based on Bardeen’s idea of applying a transfer Hamil-
tonian operator to the tunneling process [11]. This had the advantage of adequately describing
the many-particle nature of the tunnel junction. In the model, a weak overlap of the wave func-
tions of the surface states of the two electrodes (tunneling tip and sample surface) is assumed
to allow a perturbation calculation. The resulting current between two planar electrodes is then
given by
I ∼
∫ ∞
−∞
|M(E)|2 · ρtip(E − eV ) · ρsample(E) · [f(E − eV ) − f(E)]dE (1)
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with f(E) being the Fermi function,M the tunneling matrix element, ρsample and ρtip the density
of states of the sample and tip, respectively, and E the energy of the density of states.
On this basis, Tersoff and Hamann developed a simple theory of scanning tunneling microscopy
[12, 13]. By assuming that the tunneling tip can be approximated by a metallic s-orbital with its
center at the position r, as shown schematically in Fig. 4, they obtained for the tunnel current
in a STM-like configuration:
I ∼ V · ρtip(EF) · ρsample(−→R tip, EF) (2)
In addition, is was assumed that low voltages V (i.e., much smaller than the work function) are
applied in order to linearly approximate the voltage dependence (see below for the high voltage
extension of Eq. 2). ρtip(EF) is the density of states of the tip and ρsample(
−→
R tip,EF) is that of
the sample surface at the center
−→
R tip of the tip orbital and at the Fermi energy EF. Equation 2
shows that at low voltage the scanning tunneling microscope thus images the electronic density
of states at the sample surface near the Fermi energy. However, this result also means that the
scanning tunneling microscope images do not directly show the atoms, but rather the electronic
states bound to the atoms. If we recall Fig. 2 the maxima are thus the filled states localized above
the phosphorus atoms on the InP(110) surface and the dark holes are missing states arising from
vacancies at the surface.
r
Rtip
sample
z
tip
s-orbital

Fig. 4: Schematic representation of the tunneling geometry used in the Tersoff-Hamann model.
The tip approximated by a s orbital with a radius r at the position �Rtip.
As can be seen in Eq. 2, the density of states of the probe tip enters in the measurement in the
same way as the density of states of the sample. Thus depending on the exact density of states
of the tip, the tunnel current will vary from tip to tip. It is therefore desirable to know the exact
electronic state of the tip, but unfortunately, in actual experiments, every tip is different and the
details remain almost always unknown, despite intense efforts to characterize the tips’ apexes.
Tip effect were nevertheless successfully distinguished from the real surface structure by careful
measurements with a large number of tip configurations. Different tip configurations can be
obtained during scanning over the surface by attracting individual atoms from the surface to the
tip, as well as by special tip treatments, heating to high temperatures for cleaning in vacuum,
ion sputtering, or field emission.
Equation 2 can be better interpreted by considering the exponential decay of the density of
surface states into the vacuum with the effective inverse decay length κeff:
κeff =
√
2meB
2
+
∣∣k||∣∣2 (3)
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me is the effective mass of the electron, k|| is the parallel wave vector of the tunneling electrons,
which enters into the Eq. 3 due to the momentum conservation in the tunneling process [14].
B is the barrier height of the vacuum gap between the tip and the sample surface. The barrier
height is a function of the applied voltage V and the work functions Φsample and Φtip of the
sample and tip [15], respectively. It can be approximated to:
B =
Φtip + Φsample
2
− |eV |
2
(4)
The tunnel current thus decreases exponentially with the tip-sample distance z:
I ∼ exp [−2κeffz] (5)
The exponential current–tip-sample distance dependence is essential for the high accuracy of
a scanning tunneling microscope: First, very small changes in the tip-sample separation cause
large changes in the tunnel current. This yields a high vertical resolution. Second, the tip just
needs one nanotip, only about 0.1 nm closer to the surface than all other neighboring nanotips.
Then essentially all the tunnel current flows only over this closest nanotip. Thus, even appar-
ently wide and blunt tips can yield atomic resolution along the surface due to the exponential
current-distance dependence and the presence of nanotips on the macroscopic tunneling tip.
The description of the tunnel current by Eq. 2, however, has an important restriction: it only
applies to low voltages V , which multiplied by e must be much smaller that the work function
(eV ≪ Φsample). This is reasonably correct for the tunneling conditions used to image metal
surfaces. However, for the investigation of semiconductor surfaces, voltages of the order of 2 to
3 V, sometimes even larger as in case of GaN cleavage surfaces [16, 17] are required due to the
existence of a wide band gap. Therefore the applied voltages times the electron charge e are in
the same magnitude as the work function, and the above used approximations are insufficient.
Thus the theory must be extended. The simplest extension yields:
I ∼
EF,tip+eV�
EF,tip
ρtip(W )ρsample(W + eV,
−→
R tip)T (W,V )dW (6)
T (W ,V ) is a transmission coefficient, which depends on the energy of the electrons and the
applied voltage. The transmission coefficient arises from the increased tunneling probability for
surface states with smaller ionization energy (leading to a smaller effective tunneling barrier)
and for the voltage dependence of the tunneling barrier. The transmission coefficient can be well
approximated, if one considers the exponential decay of the density of states into the vacuum
and the fact that the tunnel current is based of the density of states of the sample at the position
of the tip
−→
R tip. This position corresponds to a tip-sample separation z and thus the transmission
coefficient describes the z dependence of the density of states for a given energy and voltage.
In case of positive voltages and zero parallel wave vector (tunneling from the Γ point) T (W,V )
can be thus approximated by [18]:
T (W,V ) = exp
−2z ·
����2me �Φtip+Φsample2 + eV2 −W�
2
 (7)
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The tunnel current is thus composed of the product of the density of states of the tip and sample
at all the different electron energies that are allowed to participate in the tunneling process (Fig.
5). For example, an image measured at −2 V applied to the sample, consequently shows all
occupied sample states with an energy between the Fermi energy and 2 eV below the Fermi en-
ergy. In analogy tunneling at a positive voltages applied to the sample provides a measurement
of the empty surface states in an energy interval determined again by the voltage.
eV
EF
Evacuum
barrierheight B
sample tip
e-
Fig. 5: At high voltages not only the states near the Fermi energy EF contribute to the current
but all states whose energy ranges between EF and EF+eV.
This effect can be illustrated further using the InP(110) surface, which has two surface states: an
occupied state below the valence band edge and an empty state above the conduction band edge
(Fig. 6). All other states are located geometrically deeper in the crystal or energetically deeper
in the bands. They thus contribute only at high voltages [19], which will not be considered here.
In the special case of the InP(110) surface, the occupied surface state is spatially located above
the P atoms, whereas the empty state is bound to the In atoms (Fig. 6c1,c2). The P and In atoms
are alternately arranged in zigzag rows. At negative sample voltages, the scanning tunneling
microscope probes the occupied states located at the P sublattice, whose electrons tunnel into
the empty states of the tunneling tip (Fig. 6a). Conversely, only the empty surface states at the
In sublattice are probed at positive voltages applied to the sample (Fig. 6b) [19]-[21]. If the
voltage polarity is changed every scan line, i.e. the occupied and the empty states are probed
each alternating scan line, the two resulting images can be superimposed and the zigzag rows
of alternating indium and phosphorus atoms become visible (Fig. 6c3).
Apart from the spatial distribution of the density of states, its energy dependence can be deter-
mined from current-voltage characteristics using Eq. 6. In order to do so, however, information
is required about the transmission coefficient, which turns out to be a great obstacle even if
approximations [22] are used. Therefore, in most cases, an experimentally viable approach is
used, in which the density of states is approximated to [23] [24]:
ρsample(eV ) ≈ (dI/dV )/(I/V ) (8)
In this case the transmission coefficient in Eq. 6 is approximated by I/V to remove the distance
dependence (division by I) and the voltage dependence (multiplication by V ). The overline
means that the voltage dependence of I/V is strongly smoothened to avoid singularities in
the density of states ρ in the band gap region where no current is measured. Despite these
limitations it is well possible to experimentally measure the density of states as a function of
the energy relative to the Fermi level using Eq. 8.
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Fig. 6: Tunneling process at (a) negative and (b) positive voltages applied to the InP(110)
surface. At negative voltages occupied states at the P atoms contribute to the tunnel current,
while at positive voltages empty In-derived states dominate the current flow. (c1) Schematic
top view and (c2) side view of the (110) surfaces of III-V compound semiconductors. (c3)
Superposition of two scanning tunneling microscope images measured at positive (red) and
negative (green) voltage. The density of state maxima correspond to the surface states at the In
and P atoms, respectively.
2.2 Operating modes
At this stage the experimental operation of a scanning tunneli ng microscope is addressed. The
simplest manner to obtain a scanning tunneling microscope image is to directly measure the
variation of the tunnel current as a function of the scanning position while keeping the distance
z between tip and sample surface constant. A so-called current image is then obtained. Instead
of directly recording the atomic variation of the current, however, the usual procedure is to
keep the tunnel current constant while scanning over the surface. This is done by changing the
distance z between tip and surface using a feedback loop (Fig. 7a). In order to get an image, one
records the voltage applied to the piezoelectric crystal (z-piezo), which adjusts the tip-sample
distance such that the tunnel current is kept constant as schematically illustrated in Fig. 7b and
7c. This yields a constant-current STM image.
The constant-current mode is the preferred operation mode for most measurements, because
it compensates with help of the feedback drifts in the tip-sample separation, which in current
STM images would lead to a huge change in current due to the high tip-sample separation
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Fig. 7: (a) Schematic drawing of a scanning tunneling microscope with feedback loop used to
keep the tunnel current constant while scanning by adjusting the tip-sample separation using a z
piezoelectric element. (b) Motion of the tip in the constant-current mode due to the adjusting of
the tip-sample separation. (c) The STM image is obtained by recording the voltage necessary to
adjust the tip-sample separation in the constant-current mode for a large number of individual
scan lines. The voltage is proportional to changes in the tip-sample separation.
sensitivity (see Eq. 5). Such drift-induced current changes would otherwise obscure the atomic
scale information.
A further operation mode is the spectroscopy acquisition by STM. It is usually done by inter-
rupting the feedback in order to keep the tip-sample separation constant during acquisition of
the I − V spectroscopy data. This can be done at any desired surface spot or for every pixel in
a STM image. Although the shortly interrupted feedback loop keeps the tip-sample separation
in principle constant, there are two effects, which may lead to changes in the tip-sample separa-
tion. First a possible drift changing the tip-sample separation can be controlled by a sufficiently
long equilibration time of the system and a fast I − V data acquisition. Second, fluctuations in
the electronic structure, e.g., dopant atoms or fluctuations of the concentration of dopant atoms,
lead to different tip-sample separations for identical set conditions (set current and set voltage).
For a proper comparison of spectra from different locations, the individual spectras’ tip-sample
separations need to be recalibrated by the acquisition of additional current–tip-sample separa-
tion curves from which one can determine κeff in Eq. 5 [25] [26]. Once this is done an exact
and quantitative comparison of spectroscopy data from different surface spots is possible.
2.3 Experimental realization
A large variety of different scanning tunneling microscope designs were developed, in order to
adjust it best the needs of the individual research projects. Of course, it is not possible to discuss
all designs here and it is preferable to refer to selected references [27]- [29]. In the following, a
design developed at the Research Center Ju¨lich [30] will be discussed in more detail to outline
the general operating principles, which are – with modifications – the same as for other scanning
tunneling microscopes. In particular, the surface is always scanned with the aid of piezoelectric
adjusting elements.
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Fig. 8: Example of a scanning tunneling microscope. (a) View through a window flange at
the vacuum chamber showing the STM with the scanner tube (A), the tip (B), and the sample
holder (B). (b) Detailed view of a piezoelectric tube with four metallization fields. (c) View from
top on a piezoelectric tube showing the metallization fields in dark and the voltage connections
for bending the tube. (d) Voltage applied on the piezoelectric tube to shift the sample holder
as shown in (e) using its inertia during the fast retreat of the bended tube back to its initial
position.
In order to obtain atomically resolved images, the scanning tunneling microscope must have a
high mechanical stability, such that no uncontrolled movements take place between the tip and
the sample surface during the measurement. How critical the mechanical design of a microscope
is, may be recognized by the fact that the tip must be positioned relative to the sample surface
with a precision one order of magnitude better than the measuring accuracy required, i.e. hor-
izontally within approx. 10 pm and vertically within 1 pm. The desired mechanical properties
are achieved, for example, with a microscope that consists of radially polarized piezoelectric
tubes arranged to form an equilateral triangle (Fig. 8). These three (outer) tubes carry the sam-
ple holder with the sample (B in Fig. 8). A fourth tube, the scanning tube, is glued in the center
of the triangle. A small z-piezoelectric element, which holds the tip (C in Fig. 8), is mounted on
the scanning tube for decoupling the z-motion from the x- and y-scanning motions. The inner
metallization of the piezoelectric tubes are electrically connected to ground. Each piezoelectric
tube has four additional metallizations on the outside to which, e.g., the scanning voltages or
voltages required to move the sample laterally, are applied (Fig. 8b and c). Due to the radial
polarization of the piezoelectric material, the tubes can be bent, elongated or shortened.
One of the three outer tubes supporting the sample holder is mounted on a mobile base plate,
whereas the other two and the scanning tube are mounted on a common fixed base plate. The
coarse approach is achieved by raising and lowering the piezoelectric tube mounted on the
mobile base plate. This allows us to adjust mechanically the tip-sample separation until the
separation is small enough for the z-piezo’s extension to control the adjustment of the tip-sample
separation, e.g., keep the tunnel current constant.
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The sample holder can be moved by bending the three outer piezoelectric tubes. If one prefers
to move the sample over larger distances, then voltage pulses as shown in Fig. 8d are applied.
They bend the outer tubes slowly in the desired direction and retract them very fast. Due to the
inertia of the sample holder, it can only follow the slow bending, but not the fast retraction (Fig.
8e). Then the piezo tubes will glide back, while the sample holder rests in its bended position.
A repetition of this process makes it possible to reach any location on the sample holder.
The whole microscope rests on several damping rings in a ultrahigh vacuum chamber, which is
positioned on a compressed-air-damped table of approximately 1 t weight. The measurements
are performed at a pressure of less than 1×10−8 Pa in the vacuum chamber to ensure that the
surfaces remain clean. Fig. 8a shows such a scanning tunneling microscope viewed through
one of the window flanges of the vacuum chamber.
The preparation of the tunneling tips is one most crucial part is operating a scanning tunneling
microscope, because the tunneling tip as probe is directly affecting the quality of the mea-
surement results. One possibility of preparing tunneling tips is the electrochemical etching of
polycrystalline tungsten wire with NaOH. The tips produced in this manner have a radius of
curvature of only 5 nm as shown in Fig. 3b and c.
2.4 Applications of the classical scanning tunneling microscope
The scanning tunneling microscope covers a wide field of applications wherever information
about the surface structure is required in real space. The applications are so widely distributed
over many research fields, ranging from biology to crystallography, that it is essentially impos-
sible to provide a full overview of the possibilities to apply the scanning tunneling microscope.
For a more complete overview consult Refs. [29] [31] [32]. Here only selected examples will
be presented, which illustrates the potential of a scanning tunneling microscope.
2.4.1. Atomic-scale investigation of surface defects
Due to its high spatial resolution, the scanning tunneling microscope is an ideal instrument for
the examination of lattice defects. In particular, the electronic and structural properties of point
defects such as individual vacancies and dopant atoms can be measured, which has not yet been
possible with other methods on the atomic scale. As an example, we consider P vacancies on
InP(110) surfaces. In order to produce a vacancy, an atom must be removed from the surface.
Therefore, three bonds are broken and so-called dangling bonds, i.e. unsaturated bonds, are
left. These unsaturated bonds do not represent the energetically most favorable configuration
and they reconstruct forming three defect energy levels. Defect energy levels are electron states
located at or in a vacancy. In the case of high defect concentrations, the defect energy levels
change the electrical properties of whole crystals, which is utilized e.g. in doping semiconductor
crystals with impurities. As shown in Fig. 6, a scanning tunneling microscope only images
either the occupied or the empty states. Since the occupied states correspond to the positions
of the phosphorus atoms in the surface, a missing occupied surface state is the signature of a
phosphorus vacancy. This missing occupied surface state can be seen in Fig. 9 in the case of
phosphorus vacancies on p-doped InP(110) surfaces. In addition, Zn dopant atoms are visible,
which are surrounded by a local elevation (Fig. 9) due to their negative charge. In contrast on
p-doped InP(110) surfaces the phosphorus vacancies are surrounded by a depression (Fig. 9),
because of their positive charge [2] [34].
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Fig. 9: Overview of defects occurring on p-doped InP(110) surfaces. In addition to phosphorus
vacancies appearing as black depressions (V+P , white elevations surounding Zn dopant atoms
(Zn−) can be observed (sample voltage −2.2 V). Adapted with permission from [33], c�1996
American Physical Society.
2.4.2. Probing the local potential
The above example shows that local screened Coulomb potentials surrounding charged defects
and dopant atoms are visible in STM images. The question is now, how can the local potential
influence the tunnel current and thus be visible in STM images? Figure 10a shows a STM image
of a two-dimensional semiconducting
√
3 × √3 Ga overlayer on Si(111). Each maximum in
the empty state STM image corresponds to one empty dangling bond above a Ga adatom. The
weaker maxima (marked D) arise from Si atoms located on
√
3×√3 Ga sites. These Si atoms
act as donors and provide the free electrons. The resulting positive charges of the Si dopants
induce a redistribution of the free charge carriers and thereby a potential change, which gives
rise to the surrounding bright contrast on which the atomic corrugation is superimposed. The
local potential change also shows up in the tunneling spectra: the valence EV and conduction
band EC edges shift 0.15 eV to higher energies with increasing spatial separation from the
dopant site (dotted lines in Fig. 10c) [18].
In addition, the STM images exhibit long-range height changes with lateral extensions of 5 to
15 nm (see dashed and dotted elliptical lines in Fig. 10a). Furthermore, regions with dark and
bright contrast appear in surface areas with low and high dopant concentration, respectively.
The above observed band edge shifts indicate again that potential changes along the surface
give rise to the long-range height changes in STM images.
The sensitivity of the tunnel current to the potential can be illustrated using Fig. 11a, which
shows schematically a tunnel contact between a metallic tip and a semiconductor. With no
potential change (black lines) the tunnel current is the sum of all electrons tunneling from the
electron states between EF and EF + eV into the empty sample states. This is schematically
shown by the black triangle. In the presence of a band bending (or any potential fluctuation)
the band edges is shifted (red lines) and as a result the barrier is modified (red double ended
arrow) and the tunnel current increases as shown by the red triangle (in case of a negative
potential change). Thereby the tunnel current sensitively changes with any potential fluctuation.
The feedback loop keeps the tunnel current nevertheless constant by changing the tip-sample
separation, which yields the contrast changes in Fig. 10 a and b.
The underlying potential fluctuations in Fig. 10 a and b can be quantitatively derived from
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Fig. 10: (a) STM image of a 2D semiconducting
√
3 ×√3 Ga overlayer on Si(111) measured
at 2 V. In addition to atomic-sized features arising from vacancies (V) and Si dopant atoms
(D), long-range changes in the contrast occur. Examples are indicated by dashed (depression)
and dotted (elevation) elliptical lines. (b) High-resolution STM image. Each charged Si dopant
is surrounded by a bright contrast. (c) dI /dV tunneling spectra above dopants (D), directly
neighboring Ga atoms (N1), Ga atoms further away (N2) [see (b)], and for the
√
3 × √3 Ga
overlayer (all Ga sites not neighboring to dopants). For enhanced sensitivity, the spectra D,
N1, and N2 were taken at a tip-sample separation 0.06 nm smaller and each curve is offset by
0.3 pA/V for clarity. The conduction (EC) and valence (EV) band edges shifts are indicated by
a dotted line. L1 and L2 are localized states related to the Si donors. Reprinted with permission
from [18]. c�2009 American Institute of Physics
the contrast fluctuations by relating quantitatively the local height change ∆z from the spatial
average zavg of tip-sample separation (z = zavg +∆z) to the local potential [18]. This allows to
relate the local potential with the local dopant concentration nlocal as shown in Fig. 11b. This
data can be well described [18] by
nlocal =
6meffkT
π2
ln
[
1 + e−(EC,avg−EF+∆EC)/kT
]
(9)
as shown by the solid fit curve and the effective masses obtained in Fig. 11c. They correspond
well to the effective mass of a Si(111) plane of 0.37 m0.
This example thus illustrates that it is possible to investigate quantitatively the local potential
induced by local fluctuations in the distribution of dopant atoms and/or defects with the aid
of a scanning tunneling microscope. The additional deeper analysis performed in Ref. [18]
shows that one can even determine the exact origin of the different potential fluctuations in a
two-dimensional semiconductor with disordered dopants.
2.4.3. Scanning tunneling microscopy of nano-scale device structures
Using the so-called cross-sectional technique, where a grown sample is cleaved perpendicular
to its growth direction to expose a cross-section of the growth structure, it is also possible to
investigate hetero- and homostructures with atomic resolution. Figure 12a shows a large scale
cross-sectional scanning tunneling microscopy (STM) overview of several 30 nm wide p- and
n-doped GaAs layers cleaved along a (110) plane (C and Si dopant atom concentrations of
(5±1)×1018 and (4±1)×1018 cm3, respectively). An atomically resolved image is shown in
631
C7 — 14 Ph. Ebert, M. Moors
2.8 3.0 3.2
0.0
0.2
0.4
0.6
0.8
1.0
m
ef
f
(m
0)
concentration nglobal (1013cm-2)

z(pm)
po
ten
tia
l
E
C
(eV
)
dopantconcentration nlocal(cm-2)
(a) (b) (c)
1013 1014
0.05
0.00
-0.05
-0.10
-0.15
-0.20
2.2 nm
2.9 nm
3.6 nm
2.0 2.5 3.00
50
100

Z
(pm
)
voltage (V)
20
10
0
-10
en
er
gy
distance z
tip sample
EF
Evac
EC
EV
- U
eV
t

BE
U
Fig. 11: (a) Energetic diagram showing the potential sensitivity of the scanning tunneling mi-
croscope. The tunnel contact between a metallic tip and a semiconducting surface is shown in
black lines. The barrier B is indicated by a black double ended arrow. The total tunnel current
is indicated by the black triangle. In case of a potential change in the semiconductor (−∆U) the
barrier changes (red double ended arrow) and the total tunnel current increases in the case of
a negative potential change (red triangle). (b) Local deviation from the average potential∆EC
(left axis) derived from the local height change −∆z as a function of the local dopant concen-
tration nlocal for different resolutions. The solid line is a fit to the data. Inset: corresponding
heightvoltage curve at a set current of 0.1 nA, probing the energy (voltage) sensitivity of the tip.
(c) Effective massmeff vs the global dopant concentration nglobal obtained from fitting different
data sets.
Fig. 12b. The p- and n-doped layers are separated by lines with a darker contrast, whereas the
doped layers themselves appear both bright. The n- and p-doped layers were identified on basis
of the growth sequence, secondary ion mass spectra, and tunneling spectra showing a typical p
and n type behavior.
The dark lines between the p- and n-doped layers were found to be the image of the depletion
zones localized at p− n interfaces, where the Fermi-energy is close to midgap [37] [38]. Thus
the dark lines mark the electronic interface between the n-doped and the p-doped layers. It
is important to note that this interface is not the atomically sharp metallurgical or chemical
interface (marked by dashes), where the doping changes from CAs to SiGa or vice versa. Fig.
12 shows that the electronic interface (dark lines) exhibits rather a roughness much larger than
one atomic layer. The white arrows in Fig. 12a point out examples of a local electronically very
narrow and wide p-type ‘layer’. Note that the individual bright hillocks with about 3 to 5 nm
diameter, visible in the p- as well as n-doped layers, are the signatures of negatively charged
CAs and positively charged SiGa dopant atoms, respectively [32]. Their contrast is essentially
given by the image of the screened Coulomb potential as outlined above [35]. Figure 12b
shows that the depletion zone imaged as dark line circumvents each individual dopant atom.
Undoubtedly each dopant atom near the metallurgical interface causes a short range meandering
of the electronic interface on the scale of 2-5 nm.
Careful inspection of large scale STM images and a quantitative analysis of the interface rough-
ness reveals a further contribution to the interface roughness on a longer length scale, leading
to the electronically wide and narrow layers (see examples marked by white arrows in Fig.
12). The physical origin of this second roughness contribution is nicely illustrated in Fig. 12b,
which shows that dopant atoms within nominally homogeneously doped layers exhibit large
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Fig. 12: Large scale (a) and atomically resolved (b) cross-sectional scanning tunneling mi-
croscopy images of multiple p- and n-doped GaAs layers. The bright hillocks marked by SiGa
and CAs arise from individual dopant atoms. The dark lines between the p- and n-type layers
are the signatures of the depletion zone at each p − n interface and show the position of the
electronic interface. Note its pronounced roughness and its correlation with the dopant atoms.
The bright hillocks are signatures of dopant atoms. The encircled p-doped areas d2, d4, and
d14 are dopant-induced dots confined by potential barriers due to the doping of the surrounding
areas (n-type and lack of dopants (d0)). (c) Current-voltage curves acquired in these encircled
areas in (b). The spectra were normalized to a common tip-sample separation. The growth
direction is [001]. Adapted with permission from [25], c�2002 American Physical Society and
[36] c�2003 American Institute of Physics.
variations in the local concentration leading to clusters of dopant atoms as those encircled in
Fig. 12b. Above and below are areas locally free of dopant atoms (marked d0). This clustering
not only induces the long range roughness of the electronic interfaces with correlation lengths
of about 25 nm and amplitudes of approximately 2.5 nm, but it also drastically modifies the
electronic properties.
In order to illustrate this effect the encircled areas, labeled d2, d4, and d14 according to the num-
ber of dopant atoms visible within the area, are of particular interest. These areas are bordered
along the growth direction by n-doped layers and perpendicular to the growth direction by zones
with no dopant atoms (dark contrast areas labeled d0). These zones with no dopant atoms ex-
hibit tunneling spectra (Fig. 12c) with typical characteristics of a depleted region (as discussed
below). Thus the areas (d2, d4, and d14) are semiconductor dots, whose confining potential for
free holes is defined by the doping of the surrounding and thus by build-in potentials in the
order of a few tenths of eV (border toward depleted zones) to 1.4 eV (toward n-doped layer).
Figure 12c shows local tunneling spectra measured above the different cluster areas. In order
to allow a proper comparison of the spectra, they were normalized to a common tip-sample
separation [38]. All spectra are essentially identical at positive sample voltages. In contrast, at
negative sample voltages the current-voltage curves are shifted relative to each other. The fewer
dopants are inside the cluster, the greater is the shift towards more negative voltages relative to
the spectrum of the spatially extended p-doped layer (labeled p in Fig. 1).
For a quantitative discussion of the spectra, we recall that the spectra consist of the current from
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valence and into conduction band states at negative and positive voltages, respectively, with the
band gap region in between [15] [20]. At a fixed voltage the tunneling current is determined by
the energetic positions of the band edges underneath the tip:
At negative voltages, electrons tunnel from all filled valence band states lying between the
valence band edge at the surface and the Fermi level of the tip. The size of this energy window is
determined by the degree the tip bends the bands at the surface. This tip-induced band bending
arises from the fact that the electric field between the tip and the surface penetrates into the
semiconductor surface, due to the limited free charge carrier in a semiconductor. Therefore the
shifts of the spectra at negative voltages (Figs. 2, 3) indicate that the tip pulls downward the
position of the valence band edge at the surface of our dopant-induced dots the more, the less
dopants are enclosed within the dot. This suggests a reduced screening ability of the dots with
smaller numbers of dopant atoms. This situation is schematically shown in Fig. 13.
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(confied doping distribution
continious doping distribution
tip sample
Fig. 13: Lateral band diagram showing the conduction and valence band edges in the presence
of a tip with negative voltages applied to the sample. Two cases are shown. In black: model
of continuous doping throughout the sample. In red: inhomogeneous doping with confining
barriers arising from areas free of dopants. In that case the depletion zone is extended and
therefore the band edge positions at the surface are lowered compared to the unconfined case.
As a result the tunnel current is reduced. Adapted from [26].
The electric field of the tip is screened by negatively charged acceptors, whose free holes have
to be pushed away. On this basis, a reduction in the ability to screen the field of the tip is due
to a combination of (i) the impossibility to deplete the dopant-induced dots from the free holes
and (ii) the number of acceptors within the dot.
(i) The first effect depends on the size of the dot. If the dimension of the dot is much larger than
the depletion width induced by the screening of the tip’s field, i.e., the field can be screened en-
tirely by the acceptors within the dot, then the band bending is determined by the concentration
of dopant atoms in the dot (band edges drawn in black lines in Fig. 13). This effect is applicable
to the spatially extended p-doped layer on the left hand side of Fig. 12a, which is electronically
homogeneous over dimensions of more than 100 nm, which is much larger than the estimated
depletion width of 10 to 25 nm for acceptor concentrations of 4× 1018cm−3 at −2.5 V sample
voltage.
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If the dots’ dimensions are similar to the width of the depletion zone, one also needs to consider
whether the holes can actually be pushed away sufficiently to accommodate the screening of
the tip’s electric field. For the small dot sizes, this means that holes need to be pushed out
of the enclosed dot areas to deplete them . We recall that our dots are confined by potential
wells. These wells act as a barrier for the free holes and impedes the holes to be pushed out
(see band edges drawn in red lines in Fig. 13), such that the remaining negatively charged
acceptors could screen the electric field of the tip. If the dot cannot be sufficiently depleted,
the band bending increases, causing lower tunneling currents than expected for infinitely sized
bulk GaAs crystals with the same dopant concentration. The effect of confinement of the free
holes on the tunneling current becomes smaller the higher the applied voltage, because the
relative fraction of states inhibited to tunnel by the locally increased tip-induced band bending
diminishes as more valence band states are involved in the tunneling process.
At positive sample voltage no dependence of the current on the number of enclosed dopant
atoms is found, implying that the energetic position of the conduction band edge underneath
the tip is the same for all areas investigated here. At positive sample voltage the electric field
of the tip is screened by free holes accumulating at the p-doped surface. These holes feel no
barrier to accumulate at the surface and thus can effectively screen the tip’s field. Furthermore,
the number of accumulated holes is determined by the density of valence band states, which is
the same for all investigated areas, because the material is the same. This explains the almost
invariant current-voltage spectra obtained on the various dots at positive sample voltages.
(ii) The above discussion also shows, that the ability to screen the electric field of the tip is
directly proportional to the number of acceptors available within the electronically isolated dot.
Thus the fewer acceptors within the dot, the larger the tip-induced band bending and the larger
the voltage shift observed in the tunneling spectra.
These results show that local variations in the dopant atom distribution lead in nanoscale semi-
conductor structures to uncontrolled Fermi-energy positions in space and energy, effectively
limiting the miniaturization of semiconductor devices.
3 The scanning force microscope
The design and development of the scanning force microscope (SFM) (frequently called atomic
force microscope AFM) is very closely connected with that of scanning tunneling microscopy.
The central component of both types of microscopes is essentially the same. A fine tip is
positioned at a characteristic small distance from a sample. The height of the tip above the
sample is again adjusted by piezoelectric elements. The images are measured by scanning the
sample relative to the probing tip and measuring the interaction of the tip with the sample.
However, a scanning force microscopy is now not measuring the tunnel current, but rather the
forces between the tip and the sample. This is achieved by mounting the tip on a spring blade,
called cantilever, whose deflection is probed as a function of lateral position.
Initially, the height deflection was measured by a scanning tunnelling microscope piggybacked
on the spring. However, this method is very demanding. Nowadays, other optical techniques
are preferred for measuring the deflection. A rich variety of forces can be sensed by scanning
force microscopy. In the non-contact mode (of distances greater than 1 nm between the tip and
the sample surface), van der Waals, electrostatic, magnetic or capillary forces produce images,
whereas in the contact mode, ionic repulsion forces take the leading role. Because its operation
does not require a current between the sample surface and the tip, the SFM can be used to
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investigate non-conductive materials inaccessible to the scanning tunneling microscope. For
example, insulators, organic materials, biological macromolecules, polymers, ceramics, and
glasses are some of the many materials which can be imaged in different environments, such as
in liquids, under vacuum, and at low temperatures using the SFM.
In the non-contact mode one can obtain a surface analysis with a true atomic resolution. How-
ever, in this case the sample has to be prepared under ultrahigh vacuum conditions. The non-
contact mode has the further advantage over the contact mode that very soft and/or rough sur-
faces are not influenced by frictional and adhesive forces between the tip and the sample during
the scanning process, i.e. the surfaces are not mechanically scratched.
3.1 Theoretical principles of the scanning force microscope
As already mentioned above, van der Waals forces lead to an attractive interaction between the
tip on the spring and the sample surface. The potential can be described in a simpler classi-
cal picture as the interaction potential between the time dependent dipole moments of the two
atoms. Although the centers of gravity of the electronic charge density and the charge of nucleus
are exactly overlapping on a time average, the separation of the centers of gravity is spatially
fluctuating in every moment. This produces statistical fluctuations of the atoms’ dipole mo-
ments. The dipole moment of an atom can again induce a dipole moment in the neighboring
atom and the induced dipole moment acts back on the first atom. This creates a dipole-dipole
interaction on basis of the fluctuating dipole moments. This attractive interaction decreases
with z−6, z being the separation of the two atoms. At very small distances, the interaction is
dominated by the repulsive interaction between the atomic cores, which is decreasing ∝ z−12.
The attractive van der Waals potential and the repulsive core interactions both together form the
Lenard-Jones potential.
At larger distances, the van der Waals interaction potential decreases more rapidly (z−7 instead
of z−6). This arises from the fact that the interaction between dipole moments occurs through
the exchange of virtual photons. If the transit time of the virtual photon between atoms 1 and
2 is longer than the typical fluctuation time of the instantaneous dipole moment, the virtual
photon weakens the interaction. This range of the van der Waals interaction is therefore called
retarded, whereas that at short distances is unretarded.
The scanning force microscope is not based on the interaction of individual atoms only. Both the
sample and the tip are large in comparison to the distance. In order to obtain their interaction,
all forces between the atoms of both bodies need to be integrated. The result of this is known
for simple bodies and geometries. In all cases, the summation leads to a weaker decrease of the
interaction. A single atom at distance z relative to a half-space leads to an interaction potential
of
U = −Cπρ
6
· 1
z3
(10)
where C is the interaction constant of the van der Waals potential and ρ the density of the solid.
C is essentially determined by the electronic polarizabilities of the atomic species of the bodies
(or atoms) 1 and 2. If one has two spheres with radii R1 and R2 at distance d (distance between
sphere surfaces) one obtains an interaction potential of
U = − AR1R2
6(R1 +R2)
· 1
z
(11)
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where A is the so-called Hamaker constant. It is materials specific and essentially contains the
densities of the two bodies and the interaction constant C of the van der Waals potential. If a
sphere with radius R has a distance z from a half-space, an interaction potential of
U = −AR
6
· 1
z
(12)
is obtained from Eq. (11). This case describes best the geometry in a scanning force microscope
and is widely used. The distance dependence of the van der Waals potential thus obtained is
used in analogy to the distance dependence of the tunnel current in a scanning tunneling mi-
croscope to achieve a high resolution of the scanning force microscope. However, the distance
dependence being much weaker, the sensitivity of the scanning force microscope is lower.
3.2 Operation principle of scanning force microscope
Two operation modes, the contact and the non-contact modes, are primarily used. In the contact
mode the cantilever’s tip touches the surface and follows mechanically the topography while
scanning. Due to the large tip-sample interactions, this method may modify the surface and
thus cannot reliably achieve atomic resolution. Therefore the non-contact mode is preferred
for higher resolution. Here again, one has two possibilities of operation. The first one, the
static SFM mode probes the force exerted on the tip by the sample and the feedback keeps
this force constant, by varying the tip-sample separation. This method has, however, as main
disadvantage that it is difficult to implement [54]. The interpretation of the images is, however,
straightforward. The image measures a surface of constant force.
In contrast, the dynamic operation method of a scanning force microscope has proved to be
particularly useful and widely applicable. In this method the nominal force constant of the
van der Waals potential, i.e. the second derivative of the potential, is exploited. This can be
measured by using a vibrating tip usually at frequencies in the range of 50 to 500 kHz (Fig.
14a). If a tip vibrates at distance z∞, which is outside the interaction range of the van der Waals
potential, then the vibration frequency and the amplitude are only determined by the nominal
force constant k of the spring (Fig. 14b). This corresponds to a harmonic potential. When the
tip is moved into the interaction range of the van der Waals potential, the harmonic potential
and the interaction potential are superimposed thus changing the vibration frequency and the
amplitude of the spring.
This is described by modifying the nominal force constant k of the spring by an additional
fraction f of the van der Waals potential. As a consequence, the resonance frequency of the
cantilever is shifted to lower frequencies as shown in Fig. 14c. ω0 is the resonance frequency
without interaction and ∆ω the frequency shift induced by the presence of the tip-sample in-
teraction. If a constant excitation frequency of the tip ωm is selected such that ωm > ω0, the
amplitude of the vibration decreases as the tip approaches the sample, since the interaction be-
comes increasingly stronger. Thus, the vibration amplitude also becomes a measure for the
distance of the tip from the sample surface. If a spring with low damping Q−1 is selected,
the resonance curve is steep and the ratio of the amplitude change for a given frequency shift
becomes large.
Typically small amplitudes (approx. 1 nm) in comparison to tip-sample distance zm are used
to ensure the linearity of the amplitude signal. With a given measurement accuracy of 1 %,
however, this means that the assembly must measure deflection changes of 0.01 nm, which is
achieved most simply by a laser interferometer or optical lever method.
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Fig. 14: (a) Schematic of the principle of operation of the dynamical scanning force microscopy
mode. (b) Schematic illustration of the effect of the van der Waals potential on the vibration
frequency of the tip. On the right side the tip is far away from the surface (resonance frequency
ω0 at distance z∞) and on the left side close to the surface (distance zm) within the extension
of the van der Waals potential. The resonance frequency ω′0 is shifted by the presence of the
van der Waals potential. (c) Schematic illustration of the resonance curves of the tip with and
without interaction with the sample. ωm is the vibration frequency of the tip during measure-
ment. The presence of the interaction potential shifts the resonance curves (frequency) and thus
at constant tip vibration frequency ωm the vibration amplitude is changes as a function of the
tip-sample separation. Adapted from [49].
During the measurement, the vibration amplitude and frequency of the tip is measured (see for
the measurement principle Section 3.3). A feedback electronics keeps then the amplitude of vi-
bration constant, by changing the tip-sample separation (see Fig. 14a). Thereby the resonance
frequency of the cantilever-sample system is kept constant, which implies that the force constant
introduced by the tip-sample interaction remains unchanged. Thus, in the dynamic non-contact
operation mode the scanning force microscopy measures a surface of constant effective force
constant. It does not probe the force or potential itself. This fact needs to be kept in mind, when
interpreting SFM images, especially at interfaces and defects. If a sample is chemically homo-
geneous and only van der Waals forces act on the tip, then the SFM measures the topography
of the surface.
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Fig. 15: Simplified schematic illustration of the optical measurement of the cantilever deflection
by laser beam reflection.
3.3 Technical realization of a scanning force microscope
The main electronic components of the SFM are the same as for the STM, with one exception:
Instead of measuring the tunnel current, the topography of the scanned surface is reconstructed
by analyzing the deflection of the tip at the end of a spring. The deflection is typically probed
by an interferometrical and optical lever method. A common method for probing the deflection
of the cantilever is the measurement of the position of a laser-beam reflected from the cantilever
on a position-sensitive photo-detector. The principle of this optical lever method is presented
schematically in Fig. [?] using a position sensitive photo-detector, e.g., one with four separate
quadrants. The beam is aligned such that without a displacement of the cantilever all quadrants
of the photodiode have the same irradiation. Once the cantilever is displaced, the reflected
laser beam moves on the photodiode and the amount of light shining on each of the quadrants
is different. Thus the relative signals of every quadrant provide a measure of the defection.
Note the precision of this measurement is very high due to the large separation between the
cantilever and the position-sensitive photo-detector. The measurement principle and accuracy
will be elaborated in more details in Chapter C8, Piezoelectric atomic force microscopy. An
overview of the measurement techniques for the deflection can be found, e.g., in [51].
At this stage we have to address the probe, i.e. the tip mounted on the spring, which is the core of
the whole microscope. The first cantilevers were made of a gold foil to which a diamond tip has
been attachted [4]. Nowadays commercial cantilevers are mostly etched from single crystalline
silicon wafers using the technology applied to the manufacturing of integrated circuits [52]. The
resulting cantilevers have a typical geometry as shown in Fig. 16. The cantilever is characterized
by a spring constant k, an eigenfrequency ω0, and a quality factor Q. The spring constant for
the geometry shown in Fig. 16 is given by [53]
k =
EYwt
3
4L3
(13)
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Fig. 16: Schematic top and side view a cantilever as typically used for scanning force mi-
croscopy
with w being the width, t the thickness, and L the length of the cantilever. EY is Young’s
modulus of the cantilever material. The eigenfrequency of the cantilever is given by [53]:
ω0 =
0.162t
2πL2
√
EY
ρ
(14)
with ρ being the mass density of the cantilever material.
Fig. 17: Scanning electron microscope images of two commercial cantilevers with different tip
geometries. Images courtesy of Nanosensors
Depending on the application, the key parameters of the cantilever (k, ω0, and Q) can to be
tuned for optimal performance of the SFM by changing the dimensions and the material. One
example of a real cantilever produced from a Si wafer is shown in Fig. 17.
3.4 Applications of the scanning force microscope
To a large degree the scanning force microscope is applied to determine routinely topographic
information of surface structures. The advantage of the scanning force microscope lies, how-
ever, in the wide applicability by changing the interacting force probed. One of the most promi-
nent example is the use of magnetic interaction in the scanning force microscope. In the follow-
ing, Two applications of the scanning force microscope will be presented, which surely cannot
cover the full width of applications (for that see Ref. [29]), but provide a first insight into (i)
the use of magnetic forces to probe magnetic structures, and (ii) the electrostatic scanning force
microscopy. Note, the SFM is the scanning probe microscope with the widest application in
industry. A overview of industrial applications is given in Ref. [55]
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4.4.2 Magnetic Scanning Force Microscopy (MFM)
Thus far, we only considered van der Waals forces acting between the tip and the sample. There
are, however, other tip-sample forces which can be used in the SFM. For example, if a magnetic
tip is mounted on the cantilever, magnetic interactions between the tip and sample can be used to
image magnetic surface structures. Magnetic scanning force microscopy is of particular interest
for the investigation of magnetic storage media and related nano-magnetic phenomena in thin
magnetic films and structures.
In the most general case, the magnetic force between the sample and the tip is given by
Fmag = −∇
∫
tip
Mtip ·HsampledV (15)
or
Fmag = (mtip∇)Bsample (16)
with Hsample. and Bsample being the magnetic stray field and the magnetic induction of the
sample, respectively. Mtip and mtip are the magnetization and the magnetic moment of the
tip, respectively. Since in most cases the exact magnetic structure of the tip is not known, a
model tip magnetization must assumed. In the simplest case, the tip is a spherically structured
magnetic single domain with the magnetization Mtip.
Fmag
fmag(c)
(b)(a)
z/R=1
=0.01
z
R
x
strayfield Hsample
mag. single
domain tip Mtip
x/R
x/R
Fig. 18: (a) Schematic of a sample with magnetic domains investigated by a magnetic tip with
a magnetic domain of radius R at a distance z from the sample. (b) Schematic diagram of
the spatial variation of the magnetic force Fmag for two different tip-sample separations. The
length scales were all normalized by the tip radius R. (c) same as (b) but for the magnetic
spring constant fmag. The SFM images the spring constant. Thus, a contrast in the magnetic
SFM images is found primarily at domain boundaries. Adapted from [57].
Of particular interest are the stray fields of magnetic storage media which consist of different
domains. Since the important aspect in force microscopy is not the forces but the force gradient,
i.e. the force constant f , a pronounced variation of the signal is found near the domain walls,
but not inside a domain. This situation is sketched in Fig. 18. The parameter of the two curves
shown (solid and broken lines) is the ratio of the working distance z and the radius R of the
magnetic domain of the tip.
Fig. 19 shows an experimentally measured picture of four different oriented magnetic domains.
Images b and c show the fine structure of a 180 ˚ domain wall. Alternating bright and dark
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Fig. 19: (a) Magnetic SFM image of a Landau-Lifshits domain structure in a 500 nm thick Fe
film on a 150 nm Ag/ 1 ML Fe/ GaAs(100). (b) Magnetic SFM image of a 180 ˚ domain wall,
ehibiting areas of opposite magnetic orientation. (c) Zoom-in of (b). In all cases the domain
walls dominate the contrast in magnetic SFM images. Adapted from [58].
contrasts can be seen. These contrast changes show that the domain wall consists of segments
with different wall orientation. This example illustrates that magnetic SFM is well suited for
imaging magnetic structures that are commonly used in today’s’ storage media.
4.4.3 Electrostatic Scanning Force Microscopy (EFM)
The electrostatic scanning force microscopy is a SFM technique, based on the electrostatic
Coulomb interaction. The EFM characterizes thus the electrical properties, i.e. the charge
distribution of a sample. For the realization of the EFM the tip must be insulated.
When a tip on a cantilever is approached close to a sample and a voltage V is applied, then the
EFM forms a capacitor, having a complex geometry. The Coulomb interaction between the tip
on a cantilever and the sample is given in such a case by [59]:
Fel = πǫ0V
2 · g(z) (17)
where g(z) is related to the change of capacitance with changing the tip-sample separation z,
i.e. g(z) ∝ dC/dz. The change of capacitance with varying z is a function of the tip geometry
(e.g., tip radius R, angle θ, and height above the cantilever) and the cantilever dimensions
length, width, and inclination angle.
For a tip cone with spherical apex, g is given by −R/z, hence
Fel = −πǫ0V 2R
z
(18)
for z/R ≪ 1. For other tip geometries g(z) is much more complicated. Here we concentrate
on the simple geometry.
The EFM will in a non-contact mode probe a surface of constant ∂Fel/∂z. In general, the
extraction of the charge distribution on a surface using the EFM is not straightforward, because
the functional dependencies of the Force on the charge distribution are rather complicated and
change with different tip geometries.
Therefore, a modern version of electric force microscopes uses for the determination of surface
charge or surface potential a complicated lock-in and phase loops electronics (see e.g., [60]).
The essential modification with respect to the old apparatus is the so called two-pass technique
(LiftMode). In this method each line must be scanned twice. On the basis of two line scans,
in which the first represents the topography of the surface in a contact mode and the second is
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Fig. 20: (a) Topography and (b) electrostatic scanning force microscope (EFM) image of a live
(voltage applied) packaged IC with a passivation layer on. The EFM image detects a transistor
in saturation. Image size: 80 × 80 µm2. Image courtesy of Veeco Instruments Inc. [60].
taken at a fixed distance relative to the surface, one can reconstruct precisely the distribution of
the charge or the potential on the surface without topographical error. In Fig. 20 an example
case is given, which highlights the possibilities of this modern tool for microelectronics.
4 Application of scanning probe microscopy
in memristive cells
The scanning probe microscopy represents a powerful tool for the investigation of memristive
cells like they are used e.g. in ReRAM devices. Although the switching process itself should
be considered as a bulk process, the purely surface sensitive analyze technique can be used in
many cases for the elucidation of the underlying mechanism on the nanoscale.
A simple ReRAM cell consists of a redox active layer, which is connected to a bottom and a top
electrode. By applying an electric potential between the electrodes this layer, which may be e.g.
a transition metal oxide layer, can switch between different redox states and thereby change its
electronic conductance. In many cases this is realized by a nanometer sized conductive filament,
which has been formed by a so called electroforming step. Hereby, a virgin cell is treated
once with a significantly higher forming voltage, which leads to the formation of a strongly
conductive channel through the switching layer. Depending on the used material systems the
reason for the higher conductivity of such a filament can be either a strong increase of oxygen
vacancies compared to the surrounding or an enrichment of metal atoms.
In a typical scanning probe experiment for the investigation of resistive switching phenomena
one of the two electrodes is replaced by a metallic STM tip or an electronically conducting
cantilever. In case of a cantilever the potential is directly applied in contact mode by a gap
voltage between the tip and the sample, whereas in STM mode the bias voltage is used to
control the switching of the resistive layer. Depending on the potential height either the write
or the readout process of a ReRAM cell can be simulated. Therefore, typical values of 2–5 V
(write) or 100–500 mV (readout) are used. It should be remarked here, that due to the small
radius of such a nanotip often in combination with adsorbate layers on the sample the needed
minimum potentials for these processes are in many cases higher than in real devices.
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Fig. 21: (a) Topography map obtained by LC-AFM scanning of the NiO surface, evidencing
the enhanced roughness in the plug region due to W dishing during the CMP step following the
metal filling of the via hole. (b) Topography/current map after forming, showing surface topog-
raphy with a light/dark scale and low/high currents as green/red color scale. Red spots reveal
electrically-formed conductive filaments at the nanoscale. (c) Measured I-V characteristics for
LC-AFM forming (red lines) and scatter plot of forming points at Vform, Iform (blue circles),
compared with I-V characteristic of large-scale MIM device (black dashed line) [61].
4.1 Local conductivity atomic force microscopy (LC-AFM)
For the detection and manipulation of the electric properties of a memristive layer the local
conductivity atomic force microscopy (LC-AFM) is the most common technique. This is mainly
attributed to the experimentally rather simple setup and the fact, that the applicability of the
method is independent from the electric properties of the sample. However, due to the physical
contact of the cantilever tip a mechanical damage of the sample surface (especially in case of
soft materials), represents a not to be neglected factor, which can be minimized by carefully
tuning the force constant. Another challenge is often the realization of a stable current flow
between the tip and the sample because the detected current can be strongly influenced by the
collection of surface adsorbates or sample material with the tip during the scanning process.
In general two different kinds of measurements can be realized with the LC-AFM technique.
By using a stationary tip position and ramping the gap voltage, I-V measurements can be per-
formed, which leads to typical conductance curves as known from macroscopic device mea-
surements.
Fig. 21 shows the basic principle by switching a 15 nm thick NiO layer deposited on a vertical
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Fig. 22: (a) c-AFM images (200 nm× 200 nm) of 0.6 ML thick STO films formed under different
growth conditions and (b) LC-AFM images of 16 ML thick STO films with different stoichiome-
tries. The low resistive state area was inscribed with Vset = +1.3 V, the high resistive state area
was inscribed into the low resistive state area with Vreset = −1.3 V. The readout voltage Vread
is +0.2 V [62].
W bottom electrode, which is surrounded by a 300 nm thick insulating SiO2/Si3N4 stack [61].
The central 0.6 × 0.6 µm2 depressed region in the topography image (Fig. 21a), lying 20–
30 nm below the surrounding area, is due to the dishing of the W-plug during the preparation
process. By applying single voltage sweeps over randomly chosen spots within the W-plug area
conductive filaments can be visualized in the current map (Fig. 21b).
Another typical experiment is the lateral switching of a sample with the tip. Scanning the
surface with an applied gap voltage between the tip and the sample enables the modification of
the resistivity of a larger surface area. By using a lower readout voltage this modification can
be visualized in a current map.
Fig. 22 shows lateral switching of submonolayer thick SrTiO3 films, which had been grown
by pulse laser deposition on Nb-doped SrTiO3 single crystals [62]. By varying the growth
parameters the stoichiometry of the films can be controlled, which has a direct influence on
both the topography and the resistive switching properties.
The LC-AFM technique has also been used to demonstrate the effects of switching and electro-
forming of real devices. Therefore, a ReRAM cell is formed and switched to different resistance
states in an initial process. Afterwards, the top electrode is removed by a delamination process
before the so prepared cell is then transferred into the AFM chamber. Fig. 23 and 24 show
the results of such an experiment performed on a 30 nm thick TiO2 film, which had been cov-
ered by a Pt top electrode [63]. Electroforming results in the creation of localized conductance
channels induced by oxygen evolution (Fig. 23), while subsequent resistive switching causes
an additional conducting structure next to the forming spot (Fig. 24). The lateral extent of this
structure depends on the number of switching cycles indicating an ongoing breaking of existing
and creation of neighboring current channels during subsequent switching.
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Fig. 23: Influence of electroforming on the morphology and local conductivity of a sample. The
I-V and LC-AFM data of a sample formed by a negative (positive) voltage sweep are shown in
part (a) (part (b)). The dashed green line marks the position of the line scan shown on the left
hand side [63].
Investigating the resistive switching properties on the nanoscale with scanning probe methods
can give insights into mechanistic details, which are not easily accessible with other methods.
E.g. it could be shown, that switching SrTiO3-based memristors is not only realized via con-
ductive filaments but also by a homogenous mechanism [64]. As shown in Fig. 25 both types
of switching occur at different threshold voltages but beneath the same electrode. Interesting is
that they exhibit the opposite switching polarity, which may be of importance for understanding
the behavior of real devices.
The above mentioned impact of an AFM-tip in contact mode on the surface morphology can
also be used for a very interesting experimental approach. Through selective ablation of the top
surface layers of a switching layer by using high force constants during scanning it is possible
to realize a 3D tomography image of a conducting filament [65]. Usually, very hard cantilever
tips with sufficient electrical conductance like boron-doped diamond tips are used for such
kind of experiments. The obtained 2D current images at different sample depths can then be
put together by software to form a 3D image of the filament. With this method it could be
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Fig. 24: Influence of resistive switching on the morphology and local conductivity of the sample.
I-V and LC-AFM data are shown for a sample negatively formed and switched once (a), a
sample positively formed and switched once (b), and a sample positively formed and switched
several times (c). In addition to the forming spot further conducting areas emerge due to the
switching steps. They are marked by dashed rectangles [63].
shown that a filament formed within a 5 nm thick amorphous Al2O3 layer sandwiched between
a 10 nm TiN bottom electrode and a 40 nm thick Cu top electrode exhibits a conical shape
with the narrow part close to the inert electrode (Fig. 26). On the basis of this shape, it was
concluded that the dynamic filament growth is limited by the cation transport in that material
system.
4.2 Scanning tunneling microscopy
Using the electric field of a metallic STM tip in tunneling mode for resistive switching exper-
iments has the advantage, that the tip is never touching the surface during the measurements,
which excludes the possibility of a surface modification by contact effects. The modification
of the redox state and, thus, the resistance of the sample are caused by the strong electric field
under the STM tip at high bias voltages. A unique advantage of the STM technique is the pos-
sibility to obtain information about the local DOS structure of a switched surface layer via STS
measurements, which allows a better insight into the underlying mechanism. Furthermore, in
contrast to LC-AFM the lateral resolution is not limited by the cantilever dimensions but can
reach even atomic resolution.
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Fig. 25: Tip induced resistive switching of a delaminated sample. (a) A positive voltage of+5 V
will switch the broad area around the crater from Off to On state, while a negative voltage of
−5 V switches it back from On to Off state. (b) Going to a higher current compliance allows
resolving the crater itself. It can be switched as well (using tip voltages of+/−6 V), but exhibits
the opposite switching polarity [64].
Fig. 26: (a) Planar 2D LC-AFM, performed on a Cu/Al2O3/TiN cross-point memory element
(bottom inset) in SET-state. The LC-AFM is completely ineffective due to the presence of the top
electrode shielding the conductive filament observation. (b) Schematic of the LC-AFM tomog-
raphy procedure, the diamond tip is exploited to collect several slices at different heights of the
conductive filament after the removal of the top electrode. (c) Over imposition of the collected
2D LC-AFM slices, prior to the 3D interpolation. Note, the average space between each slice
is ∼0.5 nm. (d) Collection of 2D slices constituting the data set for the 3D interpolation (scale
bar 80 nm). The conductive filament appears in the middle of the active area after top elec-
trode removal. The highly conductive features on the top-left and bottom-right corners are the
exposed parts of the TiN bottom electrode, which is progressively exposed during the removal
of Al2O3 [65].
648
Scanning Probe Microscopy 31 — C7
Fig. 27: STM images (set point: 0.1 nA at 1.8 V) of a Nb-doped SrTiO3 single crystal surface,
which characterize reversible surface modifications via the electric field of a STM tip. The OFF
and ON areas of blue dashed square shown in these images were obtained by processing this
area with writing scan (set point: 0.5 nA at V ≥ 2.0 V) and reversal scan (set point: 0.5 nA at
V ≤ −2.0 V), respectively. Tunneling I-V curves drawn in semilogarithmic and (inset) linear
current scale indicate switching between different resistive states. The directions of voltage
scans are indicated by arrows [66].
Although the application of STM in resistive switching studies is a rather new field of research
some nice results can already be found in the literature. Both lateral switching by scanning a
surface area with increased bias voltage and single point switching by performing I-V spec-
troscopy at a constant tip position have first been shown on a Nb-doped SrTiO3 single crystal
surface [66]. Fig. 27 shows the field induced change of the image contrast indicating a change
of the electronic states density caused by different redox states of the surface atoms. Resistive
switching is also indicated by the typical hysteresis curve in the tunneling spectra. Further-
more, a feature near to the conduction band in the LRS state can be attributed to a donor-like
level, which agrees to the common mechanism of resistive switching in perowskite materials
via oxygen vacancy movement.
The usability of STM for switching or device characterization has been largely restricted to
samples with a sufficiently high electronic conductivity, e.g. Nb-doped SrTiO3 [66] Ag2S [67],
Cu2S [68], or highly conducting regions on SiO2 [69]. However, recent studies have shown that
STM can also be applied to atomic switch experiments on ion conductors like RbAg4I5 [70] or
even on materials considered as macroscopic insulators like Ta2O5 [71]. The key issue in this
approach is using the switching time as a kinetic parameter that is independent of the electronic
conductivity of the samples (in contrast to the current). Thus, one can increase the electronic
conductivity of the ionic conducting films to a certain level (either by extrinsic doping or by
thermal reduction), enabling the quantum mechanical tunneling and therefore STM, without
significantly influencing the ionic processes.
As an example for such an atomic switch experiment, in which the electric field of a static
STM tip is used to form a bridge of metal atoms between the sample surface and the tip, Fig. 28
shows the extraction of Ag atoms from a 150 nm thick AgRb4I5 film [70]. The number of atoms,
which contact the STM tip, is given by number of quantum conductance steps G0 = 2e2/h in
the current-time diagram.
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Fig. 28: Current-time dependence at an applied voltage of −100 mV. ti (i=1–5) denotes the
starting time of the ith process step. The number (1–5) notation relates the 5 regions defined
in the current-time characteristics to the microscopic model (upper part of the graph) for the
sequence of individual physicochemical processes during the switching. Only 4 Ag atoms in a
chain are sufficient to short-circuit a gap of 1 nm (typical tip-sample distance). Accounting for
dispersion of the tunnelling current beam area up to 20 Ag atoms can be calculated to constitute
a cluster of a conical or tetrahedral form. The inset shows the first quantum step at G0. The
sharpness of the current increase is determined by the rate of the filament growth [70].
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5 Summary
The application examples presented here, illustrate only a very small fraction of the potential
of the group of scanning probe microscopes. Nevertheless, the examples show that the scan-
ning probe microscopes developed within a rather short period of time to indispensable tools
in surface sciences, physics, chemistry, biology, materials development, and even technological
developments in industry. The wide applicability is primarily due to the simple principle of
scanning a probe tip over a surface and obtaining an image based on a probe tip – sample inter-
action. Depending on the type of interaction, surfaces can even routinely imaged with atomic
resolution, providing a deep insight into the physical processes at surfaces. These advantages
were to date not achievable using other techniques, which make the scanning probe techniques
so unique.
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1 Introduction 
1.1 Status of emerging nonvolatile MRAM market 
Demand for on-chip memories has been recently increasing due the growth in demand for 
data storage and the increasing gap between processor and off-chip memory speeds. One of 
the best solutions to limit power consumption and to fill the memory gap is the modification 
of the memory hierarchy by the integration of non-volatility at different levels (storage class 
memories, DRAM main working memory, SRAM cache memory), which would minimize 
static power as well as paving the way towards normally-off / instant-on computing (logic-in-
memory architectures). Besides computers, today’s portable electronics have become inten-
sively computational devices as the user interface has migrated to a fully multimedia experi-
ence. To provide the performance required for these applications, the actual portable electron-
ics designer uses multiple types of memories: a medium-speed random access memory for 
continuously changing data, a high-speed memory for caching instructions to the CPU and a 
slower, nonvolatile memory (NVM) for long-term information storage when the power is re-
moved. Combining all of these memory types into a single memory has been a long-standing 
goal of the semiconductor industry, as computing devices would become much simpler and 
smaller, more reliable, faster and less energy consuming. As a result, advanced NVM chips 
are expected to see phenomenal growth in the forthcoming years. MRAM is one of a number 
of new technologies aiming to become a “universal” memory device applicable to a wide va-
riety of functions. MRAMs are expected to combine nonvolatility, high speed, moderate pow-
er consumption, infinite endurance, and radiation hardness, all at moderate cost and be easy to 
embed in devices. 
Since its inception in the late 1990s, MRAM have however not yet reached large volume ap-
plications, with only Toggle switching-based standalone products currently available from 
Everspin, at the 180 nm technology node [1]. The more recent advent of STT-MRAM, how-
ever, has shed a new light on MRAM with the promises of much improved performances and 
greater scalability to very advanced technology node. Indeed, in 2010, the International Tech-
nology Roadmap for Semiconductors (ITRS), Emerging Research Devices and Emerging Re-
search Materials Working Groups “identified spin transfer torque MRAM and redox RRAM 
as emerging memory technologies recommended for accelerated research and development 
leading to scaling and commercialization of nonvolatile RAM to and beyond the 16 nm gen-
eration” [2].  Currently there is an intense research and development effort in microelectron-
ics on these two technologies, one based on spintronic phenomena, the other based on migra-
tion of vacancies or ions in an insulating matrix driven by oxidation-reduction potentials. 
Both technologies could be used for standalone or embedded applications. As a consequence, 
MRAM is now viewed as a credible replacement for existing technologies for applications 
where the combination of nonvolatility, speed, and endurance is key. 
1.2 Current and Future Challenges for MRAMs 
The elementary cell of all MRAM architectures is a magnetic tunnel junction (MTJ) consisting 
of two ferromagnetic layers separated by a thin insulating barrier. Between 1996 and 2004, 
most research and development focused on MRAM written by field (top line in Fig. 1). Until 
the discovery of STT switching and its gradual implementation in MTJ after 2006, the only 
known way to manipulate the magnetization of a magnetic nanostructure (here the MTJ storage 
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layer) was indeed with use of a magnetic field. The magnetic field is created by pulses of cur-
rent flowing in conducting lines located below and above the MTJ. These approaches were used 
in the first MRAM products (1, 4, 8, and 16 Mbit MRAM chips) by Freescale Semiconductor 
and its spin-off Everspin Technologies in 2006. An extension of the initial field written MRAM 
(Fig. 1a) is the Thermally Assisted MRAM (TAS-MRAM) [3] (Fig. 1b), mainly developed by 
Crocus Technology. In the latter, the write selectivity is achieved by a combination of tempo-
rary heating of the selected cell produced by the tunneling current flowing through the cell and a 
single pulse of magnetic field. The power consumption to write these memory elements is sig-
nificantly reduced compared to conventional field-written MRAM thanks to the possibility of 
using lower magnetic fields and of sharing each field pulse among several cells so as to write 
several bits at once. Field-written technology is robust and is already used in a variety of appli-
cations where reliability, endurance, and resistance to radiation are important features, such as 
in automotive and space applications. However, the down-size scalability provided by field-
writing in conventional technology is limited to MTJ dimensions on the order of 60nm×120nm 
due to electromigration in the conducting lines used to generate the field. In addition, in field-
writing, the write field extends all along the conducting line where it is produced and decreases 
relatively gradually in space, inversely proportional to the distance to this line. As a result, unse-
lected bits adjacent to selected bits may sense a significant fraction of the write field, which may 
yield accidental switching of these unselected bits. Besides, TAS-MRAM with a soft reference 
allows introducing new functionalities, particularly promising for security and routers applica-
tions. However, the downsize scalability in conventional field-writing technology is limited to 
about 60nm, due to electromigration issues in the field lines. The interest in using STT as a new 
write approach in MRAM has increased, motivated by the fact that STT-writing (Fig. 1c) offers 
a much better down-size scalability than field-writing as the critical current for writing decreas-
es proportionally to the cell area down to a minimum value set by the retention (~15µA). Fur-
thermore, STT provides very good write selectivity since the STT current flows through only 
the selected cells. The greatest interest is now focused on out-of-plane magnetized STT-
MRAM, taking advantage of the perpendicular magnetic anisotropy which exists at the 
CoFeB/MgO interface (Fig. 1d) [4]. Perpendicular STT-MRAMs require significantly less write 
current than their in-plane counterparts for a given value of memory retention and provide a 
better stability of the written information. Optimized perpendicular STT-MRAM stacks will 
likely comprise two tunnel barriers with antiparallel polarizing layers to maximize anisotropy 
and STT efficiency (Fig. 1e). The thermal assistance can also be combined with STT to circum-
vent a classical dilemma in data storage between the memory writteability and its retention [5]. 
Recently it has been shown that assistance by an electric field may reduce the STT writing criti-
cal currents in MTJs [6]. This has been demonstrated in magnetic stacks with perpendicular 
magnetic anisotropy but the effect is quite weak when using metallic layers due to the electric 
field screening over the very short Fermi length in metals. An electrically reduced magnetic 
anisotropy leads to lower energy barrier that is easier to overcome for changing magnetization 
direction. In principle, voltage control spintronic devices could have much lower power con-
sumption than their current-controlled counterparts provided they can operate at sufficiently low 
voltage (below 1V). Multiferroïc or ferromagnetic semiconductor materials could provide more 
efficient voltage controlled magnetic properties. 3-terminal MRAM cells written by domain 
wall propagation (Fig. 1f) or SOT (Fig. 1g) were also recently proposed [7] to separate write 
and read current paths. This can ease the design of non-volatile logic circuits and increase the 
reliability of the memory. SOT-MRAM offers the same non-volatility and compliance with 
technological nodes below 22nm, with the addition of lower power consumption, cache-
compatible high speed and improved endurance. The drawback is the increased cell size. 
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Fig. 1: Various MRAM technologies: Toggle (a), Thermally Assisted MRAM (b), in-plane (c) 
and (d) out-of-plane magnetized STT-MRAM, Perpencular STT-MRAM with double barri-
er(e), 3-terminal devices based on domain wall propagation (f) and SOT (g) – reprinted from 
R.L. Stamps et al, J. Phys. D – Appl. Phys. 47(33) 333001 (2014) 
2 Field-written MRAM (FIMS-MRAM) 
Two categories of field-induced magnetic switching MRAM (FIMS-MRAM) are described 
here below: Stoner-Wohlfarth MRAM and the “toggle” MRAM. 
2.1 Stoner-Wohlfarth MRAM 
The Stoner-Wohlfarth MRAM (SW-MRAM) was the first developed category of MTJ-based 
MRAM. The research and development in this area has been very useful in starting the devel-
opment of hybrid CMOS/MTJ technology but it did not yield a product because of write se-
lectivity problems and poor down-size scalability. SW-MRAM consists of an array of MTJs 
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in which each individual MTJ is connected in series with a selection transistor (Fig. 2). The 
MTJs are sandwiched between two sets of orthogonal conducting lines (bit lines and word 
lines) aimed at creating local magnetic fields on the MTJs storage layer when current flows 
are sent along them. To write at a particular addressed cell, two simultaneous pulses of cur-
rent are sent in the bit line and world line which cross each other at the addressed MTJ cell. 
These currents must be adjusted so that the resulting field at the addressed cell is locally large 
enough to switch its storage layer magnetization in the desired direction while not switching 
the storage layer magnetization in the other memory points located further along the same bit 
line or the same world line. Indeed these other memory cells also feel the field created by the 
current pulse but not the two perpendicular fields simultaneously. They are called half-
selected bits. 
 
Fig. 2: Schematic representation of a SW-MRAM array. The MTJ, patterned as elliptical cyl-
inders are in-plane magnetized with one layer of fixed magnetization pinned along the ellipse
long axis (”reference layer,” black arrow) and one layer of switchable magnetization having
two stable states along the ellipse long axis (”storage layer,” red arrow). To address the
memory element located at the front left of the array, two pulses of current (represented by
white arrows) are simultaneously sent in the bit line and word line which cross each other at
the addressed memory point. These pulses generate two perpendicular magnetic fields (or-
ange arrows) which add as two vectors at the addressed memory point. 
In these SW-MRAMs, the write selectivity is thus based on the combination of two orthogo-
nal magnetic fields, one along the easy axis of magnetization, the other along the hard axis. 
The write principle is based on the so-called Stoner-Wohlfarth switching astroid which pro-
vides a quantitative criterion for magnetization switching in a magnetic nanostructure with 
uniaxial anisotropy. A magnetic nanostructure of magnetization Ms has a uniaxial anisotropy 
described by the anisotropy energy per unit volume Ku. This nanostructure is assumed to be 
sufficiently small so that its magnetization remains homogeneous and therefore can be de-
scribed in the macrospin approximation. We assume that the magnetization is initially orient-
ed in one direction along the easy axis of magnetization and that we want to switch it in the 
opposite direction. This is achieved by applying simultaneously a field along the easy axis of 
magnetization (Hx) and another one in the orthogonal direction, i.e., along the hard axis of 
magnetization (Hy). The condition for switching is that the total field vector of the (Hx, Hy) 
Bit line
Word lineTransistor OFF
Non-volatile 
storage
element: MTJ
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components must fall out of the Stoner-Wohlfarth astroid, which is defined by the relation-
ship: 
3/2
3/23/2 2 



=+
s
u
Yx M
KHH (1)
This relationship sets a lower limit to the amplitude of the write field. In order to avoid half-
selected bits to switch, the easy axis field must be lower than the anisotropy field Hk given by 
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otherwise this field alone would switch all bits located along the corresponding word line. 
Thus, taking into account the lower limit set by the SW astroid and upper limit set by the ani-
sotropy field, this defines the ideal operating window for SW-MRAM. However, in practical 
devices, several factors actually restrain the size of this operating window:  
i. The SW astroid in elliptic MTJ of typical dimensions 100nm×200nm is often distorted 
due to micromagnetic configurations of the magnetization.  
ii. The switching criterion given by the SW astroid is actually valid only at 0 K. For devic-
es operating at ambient temperature, thermal activation can significantly assist the mag-
netic switching so that the operating window must be pushed further away from the the-
roretical astroid.  
iii. Due to variability in the patterning process, cell-to-cell distributions in anisotropy field 
lead to cell-to-cell distribution in the shape and size of the SW astroid.  
As a result, it was very difficult to find any write operating window in SW-MRAM chips, 
even those of moderate capacity (e.g., 1 Mbit). Fortunately, a solution to this problem called 
“toggle writing” and described in the next paragraph was found.  
2.2 Toggle MRAM 
Toggle MRAM are also written with magnetic fields but the structure of the MTJ storage lay-
er and the synchronization of the two orthogonal pulses of magnetic field differ from SW-
MRAM. The magnetization in the MTJ ferromagnetic layers is still in-plane and the cells are 
patterned in elliptical shape, providing uniaxial shape anisotropy with easy axis along the long 
axis of the ellipse. In toggle MRAM, the ellipses are oriented at 45° with respect to the bit 
lines and word lines to optimize the write process. The storage layer consists of a compen-
sated synthetic antiferromagnet, i.e., two ferromagnetic layers of same magnetic moment anti-
ferromagnetically coupled through a thin Ru spacer layer. At rest, the magnetic moments of 
these two layers lie antiparallel along their easy axis of magnetization. When a moderate field 
is applied to such a structure, a magnetic transition takes place at a field called “spin-flop 
field” between a configuration at low fields, wherein the magnetic moments of the two layers 
lie antiparallel along their common anisotropy axis, and a configuration above the spin-flop 
field, where they lie symmetrically with respect to the field direction in a scissor configura-
tion. As a result, at low fields, the system has no net magnetic moment whereas above the 
spin-flop field, it acquires a net magnetic moment. The spin-flop field flopspinH −  is given by 
the following expression [8]: 
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where sM is the saturation magnetization of the two ferromagnetic layers (assumed here to be 
identical), t is their thickness, Keff is their effective anisotropy per unit volume mainly of 
shape origin and A is the amplitude of the interfacial antiferromagnetic coupling through the 
Ru spacer. Therefore, the spin-flop field can be adjusted by varying the cell aspect ratio which 
determines Keff or the ferromagnetic layers thickness or the Ru thickness which determines the 
amplitude of the antiferromagnetic coupling. The write toggle operation then proceeds as rep-
resented in Fig. 3. 
Fig. 3: Toggle write operation sequence 
In the initial state, the two ferromagnetic layers are in antiparallel magnetic configuration 
along the long axis of the elliptical cell. At t1, a current is sent in the x-line generating a 
magnetic field on the storage layer in the y-direction. The two magnetizations then scissor 
in the direction of this field and get in spin-flop configuration. The applied field is then 
gradually rotated by two steps of 45°. This is achieved by applying simultaneously a current 
along the x-line and y-line between t2 and t3 then only along the y-line between t3 and t4. 
During these steps, the spin-flop magnetic configuration rotates with the field. The y-current 
is then stopped. Since no more magnetic field is applied, the magnetization of the ferromag-
netic magnetic layers then relax back to the antiparallel configuration along their easy axis 
of magnetization. In the final state, both layers have rotated by 180°. Toggle writing pro-
vides a much wider operation window than SW writing as the energy barrier to switch half-
selected bits is many times larger than for switching fully selected bits [9]. Thanks to these 
improved write performances, Everspin succeeded in launching the first MRAM products 
on the market in 2006. 
Initial state Final state
x
y
Ix
Ix
Iy
Ix
Iy Iy
H(Ix) H(Ix) + H(Iy) H(Iy)
t1 t2 t3 t4
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2.3 Limitation in down-size scalability 
In field-written MRAM, down-size scaling is mainly limited by electromigration taking place 
in the field-generation word and bit lines. Indeed, in order to insure sufficient memory reten-
tion, the volume of the storage layer must fulfill the relationship KeffV>70kBT (in which V is 
the volume of the storage layer and Keff its effective anisotropy). As the feature size F de-
creases, the volume of the storage layer decreases as F2 so that the effective anisotropy must 
be increased as F-2. In toggle writing, the spin-flop field given by equation 6 roughly scales as 
(Keff)1/2, i.e., as F-1. Because the distance between the center of the field line and the storage 
layer does not vary significantly as the technology shrinks, the current required to generate 
the write field is proportional to the write field amplitude and therefore scales as F-1. In terms 
of current density, if only the width of the field generating lines decreases while their height is 
approximately constant, the current density in these lines increases as F-2 when F itself de-
creases. Since the electromigration threshold in Cu is ~107A/cm², this limits the MTJ width to 
dimensions above 100nm.  
3 Thermally-Assisted MRAM (TAS-MRAM) 
The magnetic field required to switch the magnetization is proportional to the anisotropy. 
Therefore, the larger the anisotropy, the larger the write field and therefore the larger the current 
required to create this magnetic field, meaning larger write power consumption. This general 
difficulty validates the interest in assisting the write, namely using a thermally assisted write 
approach. Indeed, in magnetic materials, it is known that generally it is easier to switch the 
magnetization of a magnetic element at elevated temperature than at low temperature. This orig-
inates from the fact that the magnetic anisotropy decreases with temperature so that the barrier 
height for switching decreases with temperature. Furthermore the higher thermal activation it-
self may help the magnetization to switch above the barrier. The concept of thermally assisted 
writing thus consists in storing the information at a standby temperature at which the anisotropy 
and therefore the thermal stability factor are very large and then temporarily increasing the tem-
perature of the magnetic element during each write event to reduce the barrier height and ease 
the switching of the magnetization. A thermally assisted switching MRAM concept (TAS-
MRAM) was proposed to improve the thermal stability, write selectivity, and power consump-
tion of MRAM cells. [3]. In MRAM, the heating of the storage layer can be produced in a sim-
ple way by taking advantage of the Joule dissipation around the tunnel barrier. Actually the 
heating in MTJ is not a simple Joule heating as in metallic systems because we are here dealing 
with tunneling instead of ohmic transport. Rather, the heating in MTJ is due to the inelastic re-
laxation of tunneling hot electrons which takes place when the tunneling electrons penetrate in 
the receiving electrode after their ballistic tunneling across the tunnel barrier. 
3.1 In-plane TAS-MRAM 
In this scheme, a conventional MRAM stack is modified by replacing the simple ferromagnet-
ic storage layer by an exchange biased storage layer, i.e., a ferromagnetic storage layer ex-
change coupled to an antiferromagnetic layer [3]. The write procedure requires heating above 
the storage layer blocking temperature and cooling in the presence of a magnetic field. The 
blocking temperature in a ferromagnetic/antiferromagnetic bilayer is the temperature at which 
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the loop shift induced by the exchange coupling across the interface between these two layers 
vanishes. The reference and the storage layer must be exchange biased with antiferromagnets 
having sufficiently different blocking temperatures: typically PtMn with blocking temperature 
of 350°C are used in the reference layer whereas the storage layer antiferromagnet is chosen 
with a blocking temperature in the range 180°C-250°C depending on the requirements on the 
device operating temperature range. The main advantages of the TAS-MRAM writing scheme 
are (1) the use of a single field selection line instead of two for toggle writing, (2) an im-
portant reduction in write power consumption and (3) a largely improved thermal stability. 
One way to increase the heating efficiency and reduce the power density is to insert low ther-
mal conductivity materials at both ends of the magnetic tunnel junction stack, serving as 
thermal barriers between the junction and the electrical leads. This confines the heat to the 
junction volume, preventing lead heating and possible thermal crosstalk [10]. Typical heating 
times in TAS-MRAM are in the range 3 to 10ns, primarily influenced by the heating power 
dissipated at the tunnel barrier. The cooling rate depends on the heat diffusion constant to-
wards the top and bottom of the MTJ stack and on the specific heat of the MTJ and typically 
ranges between 10 to 20ns [11]. 
Fig. 4: Writing steps in the Thermally Assisted MRAM architecture – Reprinted from 
Prejbeanu et al, J. Phys. D: Appl. Phys. 46 074002 (2013) 
Fig. 4 illustrates a TAS-MRAM bit write sequence example. The writing process starts from a 
given initial orientation of the magnetization of the exchange biased storage layer for instance 
representing a low resistance state "0". The corresponding storage layer loop is shifted around 
a negative field, in the hysteresis cycle before the heating pulse is applied. The reversal of the 
storage layer bias is achieved by heating the AF layer above its blocking temperature with a 
current pulse and applying simultaneously an external magnetic field Hsw larger than the coer-
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cive field of the storage layer. The field is applied in a direction that favors the anti-parallel 
alignment of the storage and reference layers. The current pulse is terminated and the system 
is cooled in a magnetic field. The result is a reversal of the pinning orientation of the storage 
layer and a bit state change to a high resistance "1". As a result the storage layer loop is now 
shifted towards positive values. One unique feature of the TAS-MRAM approach is the pro-
tection against field erasure in standby. This means that, due to the exchange biasing of the 
storage layer, the P and AP resistances remain unchanged, even if the MTJ is subject to mag-
netic field perturbations. In standby, only one state of the storage layer is stable at zero field. 
This means that even if the TAS-MRAM chip is exposed to a perturbation field, this field 
may temporary switch the magnetic configuration of the memory but the latter will spontane-
ously return to its original state before perturbation once the perturbation disappears.  
3.2 TAS-MRAM with soft reference: Magnetic logic unit (MLU) 
In a second possible implementation of TAS-MRAM, a soft reference (SR) layer is made of a 
material with easily switchable magnetization (see Fig. 5). The storage layer is exchange bi-
ased by an adjacent antiferromagnetic layer as in standard TAS-MRAM. The writing of the 
storage layer is achieved similarly to thermally assisted MRAM devices. 
The reading scheme is different with respect to the classical TAS-MRAM and consists in 
switching the free layer in a first predetermined direction (along the stable directions of stor-
age layer magnetization) and then in the opposite direction [12]. This reading can be per-
formed in a two-step quasi-static way or dynamically with an oscillation of the sense layer 
magnetization away from a 90° orientation, with the storage layer magnetization yielding an 
upward or downwards oscillation of the MTJ resistance. The quasi-static read is performed in 
two steps – Fig. 6:  
1. The soft reference layer is first set in a predetermined initial direction by application of a 
first pulse of magnetic field (without heating pulse so as not to write the storage layer). 
Then the resistance of the MRAM cell is measured. 
2. The soft reference magnetization is then switched to the opposite direction and the new 
resistance is measured. 
In this approach, the read cycle is longer (~50ns) but the tolerance to process variation is 
greatly enhanced since each bit is self-referenced. Indeed, for the standard reading scheme, 
the two resistance state distributions have to be well separated in order to avoid read errors. 
This implies good dot size and shape control. In contrast, for the SR reading scheme, the dif-
 
Fig. 5: Schematic representation of a self-referenced MRAM. 
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ference of resistance between the two states is used to read the junction, and is thus not sensi-
tive to dot size variation. This is particularly useful for small technological nodes where it 
becomes tricky to control accurately the resistance distributions. 
Furthermore, the high blocking temperature antiferromagnetic material employed in usual 
MRAM reference layers is no longer required in SR-MRAM stacks leading to a large increase 
of the operating temperature range. Thanks to the use of only one antiferromagnet, one of 
these boundaries is removed and the programming range can extend to much higher tempera-
ture since there is no more risk to unpin the reference layer during write. Antiferromagnets 
with higher blocking temperature may also be used to pin the storage layer magnetization for 
high temperature applications. SR-MRAM cells, aside from their storage functionality, have 
also been identified as technological solutions for high-temperature, multi-dimensional field 
sensing applications [13], as well as power amplification [14]. 
4 Spin-torque-transfer MRAM (STT-MRAM) 
4.1 Principle of STT writing 
When a spin-polarized current flows through a magnetic nanostructure, the STT results from 
the interaction between the spin of the conduction electrons and those responsible for the 
nanostructure magnetization. This torque is exerted on the local magnetization and tends to 
switch it towards a direction parallel or antiparallel to that of the spin polarizing layer depend-
ing on the current direction. Taking into account the STT, the general equation governing the 
dynamics of magnetization of the magnetic nanostructure is written as: 
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Fig. 6:   Reading procedure of a self-referenced MRAM 
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In this extension of the Landau – Lifshitz - Gilbert (LLG) equation, the first term describes a 
precessional motion of the magnetization around the local effective field effH

 which contains 
contributions from the applied field, the demagnetizing field, the anisotropy field, and the 
STT field-like term. This first term is conservative, while the second term is the Gilbert 
damping term which describes the magnetic dissipation in the system, i.e., the fact that in the 
absence of STT influence, the magnetization tends to gradually relax towards the local effec-
tive field. Depending on the current direction through the magnetic nanostructure, this term 
can absorb or dissipate energy, which means that it either behaves as a damping or antidamp-
ing term. If the current has the proper direction and the current density is large enough, the 
STT antidamping effect can exceed the natural Gilbert damping. Very peculiar magnetization 
dynamics effects then arise, such as STT-induced magnetization switching or magnetization 
steady-state oscillations [15]. STT offers a new way to manipulate the magnetization of mag-
netic nanostructures. STT-induced magnetization switching provides a new way to write the 
information in MRAM or logic devices. STT-induced steady-state magnetic oscillations allow 
the generation of RF voltage and thus new types of frequency-tunable RF oscillators. 
Fig. 7: Principle of writing in STT-
MRAM. Each STT-MRAM cell consists 
of an MTJ connected in series with a 
transistor. To write the parallel 
magnetic configuration, a current flow 
is sent through the MTJ from the 
storage layer (red arrow) to the pinned 
reference layer (black arrow) To write 
the antiparallel magnetic configuration, 
a current flow is sent through the MTJ 
from the reference layer (red arrow) to 
the storage layer. 
The writing is performed with bipolar pulses of current. The reading is performed at lower 
current to avoid write errors during read. Writing a “0” (i.e., a parallel configuration of the 
magnetization in the storage and pinned layers) can be achieved by sending a current pulse 
through the stack, the electrons flowing from the pinned layer to the storage layer. Writing a 
“1” can be achieved by sending a pulse of current of opposite polarity. STT indeed provides a 
powerful write scheme in MRAM for several reasons: 
• In STT-MRAM there is no need to create pulses of magnetic field. Each cell is directly 
written by the current flowing through the stack. As a result the cells are much more 
compact than in field-written MRAM, as illustrated in Fig. 7.  
• This approach clearly solves the write selectivity problem of the field written MRAM 
since the write current flows only through the addressed cell so there is no risk of writing 
an unselected cell.  
• In STT writing, the condition for magnetization switching is set by a critical current den-
sity jc. The magnetization of the storage layer switches if the current density of proper 
direction exceeds jc. This provides very good down-size scalability since the total current 
required to write scales like the cell area down to very small dimensions where it be-
comes limited by the thermal stability factor. 
ON
0
Vdd
Writing “0”
ON
0
Vdd
Writing “1”
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However, at very small dimensions, there are still problems concerning the thermal stability 
of the information written in the cell. 
4.2 Considerations of breakdown, write, read voltage distributions 
In conventional STT-MRAM, the write and read current paths are the same. In order to avoid 
write disturbance during read, the read voltage must be chosen low enough compared to the 
critical write voltage. There are therefore 3 voltage cell-to-cell distributions in an MRAM 
chip which need to be well separated for proper functioning and reliability of the chip. These 
3 distributions are: 
i. The breakdown voltage distribution. The MTJ tunnel barrier is a thin dielectric oxide 
layer (MgO ~1nm thick). When exposed to an excessively large voltage, this barrier may 
experience dielectric breakdown.  
ii. The write voltage distribution. At each write event (and to lesser extend read event), 
the tunnel barrier is exposed to an electrical stress which may cause electrical break-
down. To avoid breakdown failure, the highest write voltage in the distribution must be 
sufficiently low compared to the weakest MTJ in terms of breakdown. By adjusting the 
MTJs stack composition and their RA, one tries to get this write voltage distribution cen-
tered around 0.5V and be as narrow as possible. The distribution width mainly originates 
from fluctuations in the shape and particularly in edge defects associated with the pat-
terning process.  
iii. The read voltage distribution. The read voltage distribution originates from the varia-
tion in the resistance of the selection transistor which is connected in series with the 
MTJ. The read voltage across the MTJ is typically in the range 0.1 to 0.15 V and must 
be low enough compared to the write voltage in order to avoid any write disturbance 
during read caused by the STT from the read current. However, the lower the read volt-
age, the slower the read-out process. Therefore, a trade-off must be found. 
4.3 In-plane STT-MRAM 
The expression of the critical current for switching obtained in a macrospin model and at zero 
temperature is [16]:  
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In this equation, H is the applied field along the easy axis, Ms and tF the magnetization and the 
thickness of the storage layer, α is the damping constant, Hk the in-plane anisotropy field, η 
the spin transfer efficiency. When the injected current has the proper direction (see Fig. 7) and 
is larger than the critical current, the magnetization reverses. In this expression, the term Ms/2 
is usually much larger than (H+Hk) by one or two orders of magnitude. This dominant role of 
the demagnetizing field term (μ0Ms/2) comes from the fact that during the STT-induced 
switching of the magnetization of the in-plane magnetized layer, the magnetization has to 
precess out-of-plane which increases the demagnetizing energy. As a result, a good approxi-
mation of Jc0 is given by 
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It is also important to note that because of this dominance of the demagnetizing field term, the 
critical current for STT writing weakly depends on Hk, the in-plane anisotropy field which 
determines the thermal stability of the magnetization at rest.  
4.4 Perpendicular STT-MRAM 
The critical current for spin transfer reversal of the storage layer obtained from the LLG equa-
tion in the out-of-plane configuration is given by: 
eff
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η
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0
2
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where A is the area of the magnetic element, e is the electron charge, ћ is the reduced Planck 
constant, μ0 the vacuum permeability, α is the Gilbert damping coefficient, Ms and t are the 
saturation magnetization and thickness of the storage layer, η the spin transfer torque efficien-
cy which depends on the relative orientation of the magnetizations (θ=0 or π) and on the po-
larization P, and Heff the effective switching field. In magnetic junctions with out-of-plane 
magnetization, the effective field is given by: 
sKeff MHH −= ⊥  (6)
where HK⊥ is the perpendicular anisotropy field which pulls the magnetization out-of-plane 
(HK⊥>Ms). In contrast to the in-plane magnetized case, both STT and thermal energy barriers 
are here identical. The critical switching current can thus be much smaller than for in-plane 
magnetized electrodes. By introducing the thermal stability factor  
Tk
AtHM
Tk
KV
B
effs
B 2
0μ
==Δ  (7)
where K is the anisotropy, V=A⋅t the volume of the storage layer, kB is the Boltzmann’s con-
stant and T is the absolute temperature, relation (5) can be rewritten: 
Δ⋅⋅⋅⋅=
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α TkeI Bc 
4
0
 (8)
This relation expresses that in the macrospin approximation, a direct proportionality exists 
between the thermal stability factor and the write critical current. 
Perpendicular STT-MRAMs have many advantages compared to in-plane magnetized MTJs:  
i. The switching current density is significantly reduced because the two terms present in 
the expression of the critical current density partially cancel [17].  
ii. The thermal energy barrier is provided by this large effective perpendicular anisotropy 
instead of in-plane shape anisotropy. As a consequence, elongated cell shapes are no 
longer needed and the perpendicular MTJs can be patterned in circular shape. This facili-
tates manufacturability at smaller technology nodes and leads to smaller switching cur-
rent for a given critical current density, resulting in smaller cell size.  
iii. Finally, dipole field interaction between neighboring cells can also be reduced in high bit 
density layouts.  
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The perpendicular magnetic anisotropy (PMA) can have different origins, either bulk (in hcp 
CoCrPt, heavy rare earth-transition metal, or L10 FePt ordered alloys), or interfacial (in Pt/Co, 
Pd/Co, or Co/Ni multilayers). A large PMA can namely be induced at the interface between a 
ferromagnetic electrode and an oxide [18]. The main drawback of all these PMA-inducing 
materials resides in the fact that they generally induce an fcc crystallographic texture which is 
incompatible with the bcc(001) texture of the MgO crystalline barrier. The great breakthrough 
came in 2010 [19] when structures based on Ta/CoFeB electrodes were proposed, very similar 
to their in-plane counterparts. The problem of the bcc(100) texturation of the CoFeB electrode 
upon crystallization was thus solved.  
A figure of merit has been proposed to characterize the efficacy of the STT [20], which is the 
ratio of the thermal stability factor to the critical switching current, Δ/IC0. The figure of merit 
obtained with out-of-plane magnetized MTJ are expected to be much better than with in-plane 
magnetized MTJs. This is however true only if the Gilbert damping constant α, to which Ic0 is 
proportional, can be maintained as low as in in-plane magnetized material, which is not very 
easy. Indeed, both Gilbert damping and magnetic anisotropy derive from the spin-orbit inter-
actions which basically couple the electron spin to the lattice. As a result materials that exhibit 
large anisotropy (for instance FePt ordered alloys, CoPt multilayers and alloys) also exhibit 
large Gilbert damping constant α (in the range 0.05-0.2). A promising route to circumvent the 
problem of large damping in out-of-plane magnetized materials consists in using a storage 
layer where the perpendicular anisotropy does not arise from a bulk contribution but from a 
large interfacial perpendicular anisotropy which exists at the interface between the magnetic 
electrode and the tunnel barrier.  
5 Thermally Assisted STT-MRAM 
The same current flowing through the cell in STT-MRAM can be advantageously used both 
to heat up the cell and switch the storage layer magnetization by STT. Alternatively, thermal 
assistance can be used to extend the scalability of STT-MRAM both with in-plane and out-of-
plane magnetized materials. 
5.1 In-plane TAS-STT-MRAM 
With in-plane magnetized materials, structures similar to the exchange biased storage layer 
stacks used for TAS-MRAM can be used – see Fig. 8. The resistance state was switched be-
tween the low resistance and high resistance states by applying current pulses of alternating 
polarity across the junction. Each pulse first creates a temperature increase above the antifer-
romagnet blocking temperature. With the ferromagnetic layer no longer pinned, the spin-
polarized current simultaneously exerts a torque on the ferromagnetic storage layer reversing 
its magnetization direction depending on the current direction. The write voltage is then grad-
ually decreased to zero so that the junction cools down while STT is still on. The antiferro-
magnet then freezes the new storage layer magnetization direction. 
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Fig. 8: TAS write principle combined with field or STT. In TAS-STT-MRAM, the current 
flowing through the MTJ both heats the MTJ and exerts the magnetic torque which switch-
es the magnetization. – reprinted from Dieny B et al, 2010 Int. J. Nanotechnol. 7 591 
5.2 Out-of-plane STT-TAS-MRAM 
For technological nodes below 22nm, it becomes increasingly difficult to achieve sufficiently 
large effective anisotropy with in-plane magnetized as it is necessary to fulfil the 10 years 
data retention criterion. In order to solve this, perpendicular magnetic anisotropy is of great 
interest. However, current induced switching still present some issues which deteriorate the 
reliability of the devices. First, since the magnetization of the free layer is collinear to the spin 
polarization of the current in the initial state, a thermal fluctuation is required to initiate the 
reversal of the free layer by STT, leading to a stochastic switching. In addition, since the 
switching current is proportional to the effective anisotropy Keff of the free layer, a dilemma 
has to be addressed: the decrease of the lateral dimensions of the device requires an increase 
of Keff to maintain sufficient thermal stability. However, this increase in Keff also yields higher 
write current and correlatively larger power consumption. This leads to a decrease of reliabil-
ity since higher writing voltage reduces the existing margin to the breakdown voltage. One 
significant step forward towards high density memory cells has been to assist thermally the 
spin transfer switching [5]. This was achieved by a thermally induced reorientation of the free 
layer magnetic anisotropy from out-of-plane to in-plane. This allows the spin transfer torque 
efficiency to be maximized during write, reduces the STT switching current and suppresses 
stochastic variations in switching time. This thermal assistance scheme was demonstrated in a 
MRAM cell designing a magnetic electrode coupled to a Co/Pd multilayer having a strong 
temperature dependence of the perpendicular anisotropy – see Fig. 9. 
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Fig. 9: Principle of TIAR assisted 
switching: (a) the junction exhibits a 
large PMA at stand-by temperature. 
(b) A current is sent through the 
junction. The FL magnetization 
undergoes by heating a TIAR. The 
STT and pulls the FL magnetization 
upwards or downwards depending on 
the current direction. (c) The FL 
recovers its PMA during the cooling 
when the current is gradually 
decreased to zero.  Reprinted from 
Bandiera S et al Appl. Phys. Lett. 
201, 1 99 202507 
6 Conclusions 
MRAMs are expected to combine nonvolatility, high speed, moderate power consumption, 
infinite endurance and radiation hardness, all at moderate cost and be easy to embed in devic-
es. The potential benefits of spin-based memories are especially appealing when viewed in 
light of the exploding demand for on-chip memories. However, spin-based devices are still in 
their nascent stages, and in order to realize their potential, there is a need to strengthen the 
technology maturity and for advances in circuit designs and innovative architectures. There is 
still a need to strengthen the technology maturity and for advances in circuit designs and in-
novative architectures. The main issues remain associated with the cell to cell variability, 
TMR amplitude and temperature range. Variability is mainly caused by edge defects generat-
ed during patterning of the cells. MgO damages yield local changes in the barrier resistance, 
TMR and magnetic anisotropy i.e. cell retention. With the increasing number of actors now 
working on this technology, faster technological progresses can be expected in the near fu-
ture. Also, implementing self-referenced reading scheme can lead to improved tolerance to 
process defects. Concerning out-of-plane STTRAM, progresses are needed in the composition 
of the stack to minimize the write current, maximize the TMR amplitude and improve the 
temperature operating range. Heusler and X1-xMnx (X = Cr, V, Ge, Ga…) alloys have also 
already demonstrated their potential for p-STTRAM (low Ms, large perpendicular anisotropy, 
low damping) [21] but none of the existing alloys combine all required properties yet. In par-
ticular, STTRAM has the potential of delivering high density and a scalable technology down 
to size ~20nm by using out-of-plane magnetized MTJ. Progress is also steadily being made in 
the composition of the stack to maximize the TMR amplitude, particularly in the perpendicu-
lar-MTJ configuration (now above 200%), and in improvements in the temperature operating 
range (to minimize the decrease of the PMA with operating temperature). The ultimate scala-
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bility in STTRAM could be provided by combining thermally/voltage assisted switching and 
STT. SOT-MRAM can be viewed as a very interesting approach for non-volatile logic and 
MRAM of improved endurance. Voltage controlled spintronics devices may later yield devic-
es of much reduced power consumption. As a matter of fact, there is lot of room for reducing 
the power consumption in MRAM technologies considering that the barrier height to insure a 
10 year retention of a Gb chip is typically of  80kBT ~ 4x10-4fJ whereas the energy presently 
required per STT write event is in the range 50fJ-1pJ. 
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1 Introduction 
The modern nanoelectronics and information technology are facing the physical limitations of 
downscaling electronic elements. To address the demands on high information storage density, 
low power consumption, ultra-low write-erase-read times and non-volatility, a shift to new 
physical concept(s) is essential. The resistive switching memories (RRAM) are currently con-
sidered as major candidates to fulfil the requirements of the market being of interest for both 
interdisciplinary scientific community and industry. In more practical aspect RRAMs are 
emerging nanodevices with a great potential as a disruptive technology for the semiconductor 
industry as of a number of applications such as memory[1-3], logic[4-6] analog circuits[7], 
memristive operations, neuromorphic applications and computing[8-10]. These devices are 
non-volatile, with low power consumption, switching time down to sub-nanoseconds[11] and 
prospects for scalability approaching the atomic level[12]. Among other RRAM concepts those 
based on ion-conducting films and redox processes (ReRAM) show particular promise[1, 13-
15]. The information in ReRAM is stored as different resistive states of nanoscale electrochem-
ical cell consisting of two metal electrodes with a solid electrolyte in between. The transition 
between the low resistive ON-state (Boolean 1) and the high resistive OFF-state (Boolean 0) is 
provided either by formation and rupture of metallically conductive filament (filamentary type), 
or due to change of the interface properties (surface area type).  
Filamentary type switching cells are in general prospective. One of the reasons is that the 
change in the absolute value of the resistance is high and, thus facilitating an easy practical 
differentiation between LRS (ON) and HRS (OFF), when downscaling the devices to nanome-
ter scale. In Fig. 1 the three mostly favored ReRAM cells are presented, together with the cor-
responding current-voltage characteristics: 
Fig. 1: Type ReRAMs. a) Electrochemical Metallization Memory (ECM). b) Vacancy Change
Memory (VCM) and c) ThermoChemical Memory (TCM). The I-V characteristics (below each 
cell type) are given referenced to the bottom electrode (grounded).  
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A more precise classification of ReRAMs accounts for the switching mechanism and distin-
guishes electrochemical metallization memories, valence change memories and thermochemi-
cal memories abbreviated as ECM, VCM and TCM, respectively[16]. However, new studies 
have demonstrated that different switching mechanisms appeared related[17, 18].  
The main distinctive feature of ECM and VCM is the bipolar type of switching i.e. the formation 
and dissolution of the filament occurs at different voltage polarity, whereas TCM memories are 
unipolar i.e. the filament formation/dissolution appears at the same polarity depending only on 
the particular voltage magnitude. 
ECM cells have some particular advantages – they show bipolar characteristics and allow for 
the highest LRS/HRS ratio (up to 108). They are also often termed as conductive bridge RAM 
(CBRAM), programmable metallization cells (PMC), gapless type atomic switch etc. 
The original term PMC now refers to the technology platform, which encompasses a wide range 
of applications beyond memory, including microelectromechanical systems [13], microfluidics 
[14], and optics [15]. During commercial development, the name CBRAM became popular and 
this is now typically used by the semiconductor industry exclusively for the memory variant 
[16, 17].  “Atomic switch” or “gap-type atomic switch” was introduced to distinguish sandwich 
type MIM cells from the cells where the switching event occurs in a vacuum gap between an 
electrode (e.g., a STM tip) and the solid electrolyte [18]. This terminology was further comple-
mented by “gapless-type atomic switch” as alternative to ECM, CBRAM and PMC. In addition, 
some variants have been called “electrochemical memory” and the generic expressions “ionic 
memory” or “nano-ionic memory” have also been applied.  The term ECM became used in the 
scientific literature when describing the underlying electrochemical processes [19]. 
The functional principle of a ECM cell is based on electrode redox reactions and nanoionic 
transport. In Fig. 2 the process of resistive switching in cell based on Cuz+/Cu redox reaction 
and a Cu-ion conducting material is schematically shown. 
The formation/dissolution of filaments in other types of systems is similar involving however 
different ions and electrode reactions.  
One can also distinguish systems with and without a tunnel gap between one of the electrodes 
and the electrolyte, i.e. gap type atomic switch and gapless type[14]. As schematically shown 
in Fig. 3 in the gap type atomic switch the filament is formed not within the electrolyte but in 
the vacuum gap. 
The atomic switch can be understood as a special case of ECM cell.   
The most remarkable characteristic of the current state-of-the-art ReRAM cells are their dimen-
sions scaling laterally below 10 nm side[21]  and vertically down to some tens nanometer. 
These small dimensions predetermine physicochemical properties strongly deviating from the 
well-studied macroscopic systems and offer unique advantage of enabling using unconven-
tional materials systems. For example SiO2 at room temperature is a macroscopic insulator but 
reducing the thickness of the material down between 10 nm and 30 nm we observe Ag+ or Cuz+ 
ion mobility of many orders of magnitude higher compared to extrapolated high temperature 
values for bulk samples[22, 23].  
Moreover, macroscopic room temperature insulators also used as high-k dielectrics e.g. Ta2O5, 
HfO2, Al2O3 etc. demonstrate a sufficient ability to transport either oxygen ions or cations to 
ensure resistive switching (filament formation) within or below nanoseconds[11, 24-25]. These 
systems properties make possible using conventional electrochemical techniques e.g. cyclic 
voltammetry, pulsed techniques, chronoamperometry, chronopotentiometry, and steady state 
measurements[22, 26-28]. 
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Fig. 2: Schematic presentation of the processes during I-V sweep including formation and dis-
solution of a metallic filament in electrochemical metallization memories (ECM). The current 
saturation is due to the set current compliance (here 25 µA) used to prevent irreversible cell 
damages once the filament is formed. The value for the current compliance is chosen depending
on the particular electrochemical system. It is also used to adjust the ON resistance (multi-level 
switching). The higher the current compliance is the lower is the ON resistance. Using different
current compliances the ON resistance can be varied by orders of magnitude. The figure is 
adapted from reference [19] 
However, the systems’ behavior also raises variety of theoretical and experimental difficulties: 
Simple calculation provides that to achieve so short switching times the diffusion coefficient 
must be in the range of 10–4 to 10–3 cm2 s–1. The high diffusion constants cannot be explained 
in terms of chemical diffusion or high field drift but requires involving additional parameters 
like local Joule heating or moisture effects[27, 29-30]. In addition the charge screening (Debye) 
length for these classes materials is in the range of up to 100 nm i.e. much larger compared to 
the electrolyte thickness and thus, the condition for charge electroneutrality may not be fulfilled 
and space charge effects modulate the system properties [31-33]. 
The following contribution aims to give an overview on the current state-of-the-art understand-
ings on the ECM cells and provide a discussion on the open questions and prospectives. 
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Fig. 3: Schematic presentation of the functional principle of the gap type atomic switch. In a
step (1) the surface is imaged at positive tip voltages of the STM. In (2) a negative voltage
pulse is applied with intensity sufficiently high to overcome the reduction barrier for the
Ag+/Ag redox reaction. The filament starts to grow in (3) forming a single point contact with
the STM tip (4). With time under the applied voltage the filament broadens reducing the cell 
resistance (5). The figure is adapted from reference [20] 
2 Materials  
2.1 Solid Electrolyte Materials  
Taking into account only the operation characteristics (switching time, retention, endurance, 
power consumption) of different types ReRAM cells, the particular materials used as solid elec-
trolytes[33] appear at the first glance to be of a less importance. Looking to the vast number of 
publication in the literature the difference between using ion conductors (e.g RbAg4I5), mixed 
conductors (e.g. AgxS; Ag-doped GeSx; CuxS, NiO) or insulators (e.g. SiO2; Ta2O5, HfOx) 
seems to be a question of device optimization. Due to the small diffusion lengths, the small 
amount of transferred mass, and high electric fields all these materials support to a sufficient 
extend ion movement to ensure the filament formation or dissolution within nanoseconds.  
However, there are qualitative and quantitative differences using different classes of materi-
als[33]. Some of the solid electrolytes are strongly stoichiometric e.g. RbAg4I5 and AgI. They 
can chemically dissolve neither the Ag electrode nor the formed tiny nano-filament. Moreover, 
the electrode reactions i.e. the dissolution and reduction of silver will not change their chemical 
composition throughout the film thickness, including layers adjacent to the electrode. In con-
trast, non-stoichiometric materials e.g. AgxS, Ag-doped GeSx etc. exhibit compositional inho-
mogeneity and enrichment/depletion regions. Their transport properties (conductivity, ion and 
electron transference numbers) strongly depend on the chemical composition (or level of non-
stoichiometry). Ag/GeSx and Ag/GeSex systems are examples for materials with time depend-
ent composition and transport properties due to continuous dissolution of Ag until reaching the 
saturation limit[34-36]. For most of the cases the chemical activity of these electrolytes con-
tributes to electrode and filament dissolution processes and thus, cell/device failures[28, 37].     
Another materials class is represented by oxide insulators e.g SiO2, Ta2O5 etc. being unable to 
chemically dissolve the active electrode. However, they do not initially contain mobile ions. In 
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this case in order to enable the electrode reaction of electrochemical oxidation (dissolution) of 
the active electrode one also necessarily needs a counter electrode reaction. It has been demon-
strated that in many cases moisture (water reduction) is able to provide this counter electrode 
reaction thus, playing a crucial role for device operation and reliability[38-40]. Also protons 
and moisture have being considered as essential part of TiO2 based VCM[41] and NiO based 
TCM devices[42]. 
Most important, these different types of materials can transit from one form to another. 
 
 
Fig. 4: Transition of transport properties of ReRAM ion transporting solids due to
chemical changes. The transition can occur due to FORM step or during SET and
RESET operation or in some cases stimulated by UV, VIS radiation, moisture etc. 
As seen from the figure insulators can become electronic or mixed conductors or in particular 
cases e.g. strongly Ag-doped GeSx and GeSex to almost purely ion conductors[34, 43]. Also ox-
ides such as WOx, ZrO2 and SiO2 are reported to be pre-doped by thermal treatment to improve 
the switching characteristics[44-47]. Similar effect is also achieved by the FORM step in insula-
tors where the materials are either reduced (VCM or TCM) or foreign ions are introduced (ECM). 
A sketch of the two possible situations is shown in Figure 4 on the example of ECM cells.  
In both cases discussed in figure 4 the electrolyte changes its chemical, physical and transport 
properties showing compositional inhomogeneity and depletion/enrichment regions. In fact Re-
RAM solid electrolytes with nearly constant stoichiometry can be regarded only AgI, RbAg4I5 
and Ag2S.  
Thus, the choice of solid electrolyte is determining the ReRAM cells stability and the repro-
ducibility of the switching characteristics and the device performance in general. 
It has to be mentioned that same materials can be used as electrolytes for all types ReRAM cells. 
The most typical example of this phenomenon is TiO2 reported to be ECM material using e.g. Cu 
active electrode[48, 49], VCM material[50, 51], and TCM material[50, 52]. Many others e.g. 
Ta2O5, Al2O3, SiO2, ZrO2, HfO2 etc. are reported to show dual or triple mode switching[13]. 
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Fig. 5: (a-c) Electrolytes initially containing mobile ionic species. (d-f) Insulators where the 
ionic species are incorporated during the FORM step. Due to the SET/RESET cycles of the
cells, an inhomogeneous distribution of the mobile species is expected resulting in chemical
potential gradients. The figure is reproduced from[33]. 
2.2 Electrode Materials  
The Active Electrode 
As active electrode, typically Ag or Cu is used. Fig. 6 shows cyclic voltammetry (CV) experi-
ments performed using Ta2O5 as solid electrolyte, in voltage range selected in a way to avoid 
resistive switching.  
Several redox peaks were registered, each being an indication for electrochemical reaction. It 
can be seen that the shape of the CV and the number of peaks (i.e. redox reactions) depends on 
the active electrode material. Moreover, the reactions related to Ag proceed at lower voltage 
i.e. the following switching (not shown here) occurs at lower voltages. In the case of Cu elec-
trode, one needs to apply roughly 2 V to switch the cell to LRS, whereas for Ag electrode this 
voltage is only 0.25 V.   
The observed difference can be explained for general physicochemical considerations involving 
both thermodynamic and kinetic factors. Each CV shows the redox behaviour of different redox 
couple i.e. Ag+/Ag and Cux+/Cu. The standard equilibrium potential for those couples as well 
as for many others can be found in the reference literature e.g. [54]. Taking three materials often 
used as active electrodes e.g. Ag, Cu and Ni the standard electrode potentials for the redox 
couples Ag+/Ag, Cu2+/Cu and Ni2+/Ni (vs. standard hydrogen electrode) have the values 0.79 
V; 0.34 V and -0.25 V, respectively. The physical meaning of these values is following: The 
lower the standard redox potential the higher the tendency to oxidation i.e. at positive applied 
voltages first will oxidize Ni, followed by Cu and Ag. For the reduction reaction, the situation 
is the opposite – the higher the redox potential the higher the tendency of reduction i.e. first will 
be reduced Ag+, followed by Cu2+ and Ni2+. One has to keep in mind that the standard electrode 
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potentials are thermodynamic quantity and often, kinetic restrictions (e.g. formation of passive 
films) may lead to deviation of expected properties. As an additional kinetic factor we also have 
to consider is the polarizability of the half-cell reactions i.e. the required overvoltage. Here 
Ag+/Ag reaction has the lowest polarizability. All these factors i.e. equilibrium redox potentials, 
kinetic limitations and polarizability will play a role for the switching and must be considered. 
Most important new studies have shown that also metals such as Ta and Ti, typically used for 
the oxygen-based ReRAMs (VCM) can serve as active electrodes and contribute to the resistive 
switching by ECM mechanism[17, 18]. 
Fig. 6: Cyclic voltammetry (or I-V 
sweeps) performed in the voltage 
range where no resistive switch-
ing is taking place in a) 
Cu/Ta2O5/Pt cell and b) in 
Ag/Ta2O5/Pt cell. The measure-
ments were performed in a re-
stricted voltage window in order 
to avoid the switching. The figure 
is reproduced from[53] 
In summary, the selection of active electrode material is an important prerequisite for proper 
operation of the cell and can significantly influence the cell kinetics. 
The counter electrode and influence of moisture 
The counter electrode material plays an important role in ReRAM cells. Its influence is twofold. 
First, it can catalyze or inhibit the reaction of the metal cation that forms the filament. Secondly, 
it can also catalyze or inhibit other parallel electrode reactions that can support or compete the 
main one e.g. redox reactions with moisture.  
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Influence of CE ion on the main cation redox reaction  
To time, no particular studies have been reported on this issue. It is only worth mentioning that 
typically used counter electrodes in ECM/CBRAM cells are W, TiN, Pt, Ir, Ni, TiW, Au etc.[19, 
33]. From more general point of view, it is expected that these different counter electrode ma-
terials will show different electro-catalytic activity towards the active metal redox reaction. To 
our best knowledge this issue has not been considered in the ReRAM literature and requires 
more attention.  
Influence of CE on parallel redox reaction(s) 
As discussed in section 2.1, despite apparent similarity between materials used as solid electro-
lytes to transport cations, one have to distinguish between materials that initially contain the 
mobile cations or such, that do not. Examples for the latter are SiO2, Ta2O5, Al2O3 etc. To 
incorporate active metal ions within such materials a counter charge should be introduced to 
keep the electroneutrality[26].  For some type of solids this counter charge (or the related coun-
ter electrode reaction) can be electrons, i.e. reduction of the material, or can be absorbed mois-
ture as in the case with Ta2O5[38] and SiO2[26, 38]. In this situation in the entire ReRAM cell 
we have two electrode reactions – at the active metal electrode and at the counter electrode. The 
slower one will determine the overall reaction rate. In Fig. 7 are shown cyclic voltammetry 
experiments for ECM/CBRAM cells with different counter electrode materials, but using the 
same active electrode. It has to be noticed that without moisture the samples cannot be tested 
or formed at all, and show only irreversible hard breakdown.   
Fig. 7: Cyclic voltammetry in SiO2-based cells using Cu active electrode and different counter
electrode materials. The figure is reproduced from[55] 
As it can be seen, different counter electrode materials indeed show different electrocatalytic 
activity. Because the same active electrode (i.e. Cu) is used for the experiments, we concluded 
that slower reaction is the reaction at the counter electrode. Otherwise, if the active electrode 
reaction would be rate limiting, we would not have observed different behaviour for the differ-
ent counter electrodes.  
It has been verified by further experiments e.g. Infra-Red (IR) spectroscopy and electromotive 
force (emf) measurements, that exactly moisture in these materials is responsible to provide the 
required counter charge and counter electrode reaction.  
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Figure 8 shows the effect of the water partial pressure (pH2O) on the properties of the cell. 
 
Fig. 8: Influence of the pH2O cell behavior of Cu/SiO2/Pt cells. a) CV’s at different pH2O, b) 
Dependence of the incorporated ion s’ concentration on the pH2O and on the sweep rate. c) 
The influence of those both parameters on the estimated diffusion coefficient. The figure is
modified from[26]. 
The cyclic voltammograms showed increase in reaction rates (higher peak currents) for higher 
pH2O. The calculated concentrations of the incorporated metal ions also is increased (Fig. 8b). 
However, the calculated diffusion coefficient shows a maximum, as it would be expected for 
high ion concentrations due to ion-ion interactions[26]. Effects of moisture on the resistive 
switching effects have been reported also for several other systems, for both ECM and VCM 
systems – Al/Al2O3[56], Pt/SrTiO3-δ[57], Pt/TiO2[41], Pt/Ta2O5[18] and Ta/Ta2O5 systems[18]. 
Therefore, the influence of the counter electrode material is an essential parameter for deter-
mining the electrochemical reaction rate. However, the effects of moisture (both the positive 
and negative aspects) are not sufficiently well studied for most of the ReRAM systems and 
require additional attention. 
2.3 The nanobattery effect 
The nanobattery effect proves that ReRAMs behave as an active circuit element[58]. More im-
portant, it influences the device kinetics due to built-in voltage or alone by the chemical poten-
tial gradients i.e. concentration gradients within the cells. These gradients can appear in as de-
posited cells due inhomogeneous dissolution and retarded diffusion, or can be induced during 
SET/RESET operations due to unequal reaction rates of the reduction and oxidation processes 
of the same redox couple.  
We discuss three factors which mainly contribute to the formation of the cell voltage Vemf, as 
shown in Fig. 9 for the example of a Ag/SiO2/Pt cell – the diffusion potential Vd, the classical 
Nernst potential VN and the potential due to the different surface free energies of macro- and 
nanoparticles VGT for the case that a metallic nanofilament forms or is incompletely formed.   
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Fig. 9: Origins of emf in nanoscale ECM cells. (a) Gradient of the chemical potential of Ag metal
at the interfaces Ag/electrolyte and Pt/electrolyte Ag Ag Agμ μ μ′ ′′Δ = − .The Vemf as given by equation 
(9) has a negative value and is then given by the difference of the electrical potentials at both
electrodes Agemf zeV
μϕ ΔΔ = = −  generated to keep the condition 0i
i
μ =  ( iμ is the electrochem-
ical potential given by i i zeμ μ ϕ= + ). (b) Gradient of the chemical potential of molecular oxy-
gen at the interfaces Ag/electrolyte and Pt/electrolyte 
2 2 2O O O
μ μ μ′ ′′Δ = − (pO2 is defined by the 
ambient atmosphere). The Vemf is given by equation (9) and has in this case a positive value. (c) 
The emf is generated by gradients of the chemical potentials of the Ag+ and OH– ions i.e.,
+ + +Ag Ag Ag
μ μ μ′ ′′Δ = − and 
OH OH OH
μ μ μ
− − −
′ ′′Δ = − inhomogeneously distributed in the thin film and an 
additional term due to the different half-cell reactions as given by equations (7) and (8). (d) In
the case of a nanosize filament, the chemical potential of Ag contains an additional surface energy
term generating a chemical potential gradient Ag Ag-micro Ag-nanoμ μ μΔ = − in accordance with equa-
tion (10). In the case of fully metallic contact or tunnel junction, the emf is Vemf = 0 (e, f). The 
potential of the Pt electrode is used as a reference. The figure is adapted from[58]. 
 
The nonequilibrium diffusion potential Vd in ECM cells (not observable for e.g. AgI-based sys-
tems) compensates the chemical potential gradient arising due to the inhomogeneous distribu-
tion of charged species, i.e., Ag+ ions, electrons and/or OH– ions within the electrolyte film. 
These ions are introduced into the solid films either electrochemically during the forming of 
SET/RESET cycles or chemically due to a chemical dissolution of Ag. In both cases, the 
metal/nonmetal ratio changes across the electrolyte layer, with particularly pronounced changes 
in the vicinity of the electrodes. The electromotive force generated by this inhomogeneous 
charge distribution and mobilities is given by[59]: 
s'
s' s'Me
d Me
s'' s''s'' Me
( ) ( )
ln
( ) ( )
i
i
i i
akT t kT aV d a t t
e z e a a
+
+
+
−
−
−
 
= − = − −   
  (1)
where k, T and e are the Boltzmann constant, the temperature, and the elementary charge, re-
spectively; ti denotes the transference number of the species i, zi the charge of this species and 
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ai their activities at the interfaces s' and s'' corresponding to active electrode/electrolyte and 
inert electrode/electrolyte interfaces, respectively.  
The potential difference generated in the neuron cells to transport electric signals has the same 
nature and originates in the diffusion (Donnan) potential[59].    
The Nernst voltage is given by the difference between the potential-determining half-cell reac-
tions at each electrode/electrolyte interface: 
s' Red s''0 Me
N s' s''
Me s' Ox s''
( ) ( )
ln
( ) ( )
za akTV V V V
e a a
+ ⋅
= − = +
⋅
 (2)
with Vs’ and Vs’’ being the half-cell potentials at the active electrode/electrolyte (s') and inert 
electrode/electrolyte (s'') interfaces, and V0 is the difference in the standard potentials of these 
reactions.  
At the s' interface, the potential-determining reaction is the same for all ECM cells: 
+Me Mez ze −+  (3)
At the s'' interface, the potential-determining reaction depends on the material properties of the 
solid electrolyte and we distinguish two boundary conditions. For the first boundary condition 
the solid film contains no Mez+ and reaction (3) cannot be potential-determining. Instead, mois-
ture is the crucial factor in providing the required counter reaction at the inert electrode[38] 
e.g.,  
( )12 2 2 2 2O H O 2 2OH  or alternatively 2H O 2 2OH He e − − − −+ + + +  (4)
and the Nernst voltage takes the form: 
1
2
2 2
2 2
s' s''0 Me OH
N 2
Me s' O s'' H O s''
( ) ( )
ln
2 ( ) ( ) ( )
za akTV V
e a a a
+ −⋅
= +
⋅ ⋅
 (5)
The total emf of the ECM cell is a combination of equations (1) and (5) and is expressed by: 
emf N d 0 s' s''OH Me Me OH
ln( ) ln( )
kT kTV V V V t a t a
e e− + + −
= + = + +  (6)
Here V0 = V 0 + const. The emf for Ag/SiO2/Pt cell is shown in Fig. 2a,b where this situation is 
most clearly observed. The amount of ions generated at the s' and s'' interfaces during cell op-
eration is adjusted by the pulse length and height or the sweep rate[27].   
In the second boundary condition, the electrolyte contains mobile Mez+ ions dissolved by elec-
trochemical and/or chemical processes with almost homogeneous distribution i.e.,
 s' s''Me Me( ) ( )z za a+ + . Then, at the s'' interface, the potential-determining half-cell reaction will be 
the same as at s' i.e., reaction (3), and, because no chemical potential gradient of the charged 
species is assumed, equation (2) can be simplified to: 
Me s ''
emf ion
Me s '
( )
ln
( )
kT aV t
e a
=  (7)
where aMe is the activity of the active metal at both interfaces and iont is the ion transference 
number averaged throughout the electrolyte thickness. Because s''Me( )a is fixed, the Nernst volt-
age is a function of s''Me( )a alone. We succeeded in clearly demonstrating a Nernst emf in ac-
cordance with equation (9) (Fig. 1a) for the systems Ag/Ag-GeS2.2/Pt and Ag/Ag-GeSe2.3/Pt. 
Initially, we applied a positive external voltage to the inert electrode, thus removing the residual 
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Ag atoms from the s'' interface. In the related cathodic reaction, Ag whiskers are deposited at 
the Ag electrode as shown in Fig. 2c. The emf of the system was then monitored over time and 
correlated to the evolution of the whisker morphology recorded by optical images. In the pres-
ence of the Ag whiskers formed, the emf value decreases to –450 mV in accordance with equa-
tion (7) corresponding to a difference 7Ag s' Ag s''( ) 4 10 ( )a a= ⋅ . As the whiskers begin to dissolve 
the emf increases simultaneously again to a positive relaxation voltage by a change in the control 
of Vemf from a situation determined by equation (7) to a situation determined by equation (1).  
The contribution of the third component VGT to the total cell voltage Vemf is expected in the case 
of a noncontacting filament due to the different surface free energies of the macrocrystalline 
active electrode and the nanosize filament in accordance with the Gibbs-Thomson equation: 
macro nano
Ag Ag
GT m
2V V
ze zer
μ μ γ−
= − = −  (8)
here γ is the surface free energy, r is the radius of the particle, Vm is the molar volume and µAg 
is the chemical potential of Ag. VGT can be observed either for highly ohmic (R > 12.9 kΩ) ON 
states (no metallic short circuit) or for thin filaments where the loss of a few atoms breaks the 
metallic contact. Thus, VGT leads to a complete loss of the ON state. The discussed chemical 
potential gradient(s) are also present and contribute to the spontaneous dissolution of the nan-
ofilament. However, the contribution of VGT could not be clearly distinguished from the contri-
bution of Vd. 
Thus, we were able to prove that in all types of ReRAM cells tested, significant chemical po-
tential gradients are generated in both a chemical and electrochemical manner by the operation 
of the cells. Inevitably, these gradients give rise to emf, and, hence, the cells show the charac-
teristics of nanosize batteries.  
The non-equilibrium states affect both the retention and the device operation. It influences the 
device kinetics due to built-in voltage or alone by the chemical potential gradients i.e. concen-
tration gradients within the cells. These gradients can appear in as deposited cells due inhomo-
geneous dissolution and retarded diffusion, or can be induced during SET/RESET operations 
due to unequal reaction rates of the reduction and oxidation processes of the same redox couple. 
In fact, the voltage measurement is only a tool to detect the gradients. It is important to note, 
that often due to higher electronic partial conductivity of the solid electrolytes the measured 
voltage (due to the nanobattery effect) is much smaller compared to the expected theoretical 
value that corresponds to the concentration gradients. Eq. 9 shows this dependence. 
cell ion emfV t V=  (9)
Vcell is the measured voltage on the device, tion is the average transference number of the ions 
(i.e. the part of the current transported by ions) and Vemf is the theoretical value expected for the 
nanobattery effect. In many electronic oxides used for resistive switching the transference num-
ber of the ions is as low as 10-3 or even less[58].  
For example, ion (z = 1) concentration gradient of 1017 will cause Vemf ~ 1 V. Using solid elec-
trolyte with a tion of 10-3 we will measure Vcell of only 1 mV. However, the concertation differ-
ence of 1017 is persistent and will impact the cell behavior.     
Figure 6 shows simulations on the influence of the nanobattery effect on SET kinetics (voltage). 
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Fig. 10: Electromotive force measurement at a constant ion concentration. (a) VCell de-
pendence on the water partial pressure in nitrogen atmosphere. Each point corresponds
to a different pH2O value. The initial ion concentration (indicated in the plot) was set
prior to the measurements. (b) Transient measurement of VCell at constant cion and pH2O. 
(c) VCell (red) response to the variation of the pH2O (black). The VCell response on pH2O 
change is reversible. This indicates that the concentration gradient of Cu remains con-
stant with time and pH2O does not meaningfully increase the mobility of Cu ions in the
SiO2 . The figure is reproduced from[26]. 
The nanobattery effect was also found to be strongly influenced by the local environment. As 
an example, the cell voltage of the cell Cu/SiO2/Pt has been measured at different water partial 
pressures pH2O in nitrogen atmosphere as depicted in Figure 10a. cion was adjusted prior to 
the experiment by a single linear anodic oxidation sweep. The ion concentration of both cations 
and OH– is believed to be constant during the experiment. From eq. (5) it is evident that the emf 
is influenced by the c (H2O) (and thus, pH2O) also when c (Cux+) and c (OH–) are constant. To 
ensure reproducible experimental conditions, the oxygen partial pressure (pO2) was monitored 
by an oxygen sensor simultaneously and was found to be constant during the measurements. 
The highest value for Vcell is measured in anhydrous nitrogen atmosphere. When pH2O is in-
creased a decrease of Vcell is observed in accordance to equation (5). The system requires at 
least 60 min relaxation as soon as quasi-equilibrium for each partial pressure of water is 
reached. Figure 10b shows that Vcell remains constant over hours. Vcell can be reversibly tuned 
(increased or decreased) depending on the particular water partial pressure as depicted in Fig-
ure 10c. Hence, pH2O and therefore, the water molecules incorporated into SiO2 do not signif-
icantly increase the ion mobility (due to solvent effects) and the Cuz+ and OH– ion concentration 
gradients and respectively, the driving force for Vcell are not changed. 
We assume moisture is likely penetrating from lateral sides. However, resistive switching ex-
periments[38, 60] indicate a pH2O equilibration in the complete SiO2 thin film thus, even un-
derneath the top electrodes. This complies with our observation that the VCell equilibration can 
take up to several hour depending on the change of ambient water partial pressure. 
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3 Processes 
3.1 Switching Kinetics 
Filament formation 
The kinetics of the filament formation has been intensively studied in the recent years[14-15, 
29-30, 33, 61-64] and several factors e.g. Joule heating, temperature gradients, chemical poten-
tial gradients, ambient moisture etc. were found to play an important role[26, 28, 30, 33, 38, 
65]. Depending on the different types of ReRAM cells nucleation[20, 24, 66-69], charge trans-
fer[70, 71] or ion drift[72] were reported to be rate limiting. The origin of the rate limiting step 
however, cannot be unified because of its dependence on the nature of the solid electrolyte, on 
the electrode material(s) and on the thermodynamic factors. There are only two generalized 
kinetic models offered in the literature combining the essential system-relevant factors and sug-
gesting the conditions where one or other process will become rate limiting[29, 30]. As shown 
in Fig. 11 different regimes’ representation depends on the applied voltage and temperature. 
Fig. 11: Pulsed SET switching 
kinetics of the AgI-based 
ECM cell for different ambi-
ent temperatures T = 298 K 
(blue), 323 K (red), 348 K 
(black) and 373 K (green). 
The simulated data is dis-
played using solid lines and 
the experimental data using 
squares. I, II, III mark the nu-
cleation limited, the electron 
transfer limited and the mixed 
control regime, respectively. 
The figure is reproduced from 
reference [29]. 
The switching time ts is then a sum of the times required for individual processes. In regime I 
at lower voltages the nucleation is rate-limiting i.e. the time tn to form critical nucleus. 
( )cn
n 0 exp exp Δ
N zeGt t
kT kT
α ϕ
≠   +Δ
= −       
 (10)
with t0 being a pre-exponential factor[20]; nG
≠
Δ is the activation energy for the process (includ-
ing the excess surface energy term); Nc is the number of atoms constituting the critical nucleus; 
α is the transfer coefficient and Δφ is the applied voltage. For this conditions ts = tn.  
691
D 2 — 16 Ilia Valov 
Increasing the applied voltage lowers the effective nucleation free energy and the charge trans-
fer process given by the Butler-Volmer equation becomes rate limiting (region II): 
( )
0
1
exp Δ exp Δ
ze zej j
kT kT
α αϕ ϕ
  −  
= − −        
 (11)
where j and j0 are the current density and the exchange current density, respectively. Thus, the 
time te for the charge transfer is determining the switching time i.e. ts = te.  Finally at much 
higher applied potentials (as in region III) the process of diffusion of ions within the solid film 
given by the diffusion current will limit the switching time (ts = td): 
d
d 2 exp sinh 2
G azej zecaf E
kT kT
≠ Δ  
= −     
 (12)
with jd denoting the diffusion determined current density, a is the mean ion jump distance, f the 
attempt frequency, ΔG≠d the jump activation barrier height, c the ion concentration, and E the 
applied electric field. 
The suggested model has been verified within 14 orders of magnitude variation of the switching 
time on the system Ag/AgI/Pt but can be applied to any material system. However, the partic-
ular distribution of regimes I, II and III will individually vary. 
Filament dissolution 
Not much is known on the kinetics limitations and the mechanism of the RESET process and 
only few papers report on it[73, 74].  
Two different regimes have been identified: a low voltage regime up to roughly −200 mV and a 
high voltage regime from −1 V and higher. For the low voltage regime, external effects may 
influence the cell behavior, such as thermal effects or the nanobattery effect. Both can RESET 
the memory cell spontaneously[75]. Thus, the low voltage RESET times (on the example with 
Ag-GeS system[74]) itself are most probably slightly higher compared to the measurements. 
The experimentally observed RESET behaviour can also be explained within the frame of the 
same simulation model used for the SET kinetics. In the low voltage regime described above, the 
RESET process is limited mainly by the charge (electron) transfer reactions. With increasing the 
applied voltage, ion migration becomes substantial for the RESET kinetics and finally limits the 
RESET process. The proposed model is based on the assumption that the filament is completely 
dissolved during the RESET process. The latter has been also experimentally verified[74]. 
3.2 Filament dynamics and quantum point contacts 
Filament shape and growth direction 
First reports on direct observation and visualization of a filament were on the atomic switch[12]. 
Later on, reports on different systems appeared showing also the filament dynamics i.e. its pos-
sible stabilization, growth or dissolution in atomic switch configuration[8, 20].  
In ECM/CBRAM devices, the conditions for tracking the filament are unfavorable and several 
difficulties have to be overcome. One of the main problems is succeeding to avoid planar de-
vices (which are more easy to prepare and investigate), because the conditions for ion and atom 
diffusion, as well as the defect states at the surface differ significantly from those in the volume. 
In addition, in the volume of the film, there are space restrictions and the formation of a new 
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phase (with different lattice parameters) is related with some mechanical stress (mainly com-
pressive), whereas this problem is not relevant for surfaces. The first report on in situ TEM 
study on ECM/CBRAM cells of the type Ag/Ag2S/W was by Xu et al.[76]. Further studies 
followed, going into details in the switching mechanism and the filament dynamics[77-79]. A 
very interesting approach using 3D tomography has been recently used by Celano et al.[80, 81] 
demonstrating the applicability of this method to resistive switching memories. 
According to the initial concept, the filament forms at the counter electrode (negatively biased) 
during the SET process. The shape was approximated to either cylindrical or conical one with 
a tip pointing to the active electrode[19, 82]. An additional inversed growth mode has been 
reported, showing that the filament can also grow from the anode towards the cathode[77-79, 
83]. Different explanations have been offered and controversially discussed to explain the in-
versed filament growth mode [77, 83-88]. A recent study by Yang et al. have succeeded not 
only to explain microscopically the inversed mode, but also to classify the different switching 
mechanisms and formulate an unified framework[79]. In specially designed sample holder, the 
formation and dynamics of the filaments could be observed by in situ TEM within the volume 
of the solid film. 
Fig. 12: . In situ TEM experi-
ments. a) Schematic presenta-
tion of the experimental SETup; 
b) image of W/SiO2/Ag cell be-
fore voltage application and c-
d) images at applied voltage of 
8 V after 420s and 433 s, re-
spectively. The figure is adapted 
from[79] 
It can be seen from Figure 12 that the filament expands from the anode towards the cathode. 
Detailed diffraction has shown that the formed particles are entirely metallic i.e. we cannot 
presume that Ag+-ions have been incorporated into SiO2, forming a ternary compound with 
increased electronic conductivity, but only Ag metal nanoparticles were detected. It has also 
been found that Ag from the electrode is consumed for the process and in a certain time the Ag-
SiO2 contact was lost. However, applying higher voltage allows to reveal it.  
Further, it has been observed that voids remain at the position where Ag-nanoparticles were 
situated.  In the same way as it grows the filament can be retracted back by applying the opposite 
(negative) voltage to the Ag electrode. The inversed growth mode was explained with the effect 
of the bipolar electrode[79, 87]. 
The different growth modes observed by several research groups can be all explained taking 
into account some kinetic factors, that is, electrode reaction rates, ion concentration within the 
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solid electrolyte and their distribution and the related mobility/conductivity. Four situations can 
be distinguished: 
•  The ion mobility and the redox rates are homogeneous and high. For this situation the 
dissolved ions can reach the inert electrode without being reduced and/or agglomerat-
ing, thus avoiding nucleation within the insulating film. The filament starts growing 
from the inert electrode, and the sufficient ion supply leads to conically shaped filament 
with a tip pointing to the active electrode. This situation describes the filament growth 
in conventional ECM cells, and corresponds to material systems with high ionic con-
ductivity. 
•  The ion mobility is low and the electrode reaction rates are low. For these conditions 
the ions can pile within the solid electrolyte and reach the critical nucleation conditions 
and further filament can proceed by cluster displacement due to the bipolar electrode 
effect. An experimental example is the filament growth in amorphous Si, where the 
filament is initiated from the active electrode and grows towards the inert electrode as 
discrete nanoclusters[78]. This situation corresponds to material systems with very low 
ionic conductivity such as SiO2 or Si. 
•  The ion mobility is low but the electrode reaction rates are high. Nucleation can now 
occur inside the dielectric while large amounts of atoms can be deposited onto the cath-
ode sides of the nuclei, leading to gap filling. After a connection between the nuclei and 
the active electrode is achieved, the process is repeated leading to an effective forward 
growth towards the inert electrode.  
•  The ion mobility is high, while the redox reaction rates are low. For this situation nu-
cleation only occurs at the counter electrode and the reduction predominately occurs at 
the edges (high field strengths), thus leading to branched filament growth towards the 
active electrode. 
Based on this framework the different experimental observations can be fully accounted. In 
general, the ion mobility in a given dielectric determines the nucleation sites and the direction 
of the filament growth, while the redox rates determine the ion supply and the geometry of the 
filament. 
Formation of quantum point contacts 
The small size of the filament in the range of few nanometers in a diameter indicates that quan-
tum effects in the conductivity have to be expected. First quantized conduction has been re-
ported for gap-type atomic switches[12]. The single atomic point contact (Landauer) conduc-
tivity is given by G0 = 2e2/h or the corresponding resistance of 12.9 kΩ.  
In the resent years quantized conductivity has been also reported also for gapless-type 
switches[89-93]. The difficulty for detecting the quantum steps in gapless type cells is that the 
experimental conditions are restricted. If the applied voltage is too low no switching occurs. If 
it is too high then the switching is much faster than the time resolution of the equipment. Only 
in a small window of applied voltages (typically 20 mV to 50 mV) the filament growth and the 
formation of atomic point contacts (as shown in Figs. 2 or 3) can be detected. As alternative 
technique slow current sweeps can be used as shown in Fig. 14 to observe quantum steps.  
Here, multiple integers of G0 were observed during the current sweep dispersed with a certain 
statistical probability. The multiple quantum steps are discussed to serve for multibit memory 
storage but despite the attractive advantages of this opportunity to stabilize the quantum steps 
at room temperature is not an easy task, because the tiny nanofilaments are subject to diferent 
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chamical and electrochemical interactions (e.g. see Eq. 8) and easily dissolved.  Thus, re-
sistances in the range of some kOhms (corresponding to up to 10 G0) were found unstable and 
increase with time. Higher number of multiple integers of G0 is practically not convenient be-
cause the difference between the resistance levels is very small and difficult to distinguish. 
Fig. 13: (a)-(c) Schematic 
presentation of an ECM 
ReRAM cell. In (a) the 
cell is in the high resis-
tive OFF state. A filament 
is forming and tunneling 
dominates the conduct-
ance in (b) with G < G0. 
In (c) one atom forms a 
metallic point contact be-
tween the AE and CE. 
 
Fig. 14: Analysis of quantized cell conductance. (a) At least five quantized resistances have
been observed in this example by current sweeping. (b) Cumulative statistics of measured cell
conductivity. The figure is reproduced from reference [89] 
Apart from its practical use the value of G0 (or the resistance of 12.9 kΩ) serves as an important 
criterion whether a metallic contact has been established or not. ON resistances of ReRAM cells 
much higher than 12.9 kΩ is unlikely to be determined by a complete metallic filament. A 
calculation of the filament diameter/resistance dependence is shown in Fig. 15 for several elec-
trolyte thicknesses. 
In order to have a ON resistance higher than ~ 15 kΩ the filament should have a diameter 
smaller than an atomic diameter, which is physically impossible. Therefore higher ON re-
sistances are usually interpreted in terms of a tunnel resistance.   
In considering an appropriate ON-state resistance model, there is one important issue which is 
often overlooked or at least rarely discussed – the particular experimental procedure for deter-
mining the resistance. Often resistance is extracted from the linear slope of I-V sweeps imme-
diately after the program or set process for different test conditions and parameters. In other 
cases RON is determined using peak current flow as part of endurance tests which use voltage 
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pulse or sweep cycling. The problem is that these methods are dynamical and may not give the 
cell time to reach a final stable (relaxed) state. For example, even though the initial switching 
can be extremely fast, in the order of ns, a further drop in resistance is often evident if the 
programming voltage is maintained across the cell [94], an effect that is thought to be due to a 
thickening of the initial bridging connection.  Worse still, at low current compliances it has 
been shown that ECM cells have high ON-state resistance levels (in the high kΩ or MΩ range) 
extracted from the I-V sweeps and this resistance can be reproduced for many repeated cycles. 
However, if one stops the cycling of the cell in the ON-state and measures the resistance after 
some time one finds that the cell is already in the OFF-state, i.e., the high resistance ON-states 
exist only when the voltage (current) is applied and disappear after the system is left to equili-
brate. These effects can lead to erroneous ON-state resistance measurement, particularly for 
resistances much greater than 13 kΩ. 
As an additional proof on the nature of the ON state can be used the emf value which for me-
tallic or tunnel contacts must be E = 0 V (see Fig. 9e,f). The quantum contacts can be broken 
due to influence of the environment e.g rest oxygen, moisture, temperature but also due to 
chemical dissolution within the electrolyte matrix. 
4 Conclusions 
Electrochemical metallization resistive switching memory cells are shown to be a representative 
example for solid state electrochemical systems with nano or atomic dimensions. The small 
size of the cells leads to unconventional effects and conditions of operation e.g. sufficient con-
ductivity to carry out electrochemical measurements using thin films of bulk insulators, quan-
tum size effects, etc. The issues in the materials selection for solid electrolytes, electrodes and 
the nanobattery effect are discussed. The influence of the local environment and in that sense 
of the moister has been pointed out. The electrochemical kinetics of filament formation and 
dissolution have been highlighted as well as the microscopic studies on the filament dynamics 
and formation of quantum point contacts. 
 
 
Fig. 15: .  Calculated ON state 
resistance of ECM type of cell as 
a function of the filament radius 
for solid electrolytes film thick-
nesses between 10 nm and 100 
nm.   The figure is adapted 
from[33]. 
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1 Introduction 
One possible approach to realize devices with memristive behaviour are metal-oxide-metal 
structures, which show hysteretic current-voltage (I-V) curves as shown in figure 1.  Since most 
oxide materials used for this purpose are insulators, the devices are highly insulating in the 
virgin state and have to be transferred to a switchable state by applying an electrical stimulus. 
For many systems this, so called forming process, takes place during the first voltage sweep as 
depicted in grey in figure 1, but it can also be performed by either applying a DC voltage or 
voltage pulses prior to the I-V measurements. The subsequently recorded IV-curves follow the 
red curve depicted in figure 1 in a reversible way, which can be used for non-volatile data 
storage. Considering that a certain voltage is needed to induce resistance changes, low current 
sweeps can be employed to read-out the two resistive states (logic 1 or 0) of the device. How-
ever, the fields of application go beyond non-volatile memories and cover novel logic circuits 
as well as neuromorphic computing as will be shown in contribution E4 in great detail. 
Based on the current knowledge, these reversible changes in the device resistivity can be as-
cribed to electrically induced redox-processes taking place in the oxide and/or at the oxide elec-
trode interface. In most cases, the redox-process in the metal-oxide goes along with a change 
in the valence state of the metal ion. Therefore, this type of switching mechanisms is also called 
valence change mechanisms (VCM)[1].  
 
 
 
 
 
Fig. 1: I-V curve of 
a resistive switch-
ing metal-oxide-
metal structure. 
In this contribution, we will present the current knowledge about the microscopic mechanisms 
taking place during both, electroforming and resistive switching in VCM cells. Since micro-
scopic changes during electrically biasing do generally not take place over the whole oxide 
device but within nanoscale filaments or at the vicinity interface, it is a challenging task to gain 
experimental evidence of the underlying redox-processes. We select a few model material sys-
tems where explicit experimental investigations of changes in the atomic and electronic struc-
ture during electroforming and/or switching are available. One of the main model systems cho-
sen in this contribution are epitaxial SrTiO3 thin film devices, since the defect chemistry of this 
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prototypic perovskite system (see figure 2(a)) and the ionic motion in this mixed ionic-elec-
tronic conductor are well elaborated and have been discussed in great detail in contributions 
A3-A6. Furthermore, the crystallinity in this system facilitates the observation of structural 
changes, which are much more difficult to separate in polycrystalline and amorphous thin films 
with limited long-range order. In particular, crystalline model systems offer the possibility to 
assign certain device properties to the presence of extended defects. However, one should keep 
in mind that this model system is of minor relevance for complex circuits integrated with CMOS 
technology as discussed in the contribution E1-E4. 
We will relate the experimental findings to current approaches to simulate static I-V curves as 
shown in figure 1. The related switching kinetics, however, will be discussed within contribu-
tion D4 in detail.  
2 Redox reactions and valence changes 
A redox process denotes a coupled reduction and oxidation reaction, i. e. an electron transfer 
reaction where the reduction is the uptake of electrons and the oxidation is the release of elec-
trons by atoms (see more details in contribution A6). Often, the atoms involved completely lose 
or win one or more electrons in their outermost electron shell, i. e. there is an integer change in 
their valence. This is clearly the case for localized electrons, for example, in metal ions in aque-
ous solutions or in the ions of an ionic solid. The picture of integer valence changes still holds 
when covalent bond contributions appear. However, as soon as electron delocalization by me-
tallic bond contributions have to be taken into account, such as in non-stoichiometric com-
pounds with delocalized electrons, redox reactions may act on a large ensemble of electrons 
and the result of the redox process may be a minor change in the Fermi energy level and/or the 
electronic band structure. Formal valence changes (per atom) would be fractional numbers in 
this case.  
 
Fig. 2: (a) Sketch of the perovskite crystal structure of SrTiO3; (b) Energy levels of different 
point defects (Fe, Nb substitutional defects, oxygen vacancies) in SrTiO3; (c) Density of states 
of SrTiO3 with oxygen vacancies [2] 
 
In the VCM memories described in this contribution, the redox reactions must be coupled to 
the transport of ions (typically over lengths of few nanometers only) – this is why the mecha-
nisms can also be regarded as a nanoionic redox processes.  
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The reduction of a metal oxide might go along with the excorporation of oxygen and the for-
mation of oxygen vacancies VO  according to the following reaction: 
(1)
Figure 2 shows the defect levels for different kinds of point defects in the model system SrTiO3. 
It can be seen that the defect levels of doubly ionized oxygen vacancies VO are situated just 
below the conduction band and therefore act as donor-type defects. As a result of the formation 
of oxygen vacancies, the Fermi-level of reduced SrTiO3 is shifted into the conduction band 
(figure 2(c)) which in a simple ionic model consists of Ti 3d states. As a result, the formation 
of oxygen vacancies goes along with a change of the formal Ti valence state from 4+ to 3+. 
Therefore, a change of the oxygen vacancy concentration in SrTiO3 induced by electrical bias-
ing should go along with a population of the Ti3d band and the formation of Ti3+ which might 
be detected by spectroscopic techniques.  
3 Common processes during VCM switching 
Figure 3 shows a VCM metal-insulator-metal (MIM) cell (e.g. SrTiO3) under current load. All 
conceivable processes taking place during electroforming and resistive switching of VCM cells 
are sketched schematically. In the simplest case, the metal electrodes M and M´ only carry 
electronic currents while the oxide may carry electronic and ionic currents. Common to all 
redox-based ReRAM is an ion current in the metal oxide and a reduction and/or an oxidation 
process in the cell. Given the current direction in Figure 3, the ionic current may consist of 
anions O2- and of metal cations moving to the left and to the right, respectively. The relative 
current contributions strongly depend on the specific material combination and the operation 
conditions. Joule heating will typically occur in the interior of the oxide layer and/or close to a 
contact. The ionic partial current in the oxide leads to electrochemical reactions, oxidation at 
the anode and reduction at the cathode. The specific electrochemical interface reaction is deter-
mined by the specific material combination of VCM cell.  
For noble metals, the ionic current is assumed to be blocked at the electrode interfaces. This 
leads to a so-called concentration polarization, i. e. an accumulation of the mobile ions near one 
electrode and a depletion near the other. Except in the (typically very narrow) space charge 
regions, this process is compensated by local redox reactions, i. e. a change in the average va-
lence of the metal ions.  
For non-noble metal electrodes, the metal might be oxidized during the anodic oxidation instead 
of the release of oxygen. However, the oxidation of the metal electrode might already take place 
during the deposition of the stack which goes along with the formation of oxygen vacancies in 
the metal oxide layer. Since this type of resistive switching cell has a variety of advantages, 
which will be explained in detail later, it is very common to intentionally grow layer stacks 
consisting of a substoichiometric metal oxide and the corresponding stoichiometric oxide. An-
other common approach is to use bilayer stacks of different metal oxides such as TiO2/HfO2 or 
Ta2O5/Al2O3. 
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Fig. 3: Overview of all processes which may be relevant in metal oxide (e.g. SrTiO3) VCM 
cells. M  and M´ denote the electrodes. Modified  from [3]. 
4 Forming of resistively switching cells 
The grey curve in figure 1 shows the forming step of a resistive switching cell which turns the 
metal oxide insulator into a reversibly switchable material with increased electronic conductiv-
ity. This process is often also regarded as a soft-breakdown process, in the sense that the process 
can at least be partly reversed by an electrical stimulus. Complex processes might take place 
during breakdown of metal oxides, comprising electronic as well as ionic processes, often me-
diated by Joule heating and thermal runaways. The microscopic processes taking place during 
electroforming might vary strongly with the material system and the details of electrical biasing. 
In the following we will present a few examples of how electroforming process might be de-
scribed and what kind of microscopic changes have been observed experimentally. 
4.1 Ionic processes 
One possibility to explain electroforming is to assign it solely to ionic motion and the resulting 
electrode reactions described in the previous section. We assume a cell with an chemically inert 
active electrode  and an ohmic counter electrode with a high oxygen affinity (e. g. a cell 
Pt/TiO2/Ti). Electronically, this MIM cell corresponds to a Schottky diode. 
A positive forming voltage will lead to an electroforming into the high resistive state (HRS). 
The Schottky diode is biased in forward direction. The anodic oxidation reaction will release 
O2 gas and may lead to entrapped gas bubbles underneath the Pt electrode as shown in figure 4. 
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Fig. 4: Sketch of the electroforming process based on anodic oxidation and the propagation of 
a virtual cathode formed by the front of oxygen vacancies. The left picture shows bubbles 
formed in the Pt electrode by the formation of oxygen gas at the anode [4]. 
Oxygen vacancies VO are injected into the oxide and drift rapidly towards the cathode due to 
the high electric field. If there is no redox reaction at the cathode interface, the VO start to 
accumulate near the cathode, which is compensated by electrons. Along with the further accu-
mulation of VO, the n-conducting cathodic region, sometimes called virtual cathode, propa-
gates towards the anode. When only a relatively small potential barrier (disc) remains, the re-
sistance of the cell decreases significantly (usually limited by a compliance current) and the 
electroforming into the HRS is completed. This process can also be used if one starts from a 
symmetric cell of high work function electrodes, e. g. Pt/TiO2/Pt, because a virtual cathode is 
formed during the reduction process. This type of forming process has been numerically simu-
lated for SrTiO3 cells with two blocking electrodes by a drift-diffusion simulation of the time 
evolution of the oxygen vacancy distribution [5]. 
A negative forming voltage will lead to an electroforming into the low resistive state (LRS). 
The anodic oxidation reaction will lead to an oxidation of the Ti electrode in this case. Oxygen 
vacancies VO are formed and drift towards the Pt cathode. The difference to the process for 
forming into the HRS is, that the anode is a low work-function metal so that no effective barrier 
remains at the end of the process. In addition, Ti consumes oxygen ions also purely chemically, 
to that no fully oxidized TiO2 layer is left. 
With respect to the direction of the movement of the front of oxygen vacancies one has to 
consider the relative kinetic limitations of oxygen excorporation and oxygen drift [6]. As a 
result, one can show that irrespective of the applied polarity the front of oxygen vacancies al-
ways moves from the reactive metal electrode where the supply with oxygen vacancies is 
strongly enhanced with respect to an inert electrode where oxygen gas has to be excorporated. 
4.2 Location of the forming process 
In order to distinguish if the electroforming procedure results in the formation of a homogene-
ous front of oxygen vacancies as sketched in figure 4 or is restricted to a filament as sketched 
in figure 5, the Pt top electrode of single crystalline SrTiO3 thin film devices was removed by 
a dedicated delamination process after the forming procedure [7]. Subsequently, the remaining 
electrode interface was investigated by conductive tip atomic force microscopy (LC-AFM).  
The topography as well as the conductivity at the position of the former electrode can be seen 
in figure 6. These investigations show that most of the cell area is unaffected by the forming 
procedure, but significant changes of the morphology can be observed in one corner of the 
706
Valence Change in Nanoionic Oxide Cells 7 — D3 
former electrode (figure 6(a)-(b)). Cross-sectional transmission electron microscopy (TEM) in-
vestigations showed that a high density of extended defects is formed in this region [8]. How-
ever, it is important to note that only this disturbed region shows a significant current level, 
whereas the remaining area persists insulating during the forming procedure (figure 6 (c)-(d)). 
Therefore, on can conclude that electroforming results in locally restricted changes of the thin 
film microstructure and its electronic conductivity rather than in homogeneous changes. 
 
Fig. 5: Schematic illustration of the growth of a conductive filament during
electroforming for different electrodes (inert, oxidizable ). [6] 
Similar Fe-doped SrTiO3 cells have been investigated by micro-focused X-ray absorption spec-
troscopy, which in the fluorescence detection mode provides bulk information about chemical 
changes in the electroformed cells. For this method, the Fe doping atoms serve as tracer ele-
ments for the redox-process taking place in the device during the electroforming procedure. 
Figure 7(a) shows the Fe K-edge spectra recorded on different positions of an electroformed 
device, on a reference films as well as on a device where a complete breakdown was induced 
during the electrical treatments. Clear changes of the pre-edge features are visible which can be 
attributed a different amount of oxygen vacancies in the first coordination shell of the Fe do-
pants [9]. In particular, the oxygen vacancy concentration has the lowest value for the reference 
Fe-doped SrTiO3 thin film and the highest concentration of the breakdown spectrum. Based on 
the pre-edge intensity at 7122eV, we determined an oxygen vacancy map of the device which 
is depicted in figure 7(b). It shows clear evidence for the creation of an oxygen vacancy rich 
filament during electroforming. Furthermore, it is important to note that the oxygen vacancy 
concentration beneath the electrode (see blue spectrum in figure 7(a)) is significantly higher 
than in the thin films reference (see black spectrum in figure 7(a)). We therefore conclude that 
electroforming result in both, a net increase of the oxygen vacancy concentration underneath 
the whole electrode as well as the formation of a vacancy rich filament which might be formed 
at a later stage of the electroforming procedure as sketched in figure 7(c). A broad front of 
oxygen vacancies might move in the early stage of electrical biasing as proposed in figure 4. 
However, at certain defective positions of the film, the oxygen vacancy formation or their 
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movement might be facilitated, resulting in the formation of spikes in the moving oxygen va-
cancy front. As soon as one of the spikes reaches the electrode vicinity, a self-accelerating 
process take place according to the flow of electronic currents and the resulting Joule heating. 
This results in the formation of a strong filament and a disruption of the vacancy formation 
process in the remaining area. 
 
Fig. 7: (a) Fe K-edge of a Fe-doped SrTiO3 cell ( fluorescence detection mode) measured at dif-
ferent positions; Inset: AFM scan shown in  figure 6 ;(b) Oxygen vacancy map extracted deter-
mined from the pre-edge intensity at 7122eV; (c) Sketch of the forming process based on the Fe-
K edge data shown in (a); extracted from [9] 
 
 
 
 
 
 
 
Fig. 6:(a)-(b) AFM to-
pography scan of a 
formed Pt/Fe-doped 
SrTiO3/Nb-doped SrTiO3 
cell after Pt electrode de-
lamination; (c)-(d) corre-
sponding conductivity 
scans [8]. 
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It is important to note that it has been shown by in-situ TEM analysis that electroforming in 
SrTiO3 single crystals takes also place if no dislocations or other extended defects are present 
in the detected area [10].  
4.3 Structural changes during the electroforming process 
Although simulations of the electroforming processes based on the drift-diffusion of point de-
fect oxygen vacancies are quite successful to describe the experimental data to a certain extent, 
there exist numerous reports that electroforming goes along with a considerable change of the 
structure. In TiO2 thin films and single crystals, the solubility of point defect oxygen is quite 
low and oxygen vacancies tend to order and form Wadsley type of defects which are nucleation 
points for the formation of Magnéli phases TinO2n-1 during electroreduction [11]. In situ TEM 
analysis could prove the reversible formation and dissociation of Wadsley defects with electri-
cal biasing (see figure 8), which is, however, not directly correlated with the resistive switching 
phenomena in the devices. In particular, the movement of Wadsley defects takes place a volt-
ages which correspond rather with the read-voltages than with the write voltages and have to 
be considered as possible origin of a read disturbance [12]. 
Fig. 8: In situ TEM analysis of resistively switching TiO2 single crystals [12]. A reversible 
movement of Wadsley planar faults are visible. Between (a) and (b) a voltage of -1.35V has been 
applied; Between (c) and (d) a voltage of +1.15V has been applied. 
 
Besides these reversible changes, electroforming might also lead to irreversible changes such 
as the creation of dislocations [10] or a phase separation of SrTiO3 into a Sr deficient phase and 
SrO [8], [13]. Most of the observed phase formation processes have in common that a signifi-
cant amount of Joule-heating is required in order to obtain a sufficient mobility of both oxygen 
ions as well as cation ions. 
4.4 Electronic processes 
Although strong experimental evidence exists that electroforming is connected with ionic 
movement as discussed previously, detailed studies of the early stage of electroforming have 
shown that electronics processes play a dominant role in initiating the forming procedure [14].  
Figure 9 shows the voltage across a Pt/Ta2O5/Pt device as a function of time. Each curve cor-
responds to the trace during a single voltage pulse applied to the same device. The gradual 
decrease of voltage in the beginning is associated with the decrease of the resistance with in-
creasing Joule-heating. The rapid drop between 45 and 55ns corresponds to the beginning of 
the electroforming process. No permanent change of the device takes place after the pulses 
(1)-(3). Therefore, the initial part of the sharp resistance drop is volatile and has to be electronic 
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in nature [14]. It is important to note that the current flow induced by this electronic instability 
is initially uniform and can spontaneously and reversibly constrict to a localized filament. For 
pulse (4), the resistance drop is permanent and the electroforming process can be regarded as 
completed. One can conclude from these experiments that electroforming is initiated through 
purely electronic and reversible events, to be followed by oxygen vacancy movement or struc-
tural changes. 
Fig. 9:Pulsed electroform-
ing experiments: The differ-
ent voltage-time curves are 
determined for voltage 
pulses with different pulse 
length [14].  
Another scenario which hints on the initiation of the electroforming process by electronic ef-
fects, is the appearance of fractional, dendrite-like structures in Ta2O5 devices shown in figure 
10 (a). Since the formation of this structure is strongly enhanced in the presence of an interface 
adsorbate layer, it is concluded that these structures are induced by an avalanche discharge 
between the top electrode and the Ta2O5-x layer as sketched in figure 10(b). The entire dendrite 
region becomes permanently conductive and shows a significant valence change from Ta5+ to 
Ta4+ [15]. Therefore, one can conclude that the avalanche discharge induces local heating which 
subsequently results in a reduction of Ta2O5-x in the whole dendrite area (figure 19 (c)) and a 
decrease in the cell resistance. 
 
Fig. 10: a) Optical microscope image of the Pt top electrode after electroforming. b) Scheme 
of the MIM structure with adsorbate layer in between the Pt/Ta2O5-x interface. The avalanche 
discharge preferentially takes place at the impurities. c) Schematic profile of the dendrite-like 
structure with an interfacial layer (consisting of H2O and hydrocarbons) (green circles), Ta2O5-
x (blue circles), Ta bottom electrode (grey circle) and the conductive path (orange/yellow cir-
cles depicting oxygen vacancies and Ta4+ ions) developed after forming with a positive voltage 
at the platinum top electrode.[15] 
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4.5 Forming free devices 
Tuning of the oxygen vacancy concentration in HfO2-x thin films by the deposition conditions 
showed that the forming voltage systematically decreases with increasing oxygen vacancy con-
centration [16]. Since an increased oxygen vacancy concentration goes along with a higher 
electronic conductivity, Joule heating and temperature-accelerated ionic motion becomes sig-
nificant at lower voltages. If the forming voltage approaches the switching voltage, the devices 
can be regarded as forming-free.  
As mentioned previously, in cell stacks with oxidizable electrodes, a redox-process with the 
metal electrodes takes place and results in an increase of the oxygen vacancy concentration in 
the oxide layer. It has been shown for Nb:STO/SrTiO3/Ti devices that the degree of  oxidation 
of the Ti electrode depends on the relative thickness of STO to the Ti cap layer [17]. If the Ti 
thickness exceeds a certain value, the devices become forming free. This effect has been con-
firmed for a large variety of layer stack combinations such as and HfO2/Hf [18]. Figure 11 
shows a linear dependence of the forming voltage on the HfO2 thickness of HfO2/Hf cells. As 
can be seen from the set statistics in the inset of figure 11, a stack with 2nm thick HfO2 can be 
regarded as forming-free. 
 
Fig. 11: Dependence of the 
forming voltage on the oxide 
thickness. Inset: Weibull-plot 
for the SET process for the 1st 
and the next set events. The 
cell can be regarded as form-
ing-free  [18] .  
 
5 Switching mechanism 
5.1 Experimental evidence for valence changes during switching 
As mentioned in the previous chapter, the forming procedure results in the creation of a conduct-
ing filament. Therefore, it is likely to assume that the filament is interrupted during the RESET 
process and restored during the SET process. In order to clarify the microscopic origin of the 
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switching process in SrTiO3/Pt devices, spectromicroscopic investigations have been performed 
on devices in the LRS and in the HRS, respectively, after delaminating the top electrode [13]. 
The delamination of the top electrode is necessary since the employed X-ray absorption spectros-
copy has an insufficient probing depth to detect chemical changes beneath the Pt electrode layer. 
Figure 12 shows the Ti L-edge in different regions of a device in the HRS and in LRS, recorded 
in a photoemission electron microscope (PEEM). For the sample in the LRS, a clear filament 
region can be identified where the Ti K-edge shows strong deviations from the typical Ti4+ spectra 
recorded on the remaining device area. A comparison of the spectrum with reference data from 
the literature [19] clearly proves the presence of Ti3+ in this filament region. Based on a principle 
component analysis, we determined Ti3+ maps for the two devices in the different resistive states 
which can be seen in the left of figure 12. These results clearly prove that resistively switching of 
the Pt/SrTiO3 devices can be assigned to a valence change on the Ti site. 
Fig. 12: PEEM analysis of SrTiO3 cells in HRS and LRS. On the right are depicted the 
Ti L-edge spectra within the filament and outside. The left shows the false colour maps
of the Ti3+ content determined by principle component analysis [13]. 
The same experimental approach has been used for the analysis of the Ta/Ta2O5-x /Pt devices 
which exhibit a dendrite-like pattern after electroforming as shown in figure 10. Figure 13 
shows the Ta 4f core level X-ray photoelectron spectra for the dendrite region in LRS (c) and 
HRS (d), respectively.  The spectra have to be fitted by a Ta5+ (blue spectrum) as well as a Ta4+ 
(red spectrum) contribution. It can be clearly seen that the Ta4+ contribution is strongly in-
creased in the LRS state. Figure 13(a) and (b) shows the lateral distribution of the Ta valence 
state within the device area.  
Whereas the device in the HRS shows almost no Ti4+ contribution, the sample in the LRS shows 
a significant Ta4+ contribution in nearly the whole dendrite area. Based on the analysis one can 
conclude that resistive switching in these devices is based on a valence change in the Ta2O5 
which results in the formation of the metastable TaO2 phase within the dendrite region [15]. As 
the inelastic mean free path for photoelectrons at a kinetic energy of 1460 eV is approximately 
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2.3 nm [21], we can estimate that the depth underneath the top Pt electrode (called disc) where 
a valence change takes place during resistive switching is greater than or equal to 2.5 nm. 
While PEEM analysis of devices is limited to detect filaments exceeding the 20nm scale, cross 
sectional high resolution annular dark field (HAADF) investigation in a scanning TEM (STEM) 
provide atomic resolution. Figure 13(e) and (f) show HAADF-STEM image of a Pt/TaO2-
x/Ta2O5-x/SiO2/Pt device stack in the HRS and LRS, respectively. During electroforming, the 
Ta2O5 has moved into the SiO2 interlayer and has formed a network of 1nm long filaments 
which are marked with yellow arrows. During resistive switching, a strong change of the con-
trast in the filament region is observed which can be attributed to a change of the Ta2O5-x to 
lower valence states [20]. These atomic scale investigation show that valence changes might 
not occur at a single compact filament, but might be fragmented into multiple filaments at the 
active device electrode. 
 
Fig. 13: (a)-(d) PEEM analysis of a Ta/Ta2O5-x /Pt device shown in figure 10(a) after Pt delam-
ination. False color maps showing the distribution of Ta4+ (yellow) and Ta5+ (blue) for the LRS 
a) and HRS b). Ta 4 f core level spectra from the dendrite-like structure (red curve) and the 
reference region (blue curve) for an LRS c) and HRS c) cell. The spectra were fitted with two 
components, one for Ta2O5-x (blue) and one for the low binding energy component TaO2 (red), 
the total fit is presented by the pink curve[15]. (e)-(f): In situ HAADF-STEM analysis of a 
Pt/TaO2-x/Ta2O5-x/SiO2/Pt device on LRS (e) and HRS (f), scale bars: 5nm[20].  
 
5.2 Modelling of the switching process 
Based on the experimental findings in the different systems described above it is reasonable to 
assume that resistive switching goes along with a valence change within the filaments created 
during the electroforming procedure. As will be shown in detail in contribution D4, one has to 
assume that this valence change is restricted to a nanoscale  region  in the vicinity of the active 
electrode in order to realize a sufficient fast movement of oxygen vacancies to enable fast 
switching events in the ns scale.  
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Figure 14(a) illustrates a simplified view of the switching process based on these considera-
tions. A typical MIM systems consists of an active interface (active electrode, AE), at which 
the switching takes places, a mixed ionic-electronic conducting (MIEC) I-layer, and an ohmic 
counter electrode (OE). A typical I-V characteristic is shown in figure 14(a), together with 
sketches of the switching mechanism. In the HRS (Figure 14(a) A), the filament consists of the 
n-conducting MIEC oxide (called plug) and a potential barrier (called disc) in front of the left 
electrode. Upon application of a negative voltage, oxygen vacancies from the plug part of the 
filament are attracted into the barrier (Figure 14(a) B), which results in a significant decrease 
of the barrier height due to a local reduction process, which turns the cell into the LRS (Figure 
14(a) C). For the RESET, a positive voltage is applied to the active interface which repels the 
oxygen vacancies (Figure 14(a) D), leading to a local re-oxidation, and turns the cell into the 
HRS again. 
The band diagram of the active interface in the LRS and HRS is shown schematically in Figure 
14(b). Because of the small dimensions, the exact potential landscape will be determined by the 
local density of states (LDOS) which deviates from this macroscopically defined band picture. 
For a qualitative discussion of the states, however, the band picture approximation is suffi-
ciently precise. In the OFF state, a significant energy barrier exists which originates from the 
fact that the disc region is fully oxidized. The temperature dependence of the resistance in the 
OFF state ROFF typically shows a thermally activated characteristics. In our picture, it will be 
mainly determined by Rdisc,OFF(T) if the cells - and, hence, the conduction through the remaining 
area is not too large. Presumably Rdisc,OFF(T) is caused by a thermionic transmission over the 
barrier. An additional current contribution may be due to direct tunneling or Fowler-Nordheim 
tunneling. In any case, as expected for any potential barrier, Rdisc,OFF shows a strong voltage 
dependence, i. e. it is a highly non-linear resistor which gives rise to pronouncedly non-linear 
I-V characteristics. 
During SET, oxygen ions are removed from the disc. For homogeneous systems, this is identical 
with an injection of oxygen vacancies which will be (at least partially) compensated by elec-
trons. A local lattice rearrangement may take place as well, which could be described in terms 
of a local phase transformation. In any case, the extraction of oxygen ions will lead to a (chem-
ical) reduction of the disc region which in turn will result in a significant decrease in the barrier 
width and/or height (Figure 13b). In the LRS, as a consequence, there is a pronounced increase 
of the thermionic conduction and of the tunneling conduction. RON is determined by the series 
combination Rdisc,ON and Rplug, while the contribution from the remaining area can be neglected. 
Therefore, the temperature dependence of RON might be dominated by Rplug. Rplug(T) is supposed 
to be weak because the n-conducting oxide represents a semiconductor in the saturation regime 
or (more often) a degenerate semiconductor which can be described as a metal (Sec. 3.4). Dur-
ing RESET, oxygen ions are attracted into the disc, leading to the HRS again. 
Based on the idea of the vacancy modulation of the Schottky-barrier described above, 1D nu-
merical simulation have been performed within a drift-diffusion model of electronic-ionic 
transport in an n-conducting mixed ion-electronic conductor [22]. The two electrodes of the 
MIM structure are assumed to form ion-blocking Schottky-barriers with different barrier height. 
Therefore, the simulations also include the scenario of one Schottky-contact and one ohmic 
contact as described above. The current transport in the MIM structures occurs via electron 
tunneling and thermionic emission. Capturing the transition between Schottky and ohmic con-
tact resistance upon temperature-accelerated ion migration induced by Joule heating, the model 
describes experimentally observed IV curves. 
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Fig. 14:(a) Schematic I-V curve of a VCM cell together with  the different stages of 
the switching procedure in the vicinity of the active interface. The green spheres indi-
cate oxygen vacancies, the purple spheres indicate metal ions in a lower valence state. 
(A) OFF state (HRS); (B) SET process; (C) ON state (LRS); (D) RESET process. 
(b) Illustriation of the oxygen vacancy distribution and the band-diagram at the inter-
face after SET and RESET.[3] 
 
Figure 15 shows the quasistatic I-V curve based on Schottky-barrier heights at the two inter-
faces of 0.7eV and 0.1 eV, respectively. Furthermore, at 7 different stages of the I-V curves, 
the oxygen vacancy profiles as well as the band-diagram is depicted. It can be clearly seen that 
the most pronounced difference between LRS and HRS is the modification of the barrier width 
at the interface with the higher barrier height, forming the active interface. 
715
D3 — 16 Regina Dittmann 
Fig. 15: 1D numerical simulation of the IV-curves by drift-diffusion of electronic-ion transport 
combined with asymmetric Schottky barriers at the two interfaces [22]. A-G: spatial depend-
ence of the oxygen vacancy concentration and the band-diagram within different stages of the 
hysteresis curve [23] 
 
5.3 Toggling of the switching polarity 
In the simple consideration that one single interface is the active interface and the other interface 
acts as starting point for the filament-shape virtual cathode, the switching polarity is well de-
fined to be counter-eightwise (as depicted in figure 14) assuming that the active interface is 
biased and the other interface is grounded. However, it is often reported in the literature that 
the switching polarity can be turned by slight modifications of the switching stacks or that the 
switching polarity can be modified by the biasing procedure. Figure 16 shows the I-V curve of 
a forming-free Pt/Ti/TiO2/W stack for the first and second cycle, respectively. Whereas the cell 
shows counter-eightwise switching polarity in the first cycle, the polarity is turned to eight-wise 
polarity in the second sweep. By carefully adjusting the biasing scheme, one switching polarity 
could be stabilized [24]. This observation implies that the active interface is changing for dif-
ferent biasing schemes and the related oxygen vacancy distribution at the interface. Since W 
and Ti are both low work function metals, slight changes in the barrier heights could result in a 
change of the active interface. 
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Fig. 16: I-V curve of a 
Pt/Ti/TiO2/W stack. The switching 
polarity is counter eightweise for 
the first cycle and changes to 
eightwise in the second cycle [24]. 
 
 
By changing the relative Schottky-barrier heights at the two electrodes in the drift-diffusion 
model [22] mentioned above one can obtain both switching polarities, namely, eightwise and 
counter-eightwise as well as the so called complementary CS switching when both interfaces 
have similar interface barriers. The case of CS switching can be regarded as intrinsically anti-
serial connected resitive switches, so called complementary resistive CRS switches [25], which 
will be discussed in detail in contribution E4. 
The transition between bipolar and CS switching has been experimentally observed for several 
material systems such as Pt/Ta2O5/Ta/Pt which is illustrated in Figure 17 [26]. Whereas devices 
with 15nm thick Ta electrodes show well pronounced counter eightwise switching (fig-
 
Fig. 17: Modification of the switching mode by varying the Ta electrode thickness of 
Pt/Ta2O5/Ta/Pt stacks; (a) For 15nm Ta thickness the cell show bipolar counter-eightwise 
switching, whereas for 5nm Ta thickness CS switching is observed (c). A possible scenario for 
the interface configuration for (b) 15nm Ta and (d) 5nm Ta [26]. 
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ure 17(a)), cells with 5nm Ta exhibit CS switching after a few cycles (figure 17(c)). One pos-
sible explanation is illustrated in figure 17(b) and (c). Due to the reduced thickness of the Ta 
layer, it might be completely oxidized and result in a more or less symmetric stack with two Pt 
electrodes. Another possibility could be that Ta sucks a different density of oxygen during the 
interface reaction and thereby changes its workfunction for the different thicknesses [27]. As a 
result, the workfunction of a 5nm thin Ta electrode with increased relative density of oxygen 
could become similar to the Pt electrode resulting in a symmetric stack which exhibits CS 
switching [26]. 
Besides the toggling of the switching polarity by the electrode thickness in polycrystalline bi-
nary switching systems, it has been shown in crystalline SrTiO3 and Sr2TiO4 thin films grown 
on Nb-doped SrTiO3 that the switching polarity can be turned by the film thickness or its defect 
density [28]. Whereas for thick films and high defect densities, both switching polarities coexist 
[8], for ultrathin films and low defect density the eightwise polarity dominates [28].  
5.4 Interface and surface reactions 
A large variety of experimentally observed phenomena can be nicely explained by assuming 
a redistribution of oxygen vacancies within the layer stacks. In that case, drift-diffusion mod-
els considering oxygen blocking electrodes [22] can sufficiently describe the microscopic 
switching mechanism. However, electrode reactions during fabrication as well as during elec-
trical biasing imply that they might play a role during the switching process as well. Indeed, 
in operando X-ray photoelectron spectroscopy on Ti/HfOx/TiN devices gave experimental 
hints that the Ti electrode is directly involved in the switching process. Figure 18 shows the 
Ti core levels of Ti/HfOx/TiN cells in different resistive states [29]. During electroforming, a 
significant decrease of the metal contribution as well as an increase in the Ti4+ contribution 
has been observed. The difference between LRS and HRS is less pronounced, however, a 
small shift of the spectral weight from high Ti valence states (Ti3+) to low valence Ti states 
(Ti1+) has been observed during SET operation (see figure 18 (d)). The observed eightwise 
switching polarity is consistent with a reversible redox-reaction between a TiOx layer at the 
bottom electrode and the HfOx switching layer, resulting in a change of the band-bending at 
the Ti/HfOx interface [29]. 
While it is straight-forward to discuss a redox-process between oxidizable electrodes and 
switching oxides, a variety of experiments also hint on a redox-process taking place at noble 
metal electrodes such as Pt although this process can be regarded as less likely since Pt is gen-
erally regarded as oxygen blocking electrode. One possibility suggested is the formation of 
PtOx [30] which, however, requires a high formation energy. Since it has been clearly proved 
that oxygen is excorporated during electroforming, resulting in a formation of bubbles under-
neath the Pt top electrode as shown in figure 4, one could also speculate of an oxygen excorpo-
ration/incorporation as possible switching mechanisms. In that case, the redox-reaction might 
be restricted to the three phase boundary or oxygen transport has to take place via grain bound-
aries or cracks in the Pt electrode. Since a large variety of publications show a dependence of 
the resistive state level (e.g. [31]) or the reset probability [32] on the ambient oxygen pressure, 
excorporation/incorporation as switching process has to be considered as possible scenario for 
noble metal electrodes.  
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Fig. 18: Ti2p core-
level spectra measured 
on Ti/HfOx/TiN devices 
with a photon energy 
of 8eV in different re-
sistive states with fit 
curves considering 5 
different Ti oxidation 
states.(a) virgin state, 
(b) OFF-state (HRS), 
(c) ON-state (LRS). In 
(d) the relative intensi-
ties of the oxidation 
levels in the different 
resistive state have 
been summarized [29].
 
 
5.5 Cationic motion 
In the previous part of this contribution, resistive switching has been described as the move-
ments of oxygen vacancies, however, cation interstitials might be another possible candidate 
for a donor-type defect. For crystalline perovskite materials such as SrTiO3 with a closely 
packed lattice, interstitial defects can generally be excluded. For binary oxides, cation interstials 
are well accepted as donor-type defects, however the relative mobility of oxygen vacancies and 
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cation interstitials is under controversial debate. It has been recently suggested that Ta intersti-
als might become the dominant donor-type defect responsible for resistive switching in 
Ta/Ta2O5/Pt cells [33], [34]. By inserting a graphene layer at the Ta/Ta2O5 interface, the oxida-
tion of TaOx is suppressed resulting in a filament growth based on Ta interstitials rather than 
on oxygen vacancies (see figure 19(a)). As a result, the cells show I-V curves (see figure 19(b)) 
which can assigned to an electrochemical metallization cell (ECM) type of switching addressed 
in contribution D2.  
Fig. 19: (a) Sketch of the formation of a Ta filament in Pt/Ta2O5/Ta cells; Modification 
of the switching mode from VCM to ECM switching by the introduction of a graphene
layer at the Ta interface [33], [34]. 
6 Stability of the resistive states 
Many research groups in academia and industry have already presented devices with excellent 
device performance. The ultimate aim regarding device performance is an endurance (write 
cyclability) of at least 107 cycles [1]. Most of all, the ultra-nonlinear switching kinetics (also 
called voltage-time dilemma) between extremely fast switching times (≤ 10-100 ns) and long 
retention times (exceeding 10 years) has to be met for non-volatile memory applications.  
In this contribution, we have so far only focussed on the description of the static redox-pro-
cesses taking place during electrical biasing such as during electroforming and resistive switch-
ing. All aspects connected with the kinetics of the switching processes such as the movement 
of oxygen and the related energy barriers which have to be overcome during resistive switching 
will be considered in great detail in contribution D4. Furthermore, reliability issue such as de-
vice failure will be the content of E1. 
Therefore, in the following we will only briefly describe some basic aspects of data retention 
of VCM cells. For any discussion of the stability of states and the long term reliability, one 
should keep in mind that only one of the states, LRS or HRS or any intermediate state, can be 
thermodynamically stable. Due to the nature of redox-based resistive switching, the other 
state(s) must be metastable. They are frozen-in after a kinetically fast (i. e. temperature- and/or 
field-accelerated) switching event. The reason for only one state being the thermodynamically 
stable state is due to the fact that there may be only one arrangement of ions and atoms which 
has the lowest free energy. This is different to ferroelectric and ferromagnetic systems in which 
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states with opposite polarization direction may both by thermodynamically stable. It should be 
mentioned that in ReRAM cell, both states may be metastable, e. g. characterized by a frozen-
in enrichment or a frozen-in depletion of oxygen vacancies in front of an electrode interface. 
Fig. 20: (a)Impact of the Ta thickness on the retention of  LRS and HRS of TiN/Ta2O5/Ta 
cells.(b) Sketch of the explanation for the difference in the stability of HRS and LSR observed 
in (a), including a sketch of the oxygen chemical potential along the filament [35]. 
  
Based on simulations of the I-V-characteristics and retention times, one finds that the retention 
failure mechanism for the LRS is based on the rupture of conducting filaments caused by re-
oxidation due to oxygen diffusion from the side [36], [37] or along the vertical direction [38]. 
Recent studies on the technologically most relevant systems of HfO2-x [39] and Ta2O5-x [35], 
however, reveal that extremely high retention times can be achieved with oxidizable electrodes 
or certain interlayers (the so-called oxygen scavenging layer). Phenomenologically, this finding 
was attributed to the stability of certain oxygen distributions in the layer stack and filaments 
with sufficient oxygen vacancy concentrations to be stable against re-oxidation. It is interesting 
to note that the data retention in TiN/Ta2O5/Ta cells crucially depends on the Ta thickness which 
results in a different oxygen vacancy distribution at the Ta/Ta2O5 interface as previously dis-
cussed. While for the 10nm thick Ta electrode, the LRS shows a significant resistance drift 
towards the HRS, the LRS is stable for the 30nm thick Ta electrode and the HRS drifts towards 
the LRS over time (figure 20(a)) [35]. As sketched in figure 20(b), the observation might be 
attributed to the difference in the chemical potential of oxygen along the filament, which orig-
inates from the different density of oxygen solved in the Ta electrodes with different thick-
nesses. This results in a thermodynamically stable LRS for the 30nm thick Ta electrode and a 
stable HRS for the 10nm thick Ta electrode. 
Besides consideration about the thermodynamic stability of different states, an alternative ap-
proach is to increase the constraints for reoxidation to the system by kinetically hindering the 
oxygen back-diffusion. Noman et al. showed that in the absence of internal electric fields, 
SrTiO3 cannot exhibit fast switching and long retention times simultaneously [40]. In fact, re-
tention failure after short times was reported for the LRS in homogeneous single crystalline 
SrTiO3 [41].  Polycrystalline and single crystalline SrTiO3 films with considerable amounts of 
extended defects, on the other hand, exhibit much better retention behavior [41], [42] possibly 
induced by local variations of the diffusion constants. Furthermore, it has been observed that 
phase separation of SrTiO3 into Sr-poor SrTiO3 and SrO (figure 21(b)) results in a stabilization 
of the LRS (figure 21(a)) since oxygen diffusion is strongly hindered in the SrO layer [13]. As 
a result, a reoxidation of the oxygen deficient SrTiO3 filament is prevented. A comparable 
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mechanism might take place in HfO2/Hf cells, where the interface reaction results in the for-
mation of an oxygen deficient HfO2-x layer and a Hf electrode with a certain amount of dissolved 
oxygen. Since ab-initio calculation have shown that the oxygen vacancy mobility is strongly 
enhanced in oxygen-deficient HfO2-x, this layer might act as sublayer where fast diffusion takes 
place [43]. On the other hand, the Hf layer may act as oxygen reservoir and as oxygen diffusion 
blocking layer [43] which prevents the reoxidation of the LRS. Besides these intrinsically 
formed bilayer systems, many groups intentionally grow bilayer systems containing one oxygen 
blocking layer such as Al2O3 in order to improve the device stability [13], [44]. 
 
Fig. 21: (a)Time dependence of the LRS and HRS for different SrTiO3 thin film devices showing 
stable retention or LRS retention failure, (b) Spectroscopic investigation of devices with stable 
retention and retention failure: the right figures shows the comparison of the OK-edge which 
hints on the formation of SrO in the filament region of the device with stable retention. The 
PEEM false colour on the left depicts the spatial distribution of SrO on the device area. [13] 
 
7 Summary  
The basic working principle of resistive switching in VCM cells is the field induced and tem-
perature accelerated movement of donor type point defects which goes along with a valence 
change of the metal ion and results in a strong modulation of the electronic transport. Although 
it is in most cases assumed that oxygen vacancies are the dominant mobile defects, metal inter-
stitials might be an alternative option for donor type defects responsible for some of the ob-
served switching phenomena. During the first electrical biasing step, the so called electroform-
ing procedure, a conducting filament is created which is subsequently locally interrupted during 
the switching process. Electroforming is based on ionic movement and an anodic oxidation, 
which goes along with the excorporation of oxygen and the local formation of a front of oxygen 
vacancies. However, detailed studies of the early stage of forming have shown that reversible 
electronic effects initiate the electroforming process and induce permanent changes in the ionic 
lattice in the later stage. Besides the creation of point defect oxygen vacancies, electroforming 
often goes the along with structural changes such as the formation of dislocations, stacking 
faults or phase changes. Resistive switching can to a certain extend be successfully described 
by the drift-diffusion of oxygen vacancies and the resulting modulation of the interface barriers. 
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Depending on the work functions of the two metal electrodes and the specific interface config-
uration, bipolar switching with two possible switching polarities (eightweise, counter-
eightwise) or CS switching can be obtained. In the case of non-noble metal electrodes, however, 
the interface reaction between electrode and oxide is of key relevance, resulting in the formation 
of interface oxide layers on the one hand and in the formation of oxygen vacancies in the switch-
ing metal oxide on the other hand. In that case, interface reactions have to be considered as 
relevant for the switching process and might be superimposed with the drift-diffusion induced 
modulation of the interface barriers. In order to exhibit fast switching and long term stability at 
the same time, it is advantageous to employ bilayer systems (either intrinsically formed or in-
tentionally grown) consisting of one sublayer with high oxygen vacancy mobility and an oxy-
gen reservoir with a high kinetic barrier for the backdiffusion of oxygen. 
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1 Introduction 
Redox-based resistive switching devices based on the valence change mechanism (VCM) or 
the electrochemical mechanism (ECM) attract great attention for their utilisation in resistive 
redox-based random access memories (ReRAM) [1-4]. In ReRAMs the binary information is 
encoded as different resistance states, i.e. a low resistive state (LRS) and a high resistive state 
(HRS). ECM and VCM cells exhibit a bipolar operation scheme. They switch from the HRS 
to the LRS with one voltage polarity - the SET operation - and switch back with the opposite 
voltage polarity during the RESET operation. ReRAMs show very promising properties: non-
volatility, fast device operation (< 10 ns) [5-7], high endurance (>1010 cycles) [8, 9] and good 
retention properties [10]. The write energy of these devices is in the rage of hundreds of fJ to 
a few pJ, which is higher than in conventional dynamic random access memory (DRAM). The 
non-volatility feature, however, leads to an overall lower energy consumption during opera-
tion. In order to meet the requirements for a competitive non-volatile memory, a ReRAM has 
to offer both fast switching and long-lasting read-disturb immunity. This means that upon 
excitation with only a few volts it has to switch as fast as nanoseconds. In contrast, upon ap-
plying a constant read voltage of a few hundred millivolts the resistance has to stay constant 
for up to ten years [3, 11]. Hence, the underlying physical processes that control the resistive 
switching mechanism should lead to a non-linearity of more than 15 orders of magnitude in 
time. In order to identify these processes, the ECM and VCM mechanisms are briefly re-
viewed.  
A typical VCM cell consists of a metal oxide such as HfO2 [12, 13], Ta2O5 [9, 14-16], TiO2 
[7, 17-20] or SrTiO3 [21-23] sandwiched between an inert metal electrode, e.g. Pt or TiN, and 
an oxidisable one, e.g. Ta or Ti. In order to switch repetitively between the LRS and the HRS, 
an electroforming process is required in general. Thereby, the oxide is reduced by the extrac-
tion of oxygen via one of the electrodes under an applied voltage leaving behind oxygen va-
cancies. This results in the formation of a conducting filament consisting of a sub-
stoichiometric oxide with a high oxygen vacancy concentration [3, 20, 24]. The resistive 
switching occurs in this filamentary region and is related to the movement of mobile donors 
such as oxygen vacancies. The local concentration of the mobile donors modulates the device 
resistance twofold. First, the local conductivity increases with increasing donor concentration. 
Second, the electro-static barrier at the metal/oxide interfaces decreases due to the Schottky 
effect, when the concentration of donors close to the interface increases [3, 19, 25-26][27]. In 
a VCM cell, a Schottky contact forms at the inert metal electrode and an ohmic contact forms 
with the oxidisable electrode. In this configuration the cell is set to the LRS, when the oxygen 
vacancies move to the Schottky contact and its barrier decreases enabling a high current injec-
tion. By reversing the polarity oxygen vacancies move away from this contact, the electrostat-
ic barrier is reestablished and the cell resets. In addition to the movement of oxygen vacan-
cies, oxygen exchange during switching could occur. Further details of the VCM switching 
processes are described in Chapter D3. 
ECM cells consists of an active silver or copper electrode, an ion conducting layer, and an 
inert electrode (e.g. Pt). The switching mechanism is based on the electrochemical growth and 
dissolution of a silver or copper filament [28, 29]. When a positive voltage is applied to the 
active electrode, the electrode is oxidised and silver/copper ions are injected in the ion con-
ducting layer. These ions migrate within the electric field toward the inert electrode where 
they are reduced. After a nucleation step a silver or copper filament forms, which grows to-
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wards the active electrode until an electronic contact is established. Depending on the current 
limitation this could either be a galvanic contact or a remaining tunneling gap between fila-
ment tip and active electrode [30]. By reversing the voltage polarity, the electrochemical pro-
cesses are reversed and the filament dissolves. Further details of ECM switching are described 
in Chapter D2. 
This chapter focuses on the switching kinetics of ECM and VCM devices as described in [11]. 
First, it is described how physical and electrochemical process can limit the switching speed 
and affect the nonlinearity of the switching kinetics in general. Then, experimental observa-
tions and modeling results of ECM and VCM cells are discussed. 
2 Switching kinetics: General considerations 
In order to understand the nonlinear switching kinetics of ReRAMs one has to consider all 
electrochemical and physical processes that are involved in the resistive switching effect. Ac-
cording to the switching mechanisms described above these are: (i) Ion migration, (ii) elec-
tron-transfer (redox) reactions, and (iii) electrocrystallisation/nucleation. In a particular ECM 
or VCM cell all of these processes might be present. The slowest process, however, will limit 
the switching speed and determine the nonlinearity of the switching kinetics. In the following 
the degree of nonlinearity that results from these processes will be discussed. 
2.1 Limiting processes 
The ion migration processes can be mathematically described by the Mott-Gurney law for ion 
hopping  
hop,0
hop
B B
2 exp sinh
2
W azej zeaf E
k T k T
Δ   
= −      
. (1)
Here, jhop denotes the ionic current density, z the charge number of the hopping ion, e the ele-
mentary charge, f the jump attempt frequency, ΔWhop,0 the hopping barrier, kB the Boltzmann 
constant, a the hopping distance, T the local temperature, and E the electric field. For high 
electric fields E > 2kBT/(aze) an exponential relation between current density and electric field 
results. In contrast, the ionic current depends linearly on the applied electric field for 
E < 2kBT/(aze). The electric field is defined as the voltage V that drops over a distance w ac-
cording to E = V/w. The distance w can be the thickness of the switching layer or only a small 
part of it where the switching takes place. 
The current jet that results from electron-transfer reactions at the metal/ion-conducting layer 
interface is described by the Butler-Volmer equation 
( )et
et 0, et et
B B B
1
exp exp expet
zeW zej j
k T k T k T
α αϕ ϕ
  −   Δ
= − Δ − − Δ           
 (2)
and depends on the activation energy ΔWet, the current prefactor j0,et, the charge transfer coef-
ficient α, and the electron-transfer overpotential Δφet. The first exponential term in Eq. (2) 
describes the oxidation reaction, whereas the second exponential term describes the reduction 
reaction. If the overpotential is zero, both processes occur at the same rate and the redox reac-
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tion is in a dynamic equilibrium. For Δφet  > 0 the oxidation reaction overweighs, whereas the 
reduction dominates for Δφet  > 0.  
Electrocrystallisation describes nucleation and crystal growth in electrochemical systems un-
der influence of electric fields. In this process also a charge transfer is involved in the for-
mation of a new phase. The nucleation time tnuc, which is the required time to form a stable 
nucleus, depends exponentially on the nucleation overpotential Δφnuc according to 
( )nuc
nuc nuc
B
exp exp c
B
N zeWt
k T k T
α ϕ + Δ∝ − Δ     
. (3)
Here, ΔWnuc is the nucleation activation energy and Nc gives the number of atoms that is re-
quired to form a stable nucleus. 
Despite their different physical and electrochemical nature, all of these processes obey an 
Arrhenius-type law. Thus, all processes are exponentially enhanced when the temperature 
increases due to local Joule heating. In addition, the activation barrier can be lowered by a 
sufficiently high electric field, which results in an exponential dependence on the electric 
field. It should be noted that the minimum resulting effective barrier height is 0. Thus, the 
activation energy also contains the information on how many orders of magnitude in nonline-
arity are achievable. To achieve more than 15 orders of magnitude at an ambient temperature 
of 300 K (400 K) an activation energy ΔW > 0.9 eV (1.2 eV) is required [11]. This activation 
energy only gives the required amount of nonlinearity. To fulfill the 10 y retention require-
ment the activation energy has to be slightly higher [31].  
2.2 Electric-field dependence of the switching kinetics 
Due to the physical parameters the different processes exhibit different degrees of nonlineari-
ty. In a pulse experiment, plotting the logarithm of the switching time ln(tsw) against the 
switching voltage Vsw would result in different slopes m. Thus, the analysis of the slopes can 
help to identify the limiting processes. According to Eqs. (1) to (3), the slopes  
( ) ( )
hop red ox nuc
B B B B
1
, , , and
2
cze N zeaze azem m m m
k Tw k T k T k T
α α− +
= − = − = − = −  (4)
can be extracted for the ion hopping, reduction, oxidation and nucleation process, respective-
ly. Instead of using the slope m for comparison of different processes, one can use the voltage 
increment  
( )110 ln 10xV m−Δ = −  (5)
that is required to accelerate the switching speed by a factor of 10. The voltage increment and 
the corresponding slope mexp can be extracted from experiment. Using Eq. (4) and Eq. (5) and 
assuming a single limiting process, the required physical parameters to achieve this increment 
can be calculated and checked for physical meaningfulness. Here, two cases are of special 
interest: i) If |mexp∙kBT/(ze)| > 1, only assuming the nucleation process as limiting factor results in 
physically meaningful parameters. ii) For the ion hopping process, a physically reasonable 
value for the ratio a/w should be smaller than 1/5. In that case the voltage drops over a dis-
tance of not less than w = 1.5-2.5 nm for a reasonable hopping distance of 0.3-0.5 nm. Thus, if 
|mexp∙kBT/(ze)| > 1/5, ion hopping can be excluded as the only limiting process. 
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Assuming some reasonable limiting parameters, which are given in the figure caption, the 
different slopes are plotted as normalised switching time versus applied voltage in Figure 1 
[11]. The nucleation process shows the highest nonlinearity followed by the electron-transfer 
reaction and the ion hopping process. When more than a single process is present in a specific 
device, the slowest one will determine the slope in the t-V diagram. The process with the 
steepest slope will most likely determine the slope at low voltages, whereas a process with a 
flatter slope will limit the switching speed at higher voltages. Overall, one would expect that 
the slope in the t-V diagram is flattening out when the nonlinearity is only achieved by electric 
field. 
 
Fig. 1: Illustration of the nonlinearity in the switching kinetics obtained for
electric-field enhanced nucleation (red), electron-transfer reaction (green), 
and ion migration (blue) in the limiting scenarios explained below. The differ-
ent processes cover a different range of slopes in the t-V diagram. For the ion 
migration curves a = 0.3 nm, and w = 2 nm and 25 nm are chosen as lower 
and upper limit. The charge transfer coefficient is chosen in a range between
0.1 ≤ α ≤ 0.9. For the nucleation Nc = 1, α = 0.1 and Nc = 3, α = 0.9 are used. 
For all lines z = 2 is assumed. Figure reprocuded from [11]. 
2.3 Temperature-dependence of the switching kinetics 
As the resistive switching in ReRAM devices takes place in a filamentary region, Joule heat-
ing is expected to occur for significantly high dissipated power Pel, i.e. higher than a few mi-
crowatts. The local temperature can be estimated using 
( )0 th el 0 thT T R P T R I V V= + = + , (6)
where T0 is the ambient temperature and Rth the equivalent thermal resistance. The latter de-
pends on the thermal conductivities of the filament, the surroundings and the electrodes, and 
the geometry of the filament. According to Eq. (6) a strong power-dependence has to be ex-
pected. In the following, the temperature-acceleration of the ion hopping process is discussed. 
The conclusions, however, can be also extended to the other processes. 
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Figure 2 shows the interdependence of non-linearity and dissipated electrical power for two 
different current-voltage scenarios: (i) an ohmic behaviour with I = V/R, and (ii) a diode-like 
behaviour, i.e. I = I0∙(exp(V/V0)-1). The parameters are given in the figure caption. The local 
Joule heating effect clearly increases the switching speed. For low voltages, the ohmic (blue) 
and the diode-like (red) scenarios equal the constant temperature case (black). As soon as 
Joule heating sets in, the slope becomes steeper than in the case of sole voltage/field accelera-
tion with constant temperature. For the ohmic behaviour, Joule heating sets in at lower volt-
ages than for the diode-like behaviour as the current is higher at low voltages. The crossing 
point in t-V diagram marks the point where the I(V) pair of values are identical for both sce-
narios. From the comparison of both scenarios it appears that the nonlinearity is highly de-
pendent on the nonlinearity of the I-V relation. It is remarkable that the switching kinetics 
differ strongly in the t-V diagram but are almost similar in the t-P diagram. This illustrates the 
strong power-dependence in the chosen scenario. The small difference in the t-P diagram can 
be related to the voltage/field acceleration of the ion hopping process. For P < 10 µW the 
temperature increase is below 15 K and the influence of Joule heating is small. To achieve the 
same power, however, a higher voltage has to be applied in the diode-like case than in the 
ohmic case. As a result the switching speed is slightly higher. In order to prove that the 
switching kinetics are power-dependent in a real ReRAM device it is useful to compare the t-
P curves for different programmed initial resistances. If only one process is limiting the 
switching speed, coinciding t-P curves should result for different initial resistances. This be-
haviour might change if several processes limit the switching speed. 
 
Fig. 2: (a) Illustration of the switching time vs. applied voltage calculated without Joule heat-
ing (black solid line) and with Joule heating assuming a linear I-V relation (blue solid line) 
and a diode like I-V behaviour (red solid line). The corresponding switching time vs. dissipat-
ed power plot is shown in (b) using the same colour code. The parameters used are: a = 0.5
nm, ΔWhop = 1 eV, V0 = 0.25 V, I0 = 2.38 µA, R = 10 kΩ, Rth = 1.25∙106 K/W. 
3 Switching kinetics of VCM cells 
The SET and RESET switching kinetics have been investigated for different device stacks 
using pulse experiments. Whereas systematic studies of the SET kinetics have been presented 
frequently, only few RESET kinetics study are available. One reason might be the nature of 
the switching event. While an abrupt current jump in the current transient indicates the SET 
time, the RESET transition is gradual. Thus, it is not easy to analyse the RESET kinetics sys-
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tematically. The RESET time also depends on its definition, which makes a fair comparison 
of different studies hardly possible.  
3.1 Analysis of the SET kinetics 
Figure 3 shows the published switching kinetics data of TiN/HfOx/TiN [32, 33], 
TiN/Ti/HfOx/TiN [34], TiN/HfOx/AlOx/Pt [35], Ti/HfOx/Pt [36], Pt/TiOx/Pt [37], Pt/TaOx/Ta 
[38], and Pt/SrTiO3/Ti [39] devices, as compiled in [11]. The observed inverse slopes are all 
very similar in a range of ΔV10x = 40-240 mV/dec. Moreover, most of the devices show only a 
single slope except for the TiN/HfOx/TiN cells of Ielmini and co-workers (red open squares) 
[33], the HfOx data published by Cao and co-workers (red filled squares) [36], and the SrTiO3 
data of Fleck and co-workers (black open squares) [39]. However, most of the studies only 
cover less than five orders of magnitude in switching time and another slope might appear in 
the non-studied voltage regimes. According to the switching mechanism discussed above the 
migration of double-positively charged oxygen vacancies is supposed to limit the switching 
speed. In order to explain the slopes by pure field-acceleration the voltage needs to drop over 
no more than 0.6 nm – 2.1 nm. This value seems to be quite low. In fact, the transient currents 
prior to the abrupt SET transition are typically higher than a few µA and hence Joule heating 
should occur. Thus, a combination of electric field and temperature acceleration is the most 
likely scenario. In fact, the data of Cao and co-workers (red filled squares) and Fleck and co-
workers (black open squares) show a flattening at lower voltages, which indicates the role of 
Joule heating.  
 
Fig. 3: Switching kinetics data for 
VCM cells of hafnium oxide (red) 
[32-36], titanium oxide (green) 
[37], tantalum oxide (blue) [38], 
and strontium titanate (black) 
[39]. A specific slope ΔV/dec(t) of 
each oxide material can be identi-
fied in a narrow range. Shifts 
along the voltage axis for same 
species are related to an increase 
of the oxide thickness. For HfOx 
and SrTiOx-based cells regimes 
with different slopes are observed. 
Figure reproduced from [11]. 
 
If temperature-acceleration dominates, a clear power-dependence of the switching time on the 
dissipated power should be expected. Nishi et al. analysed the switching kinetics data for two 
5 nm thick TaOx-based VCM cells A and B with different high resistive state [38]. As illus-
trated in Figure 4 the two data sets exhibit almost the same slope but are shifted by about 
0.3 V [11]. In contrast, the data sets coincide when plotted against the dissipated power during 
switching. As discussed above this is a clear indication for the dominant role of Joule heating 
in explaining the nonlinear switching kinetics. A similar behaviour was also demonstrated for 
measurements at room temperature and at 85°C [38]. The analysis of this data reveals a dif-
ference in the t-V diagram, but the data coincides in the t-P diagram. 
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Fig. 4: (a) SET switching time vs. applied voltage for different TaOx-based VCM cells A 
(blue) and B (red). (b) SET switching time plotted against the corresponding SET power ex-
tracted from the SET transients for both cells. While there is parallel shift in the t-V data, the 
t-P data coincide. Data are adopted from Nishi et al. [38]. Figure reproduced from [11]. 
Further evidence for the importance of Joule heating is given by several groups using a com-
bined experimental and simulation approach. In 2011, Menzel et al. used an electro-thermal 
model to investigate the switching kinetics of SrTiO3-based VCM cells [40]. By comparison 
of the experimental data with different simulation scenarios temperature-accelerated ion hop-
ping could be identified as the dominating process in explaining the nonlinear switching ki-
netics. Furthermore, Ielmini et al. developed a VCM switching model based on radial fila-
mentary growth driven by an Arrhenius type law [33]. The local temperature increase was 
calculated according to Eq. (6). With this model they were able to reproduce the switching 
kinetics data of the TiN/HfOx/TiN device shown in Figure 3 as red squares. Fleck et al. de-
rived an analytical approach for determining the switching time that is based on temperature-
accelerated ion hopping [39]. The SrTiO3-based VCM cell shown as black open squares in 
Figure 3 could be accurately described with this model. 
As the resistive switching is explained in terms of ion migration, the retention of the pro-
grammed devices states is described by ion redistribution due to diffusion, at least, as no other 
process stabilises the filament. Noman et al. demonstrated by means of drift-diffusion simula-
tions that the activation energy of ion diffusion should exceed 1.02 eV in order to achieve a 
10 year retention [31]. 
3.2 Analysis of the RESET kinetics 
In contrast to the SET transition the RESET transition in VCM devices is typically gradual. 
This phenomenon can be used to program different intermediate resistance states by changing 
either the RESET “stop” voltage in sweep measurements [41-44] or the reset voltage ampli-
tude in pulse experiments [35, 45-46]. Only a few studies on the RESET dynamics have been 
published so far [35, 46-48]. Thus, this section focuses on the explanation of the gradual RE-
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SET phenomenon. In 2015, Marchewka et al. developed a 2D dynamic model of non-
isothermal drift-diffusion transport to analyse the RESET transition [26]. This model will be 
described in the following. 
The model considers an axisymmetric model geometry as shown in Figure 5 [26]. It compris-
es a 5 nm thick TaOx film sandwiched between a Ta/Pt top electrode and Pt bottom electrode, 
which is deposited on a SiO2 substrate. The switching occurs in a filamentary region within 
the TaOx film with high oxygen vacancy concentration. It is assumed that the TaOx forms an 
ohmic-like contact with the Ta electrode and a Schottky-like contact with the bottom Pt elec-
trode. In order to switch the device from the LRS to the HRS the oxygen vacancy concentra-
tion needs to be depleted at the Schottky-like contact. 
Fig. 5: Model geometry. (a) Computational domain of the TaOx layer with initial and bound-
ary conditions used in the drift-diffusion simulation. Center: Map of the initial oxygen-
vacancy distribution inside the TaOx layer. The boundary conditions for the electronic and 
ionic currents are indicated at the domain boundaries. Top: Radial initial donor distribution 
NVO(r,L) and barrier heights φBn0(r,L) at the Ta/TaOx interface. Bottom: Radial initial donor 
distribution NVO(r,0) and barrier heights φBn0(r,0) at the Pt/TaOx interface. Left: Initial donor 
distribution NVO(0,z) in the filament center. (b) Computational domain comprising the layer 
stack of 75 nm SiO2, 25 nm Pt, 5 nm TaOx, 5 nm Ta, and 25 nm Pt used for the temperature 
calculation, along with the boundary conditions for the heat equation. A typical temperature 
distribution is shown as an example. Figure reproduced from [26]. 
Neglecting the minority carriers and assuming that the oxygen vacancies are twofold ioniza-
ble the Poisson equation is expressed as 
( )2VO VO
0 r
2
e n N Nψ
ε ε
+ +Δ = − − − . (7)
It is solved along with the steady-state continuity equation for electrons 
( ) n,tunneln n Tn jn D n nD T zμ ψ
∂
−∇ − ∇ + ∇ + ∇ = ±
∂
, (8)
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the time-dependent continuity equation for the doubly ionised oxygen vacancies 
( )2 2 2 2V O V O V O V O T V O V O ,2VO VON N D N N D Rt μ ψ
+
+ + +∂
− ∇ ∇ − ∇ − = −
∂
, (9)
the rate equation for the immobile singly ionised oxygen vancancies 
VO
VO,1
N R
t
+∂
= −
∂
, (10)
the rate equation for the immobile neutral oxygen vacancies 
0
VO
VO,0
N R
t
∂
= −
∂
, (11)
and the heat transfer equation 
( )thk T jE−∇ ∇ = . (12)
In Eqs. (7)-(12), ε is the permittivity of the oxide, ψ the potential, n the electron concentration, 
NVO+ (NVO2+) the concentration of singly (doubly) ionised oxygen vacancies, μn (μVO) the 
electron (oxygen-vacancy) mobility, Dn (DVO) the electron (oxygen-vacancy) diffusion coeffi-
cient, DTn (DTVO) the electron (oxygen-vacancy) thermal diffusion coefficient, NVO0 the neu-
tral oxygen vacancy concentration, kth the thermal conductivity, T the local temperature, j the 
local current density and E the electric field. The right hand side of Eq. (8) describes a local 
generation/recombination rate due to electron tunnelling through the contact potential barri-
ers. RVO,2, RVO,1 and RVO,0 represent the reaction rates that are derived from the laws of mass 
action along with oxygen-vacancy ionisation statistics [26]. 
The electron transport across the metal-oxide contact has two different contributions: electron 
tunnelling and thermionic emission. The electron tunnelling contribution through a barrier 
with energy minimum Wmin and energy maximum Wmax is calculated according to 
( ) ( )
max
min
*
n,tunnel 2
B
W
z z z
W
Aj W N W dW
k
=   . (13)
Here, A* is the effective Richardson constant,  (Wz) is the transmission coefficient obtained 
from the Wentzel-Kramers-Brillouin (WKB) approximation and N (Wz) is the supply func-
tion. The latter describes the supply with carriers and is derived by integration of the occu-
pancy functions on both sides of the barrier. For thermionic emission, the transmission coeffi-
cient is 1 and the current is obtained by integrating over all energies from the conduction band 
edge Wc at the contact interface to infinity according to 
( )
*
n,TE 2
B
1 d
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z z
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Aj N W W
k
∞
= ⋅ . (14)
This set of equations is complemented by appropriate boundary conditions as indicated in 
Figure 5 and further outlined in [26].  
This model was applied to analyse the gradual RESET transition in TaOx-based VCM cells 
[26]. The transient currents upon voltage pulses with a rise time of 2 ns, a duration of 1 µs and 
different voltage amplitudes were simulated. Figure 6(a) shows the simulated current transi-
ents (in colour) for pulses with amplitude −1.3 V, −1.4 V, −1.5 V and −1.6 V compared to 
experimental data. The model reproduces the experimentally observed transient behaviour 
very well. The point C in each transient marks the decay time τ50% when the current drop is 
half of the total current drop occurring during the pulse, i.e. the difference in currents in point 
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Fig. 6: Comparison between simulation and measurement of (a) transient currents for pulse 
voltages of −1.3 V, −1.4 V, −1.5 V and −1.6 V, (b) 50% decay times as a function of pulse 
voltage, (c) current I0 at the beginning of the pulse and current I1µs at the end of the pulse as 
functions of pulse voltage. Figure reproduced from [26]. 
A and E. As shown in Figure 6(b), the decay time depends exponentially on the voltage pulse 
amplitude, which illustrates the nonlinearity of the RESET switching kinetics [26]. To accel-
erate the switching speed by one order of magnitude a voltage increment of 257 mV is re-
quired, which is larger than for the SET operation. The measured decay time is reproduced 
well by the simulation model. In addition, the simulated currents at points A and E are in 
good agreement with the experimental data (Figure 6(c)). By analysing the simulated transient 
current contributions, temperature and concentration profiles, the origin of the gradual RE-
SET transition could be identified. At the beginning of the pulse the oxygen vacancy concen-
tration is approximately homogeneous. Due to the high current density, local Joule heating 
occurs and the ions drift within the applied electric field toward the ohmic electrode. As the 
ions redistribute the potential barrier at the Schottky-like contact is increased and thus the 
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current decreases. This leads to a decrease in temperature. Thus, the ionic current is reduced 
and the driving force for the RESET transition is lowered. In addition, a concentration gradi-
ent builds up and ion diffusion sets in that counteracts the ion drift. To conclude, the gradual 
nature of the RESET transition can be explained by the temperature-accelerated oxygen-
vacancy motion with the drift and diffusion processes approaching an equilibrium situation, 
combined with a moderate sensitivity of the current response to the induced contact barrier 
changes [26]. A 1D variant of this simulation model including barrier lowering due to the 
Schottky effect has been used to simulate the quasi-static I-V characteristics, the SET transi-
ents, and complementary switching behaviour [25]. Some of those simulation results are 
shown in chapter D3.  
4 Switching kinetics of ECM cells 
Similar as for the VCM cells, SET switching kinetics of ECM cells have been studied quite 
frequently, but RESET kinetics studies are scarce. Thus, only the SET kinetics will be com-
pared for different device stacks according to [11]. The RESET switching kinetics will be 
explained for GeSx-based ECM cells [49]. 
4.1 Analysis of the SET kinetics 
Figure 7 shows the compilation given in [11] of the published SET switching time data as a 
function of applied voltage [50-58]. From the data three different groups were identified that 
show similar behaviour: i) primary solid electrolytes, ii) secondary solid electrolytes and iii) 
untypical solid electrolytes. The primary electrolytes comprise Cu2S, Ag2S, AgI or RbAg4I5, 
where the metal species of the composition is intrinsically present as cations. In contrast, the 
secondary electrolytes as GeSx or GeSex are well known ionic conductors for Ag or Cu cati-
ons, which are extrinsically delivered by doping during processing and/or by in-diffusion 
from the electrode after deposition. In the untypical solid electrolytes like a-Si and Ta2O5, a 
counter charge is required in order to inject Cu or Ag cations. For Cu/Ta2O5 and Cu/SiO2 sys-
tems it has been shown that the counter charges are possibly OH- ions provided by residual 
water within the thin film [59-61]. Thus, water serves as an electrolyte in these systems. For a 
nanoporous Cu/HfO2 ECM cell it was shown that the solvent used as electrolyte influences 
the switching characteristics [62].  
In contrast to the VCM data in Figure 3, several slopes appear for the individual ECM data 
sets in the t-V diagram (Figure 7). Thus, different processes limit the switching speed in dif-
ferent voltage regimes. With increasing voltage the slope flattens out, which indicates that the 
nonlinearity of the switching kinetics is dominated by electric-field acceleration of the under-
lying processes. Analysing the different slopes, which are given as inset in Figure 7, suggests 
that nucleation limits the switching speed at very low voltages, followed by electron-transfer 
reactions and ion hopping. A detailed discussion of the slopes is given in [11]. 
The three different groups differ greatly in the switching speed. This difference can be at-
tributed to the concentration of Cu or Ag cations in the thin film. In the primary electrolytes 
the concentration is very high. As the electron-transfer and the ion hopping process are pro-
portional to the ion concentration, the ionic current density is very high and the filament can 
be built up quickly. In the secondary solid electrolytes the concentration of Cu or Ag ions is 
determined for example by temperature-assisted in-diffusion from the active metal electrode 
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after deposition. It has been shown for a Ag:GeSx system that due to this process the cation 
concentration is highly thickness-dependent [49]. The SET switching speed increases by sev-
en orders of magnitude when the thickness is reduced from 100 nm to 20 nm. A similar trend 
exhibits the data from Palma and co-workers shown as red triangles in Figure 7 for high volt-
ages [54]. For the unconventional solid electrolytes the ion concentration depends on the sol-
vent that serves as solid electrolyte [62]. By using a solvent with a high cation solubility the 
switching voltage could be successfully reduced. 
 
Fig. 7: Switching kinetics (log (t)–V) of ECM cells showing different inverse slopes 
in the specific voltage regimes “low” (I), “medium” (II). “high” (III) for (a) prima-
ry solid electrolytes Ag2S [51], Cu2S [50], RbAg4I5 [53], and AgI [52] as well as 
secondary solid electrolytes Ag-GeSx [54-56], and (b) untypical solid electrolytes 
Cu/TaOx/Pt [57] and Cu/a-Si/Si [58]. Figure reproduced from [11]. 
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In order to explain the SET switching kinetics of the AgI-based ECM cells shown as open 
blue circles in Figure 7, Menzel and co-workers developed a 1D simulation model [52]. In 
this model a cylindrical filament is considered that grows within a switching layer of thick-
ness L. Figure 8(a) shows the equivalent circuit diagram of the model [52]. It includes the 
electron-transfer reactions at the metal/switching layer interfaces, i.e. ηac and ηfil, and the ion 
hopping process ηhop according to Eq. (2) and Eq. (1), respectively. The filamentary growth 
velocity is described in terms of the tunnelling gap x between the filament and the active elec-
trode according to [30, 52] 
Me
ion
m,Me
d
d
Mx J
t zeρ
= − . (15)
Here, MMe is the atomic mass and ρm,Me the mass density of the deposited metallic species. 
The ionic current density Jion is determined using Eq. (1). The electron tunnelling current ITu 
is calculated according to Simmons [63] by 
2
eff 0
Tu eff 0 fil Tu
3 2 4
exp 2
2
m W e xI C m W A V
x h h
πΔ    
= − Δ      
. (16)
In Eq. (16) meff denotes the effective electron mass, ΔW0 the tunnelling barrier height, h 
Planck’s constant, Afil the filament cross-section area, and C a fitting constant [52, 64]. The 
filamentary growth can be simulated by solving the ordinary differential equation Eq. (15). 
Prior to the filamentary growth the nucleation time is calculated according to Eq. (3). 
This model has been applied to investigate the switching dynamics of the AgI-based ECM 
cells shown in Figure 7. As shown in Figure 8(b) the simulation model can reproduce the ex-
perimental data for different temperatures in the complete voltage range. From the analysis of 
the transient simulation data the limiting process in the different voltage regimes can be ex-
tracted. For low voltages the nucleation takes up most of the switching time and thus limits 
the switching speed (cf. Figure 8(c)). In the intermediate voltage range the nucleation time is 
negligible and the filament growth determines the switching time as shown in Figure 8(d). As 
the hopping overpotential is almost zero, the electron-transfer reaction limits the switching 
speed. For voltages higher than 1 V the hopping overpotential is in the range of the electron-
transfer overpotentials (Figure 8(e)) and thus the switching speed is determined by electron-
transfer reactions and ion hopping. 
This model has been used to explain the switching dynamics of a Ag:GeSx based ECM cell 
including the aforementioned thickness dependence of the switching time [49]. 
4.2 Analysis of the RESET kinetics 
The RESET switching kinetics of a Ag/GeSx/Pt cell have been investigated using the simula-
tion model described above. The simulated RESET times are plotted against the applied volt-
age along with the experimental data in Figure 9. The simulation model reproduces the exper-
imental data very well. By analysing the simulated transient data, the limiting processes could 
be identified. For low voltages the electron-transfer reaction limits the switching speed and at 
higher voltages a combination of electron-transfer and ion hopping processes determines the 
switching time [49]. In this study, it was also demonstrated that the RESET switching time is 
independent of the programmed LRS. 
740
Switching Kinetics of Redox-based Resistive Memories 15 — D 4 
Fig. 8: (a) Schematic of the ECM switching model with an equivalent circuit diagram. A 
switching layer of thickness L is sandwiched between the active top electrode and the inert 
bottom electrode. A cylindrical filament grows within switching layer and modulates the tun-
neling gap x between the filament and the active electrode. In the switching layer both ionic 
and electronic current paths are present. (b) Pulsed SET switching kinetics of a AgI-based 
ECM cell for different ambient temperatures T = 298 K (blue), 323 K (red), 348 K (black) 
and 373 K (light green). The simulated data are displayed using solid lines and the experi-
mental data using squares. I, II and III mark the nucleation limited, the electron-transfer lim-
ited and the mixed control regime, respectively. The corresponding transient overpotentials 
(blue) and tunneling gaps (red) are shown for an applied voltage of (c) 0.15 V representing 
the nucleation limited regime, (d) 0.4 V representing the electron-transfer limited regime and 
(e) 2V, which corresponds to the mixed control regime. In (c)-(d) the hopping overpotential 
is illustrated with blue dashed lines and the electron-transfer overpotentials with blue solid 
lines. From [52]. - Reproduced by permission of the PCCP Owner Societies. 
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Fig. 9: Pulse measurements of 2 µm x 2 µm microcrossbar memory 
cells with 70 nm GeSx. (b) Semilog plot of RESET time tRESET versus 
RESET voltage VRESET. Error bars for VRESET > −100 mV have been 
removed for clarity. Simulation result is given as solid line. Figure
reproduced from [49]. 
5 Summary 
In this chapter the switching kinetics of redox-based resistive switching devices were dis-
cussed. The involved electrochemical and physical processes can be either electric 
field/voltage enhanced or accelerated by a local increase in temperature due to Joule heating. 
If only electric field/voltage acceleration is considered, the slope in the ln(tsw)-V diagram can 
be directly related to the physical parameters of the underlying processes. Several processes 
can limit the switching speed in different voltage regimes. Then it is expected that the process 
with the steepest slope appears at the lowest voltage and the processes with flatter slopes ap-
pear at higher voltages. When the dissipated power is sufficiently high, temperature accelera-
tion sets in. This onset appears in the ln(tsw)-V diagram as a sudden decrease in switching 
time. As the temperature increase is power-dependent, devices with different initial resistance 
should show very similar characteristics in a tsw-P diagram, but vary in the ln(tsw)-V diagram. 
The analysis of the published VCM SET switching kinetics data showed that their nonlineari-
ty is mainly dominated by temperature-accelerated ion hopping. The investigated time re-
gimes, however, typically span only over a few orders of magnitude. Thus, different processes 
might limit the switching speed in other regimes. The gradual RESET transition can be ex-
plained in terms of temperature-accelerated ion movement with ion drift and diffusion ap-
proaching  equilibrium. 
The nonlinearity in the ECM switching kinetics is governed by electric field/voltage accelera-
tion of the underlying physical processes. The SET switching kinetics are determined by nu-
cleation, electron-transfer and ion hopping process. For the RESET process only the electron-
transfer reactions and the ion hopping process determine the switching speed. 
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1 Introduction 
The huge non-volatile memory market is led by the Flash technology, used e.g. in Flash SD 
cards and Solid State Drives. However, the limit of this technology in downscaling will hinder 
its development in a near future.[1] Several emerging Random Access Memories (RAM),[2] i.e. 
Phase-Change RAM (PCRAM),[ 3 ] Magnetic RAMs (MRAM),[ 4 ] and Resistive RAM 
(ReRAM),[5] are currently considered as interesting candidates to overcome the shortcomings 
of Flash memories. However, ReRAMs appear as a very appealing solution among these 
potential candidates, thanks to a very simple architecture and promizing memory performances. 
[1] ReRAMs are hence envisioned to replace the Flash technology in mass storage applications 
before 2020.[6] In ReRAM information storage is enabled by a non-volatile and reversible 
switching between two different resistance states of an active material. This resistive switching 
is obtained by applying short electric pulses to the active material most of the time sandwiched 
between two metallic electrodes. A large variety of materials are known to exhibit a reversible 
electric-pulse-induced resistive switching phenomenon, such as transition metal oxides Band 
Insulators (TiO2, SrTiO3, SrZrO3 …) or copper and silver based chalcogenides. [7,8,9,10,11] So far, 
different mechanisms based on thermochemical or electrochemical effects have been proposed 
to explain the non-volatile resistive switching observed in these materials.[7,5,9] But resistive 
switching is also observed in Mott insulators that form a large class of materials particularly 
attractive in the context of memory applications.[11] They can indeed undergo various kinds of 
insulator to metal transitions (IMT) in response to different external perturbations like pressure, 
temperature, and electronic filling. These IMT are often associated with huge modifications of 
the electrical resistance and therefore allows generating high and low resistance states i.e. the 
two logical states (‘0’ and ‘1’) of a ReRAM device.  
We will focus here on this particularly interesting class of ReRAM in which the active material 
is a Mott Insulator. Section 2 describes briefly the theoretical background of Mott insulators, 
and the different ways to break the Mott insulating state to induce insulator to metal transitions 
(IMT) in these systems. Most resistive switching in Mott insulators are closely related to these 
IMT that can be induced by electric pulses either thanks to Joule heating, or by means of 
electrochemical or thermochemical mechanisms. Section 3 gives an overview of resistive 
switching in Mott insulators and correlated insulators based on these known mechanisms first 
evidenced in band insulators or amorphous insulators. Conversely, a new mechanism of 
resistive switching was recently discovered in Mott insulators. [12,13,14] This lecture focuses 
particularly on this new type of resistive switching which is triggered by an electric field 
induced avalanche breakdown ultimately leading to a non volatile electronic phase separation 
at the nanoscale. Sections 4 and 5 describe, respectively, the volatile avalanche breakdown 
phenomenon and its non volatile consequences in Mott insulators. Section 6 displays the 
potential of this universal property of narrow gap Mott insulators for ReRAM applications. 
Finally, a classification of resistive switching mechanisms in Mott insulators is proposed, based 
on the types of insulator to metal transition and controlling parameters involved in the resistive 
switching. 
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2 Mott insulators and Mott insulator to metal transitions  
2.1 Basic concepts 
Unlike conventional band insulators and semiconductors, Mott insulators contain unpaired 
electrons in their ground state. However, a drastic condition is required to bring up the Mott 
insulating state: an electronic filling exactly equal to an integer number of unpaired electron per 
site.[ 15 ] According to conventional band theories, such compounds with an odd number of 
electrons should be metallic since their Fermi levels lie in the middle of a band, as shown in 
Figure 1. However, even in absence of disorder, many of these materials are actually insulators. 
The discrepancy comes from a crucial parameter incorrectly described in conventional band 
theories, the on-site coulombian repulsion. For simplicity, let’s consider the situation of a single 
band system that is half-filled (i.e. with one electron per site). Thus, if the Coulomb repulsion 
(Hubbard) energy U exceeds the bandwidth W, the half-filled band splits into two sub-bands, the 
Lower (LHB) and Upper (UHB) Hubbard Bands (see Figure 1a). Thanks to the U term, a Mott-
Hubbard gap EG opens up between the LHB and the UHB if U is larger than the bandwidth W, 
roughly equal to EG ≈ U - W. The theoretical description of the Mott insulating state has been a 
long-standing problem[16,17,18] and only modern approaches such as the dynamical mean field 
theory (DMFT) have successfully predicted the whole phase diagram of this class of 
materials.[19,20] A salient feature of this universal kBT/W vs. U/W phase diagram[19,20,21,22] is the 
first order (Mott) transition line which separates a metallic domain at low U/W from a 
Paramagnetic Mott Insulator (PMI) domain for U/W > 1.15,[23] as depicted in Figure 1a. This 
Mott metal-insulator transition line terminates at a second order critical endpoint at high 
temperature for Tendpoint ≈ 0.025W/kB.[19,22] This endpoint has an interesting fundamental 
consequence: the absence of crystallographic symmetry breaking across the Mott line, since one 
can connect continuously the PMI and metallic phases shown in Figure 1a through a high 
temperature path above the endpoint. Another major contribution of the DMFT is to predict a 
specific signature of electronic correlation close to the Mott IMT line : while a gap between the 
Lower and Upper Hubbard Bands exists on the insulating side, a quasiparticle peak develops in 
the gap at the Fermi energy on the metallic side (see Figure 1a).[19] Whereas the Mott line and 
the high temperature part of the phase diagram are universal, the low temperature part is material-
dependent and can present various kinds of long-range (for example magnetic or orbital) orders.  
Beyond the particular case of half-filling, Figure 1b presents a generalized phase diagram at 
any electronic filling, represented as x (hole or electron doping level away from half-filling) vs. 
U/W.[24] This diagram reveals that the Mott insulating state is stable only at half-filling and that 
doped Mott insulators are metallic. Both phase diagrams highlight the three insulator to metal 
transitions (IMT), represented by red arrows in Figure 1, that emerge from the Mott insulating 
state:[24] 
(1) Bandwidth controlled IMT. This IMT, noted “type 1” thereafter, corresponds to the crossing 
of the Mott transition line (see Figure 1a) induced by tuning the correlation strength 
U/W,[24,25,26,27]This can be achieved by applying an external pressure which enhances the 
orbitals overlaps and increases thus the bandwidth W; 
(2) Temperature controlled IMT. This IMT, noted “type 2” thereafter, is driven by temperature 
and also relies on the crossing of the Mott line in a narrow window of U/W around ≈ 1.15, 
between the red dotted line in Figure 1a. This IMT occurs between a low temperature metal 
and a high temperature insulator,[ 28] which strongly contrasts with the more usual transitions 
from a low-T insulator to a high-T metal, 
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(3) Filling controlled IMT.[24] This IMT, noted “type 3” thereafter, occurs when the band filling 
deviates from half filling (see Figure 1b). This may be achieved by tuning the electronic filling 
thanks to chemical doping.  
 
 
Figure 1 : (a) Schematic phase diagram of two- and three-dimensional half-filled
compounds undergoing a Mott insulator to metal transition, displayed as kBT/W vs. U/W.
T, U and W are the temperature, the Hubbard electron-electron repulsion term and the
bandwidth, respectively. Typical electronic Density of States (DOS) are displayed in
relevant regions of the phase diagram : in absence of electron correlation (U/W = 0), in
the correlated metal domain slightly below (U/W)c = 1.15 and in the Mott insulating
state for U/W > 1.15.  
(b) Diagram of doped Mott insulators, represented as electron and hole doping away
from half-filling vs. correlation strength U/W, for intermediate temperature Tordered phase
< T < Tendpoint shown in part (a). 
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Red arrows indicate the universal Insulator to Metal Transitions (IMT) that emerge from the 
Paramagnetic Mott Insulator state, i.e. the “type 1” Mott – Bandwith Controlled (Mott-BC) and 
the “type 2” Mott – Temperature Controlled (Mott-TC) transitions crossing the Mott line in 
half-filled compounds, as well as the “type 3” Filling-Controlled (Mott-FC) IMT. The green 
arrow corresponds to a non universal “type 4” Temperature-Controlled insulator to metal 
transition towards a long range order insulating state, associated in real systems to a 
Crystallographic Symmetry Breaking (CSB-TC). 
These phase diagrams of correlated compounds call for several interesting remarks. Figure 1a 
indeed shows that a canonical Paramagnetic Mott Insulator (PMI) can NOT undergo an Insulator 
to Metal Transition by increasing temperature.[29] However, temperature-controlled insulator to 
metal transitions are possible in half-filled correlated systems if they exhibit a long-range (e.g. 
magnetic or orbital) order at low temperature, as shown by the green arrow in Figure 1a. In real 
systems, such Temperature Controlled IMT involve a symmetry breaking, which is in general a 
crystallographic symmetry breaking. These insulator to metal transitions, noted “type 4” 
thereafter, strongly differ from the three Mott IMT discussed above which occur without 
crystallographic symmetry breaking. In the compounds showing a “type 4” temperature 
controlled IMT involving a crystallographic symmetry breaking, the driving force behind the IMT 
is not related only to the U vs. W competition, but necessarily includes an additional mechanism.  
Figure 2 : (a) Phase diagram of (V1-xMx)2O3, with M = Cr and Ti. In this system, changing the 
V/M ratio by 1% is equivalent to applying an external pressure of ≈ 4 kbar.[35] 
(b) Resistance versus pressure across the Mott insulator to metal transition in 
(V0.9625Cr0.0375)2O3. Adapted with permission from Ref. [36]. Copyright © 1970, American 
Physical Society. 
(c) Photoemission spectra taken at 300 K (in the Paramagnetic Mott Insulator state, PI) and
200 K (Paramagnetic Metal state, PM) from the (001) surface of (V0.989Cr0.011)2O3. The black 
arrows highlight the Lower Hubbard Band in the PI state, on top of which a quasiparticle peak
appears in the PM state. Adapted with permission from Ref. [37]. 2009, American Physical 
Society. 
(d) Resistivity vs. temperature in pure V2O3 and (V1-xCrx)2O3 with x=0.006 and 0.012. Adapted 
with permission from Ref. [28]. Copyright © 1980, American Physical Society. 
In addition, the phase diagram doping versus U/W (Figure 1b) shows the existence of a critical 
doping xc ≠ 0 necessary to induce a Mott insulator to metal transition. This critical doping 
increases with the correlation strength U/W and thus with the Mott-Hubbard gap. 
Experimentally, this trend is well illustrated by the RTiO3 (R = La, Pr, Nd, Sm, Y) Mott 
insulators, with a critical doping increasing from xc ≈ 0.03 for LaTiO3 (Mott-Hubbard gap EG 
≈ 0.1 eV) to xc ≈ 0.35 for YTiO3 (EG ≈ 0.45 eV).[30] Theoretically, the issue of a finite doping 
necessary to achieve an insulator to metal transition both in band and Mott insulators has been 
751
D5 — 6 E. Janod et al. 
first discussed on the basis of the “Mott criterion”[31] (see lecture of M. Wuttig on Electron 
Transport - Disorder and Correlation for more details). A more recent theoretical development 
specific to Mott insulators proposes the existence of a finite xc which scales with 
ඥܷȀܹ െ ሺܷȀܹሻ஼, in good agreement with the behavior observed in titanates.[32] 
2.2 Examples of canonical Mott insulators 
The phase diagrams shown in Figure 2 are purely theoretical and an important issue is to establish 
their relevance in real compounds. The most famous “canonical” Mott insulator is probably the 
oxide compound (V1-xCrx)2O3. Its phase diagram[33,34,35] shown in Figure 2a indeed compares 
very well with theoretical predictions. It contains a Mott IMT line ending around 450 K and 
separating a Mott Insulating phase from a metallic phase. Figure 2b shows that applying a 
moderate pressure increases the bandwidth[25] and induces a type 1 (Mott) bandwidth-controlled 
IMT in (V0.9625Cr0.0375)2O3.[36] Moreover, despite the strong decrease of unit cell volume at the 
IMT indicating a first order transition, the IMT occurs between two R-3c phases, i.e. without any 
crystallographic symmetry breaking.[35] Also, the observation of a quasiparticle peak above the 
Lower Hubbard Band, shown in Figure 2c, confirms the correlated nature of the metallic state in 
pure V2O3.[37] Finally, pure and Cr-substituted V2O3 display an antiferromagnetic insulating (AFI) 
phase at low temperature ; in pure V2O3, an IMT occurs between the AFI (space group I2/a) and 
the metallic phase (space group R-3c) at ≈ 165 K.[38] According to the classification proposed in 
Section 2.1, this transition does not correspond to a Mott transition. It corresponds to a “type 4“ 
IMT, i.e. a transition associated with a crystallographic symmetry breaking and driven by an 
additional mechanism which is magnetic ordering in this case. Figure 2d shows that two 
successive transitions (type 4, AFI  metal and type 2, metal PMI) appear in a narrow V/Cr 
substitution level around 1%.[28] The type 2 low temperature metal to high temperature 
paramagnetic insulator is expected from the theoretical phase diagram of Figure 1a, as the Mott 
IMT line is not vertical but slightly tilted.[19,21,22] All these features indicate that the V2O3 system 
is a prototypical Mott insulator.  
Beyond the V2O3 system, a few other canonical Mott insulators have been identified, such as the 
2D molecular family κ-(BEDT-TTF)2X [39] or the chalcogenide system NiS2-xSex.[40] Recently 
another series of chalcogenides, the AM4Q8 compounds (A=Ga, Ge; M= V, Nb, Ta, Mo; Q=S, 
Se, Te), has emerged as a potential new example of canonical Mott insulator. These compounds 
exhibit a lacunar spinel structure, in which the electronic sites correspond to the tetrahedral 
transition metal clusters M4 shown in the inset of Figure 3a.[41] In GaM4Q8 compounds, each M4 
cluster contain one unpaired electron among seven (M = V, Nb, Ta) or eleven (M=Mo) d 
electrons.[42] These compounds own a narrow gap of 0.1-0.3 eV, which can be tuned by chemical 
substitution.[43] At ambient pressure, all AM4Q8 compounds display two important characteristics 
of canonical Mott insulators : they are paramagnetic insulators above 55K [42,44,45] and do not 
exhibit any temperature-controlled IMT up to 800 K, as shown in Figure 3a. Moreover, these 
compounds exhibit a bandwidth-controlled IMT (type 1). GaTa4Se8 and GaNb4Q8 (Q=S, Se) 
undergo indeed an insulator to metal transition under pressure, with superconductivity at TC ≈ 2-
7 K in the pressurized metallic state above 11 GPa.[46,47] Recent studies of transport properties 
under pressure in GaTa4Se8, shown in Figure 3b, prove that this pressure-induced (bandwidth-
controlled) IMT is of first order with an hysteresis, as expected from LDA+DMFT 
calculations.[48,49] Moreover, the optical conductivity shown on Figure 3c reveals the signature 
of a quasi-particle peak in the pressurized metallic phase of GaTa4Se8.[50] Another interesting 
feature of AM4Q8 is that they undergo filling-controlled IMT (type 3) when doped on the A site 
or on the M site.[51] All these results demonstrate that the AM4Q8 compounds display the expected 
characteristics of a canonical Mott insulator. 
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Figure 3 : (a) Resistivity vs. temperature up to 800 K in two representative AM4Q8 compounds, 
GaMo4S8 and GaTa4Se8. Inset : crystallographic structure of AM4Q8 (A = Ga, Ge; M = V, Nb, 
Ta, Mo; Q = S, Se) compounds, highlighting the M4 tetrahedral clusters. 
(b) Resistivity vs. temperature (4 K ≤ T ≤ 300 K) at different pressures in GaTa4Se8 in the PMI 
(1 and 2.4 GPa) and metallic (5 GPa) states. The “bistability” of resistivity at 3.5 GPa is a
clear indication of the phase coexistence close to the Mott IMT line. Inset: LDA + DMFT results 
for the resistivity as a function of the temperature. The red crosses, blue squares, and green
triangles correspond to the metal, insulator and coexistent solutions, respectively. The lines are
a guide for the eyes. Reproduced from Ref. [48]. 
(c) Optical conductivity vs. wave number in GaTa4Se8 in the metallic state appearing beyond 
the Mott line under pressure (10.7 GPa). The low energy contribution corresponds to the
quasiparticle peak, a typical signature of electronic correlation. Reproduced from Ref. [50]. 
2.3 Insulator to metal transition in other correlated insulators  
Beyond the examples of canonical Mott insulators and Mott IMT, many other half-filled 
insulators display Temperature-Controlled IMT potentially interesting for memory 
applications. Most of these IMT are clearly not of the Mott type 1, 2 or 3 discussed above, but 
belongs to the type 4 IMT since they are associated with crystallographic symmetry breakings. 
Figure 4 gathers several examples of such “type 4” insulator to metal transitions, which include 
IMT in Ca2RuO4 (TIMT = 357 K),[52] VO2 (TIMT = 340 K),[53] NbO2 (TIMT = 1070 K)[54] and 
ANiO3 perovskites.[ 55 , 56 ] As illustrated by the representative example of VO2 shown in 
Figure 5, the temperature-pressure phase diagram of these half-filled insulators contains, unlike 
canonical systems (see Figure 1a and Figure 2a), an IMT line separating a low-T insulating 
phase from a high-T metallic phase of different crystallographic symmetry.[57,58]  
Finally it is worth mentioning that temperature controlled IMT can also happen in non-half-
filled correlated systems. In mixed valence systems, insulator to metal transition may indeed 
go along with a charge ordering transition, as observed e.g. in 2D molecular systems [59] and in 
transition metal oxides (see Ref. [60] for a short review). Such IMT are always accompanied 
by crystallographic distortions to low symmetry in the charge ordered insulating phase at low 
temperature. They are thus related with the temperature-controlled IMT (type 4) of half-filled 
systems discussed above. A prominent example is the Verwey transition occurring at 122 K in 
the magnetite Fe3O4.61 
753
D5 — 8 E. Janod et al. 
Figure 4 : Classification of insulator to metal transitions (IMT) occuring in various
correlated insulators of interest for resistive switching effects. Unlike canonical (Mott)
IMT which result only from a competition between U and W (IMT in (V1-xCrx)2O3, 
Ni(S,Se)2, AM4Q8 and κ(BEDT-TTF)2X), Temperature-Controlled IMT associated with a 
Crystallographic Symmetry Breaking (CSB-TC) are driven by another mechanism : Jahn-
Teller effect at TIMT=357 K in Ca2RuO4 [52], a Peierls-Mott instability at TIMT = 340 K in 
VO2 [53] and at TIMT = 1070K in NbO2 [54], magnetic ordering at TIMT=165K in pure 
V2O3 [38] or a complex site-selective transition in ANiO3 perovskites [55]. The compounds 
gathered on the right hand side are typical examples of non half-filled systems where the 
insulating state results from a charge ordering. 
 
Figure 5 : (a) Temperature-pressure phase diagram of VO2. Adapted with permission from 
Ref. [57], Copyright 2014, American Institute of Physics. (b) Resistivity vs. temperature at the 
“type 4” insulator to metal transition (IMT) in VO2. This IMT is associated with a 
Crystallographic Symmetry Breaking between the monoclinic low-T and the tetragonal 
high-T phases. Reproduced with permission from Ref. [58], Copyright 2013,American 
Physical Society. 
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3 Resistive switching in correlated insulators 
3.1 Resistive switching related to temperature-controlled insulator to metal 
transitions 
In Section 2, two different classes of thermally driven IMT were introduced, occurring with 
(type 4 IMT) or without (type 2 IMT) crystallographic symmetry breaking. For both types of 
IMT, temperature can be used as a tuning parameter triggering a resistive switching. Indeed, 
the application of an electric field at T < TIMT can lead to Joule self-heating and therefore to a 
strong modification of resistance if the sample temperature exceeds TIMT. 
Such a thermal mechanism is at play in correlated metal in the close vicinity of the Mott line, 
as recently confirmed by a DMFT theoretical study.[62] In compounds such as (V1-xCrx)2O3 (x 
≈ 0.01)[63] and NiS2-xSex (x ≈ 0.45),[64,65]a volatile resistive switching under electric field indeed 
occurs due to Joule heating effects, between a low T metallic phase and a high T paramagnetic 
Mott insulator phase (see Figure 2a). A more recent work on GaTa4Se8 under pressure also 
underlines the important role of Joule heating near the Mott IMT line.[48] This switching are 
related to a Mott type 2 IMT and leads to an increase of resistance during the pulse.  
Also, this thermal mechanism convincingly explains the switchings observed in the compounds 
displaying a type 4 IMT, such as in VO2,[66,67] NbO2,[68] Ca2RuO4,[69,5] in pure V2O3 below the 
AFI - metal transition temperature [70,71,72] and in magnetite Fe3O4.[73,74] These thermally-
induced switchings are essentially volatile (i.e. low resistance state is maintained only under 
electric field) and appears above a threshold voltage corresponding to a Joule heating threshold. 
The materials showing such a volatile threshold switching behavior [75] can be used as selectors 
in Resistive Random Access Memory (ReRAM) crossbar arrays, in order to suppress the 
undesired sneak currents (see Ref. [76] for a general introduction on this concept). However, 
non-volatile resistive switching (i.e. the low resistance state remains even after the end of 
electric pulses) can be also achieved in these correlated insulators by fine tuning the working 
temperature within the hysteresis domain of the first order IMT, as demonstrated in VO2.[77,78] 
However this compound was barely studied in the context of ReRAM applications. 
3.2 Valence change memories (VCM) with Mott Insulators  
Resistive switching based on valence change is one of the most known mechanisms for 
ReRAM, and has been the focus of many reviews. [7,5,8,9,10,11] In non stoichiometric transition 
metal oxides like SrTiO3-x, TiO2-x, HfO2-x, Ta2O5-x the migration of oxygen vacancies under 
electric field along grain boundaries or dislocations induces a valence change of the cations in 
the vicinity of theses defects.  
At the local scale, a transition occurs between a band insulator involving empty d-orbitals (d0) 
with cations in their high valence state (e.g. Ti4+) to a metallic state (degenerated doped 
insulator) involving partially filled d-orbitals (d+δ) with cations in a lower valence state (e.g. 
Ti3+). In oxide like SrTiO3-x, TiO2-x, HfO2-x, Ta2O5-x, this phenomenon leads to a reversible 
bipolar resistive switching[ 79 ] by the formation/destruction of a metallic filamentary path 
between the electrodes. [9,5,80] Alternatively, the electro-migration phenomenon can also occur 
close to the metallic electrode/insulator oxide interface and lead to a bipolar resistive switching 
by modification of a Schottky barrier. [5,8] This interface type VCM was for example observed 
for SrRuO3/SrTi0.99Nb0.01O3/Ag junction. [8,81] 
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As discussed in Section 2.1, filling controlled insulator to metal transition can also occur in 
Mott insulators. In oxide Mott insulators this type of IMT is easily achieved by tuning the 
oxygen content.[24] For this reason, non stoichiometric oxide Mott insulators can exhibit both 
filamentary and interfacial VCM type resistive switching. Interfacial VCM type resistive 
switching was observed for various Mott or correlated transition metal oxides such as La2CuO4, 
[8] Pr0.7Ca0.3MnO3, [82,83] and YBa2Cu3O7−x. [84] On the other hand, filamentary VCM type 
resistive switching was reported in many transition metal oxide Mott insulators. [11,85] This type 
of resistive switching was observed for example in NiO,[86,87] CuO, [88,89] and CoO, [90] and 
proposed in Fe2O3, [91] and MnOx. [92] The most studied system is by far NiO. In this compound, 
many studies have revealed that the resistive switching is related to the creation of metallic Ni 
filaments by a thermally assisted ionic migration process while the destruction of these 
filaments occurs due to Joule heating. As a consequence unipolar resistive switching[79] was 
mainly reported for NiO. [10,86,87] In the same way, resistive switching in CuO films was 
associated to the formation and destruction of conducting filaments made of a reduced phase, 
namely Cu2O. [88] Conversely, resistive switching in CoO films was proposed to be related to 
the formation of an oxidized phase Co3O4. [92]  
3.3 Resistive switching induced by dielectric breakdown.  
As discussed in the previous sections, most of the resistive transitions observed in Mott and 
correlated insulators can be explained by Joule heating driven phase transition leading to an IMT, 
or by a filling controlled IMT induced by ionic migration. However several experimental reports 
of resistive switching in Mott insulators or correlated systems cannot be explained by these 
mechanisms. This is the case of the volatile resistive switching reported in the quasi-one-
dimensional Mott insulators Sr2CuO3 and SrCuO2 by Taguchi et al. [93] or in the insulating charge-
ordered state of La2-xSrxNiO4. [94] A so called dielectric breakdown occurs for these compounds 
above a threshold field of the order of 102-104 V/cm. Similar phenomena were also reported for 
the family of chalcogenide Mott insulators AM4Q8 (A = Ga, Ge; M = V, Nb, Ta, Mo; Q = S, Se), 
[12,13] or for the molecular Mott insulators K-TCNQ, [95] and κ-(BEDT-TTF)2Cu[N(CN)2]Br. [96] 
In that context, many theoretical works were recently devoted to dielectric breakdown caused by 
strong electric fields in Mott insulators. These studies have mainly focused on the Zener 
breakdown for Mott insulators [97,98,99,100]. For instance, calculations were performed in 1D 
Hubbard chains using exact diagonalization, [97] and time-dependent density matrix 
renormalization group, [98] or in the limit of large dimensions using dynamical mean field theory. 
[99] All these theoretical studies have predicted non-linear behavior in the current-voltage 
characteristics, and the existence of a threshold field (Eth) beyond which a field induced metal 
appears. This dielectric breakdown should occur when the electric field is such that it bends the 
Hubbard bands by the gap energy EG within the length ξ of the order of to the unit cell. Hence, 
the Zener breakdown is predicted to occur for strength of the electric field Eth∼EG / ξ of the order 
of 106-107 V/cm. [97] This is at least two orders of magnitude larger than the values observed 
experimentally. [93,94,13,96] As a consequence, volatile resistive switching in Mott insulators cannot 
be explained by a Zener breakdown scenario. Alternatively, recent studies on the AM4Q8 Mott 
insulators support that the dielectric breakdown originates from an electric field induced 
electronic avalanche phenomenon. The following sections will describe in more detail the 
experimental evidences, theoretical modeling and ReRAM applications of this universal property 
of Mott Insulators. 
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4 Electric field induced dielectric breakdown in Mott 
insulators  
4.1 First evidence of an avalanche breakdown in AM4Q8 narrow gap Mott 
insulators 
AM4Q8 (A = Ga, Ge ; M = V, Nb, Ta, Mo; Q = S, Se) Mott insulators are very sensitive to 
electric pulses. [12,13,101,102] When an electric field pulse exceeding a threshold field (Eth) of a 
few kV/cm is applied to these compounds they undergo a sudden decrease of their resistance. 
As an example Figure 6 shows the typical time evolution of the intensity I(t) and of the voltage 
Vsample(t) across a GaV4S8 crystal during the application of a series of short voltage pulses to a 
circuit composed of the crystal connected in series with a load resistance (sketched in Figure 
6a). [103] An abrupt increase of the intensity and a lowering of the voltage across the sample is 
observed for applied voltages that exceed the threshold voltage Vth (or more precisely the 
threshold field Eth = Vth/d with d the inter-electrodes distance) shown as red dotted line in 
Figure 6b. These transitions correspond to volatile resistive switchings from a high to a low 
resistance state, since resistance returns to its initial value after the electric pulse terminates. It 
is worth noting that these transitions cannot be explained by a temperature controlled IMT 
(described as type 2 IMT in Section 3.1) since AM4Q8 compounds do not present any IMT in 
temperature (see Figure 3a). Moreover simple estimates using the energy release during the 
pulse and the activated temperature dependence of the resistivity show that Joule heating cannot 
account for the abrupt resistive switching. [13] Figure 6 shows that the resistive switching occurs 
only above a threshold electric field Eth (≈ 7 kV/cm for GaV4S8) and after a time tdelay which 
decreases as the voltage across the sample increases. The sample voltage Vsample after the 
resistive switching event always lies on the same value Vth ≈ 12 V (or Eth ≈ 7 kV/cm) that also 
corresponds to the lower voltage that can induce a resistive switch in DC measurements. The 
AM4Q8 compounds exhibit therefore a very specific current-voltage characteristics with two 
branches. The first one corresponds to the non transited state and follows the Ohm’s law. The 
second branch, which is almost vertical and lies at the threshold field, corresponds to the 
“transited” state (see red dotted line in Figure 6c). All AM4Q8 compounds exhibit the same 
type of I(V) characteristic with threshold electric field in the 1-10 kV/cm range.[13] The 
magnitude of the threshold field in AM4Q8 Mott insulators as well as their I(V) characteristics 
compare well with the threshold field values and I(V) characteristics observed for avalanche 
breakdowns in narrow gap semiconductors.[104] For this reason it was proposed that the resistive 
switching observed in the Mott Insulators AM4Q8 originates from an avalanche breakdown 
phenomenon.[105] In semiconductors the avalanche threshold field varies as a power law of the 
band gap and follows the universal law Eth ∝ EG2.5.[106,107] Figure 6d reveals that AM4Q8 
compounds have a similar variation of the threshold field as a function of the Mott-Hubbard 
gap.[105] This power law behavior provides a first evidence that supports the avalanche 
breakdown scenario in these Mott insulators. 
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Figure 6. (a) Example of circuit used for measurement. (b) Time dependence of the voltage and
intensity across a GaV4S8 single crystal during 200 µs pulses for several voltages applied to 
the circuit. Above a threshold voltage of ≈ 12V (equivalent to 7 kV/cm), a resistive switching
occurs after a time tdelay which decreases when the sample voltage (electric field) increases. All
the transitions observed during the pulses are volatile, i.e. the resistance is the same before 
and after the electric pulse. (c) Current-voltage characteristics measured during the pulses,
before (blue circles) and after (open squares) the volatile transition (see corresponding
symbols in fig. 6(b)). (d) Dependence of Eth in Mott insulators and semiconductors. Threshold 
electric field (inducing avalanche breakdown) as a function of the Mott gap EG for various 
AM4Q8 compounds. The solid blue curve corresponds to a power law dependence Eth ∝ EG2.5. 
Inset: comparison of the threshold fields versus gap dependence for the AM4Q8 compounds and 
for classical semiconductors. The solid blue line displays the universal law Eth[kV/cm] = 173 
(EG[eV])2.5 observed for semiconductors. Reproduced with permission.from Ref.[105], 
Copyright 2013, Macmillan Publishers Limited. 
4.2 Electric-field-induced avalanche and dielectric breakdown :  
the Fröhlich model 
In classical semiconductors such as Si, Ge or GaAs, avalanche breakdown is the consequence 
of an impact ionization: electrons in the conduction band, accelerated by an electric field, can 
gain enough energy to induce an impact ionization. This process generates electron-holes pairs 
and promotes new electrons in the conduction band. The repetition of this process leads to a 
free-carriers multiplication if the average ionization impact rate exceeds the electron-hole 
recombination rate. A good illustration of such an avalanche breakdown in GaAs is provided 
in Ref.[108].  
The foundations of current theories of electrical breakdown driven by electric fields in classical 
semiconductors were laid more than 70 years ago by Fröhlich and Seitz [109,110,111,112,113]. These 
pioneering works lead to distinguish between two different regimes. A first regime, 
corresponding to a “clean” limit, occurs preferentially at low temperature in ultrapure 
semiconductors with long mean free paths: in this case, the avalanche process is initiated by the 
tiny number of electrons available, which gain energy independently to each others. In this 
regime, the electric-field-induced energy gain in the conduction band is only limited by the 
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electron-phonon scattering. As e- - ph scattering raises with temperature, the threshold electric 
field Eth also increases with T in this regime. 
Alternatively, a “dirty” regime may appear either at higher temperature where electron-electron 
scattering becomes important and in the realistic situation where defects induce discrete energy 
levels in the gap. Fröhlich considered a specific density of states of defects levels described in 
Figure 7.a. The trapped electrons have a ground state ε0 located at εG below the conduction 
band, and several localized excited energy levels distributed on a typical energy width Δε and 
located just below the conduction band. Unlike the electrons in the conduction band, the trapped 
electrons cannot be accelerated by an electric field because these levels are not continuously 
distributed. However if their density is high enough they give rise to an efficient scattering with 
the conduction electrons.  
The theory of the dielectric breakdown in the dirty limit is based on the thermal balance of the 
electronic system, which consists of the energy transfer rates from the electric field to the 
conduction electrons (gain Pin) and from the electrons localized in shallow levels to the lattice 
(loss Pout), as shown Figure 7.c. Under electric field, the electronic temperature Te rises above 
the lattice-bath temperature T0 until the two energy transfer rates (gain and loss) equilibrate (see 
Figure 7.d). More importantly, above a threshold field Eth the system becomes unstable as the 
energy rates gained and lost by the electrons can no longer be equilibrated. As a consequence 
the electronic temperature raises drastically which induces the electrical breakdown. In contrast 
to the classic avalanche breakdown in the clean limit, due to a few independent high energy 
electrons, this mechanism is a collective phenomenon where the energy increase is shared by 
all electrons.[109]  The main prediction of this model is that the threshold electric field follows a 
thermally activated behavior :  
 

 Δ
∝
kT
Eth 4
exp
ε
 (1)  
Figure 8.b displays the temperature dependence of the threshold field Eth obtained for several 
GaMo4S8 single crystals. All samples give similar results with two temperature regimes. The 
low temperature regime is characterized by a saturation of Eth with a maximum value of 
110 kV/cm at 74K, while at high temperature (above 125K) the threshold field decreases 
exponentially, following Equation (1) with Δε = 230 meV. This behavior points to a remarkable 
agreement with several key predictions of the theory: existence of a threshold electric field, of 
two temperature regimes and of an activated dependence of Eth at high temperature. The same 
type of temperature dependence of the threshold field was measured for two other compounds 
of the AM4Q8 family, namely GaV4S8 and GaTa4Se8 (see Figure 8.b). For these compounds 
also, Eth exhibits a thermal activation law and a fit with Equation (1) shows that Δε varies from 
114 meV in GaV4S8 to 112 meV in GaTa4S8. This experimental observation provides another 
strong indication that the resistive switching in AM4Q8 compounds originates from the creation 
of hot electrons under electric field. 
Beyond the classical semiconductors, these results thus provide clear evidence that the 
electronic avalanche process can also can appear in Mott insulator. However, there are deep 
differences between the avalanche process in Mott insulator and in semiconductors: 
•  unlike semiconductors, slightly doped Mott insulators provide an almost perfect 
realization of the hypothetical density of state proposed by Fröhlich. The seminal 
theoretical works of Eskes, Meinders and Sawatzky on doped Mott insulators have 
indeed demonstrated that the “defects” levels associated with tiny charge doping are 
located right below the Upper Hubbard Band (see Ref. [114,115] for details). This issue 
was verified experimentally using various spectroscopic techniques, including 
convincing Scanning Tunneling Microscopy/Spectroscopy data shown in Figure 7.c. In 
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classical semiconductors, the position of defects levels in the gap vary according to the 
nature of the impurities or defects, and are not necessarily contiguous to the conduction 
band. From this viewpoint, “real” Mott insulators (i.e. compounds with a weak non-
intentional electronic doping due e.g. to non-stoichiometry) are the ideal candidates to 
check Fröhlich’s predictions. 
•  in spite of a common origin of the electronic avalanche in classical semiconductor and 
in Mott insulators, one can expect deep differences in the consequences of the avalanche 
in these two classes of compounds. Insofar the increase of electrical current is controlled 
(e.g. through an external current compliance), the avalanche phenomenon is purely 
volatile in classical semiconductors : the “conducting“ state induced by the free-carriers 
multiplication disappears once the electric field is turned off. The deep reasons are (i) 
that the very existence oft the valence (VB) and conduction (CB) bands are not modified 
by the massive presence of hot electrons in the CB during the avalanche process in 
classical semiconductors; (ii) moreover, there are no states in competition (i.e. states 
with a close energy state) with the semiconducting state in this class of compounds. 
Conversely, we will see in Section 5 that the multiplication of free carriers induced by 
the electronic avalanche can lead to a non-volatile and reversible effect in Mott 
insulators. From a theoretical viewpoint, the exact relationship connecting the massive 
creation of free carriers to the formation of a metallic state in Mott insulators is still an 
open question. However several points can be put forward. First the nature of the Mott 
insulating state strongly differs from the semiconducting state: unlike semiconductors, 
the Mott state involves unpaired electrons at T=0K and is intimately related with the 
concept of half-filling (all the sites are occupied by a single localized electron). The 
Hubbard energy U that separates the Lower (LHB) and Upper (UHB) Hubbard Bands 
corresponds to the typical energy associated with the double occupancy of some sites. 
Therefore, unlike the valence and conduction bands of classical semiconductors, the 
LHB and UHB are NOT rigid bands and are prone to be deeply modified when massive 
electronic excitations (i.e. for a drastic departure from the half-filled state with one 
localized electron per site) occur. Another major difference appears between 
semiconductors and Mott insulators: in the latter, a competing state exists very close in 
energy, the correlated metal state (see Section 2 and phase diagram shown in Figure 1). 
The difference in energy between the Mott insulator and the correlated metal is all the 
more small that the Mott insulator is close to the critical (U/W)C, i.e. that the system is 
a narrow gap Mott insulator. In this context, a possible scenario is that, after the massive 
excitation linked to the avalanche, the system can explore a wide energy landscape and 
may relax into the “correlated metal“ state, which is metastable but very close in energy 
compared to the Mott insulating state. This idea is very similar to the standard concepts 
used in the field of photoinduced phase transitions.[116]  
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Figure 7 : Schematic description of the main ingredients involved in the dielectric breakdown
in the dirty limit according to the Fröhlich model. (a) The density of states displays a gap εG
between the fundamental impurity level and the conduction band, with discrete impurity levels
spread on the energy width Δε. Some electrons in the impurity levels (Ni) and in the conduction 
band (Nc) are indicated by the blue and red points. (b) typical DOS in a slightly n-doped Mott-
Hubbard insulator, according to Ref.[114,115]. An additional peak related to localized n-type 
defects level appears contiguous to the Upper Hubbard Band. (c) Experimental evidence of such
defects level unraveled by STM/STS experiments performed close (red curve) and far (black 
curve) from a missing Cl defect in Ca2CuO2Cl2. From Ref.[117]. (d) Thermal balance of the 
electronic system. Electrons have a temperature distinct from the lattice temperature. Pin and 
Pout are the heating and cooling powers sustained by the electrons. The thermalization between 
electrons, the heating by the electric field and the cooling through the lattice are described. (e)
Time evolution of the electronic temperature under several values of the electric field. The
dielectric breakdown regime appears above a threshold electric field Eth. 
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Figure 8 : evolution of the threshold electric field Eth with temperature. (a) theoretical 
predictions of Fröhlich in the dirty (high temperature) and clean (low temperature) regimes.
(b) Temperature dependence of the threshold field Eth for three compounds of the AM4Q8
family. In the case of GaMo4S8, four samples (S1-S4) have been measured. The black lines are 
the fit with Equation (1). 
4.3 Modeling of avalanche phenomena in Mott Insulators 
Avalanche breakdown in semiconductors is related to an impact ionization process: some 
electrons accelerated by an electric field can promote by direct impact other electrons from the 
valence band to the conduction band, hence creating electron-hole pairs. 
In the same way, avalanche breakdown in Mott insulators could result in the massive creation 
of doublons (i.e. doubly occupied sites) and holes at the local scale, and hence break locally the 
Mott insulating (MI) state into a correlated metallic (CM) state. The volatile resistive switching 
was therefore modeled by implementing a resistor network made of an array of cells 
(Figure 9b) which represents a small portion of the crystal that may be of a few nanometers. 
[105,118] Each cell is either in MI or in CM state, and its resistance is either in high or low 
resistance state, respectively RMI or RCM. The transition between both states was modeled using 
the energy landscape presented in Figure 9a. The CM state has a higher energy ECM than the 
MI state, since the compounds are generally in the Mott insulating state and the correlated metal 
state is metastable. The application of an electric field increases the energy level of the MI state, 
and thus lowers the difference in energy between both states. In this model the MI → CM 
transition is mainly dependant on the electric field:  
 
kT
VqEB
e
Δ−
−
→ =νCMMIP  (Eq.1) 
(ν is an attempt rate, q is the charge, T is the temperature and ΔV is the local voltage drop for 
the considered cell) 
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while the CM → MI transition is a thermally activated relaxation from a metastable state :  
 
kT
EE MB
e
−
−
→ =νMICMP  (Eq. 2) 
This model reproduces the experimental phenomenology of the RS (i.e. time evolution of 
current and voltage and I(V) characteristic) and provides a microscopic view of the transition. 
[105,118,119] Under an applied electric field, insulating sites transform into metallic at a rate given 
by Eq.1. If the transformation rate overcomes the relaxation one of Eq.2, then metallic sites 
accumulate with time (regime depicted in yellow in Figure 9d) in the material. This process 
continues until a critical density of CM regions sets off an avalanche-like process, which ends 
in the formation of a conductive path connecting the electrodes (regime in green in Figure 9d). 
A typical filament is presented in Figure 9e, just after its creation which leads to a resistive 
switching. After percolation, the number of metallic sites still goes on increasing (regime 
represented in pink in Figure 9d), although at a lower rate, as long as the electric field is applied. 
In these three different regimes, the rate of accumulation of metallic sites accelerates when the 
applied electric field increases. As a consequence for higher voltage the slope for the creation 
of metallic sites is steeper (yellow region in Figure 9d) and the time for the creation of the 
filament is shorter (green region in Figure 9d). It explains the decrease of delay time after 
which the transition occurs vs. the applied voltage as found experimentally (see Figure 9a). 
[118,119] Finally, calculations combining the energy landscape model with a thermal model 
confirm that the onset of the resistive transition is solely driven by a purely electronic transition, 
while Joule heating occurs once the metallic filament is created and the current starts to raise 
in the circuit. [119] 
Figure 9: (a) Energy landscape model used to simulate the Mott IMT driven by an external
electric field. This landscape is applied to every cell of the resistor network (b), where grey and
white dots represent respectively cells in the MI and CM (transited) states. (c) Resulting 
simulated evolution of normalized resistance R/R0. The applied voltage is higher for the blue 
curve than for the red one. (d) Associated increasing fraction of metallic sites in the resistor
network. The yellow, green and pink areas correspond respectively to the increase of metallic 
cells before, during and after the creation of the filamentary percolating path. (e)
Representation of the resistor network and associated electric field, just after the creation of
this filament. Reproduced with permission from Ref. [123], Copyright 2014, WILEY-VCH 
Verlag GmbH & Co. 
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Figure 10. Panel a shows the schematics of the experimental setup. Universal dielectric
breakdown I-V characteristics (top panels b, c, d) and time dependence of the sample voltage 
VS(t) (bottom panels e, f, g) are displayed for three different types of narrow gap Mott insulators. 
Blue dots correspond to the region below Eth, where no breakdown is observed. Black symbols 
correspond to the I-V characteristic in the resistive switching region, above Eth. The black dots 
show the initial I-V, before the breakdown, and the black squares indicate the final state. The
open symbols highlight a particular breakdown transition for easier visualization.
Measurements on GaTa4Se8 were performed at 77 K [8], on V2-xCrxO3 (x=0.3) at 164 K and on 
NiS2-xSex (x=0.11) at 4 K. Reproduced with permission from Ref. [118],Copyright 2013, 
WILEY-VCH Verlag GmbH & Co. 
4.4 Avalanche phenomena in Mott Insulators: a universal property 
The avalanche breakdown phenomenon is a universal property of classical semiconductors. 
According to the modeling detailed above, avalanche phenomenon should also occur in any 
Mott insulator provided that the electric field is strong enough to destabilize sufficiently the 
Mott Insulating state. Recent experiments support that the avalanche breakdown as observed in 
the AM4Q8 compounds can be found  in other narrow gap Mott Insulators. Avalanche 
breakdown was indeed demonstrated in the famous Mott Insulators (V1-xCrx)2O3 and NiS2-xSex. 
[118] Figure 10 shows that these compounds exhibit a similar behavior as GaTa4Se8 with a sharp 
transition onset at a threshold electric field of the order of a few kV/cm. In the same way, the 
avalanche breakdown model might also explain the resistive switchings in Mott insulators like 
Sr2CuO3 and SrCuO2,[93] or κ-(BEDT-TTF)2Cu[N(CN)2]Br[96] as the threshold fields and I(V) 
characteristics observed for these compounds are quite similar. Avalanche breakdown appears 
therefore as a universal property of narrow gap Mott insulators. This transition can be 
considered as a new type of Mott transition. However avalanche breakdown differs from the 
filling-control or bandwidth-control IMT described in Section 2. These classical Mott 
transitions are indeed static bulk properties while avalanche breakdown appears as a dynamical 
and filamentary Mott transition. This electric field controlled IMT will be noted thereafter as 
type 5. 
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5 Non Volatile resistive switching in Mott insulators 
5.1 Evidence of electric field driven non-volatile Mott IMT  
 
 
 
Figure 11: Variation of 
resistance as a function of 
temperature for various 
narrow gap Mott insulators 
in pristine state (pink 
curves) and after the 
application of an electric 
pulse inducing a non-
volatile resistive switch 
(blue curves), in (a) 
GaV4S8, (b) GaMo4S8, (c) 
V1.7Cr0.3O3, (d) NiS2 and 
(e) GaTa4Se8. (f) resistance 
vs. temperature for various 
magnetic fields (from 0 to 5 
Tesla) in a transited 
GaTa4Se8 single crystal. 
[102] 
For electric fields well above the avalanche threshold field involved in the volatile transition, 
the AM4Q8 compounds exhibit a non volatile resistive switching. [13] Indeed, the application on 
AM4Q8 crystals of short voltage pulses of large amplitude induces a non volatile drop of their 
resistance, namely the low bias resistance measured after the end of the pulse remains at a low 
resistance value. Figure 11a shows the resistance vs. temperature curve of a GaV4S8 crystal 
measured at low bias level in the pristine and transited states. Whereas the pristine curve is 
typical of an insulator, the transited state is characteristic of a metallic-like material, showing a 
drop a resistance of several orders of magnitude. As observed for the volatile transition, the 
non-volatile transition appears in all AM4Q8 compounds (see the examples of GaMo4S8 and 
GaTa4Se8 shown in Figure 11).[13,120,121] Interestingly, Figure 11.c-d demonstrates that this 
non-volatile resistive switching behavior can also be extended to the other Mott insulators such 
as V1.7Cr0.3O3 and NiS2, where the volatile transition has been previously displayed. These 
recent results suggest that both the volatile and non-volatile resistive switchings could be 
generalized to the entire class of narrow gap Mott insulators. 
Moreover the detailed study of this non-volatile transition has shown that the successive 
application of unipolar electric pulses to these Mott insulators makes the resistance switch back 
and forth between high and low resistance states.[13] This reversibility of the non volatile 
transition enables envisioning memories based on these materials.[122] Noteworthy intermediate 
levels between high and low resistance states can be reached,[102] which could be of interest for 
multi-level data storage or memristive applications.  
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5.2 From volatile to non volatile resistive switching: control of SET and RESET 
The existence of a volatile resistive switching (RS) above a threshold electric field which becomes 
non-volatile at higher field is a specific fingerprint of narrow gap Mott insulators. Recent 
experiments provide insight into the relationship between these two types of switchings. [123] 
Figure 12a-b show, for example, that a series of seven identical pulses yields a non-volatile 
transition while each of these pulses applied independently would only trigger a volatile resistive 
switching. Such an evolution from single pulse/volatile RS to multipulse/non-volatile RS can be 
rationalized on the basis of the model of resistor network with two competing phases already 
introduced in Section 4.2. This model described on Figure 9 indeed predicts that the application 
of an electric field in a Mott insulator induces an accumulation of metallic sites. A volatile 
resistive switching is triggered above a critical accumulation threshold, through the creation of a 
conductive percolating path. This model also predicts, as shown in the upper part of Figure 9d, 
that the number of metallic sites still goes on increasing after the creation of the filament, as long 
as the electric field is applied. Simulations show that this accumulation effect corresponds to an 
increase of the filament diameter. In the experiments described above, the filament diameter is 
then much larger after application of a series of a few consecutive pulses than after a single pulse. 
These simulations thus strongly suggest that the observed non-volatile stabilization of the RS 
(‘SET transition’) is directly related to the growth of the conducting filament. This concept of 
critical size above which the filament becomes stable is consistent with classical mechanisms of 
nucleation and growth processes, where stabilization of a phase becomes possible only above a 
critical size.[124]  
Another appealing prediction of the model of resistor network with competing phases is that 
the relaxation of metallic domains toward their more stable (Mott) insulating state is thermally 
activated. This suggests that Joule self-heating could be used to promote the RESET transition 
to the high resistance state. [123]. Figure 12c shows that the application of a very long pulse 
with electric field chosen to optimize the competition between relaxation (heating effect) and 
creation (electric field effect) of metallic sites, is indeed efficient to induce the RESET. This 
long pulse relaxes the resistance to a value very close to the pristine state, which may indicate 
the quasi-complete dissolution of the filament. On the other hand, no RESET transition is 
observed when the duration of the pulse is reduced by a factor 4 (see Figure 12c) which fully 
supports a thermal mechanism for the dissolution of the filament. Schemes of the filament 
evolution suggested by these experiments are shown in Figure 12.  
To sum up, these experiments demonstrate the relevance of the model of resistor network with 
two competing phases in the description of both the volatile and non-volatile resistive 
switchings. According to this model, the volatile resistive switching corresponds to the creation 
of a conducting filament too thin to be stabilized after the end of the electric field pulse. 
Conversely, for a non-volatile resistive switching, the thickness of filament is sufficiently large 
to allow its stabilization after the pulse. Figure 13 summarizes this scenario and provides 
schematic representations of the evolution of the filament during the volatile, the “SET” and 
“RESET” transitions. Finally, a very clear strategy of electric pulses application emerges from 
this work: applying short multipulses with large electric field for the SET and long single pulses 
with low electric field to promote the RESET. 
766
Electronic Avalanche in Narrow Gap Mott Insulators 21 — D5 
Figure 12 :  Resistance variation 
of a GaV4S8 crystal, before, 
during and after applying (a) 1 
pulse of 30 µs / 120V, and (b) a 
train of 7 pulses of 30 µs / 120V 
every 200µs leading to SET non-
volatile transition. As expected, 
the resistance drop during the 
first pulse shown in (b) is similar 
to the one occurring during the 
single pulse in (a). Noteworthy 
the resistance does not go back to 
a high resistance state between 
and during the subsequent pulses. 
The resistances before and after 
the application of the (series of) 
pulses are measured at low bias 
and are displayed as blue circles. 
(c) Pulse duration impact on the 
RESET transition in a GaV4S8 
crystal. 500 µs pulses in the 10-20 
V range do not affect resistance 
level, whereas a 2 ms / 12V pulse 
induces the RESET transition. 
The additional sketches illustrate 
the evolution of the conductive 
filament through the application 
of successive pulses. 
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Figure 13 : Schematic illustration of the filament evolution before, during and after the
application of a pulse inducing a volatile transition, a “SET” non-volatile transition and a 
“RESET” non-volatile transition. White and black domains represent respectively Mott
Insulating and Correlated Metal regions of the material. Top and bottom electrodes are
depicted in blue, and dashed blue lines represent a critical radius of stability for the filament.
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5.3 Electric-field-induced electronic phase separation and resistive 
switching 
The model of resistor network with competing phases successfully describes key features of a 
macroscopic property, the volatile resistive switching. It also suggests that new conducting 
domains should appear at a microscopic level after a non-volatile RS. Scanning Tunnel 
Microscopy/Spectroscopy (STM/STS) experiments have been carried out on freshly cleaved 
GaTa4Se8 single crystals before and after a non-volatile resistive switching to explore this 
hypothesis. [12,101,125] These experiments have revealed that the non-volatile RS is related to an 
electronic phase separation at the nanoscale. While the surface topography of pristine crystals 
is structureless, filamentary structures made of nanoscale heterogeneities with a typical size of 
30-70 nm appear after RS, qualitatively oriented along the direction of the electric pulses 
(Figure 14a-b).[12] The analysis of STS map shown in Figure 14d reveals that, beside an 
insulating matrix with STS spectra similar to the pristine state (green areas - curves A in 
Figure 14e-f), these RS-induced nanoscale heterogeneities consist in two different kinds 
ofdomains. The first ones are metallic (red areas – curve B in Figure 14d-f) and the others super-
insulating (blue-violet areas, curve C), i.e. with a low bias conductance smaller than the pristine 
one. Moreover the analysis of the tunnel conductance vs. voltage measured on each point of 
Figure 14d was used to extract the distribution of the local electronic gaps. Before resistive 
switching, the distribution of the gap values is homogeneous around 200 meV in the pristine 
state, as shown in Figure 14g. Conversely, Figure 14h shows that new gapless regions appear 
after RS (the metallic regions in red on Figure 14d), whereas the super-insulating regions (blue-
violet regions in Figure 14d) correspond to a continuum of larger gaps between 200 and 
700 meV, embedded in an undisturbed matrix whose gap distribution is centered around 
200 meV.[125]  
The STM experiments demonstrate therefore that for the nonvolatile resistive switching the 
metallic filamentary paths are made of a percolating granular metallic phase instead of a 
percolating metallic phase as suggested by the modeling work. This is further confirmed by 
transport measurements performed after a non volatile resistive switching. The resistance of the 
crystal is then well described by a two resistance model considering a granular metallic phase 
(with power law temperature dependence) placed in parallel with an insulating pristine-like 
phase (with an activated law temperature dependence). [102]  
The nanodomains revealed by STM were carefully investigated by Energy Dispersive X-Ray 
spectroscopy, and by Transmission Electron Microscopy.[120] No chemical composition change 
nor any crystallographic symmetry breaking or amorphisation between the electrodes were 
detected at the nanometric scale. This excludes the formation of conducting bridge-like 
filaments,[126] amorphous-crystalline transition as observed in phase change materials [127] or 
phase transition similar to the monoclinic-tetragonal phase change observed in VO2 (see 
discussion in Section 2.3). 
Moreover STM / STS studies have revealed the extreme sensitivity of the crystal surface to the 
electric field generated by the STM tip. Applying voltages above a threshold value between the 
STM tip and the surface indeed allows switching nanodomains of typical diameter 10-20 nm. 
These pristine – metal or pristine – superinsulating switchings are reversible and always 
accompanied by a small topographical change of the surface.[125] For higher tip-surface voltage, 
the surface deformation is drastically enhanced and leads ultimately to an irreversible 
indentation of GaTa4Se8 crystal by the STM tip (see Ref. [101] for more details). Both effects 
are completely unusual and provide clear evidence of a strong electromechanical coupling in 
GaTa4Se8. 
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Figure 14 : STM/STS study of a freshly 
cleaved GaTa4Se8 surface, before and 
after RS : small-scale topographic STM 
images of (a) the pristine crystal and 
(b) the transited crystal. (c) 
Conductance map measured at −200 
mV of the area shown in (a) showing a 
homogeneous electronic state. (d) 
Conductance map measured at −200 
mV of the area shown in (b) exhibiting 
strong electronic heterogeneities. (e) 
Representative tunneling conductance 
spectrum of a pristine cleaved crystal. 
The gap EG ∼ 100−200 meV measured 
by optical and resistivity measurements 
is indicated by the threshold blue line. 
(f) Tunneling spectra corresponding to 
zones A (green), B (blue−violet), and C 
(red) displayed on image (d). The dI/dV 
spectra of the zone A (in green) are 
similar to the one of the insulating 
pristine samples; the spectra from zone 
B (blue−violet) are more insulating 
and hence are called super-insulating 
while the spectra from zone C (in red) 
are “metallic-like”. (g) and (h) 
distribution of the electronic gap 
extracted from a 500×500 nm² STS 
map, in the pristine (g) and transited 
state (h). (i) Schematic temperature − 
pressure phase diagram of the Mott 
insulator GaTa4Se8 in its pristine state. 
For negative pressure (expansion), the 
Mott−Hubbard gap increases 
continuously. For positive pressure 
(compression), a discontinuous first 
order transition occurs at a critical 
pressure (≈ 3.5 GPa), and the 
compound undergoes a Mott IMT. 
Above ≈11 GPa, GaTa4Se8 becomes 
superconducting with critical 
temperature in the 4-7 K range [46]. 
Adapted with permission from Ref. 
[125], 2013, American Chemical 
Society. 
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5.4 Towards a microscopic view of the resistive switching in Mott insulators 
The STM/STS experiments have unveiled a particularly important feature of the non-volatile 
resistive switching in AM4Q8, i.e. the existence of electric field induced metallic nanodomains 
without any evidence of Crystallographic Symmetry Breaking (CSB) with respect to the 
pristine Mott insulating phase. Interestingly, this is reminiscent of the coexistence of phases 
sharing the same crystallographic structure that develops across the Mott IMT line in Cr-
substituted V2O3.[128] This absence of CSB in transited AM4Q8 thus reminds the behavior 
expected across the “type 1” Bandwidth Controlled Mott transition discussed in Section 2. This 
suggests that the metallic domains shown in Figure 14d could correspond to compressed 
domains of GaTa4Se8 which have crossed the IMT line shown in Figure 14i.  
This hypothesis was tested using the superconducting transition observed at low temperature 
(TC= 4-7K) in compressed GaTa4Se8 above 11 GPa.[46] Figure 11e-f show that the resistance 
drops below 6K in a transited crystal of GaTa4Se8. This resistance drop is gradually suppressed 
by a magnetic field of 5T, i.e. a value in the same range as the critical field Hc2 determined on 
bulk GaTa4Se8 under pressure.[46] Moreover, the resistance drop displayed in Figure 11e-f is 
only partial and does not go to zero. All these features indicate the presence of granular 
superconductivity, i.e. of disconnected and non-percolating superconducting domains after 
resistive switching in GaTa4Se8. The absence of percolation is clearly consistent with the spatial 
distribution of metallic (red) domains depicted in Figure 14d, which are disconnected from 
each other. To sum up, the presence of granular superconductivity directly proves the presence 
of compressed metallic domains in transited crystal of GaTa4Se8. 
The existence of compressed (metallic) domain has an interesting consequence: from simple 
arguments of volume conservation within the GaTa4Se8 crystal volume, one can infer that 
expanded domains should coexist with the compressed ones. As discussed in Ref. [25] and 
shown in Figure 14i, expanding a Mott insulator leads to increase its Mott-Hubbard gap. This 
scenario thus rationalizes the STM/STS studies displayed in Figure 14. In particular, the 
seemingly complex “electronic patchwork” shown in Figure 14d simply consists in a set of 
compressed metallic and neighboring expanded super-insulating domains, embedded in a 
pristine insulating matrix, and organized along filamentary pathways.  
More generally, all these results suggest that the electronic avalanche breakdown induces the 
collapse of the Mott insulating state into a correlated metallic state. This effect occurs at the local 
scale and leads to the formation of a granular conductive filaments formed by compressed 
metallic domains and expanded “superinsulating” domains. This idea that a purely electronic 
effect, the avalanche, is responsible for a strong response of the lattice is quite natural in the 
context of Mott IMT physics. For example, the driving force of all Mott IMT is also purely 
electronic and the lattice response (e.g. the volume contraction at the bandwidth controlled 
IMT)[33] appears a simple consequence of this electronic effect.[26] The Dynamical Mean Field 
Theory indeed predicts that this lattice response follows from a dramatic change in the electronic 
wavefunction across the IMT, which has a direct effect on the compressibility of the lattice.[26] 
The strong sound velocity anomalies reported at the IMT in Cr-substituted-V2O3 [129] and in 
molecular Mott insulators [130,131] provide direct evidence of this effect. The electric-field-induced 
resistive switching hence appears as a new type of out of equilibrium Mott insulator to metal 
transition and as a universal property of narrow gap Mott insulators. Finally the modeling work 
of this original mechanism of RS supplies strategies to control both SET and RESET non volatile 
transitions. This will be valuable for the realization of efficient ReRAM devices based on narrow 
gap Mott insulators. The fabrication of such devices and the characterization of their 
performances are addressed in Section 6. 
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6 ReRAM devices based on avalanche breakdown in 
narrow gap Mott insulators  
The resistive switching based on electric field controlled IMT discovered on Mott insulator 
compounds like AM4Q8, [12, 13] V1.7Cr0.3O3 or NiS2 leads to non volatile transitions which makes 
them potential candidates for ReRAM applications. Studies on this type of ReRAM are scarce 
and mainly focused on GaV4S8. The following sections present therefore the realization of MIM 
devices using the narrow gap Mott insulator GaV4S8 and describe the performances obtained 
on these devices in the context of ReRAM applications.  
6.1 Preparation of GaV4S8 thin active layers and GaV4S8 based MIM 
structures 
The deposition of GaV4S8 material in the form of thin layers has been investigated both by 
non-reactive RF magnetron sputtering in pure argon [132] and by reactive process in Ar/H2S 
mixture [133] using a stoichiometric GaV4S8 target [134]. A process parameter window enabling 
to obtain thin films has been determined both in non-reactive [132] and in reactive gas mixtures 
[133]. For both approaches, GaV4S8 thin films need to be annealed in the 450-600 °C range to 
exhibit a crystalline structure, as checked by XRD analysis (Figure 15a). For films deposited 
in pure Ar, the annealing is performed with excess sulfur, whereas thin films deposited in 
reactive phase H2S/Ar do not need any enrichment to achieve the targeted sulfur 
stoichiometry. After annealing, the stoichiometric polycrystalline layers crystallize with the 
expected lacunar spinel structure, (Figure 15a), and exhibit a granular morphology as 
revealed by the SEM image of a 100 nm annealed thick film elaborated with 1% H2S content 
(Figure 15b). Several Metal Insulator Metal (MIM) structures Au/GaV4S8/Au were 
subsequently realized (Figure 15e-f) using these well crystallized GaV4S8 thin layers. TEM 
analyses reveal the excellent crystalline quality of the GaV4S8/Au interface at top and bottom 
electrodes, with GaV4S8 atomic planes clearly visible at 2 nm from the interface (Figure 15c), 
without any interfacial amorphous layer [135].  
6.2 Resistive switching in GaV4S8 MIM structures 
Resistive switching experiments were performed on GaV4S8 MIM structures. A non-volatile 
resistive switching can be induced by applying electric pulses to polycrystalline GaV4S8 thin 
films. The resistance vs. temperature dependence of the GaV4S8 polycrystalline thin layer, 
displayed in Figure 16b, changes from an insulating state in the pristine state (ROFF = red curve) 
to a conductive one (RON = blue curve) after the application of short electric pulses in the 500 
ns-10 µs range. This is completely similar to the resistive switching observed previously on 
single crystal (see comparison in Figure 16 a-b). Moreover, a significant difference between 
RON and ROFF is still observable on thin films at 300 K (Figure 16b). The pulse protocol 
described in Section 5.2 was therefore tested at room temperature in order to control the SET 
and RESET transitions on GaV4S8 MIM structures. This voltage pulse protocol alternates a 
series of seven identical short pulses of large amplitude to generate the SET transition with a 
single long and low amplitude pulse to generate the RESET transition. Using this pulse protocol 
a reversible switch back and forth between the high and low resistance states was observed at 
room temperature on this Au/GaV4S8/Au MIM structure (Figure 16). 
 
772
Electronic Avalanche in Narrow Gap Mott Insulators 27 — D5 
 
Figure 15 : Typical 
characteristics of GaV4S8 thin 
layers (from top to bottom): (a) 
X-ray diffraction pattern of a 
400 nm thick layer after 1 h 
annealing at 873 K under H2S 
flow and comparison with the 
one of home-synthesized 
powder used as a reference ; 
(b) SEM image in cross section 
of a 100 nm thick GaV4S8 layer 
elaborated with 1% H2S after 
annealing at 813 K; (c) high 
magnification TEM picture of 
the bottom GaV4S8/Au interface 
within a 50×50 μm2 
Au/GaV4S8/Au MIM structure ; 
(d) Schematic drawing of the 
2×2 μm2 MIM structure cross-
section; (e) SEM images of the 
corresponding substrate before 
deposition of the GaV4S8 layer 
(surface view). 
6.3 Performances of GaV4S8 based ReRAM devices  
Electrical performances such as endurance, scalability, and retention times were evaluated on 
GaV4S8 MIM structures. The endurance was measured on a GaV4S8 based device and exceeds 
65 000 successive cycles with less than 0.01% error rate [135]. 
The downscaling properties were also investigated on MIM structures [135] with electrode pad 
size ranging from 50×50 μm2 down to 150×150 nm2. As displayed in Figure 16d the ROFF/RON 
ratio strongly increases with decreasing pad area and reaches values larger than 1000 for pads 
of 150×150 nm2. This result can be easily explained considering the filamentary model depicted 
in section 5. As long as the cycling involves the creation / full dissolution of a single filament, 
ROFF is indeed expected to scale with the inverse of the pad area 1/S while RON is expected to 
depend only on the resistance of few filamentary conducting paths covering a small area. As a 
consequence, ROFF/RON should increase as 1/S for small pads area, which is observed 
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experimentally for areas below 5 µm² (Figure 16d) and should keep increasing as long as pad 
sizes remain larger than the filamentary conducting paths. ROFF/RON ratios larger than the 103-
104 current values can thus be expected with further pad size downscaling. 
The stability of high and low resistive states obtained on MIM structures has been investigated 
at room temperature. Extrapolation of ROFF and RON to 10 years shows respectively slight 
increase and decrease of these resistance levels (Figure 16e-f). Both states exhibit therefore 
good retention time which is promising for data storage. 
Another interesting feature of the switching mechanism observed in narrow gap insulators is 
that it enables a simple way to tune the SET voltage. Indeed the resistive switching is driven by 
electric field of the order of kV/cm. The SET voltages used on single crystals (typically 30-50 
V for 10-30 μm inter-electrode distance) largely decreases on thin films (down to 1.5 V for 150 
nm). SET voltage value lower than 1 V is therefore expected for sub-100 nm thick thin films 
targeted in future devices. Finally writing time (SET transition) of 7 x 15ns and erasing time 
(RESET transition) as short as 500 ns were obtained in GaV4S8 planar structures. [135] 
To summarize, the endurance of Mott-RAM devices is very promising compared to values 
ranging from 103 to 107 cycles currently obtained in Flash technology [122]. The writing time of 
7x15 ns and the erasing time of 500 ns are favorable compared to characteristics achieved in 
Flash technology, i.e. writing time of 1 μs and even much better than the typical erasing times 
of 10 ms. In addition, the writing/erasing voltage in the 1 V range stands as a huge advantage 
when compared to the 12 V reported for Flash memories [122]. Among other ReRAM emerging 
technologies, Mott insulator based ReRAM devices could be thus considered as really 
promising candidates to take over the Flash technology. 
7 Conclusion 
Insulating state may arise in systems with an integer number of unpaired electrons owing to 
strong electronic correlations. The most prominent examples of these type of systems, known 
as Mott Insulators, are (V1-xCrx)2O3, NiS2-xSex and AM4Q8. There are several ways to 
destabilize the Mott insulating state. The best known ones consist in either applying pressure 
(Bandwidth-Controlled IMT, type 1), changing the temperature in the vicinity of the Mott 
transition line (Temperature-controlled IMT, type 2) or doping the system away from half 
filling (Filling-controlled IMT, type 3). Recently another way to destabilize the Mott insulating 
state was reported consisting in applying strong electric field. Electric field can indeed initiate 
a dielectric breakdown of the avalanche type in Mott Insulators which can be considered as an 
Electric-Field-controlled IMT (type 5). These insulator to metal transitions which emerge from 
the Mott insulating state are called Mott transitions and do not involve a change in the crystal 
structure symmetry. Alternatively, many insulating correlated materials like VO2, Ca2RuO4 or 
Fe3O4 display Temperature-controlled IMT (type 4) associated with diverse phase changes that 
all involve crystallographic symmetry breakings.  
Temperature, filling or Electric-Field-controlled IMT which appear in Mott or correlated 
insulators are interesting in the context of Resistive RAM. Indeed, resistive switchings in Mott 
or correlated insulators can be classified under three types of mechanisms depending on the 
type of IMT responsible for the change of resistance (see Figure 17). A first type of resistive 
switching can be explained by a Joule heating induced Temperature-Controlled IMT (type 2 
and 4). This thermal mechanism of resistive switching is encountered in Mott insulator systems 
like (V1-xCrx)2O3 (x ≈ 0.01) and NiS2-xSex (x ≈ 0.45) and in many correlated insulators like VO2, 
Ca2RuO4,or Fe3O4.  
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Figure 16 : Typical electrical characteristics obtained for Au/GaV4S8/Au MIM structure
exhibiting pad size in the 50 µm to 100 nm range (from top to bottom). 
(a) (b) Comparison of the temperature dependences of high and low resistive states for(a) a
300 µm GaV4S8 single crystal and (b) a 400 nm thick GaV4S8 thin layer obtained in pure Ar
phase (50x50 µm2 pad size). 
(c) Resistive switching cycles obtained on 2×2 μm2 and 150 nm thick GaV4S8 based MIM
structure in series with Rload=10 Ω, by applying successively a multipulse sequence (seven
3.2 V/500 ns pulses, period 3.5 µs) and single 1.6 V/500 μs pulses. 
(d) Variation of the ROFF/RON ratio vs. the electrode area. The dotted line indicates the
dependence expected for a simple model of creation / full dissolution of a single filament per
memory cell. Inset: RS cycles obtained with a 150x150 nm² pad size exhibiting ROFF/RON
ratio larger than one thousand.  
(e) (f) Evolution of RON (e) and ROFF (f) vs. time for two different 2×2 μm2 MIM structures with
retention extrapolation to 10 years, and comparison with their initial ROFF and RON levels. 
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Insulator to 
Metal 
Transition 
Resistive  
switching  
mechanism 
Mott  
insulators 
Correlated  
insulators 
Temperature-
Controlled 
IMT 
(type 2 
and 4) 
Thermal 
• (V0.99Cr0.01)2O3 [63] 
 
• NiS1.45Se0.55 [64,65] 
• VO2 [66,67] 
• NbO2 [68] 
• Ca2RuO4 [69,5] 
• V2O3 (AFImetal) 
[70,71,72] 
• Fe3O4 [73,74] 
Filling-
Controlled 
IMT 
(type 3) 
Valence 
Change 
Filamentary
• NiO [10,86,87]  
• CuO [8886]  
Interfacial 
• YBa2Cu3O7-x [84] 
• La2CuO4 [8]     Pr0.7Ca0.3MnO3 
[82] 
Electric 
Field-
Controlled 
IMT 
(type 5) 
Avalanche 
breakdown induced  
electronic phase 
separation 
• NiS2-xSex [118] 
• (V1-xCrx)2O3 [118] 
• AM4Q8 (A=Ga, Ge; M= V, Nb, 
Ta, Mo; Q=S, Se, Te) [12,13,105] 
• Sr2CuO3 [93] 
• SrCuO2 [93] 
• κ-(BEDT-TTF)2X [96] 
 
 
Figure 17 : classification of resistive switching mechanisms in Mott and Correlated Insulators 
depending on the type of IMT involved in the resistance change. Compounds names written in 
normal, italic and bold characters display respectively non-volatile, mainly volatile and both 
volatile/non volatile resistive switching. 
 
A second type of resistive switching observed in correlated and Mott Insulators is based on an 
ionic migration process. In transition metal oxides migration of oxygen under electric field can 
indeed induce a filling-controlled IMT (type 3) either along filamentary paths or at the oxide-
metal electrode interface. This type of resistive switching first described in band insulators like 
SrTiO3 is called VCM for Valence Change Memory. Filamentary VCM type resistive switching 
occurs in Mott insulators like NiO while interfacial VCM type resistive switching occurs for 
various metal- insulator junctions made of correlated materials like Pr0.7Ca0.3MnO3 or 
YBa2Cu3O7−x.  
Finally, the last type of resistive switching is related to the Electric-Field-controlled IMT (type 
5) or avalanche breakdown recently reported in Mott Insulators. This avalanche breakdown 
induces the collapse of the Mott insulating state at the local scale and leads to the formation of 
filamentary conducting paths. Depending on the electric field value these filaments can be either 
volatile or non-volatile (SET transition). Non-volatile filaments may be destroyed by another 
electric pulse thanks to Joule heating (RESET transition). This type of resistive switching is 
universal to narrow gap Mott insulators. It was already demonstrated in several family of Mott 
insulators like (V1-xCrx)2O3, NiS2-xSex and AM4Q8. This new mechanism of resistive switching 
shows promising features such as resistive switching ratio ROFF/RON exceeding 103, cycling 
endurance reaching more than 65,000 RS cycles, data retention time till 10 years and writing 
speed below 100 ns. All these results confirm therefore the high potential of this Mott type 
resistive switching for ReRAM applications. 
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1 Introduction and Basics 
Phase-Change Materials can rapidly and reversibly be switched between an amorphous and a 
crystalline phase. Since both phases are characterized by very different optical and electrical 
properties, these materials can be employed for rewritable optical and electrical data storage. 
Hence, there are considerable efforts to identify suitable materials, and to optimize them with 
respect to specific applications. Design rules which can explain why the materials identified so 
far enable phase-change based devices would hence be very beneficial. 
The present chapter describes materials that have been successfully employed and discusses 
common features regarding both typical structures and bonding mechanisms. It is shown that 
typical structural motifs and electronic properties can be found in the crystalline state that are 
indicative for resonant bonding, from which the employed contrast originates. The occurrence 
of resonance is linked to the composition, thus providing a design rule for phase-change mate-
rials. This understanding helps to unravel characteristic properties such as electrical and thermal 
conductivity which are discussed in the subsequent section. Finally, present approaches for im-
proved high-capacity optical discs and fast non-volatile electrical memories that hold the po-
tential to succeed present-day‘s Flash memory, are presented.  
Throughout the history of mankind, the ability to store, share, develop, rearrange and combine 
information has been key to its evolution. We may only guess what course history would have 
taken if apparently simple inventions such as pen, paper and letterpress, but also the modern 
wonder of computers would not be omnipresent. A particularly promising approach for such 
data storage devices is based on the fast reversible switching of so-called phase-change mate-
rials between an amorphous and a crystalline state. Both phases are characterized by very dif-
ferent material properties, thus providing the contrast required to distinguish between logical 
states. Phase-change recording was initiated in the 1960s by Ovshinsky [3]. It is the state-of-
the-art technique for rewritable optical storage since the market introduction of the CD-RW in 
1996, and continues to hold this position up to now in the form of the rewritable incarnation of 
the Blu-ray disc format (i.e., BD-RE). It is also among the most promising candidates to suc-
ceed Flash memory, with the potential to fulfill its duties at a speed currently reached by the 
volatile DRAM. However, phase-change memories are far from being just an engineering issue. 
A wide scope of aspects in material science is involved in understanding phase-change materi-
als, founding the scientific interest in these materials that has led to hundreds of publications. 
Ultimately, an in-depth understanding of the few known successful phase-change materials is 
commonly thought to lead to design rules for optimal materials, which is one of the driving 
forces of the field. It is the aim of this chapter to provide an overview over the current state of 
understanding of phase-change materials that has greatly improved within the last few years.  
To start, a brief introduction into the basics of phase-change recording shall be given. The prin-
ciple of operation is illustrated in Figure 1. A small portion of a phase-change material is 
switched between the crystalline and amorphous state by providing a precisely controlled 
amount of heat. Currently, either laser pulses or electrical pulses are employed as heat sources 
depending on the application in optical or electronic data storage. Starting from a crystalline 
bit, the temperature needs to be first elevated above the liquidus temperature Tl using a short, 
high intensity (high current) pulse. Since only a spatially confined region is heated up, a huge 
temperature gradient between the molten bit and the surrounding material is obtained, leading 
to high cooling rates of about 1010 K∕s. If the melt cools fast enough, crystallization is bypassed. 
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Instead a melt-quenched amorphous bit is formed if the temperature falls fast enough below a 
critical temperature, the glass transition temperature Tg. In this low temperature regime, the 
atomic mobility is so small that crystallization, though energetically favorable, is kinetically 
hindered. To switch from the amorphous back to the crystalline state, the temperature of the bit 
needs to be elevated for a sufficiently long time to a temperature where the atomic mobilities 
are high enough for crystallization to occur. Hence, the sample has to be heated significantly 
above the glass transition temperature. To read out whether a bit is amorphous or crystalline, 
low intensity (low current) pulses are employed to distinguish between low and high reflectivity 
(conductivity).  
Fig. 1: The operation principle of phase-change devices is based on the reversible switching
between the crystalline and amorphous state. Amorphization (also called RESET -operation) 
of a bit proceeds via melt-quenching, employing short current pulses as heat sources. In optical
recording, short laser pulses are utilized instead. The resulting huge temperature difference 
between the confined melt and the surrounding material leads to extremely high cooling rates. 
Thus, the disorder of the liquid is frozen in. Crystallization (SET -operation) requires annealing 
of an amorphous bit at a temperature below the melting temperature for the atoms to adopt the 
energetically favorable crystalline order. Reproduced from Ref. [2]. 
Noteworthy are the timescales of phase changes. Typically, crystallization is the slowest pro-
cess involved. Nevertheless, under optimal conditions it may proceed in a matter of nanosec-
onds at elevated temperatures. At ambient conditions, however, crystallization of an amorphous 
bit must not take place within many years to ensure data retention. This means that the crystal-
lization rate of phase-change materials must increase by up to twenty orders of magnitude while 
the temperature is increased by only a few hundred Kelvin. Thus, an in-depth understanding of 
the crystallization kinetics is required to find out where this significant temperature-dependence 
stems from and how it can be controlled.  
The task to be accomplished for material researchers is to find out which materials are suitable 
for application. This is a challenging quest, since the requirements regarding kinetics are not 
the only ones phase-change materials have to meet. These requirements for storage applications 
are listed in Table 1.  
In order to distinguish between the phases, reflectivity and conductivity must differ signifi-
cantly. At first sight, this seems to require also a significant difference in local structure. But 
then the question arises, why the phase transition is so fast. The understanding of this apparent 
conflict has made significant progress in the recent past and is addressed in the following sec-
tions. Phase-change materials must provide a compromise of numerous, sometimes conflicting 
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demands. In the past, a number of materials have been identified, which meet these require-
ments. Since these materials have often been found by an empirical approach, it is not clear 
whether these materials are really best suited to meet the demands listed in Table 1. 
 
Application Requirement Material Requirement 
 
Distinguishable logical states  ability to switch between phases that exhibit significantly different 
optical/electrical properties 
Fast data transfer rates  rapid crystallization at elevated temperatures 
Stability no crystallization at ambient temperatures 
Scalability/Data density  simple compositions, insensitivity to composition variations, 
functionality retained in small volumes with large interfaces 
Cyclability no irreversible modifications due to the switching process itself 
(e.g., electromigration), intrinsic change of the material over time 
(e.g., relaxation) or interaction with the environment (e.g., 
chemical reaction with the electrodes) 
Operation of PCRAM at  
low voltages  
nonlinear electrical behavior in the amorphous state and 
reasonably high resistivity in the crystalline state 
Easy to fabricate production compatible with established semiconductor 
manufacturing processes and compliant with environmental 
legislation 
Table 1: Numerous material requirements for phase-change materials follow from the desired 
use in data storage applications. This table compiles the most important demands. The task 
material research is confronted with is to find optimal materials that suit these needs. 
 
Most of the families of phase-change materials already identified can be found in the ternary 
Ge:Sb:Te-phase diagram shown in Figure 2. The most prominent materials such as Ge2Sb2Te5 
are located on the pseudo-binary line connecting GeTe and Sb2Te3. Besides Sb2Te3, also Sb2Te 
offers suitable properties when combined with silver and indium, yielding the widely employed 
AgInSbTe (abbrev. AIST). Finally, another material family that has attracted considerable in-
terest in the last years is found here, namely modifications of antimony such as Ge15Sb85. It 
stands out due to the fact that it does not contain a chalcogenide component, but can be under-
stood in terms of doped antimony. Doping in the field of phase-change materials refers to much 
larger concentrations (typically on the order of some percent) than in usual semiconductors such 
as silicon. We will tackle the role of stoichiometry in more detail later on.  
The discussions presented above immediately raise the question why the materials in the ternary 
Ge:Sb:Te-phase diagram work as phase-change materials, and whether materials, that are com-
posed of other elements, would work as well, or even better. While this question can in part be 
tackled by empirical search algorithms, a microscopic understanding could provide a superior 
route to material optimization. This might help to understand how both the switching speed and 
the property contrast can be optimized simultaneously by stoichiometry variation. How can this 
goal be reached?  
If you want to understand function, you have to study structure. This famous expression by Sir 
Francis Crick (thanks to Professor R. Jones for bringing this quotation to our attention) serves 
as the guideline for the first half of this article. Presumably, the significant difference in optical 
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reflectivity and electrical conductivity between the amorphous and the crystalline state is re-
lated to substantial differences in the atomic arrangement. Hence, we will first review the struc-
tures of crystalline phase-change materials, and subsequently relate them to the bonding. The 
comparison to the structure and bonding in the amorphous phase will then allow us to identify 
the origin of the contrast that these materials exhibit. Understanding structure and bonding then 
provides an efficient framework to discuss other physical properties that are relevant for the 
materials and their prospective applications. Finally, we conclude with an overview of present 
and future applications of phase-change materials. 
Fig. 2: Most phase-change 
materials are found within the 
ternary Ge:Sb:Te-phase 
diagram. In particular, the 
pseudo-binary line between 
GeTe and Sb2Te3 stands out as it 
hosts the most prominent phase-
change materials composed as 
(GeTe)m(Sb2Te3)n, with m and n 
being integer numbers. 
Reproduced from ref. [2]. 
2 Structure and Bonding  
This chapter will start with a discussion of the atomic arrangement in crystalline phase-change 
materials. It will be demonstrated that these materials are characterized by a few typical struc-
tural motifs, which can be linked to a unique bonding mechanism which prevails in the crystal-
line phase. Hence, the precise characterization of the atomic arrangement of the crystalline state 
can provide valuable insight into the bonding of these materials and the resulting properties.  
The determination of the structure should be much easier for the crystalline phase than for both 
the liquid and the amorphous state. The long range order of the crystalline phase enables us to 
employ the tools of crystallography, with which the precise determination of atomic arrange-
ments is routinely feasible even for crystalline materials having large unit cells and containing 
several different atomic species. Hence, it appears surprising that even today there are important 
new discoveries as well as open questions regarding the atomic arrangement of crystalline 
phase-change materials. Therefore, we will first briefly summarize the challenges to determine 
the structure of crystalline phase change materials. As already mentioned in the introduction, 
one of the attractive properties of phase change materials is their ability to crystallize on time 
scales of just a few nanoseconds at elevated temperatures. The underlying reasons for the fast 
crystallization behavior will be described in the chapter by M. Salinga (D 7). The specific crys-
tallization characteristics of phase-change materials lead to the fact that their crystalline state 
usually consists of rather small (few tens of nanometers) grains. Usually, these grains form a 
polycrystalline state without any preferred orientation. This is a serious complication for dif-
fraction tools, which are ideally suited for single crystals.  
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Therefore in recent years it has been attempted to produce single crystalline samples of phase 
change materials in the Ge:Sb:Te-system. A second promising approach to obtain samples with 
single crystalline qualities has been pursued as well; epitaxial thin films of Ge2Sb2Te5 grown 
on single crystal substrates to overcome the limitations that arise from polycrystalline samples, 
such as the inability to angularly resolve the Brillouin-zone.  
2.1 Atomic Structure of the Crystalline Phase 
 
Fig. 3: The crystal structures 
of GeTe and Sb2Te3 as 
explained in the text. Phase-
change materials inherit the 
principal structural features 
of these two limiting cases. 
We now turn to the discussion of typical crystal structures of phase-change materials, focusing 
again on the prototype Ge:Sb:Te-materials. Interesting enough, almost independent of the for-
mation routes chosen, the atomic structures of phase-change materials exhibit generic features 
and structural motifs, which are quite different from other materials that at first sight should 
behave similarly. This implies that phase-change materials are characterized by a unique bond-
ing mechanism, which will be discussed in the following section. The two limiting cases of the 
pseudo-binary line, GeTe and Sb2Te3, are well suited to discuss the structure and bonding mech-
anisms that rule phase-change materials, see also Figure 3. 
2.1.1 The Structure of GeTe 
Let us first consider GeTe. It exhibits a structure that closely resembles the rocksalt-structure, 
with Ge occupying the cation and Te the anion sublattice. At temperatures below approximately 
700K, atomic displacements deform this lattice. First, there is a relative shift of the two sublat-
tices along the [111]-direction. This reduces the number of bonds from six to three short bonds 
(and three long bonds), in line with the Peierls-model of distortions for a system with an average 
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number of three p-electrons. As a secondary effect, the atomic displacements lead to a small 
decrease of the cell angle. Altogether, a rhombohedral rather than a cubic cell is obtained.  
2.1.2 The Role of Peierls-like Distortions 
Since the distortions mentioned above are of utmost importance for phase-change materials, we 
shall briefly introduce the underlying concept. Though we adopt the common approach to in-
troduce the systematics for a periodic (i.e., crystalline) system, the results on the shifts in the 
density of states and the local distortions can be transferred to non-crystalline systems as well. 
As a prerequisite, dominant p-electron bonding (equivalent to the absence of a pronounced hy-
bridization between s- and p- states) is assumed, leaving us first with a (hypothetic) highly 
symmetric six-fold coordination. To simplify matters, we assume a one-dimensional chain of 
equally spaced atoms with a simple parabolic band structure as shown in Figure 4. Depending 
on the number of electrons or equivalently, the position of the Fermi wavevector kF, this chain 
is unstable against a periodic distortion. Given kF is located within the Brillouin zone, that is  
�� � � �
�
2 � � � � (1)
a distortion that introduces a Fourier component of the potential at this wavevector, VkF, leads 
to the opening of a gap of size 2|V kF| and thus a decrease of the energy of the occupied states. 
The Brillouin zone shrinks according to the periodicity of the distortion pattern. With this 
model, we can understand the coordination of GeTe and elemental antimony, for instance, if 
we assume that each dimension may be treated separately. Then, we have three p-valence elec-
trons per atom out of a maximum of six, one per dimension, which yields γ = 1∕2. Thus, the 
initially equally long bonds in one dimension split into a short and a long bond. So in three 
dimensions, three short and three long bonds per atom result. The same line of reasoning can 
be employed for elemental tellurium, yielding two short and four long bonds per atom and 
reproducing the experimentally obtained zig-zag chain-structure. However, there is one degree 
of freedom per dimension, the phase of the distortion that cannot be inferred from the preceding 
arguments. We note that so far we have not considered additional elastic forces nor the effect 
of ionicity, that comes into play for non-elemental systems, both counteracting the mechanism 
Fig. 4: Schematic of a Peierls-distortion for a one-dimensional chain with a half-filled band. 
By a (periodic) distortion, the size of the Brillouin zone is reduced and a new component of 
the potential is introduced. This leads to an opening of a gap and concurrently a decrease in 
energy for the occupied states that is the driving force behind these distortions. Reproduced 
from ref. [2]. 
791
D 6 — 8 M. Wuttig 
of atomic distortions. As mentioned before, Peierls-like distortions can also prevail in non-
crystalline systems. The conceptual translation from a periodic to a local picture can be given 
by local hybridization of the atoms, thus maximizing the degree of saturation of a few short 
covalent bonds at the expense of less saturated long bonds. 
2.1.3 The 8 - N-rule 
The above coordination numbers of antimony and tellurium agree with what would have been 
predicted by the so-called 8 - N-rule. With N being the number of valence electrons of an atom, 
the rule states that generally, the coordination of an atom in a covalent bonding configuration 
is equal to 8 - N. The 8 - N-rule successfully explains and predicts the atomic coordination in a 
wide range of materials composed of elements from the groups V, VI and VII. However, we 
note that as one goes down in germanium’s row of the periodic table, the limits of the 8 - N-
rule become obvious. Elemental lead is not tetrahedrally, but octahedrally coordinated, owing 
to the fact that due to relativistic effects hybridization becomes unfavorable. This 8 - N-rule has 
to be applied either individually for each atomic species or in a species-averaged manner. An 
example for the latter behavior is seen in GaAs. On average, this material has 4 valence elec-
trons (As has 5 valence electrons, while Ga has 3). In this case, it can form a tetrahedral atomic 
arrangement as in the zincblende structure, where every atom has four nearest neighbors and 
forms a tetrahedral atomic arrangement. In SiO2, on the contrary, the 8-N rule would need to 
be applied for each atomic species individually; silicon, with its 4 valence electrons, has 4 near-
est neighbors of oxygen, while oxygen, with its 6 valence electrons, has 2 nearest neighbors of 
Si. For GeTe, we see that we need to use an average number of five valence electrons per atom. 
The structures we observe here (and in the following), are remarkably close to six-fold coordi-
nation, and the validity of the 8 - N-rule is only just established by the slight local atomic dis-
tortions. This raises the question whether it is reasonable to argue that the 8 - N-rule is fulfilled, 
if the difference between nearest- and next-nearest neighbors becomes very small.  
2.1.4 The Structure of Sb2Te3 
Not only the structure of GeTe, but also that of Sb2Te3 can be understood in terms of a distorted 
rocksalt-like structure. Again, there is an atomic alternation as antimony has only tellurium 
neighbors in an octahedral environment. However, since there is an excess of Te-atoms, these 
would need to be arranged in neighboring sites. Instead, well separated layers, consisting of a 
sequence Te-Sb-Te-Sb-Te, form with interlayer bonding between adjacent Te planes being as-
cribed to Van der Waals-interaction. Their separation can be explained by electrostatic repul-
sion of the anionic Te-atoms. For the following discussion, it will be instructive to view the 
space between two layers as occupied by a layer of intrinsic vacancies. The layer periodicity 
depends on the Sb to Te-ratio as investigated by x-ray diffraction. 
2.1.5 The Structure of alloys on the pseudobinary GeTe-Sb2Te3 line 
The Ge:Sb:Te-compounds inherit the aforementioned structural ingredients. In the metastable 
crystalline phase, they exhibit a rocksalt-like structure, with tellurium occupying the anion sub-
lattice. The other, cation sublattice is occupied by germanium, antimony and intrinsic vacan-
cies. Thus, these metastable phases also feature an octahedral-like coordination. The atomic 
positions show (Peierls-like) distortions from the high-symmetry-positions. For compositions 
close to GeTe, also a rhombohedral distortion of the unit cell is observed. Interesting enough, 
the occupation of the cation sublattice depends on the thermal history. After crystallization, 
typically a random, chemically disordered occupation is obtained. Density functional theory 
calculations have been performed in order to find out whether there is an energetically preferred 
occupation. The principal finding is that certain layer-sequences are favored, with the layers 
being orientated normal to the [111]-direction. The layer sequence is typically similar to what 
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is found for Sb2Te3. The germanium-incorporation leads in most cases to the formation of ad-
ditional -Te-Ge-Te- sequences within the layer. The initially randomly dispersed vacancies are 
shifted to form the vacant space in between two layer-stacks.  
2.1.6 The Role of Intrinsic Vacancies 
Considerable attention has been devoted to the investigation of the large concentration of in-
trinsic vacancies. The formation of a vacancy in a solid corresponds to the creation of a defect 
which usually requires a large formation energy of several eV. This explains why most semi-
conductors such as Si, Ge, or GaAs are characterized by very small vacancy concentrations. On 
the contrary, in a phase change material such as GeSb2Te4, there is a 25% concentration of 
vacancies on the sublattice otherwise occupied by Ge and Sb. This high intrinsic vacancy con-
centration is rather unusual. Nevertheless, there are also other semiconductors, such as defective 
chalcopyrites, which are characterized by a high concentration of intrinsic vacancies. Density 
functional calculations have been conducted to further investigate the role of intrinsic vacan-
cies. Removing Ge atoms from a randomly occupied cell representing Ge2Sb2Te4 and disposing 
the Ge atoms in a chemical reservoir of elemental germanium was shown to lower the energy 
of the system. The reason for this lowering of the energy is related to the fact that the highest 
electronic states occupied for Ge2Sb2Te4 are antibonding. Hence, emptying these states by re-
moving Ge atoms lowers the energy of the system. In these calculations an energy minimum 
was found for Ge1.5Sb2Te4. Experimentally, however, the resulting crystalline systems are de-
scribed by the following formula, which relates the number of p-electrons per lattice site, Np, 
to the stoichiometry (with ni giving the number of species i per formula unit):  
�� =
���� � ���� � ����
��� � ��� � ��� � �� (2)
Those compositions along the GeTe- Sb2Te3 pseudobinary line that form stable phases corre-
spond to a number of Np = 3, with nV = nTe - (nGe + nSb) (i.e., by balancing the mismatch 
between the number of anions and cations by intrinsic vacancies). At the same time, this va-
cancy concentration is required to establish the vacancy layers. 
2.1.7 The Significance of Octahedral Arrangements 
If one looks at a single structural motif that all crystalline phase change materials have in com-
mon, one immediately notices the octahedral-like atomic arrangement. This finding of proxim-
ity to an – counting the number of valence electrons – over-coordinated structure (cf. ’hyper-
valency’) and the occurrence of competing Peierls-like distortions, that turns out to be a struc-
tural fingerprint of phase-change materials, has important consequences for the electronic struc-
ture of phase-change materials as we will see in the following sections. Thus, the quantification 
of the distortion is an important aspect of structure investigation in the field of phase-change 
materials. Hence, it is not surprising that many studies have addressed the magnitude of these 
distortions. The simplest approach is to compare the lattice constant of the rocksalt-type struc-
tures with the actual bond lengths. These may for instance be obtained from EXAFS measure-
ments or neutron diffraction data. A split of the six initially equal Ge-Te and Sb-Te bonds (re-
calling the principal octahedral coordination and atomic alternation) is observed, with distor-
tions of approximately 0.2Å per atom. 
793
D 6 — 10 M. Wuttig 
2.2 Electronic Structure of the Crystalline Phase  
2.2.1 Photoelectron Spectroscopy Studies 
Based on the review of the crystalline structure of phase-change materials, we may now turn to 
the study of the functional behavior that is linked to the electronic structure in the crystalline 
and amorphous phase. Photoelectron spectroscopy ought to be ideally suited to track down dif-
ferences for the occupied states. Figure 5 shows XPS-spectra for (GeTe)1-x(Sb2Te3)x. Three 
features are visible in the valence band density of states. The s-like states of tellurium (C), as 
well as antimony and germanium (B) lie significantly below the p-like states of all three species 
(A). The latter are located around the Fermi-level and hence are responsible for the bonding. 
It is somewhat surprising that the measured spectra for the amorphous and crystalline state look 
quite similar. This raises the question, how the pronounced optical contrast between both states 
could be explained. It is not obvious, if the small differences in the valence density of states are 
sufficient to cause the optical contrast between the amorphous and crystalline state that every 
user of rewritable optical disks can notice. This task is not only of academic interest, but also 
has been the motivation of a significant amount of application driven material research. With 
every new generation of optical storage devices it had to be verified that the chosen phase 
change materials had sufficient optical contrast at the new wavelength of choice.  
Fig. 5: The valence band 
density of states of materials 
composed as (GeTe)1–x 
(Sb2Te3)x have been obtained 
by means of XPS for both the 
amorphous and crystalline 
phases. The s-like states (B,C) 
lie well below the occupied p-
like states (A). Only minor 
differences between the 
amorphous and the crystalline 
state can be observed. 
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2.2.2 Optical Properties and the Origin of the Optical Contrast 
Hence, the optical properties, that also probe the density of unoccupied states, have been inves-
tigated by many groups. In the visible range between approximately 1.5 and 3.1 eV, the dielec-
tric function is governed by the interband absorption over the electronic gap. From an extrapo-
lation of the measured spectra it had been extrapolated that in comparison to the amorphous 
phase, the optical gap is typically smaller, with values of 0.2 to 0.6eV for the crystalline phase. 
Hence, the gap falls below the typical lower boundary of the energy range that is accessible to 
ellipsometry. Instead, optical spectroscopy in the infrared can characterize phase change mate-
rials. Ideally, such measurements for phase change materials should even be performed signif-
icantly below the band gap. This is somewhat surprising, since in this frequency range, phase-
change materials should possess a broad transparency window. Nevertheless, the optical prop-
erties even below the absorption edge of crystalline and amorphous phase change materials 
differ significantly. This is shown in Figure 6. 
The visual inspection of this figure reveals three differences between the spectra of the amor-
phous and the crystalline state of phase change materials. The energy range where oscillations, 
which are indicative for the transparency of the phase change film, are observed is larger for 
Fig. 6: A combination of FTIR-measurements (left) and spectroscopic ellipsometry enables the 
simulation of the dielectric function of narrow-gap materials at and below the optical gap 
(right). The comparison between a non-phase-change material AgInTe2, and a phase-change 
material, Ge1Sb2Te4, highlights the unique properties of phase-change materials. Only the lat-
ter exhibit a significant contrast between the phases. In particular, the gap becomes smaller 
upon crystallization, and the optical dielectric constant, ∈∞, increases significantly.  
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the amorphous state. This implies that the amorphous phase has a larger optical gap than the 
crystalline phase, confirming earlier extrapolations from optical spectroscopy data. In addition, 
even in the energy range below the band gap, the crystalline films show absorption. This can 
be seen from the fact that the interference maxima are considerably below unity. Most likely 
this is due to some collective excitation of charge carriers as will be discussed in more detail 
below. No such contribution is visible in the spectra of the amorphous phase. The most inter-
esting difference, however, is the different spacing of the reflectance minima. Since in this 
sample geometry we are performing a simple interference measurement, the spacing of the re-
flectance minima is governed by the optical thickness, i.e. the product of the film thickness and 
the corresponding refractive index. The observation that the reflectance minima are much more 
closely spaced in the crystalline sample cannot be explained by the characteristic 5% decrease 
in film thickness upon crystallization, which would even lead to a corresponding increase in the 
spacing of the minima. Instead, the refractive index of the crystalline state has to be significantly 
higher than the refractive index of the amorphous phase. This distinctive difference can explain 
the pronounced optical contrast that characterizes phase-change materials. These observations 
are reflected by the dielectric functions fitted to these spectra. Hence, these or similar measure-
ments are ideally suited to identify and even optimize phase-change materials.   
2.2.3 The Stoichiometry-dependence of the Optical Contrast 
How does this finding relate to the structure? In Figure 7, the atomic arrangement for a number 
of chalcogenides is displayed as a function of the average number of p-electrons per atom. This 
viewgraph shows that for an average number of 2 p-electrons per atom (Nsp = 4) a tetrahedral 
atomic arrangement is favorable, while for a larger number of p-electrons this atomic arrange-
ment is destabilized with respect to an octahedral atomic arrangement. Filling a sp3-bonded 
system with more than 4 valence electrons requires the occupation of an antibonding orbital, 
thus the octahedral arrangement, where 5 valence electrons, and hence 3 p-electrons, can oc-
cupy bonding states is energetically favorable. All octahedral-like chalcogenides that have been 
measured so far show a high electronic polarizability in the crystalline state. This raises the 
question how the octahedral atomic arrangement that is promoted by the p-electrons leads to 
the high electronic polarizability. 
Fig. 7: Te-containing materials 
with different average numbers 
of valence electrons have been 
studied by DFT-calculations. 
For each system, the energy 
difference between four-fold 
coordinated (chalcopyrite) and 
six-fold coordinated (rocksalt) 
structure were calculated. 
Materials with 4.25 and more 
electrons were found to form 
rocksalt structures. Reproduced 
from ref. [3]. 
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2.2.4 Resonant Bonding 
To understand the high electronic polarizabilty, this finding needs to be related to the electronic 
structure and atomic arrangements of these materials. We recall that there are about three p-
electrons per site available to form covalent bonds in phase-change materials. Save for the 
atomic distortions, which will not be considered for the moment, the atoms are octahedrally 
coordinated. Thus, six covalent bonds are established, but there is an insufficient number of 
electrons to saturate these. This situation is very similar to the case of benzene. It is called 
resonant bonding (or resonance bonding) and is visualized in Figure 8. To elaborate the im-
portance of this feature for phase-change materials, we shall discuss it in more detail.   
Given that a suitable basis to expand the electronic wavefunction, Ψ, consists of saturated bond 
configurations, ϕi, then for a linear chain as shown in Figure 8, it may be expanded as  
Ψ = 1√1 + �� �Φ� + αΦ��. 
(3)
Since all basis configurations ϕi are energetically equivalent due to symmetry,  
�Φ�|�|Φ�� = �Φ�|�|Φ�� = �� (4)
that is in resonance, the term resonant bonding was coined. The total energy is lowered by the 
resonance energy E12,  
��� = �Φ�|�|Φ�� (5)
Resonant bonding leads to a pronounced coupling of the electronic configuration to distortions 
via α. Thus, the occurrence of resonant bonding is accompanied by a pronounced response of 
the system to atomic movements or electric fields, for instance. As a result, anomalously large 
Born effective charges, ZT, and dielectric constants, ϵ∞, prevail. The finding of large values of ϵ∞ in phase-change materials serves as one proof of the occurrence of resonant bonding. Closely 
related are the rather small bandgaps – generally, ϵ∞ increases with decreasing bandgap. How-
ever, a small gap alone is not sufficient, as in addition also the matrix elements of the optical 
transition (cf. Fermi’s Golden Rule) must be large to produce the significant electronic polar-
izability enhancement observed in phase-change materials. The works show that structures that 
support resonant bonding, in particular the crystalline phase of phase-change materials, lead to 
such high transition matrix elements. Other structures (orthorhombic GeS-type structure, spi-
nel,…) do not give rise to resonance effects since they lack resonant bonding or likewise the 
alignment of p-orbitals.  
Fig. 8: The essence of resonant bonding can be 
visualized using a simple linear chain of equal 
atoms. The strength of the shading of the 
covalent bonds symbolizes their saturation. The 
electronic wave function of the undistorted 
system, Ψ (top), may be expanded in a basis 
consisting only of saturated bond configurations 
Φi. The latter are energetically equal due to 
symmetry that is “in resonance”. Thus, the 
situation drawn at the top corresponds to a 
superposition of these states. This electronic 
configuration is easily distorted by external 
perturbations. Reproduced from ref. [2]. 
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Resonance effects are a generic fingerprint of crystalline phase-change materials and the corner 
stone of the optical contrast employed in phase-change devices. These effects, however, are 
reduced by Peierls-like distortions. Hence, resonant bonding is endangered by these atomic 
displacements. From the point of view of orbital alignment, it is clear that distortions lead to 
misalignment. In terms of the expansion into saturated bond configurations presented above, a 
static atomic distortion favors one configuration over the other and thus counteracts the reso-
nance. Nevertheless, for small distortions resonance effects are weakened but prevail; density 
functional perturbation theory calculations on GeTe prove, that, while the Peierls-like distortion 
and the subsequent cell distortion significantly reduce the values of Born effective charge and 
optical dielectric tensors, they nevertheless remain anomalously large. Therefore, it is proposed 
that the search for phase-change materials may be directed to those materials that exhibit reso-
nant bonding and only a limited level of distortion. 
2.2.5 Stoichiometry-dependence of the Occurence of Resonance 
In order to assist this search, it is desirable to have a simple theoretical scheme that enables a 
prediction on whether a material may be expected to exhibit the desirable characteristics prior 
Fig. 9: Empiric map for materials with about three p-electrons per atomic site and even num-
bers of anions and cations. The axes that span the map are the tendency towards hybridization, 
rπ−1 , and the ionicity, rσ′, both defined in the text. The coordinates of a large number of materials 
have been calculated. Phase-change materials are located within a small region of the map that 
is prone to the occurrence of resonant bonding. The graphs on the outside illustrate the weak-
ening of resonance effects as one leaves this region due to the formation of less, more saturated 
covalent bonds via distortions or due to charge localization at the ions due to increasing ionic-
ity. Reproduced from ref. [4]. 
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to characterization. Such a scheme has recently been proposed [4]. Based on the work by Lit-
tlewood [5], a two-dimensional map is constructed. It is spanned by two coordinates, where the 
sums run over the anions and cations, respectively. ni denotes the concentration of species i, 
while rp,i and rs,i refer to the radii of p- and s-orbitals, respectively. These radii are obtained 
from pseudopotential calculations. The first coordinate, r′σ, provides a measure of ionicity. The 
second, rπ-1, provides a measure of the tendency towards hybridization. For materials with 
approximately even numbers of anions and cations as well as Np = 3, the resulting map is shown 
in Figure 9. The impact of both coordinates on the structures is shown by the schematic graphs 
at the border of this figure. An increasing hybridization favors distortions, which counteract the 
resonance character of the bonding. Increasing ionicity weakens the covalent (resonant) bonds 
at the expense of charge localization at the ion cores, and hence decreases the signature effects 
of resonance bonding. Thus, for resonant bonding with small distortions to occur, it is expected 
that only materials in the lower left corner have the potential to be employed as phase-change 
materials. Indeed, phase-change materials (marked in green) that have been identified empiri-
cally are found in this region. This underlines the potential of this simple scheme. However, it 
also shows that there is little room for finding better materials (with simple stoichiometries) 
than the already known ones. Future research may therefore attempt to transfer this scheme to 
other stoichiometries and other values of Np. In that sense, the present two-dimensional map is 
only one projection plane within a higher-dimensional composition space. Though, it is a par-
ticularly important one, since it hosts typical phase-change materials including antimony, GeTe 
and the Ge:Sb:Te-class as well as materials derived by isoelectronic exchange. 
It has to be stressed that careful application of the map concept is advised. For instance, it is 
meaningless to put materials with an average number of p-electrons of two or four, or a pro-
nounced deviation in composition from an equal amount of anions and cations such as e.g. 
SnSe2 onto the same projection plane. Instead, a different projection plane should be chosen. 
Elements with d-states close to the Fermi-level are also not incorporated in the present scheme. 
Finally, the stability of a composition against phase separation also cannot be inferred from a 
map. Further information on the development of structure maps may for instance be obtained 
from the work of Pettifor. 
To this point, we have identified the unique structure and bonding in the crystalline state as well 
as the resulting properties. From the studies of the electronic structure and the optical properties, 
we know already that the former is apparently similar in both phases, yet the latter is very 
different, enabling the use of phase-change materials in optical storage devices. Thus, along the 
lines of Sir Francis Crick, the question arises what structure the glassy phase exhibits in order 
to understand why resonance effects are limited to the crystalline phase. 
2.3 Atomic Structure of the Melt  
Since amorphization in phase-change devices proceeds via melt-quenching, it is clear that prop-
erties of the melt, such as its structure, are important for the understanding of phase-change 
recording. This is not only true since electrothermal modeling requires these properties as input, 
but also glass formation and structural properties of the glass must be expected to reflect prop-
erties of the liquid phase, since to a first approximation, a glass resembles a frozen-in liquid 
configuration. Therefore, it is evident that investigations of the liquid phase are important for 
the understanding of the amorphous phase and the kinetics of the phase transformation. To 
facilitate this, mainly molecular dynamics simulations as well as x-ray and neutron diffraction 
have been employed so far. Since the required elevated temperatures pose severe experimental 
challenges, the main focus is commonly on the structure.  
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The general result of these investigations, that are to be addressed in the following, is that ma-
terials successfully employed as phase-change materials are characterized by an octahedral 
bonding geometry of the atoms, with bond angles ranging around 90 degrees. Related chalco-
genides which do not show phase change properties, on the contrary, deviate from this scheme, 
exhibiting tetrahedral sites with angles in the range of 109.5 degrees as expected for sp3-hy-
bridization. This finding has recently been obtained from neutron diffraction experiments per-
formed on a wide range of phase-change materials and related materials. These investigations 
revealed that only phase-change materials exhibited octahedral liquids. Moreover, the average 
number of valence electrons per atom was identified as an order parameter, with the octahedral-
to-tetrahedral transition occurring at a threshold of about 4.25. So far it seems as if the octahe-
dral-like atomic arrangement is the most important fingerprint of the structure of liquid phase-
change materials. This is important since in recent years the identification of octahedral or tet-
rahedral bonding geometries in the amorphous and to a lesser extent the liquid phase has been 
a recurring motif in the literature. 
2.4 Atomic Structure of the Amorphous Phase  
The structure of the solid amorphous phases of phase-change materials has been studied pri-
marily by means of x-ray techniques that are sensitive to local atomic environments, e.g. ex-
tended x-ray absorption fine structure (EXAFS) measurements, neutron diffraction and molec-
ular dynamics-simulations. With the amorphous phase of phase-change materials generally rep-
resenting a covalently bonded network, the aim is to reveal the coordination number and the 
bonding geometry of each atomic species. This allows to assess the amorphous phase in terms 
of the previously introduced concepts and aids the understanding of the transition kinetics on 
an atomistic level.  
Since most effort was put into research on prototype Ge:Sb:Te materials, we shall focus on 
these results. From EXAFS measurements on GeTe and Ge2Sb2Te5, it was found that chemical 
ordering takes place in the amorphous phase, leaving Te-atoms with germanium (and antimony) 
neighbors. The Ge-Te bond length was determined to be around 2.6 Å and the coordination 
number of Ge was derived as four. Since the bonds could not be angular resolved, tetrahedrally 
coordinated germanium due to sp3-hybridization in GeTe4-configuration was assumed.  
More detailed structural investigations have focused on resolving limitations of the x-ray-based 
studies. The combination with neutron diffraction data yields better contrast between Sb- and 
Te-atoms, that can hardly be distinguished by x-rays alone. The use of Reverse Monte Carlo 
method to simultaneously fit all data sets enables the simulation of the amorphous structure in 
large models, which allow for more than just a few local motifs and can statistically be evalu-
ated. Employing this approach for as deposited-amorphous samples of Ge2Sb2Te5 and 
GeSb2Te4, chemical ordering was confirmed. In particular, homopolar Te-Te- and Sb-Sb-bonds 
were ruled out, while a significant portion of Ge-Sb and Ge-Ge bonds was reported. Those were 
referred to as ’wrong bonds’ as they were not included in the original model. Coordination 
numbers were found to closely match the 8 - N-rule. A predominance of the suggested GeTe4-
tetrahedra was not obtained, leading the authors to reject approximations of the structure of the 
amorphous phase using simple local motifs. However, while the bond angle distribution for Te-
Sb-Te showed a preferentially octahedral environment, the bond angle distribution for Te-Ge-
Te indicated higher bond angles that are rather in line with tetrahedral environments. The latter 
finding is in contrast to the expectation we infer from studies on the liquid phase, that indicate 
an octahedral structure also for germanium, but also other studies of the amorphous phase.  
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Due to the obvious differences between structure models derived from experiments alone, var-
ious large-scale molecular-dynamics simulations have been performed in recent years, enabling 
an unprecedented and detailed insight into structure and properties of the amorphous phase of 
phase-change materials. The general result of these studies is a confirmation of chemical order-
ing, leading to the occurrence of 4-rings with pronounced AB-alternation. However, also a sig-
nificant number of homopolar bonds is obtained. The most important conclusion of these stud-
ies is a predominance of octahedrally coordinated atoms, while those atoms that show a devi-
ating tetrahedral atomic arrangement often form  homopolar Ge-Ge bond configurations.   
We are now in a position to compare the atomic arrangement and the resulting electronic structure 
in the amorphous, liquid and crystalline state of phase-change materials. All phases are charac-
terized by a predominance of octahedral coordination. This implies that bonding occurs mainly 
via p-electrons. Furthermore, there is an alternation between anionic and cationic species (’AB-
alternation’). The structural similarities are reflected by the electronic structure. In this situation, 
where the phases between which switching is facilitated are so similar, the question arises what 
the pronounced property contrast between them stems from. Yet, the answer was already given 
in Section 2.2.4, when we noted that the crystalline phase of materials that are successfully em-
ployed as phase-change materials are close to resonance conditions. This, however, is only feasi-
ble if distortions are small and medium-range order prevails. Hence, it is the crystalline phase that 
sets phase-change materials apart, at least as far as the property contrast is concerned. 
3 Material Properties  
In the preceding sections, a concept was developed which relates structure to bonding and the 
resulting optical properties. Now, our aim is to extend this framework to assess vibrational and 
thermal properties. Then, we review the current state of understanding of the electrical proper-
ties that these materials are characterized by. 
3.1 Vibrational and Thermal Properties  
The lattice dynamics of the crystalline phase of phase-change materials have primarily been as-
sessed by Raman-spectroscopy and density functional theory calculations. In addition, insight 
into the vibrational properties has been gained by analyzing Debye-Waller factors from structural 
investigations. Since Debye-Waller factors, B, serve as a measure of the ’smearing’ of atomic 
positions, they comprise two effects. On the one hand, the Peierls-distortion is typically subsumed 
as a static contribution. This approach is meaningful if isotropic atomic displacements from high 
symmetry-positions are assumed. On the other hand, a dynamical, temperature-dependent com-
ponent reflects the thermal excitation of atomic vibrations. In the harmonic approximation, B(T) 
factors are expected to exhibit a linear increase at elevated temperatures (temperature-derivative 
of the Bose-statistics). Debye-Waller factors have, for instance, been obtained by means of den-
sity functional-theory calculations and x-ray diffraction measurements. In the latter work, even a 
super-linear increase at high temperatures has been obtained. Generally, the increase in the crys-
talline phase is larger than the one in the amorphous phase. This finding has been designated as a 
signature of phase-change materials, that is associated with the anharmonicity of the potential 
seen by the atoms due to the Peierls-like distortions (see figure 10). 
The vibronic properties of amorphous materials have been investigated for various reasons; ex-
perimentally, the observation of certain modes, for instance in Raman spectroscopy, may serve 
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as fingerprint of the presence of corresponding local structural motifs such as GeTe4-tetrahedra. 
However, a possible shifting of the frequencies of such modes, for instance due to the environ-
ment of a local motif, leaves room for misinterpretation. Thus, the support by computer simula-
tions proves useful. For instance, based on the analysis of the vibrational density of states pro-
jected onto different types of germanium atoms, tetrahedrally coordinated and homopolarly 
bonded germanium could be identified to be responsible for the energetically highest vibrational 
excitations in Ge2Sb2Te5 and in GeTe. Furthermore, merely as a side product of computationally 
expensive molecular dynamics simulations, also information on atomic diffusion constants (vis-
cosity) is provided at certain temperatures given sufficient integration times. 
Fig. 10: Peierls-like distortions lead to a peculiar shape of the energy landscape, i.e. the energy
as a function of the atomic positions (in terms of a normal coordinate). From left to right, the
undistorted case, a small, and a strong distortion are considered. The energy levels are indicated 
in the bottom row by horizontal lines. In the two border-cases the atoms only probe a rather 
harmonic potential at small temperatures. In the intermediate case, however, a pronounced an-
harmonicity affects the vibrational and thermal properties. Reproduced from ref. [2]. 
The thermal properties of phase-change materials are of interest mainly for two reasons; as far 
as devices are concerned, knowledge about the heat propagation is of importance in order to 
ensure low power consumption by heat confinement. It is also interesting to note that phase-
change materials are very similar to thermoelectric materials. Bi2Te3 and PbTe, for example, 
are well established thermoelectrics, differing from Sb2Te3 and GeTe only by isoelectronic ex-
change. The figure of merit of thermoelectrics, Z, is defined as  
� � ��
�
� ,  
(6)
where σ is the electrical and κ the thermal conductivity, S is the Seebeck coefficient. A suitable 
material is characterized by a high electrical conductivity as well as small thermal conductivity. 
Given our previous argument on the energy landscape of the crystalline phase, it is clear that anhar-
monicity due to Peierls-distortions may serve as such an intrinsic mechanism suitable to limit the 
lattice contribution to the thermal transport. It is expected to be pronounced in materials further 
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down in the map, so it is little surprise that PbTe for instance exhibits the desired properties. The 
map concept may thus be helpful to obtain materials suitable for thermoelectric applications. 
3.2 Electrical Properties  
In recent years, the electrical properties of phase-change materials have attracted considerable 
interest as research shifted from optical to electrical memories. Consequently, the conductivity 
in both the crystalline and the amorphous state shall be briefly reviewed here. The fact that it 
differs significantly between the two phases, as the exemplary measurement of the resistivity 
in Figure 11 shows, allows to distinguish between logical states. In Ge2Sb2Te5, for instance, the 
specific electrical conductivity at room temperature changes upon crystallization from ~ 4 × 10-
3 Ω-1cm-1 to ~ 1.5 × 103 Ω-1cm-1, that is by six orders of magnitude. Further analysis shows that 
the concentration of charge carriers in the crystalline phase is particularly high, reaching values 
on the order of ~ 1 × 1020 cm-3. This is not a consequence of the small gap and thermal excita-
tion, but induced by a pronounced shift of the Fermi-level towards or even into the valence 
bands due to defects. In anticipation of the results presented in this section, this indicates that 
the states around the Fermi-level and their nature dominate the electrical behavior of phase-
change materials. Figure 12 visualizes the principal situation in Ge:Sb:Te-materials. 
3.2.1 Defects and Localization in the Crystalline Phase 
For the crystalline phase, the most notable fact is that phase-change materials behave as extrin-
sic semiconductors. While plain narrow gap semiconductors are expected, the Fermi-level is 
measured to reside close to or even within the valence band, giving rise to p-type conductivity. 
This behavior is observed in a number of experiments. Measurements of the resistivity as a 
function of temperature show a change of slope from amorphous to the metastable and the stable 
crystalline phase. The change in the activation energy exceeds the change of the band gap. 
When even a positive slope upon temperature increase is observed, the transition to a degenerate 
semiconductor becomes obvious. Due to this Fermi-level shift, free carriers are more easily 
thermally created in the crystalline state. Low-temperature Hall measurements have been con-
ducted. The Hall-coefficient confirmed p-type conduction in the crystalline phase, and did not 
exhibit a freeze-out of carriers down to 5K. Thus, for the investigated samples, the Fermi-level 
must have been within the valence band. Upon the metastable to stable crystalline phase tran-
sition, the charge carrier concentration increased by about 30%, but the mobility increase was 
much more pronounced. 
The Fermi-level shift towards/into the valence band in the crystalline phase has been attributed 
to the occurrence of defects. The case has been extensively studied for GeTe; the calculation of 
the energy of formation of various defect types and charge states shows that particularly Ge-
vacancies are easily formed, requiring little thermal energy. Depending on the position of the 
Fermi-level, these defects are (negatively) charged or neutral. The presence of significant 
amounts of vacancies in the germanium-sublattice has been confirmed by different experi-
ments. The same mechanism of defect formation, vacancies on the cation sublattice, is com-
monly anticipated to hold for other Ge:Sb:Te-based phase-change materials. 
In a recent study a transition between thermally activated (non-metallic) and metallic transport 
has been observed in crystalline GeSb2Te4 with increasing annealing temperature. The non-
metallic behavior has been attributed to a disorder induced localization in the metastable rock-
salt-structure. At the transition to the metallic state, the corresponding electronic mean free path 
only amounts to 0.8nm, which is interpreted as demonstrating a remarkably high level of atomic 
disorder. Furthermore, these authors suggest that controlling the degree of atomic ordering 
hence provides a mechanism to adjust the electronic properties. 
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Fig. 11: Shown are the phase transitions of a sample of GeSb2Te4 measured by the Van der 
Pauw-method. Crystallization occurs at around 420 K and leads to a significant drop in resis-
tivity. A second irreversible, solid-solid transition is observed at about 600 K, which is identi-
fied as the transition from the metastable rocksalt- to the stable hexagonal phase. The charge 
transport in the amorphous phase is reasonably well described as thermally activated, while
the crystalline phase obtained here exhibits a metal-like temperature-dependence (inset). 
Fig. 12: The schematic electronic densities of states of Ge:Sb:Te-materials in the amorphous 
(top) and crystalline (bottom) phase are compared. The s-states of the atoms are well separated 
below the p-like states. The latter are broadened and overlap. The optical gap of the amorphous 
phase is larger than in the crystalline state. Localized states (red) due to band tails (or defects)
are found within the mobility gap. The Fermi level is pinned within the optical gap. In the crys-
talline state, the Fermi level is typically shifted towards or even into the valence band due to
the formation of defects. Then, the optical gap exceeds the electronic gap due to the Burstein–
Moss-effect. Reproduced from ref. [2]. 
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4 Applications and Outlook  
In the last section, our aim is to give an overview over the various applications that employ 
phase-change materials and their future development. 
4.1 Optical Storage 
Up to now, optical data storage devices represent the most common application of phase-change 
based recording. With the introduction of blue laser light and maximization of the numerical 
aperture, the race for higher resolution and hence the development of this field may at first seem 
exhausted. Room for increasing storage capacity would be left only by increasing the number 
of data layers per disk. At present, a 100GB disk employing three data layers marks the upper 
limit for such data storage devices, paving the way to the fourth generation of commercial op-
tical phase-change based media. However, another way of increasing capacity has been found 
in the course of phase-change research that is near-field recording. Here, an optical element is 
placed close the surface of the medium, at a distance that is much smaller than the optical wave-
length. This allows to employ evanescent waves to manipulate bits on the medium beyond the 
diffraction limit. The so-called Super-RENS effect (super-resolution near-field structure) refers 
to the observation that structures smaller than the optical wavelength can be obtained by com-
bining phase-change films with an additional thin layer in optical near-field range. In other 
words, the part of the optical system that needs to be located very close to the phase-change 
film to enable near-field recording is incorporated into the disk structure itself. Given the variety 
of proposed explanations but also the potential benefit, the field of phase-change based near-
field recording remains a potentially rewarding research area.  
4.2 Electronic Storage 
When phase-change materials were introduced in 1968 by Ovshinsky [1], electronic memories 
were among their first suggested applications. Nevertheless, only now due to the availability of 
fast-switching phase-change materials and the ability to create nanoscaled structures, it is possible 
to create competitive, non-volatile phase-change based electronic memories: phase-change ran-
dom access memory, usually abbreviated PRAM or PCRAM. As can be seen from the PTE-dia-
gram shown in Figure 13, operation can proceed on the timescale of few nanoseconds which is 
orders of magnitude faster than Flash. This puts PCRAM in a position of a universal memory, 
which combines the best of both DRAM and Flash. Moreover, the attainable scalability even 
Fig. 13: Characterization of a 
PCRAM-device employing GeTe 
as the active material using an 
electric tester. Crystallization, the 
time limiting process involved in 
phase-change recording, can be 
triggered by applying pulses as 
short as only about 5 ns. 
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surpasses the existing memories, while having low power consumption. Hence, it is not surprising 
that the development of such memory cells has benefited from many industrial contributions. 
Two principle designs of PCRAM cells have been proposed, line-cells and vertical structures, 
cf. Figure 14. A line-cell is simply a lateral line of a phase-change material that connects two 
electrodes. Given the large occupied area, its use is mainly limited to research projects – favor-
ing the possibility to access the cell from the top – rather than actual memory devices. Though, 
some applications may exploit the ease of fabrication and low power consumption of these 
cells. The other type is a stack of layers, where a thin volume of phase-change is on top of a 
highly resistive heater element. Here, a portion of the phase-change volume that is close to the 
heater, which typically features a reduced diameter to increase the current density, is switched 
between the phases. Recently, an improved version of a PCRAM-cell has been realized that 
integrates the cell selector into the cell design. By the use of an Ovonic threshold-switch (OTS), 
a selector with no more than the same spatial footprint as the memory cell itself (i.e., 4F2, F 
being the feature size) is possible. This is to be contrasted with other, spatially more demanding 
designs mentioned in a recent review. The OTS is just a thin layer of a material that exhibits 
threshold-switching. If the voltage drop over the OTS due to the voltage applied between word- 
 
Fig. 14: Comparison of typical designs of phase-change cells. While the lateral design is of 
particular interest to researchers, the vertical structures have a smaller lateral size and are 
thus favorable to achieve high storage densities. Here, one may distinguish between two sub-
types with extended or confined volumes of a phase-change material. The former employ a thin 
layer (or line) of a phase-change material, while the latter involve pores in which the active
volume more closely matches the actual volume of the material. Though this allows for a better
control of the thermal environment of the cell, it also necessitates advanced production tech-
niques that allow for high aspect ratios. Since the cells typically require also some selector
devices, their actual spatial footprint is unfavorably enlarged. Thus, the concept shown on the
very right is promising, where the selector is integrated into the cell design, not requiring any 
additional lateral space. It may consist of a material that exhibits threshold-switching and does 
not change its characteristics–for instance due to crystallization–throughout operation. Repro-
duced from ref. [2]. 
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and bit line exceeds its threshold field, the memory cell, which is in series with the OTS, is 
selected. The simple design may also allow the stacking of layers of PCRAM-cells, increasing 
the storage density by making use of the third dimension. 
PCRAM makes extensive use of the threshold switching effect. In order to supply sufficient 
Joule heating power PJ = U ⋅ I = U2∕R(U) to quickly raise the temperature to levels high enough 
for crystallization to occur on a short timescale (cf. Figure 13), very high voltages would be 
required, if threshold switching would not occur. Thus, it allows to avoid voltage upconversion 
and the problems linked with high voltages in nanoscaled-electronics. 
So far, we have described the advantages of PCRAM over competing memory technologies in 
terms of its non-volatility, speed and attainable storage density. Another aspect, however, is 
cyclability (i.e., the number of possible write-cycles). The two main wear processes identified 
so far are electromigration and void formation. It is found that for cells based on Ge:Sb:Te-
materials, the spatial distribution of the elements changes upon multiple set and reset opera-
tions. In particular, antimony accumulates at the cathode, pushing germanium aside. Thus, the 
composition in the active volume and thereby the cell properties change. Operation at reversed 
polarity, though, can ’repair’ such a cell. The density change upon crystallization and atomic 
mobility may also hamper the electrical contact via void formation. In addition, degradation of 
the electrodes (e.g., diffusion into the phase-change material) and phase segregation in the case 
of non-stoichiometric materials may also be regarded as limiting factors. Nevertheless, though 
the exact number of possible cycles depends on a variety of factors, it has been proven to exceed 
the corresponding value of Flash by several orders of magnitude. 
4.3 Other Applications 
Beyond the commercialized optical and electrical memories introduced before, a variety of pos-
sible future uses and research opportunities for phase-change materials have been investigated. 
The concept of probe-based storage envisions the use of an array of conductive AFM-tips to 
parallely switch bits of a phase-change layer. It combines high resolution (i.e., storage density) 
with ’simple’ media. The interest in one-dimensional systems has been adopted by few phase-
change researchers that have successfully synthesized and characterized phase-change nan-
owires for data storage. 
Other authors seek to combine the reversible amorphous-to-crystalline transition with other ma-
terial properties or device characteristics, which enable additional degrees of freedom to store or 
access data. The possibility of polarity-dependent resistance switching has been investigated by 
employing Sb-excess Ge2Sb2Te5 in electrical cells, where additional conductive Sb-filaments can 
be formed or broken. Thus, there is a second mechanism to set the resistivity of a cell. Song 
et al. incorporated iron into phase-change materials. This way, ferromagnetic, so-called phase-
change magnetic materials could be obtained. For sufficiently small Fe-concentrations, it was 
possible to control the magnetization by switching between the phases. This observation was at-
tributed to the difference in carrier concentration between both phases, since the carriers were 
supposed to provide the required, indirect interaction between Fe-precipitates. 
Finally, the fact that the resistivity of a phase-change cell depends on its history (i.e., more than 
two logical states can be represented by one cell, so that multi-level storage becomes feasible) 
has led to the proposal of using such devices to emulate the behavior of synapses, paving the 
way for cognitive information processing. In that sense, phase-change based data storage does 
not only hold the potential to serve as a fast and reliable, universal non-volatile memory. More-
over, this technique could also revolutionize the way we process data. 
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1 Introduction 
Phase Change Materials owe their name to the ability to rapidly change their structural con-
figuration between otherwise stable states when experiencing according excitation. Together 
with the pronounced contrast in electrical resistivity between the different configurations this 
builds the foundation for an information storage technology called “phase change memory”. 
These materials are not only stable in crystalline phases, they can also exist for very long 
times in amorphous solid states without undergoing a phase transition into energetically more 
favourable crystalline structures.  
The utilized process for creating an amorphous solid from a crystal is melting the material in 
order to destroy the atomic long range order and then cooling it down so quickly that the at-
oms have not enough time to find their way back into the energetically preferred crystalline 
phase. This way the atoms get stuck in their disordered configurations. At lower temperatures 
(below 100°C) the atomic mobility is so low that even after years the amorphous material 
does not crystallize. However, if the disordered material is brought to elevated temperatures, 
crystallization can take place within few nanoseconds.  
This ability to crystallize with enormous speeds in turn poses a strong requirement to the 
cooling rates during melt-quenching. In order to reach the necessary cooling rates in the range 
of 109 -1011 K/s the heat must be able to leave the material very effectively. Thus, the phase 
change material must be in good thermal contact with materials of high heat conductivity and 
it must be structured in a way so that its surface-to-volume ratio is high.  
These requirements are intrinsically fulfilled by modern memory technology, where phase 
change materials are not only in electrical and thermal contact with metal electrodes. The 
push for ever higher data densities leads also towards smaller and smaller structures on the 
nanometer scale implying individual memory cells with a very large surface-to-volume ratio. 
Fig. 1: The operation principle of phase-change devices is based on the reversible switch-
ing between the crystalline and amorphous state. Amorphization (also called RESET -
operation) of a bit proceeds via melt-quenching, employing short current pulses as heat
sources. The resulting huge temperature difference between the confined melt and the sur-
rounding material leads to extremely high cooling rates. Thus, the disorder of the liquid is
frozen in. Crystallization (SET-operation) requires annealing of an amorphous bit at a tem-
perature below the melting temperature for the atoms to adopt the energetically favorable
crystalline order. From [3] and [4]. 
amorphouscrystalline crystalline
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Accordingly, the switching kinetics in the amorphization process, the so-called RESET, is 
dominated by the thermal surrounding of a phase change memory cell and much less influ-
enced by fundamental physical properties of the phase change material itself. 
Because the thermal environment has certainly a big influence on the temperature distribu-
tions that can be realized in a phase change memory cell, it is also important for the recrystal-
lization process, often called SET, where the amorphous material is heated into a temperature 
regime of fast crystallization. However, the SET speed can be significantly limited by the 
intrinsic crystallization kinetics of the phase change material used. An optimization of the 
opposing demands of fast SET speed, i.e. crystallization, and long retention times, i.e. stabil-
ity against crystallization, is a central task in the research on phase change materials for 
memory applications. Thus, crystallization kinetics of phase change materials will be dis-
cussed in more detail in Chapter 2. 
While the structural phase transitions are controlled by temperature and the thermal environ-
ment has influence on the temperature profiles that can be realized, elevating the temperature 
inside a phase change memory cells needs a heat source. In electronic memories based on 
phase change materials the heat is produced by Joule heating, i.e. by sending an electrical 
current with significant current density through a material with finite resistivity. Irrespective 
of whether Joule heat is dominantly created in the phase change material itself or the neigh-
bouring electrode material contributes too, the phase change material must allow significant 
currents to flow from one electrode to the other for the device temperature to reach the regime 
of fast crystallization (> 600 K). While in their crystalline states phase change materials are 
highly conductive, the large resistivity of their amorphous states prohibits large current densi-
ties. It is the strong non-linear increase of the conductivity at higher electrical fields and in 
particular a phenomenon called threshold switching that allows for sufficiently high current 
densities. The details of this unconventional electrical excitability of the amorphous states of 
phase change materials will be presented in Chapter 3. 
 
 
Fig. 2: Illustration of a typical current-
voltage characteristic curve for phase 
change materials. In the amorphous off-
state (orange) the conductivity is very low 
(in reality even 100 times lower than illus-
trated). At the threshold voltage Vt the 
conductivity of the amorphous phase 
change material increases rapidly by or-
ders of magnitude without a phase transi-
tion to the crystalline state. The material is 
now in the amorphous on-state (red). If the 
applied voltage in the amorphous on-state 
is increased until the temperature in the 
phase change material exceeds the crys-
tallization temperature, the memory switch 
to the crystalline phase (blue) with a high 
conductivity occurs. From [3] and [5].   
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2 Crystallization 
Crystallization in phase-change materials has been successfully described by the interplay of 
atomic mobility and driving force for crystallization (see Figure 3). For temperatures close to 
the glass transition temperature Tg the driving force ΔG(T) is large, while the atomic mobility 
is low hindering the crystallization process. This way, the small mobility is the reason for 
high data retention in phase-change memories at low temperatures, i.e. ambient/operating 
temperature of the device. In this regime the slow processes of nucleation and growth are 
easily accessible experimentally e.g. by transmission electron or atomic force microscopy. At 
temperatures close to the liquidus temperature Tl the driving force vanishes. Therefore, the 
crystallization is also suppressed very close to the melting point despite the fact that the atom-
ic mobility is extremely high. The technologically relevant fast switching in phase-change 
memories can be realized in the regime of fast crystallization between Tg and Tl, where the 
atomic mobility is very high and the driving force still significant.  
 
 
Fig. 3: Temperature dependencies of crystallization kinetics (left), atomic mobility (middle)
and driving force for crystallization (right). The atomic mobility is linked to the viscosity via
the Stokes-Einstein equation in an inversely proportional way. For increasing temperature
the atomic mobility increases while the driving force for crystallization, the difference in
Gibbs free energy ΔG between the liquid and crystal, decreases to zero at the liquidus tem-
perature Tl (in this example at around 900 K). ΔG is plotted in units of the heat of fusion Hf. 
Although the driving force is large at low temperatures close to the glass transition tempera-
ture Tg, the atomic mobility is strongly reduced. Therefore, the regime of fast crystallization
can be found at intermediate temperatures between Tl and Tg. Due to the interplay of the 
atomic mobility and the driving force, the crystallization does not occur immediately, when
cooling a liquid below Tl. For rapid cooling rates of about 1010 K/s (orange line) the regime 
of fast crystallization can be bypassed and the material ends up in the melt-quenched amor-
phous phase. In case of much slower cooling rates, the phase-change material crystallizes. 
The blue curves indicate how much time it takes at a certain temperature to crystallize 10% 
and 90% of the volume respectively. While the amorphous phase-change material provides 
good data retention (over 10 years) at room temperature, the crystallization can take place
on a nanosecond time scale at elevated temperatures (purple curves). From [3] and [4]. 
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2.1 Growth of a crystallite 
In the framework of classical crystallization theory the temperature dependence of the crystal 
growth velocity u(T) can be described as 
�(�) ∝ �(�) ∙ �1 − exp �−��(�)��� ��  
(1)
The difference in Gibbs free energy between the liquid and crystal phase can be calculated 
using the Thompson-Spaepen approximation [11] 
��(�) � ���
�� − �
�� �
��
�� � �� 
(2)
with heat of fusion ΔHm and melting temperature Tm.  
 
The moderate change of ΔG with temperature significantly below the melting temperature 
cannot explain the pronounced change in u(T) (see equation (2) and Fig. 3). Instead, the many 
orders of magnitude of change of crystallization speed (see both Equation (1) and Figure 3) 
originate mainly from the pronounced non-linearity in temperature dependence of atomic mo-
bility D(T), which is often expressed via the temperature dependence of viscosity η(T) using 
the anti-proportionality of the Stokes-Einstein equation: 
�(�) ∝ ����(�) (3)
A breakdown of the Stokes-Einstein equation observed at temperatures close to Tg in vari-
ous, especially fragile, supercooled liquids can be coped with a modification of the expo-
nent ξ ≤ 1 [10]:  
�(�) ∝ ���(�(�))� (4)
This deviation has been commonly explained to originate from heterogeneous dynamics in 
supercooled liquids.  
 
In recent years, evidence from different experimental methods pointed towards the existence 
of extraordinarily high fragilities in phase change materials [2,12]. The kinetic fragility is de-
fined as the steepness of the viscosity in the supercooled liquid at the glass transition tempera-
ture Tg. 
�� � �( log ��� )�(�� �� ) � � � ��  
(5)
The according super-exponential deviation from a pure Arrhenius behavior in the temperature 
dependence of viscosity is traditionally described with the Vogel-Fulcher-Tamann equation: 
�(�) � �� ∙ exp �
�
� − ��� 
(6)
with η0, A and T0 being constants.  
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Fig. 4: Illustration of the tempera-
ture dependence of the viscosity for 
varying fragility m according to the 
Vogel-Fulcher-Tammann equation 
(6) and the definition of fragility 
according to equation (5). From 
[3] and [4]. 
 
With this high fragility of phase-change materials it is possible to explain the combination of 
a relatively wide window of fast crystallization at high temperatures with steeply increasing 
stability of the disordered phase towards lower/ambient temperatures, which is so beneficial 
for memory applications.  
2.2 Nucleation 
Without a preexisting crystal surface, the formation of a crystalline nucleus within the amor-
phous matrix is required, before the process of crystal growth can start. In classical nucleation 
theory, the nucleation rate of crystallites in a non-crystalline surrounding is derived beginning 
with the driving force for the formation of a spherical crystalline cluster of atoms, i.e. the dif-
ference in Gibbs free energy between the two phases:  
. 
(7)
Here, r is the radius, V the volume and A the surface of the nucleus, ΔGV the difference in 
Gibbs free energy per unit volume andσthe interfacial energy per unit area. While the crys-
tallization of a given volume leads to a reduction in total energy, the formation of a crystal-
line-to-amorphous interface costs energy. The critical radius rC  
(8)
describes the size of a crystalline cluster, at which the difference in Gibbs free energy (Equa-
tion 7) reaches its maximum. For nuclei larger than that, i.e. r > rC , a further crystal growth is 
energetically favorable, whereas for r < rC the free energy of the system is increased by add-
ing further atoms to the subcritical cluster. Nevertheless, the latter process takes place due to 
thermally induced statistical fluctuations, which eventually lead to the formation of supercriti-
cal crystalline nuclei. The steady-state nucleation rate ISS, i.e. the number of supercritical nu-
clei forming per time and volume, is given by: 
 
(9)
ΔG r( ) =V r( ) ⋅ΔGV + A r( )σ = 43π r3 ⋅ ΔGV +4π r 2σ
rC =
2σ
ΔGV
ISS ∝η T( )−1 exp − ΔG rC( )kBT





=η T( )−1exp − 16π3kBT
σ 3
ΔGV
f θ( )



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with η(T) the temperature dependent viscosity. f(ϴ) accounts for the effect of heterogeneous 
nucleation at interfaces with the wetting angle ϴ. For homogeneous nucleation this factor 
equals unity.  
2.3 Experimental quantification 
In general, both crystal growth and nucleation can be simultaneously present during crystalli-
zation (see e.g. Fig. 5). Which of these processes is dominating the crystallization process, 
strongly depends on the observed volume and the presence of preexisting crystalline surfaces 
in the surrounding. Because of the fact that nucleation rate and growth velocity have differing 
temperature dependencies, e.g. maxima at different temperatures, the specific temperature 
distribution in a device can play an important role, too [13]. 
Fig. 5: Transmission Electron Mi-
croscope image of a laser-
crystallized spot in an otherwise as 
deposited-amorphous Ge2Sb2Te5 
film. While in the centre of the laser 
spot nucleation plays an important 
role, in the outer regions crystalli-
zation is dominated by crystal 
growth. From [3] and [7]. 
In the past, measurements of crystal growth velocity have been limited to rather low tempera-
tures where crystallization speeds are still slow. Until a few years ago fast measurements have 
always been performed in a non-isothermal way employing ultra-fast differential scanning 
calorimetry, short laser or voltage pulses to crystallize a small volume of material causing 
severe difficulties to obtain the temperature dependence of nucleation and growth velocities.  
A new laser-based experimental approach allows the investigation of the technologically rele-
vant melt-quenched amorphous phase under isothermal conditions covering a large range of 
crystal growth velocities (8 orders of magnitude) reaching up to the fastest regime (>1m/s). In 
this method time resolved reflectivity measurements with a bi-chromatic laser setup are em-
ployed. An intense laser pulse is used to locally melt a cylindrical volume with a radius of 
several hundred nm in a thin crystalline phase change film. This material is sandwiched be-
tween two layers of transparent ZnS-SiO2 as depicted in the insets of figure 6. Once the laser 
pulse ends, the heat is very efficiently dissipated out of the melt into the Silicon substrate cre-
ating a melt-quenched mark. Finite element simulations of the layer stack show that it takes 
no longer than 100 ns to cool the phase change material down to the temperature of the sub-
strate (blue curve in fig. 6). A second, low-intensity continuous-wave laser probes the reflec-
tivity of the layer stack at exactly the same position where the first laser melts the phase 
change material (black curve in fig. 6). The reduction of reflectivity is a measure for how 
much of the previously crystalline material is amorphized. After thermalization, the gradual 
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recovery back to a high reflectivity is thus an indicator for the progress of recrystallization. 
During the whole experiment, the sample is heated homogeneously at the temperature for 
which crystallization will be studied. The laser heating, however, is only used for the initiali-
zation of a crystallization experiment by creating an amorphous mark. This is crucial to obtain 
quantitative results for the temperature dependence of the crystal growth velocity using mini-
mal assumptions. 
The erasure of the amorphous bit in the film of phase change material takes place by growth 
from the rim as verified by TEM measurements. Thus the crystal growth velocity at a given 
temperature can be calculated by dividing the radius r of the created mark at the beginning of 
the recrystallization process by the time it takes for the reflectivity to fully recover. The initial 
radius r is computed from the drop in reflectivity induced by the laser pulse while taking into 
account the intensity profile of the probe laser and the dielectric function of all materials in 
the layer stack. 
The investigated material shows an activation energy for crystallization of 2.7 eV within a 
temperature range between 418 K and 553 K (see Fig. 7). While at low temperatures (~420 K) 
the growth velocity was found to be in the range of 100 nm/s, it is strongly enhanced to more 
than 3 m/s at the upper temperature limit of the experimental range.  
Fig. 6: Time resolved reflectivity measurement and simulated temperature profile.  The
black line is the reflectivity trace collected during a recrystallization experiment per-
formed at a substrate temperature of 533K. The zero of the timescale corresponds to the
creation of the amorphous mark by the application of a laser pulse (83 mW for 30ns at
658nm wavelength). At this time the reflectivity suddenly decreases (red ellipse) and then,
due to the recrystallization process (green ellipse), it increases again up to a steady state
value (yellow ellipse) that corresponds to the complete recrystallization. The blue line
shows the temperature profile during the laser irradiation process, simulated employing a
finite element method. From [2]. 
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Fig. 7: Temperature dependence of crystal growth rate. The growth velocity in melt-
quenched amorphous AgInSbTe (red circles) as measured via time resolved reflectivity.
The data exhibits an Arrhenius dependence on temperature characterized by a unique
activation energy of 2.7 eV. A similar behaviour has been measured over a much smaller
range of velocities and temperatures in as-deposited blanket AgInSbTe thin films [15]
(blue squares). The maximum speed for melt-quenched AgInSbTe (~100 m/s) has been 
estimated on the basis of the two-pulses experiments. From [2]. 
For a comprehensive interpretation of the crystallization kinetics one can derive the values for 
the viscosity � from the measured crystal growth velocities � employing the tight connection 
between both quantities (equations 1 and 3). The resulting temperature dependence of the 
viscosity is shown in Fig. 8. The values derived from reflectivity measurements represent a 
melt-quenched amorphous state for which the atomic configuration deviates from the equilib-
rium configuration of the supercooled liquid at a rather high temperature due to the vast cool-
ing rates employed. 
It is obvious from this diagram that the experimentally determined Arrhenius behaviour can-
not extend to much higher temperatures, since the viscosity value at around 550 K 
(~170 mPas) is not even two orders of magnitude away from the viscosity measured in the 
liquid (~2 mPas). Such a pronounced flattening out of ���� (and thereby also of ����) to-
wards higher temperatures can only be realized if a material’s supercooled liquid phase has a 
high fragility. Fragilities reported in literature range from 20 for very strong liquids like SiO2 
up to over 150 for some very fragile, typically organic polymers (inorganic materials show 
fragilities up to m~90). As can be nicely seen in Fig. 8, in order to bring the viscosity of the 
supercooled liquid phase of AgInSbTe up from the viscosity of the liquid phase (around 
10������) in a way that it is in line with the values derived from the reflectivity measure-
ments, extremely high fragilities of around 130 are necessary (lines in Fig. 8). 
It is remarkable, that other materials with high fragility, i.e. typically organic/molecular com-
pounds, generally show very slow crystallization kinetics because of their rather cumbersome 
building blocks that need to be rearranged, while the corresponding driving forces per unit (or 
per mol) are not so high (intermolecular interactions via van-der-Waals forces are rather 
819
D 7 — 10 M. Salinga 
weak). So it seems that it is the unusual combination of low viscosity in the liquid, small 
building blocks, and significant driving forces (all not uncommon for inorganic materials), 
together with an extremely high fragility, that opens up a wide temperature window of low 
viscosity and thus, high crystallization speeds. 
 
 
Fig. 8: Temperature dependence of viscosity. Reversing equations (1)-(3) and using the 
growth velocity measurements of figure 7 the viscosity of AgInSbTe is calculated as a 
function of temperature (filled red circles). The general understanding that a glass is
formed upon cooling from a supercooled liquid implies that the curves of supercooled
liquid (continuous lines) and glass (red triangles) have to connect. The lines (black and 
red) are obtained by fitting the equation proposed by Mauro et al. [14] for the description 
of the viscosity of a supercooled liquid to the laser results at the 11 highest measured tem-
peratures together with literature values for the viscosity in the liquid phase. Both fits cor-
respond well with a viscosity of 1012 Pas at the glass transition temperature Tg = 443 K 
(green filled circle) that was previously observed for AgInSbTe using calorimetry [16].
The blue squares are obtained using the data on as-deposited AgInSbTe reported in ref
[15]. The blue diamonds are extracted from ref. [17] in which viscosity of AgInSbTe has 
been measured via stress relaxation. The filled blue diamonds represent the viscosity of
annealed amorphous samples, the open diamond states the original value before anneal-
ing. The original viscosity values derived from growth velocities (red filled circles from
laser reflectivity experiments and blue filled squares from previous studies on as-
deposited amorphous AgInSbTe) are corrected for structural relaxation they had time for 
during the experiments resulting in open red and open blue triangles, respectively.
From [2]. 
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3 Threshold Switching 
An increase of the temperature in a phase change memory element into the regime of fast 
crystallization needs sufficient Joule-heating and thus significant current densities. Since the 
resistivity of the amorphous phase is high and the available voltages in a memory device are 
typically limited to a few volts, the increase in local temperature could, in principal, pose a 
challenge to the ability to electrically switch a phase-change memory element. Thus, the ex-
istence of a pronounced non-linearity in the current-voltage characteristics of these amor-
phous materials is essential for a memory application. Especially the quite abrupt transition 
from a poorly to a highly conductive amorphous state at high electrical fields (threshold 
switching) is an enabling feature. 
Since the discovery of the threshold-switching effect in 1968 by Ovshinsky [18] several dif-
ferent physical mechanisms have been proposed for its explanation. An extensive discussion 
about whether the driving force for this reversible switching phenomenon is controlled by a 
thermal or by an electronic effect was settled in the 1980s in favor of an electronic excitation 
mechanism. While today there is a broad agreement about the electrical-field-driven nature of 
the reversible threshold-switching, thermal effects are also considered, especially when deal-
ing with nano-scale devices. In order to give an impression of the current discourse on the 
potential mechanisms behind threshold switching, three incompatible models are highlighted. 
 
  
Fig. 9: Illustration of a typical current-voltage-characteristic for phase change materials. In
the logarithmic current scale the features of the amorphous off-state that are not visible in
Fig. 2 can be seen. At low applied voltage the conductivity of the amorphous off-state is ohm-
ic. At higher voltages the conductivity first increases exponentially and increases, at even
higher voltages, super exponentially until the threshold switch occurs. From [3] and [5]. 
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Ielmini et al. proposed a widely cited model for the sub-threshold conduction and the transient 
effect of threshold switching in amorphous phase-change materials. [19] In their work, the 
non-linear current-voltage characteristic at moderate fields is explained by the Poole-Frenkel 
effect. Here, the potential energy barrier for excitation of trapped charge carriers into conduct-
ing states is reduced by the presence of near trap states and by the electrical field, which 
thereby strongly enhances the electrical conductivity. In 2007, this existing model for the 
steady-state transport in amorphous solids was extended by Ielmini et al. in order to also ex-
plain the regime at high electrical fields where threshold switching occurs. [19] Under the 
influence of strong fields charge carriers can be excited from deep trap states into shallow trap 
states close to the band edge. A relaxation mechanism counteracts the carrier generation lead-
ing towards a steady-state distribution. When enough carriers are excited into shallow trap 
states, threshold switching occurs. 
The second model, which should be highlighted, was first proposed by Adler et al. in 1980 
[20] and more recently reformulated by Pirovano et al. and Redaelli et al. [21,22]. Similar to 
Ielmini´s model, the threshold switching effect is described by an interaction of charge carrier 
generation and recombination mechanisms, whereas the electrical conduction is explained by 
trap-limited band transport. In case of low electrical fields, most of the generated free charge 
carriers can recombine via Shockley-Hall-Reed and/or Auger recombination. The generation 
mechanism (e.g. impact ionization and avalanche multiplication) strongly depends on the 
electrical field and the concentration of free carriers. In this model the breakdown in conduc-
tivity occurs at large electrical fields, when all traps close to the band edge are filled and the 
rate of recombination saturates. In this moment the process of recombination cannot counter-
balance the generation of charge carriers anymore, leading to a strong increase in free charge 
carriers in the conduction band and thereby to threshold switching. Although both mecha-
nisms for threshold switching proposed by Ielmini et al. and by Pirovano et al. appear to be 
similar on the first view, it has to be noted that the generation and recombination mechanisms 
as well as the detailed dependencies on the electrical field and charge carrier concentration 
differ significantly. 
Thirdly, as an extension to the classical nucleation theory, Karpov et al. proposed a field-
induced nucleation model to explain the threshold-switching phenomenon [23,24]. In this 
model, the electrostatic energy and thereby the free energy of a system is reduced by the for-
mation of a crystalline nucleus within the amorphous material under bias. The energy barrier 
for the formation of a stable nucleus as well as the critical radius is reduced in the presence of 
an electrical field, which facilitates the nucleation process (see Figure 10). According to Kar-
pov et al. the nucleation takes place heterogeneously at the interface between electrode and 
phase-change material. Once a crystalline nucleus is formed, it grows into a cylindrical fila-
ment. It thereby enhances the electrical field in the amorphous material at the tip of the fila-
ment accelerating further nucleation in this region. In the moment when the crystalline fila-
ment fully bridges the two electrodes, the threshold-switching becomes observable as a pro-
nounced increase in conductance of the memory device. If the electrical field is removed be-
fore the crystallite has grown larger than the critical radius for the field-free case, the conduc-
tive filament decays. This way the field-induced reduction in the critical radius can explain 
the transient nature of the threshold switching event and the relaxation from the highly con-
ductive amorphous “ON-state” back to the poorly conductive amorphous “OFF-state”. 
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Fig. 10: Illustration of the field-induced formation of a crystalline filament according to Kar-
pov. Left: Once a nucleus is formed, the field is increased at the rim of the nucleus facilitating 
crystallization in field direction until a filament bridging the electrodes is formed. The free en-
ergy diagram (right) shows the field induced reduction of the critical radius Rc to form a nucle-
us. If in the on-state (red) the stable radius of the filament RE,0 is smaller than the critical radi-
us without a field Rc, the filament will disappear and the phase change material relaxes back
into the off-state (orange). If the stable radius of the filament is bigger than the critical radius
without field upon removal of the field, the crystalline filament is stable and can even grow fur-
ther (blue). A memory switch has happened. From [5]. 
4 Experimental observations in memory devices 
The switching speed in phase-change memories is mainly limited by the SET process and the 
involved crystallization kinetics. In vertical phase change memory devices the amorphous 
plug is typically surrounded by crystalline phase-change material. Therefore, a crystalline-to-
amorphous interface is always present in the highly resistive state. A study by Bruns et al. 
indicated that crystallization speed in phase-change materials such as GeTe is strongly de-
pendent on the size of the amorphous region, which is represented by the device resistance 
(see Figure 11). With increasing device resistance (and plug size) the minimal pulse duration 
for full crystallization increases. This can be understood as experimental evidence for a 
growth-dominated crystallization process. Waiting for a spontaneous formation of supercriti-
cal nuclei is not necessary, which accelerates the total process of crystallization.  
Besides the strong non-linearity in crystallization kinetics, the stability of the amorphous state 
also benefits from its non-linear current-voltage characteristics. Before any crystallization via 
Joule heating can take place, the reversible transition from the amorphous “OFF-” to the 
“ON-state”, the threshold switching, has to occur. Therefore, switching speed and retention of 
phase change memories are also determined by the threshold-switching phenomenon. Per-
forming experiments on as-deposited amorphous lateral phase-change cells it has been shown 
that threshold switching happens, when the electrical field exceeds a critical value. [25] This 
critical field, however, is sensitive to the chosen pulse parameters and to the phase-change 
material under test. 
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Fig. 11: Crystallization speed of a vertical GeTe-mushroom cell programmed in four dif-
ferent initial high resistance states (columns). The color code shows how much the device
resistance changed upon an excitation with a particular voltage pulse. In the bottom row,
this resistance change is plotted dependent on the voltage and the duration of the applied
set pulse. The top row additionally illustrates the dependence of this resistance change on
the maximum current passing through the device during the pulsed electrical excitation.. 
Reamorphization takes place at currents larger than 1.1 mA. Crystallization can only oc-
cur when a minimal voltage (the threshold voltage) is exceeded (transition from red to
blue data points). The comparison of experiments with four different initial RESET states 
reveals an increasing threshold voltage with device resistance (which is representative for
the size of the amorphous region), indicating the field-driven nature of threshold switch-
ing. From [8]. 
While delay times for threshold switching have been studied for almost 50 years now, new 
insights were reported very recently [9]. In that work, experimental evidence for an accumula-
tive effect towards threshold switching was shown. Before the abrupt breakdown in resistivi-
ty, a continuous and linear increase in current (“pre-switching-slope”, preSS) can be observed 
in case of sufficiently high electrical fields (Figure 12). For lower field strength no increase in 
current and also no switching event occurs. Thus, a significant preSS foretells the occurrence 
of the threshold switching effect. This way, a minimal electrical field for threshold switching 
can be experimentally determined for phase-change memories. The existence of such a mini-
mal field ensures a high stability of the cell state during read-out and strengthens the data re-
tention in amorphous phase-change materials. 
While the threshold switching delay time was extensively studied as a function of applied 
voltage and cell resistance, the influence of ambient temperature is rarely characterized [24, 
27, 28]. In the few existing works a general trend of switching at lower voltages was found 
for increasing temperatures.  
In a recent work experiments with mushroom type memory cells were analysed with respect 
to the memory switching kinetics in doped Ge2Sb2Te5 [26]. It was possible to derive an Ar-
rhenius behaviour for the crystal growth velocity with an activation energy of 3 eV spanning 
over eight orders of magnitude. This study on nano-structured devices further strengthened 
the results from the laser reflectivity measurements mentioned above, which showed a pro-
nounced non-linearity in crystallization kinetics ruled by an extraordinarily high fragility of 
the supercooled liquid.  
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Fig. 12: Left: Time-resolved voltage and current traces for various applied constant-voltage
pulses on a logarithmic time scale. The current through the cell is depicted for multiple,
stepwise increased constant-voltage pulses (amplitude represented by colour code). By in-
creasing the voltage amplitude, a systematic shortening of the threshold switching delay time
(which is indicated by a sharp increase in the current signal) can be observed.  
Right: (a) Threshold switching delay time as a function of applied voltage for GeSbTe based
devices with varying initial amorphous plug size (i.e. initial resistance between 300 and
800 kΩ). In agreement with an electric-field-induced switching-mechanism a decrease in ini-
tial cell resistance, and thus a decrease in amorphous thickness between effective electrodes,
results in a lowering of the voltages, at which threshold switching takes place after a specific
delay time. Although delay times were measured over five orders of magnitude in time, the
existence of a minimal threshold field cannot be proven based on such an analysis alone.  
(b) Pre-switching-slope as a function of applied voltage measured for various initial cell re-
sistances. Filled squares indicate the existence of a threshold-switching event during the ap-
plied pulse, whereas unfilled symbols represent experiments, in which no switching event
occurred. The device resistance shows a pronounced influence on the voltage-dependent pre-
switching-slope. For smaller initial resistances the curves are shifted towards lower voltages.
Because a smaller initial resistance is indicative of a smaller size of the initial amorphous
plug, this shift of curves is in line with the increase in current prior to threshold-switching
being an effect induced by the electric field. From [9]. 
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Revisiting the mechanisms described above, the combination of long-term stability and ultra-
fast switching in memories based on phase change materials is cooperatively achieved by the 
non-linear current-voltage characteristics including the effect of threshold switching as well as 
by the super-exponential crystallization kinetics. At voltages well above the minimal electri-
cal field for switching, the threshold switching event can be triggered within less than a nano-
second and the extremely large crystal growth velocities (> 1 m/s) enable an ultra-fast SET 
process for this class of material. At low voltages, below the minimal threshold field, good 
data retention is guaranteed over long time scales due to the high activation energies that need 
to be overcome for crystallization.  
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1 Introduction
Phase-change materials (PCMs) possess an outstanding combination of properties [1]: their
amorphous and crystalline state exhibit strong optical and electronic contrast, furthermore the
amorphous phase is stable for decades at room temperature but crystallizes extremely fast at
moderately high temperatures (typically, 600-700 K). These properties are currently exploited
in rewritable optical devices such as rewritable Blu-Ray discs and in non-volatile phase-change
memories. In these devices, crystallization of a phase-change cell is induced by applying locally
intermediate-power laser or current pulses, so as to increase temperature above the crystalliza-
tion temperature. The transition from the crystalline to the amorphous state is instead obtained
by applying a short, intense pulse to melt the system, followed by rapid quenching from the
melt.
Phase-change memories are a very promising technology, nevertheless their performance has to
be further improved to win the market. Although fast, crystallization is still the slower process
which affects the maximum speed of the device. On the other hand, amorphization is the more
energy-consuming process, because relatively large currents are needed to melt the system.
Recently, a novel class of PCMs has emerged [2, 3, 4], which holds the promise of overcoming
these two drawbacks. Reversible transitions between two states with different resistivities occur
in these materials as well. However, switching between the two phases turns out to be faster
and energetically less demanding than the amorphous/crystalline transitions in standard PCMs.
It has been suggested that these properties stem from the fact that a) the two relevant states are
both crystalline and b) the transitions are constrained to atomic motion in one dimension [4].
This new family of PCMs has been called interfacial PCMs (IPCMs).
Interestingly, IPCMs consist of the same atomic elements (and even the same building blocks)
of the technologically most important family of standard PCMs, namely the GeSbTe (GST)
compounds which lie along the GeTe-Sb2Te3 pseudobinary line [5]. More specifically, IPCMs
have been obtained by building superlattice structures made of GeTe and Sb2Te3 layers [4].
In spite of successful experimental demonstrations of memory devices based on the new switch-
ing mechanism, this very mechanism has not been fully elucidated. In fact, the triggering of
the structural transitions has been ascribed to several different effects, including electric field-
induced effects [6, 7] and thermal activation [8]. Even the atomic structure of the two relevant
states, the low-resistance SET state and the high-resistance RESET state, is still under debate.
Accurate experimental determination of the layer sequence has proven to be challenging, owing
to comparable interlayer distances in different structures, the thinness of the building blocks,
and the predominant use of sputtering techniques to grow the samples, which typically results
in a high density of structural defects.
It has also been suggested that one of the states involved in the transition exhibits non-trivial
topological properties [6] and, thus, the structural switching may also bring about a transition
between two topologically distinct states. This fact links IPCMs with topological insulators [9]
and semimetals [10], an extremely active field at the forefront of condensed mattery physics.
In the following two sections, we provide an introduction to important experimental findings
about IPCMs and to theoretical work aiming at elucidating their structural, electronic and ki-
netic properties. Finally, in the last section, we discuss very recent developments, which par-
tially challenge our understanding of these materials and show that this fascinating field of
research is still in its infancy.
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Fig. 1: (a) High-resolution transmission electron micrograph image of an as-grown
(GeTe)2(Sb2Te3)4 IPCM on silicon. Assuming that no intermixing between GeTe and Sb2Te3
occurs, the thickness of the (GeTe)2 layer and the (Sb2Te3)4 layer is 1 nm and 4 nm, respectively.
(b) Time-resolved pump-probe static tester measurement for the transition from the RESET to
SET state of a mark of radius 400 nm in the IPCM film. The RESET mark was created with a 40
ns laser pulse with a power of 32 mW. The figure shows the normalized optical transmission of
a 100 µW probe beam through the RESET mark as a function of time, during and after the 100
ns laser pump pulse, for different incident optical powers. Regions (i-iv) indicate, respectively:
no change in transmission (i), a reduction in transmission due to the RESET to SET transition
(ii), an increase followed by a reduction in transmission, indicative of melting and subsequent
crystallization (iii), and an increase in transmission, due to melting and partial ablation (iv).
(c) Re-crystallized fraction of a RESET mark (created with a 40 ns laser pulse with a power of
32 mW) as a function of time for GST using 100 ns pump pulses with power 9.5 mW (black line)
and for IPCM using 100 ns pump pulses with power 9.5 mW (red line) and 25 ns pulses with
power 16.5 mW (blue line). Reprinted by permission from Macmillan Publishers Ltd: Ref. [4].
2 First experimental evidences
The fabrication of GeTe-Sb2Te3 superlattices was first reported in Ref. [2]. In this work, it was
shown that, by applying appropriate electrical or laser pulses, it is possible to induce reversible
transitions between three different states, namely an amorphous superlattice, a crystalline one,
and a mixed superlattice consisting of alternating amorphous (GeTe) and crystalline (Sb2Te3)
component materials. More specifically, the transition from the amorphous to the intermediate
mixed state could be obtained by applying a less intense pulse than that needed to fully crys-
tallize the system. This behaviour stems from the fact that Sb2Te3 has a lower crystallization
temperature than GeTe.
The superiority of GeTe-Sb2Te3 superlattices in terms of switching speed and energy consump-
tion as compared to standard PCMs was first demonstrated in the ground-breaking work by
Simpson et al. [4]. The authors used a physical vapour deposition system to grow GeTe-Sb2Te3
superlattices on a silicon substrate (see Figure 1(a)). The thickness of the GeTe and Sb2Te3
layers ranged between 5 A˚ and 40 A˚. According to the authors, no evidence for intermixing of
GeTe and Sb2Te3 was found. The switching time for IPCM samples and standard GST films
was measured optically using a laser pump-probe static tester system. The change in optical
transmission through a RESET mark in the IPCM film as a function of time, during and after
the application of a 100 ns laser pump pulse with varying incident optical powers, is shown
in Figure 1(b). Figure 1(c) demonstrates that, for low-power (9.5 mW) laser pulses of 100 ns
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Fig. 2: (a) Electrical switching characteristics of phase-change memory cells. (a) Plots of re-
sistance versus current for GST (black squares) and IPCM (red circles) devices in the first cycle
(upper panel) and after 106 cycles (lower panel). The IPCM employed in the second device was
(GeTe)4(Sb2Te3)2. The pulse length for the SET operation was 50 ns and 100 ns for the IPCM
and GST device, respectively. The RESET pulse length was set to 50 ns for both devices. (b)
Plot of the maximum number of SET-RESET cycles as a function of film thickness. IPCM cells
exhibit better cyclability than cells based on GST, as well as less pronounced dependence on
thickness. Reprinted by permission from Macmillan Publishers Ltd: Ref. [4].
duration, the transition rate to the SET state of the ICPM sample was four times higher than that
of the GST film. Furthermore, for higher-power (16.5 mW) laser pulses of 25 ns duration, the
onset of crystallization of the IPCM was extremely fast and complete crystallization occurred
without any subsequent damage.
Simpson et al. [4] also investigated prototypes of electrical solid-state memory cells containing
IPCMs. They showed that the currents required to reversibly switch IPCM devices between
the SET and RESET states are lower than those needed for standard GST-based devices; see
Figure 2(a). In particular, the energy to be provided to trigger the transition to the SET state
is much smaller for IPCM memory cells (11 pJ versus 90 pJ). Interestingly, IPCM-based cells
also displayed a more abrupt switch between the SET and RESET state, resulting in a less
broad distribution of device characteristics. Moreover, the IPCM devices showed 1-2 orders
of magnitude higher cyclability as compared to standard GST devices (108-109 versus 107), as
shown in Figure 2(b).
Simpson et al. [4] measured the thermal conductivity of both ICPM and GST films and found
that the conductivity of GST is lower than that of ICPM, which rules out reduction of thermal
conductivity as the cause for the better performance of IPCM devices. They instead argued that
the superior switching properties of IPCM memory cells stem from the fact that the RESET
state of IPCM is crystalline and has a lower entropy than the amorphous RESET state of GST.
Transmission electron microscopy images of the IPCM cell directly above the heating electrode
after transition to the RESET state indicated that the layered structure was preserved and sug-
gested that no amorphization process occurred. On the other hand, the reset of the IPCM cell
with the same high-power electrical pulses used to reset GST led to a melt-amorphized region
above the electrode [4].
Finally, it was conjectured in this work that the transition between the SET and RESET state
in IPCM involves the motion of Ge layers at the Sb2Te3 interface; hence the name “interfacial
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phase-change materials”.
These important findings triggered intense experimental [11, 12, 13, 14] and theoretical [6, 15]
efforts to elucidate the structural and electronic properties of the SET and RESET state and the
kinetics associated with the switching mechanism, as discussed in the next section.
3 Properties of interfacial phase-change materials
3.1 Structure
As mentioned in the previous section, the transmission electron microscopy experiments per-
formed in Ref. [4] suggest that both SET and RESET states are crystalline. This hypothesis is
compatible with coherent phonon spectroscopy measurements carried out by Makino et al. [13].
In this work, both IPCM (namely, (GeTe)2(Sb2Te3)4 and (GeTe)2(Sb2Te3) superlattices) and
conventional Ge2Sb2Te5 films were considered. At low temperature (25 ◦C), coherent phonon
signals were observed in the RESET state of both sets of samples. However, if temperature
was increased to 180 ◦C, coherent phonon signals were significantly suppressed for the case of
Ge2Sb2Te5 films, owing to the transition from the amorphous to the crystalline state. On the
contrary, coherent signals were still detected in the IPCM films, in spite of the induced RESET-
to-SET phase transition. Furthermore, upon subsequent cooling of the samples, the attenuation
of coherent phonons was found to be irreversible in Ge2Sb2Te5 alloys (due to the irreversibil-
ity of the amorphous-crystalline transition), whereas, for IPCM, the intensity of the coherent
phonon oscillations mostly recovered [13]. The authors attributed this behaviour to the fact that
the RESET-SET transition of IPCMs involves two crystalline states and, thus, smaller atomic
rearrangements as compared to conventional Ge2Sb2Te5.
The experimental findings discussed so far call for an atomistic understanding of the structure
of the relevant phases. To achieve this goal, it is crucial to complement experimental data with
simulations. In particular, density functional theory (DFT) simulations [17, 18] are the ideal
tool to compute energy differences between different structures and determine the most stable
ones. Indeed, there have recently been numerous DFT studies of IPCM, which have mainly
focused on (GeTe)2(Sb2Te3) superstructures. In the following, we also restrict ourselves to the
latter systems.
Four ordered configurations of (GeTe)2(Sb2Te3) have been thoroughly investigated by DFT
methods: these configurations have been called Kooi phase [19], Petrov phase [20], inverted
Petrov phase [6] and ferroelectric phase [6], respectively. The four configurations are shown in
Figure 3. Their structural properties can be better understood by first considering the two parent
compounds, GeTe and Sb2Te3.
Bulk Sb2Te3 has a rhombohedral geometry but its structure can be visualized more easily in
the conventional hexagonal supercell. It consists of quintuple (Te-Sb-Te-Sb-Te) layers stacked
along the c direction of the supercell. The coupling between quintuple layers is of van der Waals
type; for this reason, the gap between Te-Te layers is called “van der Waals gap”. Crystalline
GeTe has a rhombohedral geometry as well, which originates from a Peierls-like distortion
of a rocksalt structure. The peculiar bonding in this structure has been described as resonant
(although it is not perfectly resonant owing to said Peierls distortion) [21, 22]. GeTe is fer-
roelectric, in that the distortion induces an intrinsic dipole moment oriented along the ⟨111⟩
direction of the crystal.
Moving back to (GeTe)2(Sb2Te3), the ferroelectric phase consists of alternating Sb2Te3 quin-
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Fig. 3: Proposed configurations for the IPCM (GeTe)2-Sb2Te3 and corresponding bulk band
structures along the M-Γ-K direction of the Brillouin zone, as computed in Ref. [6]. Green,
dark magenta and orange spheres denote Ge, Sb and Te atoms, respectively. Notice that the
inverted Petrov sequence displays two bulk Dirac-like cones at the Γ point, which touch at the
Fermi energy EF, leading to semimetallic behaviour. Nevertheless, this semimetallic phase is
not protected by topology [10]. As a consequence, perturbations like strain and pressure can
eliminate the degeneracy at the Dirac point and induce a gap. Reprinted from Ref. [6].
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tuple layers and double GeTe layers with the same orientation of the dipole moments as in the
bulk GeTe phase. In the Petrov sequence, the (GeTe)2 block has instead an antiferroelectric
Ge-Te-Te-Ge sequence and the van der Waals gap lies between the Te layers in this block. In
the inverted Petrov sequence, (GeTe)2 forms the antiferroelectric sequence Te-Ge-Ge-Te. In
this model, the van der Waals gap is between the (GeTe)2 and (Sb2Te3) blocks. The Kooi phase
is obtained by incorporating GeTe in the Sb2Te3 quintuple layer, resulting in the periodically
repeated sequence Te-Sb-Te-Ge-Te-Ge-Te-Sb-Te. There is a van der Waals gap between Te-Te
layers, analogously to the case of bulk Sb2Te3.
At zero temperature, the Kooi phase is the energetically most favourable configuration [6, 15,
23]. The Petrov and inverted Petrov sequence have intermediate (quasi-degenerate) energies,
whereas the ferroelectric phase is the least stable one [6, 15] (in Ref. [14], it is instead reported
that the ferroelectric sequence is the most stable among the latter 3 structures. Since few com-
putational details are provided in this work, it is difficult to determine what the discrepancy is
due to). However, the energy differences between these configurations are small, of the order
of 0.1-0.2 eV per cell [6, 15]. Furthermore, the energy differences between the stable clean
phase and the corresponding disordered phases characterized by compositional Ge-Sb disor-
der (i.e. intermixing of Ge and Sb layers) are also tiny: in fact, at room temperature, they
are comparable to the configurational entropy contribution of the disordered phases [24] (sim-
ilar considerations hold for other stoichiometries, such as GeSb2Te4 [25]). This suggests that
Ge-Sb layer intermixing may occur in these systems.
Interestingly, the relative stability between the ordered structures turns out to depend on temper-
ature, as discussed in Ref. [6, 15]. Nevertheless, there are some apparent discrepancies between
these two works with respect to the stable high-temperature phases. More specifically, Ref. [6]
predicted that, at 500 K, the ferroelectric and inverted Petrov phase have the lowest (average)
energy. On the other hand, Ref. [15] presented calculations of the enthalpy as a function of
temperature, based on the ab initio evaluation of the phonon dispersion spectrum, and showed
that, above T = 125 K, the ferroelectic phase indeed becomes the most favorable one, however
the inverted Petrov has higher entalpy, comparable to that of the Petrov and Kooi phase [15]
(see Figure 4).
3.2 Switching mechanism
Recently, two models have been proposed to explain the switching mechanism. The first model
describes the switching as due to reversible transitions between the ferroelectric (low-resistance
SET state) and the inverted Petrov structure (high-resistance RESET state) [6, 8, 13]. This
model was developed from the analysis of experimental data about the two states, includ-
ing electron microscope images and diffraction experiments, as well as atomistic simulations.
Ohyanagi et al. instead proposed a transition between the Petrov phase (SET state) and the
inverted Petrov stacking (RESET state) [14]. In the latter work, IPCM films prepared by sput-
tering at different deposition temperatures were investigated. X-ray diffraction (XRD) measure-
ments indicated that the films deposited at low temperature (200 ◦C) formed the ferroelectric
phase. These samples showed no resistance change during SET and RESET operations. Based
on first-principles simulations at T = 0, the authors attributed this behaviour to the high ener-
getic stability of the ferroelectric state (on the contrary, the simulations of Refs. [6, 15] indicate
that the ferroelectric phase is the least stable at low temperature, but has the lowest enthalpy at
higher temperature above T = 125 K [15]: see relevant discussion in the previous subsection).
On the other hand, films deposited at higher temperature (240 ◦C) displayed phase-change be-
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Fig. 4: Plot of the enthalpy as a function of temperature for the 4 structures shown in Fig. 3. F 0,
P 0 and IP 0 denote the ferroelectric, Petrov and inverted Petrov phase, respectively. Although,
at low temperature, the Kooi structure has the lowest enthalpy, at temperatures above 125 K the
ferroelectric phase becomes stable. Reprinted from Ref. [15].
haviour and pronounced resistivity contrast [14]. Analysis of XRD measurements and ab initio
simulations led the authors to the conclusion that, in these films, the switching occurred be-
tween the metastable Petrov and inverted Petrov structure. However, it remains unclear why
the ferroelectric phase should not form at higher temperatures, if it is more stable than the other
structures.
In both models, switching involves a vertical displacement of Ge layers through a Te layer,
as well as an additional lateral movement of Ge atoms (this can be understood by considering
that all the models exhibit abc-type stacking of the atomic layers). More precisely, model 1
and model 2 involve single and double flipping of Ge layers, respectively. In Ref. [15], the
microscopic displacements of the Ge atoms were investigated by DFT techniques and the en-
ergy barriers for migration were computed for both models using the transition state search
algorithm [16]. Since, as already mentioned, a vertical movement of Ge atoms from the initial
low-resistance (ferroelectric or Petrov) state does not yield the inverted Petrov state (and vice
versa), the authors of this work first classified the structures one can obtain from the four basic
structures by changing the intra-layer orderings and calculated their energy. They found that all
of the new structures have higher energies than the corresponding original structures (energy
differences are typically of the order of tenths of eV per cell). Subsequently, Yu and Robert-
son calculated the energy barriers for the vertical displacement [15]. During this process, the
Ge and Te layers cross each other. Not surprisingly, the maximum energy along the transition
path corresponds to a configuration where the Ge and Te atoms lie in the same plane and the
distance between nearest neighbour atoms is lowest. For model 1, the energy barriers are 2.84
eV (SET operation) and 2.56 eV (RESET), whereas, for model 2, they amount to 3.10 eV (SET
operation) and 2.59 eV (RESET), respectively.
As far as the lateral movement of the Ge atoms is concerned, it turns out that there are two
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possible ways for nearest neighbour Ge and Te atoms in a GeTe layer to exchange their positions
so as to recover the abc stacking. In the first process, an atom moves over the top of an adjacent
atom, resulting in a compression of the the GeTe and Sb2Te3 layers and the breaking of 2 out of
3 bonds with its neighbours. In the second case, the atoms instead move in-plane, breaking only
one bond [15]. For this reason, the second process is characterized by lower energy barriers,
ranging between 0.05 eV and 0.62 eV (the energy barriers of the first process are about 0.5 eV
higher).
In summary, Ref. [15] showed that a) the switching between the crystalline states proposed in
model 1 [6, 8, 13] and model 2 [14] is a two-step process, and b) the first process, i.e. the
vertical flip of the Ge and Te atoms, has a higher energy barrier ranging between 2.56 and 3.10
eV.
In the next subsection, we discuss the electronic properties of the 3 crystalline states relevant to
the 2 models, as well as of the Kooi structure.
3.3 Electronic properties
GeTe-Sb2Te3 superlattices have remarkable electronic properties. The building block Sb2Te3
is known to be a 3-dimensional [26] topological insulator [27]. Topological insulators are a
recently discovered state of matter, characterized by a bulk band gap and conducting surface
states [9]. The surface states exhibit spin-momentum locking with spin direction perpendicular
to momentum and their gaplessness is topologically protected against perturbations which do
not break time-reversal symmetry, such as non-magnetic disorder. These properties originate
from the interplay between strong spin-orbit coupling and time-reversal symmetry. Assuming
rotational invariance and a surface perpendicular to z, the surface states can be described by the
Dirac-like Hamiltonian [9]
Hsurf = vF (σ
xky − σykx), (1)
where vF is the Fermi velocity and σx and σy are Pauli matrices acting onto the spin (we set
 = 1). Far from the Dirac point, deviations from the linear behaviour can occur.
Earlier studies of the topological properties of (GeTe)2-Sb2Te3 predicted that the Petrov struc-
ture is a topological insulator, whereas the Kooi phase is a conventional band insulator [28].
Later, the same authors investigated topological phase transitions in ternary chalcogen GeSbTe
and GeBiTe compounds [29]. They showed that, for GeSbTe materials with Kooi-like stacking
order, a transition from normal insulator (observed in GeTe-rich materials) to topological insu-
lator (found in Sb2Te3-rich compounds) occurs as a function of stoichiometry. The transition
point was estimated to be between GeSb2Te4 and Ge2Sb4Te8. Furthermore, they rationalized
their results in terms of superlattice models of topological and band insulator layers. By em-
ploying model Hamiltonians, they showed that the electronic properties of these systems depend
on the helicity ordering formed by the Dirac fermions in the superlattice. The helicity operator
hˆ is defined as:
hˆ =
1
k
(σxky − σykx). (2)
The eigenvalues of hˆ are±1, which, for a given eigenstate, correspond to momentum k parallel
or antiparallel to zˆ × σ , respectively. For a given surface, the states belonging to the upper (or
lower) Dirac cone have the same helicity but the two cones have opposite helicity. Positive (re-
spectively negative) helicity corresponds to a cone having clockwise (resp. counterclockwise)
chirality. The upper (lower) cones on the top and bottom surface of a topological insulator slab
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have opposite helicities. The helicity of an isolated topological insulator is fixed; nevertheless,
different types of helicity can occur inside a superlattice, in the presence of a finite coupling
between surface Dirac fermions of different layers. The DFT simulations by Kim et al. [29]
explicitly demonstrated that two different types of helicity ordering occur in the standard insu-
lator GeSb2Te4 (counterhelicity ordering) and the topological insulator Ge2Sb4Te8 (cohelicity
ordering).
More recently, a comprehensive analysis of the electronic structure of the 4 stacking sequences
of (GeTe)2-Sb2Te3 was carried out in Ref. [6]. In this work, it was reported that, for inverted
Petrov stacking order, (GeTe)2-Sb2Te3 is a Dirac semimetal possessing 3-dimensional Dirac
cones which touch at the Γ point of the Brillouin zone (see Fig. 3). The Dirac point is located
exactly at the Fermi energy. To shed light on this behaviour, they also considered superlattice
models consisting of alternating topological and band insulator layers, following a recent work
by Burkov and Balents [10]. In the latter work, an effective Hamiltonian for such superlattices
was defined, which contains a) standard Dirac-like terms describing the surface states of the
topologically non-trivial layers and b) additional tunneling terms between neighbouring surface
states. Assuming that the growth direction of the superlattice is parallel to z, the Hamiltonian
reads:
HSL =
∑
k⊥
∑
ij
[
vF τ
z(σxky − σykx)δi,j +∆Sτxδi,j + 1
2
∆D(τ
+δi,j+1 + τ
−δi,j−1)
]
c†k⊥,ick⊥,j,
(3)
where the indices i and j label the topological insulator layers, τ are the Pauli matrices which
act onto the surface index (top/bottom), c†k⊥,i (ck⊥,i) is the creation (annihilation) operator of
electrons with in-plane wavevector k⊥ ≡ (kx, ky) on the i-th layer and the two parameters
∆S and ∆D define the tunneling strength between the top and bottom surface of the same
topological insulator layer and of neighbouring layers. One can show that the spectrum of the
Hamiltonian is given by
ϵ±(k) = ±
√
v2Fk
2
⊥ +∆2(kz), (4)
where∆(kz) =
√
∆2S +∆
2
D + 2∆S∆D cos(kzd) and d is the superlattice period along z (given
by the sum of the thicknesses of the two layers). This formula shows that the band structure has a
gap, except if∆S = +∆D or∆S = −∆D , in which cases the system is a semimetal, with Dirac
points located at kz = π/d and kz = 0, respectively. However, the latter phase corresponds to
a critical point between a topological and a normal insulator and is, strictly speaking, unstable.
Any deviation from ∆S = ∆D or ∆S = −∆D (due, for instance, to strain or pressure effects)
eliminates the degenerate Dirac point and induces a gap. The phase can be made stable by
breaking inversion symmetry or time-reversal symmetry, which leads to separated Dirac points
in momentum space [10].
Tominaga et al. [6] assumed that model 1 holds true and, thus, the inverted Petrov sequence
corresponds to the high-resistance RESET state, whereas the ferroelectric configuration is the
low-resistance SET state. They claimed that a moderate electric field should open a gap in the
inverted Petrov state, resulting in a decrease in conductivity. A sufficiently strong field should
instead cause the transition to the ferroelectric state and, thus, an abrupt increase in conductivity.
Such non-ohmic behaviour is in fact observed in IPCM devices, as shown in Fig. 5.
Recently, it has been shown that stable topological 3-dimensional Dirac semimetals exist even
in the presence of both inversion symmetry and time-reversal symmetry, if additional uniaxial
rotational symmetries are present [30]. In this work, a complete classification of such topologi-
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Fig. 5: Experimental R-V characteristics obtained for a [(GeTe)2 (Sb2Te3)4]8 IPCM superlattice
(red curve). Strong deviations from the Ohmic behaviour are observed during the switching of
the superlattice. According to Ref. [6], the increase in resistivity for small voltages originates
from the opening of a band gap in the inverted Petrov RESET state. The abrupt decrease in
resistivity at large voltages is due to the transition to the ferroelectric SET state. The blue
curve corresponds to a device using composite GeSbTe, which instead exhibits perfectly Ohmic
behaviour. Reprinted from Ref. [6].
cal phases has been carried out. Two distinct classes of topological semimetals have been shown
to exist. The first class displays a single Dirac point at a time-reversal invariant momentum on
the rotation axis. The second class exhibits a pair of Dirac points (created by band inversion),
which lie on the rotation axis. It would be extremely interesting to investigate the relevance of
these newly discovered topological states to (GeTe)2-Sb2Te3 IPCM. Nevertheless, it is crucial
to know the exact structural properties of the system before embarking on a study of the topol-
ogy of the electronic structure. As we discuss in the next section, very recent experiments seem
to suggest that none of the 4 phases discussed so far exactly describes the structure of these
superlattices.
4 Latest developments
Very recent scanning transmission electron microscopy experiments on GeTe-Sb2Te3 superlat-
tices [31] seem to challenge the current understanding of the structural properties of ICPM.
In this work, cross-sectional high-angle annular dark-field (HAADF) imaging has been em-
ployed to characterize [GeTe(1nm)-Sb2Te3(3nm)]15 superlattices artificially grown on passi-
vated Si(111) at 230 ◦C using molecular beam epitaxy. The most stable structure has been
found to consist of Sb2Te3 and rhombohedral GeSbTe (not GeTe!) building blocks (see Fig. 6).
The thin layers of Sb2Te3 and GeSbTe are bonded via van der Waals interactions and thus form
a van der Waals heterostructure. As a result of this reconfiguration of the superlattice, many
defects are present, including stacking faults and layering disorder. Momand et al. have also
tried to introduce sharp interfaces between GeTe and Sb2Te3 by using growth interrupts but,
even in this case, the formation of rhombohedral GeSbTe has been observed [31].
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Fig. 6: HAADF scanning transmission electron measurements on the as-deposited [GeTe(1nm)-
Sb2Te3(3nm)]15 superlattice grown by molecular beam epitaxy [31]. (a) Overview micrograph
of the superlattice. (b) Close-up of the Si(111)-Sb-Sb2Te3 interface and the GeSbTe layered
structure. (c) Intensity linescan of the Si(111)-Sb-Sb2Te3 interface in Fig. b. (d) Intensity lines-
can of the GeSbTe layer in Fig. b, which shows that its stoichiometry is Ge3Sb2Te6. Reprinted
from Ref. [31] - Published by The Royal Society of Chemistry.
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Fig. 7: HAADF scanning transmission electron measurements on the [GeTe(1nm)-
Sb2Te3(3nm)]15 superlattice grown by molecular beam epitaxy, after annealing at 400 ◦C for 30
minutes [31]. (a) Overview micrograph showing that the superlattice has transformed to rhom-
bohedral GeSbTe upon annealing. The latter consists of 7- and 9-layered van der Waals blocks.
(b-c) Close-up of a region consisting of 7-layered van der Waals blocks and intensity linescan of
one such layer. (d-e) Close-up of a region consisting of 9-layered blocks and intensity linescan
of one such layer. The asterisks in Fig. c and e indicate intermixing between Ge and Sb atomic
planes. Reprinted from Ref. [31] - Published by The Royal Society of Chemistry.
These findings have been qualitatively explained in terms of the different bonding dimen-
sionality of bulk GeTe and Sb2Te3 [31]. Sb2Te3 and GeTe are two-dimensionally and three-
dimensionally bonded solids. Moreover, quintuple layers of Sb2Te3 are chemically passive
(which results in van der Waals interactions between neighbouring Te layers in bulk Sb2Te3)
and the formation of bonds with GeTe is energetically unfavorable. According to the authors,
this property explains why, at zero temperature, the Kooi structure (in which GeTe is interca-
lated within the Sb2Te3 block, see subsection 3.1) is more favorable than the other sequences.
Furthermore, the Kooi nonuple layer (Te-Sb-Te-Ge-Te-Ge-Te-Sb-Te) is chemically passive as
well and can thus bind with Sb2Te3 layers by weak van der Waals interactions. This implies
that the van der Waals gap is always formed after the -Te-Sb-Te termination of the stack. In
the metastable superlattices grown by the authors, 1-2 quintuple layers of Sb2Te3 alternate with
GeSbTe Kooi-like layers with intercalated GeTe. More precisely, different GeSbTe layered
systems can form in between Sb2Te3 layers. 7-, 9-, 11- and 13-layered GeSbTe systems have
been observed, corresponding to GeSb2Te4, Ge2Sb2Te5, Ge3Sb2Te6 and Ge4Sb2Te7, respec-
tively [31].
Momand et al. have also shown that, by annealing the superlattices at 400 ◦C for 30 minutes,
a) there is a transition to the bulk rhombohedral GeSbTe structure, which is the thermodynam-
ically stable phase (see Fig. 7) and b) a strong tendency for the Ge and Sb layers to intermix
is observed, indicating that configurational entropy effects play an important role (as already
mentioned in subsection 3.1).
It is very important to stress that the superlattice structures of Ref. [31] exhibit the typical
phase-change behaviour of IPCM: in particular, the switching power of memory cells containing
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these superlattices is an order of magnitude lower than that of GeSbTe cells. The fact that the
structural properties of these superlattices are in disagreement with the previously proposed
models casts doubts on the switching mechanisms discussed so far. It also raises the question
whether the switching process involves a transition between two crystalline states or it is in
fact due to amorphous-crystalline transitions of the thin GeSbTe sublayers. In the latter case,
the reduced switching energy may be due to interfacial and/or strain energy effects [31]. In
this respect, it was demonstrated that the energy of crystalline-amorphous interfaces can be
lower than the energy of the crystalline-crystalline counterparts under certain conditions [32].
Moreover, strain could lower the amorphization energy for the rhombohedral GeSbTe layers,
and template growth of GeSbTe from the (crystalline) Sb2Te3 matrix could result in higher
growth speeds.
In conclusions, these findings indicate that the switching models which have been proposed
so far may not describe the actual phase-change mechanisms occurring in IPCM. An atomistic
understanding of the relevant processes is obviously crucial to further improve the performance
and functionality of IPCM-based devices. Hence, there is pressing need for further experimental
and theoretical investigations to elucidate the properties of these extraordinary materials.
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1 Introduction 
Even if it has been known for more than 50 years that metal oxides exhibit a more or less ab-
rupt transition from an insulating to a conducting state under certain experimental conditions 
[1], named resistive switching, a revival has been experienced in the 1990s, when researchers 
start to think about new computer memory concepts. A remarkable second increase of scien-
tific interest in resistive switching began in 2008, when Strukov et al. [2] linked resistive 
switching to the memristor postulated by Chua in 1971 [3]. This particularly allows describ-
ing resistive switching devices as a memristive system which is defined by the following set 
of equations:  
�(�) = �(�� �� �) �(�)
��
�� = �(�� �� �)
 (1.1)
Here, x describes the state of the system, while i(t) and u(t) can be identified by the current 
and the voltage of the device. The response function � corresponds to the device conductance, 
named for a memristive system also memductance. Further, � is a continuous function, which 
describes the dynamics of the resistive switching process. 
Memristive devices are considered today as potential candidates for future non-volatile data 
storage technologies and as key devices in a variety of electronic circuits, as for example field 
programmable gate arrays (FPGAs) or artificial neural networks (ANN). Due to their simple 
two terminal capacitor-like layer sequence (metal-insulator-metal), memristive devices might 
overcome technical and physical scaling limits of modern semiconductor devices [4]. 
While the technical realization of memristive devices can be rather simple, the underlying 
physical mechanisms are very diverse and complex [5]. This holds in particular for devices 
involving ionic conductance mechanisms. The majority of memristive devices involve ran-
dom creation of one or more conductive filaments, resulting in a poor switching reproducibil-
ity and a high device-to-device variability [6]. In this regard, in this chapter we like to focus  
on memristive tunneling devices, which may overcome these restrictions. A common feature 
of those devices is that the resistance changes due to modification of energy barriers for the 
electron transport, and the formation of conductive filaments is particularly avoided.  
This chapter is structured in three parts: At first we like to briefly show the main mechanisms 
contributing to current conductance through energy barriers. Thereafter in chapter 3 different 
memristive device concepts based on electron tunneling are presented. Finally, to show some 
application field of memristive tunneling devices, their use in neuromorphic systems are 
briefly overviewed in chapter 4. In this field memristive devices are used as technical substi-
tute of chemical synapses in artificial neural networks.  
2 Current Transport through Energy-Barriers 
Interface processes are crucial for the conductance properties of electronic devices: If a metal 
is connected with an insulator or a semiconductor an energy barrier is formed, which is re-
sponsible for the device performance. Particularly, for memristive tunneling devices the ener-
gy barriers play a key role. In this section we like to briefly overview over the energy barrier 
concepts by mainly focusing on electronic transport. The here discussed theoretical models 
are adapted from Ref. [7], where the reader is referred to for further details.  
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2.1 Formation of Barriers 
In Fig. 2.1 simplified energy-band diagrams for a metal (a) and a semiconductor (b) are de-
picted. The quantity qϕm denotes the work function of a metal, which is defined as the energy 
difference between the Fermi level EF and the vacuum level. In a semiconductor, see Fig. 
2.1(b), the work function is equal to q(χ+ϕn), where qχ is the electron affinity, which defines 
the energy required to move an electron from the bottom of the conductance band EC to the 
vacuum level, and qϕn is the energy difference between EC and EF.[7] For the devices dis-
cussed in chapter 3, two structures are of particular interest: two metals separated by an ultra-
thin insulator and a metal in contact with a semiconductor, which form a tunneling and 
Schottky barrier, respectively. In the following both energy barrier types are briefly over-
viewed.    
 
Tunneling Barrier  
 
Fig. 2.2: Schematic energy-band dia-
gram of a tunneling contact under bias 
voltage application V: Two metals 
with the respective work functions ϕm-1 
and ϕm-2 are separated by a thin insu-
lator with a thickness δ.  
In Fig. 2.2 an energy-band diagram of a metal-insulator-metal contact is presented. If the width 
of the insulator δ is in the range of an electron wave length, electron can tunnel from metal 1 
two metal 2 through the energy barrier. In a simplistic model the effective tunneling barrier can 
be described in the framework of Simmons tunneling model [8], which underlying the assump-
tions, that the potential is spatially averaged and varies linearly with space and applied voltage. 
In particular, the model is based on averaging the potential-thickness profile of the tunnel barri-
er, resulting in a single characteristic parameter, the averaged energy barrier: 
�Φ(V) = �(���� + ����)2 +
��
2  
(2.1)
Fig. 2.1: Energy-band dia-
grams of a metal (a) and a 
semiconductor (b).While qϕm  
denotes the work function of a 
metal, q(χ+ϕn) is equal to the 
work function in a semicon-
ductor.  Adapted from [7]. 
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It is worth to mention that Eq. 2.1 represents a special case of the general Simmons model, 
wherefore two very stringent assumptions have been made: (i) the potential profile is spatially 
linear, meaning that it has a trapezoidal shape, and (ii) the applied bias voltage V adds linearly 
to the potential profile. 
Schottky Barrier 
 
Fig. 2.3: Schematic energy-band dia-
gram of metal n-type semiconductor 
contact. Here qϕm denotes the work 
function of the metal, while qϕB and qχ 
are the Schottky barrier height  and 
the electron affinity, respectively. 
Adapted from [7]. 
In Fig. 2.3 a simplified energy-band diagram of a metal n-type semiconductor contact is 
shown, which has been adapted from [7]. As first supposed by Schottky in 1938, an energy 
barrier in metal-semiconductor contacts arises from stable space charges in the semiconductor 
without the presence of a chemical layer. Hence, an energy barrier ��� (also named as 
Schottky barrier) is formed if a metal is in contact with a semiconductor. As sketched in Fig. 
2.3 if the gap δ between metal and semiconductor decreases, the electrical field in the gap 
increases and builds-up a negative charge at the metal surface. This negative charge has to be 
compensated by a positive charge in the semiconductor. In the ideal case δ would be zero, 
where the gap becomes transparent to electrons and the energy barrier height for an n-type 
semiconductor is given by 
��� � �(�� − �). (2.2)
Hence in an ideal metal-semiconductor contact the height of the energy barrier is given by the 
difference between the metal work function and the electron affinity. However, in reality (as 
we will discuss it in chapter 3) the ideal conditions assumed for Eq. 2.2 are never satisfied. In 
reality the Schottky barrier height is mainly modified by interfacial layers (δ≠0), interface 
states, and image force lowering.    
2.2 Electron Tunneling 
Fig. 2.4: Principle of electron tunnel-
ing through a rectangular energy 
barrier with thickness δ. ψ1 and ψ2 
are the electron wave functions in 
region 1 and 2, respectively. Adapted 
from [7]. 
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The concept of elastic electron tunneling through an energy barrier is sketched in Fig. 2.4. In 
particular, tunneling is a quantum mechanical phenomenon in which an electron can be de-
scribed by its wave function ψ. This, in fact allows an electron guarding an energy E well 
below the height of the energy barrier Φ to tunnel from region 1 into region 2. Therefore, the 
barrier width δ must be sufficiently small, so that the electron wave function ψ1 from region 1 
can be recaptured in region 2. As a result, the electron ψ2 has a decreased amplitude compared 
to ψ1 but keeps its energy E (cf. Fig. 2.4), which means that the tunneling process is elastic. 
By using the wave functions ψ1 and ψ2 the probability of an electron with an energy E to be 
transmitted through the barrier can be calculated by 
� = �ψ��
�
�ψ��
�. (2.3)
This ratio is called transmission probability. In order to calculate T, the electron wave func-
tion can be expressed as a planar wave of the form exp(±ikx), where k is the wave vector and x 
the spatial position of ψ. By using E = (ħk)2/(2m*) + qΦ(x) (m* is the effective electron mass 
and ħ Plancks constant) and if we assume that the potential Φ (x) does not vary rapidly, ac-
cording to WKB (Wentzel-Kramers-Brillouin) approximation, Eq. 2.3 can be rewritten as  
� = exp �−2� �2�
∗
ħ� ���(�) − ��
��
��
���. (2.4a)
If for the potential barrier Φ (x)  in Eq. 2. 4 the averaged barrier height  Eq. 2.1 is used, the 
transmission probability can be simplified to  
�(�� �� δ) = exp �−2√2�
∗
ħ� δ
��(���� + ����)2 +
��
2 − � �. (2.4b)
Therefore, the probability of electron tunneling is restricted to the physical parameters of the 
energy barrier, which allows modifying the current transport in respect to a variation of these 
parameters. This important characteristic can be used to realize memristive devices, as it will 
be presented in chapter 3.  
Together with Eq. 2.4a, the tunneling current I, can be calculated from the product of the 
number of available electrons in the originating region 1 and the number of empty states in 
the destination region 2: 
� = ��
∗
2��ħ� � ���� � ��(1 − ��) � �
�∞
��
�� (2.5)
where f1, f2 and N1, and N2 are  the Fermi-Dirac distributions and densities of states in the cor-
responding regions, respectively. 
A particular important assumption made for the derivation of the presented tunneling model is 
that the applied voltage V is much smaller than the height of the energy barrier. In particular, 
for higher electrical voltages this tunnel model is not more applicable. However, in particular, 
in the field semiconductor technologies tunnel processes at elevated voltages are important, 
since those mechanisms are used for non- volatile memory devices to store and erase infor-
mation. The principle of electron tunneling at higher voltages can be obtained from the 
Fowler-Nordheim tunneling model, which assumes that due to the high applied voltage V the 
barrier is deformed into a triangularly shape and the electron transmission probability increas-
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es with increasing the applied electrical field Ԑ = V/δ through the barrier. Within this model 
the tunneling current reads 
��� = �����Ԑ� exp �−���Ԑ �. (2.6)
Here, is Aj the tunneling area and AFN, BFN are constants which are given by AFN = 
q3m0/(8πhm*Φ) and BFN = 8π (2m*Φ 3)1/2/(3qh).  
2.3 Thermionic Emission Theory  
Fig. 2.5: Schematic drawing of the 
thermionic emission of electrons over 
the energy barrier of a Schottky con-
tact. Adapted from [7]. 
The current conduction mechanism in metal-semiconductor contacts can be described by the 
thermionic emission theory. This theory is based on three major assumptions: (1) the barrier 
height qΦB is assumed to be much larger than kT; (2) drift diffusion effects within the barrier 
layer are neglected; and (3) the energy barrier is not affect by the image force. Thus, the cur-
rent flow depends solely on the barrier height, as depicted in Fig. 2.5 (note that the explicit 
form of the barrier plays no role). Therefore, the current density of the electrons flowing from 
the semiconductor to the metal (named forward current) JS-M can be derived from the number 
of electrons above the energy barrier qΦB, which reads 
� = �� exp �− ������)�� �, (2.7)
with NC the effective density of states in the conductance band of the semiconductor. By using 
the current relation for a random motion of carriers within a Maxwellian distribution of veloc-
ities va, which is given by J = nq/4 with va2 = 8kT/(πm*), we obtain with Eq 2.7      
���� = �∗�� exp �− ������)�� �, (2.8)
for the forward current density. Here A* is the Richardson constant, which is given by A* = 
4πqm*k2/h3. Moreover, the electron transport from the metal into the semiconductor can as-
sumed to be unaffected by the applied voltage, i.e. V=0, so that the total current density, i.e. 
the sum of JS-M and JM-S, reads 
���� = �∗�� exp �− ����)�� � �exp �
��
��� − 1�. (2.9)
In reality, the current transport can be modified by quantum-mechanical effects within the 
barrier region. Crowell and Sze have extend the thermionic emission model by quantum me-
chanical tunneling and reflection and found that these effects end up in a reduced effective 
Richardson constant A** [7]. 
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3 Memristive Tunneling Devices 
The main idea of memristive tunneling devices is to change the electronic conduction of the 
device by using the electron tunneling mechanism. While the electronic tunneling process 
plays a central role in those devices, the underlying physical principles and device concepts 
can be rather different. In Fig. 3.1 several so far proposed memristive tunneling concepts 
which based-on mixed ionic-electronic, magnetic, and purely electronic resistance switching 
mechanisms are shown. Regarding this diversity of switching mechanisms it is worth to group 
memristive tunneling devices into two classes: while the first class of devices uses electron 
tunneling to change a reference potential (i.e. a gate potential) which controls the device con-
ductance. The conductance of the second class of tunneling devices is controlled by variations 
of energies barriers induced by the applied electrical field.  
 
 
In this section we like to discuss three distinct memristive tunneling device concepts: The first 
memristive device concept that we would like to present here belongs to the first class of de-
vices referred in Fig. 3.1 and it is based-on state-of-the art floating-gate transistors, named 
MemFlash-cells (Sec. 3.1). Thereafter, two memristive tunneling devices which belong to the 
second class of tunneling devices are presented. While in Sec. 3.2 the possibility to use mo-
bile ions in order to change energy barrier properties in memristive devices isdiscussed, in 
Sec. 3.3 ferroelectric tunnel junctions are presented for which ferroelectric materials are em-
ployed as tunnel barriers.    
Fig. 3.1: Overview of differ-
ent memristive tunneling 
device, which are grouped in 
two classes. While the first 
class of devices uses electron 
tunneling to change a refer-
ence potential (i.e. a gate 
potential) in order to control 
the device conductance, the 
conductance of the second 
class of tunneling devices is 
controlled by variations of 
energies barriers induced by 
the applied electrical field.  
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3.1 Floating Gate Transistors as memristive Devices: MemFlash Cell 
Floating-gate transistors are count to the major memory devices for non-volatile storage tech-
nologies, such as Flash-cells. In particular, a floating gate transistor is obtained when the gate 
electrode of a conventional MOS-FET (Metal-Oxide-Semiconductor-Field Emission Transistor) 
is modified to incorporate an additional metal-insulator sandwich, i.e. floating-gate. The float-
ing gate allows being semi permanent charged so that a memory effect is implemented [7].  
However, floating-gate transistors are three-terminal devices with separated read and write 
cycles and therefore they cannot be regarded as memristive system at a first glance according 
to Eq. 1.1: For a memristive device simultaneous read/write functionality is required. In the 
following section we will show that a particular wiring scheme, however, allows a memristive 
operation mode of the floating gate transistors, named MemFlash-cell. We show evidence that 
the MemFlash can be considered as a potential substitute for any memristive device (especial-
ly for reconfigurable logic, cross-bar arrays, and neuromorphic circuits) and it is basically 
compatible with current Si-fabrication technology. The MemFlash concept presented here is 
adapted from [9, 10], where the reader is referred to for further details.  
 
Device Principle 
 
Fig. 3.2: Schematic drawing of a MemFlash-cell. The diode wiring scheme enables a memristive 
operation mode of the device, such as that the resistance changes depending on the charge flow
through the device. Regarding this, the CG and the source (S) terminals of the device are set to the 
common ground, while a bipolar voltage is supplied through the drain terminal (D). In order to 
avoid a short cut between the drain and the substrate bulk, the bulk terminal has been set to the
minimal voltage of the bipolar voltage supply through the drain terminal. 
 
The wiring scheme that enables the memristive operation mode of a floating-gate transistor is 
depicted in Fig. 3.2. As a floating gate transistor a conventional EEPROM cell (electrical 
erasable programmable read only memory) cell has been employed in [9], which is a typical 
storage cell of conventional Flash memories. In order to ensure the memristive operation 
mode, the external accessible terminals source (S) and control gate (CG) are connected to the 
common ground potential of the circuitry, while a bipolar voltage supply is connected to the 
drain terminal (D). Further, the bulk terminal (B) is set to the minimum voltage of the bipolar 
voltage supply in order to guarantee the formation of a conductive channel between source 
and drain and to avoid a short-circuit fault to the source. The therewith obtained current-
voltage characteristics of the two terminal circuitry, using a single EEPROM cell are depicted 
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in Fig. 3.3. It shows the typical pinched hysteretic loop of a memristive device. Therefore, the 
bipolar voltage was linear ramped between ±12 V, while the drain current was recorded sim-
ultaneously.   
Fig. 3.3: Typical current-
voltage characteristic of a 
MemFlash cell. The red arrows 
indicating the voltage sweep 
direction. Adapted from [9] 
The working principle of the MemFlash cell can be understood in the framework of the 
Fowler-Nordheim tunneling process: At positive drain voltages electrons are tunneling from 
the floating gate through the tunneling oxide (located at the drain electrode and highlighted in 
Fig. 3.2) into the MOS-FET channel and vice versa for negative drain voltages. Therefore the 
floating gate charge is modified during the voltage sweep, which itself changes the overall 
device resistance. 
 
Capacitive device model 
 
Fig. 3.4: Capacitive device 
model of a MemFlash-cell.  
Adapted from [10] 
 
To get further insight into the device mechanism, a simple capacitive model can be employed 
for the device description, as depicted in Fig. 3.4. Within this purely capacitive model, the 
floating gate potential is expressed as 
BBSSDDCC
T
FG
FG VkVkVkVkC
Q
V ++++=  (3.1)
where QFG is the charge stored on the floating gate, VC, VD, VS, and VB are the potentials of the 
control gate, drain, source, and bulk terminal, respectively. Furthermore, kC, kD, kS, and kB are 
the respective coupling constants to the floating gate electrode, which are defined by ki = 
Ci/CT (i = C, D, S, B) with the capacities CC, CD, CS, CB, and the total capacity CT = CC + CD 
+ CS + CB. In the memristive operation mode, a three terminal floating gate transistor is re-
configured to a two-terminal cell. Therefore, VC and VS are connected to the common ground 
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potential, i.e. VC = VS = 0. Further, if the floating gate coupling to the bulk is sufficiently 
small (i.e. kB ≈ 0), then Eq. 3.1 can be rewritten by   
DD
T
FG
FG VkC
QV += . (3.2)
Eq. 3.2 shows that the floating gate potential is determined by the drain voltage VD and the 
history of VD through the floating gate charge QFG, which can be calculated by 
dttVtVItQtQ
t
t DFGFNFGFG += 1001 ))(),(()()( . (3.3)
Here, IFN is the Fowler-Nordheim tunneling current, as defined in Eq. 2.6.  
While the Fowler-Nordheim tunneling current is mainly contributing to charging and dis-
charging of the floating gate potential, additional current contribution may arise from local-
ized defect states inside the tunneling oxide and from electrons with energies above the barri-
er height of the tunneling oxide barrier, so called hot electrons. According to Ref. [10] defect 
states inside the tunneling oxide can be approximated by the Poole-Frenkel current, which is 
given by 
( )toxPFtoxPFtoxPF EBEAAI exp±= . (3.4)
Here, APF and BPF are positive constants. The additional contribution to QFG arising from the 
injection of hot electrons can be approximated by 
( ) 



+
−±= Dinj2
FGinj
inj
inj V D+
V  C
B
expAtoxinj AI . (3.5)
Where Ainj, Binj, Cinj and Dinj are positive constants, which have to be estimated by fitting the 
experimental data.  
 
 
In Fig. 3.5 the voltage characteristic of the floating gate for a linear ramped drain voltage is 
shown which has been obtained from Eq. 3.3 and the parameters of Ref. [10]. The floating 
gate potential follows roughly the applied drain voltage, whereas the amplitude of VFG is 
clearly reduced and temporally shifted compared to VD. Further, from Fig. 3.5 it is also visible 
that the most important contribution for charging and discharging the floating gate originates 
Fig. 3.5: Voltage characteristic of 
the floating gate potential VFG for 
a linear ramped drain voltage VD 
calculated from Eq. 3.3. While the 
black curve shows the results if 
only Fowler-Nordheim tunneling 
is used, the gray line was obtained 
by taking into account additionally
Pool-Franklin emission and hot 
electron injection. 
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from the Fowler-Nordheim tunnelling (see black curve in compression to gray curve), while 
IPF and IINJ lead to a slide modification of the floating gate voltage characteristic, which be-
comes important if an accurate estimation of QFG is required.  
In order to compare the discussed floating gate behaviour with experimental current-voltage 
characteristics of real MemFlash cells it is necessary to calculate the resulting drain current ID 
of the underlying MOSFET, which can be described by the following set of equations [9]:  
ID = β [(VG-Vth) VD - ½VD2] (1+ λ VD)    for VG > Vth     and VD < VG -Vth 
ID =½ β (VG-Vth) 2 (1+ λ VD)     for VG > Vth   and VD > VG -Vth 
ID = 0        for VG < Vth 
(3.7)
Here Vth, β, and λ are the threshold voltage, the transconductance, and the channel-length 
modulation parameter of the MOS transistor, respectively. VG is the gate potential, which 
equals VD-VFG for VD < 0 and VG = VFG for VD > 0.The therewith obtained current-voltage 
curve is shown in Fig. 3.6.  
 
 
Scaling Perspective 
The most striking disadvantage of a MemFlash cell compared to state-of-the art memristive 
devices is the power consumption. This can cause problems for usages in large circuits with 
many of these cells. One reason for this relative high power consumption is that the cells dis-
cussed here have a relatively large floating gate area of AFG = 84.98 µm2. However, state-of-
the-art EEPROM cells consist of floating gate areas in the nanometer range, which would 
reduce the source drain current by several orders of magnitudes. It is worth to mention, that 
the presented wiring scheme is not restricted to EEPROM cells and has been recently success-
fully applied to quantum dot floating gate transistors [11]. On the other side commercial 
EEPROM cells are designed for memory applications, where data retention of more than ten 
years is required. This, in fact, contains the disadvantages of relative thick tunneling oxides 
with the need of high programming voltages. At this respect, the gate oxide thickness repre-
sents a trade-off between low bias voltage (for low power consumption) and data storage re-
tention times. In particular, for applications in neuromorphic, as it will be discussed in section 
4, a retention time of ten years might not be necessary. Therefore, thinner floating gate oxide 
thickness could be accepted, leading to lower power consumption during programming.  
Fig. 3.6: Calculated current-
voltage characteristic of a 
MemFlash cell. Parameter of 
the MOSFET Model: 
λ = 0.0625 V-1, β = 28.3µS/V, 
and Vth = 1.052 V. 
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In Fig. 3.7 the maximal drain voltages and minimal drain currents needed for charging and 
discharging the floating gate are plotted as function of the tunneling oxide thickness. For the 
presented data points the breakdown field strength of the tunneling oxide was assumed as 
maximal applicable electric field, which is 12 MV/cm for SiO2. In particular, the minimal 
current was chosen to be displayed in Fig. 3.7, since it defines the maximal current flow 
through the device due to the asymmetry between the positive and negative voltage regime. 
From this rough approximation it is already visible that with a decreased tunneling oxide 
thickness the power consumption can be drastically decreased. Moreover, a reduced tunneling 
oxide thickness allows applying faster voltage sweeps, since the time constant of charging or 
discharging the floating gate is reduced.  
 
 
However, the thickness of the tunneling oxide has to be a trade-off with the demand of data 
retention. For the MemFlash device, the resulting retention times for thinner tunneling oxides 
are shown in Fig. 3.8, which has been adapted from [10]. Therein VFG is plotted as a function 
of time. It shows that retention times ranging from more than ten years up to several seconds 
are expected by varying the thickness of the tunneling oxide. Regarding this, a trade-off be-
tween the applications field, power consumption, and data retention is necessary;in neuro-
morphic circuits for example, tunneling oxide thicknesses in the range of 4 nm - 6 nm are of 
interest, which results in retention times ranging from one day to several months. 
 
Fig. 3.7: Estimation of power con-
sumption of MemFlash cells with 
thinner tunneling oxides. For the 
estimation the breakdown field 
strength of SiO2 has been used to 
calculate the maximal theoretical 
possible applicable drain voltage.  
 
Fig. 3.8: Simulation of the expected 
retention times for different gate tun-
neling oxide thickness. For the calcu-
lations,  the floating gate potential 
VFG is set to the maximal allowed 
potential for a given oxide thickness. 
Afterwards 45,000 integration steps 
are calculated and thereafter linear 
extrapolated. To guide the eyes verti-
cal lines are added for different time 
values. Adapted from [10]. 
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3.2 Interface-based Memristive Devices: A memristive Tunnel Junction 
Interface-based memristive devices can convince through their homogeneous switching char-
acteristics [12-19]. While most of the investigated interfacial devices are oxide-metal junc-
tions, where the resistive switching mechanism results from changes at a Schottky-like con-
tact [14,20], a less common approach uses junctions consisting of a tunnel barrier and a 
memristive layer, where the change in resistance results from varying electron tunneling 
probability. [16,17,21,22] To explain the not completely understood resistance change in in-
terface-based devices, the two usually considered models are depicted in Fig. 3.9.  The first 
model is related to the concept of interfacial charges, which change the energy barrier height. 
In the second model, mobile ions within the memristive layer, lead to a change of the energy 
barrier of the interfacial layer. Moreover, beside this interface effects, contributions from the 
memristive layer itself (e.g. local chemical bounds, oxide phases, doping, local heating effects 
and so on) may additionally affect the resistive switching. This, in fact, makes the analysis of 
the underlying mechanism very complicated.  
The idea used in Ref. [12] is to scale down the thickness of the memristive layer in the range 
of electron tunneling regime in order to avoid contributions of the memristive layer and to 
uncouple ionic from electronic effects. The additional use of a second barrier might restrict 
switching effects completely to interfacial contributions.  In the following the concept of Ref. 
[12] is explained in detail.  
 
 
Device Structure and Resistive Switching Behavior 
In [12] a double barrier memristive tunneling device was realized, in which the ultra-thin 
memristive layer is sandwiched between a tunnel barrier and a Schottky-like contact (see Fig. 
3.10). The layer sequence of the device is Al/Al2O3/NbxOy/Au, with a thickness of 1.3 nm for 
the Al2O3 tunnel barrier and 2.5 nm for the NbxOy layer. A schematic energy band diagram is 
shown in Fig. 3.10, which shows a tunnel barrier at the Al2O3/NbxOy- interface and a Schott-
Fig. 3.9: Cross-sectional view 
of interfacial resistive switch-
ing. Top: Trap states within 
the memristive leading to the 
filling and emptying of traps 
by injected electrons. Bottom: 
Negative ions can move inside 
the memristive layer.  
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ky-barrier at the NbxOy/Au- interface. The device mechanisms based-on the mobile oxygen 
ions within the memristive NbxOy-layer, which cause a decrease of the interfacial potential VI 
by a down- shift of the interfacial energy band (conductance band) in NbxOy (dashed line in 
Fig. 3.10). Regarding this down-shift, the effective tunnel distance deff and the energy barrier 
heights of the Al electrode ϕAl, and the Au contact ϕAu are decreased too. Hence, the overall 
device resistance is decreased.   
 
A characteristic current-voltage curve of the memristive tunneling device of Ref. [12] is 
shown in Fig. 3.11. Therein, the absolute current density |J| as function of the applied bias 
voltage is presented. Further, in the inset of Fig. 3.11 the area-resistance product vs. junction-
area curve of the device is depicted, which has been measured at 0.5 V. In particular, the high-
ly uniform current distribution for the LRS (low resistance state) and HRS (high resistance 
state) for areas ranging between 70 µm2 and 2300 µm2 indicates an interface based resistive 
switching mechanism. 
 
 
Interface Energy Barriers Contributions 
In order to get some more inside into the specific barrier contributions, an 
Al/Al2O3/NbxOy/Nb tunnel junction excluding the Schottky contact and an Nb/NbxOy/Au 
Schottky contact without the tunneling barrier has been compared in Ref. [12]. The therein 
obtained current-voltage characteristics are depicted in Fig. 3.12. While the memristive be-
havior is clearly visible for the Schottky-like contact, no change in the device resistance be-
Fig. 3.10:  Cross-sectional view of a 
memristive tunneling device, which 
consist of metal-insulator-
semiconductor-metal structure. De-
pending on the device resistance state, 
i.e. HRS (high resistance state) or LRS 
(low resistance state), the charge 
transport through the energy barriers 
is affected. Adapted from [12]  
 
 
  
Fig. 3.11:  Absolute cur-
rent density |J| as function 
of the applied bias voltage 
of a memristive tunneling 
device. Inset: Area-
resistance product vs. 
junction-area curve of the 
double barrier device 
measured at 0.5 V. 
Adapted from [12]  
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havior is visible for a "pure" tunnel junction. In this reagard, the Schottky-like interface can 
be assumed as the active interface which is mainly responsible for resistance switching effect.  
However, due to the ultra-thin memristive layer the two interfaces cannot be treated as sepa-
rate entities and involve a very strong mutual interdependence. In order to discuss this aspect 
of the device in some more detail it is worth looking at the interfacial potential VI (see the 
energy band-diagram in Fig. 3.10), i.e. the potential which influences both, the tunnel and the 
Schottky energy barrier. According to Ref. [12] the interfacial potential can be estimated from 
an equivalent circuit model, which is depicted in Fig. 3.13. According to this model VI reads  
( ) 
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Here Vin is the external applied bias voltage, VS is the effective voltage across the Schottky con-
tact, RI is the resistance of the NbxOy layer, Itun is the tunneling current, and Ctot is the total ca-
pacitance of the device containing  CT and CI, the capacitances of the tunneling and NbxOy lay-
er, respectively. Further, x is the memristive state variable which is a measure for the charge 
concentration within the NbxOy layer and which varies the effective tunneling distance deff, as 
well as RI and VS. In more detail, the first term of Eq. 3.8 describes the electronic conduction 
through the tunnel barrier, sketched by a current source in the equivalent circuit model. The 
second term of Eq. 3.8 comes from the voltage drop at the Schottky barrier, while the last term 
accounts for an interface potential dependent leakage current within the NbxOy layer. By using 
the transport equation presented in Sec. 2 for Itun and VS, I-V characteristic presented in the 
Fig. 3.13 is obtained which nicely reflect the experimental current-voltage characteristic [12]. 
Fig. 3.12 Absolute current density |J| versus applied bias 
voltage of an Al/Al2O3/NbxOy tunnel junction, a Nb/NbxOy/Au 
Schottky contact and, for comparison, the current-voltage 
characteristic already depicted in Fig. 3.11 with an 
Al/Al2O3/NbxOy/Au layer sequence.On the left columnthe 
simplified cross-sectional view of the devices. 
Fig. 3.13: Equivalent circuit model and 
calculated I-V curve. Adapted from [12] 
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Applications and Retention times 
The most promising feature of this memristive device concept is that the resistive switching is 
restricted to interface effects. The use of homogenous, interface effects as the origin of 
memristive switching avoids the formation of active current paths (conductive filaments) 
through the device. This avoids the drawbacks of initial electroforming steps and poor per-
formance reproducibility and allows the targeted development of memristive devices by a 
controlled modification of interfacial potentials. Further, the finite activation energies of the 
ionic species lead to a frozen (memory) resistance state in case of zero bias and improve 
therefore the data retention as shown in Fig. 3.14. Therein, the retention characteristic of the 
memristive double barrier device is compared to the retention characteristic of the single 
Schottky barrier memristive device, which shows that the introduction of the Al2O3 tunnel 
barrier led to a significantly improved retention characteristic. 
 
Fig. 3.14: Comparison of 
the retention characteris-
tics of a NbxOy /Au 
Schottky contact and an 
double energy barrier 
Al/Al2O3/NbxOy/Au de-
vice. Adapted from [12] 
 
As possible applications field of the memristive tunneling devices, the field of neuromorphic 
computing has been proposed in Ref. [12], where high resistive devices are desired in order to 
reduce the overall power consumption of the whole neural system. A drawback of the relative 
high device resistances seems to be that the scalability of the device is therewith restricted. 
Here, the use of other electrode materials might be necessary to reduce the overall OFF re-
sistance of the tunneling device.  
3.3 Ferroelectric Tunneling Junctions 
Ferroelectric materials possess an unique physical property: They exhibits a spontaneous elec-
tric polarization which can be electrically switched between two possible orientations. In 
1971, Esaki et al. proposed the idea of ferroelectric tunnel junctions (FTJs), that time termed 
as a "polar switch", in which the insulating barrier of the tunnel junction is replaced by a thin 
ferroelectric barrier [23]. It was anticipated that introducing a thin ferroelectric barrier could 
further enhance the functional properties of the tunnel junctions. For example, switching the 
polarization of such ferroelectric barriers was expected to modify the tunnelling probability of 
electrons and, hence, could have a pronounced effect on the resistance of the junction, leading 
to resistive switching (RS) effect. The RS effect driven by ferroelectric nature of the barrier is 
commonly known as the tunneling electoresistance (TER) effect. Figure shows the basic op-
eration scheme of the proposed "polar switch".   
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Fig. 3.15: Schematic of 
the two resistive states 
"polar switch". Adapted 
from [23] 
 
 
Working Mechanisms  
FTJs require ferroelectric nanolayers with switchable spontaneous polarization at a thickness 
of just a few unit cells. However, due to the lack of the capabilities in fabricating ultrathin 
ferroelectric films, the experimental realization of FTJs eluded the scientific community for 
almost three decades. Nevertheless, recent advancements in epitaxial thin film growth tech-
niques and the ability to achieve ferroelectricity in ultrathin films grown on suitable sub-
strates, attributed to the enhancement of the out-of-plane polarization by substrate-induced 
lattice strains and the elastic stabilization of a single-domain state, triggered high research 
activities to realize the FTJs [24-26]. 
 
Fig. 3.16: Schematic of the three different mechanisms affecting tunneling electroresistance in FTJs. 
Adapted from [28] 
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A new era in the research activity of FTJs started in 2003 with the observation of resistive 
switching (RS) behavior in a 6 nm thick Pb(Zr0.52Ti0.48)O3 (PZT) layer integrated metal-
ferroelectric-metal junctions. These results triggered intensive experimental and theoretical 
research in the field of FTJs [27,29,30]. As summarized in Fig. 3.16, the origin of the TER 
effect in FTJs is mainly attributed to three different mechanisms that could affect the tunnel-
ing probability of electrons on polarization switching by changing (a) the electrostatic poten-
tial across the tunnel junction, (b) interface bonding strength and orbital hybridization (c) 
strain effect associated with piezoelectric response [28,31]. 
 
Realization of FTJs 
Given that the application of a high electric-field (1 – 5 MV/cm) to the junction for tunneling 
electroresistance measurements, there remains the probability that electrochemical (‘redox’-
based) RS effects might be the cause of the nonvolatile RS, often misleading the observers [32]. 
Such redox-based RS effects in general encompass conducting filament formation within the 
insulating matrix as a consequence of dielectric breakdown due to the high electric-field. There-
fore, it is of crucial importance to show the occurrence of tunneling electroresistance effect at 
voltages corresponding to the coercive fields of the ferroelectric tunnel barrier.  
 
Fig. 3.17: PFM phase image (a-c), C-AFM resistance map (d-f) and the corresponding resistance (g-i) 
profiles of the positively and negatively poled areas for the ultrathin BaTiO3 films ranging between 
1-3 nm. (j) Thickness dependence of the resistance for the positively (black triangles) and negatively 
poled (blue circles) domain areas. (k) Thickness dependence of the TER ratio. Adapted from [35] 
 
Scanning probe microscopy (SPM) techniques allow the simultaneous probing of polarization 
by piezoresponse force microscopy (PFM) and tunneling current by conductive atomic force 
microscopy (C-AFM) to distinguish between the ferroelectric driven and redox-based RS ef-
fects [33]. This approach has successfully been applied to investigate the effect of polarization 
864
Memristive Tunneling Devices 19 — D9 
switching on the transport properties of thicker ferroelectric films normally prohibit direct 
tunneling [34]. The observed large modulation of the current, in the regime of electron tunnel-
ing assisted by a high electric field (Fowler-Nordheim tunneling), on ferroelectric switching 
was explained with the change in the Schottky barrier height formed at the ferroelectric-metal 
tip interface [34].   
Recently, Garcia et al. successfully reported the correlation between ferroelectric switching 
(see Fig. 3.17) and the tunneling electroresistance (cf. 3.17(d)-(f)) for a ultrathin BaTiO3 films 
ranging between 1 and 3 nm by combining PFM and CAFM techniques at room temperature 
[35]. The resistance of the BaTiO3 barrier increases exponentially with varying thickness, a 
strong indication for the direct tunneling of electron through the barrier. In addition, a large 
value of TER ratio ≈ 75,000% (TERratio = (R− – R+)/R+, where R− and R+ denote the FTJ’s  
resistances corresponding to P+ and P- polarization states of the ferroelectric tunneling barri-
er) was reported for a 3 nm thick barrier and decreasing with decreasing the barrier thickness 
[35]. Recently, a lot of promising results addressing the role of ferroelectric/electrode inter-
faces and their influence on the magnitude of TER ratio have been reported [36,37]. Despite 
recent advances in experimental and theoretical studies of FTJs, many questions concerning 
their electrical behavior remain still open. In particular, the choice of electrode materials, role 
of defects, understanding the kinetics of TER, separation of the ferroelectric-driven TER ef-
fect from electrochemical (‘redox’-based) resistance-switching effects and reliability related 
issues have to clarify in future to avail the full potential of FTJs. The recent progress in fer-
roelectric and multiferroic tunnel junctions tunnels are summarized in ref. [38,39].  
4 Applications in Neuromorphic Systems  
The application of memristive devices in neuromorphic circuits gained considerable interest 
in the last year’s and based on the fact that the conductance of memristive devices can be pre-
cisely adjusted by changing the duration and amplitude of the applied voltage. Respect to this 
important synaptic functionalities have been mimicked so far [40]. 
In this section we like to show evidence that especially memristive tunneling devices are 
promising candidates for neuromorphic systems due to their continuous and homogeneous 
resistance switching behavior, device variability, current-voltage non-linearity, and high resis-
tivity. In Sec. 4.1 the concept of Hebbian plasticity is presented, which allows to emulate 
some of the key cellular mechanisms of learning and memory. Thereafter in Sec. 4.2, device 
requirements for the emulation of Hebbian plasticity based on memristive devices are pre-
sented in order to show the application potentials of memristive tunneling devices.   
4.1 Memristive Hebbian Plasticity 
The basic building blocks of every neural network are neurons and their inter-cellular connec-
tions, called synapses. In nature, synapses are playing a crucial role for learning and memory, 
since they are plastic, which means that they change their state depending on the neural activi-
ty of the respectively coupled neurons [41]. Synaptic plasticity ensures a temporary potentia-
tion or depression of inter-cellular connections. At the cellular level, the famous Hebbian 
learning rule, which states "neurons that fire together wire together", allows to define a 
mathematical framework for cellular learning processes:  
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Here, ω(t) is the synaptic weight, while νpre(t) and νpost(t) are the activities of the pre- and 
post-synaptic neuron, respectively. In particular, the Hebbian learning rule implys that the 
synaptic coupling strength is affected, if both, the pre- and the post-synaptic neurons are sim-
ultaneously active. In the simplest Hebbian learning model F can expressed by F = 
βνpre(t)νpost(t). In biological systems learning and memory processes underlying three major 
properties: locality, cooperativeness and associativity, as illustrated in Fig. 4.1 which has 
been adapted from [42]. While locality means that the change of synaptic efficacy is critically 
depending on the activity of two interconnected neurons by a specific synapse but not on the 
activity of other neurons in the network, cooperativeness imply that the post- and pre-synaptic 
neuron must be simultaneously active. The third aspect, associativity bridges the gap from the 
one-dimensional cellular learning mechanism to the multi-dimensional network level. From 
the above it follows that neurons in networks face a competitive situation in a way that synap-
tic weights grow at the expense of others [41]. 
 
Fig. 4.1. Illustration of the 
key properties of Hebbian 
learning, which are locality 
cooperativity and associa-
tivity; adapted from [42] 
 
The fundamental property of a memristive system is that its device resistance R or conduct-
ance G is depending on the history of the applied voltage V (cf. Eq 1.1). Regarding this prop-
erty, the change of the memristive state can be used for the emulation of the synaptic weight 
change, such as [43] 
��
�� =
��(�� �)
�� = �(�� �� �). 
(4.2)
Here, f is a continuous function describing the dynamics of the resistance switching process. 
Comparing Eq. 4.2 with Eq. 4.1 we can identify f as the synaptic weight change within the 
Hebbian plasticity model.  
4.2 Device Requirements for the Emulation of Hebbian Plasticity 
The wide variety of memristive materials, devices and their working conditions make the 
search for the "best" memristive device for neural systems quite complicate. In particular, this 
poses the question, which are the desired device requirements? In order to give an answer to 
this question it might be helpful to have a plasticity model at the hand, which accounts for 
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biological data and which is suitable to describe common plasticity measurements of memris-
tive devices. In particular, such a model should only depend on parameters which are availa-
ble from current-voltage measurements and should be applicable to different device concepts 
to compare them among each other. In Ref. [42] a phenomenological model is presented 
which fulfils these requirements. In the following this model is briefly introduced in order to 
discuss the desired neuromorphic device requirements. 
 
Plasticity Model 
The basic idea of the phenomenological learning model of Ref. [42] is to use the logistic dif-
ferential equation to describe the synaptic weight change, since the logistic differential equa-
tion provides a strong synaptic weight change at the beginning, which gradually decreases 
with increasing weight and converges to zero if the maximal synaptic weight is reached. 
Therefore, Eq. 4.1 can be reformulated as 
��
�� � �(�) �(�) �1 �
�(�)
����� 
(4.3)
where β(ω) is a weight dependent learning rate and ωmax the maximal synaptic weight. To 
solve this equation the processes of synaptic potentiation and depression can be regarded in-
dependently:  
��(�) � ��(��) +
����
1 + exp(���(� � ��))
��(�) � ��(��) +
����
1 + exp(���(� � ��))
 (4.4)
 
Here βP and βD are the distinct learning rates for the potentiation and depression process, re-
spectively, and ω0 is the inertial synaptic weight at the time t0. Further, following Ref. [42] 
the learning rates βP and βD are conductance dependent (according to Eq. 4.1) and might be 
described by   
��(�(�)� �(�)) � �� �(�� �)
��(�(�)� �(�)) � �� �(�� �) , 
(4.5)
where KP and KD are positive parameters describing the kinetics of the weight change process. 
Thus, β provides both, a weight and voltage dependence of the plasticity model [42].  
 
For the plasticity emulation with memristive devices voltage trains are typical used which 
consist of a set of n equivalent positive voltage pulses (potentiation pulses) followed by n 
negative voltage pulses (depression pulses).  Regarding  this voltage scheme, the continuous 
time and voltage used in Eqs. 4.3 - 4.5 can be replaced by t = nΔt and ΔV, where Δt and ΔV 
are the width and amplitude of an individual applied voltage pulse. The resulting plasticity 
curves are shown in Fig. 4.2. Therein the normalized weight changes for potentiation and de-
pression at the interval t = n∆t (∆t = 1ms) are shown. As a result, βp is increasing during po-
tentiation (cf. left inset in Fig. 4.2), while βd decreases under depression condition (cf. right 
inset in Fig.4.2). The resulting weight evolutions are depicted with red lines. In particular, the 
actual weight change Δω(t) depends on previous weight changes, which is at the heart of 
memristive systems. Thus, memristive learning rates significantly differ from constant learn-
ing rates where βp(d) is constant (compare black curves in Fig. 4.2). 
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Fig. 4.2: Normalized weight change as a function of pulse numbers n with constant pulse width Δt (1 ms)
and height ΔV according to Eqs. 4.3-4.5 illustrating the weight saturation and dynamics of the learning
rate. Here, black curves correspond to constant learning rates β= β(ωmax) and β= β(ω0) for  the maximal 
ωmax and minimal weight ω0, respectively. Red curves are obtained from dynamical learning rates β=
β(ω) according to Eq. 4.5 assuming that β is proportional to ω(t) as explained in the text. The evolution of 
the particular β functions are depicted in the insets. Adapted from [42] 
 
Device Requirements 
It follows from above that the resistance switching characteristic of the particular memristive 
device strongly influences the synaptic weight evolution. In particular, a continuous change in 
the resistance of a memristive device gradually changes the learning rate β (cf. Fig. 4.2) and it 
is therefore close to biological plasticity [42]. Regarding these memristive devices which ex-
hibit  gradual homogeneous switching characteristics (as it is the case for most of the memris-
tive tunnel junctions) are preferred to memristive devices exhibiting a binary resistance 
switch. Furthermore, Fig. 4.2 implies that the desired device should exhibits a multiple num-
ber of resistance states combined with a high LRS/HRS ratio. In order estimate the desired 
resistance switching speed of memristive devices, it is worth to consider the biological time 
scale of an action potential which is in the range of 2 ms - 3 ms. Regarding this, ms duration 
voltage pulses should be applicable to the device in order to vary the device conductance 
within the biological time scale. This, in fact, makes ionic devices like the memristive tunnel-
ling devices presented in Sec. 3.2 very attractive, since the ionic diffusion times are typically 
at this time scale. 
It is important to mention that learning in biological system manifests in network behaviour, 
where synaptic plasticity is a (local) cellular precondition. Hence, depending on the particular 
network topology, specific requirements for the single memristive devices can differ. Fur-
thermore, for network implementations, memristive devices  have to be  characterised on a 
wafer scale, which allows getting statistics of device parameters from a large number of de-
vices and switching events. This should allow coming to suitable models of devices needed 
for circuit designers. Network implementation is so far challenging, the two main issues to be 
addressed being device variability (or reproducibility) and I–V nonlinearity [6]. Considering 
these points, memristive tunnelling devices seems to be promising candidates. Particularly, 
since for those devices the resistance switching process is restricted to interfacial processes, 
this ensures lower device variability and allows achieving defined I-V nonlinearities. As dis-
cussed in Sec. 3, the MemFlash cell device concept is very convincing due to the compatibil-
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ity with Si-technology and by the opportunity of modelling the device using a simple capaci-
tive model. In terms of the power consumption and switching times, ionic and ferroelectric 
tunnel junction can further convince. 
Fig. 4.3: Device performance requirements are ranked (qualitatively) among the considered 
applications. A higher position on the axis implies a higher required value of the specific 
metric. Adapted from [6] 
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1 Introduction 
In modern integrated systems circuit designers are faced with a multi-objective optimization 
problem. An “optimal” circuit would satisfy conditions of:   
• Minimal circuit area 
• Minimal power consumption 
• Maximum performance 
• Maximum noise immunity 
• Maximum yield 
It can be shown that these objectives are in fact competing. For instance, in CMOS integrated 
circuits high speed circuits comprise transistors with low threshold voltages which inevitably 
let the static power consumption rise. Architectures featuring units capable of processing in-
formation in parallel offer a significant speed-up in performance at the cost of area for imple-
menting these units in parallel at the physical level. Parametric yield improvement can be re-
alized in many cases by providing larger margins for power supply and signal amplitudes 
which directly results in a worse power consumption for the system. 
Following the trend of device miniaturization down to the nanoscale reliability becomes a 
major concern for the design of circuits. In the same way as the device count (e.g. transistors, 
memory elements, etc.) in an integrated system rises in order to enable more and more com-
plex functions, parametric variability of physical device parameters gets enlarged. As a con-
sequence, putting arbitrary (or at least very beneficial) margins for performance, power sup-
ply, etc. into the specifications is no longer possible. If the impact of parametric variability is 
overestimated, typically an integrated system features 
• Larger chip area (e.g. by placing redundancy circuits which are not needed) 
• Larger power consumption (e.g. by scaling up the supply voltage) 
• Suboptimal circuits (e.g. by rejecting of good design options) 
• Larger design time (e.g. meeting the design specification becomes harder by assuming 
an unrealistic worst case condition) 
Overestimation of variability essentially increases the design effort.  
On the other hand, if the impact of variability is underestimated, the consequences are 
• Yield loss (e.g. additional redundant circuits would be necessary) 
• Performance reduction (e.g. by missing the “realistic” critical path) 
• Complicated debugging (e.g. in the absence of a realistic variability-aware simulation model) 
Underestimation of variability sets the burden to the manufacturing effort in order to obtain a 
reliable circuit which meets the original performance requirements.  This option, however, 
becomes complicated in the future. Last but not least as both, the presence or the absence of 
individual particles at the atomic scale can have significant parametric impact on the device 
performance.  These factors are hard to control during fabrication. Other sources of variability 
are of pure statistical nature, such as the random dopant deposition in a MOSFET’s channel 
region or the trapping and de-trapping of charges observed as random telegraph noise (RTN). 
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1.1 Non-Volatile Memories 
Apparently, nanoscale circuits need to be tailored with respect to device variability. Here, 
realistic models that express the impact of variability are required. This is especially true for 
memory technologies where memory cells are regarded as High-Replication Circuits (HRC) 
demanding for an extremely high parametric yield. Besides speed, power consumption, and 
area requirement memories have additional characteristic features to fulfill for the entire life 
cycle. For non-volatile memories the following features are of major interest: 
• Maximum endurance 
• Maximum retention 
Endurance is quantitatively defined as the minimum number of Program/Erase cycles an indi-
vidual cell is able to withstand without showing faulty behavior.  In the worst case the ex-
posed stress results in a cell defect, i.e. the cell is not functional anymore. In addition to a 
stress-induced cell defect it is necessary to have the possible cell states (which represent the 
stored information) suitably separated in order to be able to sense the cell’s state correctly. 
Retention describes the ability of a memory cell to keep the stored information over an ex-
tended period of time (e.g. 10 years). There are several factors which have influence on the 
retention. First, there is temperature which contributes to almost any temperature-activated 
ageing process in integrated circuits. Therefore, along with retention a temperature budget has 
to be defined. Second, architectural features of a cell array contribute to an accelerated degra-
dation of a cell’s state. Typically, memory cells are arranged with maximum density which 
implies that word lines and bit lines used to access a cell are connected to several cells. When 
a new state is written to a cell not only the accessed cell is getting exposed to a “write stress”, 
also neighboring cells are exposed (at least to a fraction of) this stress which potentially leads 
to a disturbance of their state (write disturb). Also a read access can result in a small disturb-
ance. Although this disturbance is small it may accumulate to a significant disturbance if the 
number of read accesses gets large (read disturb).  
The drive for the development of new emerging memory technologies as resistive switching 
RAM, is coming from scaling issues that most -if not all- of the current (charge based) memory 
technology face beyond the 1Xnm technology node. While we do see a steady improvement of 
the reliability characteristics of RRAM as the technology is becoming better controlled, it is 
important to assess what are the real limitations (and/or possible mitigations) to assess the po-
tential of RRAM to substitute for one of these technologies in further scaled nodes.  
This chapter is divided into two parts. In the first part a comprehensive overview about the 
physical grounds causing reliability issues as well as experimental results are discussed.  In 
the second part a circuit simulation model is presented which is used in Monte-Carlo simula-
tions to predict the impact of variability on the circuit level. As an example of application for 
this model, a particular Write-Verify algorithm is explored and characterized.  
2 Reliability of Bipolar Switching TMO RRAM 
This section tries to give a comprehensive overview of the different aspects of the RRAM 
reliability focusing not only on “best” achieved specifications, but also on the models and 
understanding of the reliability physics involved. The drive for the development of new 
emerging memory technologies as resistive switching RAM, is coming from scaling issues 
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that most -if not all- of the current (charge based) memory technology face beyond the 1Xnm 
technology node. While we do see a steady improvement of the reliability characteristics of 
RRAM as the technology is becoming better controlled, it is important to assess what are the 
real limitations (and/or possible mitigations) to assess the potential of RRAM to substitute for 
one of these technologies in further scaled nodes.  
2.1 Endurance  
 
Fig. 1: High 
endurance RRAM 
devices in 
publications, 
2008 ~ 2012 
Most memory applications require the ability to re-write stored data. This is measured as the 
maximum numbers of alternative state (0/1) program/read cycles that can be applied without 
failure. 
Filamentary- based bipolar switching transition metal oxide (TMO) RRAM in general 
demonstrates good cyclability. Tab.1 summarizes the achieved number of cycles for different 
TMO stacks, on single cell basis [1-10]. Compared to floating gate memories, which typically 
fail after 104 ~ 105 cycles [60], much higher endurance (up to 1012 cycles) is achieved endur-
ance in RRAM. Over the years (2008 ~ 2012), the maximum endurance cycle number on 
RRAM also increases (Fig.1), [1-5,7-8,10]).  
 
Table 1: Summary of high endurance RRAM devices 
 TMOs SET RESET Cycles 
SAIT[1,2] TaO based 4.5V, 10ns 7V, 10ns 1012 
ITRI[3,4] HfO2 / Ti 3.2V, 40ns 2.7V, 40ns 1010 
IMEC[5,6] HfO2 / Hf, Ti 1.8V, 5ns 1.8V, 10ns 1010 
HP[7] TaO based 1.9V, 1us 2.2V, 1us 1.5 x 1010 
Panasonic[8,9] TaO based 1.5V, 100ns 2V, 100ns 109 
SEMATECH[10] HfOx 1.5V, 50ns 1.5V, 50ns > 109 
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Although TMO RRAM demonstrates potential high endurance, concerns remain especially 
due to its defect based filamentary switching nature. Uncontrolled, stochastic changes during 
the defect switching may lead to variable endurance degradation, which needs to be better 
understood. 
Fig. 2: Pulse endurance behavior of the 40nm Hf / HfO2 1T1R devices, with fixed RESET
pulse at WL = 3V, SL = 1.8V, 10ns. The SET pulse amplitude was varied using different 
WL pulses: (a) 0.9V (b) 1.0V (c) 1.2V (d) 1.4V. The SET pulse width is fixed as 100ns,
1.8V on BL. With increasing SET WL voltage, endurance failure mode shifts from LRS
failure (a) to HRS failure (d). © 2012 IEEE. Reprinted, with permission, from  [5]. 
 
Based on the understanding of bipolar switching in filamentary RRAM, SET / RESET switch-
ing is achieved by drift of defects (oxygen vacancy) in the oxide. In this view, it is important 
to drift an equal amount of oxygen vacancies forth and back during each SET / RESET opera-
tion in order to maintain the same levels of both the low resistance state (LRS) and high re-
sistance state (HRS). Over-SET or over-RESET, which drifts an excessive amount of oxygen 
vacancies towards either LRS or HRS states, will result in the possible failure of the following 
SET / RESET operations. 
In order to balance the defect drift during SET / RESET operations, a delicate tuning of SET / 
RESET switching conditions is necessary [5]. Through such tuning of SET / RESET condi-
tions, as shown in Fig.2, the failure of either over-SET or over-RESET can be avoided and 
endurance can be substantially improved. Though this balance point of SET / RESET opera-
tions may be material stack specific, balancing the switching operations is a general require-
ment for the bipolar oxygen vacancy based RRAM devices. 
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As demonstrated in [11-13], endurance degradation in bipolar oxygen vacancy RRAM can 
show up as both LRS and/or HRS state degradation. Different models are proposed to explain 
the degradation behaviour, which can be mainly divided into two types: failure to RESET to 
high enough HRS state and failure to SET to low enough LRS state. Hereby, RESET failure 
(HRS degradation) is typically attributed to the exhaust of oxygen (e.g. due to non-ideal drift 
of oxygen), resulting in incomplete recombination of oxygen and oxygen vacancies so that a 
larger, oxygen vacancy controlled conduction path remains. Alternatively, the filament may 
gradually become too big during SET (e.g. by extra oxygen generation during switching), 
eventually prohibiting sufficient RESET. E.g., three different RESET failure types are dis-
cussed by B.Chen et al.,[11], each with a different signature in their HRS and LRS behavior. 
Fig. 3: (a) Simulated endurance at 125oC. HRS decreases, and the final failure is at LRS. (b) 
Vox and O2- distribution at the endurance failure at the end of cycling in (a). Insufficient O2- 
at the interface makes the reset impossible for the RRAM cell. © 2012 IEEE. Reprinted, with 
permission, from [13] 
 
SET failure (LRS degradation), on the other hand, can be attributed to local material changes.  
For instance, the SET failure model in [12] is based on an increase of the SET voltage due to 
a local modification (“recrystallization”) of the oxide material in the filament region, caused 
by the high temperatures  (~ 895K for a 30kΩ LRS state) generated by the current during 
switching.  As a consequence, the mobility of oxygen vacancy is reduced, and the SET opera-
tion becomes unsuccessful. In general, the switching power/energy and the temperature in the 
oxygen vacancy filament are important parameters impacting both LRS and HRS degrada-
tions. Due to filamentary conduction, the temperature and power distribution is strongly non 
uniform, an local high temperature and high power may modify or even damage the original 
atomic configuration of the oxide host material.  
Cycling induced degradation can be further related to the thermodynamic (in)stability of the 
filament and the host matrix, and has to be considered in the material design of the resistive 
switching system. For example, Ta oxide system has exhibited a small variance from switch-
ing with cycling and thus a high endurance. The reason for this may be that this oxide system 
has only two stable material phases, i.e., Ta-O solid solution (filament) and Ta pentoxide 
(host matrix). These two material phases do not react with each other thermally to form an-
other material phase even at high temperatures induced by Joule heating. Furthermore, there 
is a large oxygen solubility in the Ta-O solid solution phase, which allows for the filament to 
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accommodate and release oxygen ions without a phase change during cycling. An almost 
identical system is Hf oxide system, which has exhibited similar cycling-ability. 
Simulations may help to model and better understand the endurance degradation process. E.g., 
a Monte-Carlo simulation on atomic scale is reported by S.Yu et al, [13]. They could simulate 
HRS failure, by taking into account the oxygen and oxygen vacancy recombination during 
switching (cf. Fig.3). The escape of oxygen during switching results in an incomplete recom-
bination of the oxygen vacancies during RESET and leads to the HRS degradation. This again 
points out the importance of balancing the oxygen drift during SET / RESET conditions for a 
better endurance performance of RRAM devices. 
2.2 Retention  
Typical non-volatile memory requires 5 ~ 10 years data retention up to 85~125oC.. Various 
studies [6,12,14-18] have analyzed the retention behaviour of the LRS and HRS states of ox-
ygen vacancy filamentary RRAMs. In general, after a certain period, the current (resistance) 
of LRS tends to decrease (increase), which indicates a degradation of the conducting filament 
due to a loss of oxygen vacancies. The current (resistance) of HRS shows mixed behaviours, 
and both increase and decrease have been observed. Fig.4 shows the typical LRS resistance 
increase for HfO2 based RRAM. Understanding and optimizing the retention property of 
RRAM, is critical and challenging, due to the complex and even stochastic behaviour of the 
oxygen vacancy defects. In generally, LRS degradation is the more critical reliability issue, 
and will be the focus here. 
Though the oxygen vacancy filamentary switching has stochastic nature, the (LRS) retention 
degradation on a large statistical basis follows the classical Arrhenius law dependence with 
temperature. Fig.5 demonstrates the Arrhenius behaviour of a typical HfO2 / metal cap (Hf) 
RRAM system [12]. The LRS retention degradation is clearly accelerated with increasing 
stress temperature, with an extracted energy barrier Ea of 1.2 ~ 1.5 eV. The diffusion of oxy-
gen and oxygen vacancies inside the host oxide of the RRAM cells is responsible for the re-
tention degradation, as will be discussed below. 
Fig. 4: Typical LRS retention 
failure of a 40nm HfO2 / Hf 
RRAM, for LRS programmed by 
either 100µA CC or 10µA CC. 
The LRS retention failure 
criterion was defined as a 10x 
LRS resistance increases. © 
2012 IEEE. Reprinted, with 
permission, from [12]. 
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Fig. 5: The LRS retention 
(programmed by 100μA and 
10μA) measured from 150oC, 
200oC and 250oC. The 
retention follows the 
Arrhenius law, with 
Ea = 1.2 ~ 1.5 eV. © 2012 
IEEE. Reprinted, with 
permission, from  [12]. 
 
In the oxygen vacancy based RRAM, the possible (LRS) degradation mechanisms considered 
are (cf. Fig.6) [17]): 
• Diffusion of oxygen from outside of the filament (i.e., from electrode or from surround-
ing oxide region) and recombination with an oxygen vacancy in the filament.  
• Diffusion of an oxygen vacancy out of the filament. 
Both mechanisms will result in a decrease of the number of oxygen vacancies in the filament, 
which leads to an increase of the LRS resistance (cf. Fig.4). Which mechanism dominates, 
oxygen diffusion (process 1) or vacancy diffusion (process 2), may depend on both the mate-
rial stack and LRS program conditions.  
A general trend on the LRS retention behaviour is that the retention improves with higher 
LRS current (lower LRS resistance). For lower LRS resistances, the filament consists out of 
more oxygen vacancies, making it more retention robust as the relative change of the filament 
current is smaller for the same amount of vacancies lost. I.e., the relationship between number 
of oxygen vacancies (nc) in the filament constriction and the LRS resistance can be calculated 
using the QPC filament conduction model [15]. The non-linear relationship between number 
of oxygen vacancies and the resistance explains the fact that a disappearing oxygen vacancy 
has a much larger relative impact for a narrow filament. The current dependence of the LRS 
retention needs to be considered when evaluating the retention property of a particular device. 
Another observation is a degradation of the data retention after cycling (at the same pro-
gramming current level) [19]. The physical mechanism proposed is a loss of oxygen vacan-
cies in the filament after cycling. This post-cycling retention is a coupled reliability issue of 
both cycling and retention, which depends on the cycling programming condition as well. By 
optimizing the cycling properties, the post-cycling retention can be improved [6]. 
As both the endurance and retention reliability depend on the oxygen vacancy filament, opti-
mization of one property may impact on the other. As identified in [6], an endurance and re-
tention trade-off can be observed in HfO2 based RRAM, in this case by modifying the oxygen 
scavenging layers in the memory element stack. Oxygen scavenging layers are used in some 
types of RRAM devices with the effect of creating oxygen vacancies in the metal oxide, low-
ering the required forming conditions to create the switching filament. Using a strong oxygen 
scavenging layer capability, better resistance window and longer endurance is achieved. The 
better endurance results from the fact that the RESET failure can be compensated due to the 
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larger amount of available oxygen. On the other hand, better retention can be achieved in the 
weak scavenging layer property case. The smaller amount of scavenged oxygen gives better 
retention, due to the reduced availability of oxygen that may diffuse and recombine with the 
oxygen vacancies in the filament. 
Endurance and retention trade-off may be achieved by modifying either material or electrical 
parameters in the oxygen vacancy filament RRAM. Essentially, however, due to the two ter-
minal structure of RRAM, cycling and the retention are always coupled, and have to be opti-
mized together. 
2.3 Variability 
While aggressive scalability and easy manufacturability of RRAM has been demonstrated 
[3,20-21], one of the major issues of RRAM is the stochastic variability in the device opera-
tion that still needs further understanding to enable its commercialization.  
In the well-established Flash NAND technology, random device-to-device (D2D) fluctuations 
of the programmed state occur as a consequence of process related device scaling.  In this 
case we properly speak of variability of device characteristics like channel width, length (W, 
L), drain current IDS and threshold voltage VT. However, if we then look into one of these de-
vices and we monitor the evolution of the programmed state during the device lifetime, we 
observe an almost constant state value between consecutive readouts (not accounting here for 
a long-term change of the state due to degradation mechanisms). 
Resistive memories, due to their fundamentally different operating mechanism, additionally 
display significant intra-device, cycle-to-cycle (C2C) dispersion from the very beginning of 
device lifetime. In this sense we should distinguish the typical process variability from the 
stochastic variability where each characteristic is subject to independent and (ideally) uncor-
related C2C fluctuations.  
As resistive memories store information as a logical value associated to the device resistance 
state, and transitions between these resistance states are obtained by voltage stimuli of appropri-
ate magnitude (and polarity), the stochasticity of the RRAM operation mechanism is reflected 
 
Fig. 6: (a) An example of the 
initial filament configuration 
in LRS: pink sites are Vox, blue 
sites are O2-, the top boundary 
is the oxygen reservoir at the 
electrode/oxide interface. 
(b) An illustration of oxygen 
and oxygen vacancy migration 
processes during baking. 
Reproduced with permission 
from [17]. Copyright 2012, 
AIP Publishing LLC. 
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in both the variability of the required switching voltage, and in the variability of the resultant 
resistance state. Furthermore, the initial device forming step strongly influences its variability. 
Forming Operation 
Differently from FLASH technology, resistive memory involves a one-time initialization step 
called electroforming. During this step a conductive channel is created within the oxide ma-
trix which hosts the subsequent programming operation. This forming process has been stud-
ied within the context of classic oxide breakdown theory via  ramped voltage stress (RVS) or 
constant voltage stress (CVS) [23].  Distributions of forming voltage and its respective form-
ing time have been shown to obey Weibull (or weakest-link) statistics for both polycrystalline 
and amorphous oxides. It has been shown [24] that the power involved in this operation typi-
cally affects subsequent switching operation.  For instance, forming performed at much higher 
power than used in following switching cycles generally decreases the device resistance win-
dow and uniformity. For this reason, optimization of the forming operation is a subject of 
growing interest. Measures that minimize the randomness of filament formation, for example 
by modifying device geometry, introducing filament precursors [25] or optimizing electrical 
operation  protocols, could help to reduce the formation variance from device to device.  
Even assuming an ideal forming operation, program operations are not self-limiting as in the 
Flash scenario. For instance, applying voltage programming the SET operation requires a cur-
rent limiting device to prevent device breakdown while, conversely, in a current driven pro-
gramming, RESET operation may need a voltage limiting device to prevent degradation. In 
real applications the memory device, sometimes called “1R”, is thus usually coupled together 
with some limiting device, typically a transistor, a diode or a limiting resistor, giving rise to 
the so-called “1T1R”, “1S1R”, “1R1R” configurations. However it is important to realize that 
also these current limiting devices are themselves affected by a spread of characteristics or are 
subject to parasitic components like stray capacitances, the latter of these being responsible 
for the poor control of switching properties in the early stage of technology development.  
Care has thus to be taken to decouple the characteristics of the current limiting device from 
those of the memory element. In this sense it is proper to speak of intrinsic variability of the 
memory device (related to the randomness of the switching process) and extrinsic variability 
associated to the combined effect of memory device and cell (and array) architecture.  
From an experimental point of view, the study of the intrinsic memory device variability can 
be accomplished either by using nearly ideal limiting device (such as a large area long chan-
nel MOSFET) or by carefully compensating for additional contributions. 
System level studies of the combined impact of the variability of both the memory and the 
limiting devices are however lacking, while in particular important for assessing the perfor-
mance in scaled technologies at the array level. Architectural studies presented so far [27] 
typical focus on the impact of access line resistance, selector nonlinearity and biasing scheme 
on the overall power consumption assuming uniform memory device characteristics,  and the 
power penalty introduced by non-uniformity in the limiting device itself has still to be careful-
ly addressed.  
In the early stage of RRAM development, studying unipolar switching devices, variability 
was mainly viewed as the spread of SET and RESET switching voltage, while variability of 
the programmed resistance state itself was less of a concern. This can be understood consider-
ing  that unipolar operation, involving a thermally assisted rupture of the filament, is charac-
terized by relatively high operating current and high ON-OFF ratio. As so, the resistance win-
dow did not pose large concerns, however, the RESET voltage required to disrupt the filament 
and the SET voltage required to reform it are subject to wide fluctuations. More importantly, 
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since in this case both operations are done in the same voltage polarity, an overlapping be-
tween the two voltage distributions may induce unwanted parasitic SET during RESET opera-
tion leading to strong switching instability. One approach to qualitatively model variability in 
this approach is linked to the “Random Circuit Breaker” model [28]. More recently, the same 
model was updated to take into account interfacial properties in order to model bipolar 
switching behaviour as well [29]. 
As the research focused more and more on bipolar switching devices, the need for an accurate 
estimation of resistance variability became prominent. This is both due to the fact that the 
resistance window is much smaller than in the unipolar case and to the fact that the opposite 
polarity of the operation voltage solves the problem of SET-RESET instability typical of uni-
polar devices. 
Experimentally, independently from the particular oxide or stack used, all bipolar switching 
(oxide) RRAMs show similar switching characteristics. The resistance distribution for both 
ON and OFF state can in first approximation be described by means of a lognormal distribu-
tion, and to establish a useful figure of merit it is possible to consider the standard deviation 
of resistance distribution σR normalized by median resistance σR/R. Using this criterion it 
becomes apparent that by lowering the operating current not only the absolute spread increas-
es (as it would be expected  from a fluctuation proportional to filament “radius”) but also the 
relative spread increases. In a simplified view, this behaviour is consistent with a picture 
where the same fluctuation of the filament radius affects much more strongly a thinner 
(“weaker”) filament than a thicker (“stronger”) filament up to the limit where the filament 
size may be so small that its geometry affects the conduction much more than its radius. This 
is captured by the σR/R trend in Fig.7 clearly depicting a change in regime for extremely re-
sistive (=”thin”) filaments. Trying to better define what defines the filament “radius” in bipo-
lar devices, it has been recently evidenced that switching operation involves a change into a 
number of conductive defects (where VO2+ oxygen vacancies are generally accepted as the 
dominant defect in TMO oxides) either by forming a percolation path [30], a conductive sub-
band [31], or a quantum point defined constriction [32]. Fig.8 illustrates the microscopic 
origin of resistive variability in a quantum point conduction path model [32]. A quantitative 
explanation for LRS resistance variability is given in [36].  
In bipolar switching device the modelling and physical description of variability becomes thus 
linked to the role of the oxygen vacancies and consequently cannot be decoupled from the 
particular switching mechanism proposed. Two mainstream views are proposed: in one 
switching is described as generation and recombination of oxygen defects [30,31], in the other 
the switching action is instead caused from a (ionic) movement of the same defect without 
any change on their number [32,33]. 
• When switching is explained in terms of generation/recombination of oxygen vacancies 
[30], the resistance in the LRS state is produced by the creation of a percolating network 
of defects (oxygen vacancies) while the HRS state is due to the creation of defect-free 
gap due to defect recombination (i.e., oxidation of the vacancies). In this sense the 
spread in HRS can be justified by the random generation of defects in the gap area, 
while for  the percolation path regeneration during SET action can be described in a sim-
ilar way as  standard TDDB degradation in oxides, and should follow Weibull statistics.  
• When an ion-movement model is considered [34-36], ions are moving from pre-existing 
reservoirs located at TE and BE to enlarge or shrink (and maybe even disrupt) the fila-
ment. The source of variation in this case is linked to the number of discrete defects de-
fining the radius of a single filament. Concerning LRS variability this view matches well 
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with the experimentally evidenced poissonian behaviour of resistance when modeling 
defects as independently emitted in time or space. In this sense the SET action describes 
the “effort” necessary to “nucleate” a filament either by injecting ions into a gap either 
by gradually changing the shape of quantum defined conducting filament. 
 
Fig. 7: (a) Resistance distribution of LRS and HRS states obtained at different compliance 
currents  for a TiN/HfO2/Hf/TiN stack. The decrease of operating current induces an increase 
of median and dispersion of resistances for both states. (b) Normalized standard deviation 
versus median resistance for LRS states and (inset) HRS states for different statistic, compli-
ance currents and stack types. Two clearly different regions can be identified. © 2012 IEEE. 
Reprinted, with permission, from [35].    
 
Fig. 8: Microscopic origin of 
resistance variability as induced 
by fluctuation in the number 
and geometry  of discrete 
defects defining a quantum 
point defined conductive path. 
© 2012 IEEE. Reprinted, with 
permission, from [35]. 
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2.4 Random Telegraph Noise (RTN) 
Another important metric to be considered in assessing the robustness of RRAM is the ran-
dom telegraph noise (RTN) phenomenon which is intrinsic to any dielectric with defects 
(traps). The presence of RTN can cause a large spread in the distribution of the high and low 
resistance state (HRS, LRS) and induce “soft errors” in reading the wrong memory state (if 
the memory window is relatively small). Although RTN, which is relevant mainly at read 
voltage (VREAD ~ 0.1V) conditions, does not cause irreversible damage unlike endurance test 
conditions, it affects the variability of the resistance distribution [37-39] and introduces large 
magnitude of noise in addition to the standard 1/f flicker noise and thermal white noise. De-
tection of RTN signals also serves as a spectroscopy tool enabling us to determine the trap 
properties (spatial location from dielectric – electrode interface and energy depth below con-
duction band of dielectric) [40]. As will be shown below, the RTN signal can also help to 
characterize the shape and size of the filament in the HRS state, taking the quantum point 
contact (QPC) formulation for the defect cluster [24]. 
There are two major types of RTN signals observed. One is the steady-state fluctuations in-
volving stochastic electron capture and emission events [37,40-42] through the defects with 
their corresponding time constants (which depend on applied voltage, trap position and trap 
energy). The other components are the non-steady-state fluctuations that arise due to structur-
al disturbances in the conducting filament (CF) due to removal or addition of oxygen vacan-
cies [42]. It is important to note that resistive switching can occur due to two mechanisms → 
(1) OXRAM where switching is caused by oxygen vacancy / ion generation – recombination 
and drift / diffusion and (2) CBRAM (conducting bridge RAM), where switching is caused by 
nucleation and rupture of metallic filament due to ionic migration / electromigration.  
Fig. 9: Pattern of the resistance (R = V/I) 
signal as a function of the resistance state. In 
the HRS with few defects, the RTN Lorentzian 
signal from every defect is more apparent, 
resulting in large values of (ΔI/I). In the LRS, 
due to a large number of defects with widely 
distributed time constants, the Lorentzian 
RTN signals add up and the fluctuations 
average out to give a 1/f noise trend with very 
low (ΔI/I). Note that the fluctuations appear 
to be small in the HRS as well, which is an 
artifact – this is because the resistance data is 
plotted on a logarithmic scale. Reproduced 
with permission from [46]. Copyright 2010, 
AIP Publishing LLC. 
We shall first investigate the steady-state RTN, followed by the non-steady-state component 
of RTN. The dependence of RTN on the compliance level, dielectric material and microstruc-
ture will also be addressed as we go along. 
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Fig. 10: Methodology to extract the value of the disturb voltage (VDIST) for every SET cycle. 
The I-V plots simulated for different number of constriction defects (NC) is superimposed on 
to the electrical I-V measurement data. The first voltage level at which the current consistent-
ly jumps to a neighbouring I-V curve is classified as the VDIST value. Note that RTN trends still 
exist even for VBL < VDIST, (not visible here in the logarithmic scale) however, they are small
in magnitude and correspond to the electron capture – emission process. © 2013 IEEE. Re-
printed, with permission, from [51]. 
Considering that the fundamental physics of switching may be completely different for these 
two cases, it is obvious that the kinetics of RTN will also be very different. Our analysis here 
is predominantly focused only on RTN in OXRAM, as there are very few studies that have 
been carried out for RTN in CBRAM [43].  
As mentioned above, the steady-state component of RTN is mainly attributed to electron cap-
ture and emission process through the oxygen vacancy defects (traps) in the dielectric, by an 
inelastic multi-phonon trap-assisted tunneling (ITAT) process [44]. Another possibility is the 
coulomb repulsion effect [45] where charged defects in the vicinity of the filament can restrict 
the conductivity of the filament (reduced effective filament cross-section) due to coulombic 
interactions. The RTN signal that is measured is an indicator of the number of “critical traps” 
that affect the stability of the resistance state. In the HRS, the RTN trends are more clearly 
observed. If the signal is sensed for a long period of time and N distinct current levels are ob-
served (this can be detected using a Hidden Markov Model (time-lag plot) based analysis 
[44]), this implies that there are log2(N) traps present in the dielectric. Most signals observed 
are multi-level RTN where each two-level deconvoluted RTN arises from the stochastic elec-
tron capture – emission events in one single oxygen vacancy defect.  
With deeper reset, there are less number of active defects and RTN signals tend to be more 
discrete with larger spread in the current (ΔI/I) (Fig.9), as clearly shown by the statistical RTN 
study by Veksler et. al. [45] and Ielmini et. al. [46]. Ideally, if the RRAM can be reset to very 
deep states with zero defects, then we can achieve very good noise immunity. However, this 
is in most cases not feasible. As for the LRS state, for typical high compliance levels of 100 
µA – 1 mA, there are far too many traps and the sum of many RTN signals with different time 
constant and current step distributions will average out to produce a 1/f random noise signal 
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[47], with very low (ΔI/I). Therefore, RTN in the LRS state is generally not a critical issue, 
unless we talk about ultra-low power switching devices with forming / SET compliance levels 
as low as 1 µA (which currently show very low endurance and retention). 
Even in the HRS state, the values of (ΔI/I) are relatively small (~10-100%) [38-39] for the 
charge carrier transport when compared to the vacancy fluctuations in the filament (structural 
disturbances), for which the value of (ΔI/I) can be even an order of magnitude at times [42]. 
Moreover, since structural disturbances are mostly irreversible (only occasionally the current 
levels jump back to their initial state), their role is more detrimental in the stability of the 
memory state. In the next sub-section we will focus on these vacancy-induced RTN effects. 
Before we discuss that, some of the recent noteworthy references for carrier-induced RTN are 
the work done by Lee et. al. on TiOx (20 nm) [40], Puglisi et.al. on HfO2 (5 nm) [44] and Iel-
mini et. al. on NiO (20 nm) [46]. 
 
Fig. 11: The four possible scenarios for the shape and size of the conductive filament (CF)
ranging from (I) LRS Ohmic filament to (II) HRS shallow reset, (III) HRS moderate reset with
very few defects in the “constriction” to (IV) HRS deep reset, when a tunneling (TUN) barrier 
is created. The probability to end up in the states (II, III, IV) depends on the dielectric materi-
al parameters and vacancy transport properties. The plot at the right end shows the potential
drop profile for each of these four scenarios. The HRS states in (II, III) correspond to QPC
mode of conduction with majority of the voltage dropping across the two F-C interfaces. Re-
printed from [52], Copyright 2013 The Japan Society of Applied Physics. 
Given any measured RTN signal, the first task to be carried out is the identification of the 
different RTN jumps and finding out which of these jumps correspond to vacancy induced 
fluctuations and which due to carrier transport based fluctuations. A physical model formu-
lation using the quantum point contact (QPC) model is used in this context. The QPC for-
mulation has been previously proposed by Miranda et. al. [48] and Cester et. al. [49] to de-
scribe the non-linear conduction in the post soft-breakdown regime for high-κ dielectrics 
with very good fit to the measured I-V data. This formulation has been adapted successfully 
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to describe the conduction in RRAM for both the HRS and LRS states by Degraeve et. al. 
[32] and Suñé et. al. recently [50]. As proposed by Degraeve and co-workers, the filament 
can be phenomenologically represented as a cluster of vacancies with a narrow “con-
striction” comprising NC particles (vacancies). It is this constriction that controls the con-
ductivity of the state. The size of this constriction is governed by NC and the shape is deter-
mined by two parabolic energy band frequency parameters, ωX and ωY where these two 
quantities qualitatively indicate the length and width of the constriction respectively. The 
lower the ωX, the longer the constriction; the lower the ωY, the wider the constriction. Using 
the QPC model, the I-V curve for any integer value of NC can be simulated. To identify va-
cancy induced RTN effects, the measured I-V sweep data can be superimposed on to the I-V 
simulated curves and the data and its multiple jumps can be fit to the QPC simulation model 
by optimizing the {ωX, ωY} values. The first voltage level at which a jump in the I-V data 
occurs from one level of NC to the adjacent one (either NC + 1 or NC - 1) is classified as the 
“disturb” voltage (VDIST) [51], which is an indicator of the stability of the HRS state against 
vacancy perturbation induced RTN.  Fig.10 illustrates this methodology of VDIST identifica-
tion. Along with the value of VDIST, the model also provides us with the initial value of NC. 
Note here that the underlying assumption is that the filament does not rupture during RE-
SET; instead it only shrinks in size. However, as shown below, this model can be extended 
to analyze the case of ruptured filaments as well.  
The higher the forming / SET compliance (Icomp), the shallower the reset is expected to be, as 
there are more ion-vacancy recombination events needed for a given reset sweep as Icomp is in-
creased. From a logical perspective, we would expect the value of VDIST to be higher for lower 
Icomp (deeper reset). However, contrary to our expectation, the deeper the reset (lower IREAD), the 
lower is the measured VDIST value [51]. This is hard to logically interpret, however, it turns out 
that this is a unique feature of the QPC model as illustrated by Fig.11 [52]. When the filament is 
not ruptured and the reset gets deeper (implying less number of defects in the constriction), the 
overall voltage applied across the dielectric redistributes itself to be localized at the filament – 
constriction (F-C) interfaces only. As a result, with decreasing NC, the F-C interface width gets 
sharper and the potential drop (electric field) is more concentrated and locally enhanced. The 
interesting feature of the QPC is that the field is almost zero anywhere outside the F-C interface 
and therefore, the immunity to RTN is dependent on the magnitude of the local field at the F-C 
interface. The deeper the reset (without filament rupture), the higher the local QPC field and 
therefore, the lower the VDIST value as observed in [51]. From a quantum physics perspective, 
the potential is concentrated at the F-C interface due to interference of the incident and reflected 
electron wave functions there [53]. Considering the dependence of VDIST on the ramp rate and 
using the thermochemical model for defect generation (creating an oxygen vacancy requires 
bond breakage of Hf-O bonds), it can be estimated that the “time to disturb” (at VREAD = 0.1V) 
can be as low as a few milliseconds to as high as a few mega seconds depending on the extent 
of reset within the QPC regime [52]. Therefore, although deep reset is desired for higher 
memory window, if the filament does not rupture, then the system will be highly prone to va-
cancy-induced RTN effects. When operating within the QPC regime, there is always a trade-off 
involved in the depth of reset and the RTN immunity. 
If the filament is able to undergo rupture during the reset process thereby introducing a tunnel 
barrier in the dielectric for HRS, the disturb trends are completely reversed. As seen in Fig.12 
[54], which shows the VDIST - IREAD trend for the same device where deep reset was observed 
for a few cases when Icomp is as low as 0.3 µA, the value of VDIST starts to increase again with 
deeper reset, against the hypothesis of QPC. This is precisely because the QPC ceases to hold 
true in this regime and we have basically entered the tunnel (TUN) regime with a dielectric 
barrier across which the potential drops uniformly. Deeper reset corresponds to thicker tunnel 
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barrier and therefore prolonged disturb time (enhanced RTN immunity). Whether a particular 
RESET state is in the QPC or TUN regime can be verified by analyzing the {ωX, ωY, Nc} val-
ues. When force-fitting a deep reset I-V curve to the QPC model, we end up with an unrealis-
tically high value of Nc that contradicts the QPC assumption [54]. We therefore have a robust 
methodology in place to distinguish between QPC and TUN configurations, according to 
which the immunity to vacancy-induced RTN is determined. 
Fig. 12: Dependence of VDIST on the reset level (IREAD) for a very wide range of reset ranging 
from IREAD = 10-12 A to 10-6 A corresponding to different degrees of soft breakdown (SBD)
and progressive breakdown (PBD). The harder the breakdown, the larger is the filament and
the lower the chance for rupture (filament remains in QPC mode). © 2013 IEEE. Reprinted, 
with permission, from [54]. 
Considering that RESET is a purely stochastic process that involves recombination of many 
pairs of oxygen ions and vacancies, we should expect to see a bimodality in the filament con-
figuration which can have a finite non-zero probability of ending up in the QPC or TUN 
modes. This hypothesis is well confirmed by our analysis of switching for many cycles at 
different compliance values [54]. Although lower compliance forming and SET enhances the 
probability of filament rupture (soft breakdown regime), there still exists a finite chance of 
staying in the QPC regime for the HRS. The vice-versa holds true for the high compliance 
case (the so-called progressive breakdown regime). Note that the LRS state is not analyzed 
here because it is more resilient to vacancy perturbations given the uniform potential drop 
across the whole dielectric for a large size filament (implying low electric field). With the 
filament configuration being bimodal, we can conclude that the VDIST distribution should also 
be bimodal. 
When the role of the dielectric microstructure is considered, where the dielectric can be amor-
phous or polycrystalline with grain boundaries (GB), the presence of GB causes a reduction in 
the VDIST value probably because the GB serves as an easy diffusion path for vacancies to mi-
grate along [55]. Therefore, although the presence of GB may help reduce the forming power, 
control the variability in the filament size and shape [54] and reduce the bimodality in the 
filament configuration, it suffers from lower VDIST and has a shallower reset [54] (small 
memory window) both of which are undesirable.  
In summary, we have analyzed the two key mechanisms of RTN in RRAM and identified 
them to be electron transport based (steady-state) and vacancy perturbation based (non-
steady-state). While the former serves as a good defect spectroscopy tool, the latter is the 
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more critical factor that can disturb the stability of the HRS state. Using the QPC formulation, 
the vacancy-induced RTN phenomena was studied in-depth for various compliance levels and 
dielectric material / microstructure. To achieve good switching with robust disturb immunity, 
it is desirable to have a low LRS state and very deep HRS state (TUN regime). However, it is 
hard to find dielectric materials that satisfy both these criteria at the same time. From a mate-
rial design perspective, the field acceleration factor γ (as defined in studies of electrical 
breakdown [56]]) of the dielectric plays an important role. A high value of γ can simultane-
ously ensure low forming / SET voltage and a high VDIST value. This factor depends on the 
relative permittivity and the permanent dipole moment of the high-κ material. Further studies 
on RTN are essential considering that future devices are being downscaled to areas as low as 
10 × 10 nm2 [22], where the background noise is relatively low and the RTN effects are ex-
pected to be more dominant. 
2.5 Read-Disturb and Write-Disturb 
A (read) disturb error is an (undesired) change of the programmed state of a memory cell by 
reading that cell for extended times. More in general, a change of the content of the cell can 
occur during different memory operation conditions, i.e. not only by multiple reads of the 
specified bits, but also because of multiple writes or (less likely) a read of other (neighbour-
ing) cells in the same memory array. In the latter case a voltage stress on a non-selected bit 
may result from directly applied voltages (e.g. on half selected bit or word lines) and/or ca-
pacitive coupling phenomena. 
The occurrence of neighbouring cell read and write disturbs is strongly dependent on the de-
tails of the memory array organization and design. It is clear, however, that the weaker is the 
isolation between different cells, the more susceptible the array will be to these disturb ef-
fects. In particular, they constitute severe design limitations for raw cross-bar RRAM arrays, 
see [57] for instance. 
A general study of disturb susceptibility can be done by applying different voltage stress con-
ditions on a memory cell (with voltage amplitudes that are lower than those required to direct-
ly switch the cell). 
The intrinsic susceptibility to switching due low voltage stress can be understood from the pro-
gram voltage versus program pulse width characteristics of an RRAM cell. While measuring 
this relationship for short pulse widths (spanning the range of normal program pulse widths) 
indicates a strong non-linearity approaching a kind of threshold voltage for longer pulse times 
for both SET and RESET switching [58,59], true saturation is not evidenced and switching at 
lower voltages is still expected, albeit for pulse widths increasing in a super linear way. 
If the effect of multiple pulses is the same as of that of one single pulse with a pulse width 
equal to the sum of the pulse widths, disturb effects can be predicted out of the extrapolation 
of the measured program voltage versus pulse width behaviour (see Fig.13 [59]) . This as-
sumption is correct only if there are no important transients (e.g of the internal temperature) in 
the cell during even a single pulse, so that “equilibrium” is reached “instantly”- which may 
require further extensive studies to possible validate. 
For a bipolar switching cell, one would intuitively only expect a possible disturb-caused 
switching from the cell HRS (RESET) state to the cell LRS (SET) state for voltage stress hav-
ing the same polarity as the polarity required for SET programming, and, similarly, an LRS to 
HRS disturb switching only for voltages with the RESET polarity. However, experimentally a 
decrease of the cell resistance has been observed when applying low voltages pulses with 
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RESET polarity, see Fig.14 [34]. This effect has been understood by that during the initial 
(fast) RESET, the cell is not in equilibrium as the cell resistance tends to a “balance value” 
that is dependent on the applied voltage. 
As so, this effect should rather be interpreted as a resistance retention issue with the cell re-
sistance moving to an equilibrium state, and the voltage pulses giving the system the required 
energy to evolve to that state. 
 
Fig. 13: Measured and calculated 
pulse width required for Reset 
(Reset time) as function of pulse 
amplitude (Voltage). © 2012 
IEEE. Reprinted, with permission,
from [59] 
 
Fig. 14: Disturb measurements (100ns pulses) at (a) 0.5 and (b) 0.6V in reset polarity. (c) 
Schematic explanation: (1) transition voltage is reached, 1-->2) reset along dynamicbalance 
line. 2--> 3) fast down ramp to the OFF state. (3)system tends to return to the ON state (up-
wards), but because of the low voltage, a time delay is seen (Figs. a en b). © 2012 IEEE. Re-
printed, with permission, from [34]. 
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2.6 Summary 
The present section discussed the different reliability aspects of bipolar switching  transition 
metal-oxide RRAM cells. It is shown that insight in the filamentary switching processes on 
the atomic scale is key to understand the reliability physics.  Based on that understanding, 
material, process and operation conditions may be further tuned to improve the RRAM 
memory performance towards the targeted application specifications. While different reliabil-
ity figures (as endurance) have indeed considerably improved, low current operation retention 
and significant cycle to cycle variability are identified as major concerns for reliable operation 
of scaled RRAM memories.  
Further, we should remain aware that, as the RRAM technology is not yet at the stage of mak-
ing large density memory arrays in advanced scaled technology, we have today only limited 
experimental data - mostly on individual cells and/or small arrays. This means that available 
statistics are still limited, and while we have an understanding on the scale of the “main” bit 
distributions, we are far from exploring the behaviour of ppm and lower tail bits that may 
eventually decide on the application of the technology in a real high density memory. This 
should be further addressed in future reliability studies. 
3 Monte-Carlo Circuit Simulation of RRAM Circuits 
Both, the evaluation of circuit performance as well as the introduction of effective means in 
order to actively limit the variability can only be accomplished in a systematic way by (i) 
identifying fundamental (physically based) sources of randomness in the dynamics of RS, and 
(ii) providing efficient simulation models in order to realize a design space exploration based 
on fast circuit simulation.  
In order to incorporate variability issues into a circuit simulation flow the sources of variabil-
ity have to be modelled. In this section, modelling is done for a particular class of memristive 
devices which are based on the Electrochemical Metallization effect (ECM) [61,62]. Since a 
closed physical device model for ECM cells has been developed recently [63] detailed dy-
namic simulations including CMOS circuits can be performed. Under the consideration of 
variability a simple model extension is presented which models a particular aspect of the sta-
tistical device behaviour: the random deposition of ions on a filament. The model allows for 
the simulation of cycle-to-cycle variations and device-to-device variations, and can be applied 
to larger crossbar arrays using a standard circuit simulator.  
3.1 ECM Variability Model for Circuit Simulation 
In Fig.15 a sketch of an ECM device based on Cu-SiO2 is shown. The electrodes are separated 
by an electronically insulating material (e.g. SiO2 for Cu-SiO2 cells) which also acts as an ion 
conducting layer (electrolyte). If a voltage VD is applied, electrochemical active ions dissolve 
into the ion conducting layer and drift towards the counter electrode which is separated from 
the top electrode by a gap of size S. The deposition of ions on the counter electrode results in 
the continuous growth of a filament.  
The current density for the charge transfer across the electrolyte-electrode interface during the 
cathodic reduction is described by the Butler-Volmer-equation  
( )TFTF VzVzfilion eeiAI /)1(/0 ηαηα ⋅−⋅ −⋅⋅=  (1)
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A similar equation holds for the interface A. Since the ionic charge transport is associated 
with material transport towards the filament, the filament growth is in proportion to the ion 
current density and is reflected by a shrink of the gap size S 
fil
ion
p A
IK
dt
dS
⋅−=  (2)
In (1) ηF describes the voltage across the interface F, z is the number of charges per ion, VT 
the temperature voltage, and α an exchange factor. Afil is the effective active area of the fila-
ment, Kp models the relation between electronic charge transport and matter deposition. For 
small gap sizes S the resistance Rion can be neglected and the voltage across the interfaces (A 
and F) is approximately half of the device voltage VD, as the effective areas Afil as well as AA 
are almost equal in this case. As soon as S becomes smaller than approximately 0.8 nm the 
electronic current becomes dominated by a tunneling current which strongly depends on the 
gap size S [63]. Changes of S by fractions of the atomic diameter can change the conductance 
G in a significant way. Consequently, the deposition of few atoms on the active filament sur-
face has to be controlled if a particular conductance has to be adjusted up to a given precision.  
Fig. 15: Sketch of a 
device cross section. 
and Equivalent circuit 
diagram with 
nonlinear elements 
used in SPICE [64].  
The growth of the filament is a discrete process since only integer numbers of atoms are par-
ticipating in the growth of the filament. The deposition sites as well as the points in time of 
the deposition are random. An appropriate stochastic model for the discrete ion deposition is 
given by a Poisson process. The validity of assuming a Poisson process for the description of 
the filament growth has been shown in [65]. 
Given an average rate of events - such as the number of depositions on the filament – 
qz
Iion
=λ  (3)
the Poisson distribution predicts the relative frequency of a particular number k of deposition 
events that can be observed in a given time frame by chance. If exactly k atoms have been 
deposited the gap S has been effectively decreased by  
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Assuming that the applied device voltage does not change within a short time interval Δt, the 
mean variation of ΔS becomes a function of time Δt and the filament area: 


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From (5) it can be concluded that for scaled devices the variability is seriously affected by the 
shrink of active filament area Afil. 
In order to provide a simulation model which can be executed on a standard circuit simulator 
(e.g. SPICE [64]), equivalent circuits have to be provided that model the device dynamics by 
electrical quantities. Here, S is modelled by a voltage VS (cf. Fig. 16) hold on a capacitance 
CS. CS gets charged or discharged by short current pulses while each pulse represents the dep-
osition (or dissolution) of an individual ion on the filament. Given VS as well as the device 
voltage VD the overall device current ID=ITunnel+Iion is obtained by solving the equilibrium 
state of the voltage-controlled current sources QF, QA and QT. Given the particular I-V charac-
teristics of QF, QA and QT this (standard) operation is automatically done by the circuit simu-
lator. In particular, the voltages ηF as well as ηA are obtained. 
The pulse generator (cf. Fig. 16b) generates short pulses which (dis)charge CS. The interval 
between adjacent pulses is randomly distributed and the average pulse rate is given by (3) as 
well as (1). For each pulse the voltage VS is increased (decreased) by a constant magnitude 
proportional to (4) using k=1. As the deposition rate is a time-dependent function a non-
homogeneous Poisson process has to be implemented which tracks the concurrent rate (3). 
According to the work of Cinlar [66] it is sufficient to consider the cumulative event rate 
function 
( ) =Λ
t
t
n
n
dtttt )(, λ  (6)
which counts the average number of events in the intervall [tn,t]. If at time tn the last deposi-
tion event has been observed and a uniformly ditributed random number RAND has been 
drawn, the next event time tn+1 is given by the solution of the equation 
( ) )ln(,1 RANDtt nn −=Λ +  (7)
which requires to solve (6). Fig. 16c,d show a circuit which realizes the integration, and 
which represents a detailed implementation of the circuit shown in Fig. 16b. From the drawn 
random number the signal Rn is derived which is continuously multiplied by the concurrent 
deposition rate (3). The obtained product gets translated into a current by the source QX which 
charges the capacitance CX. The voltage VX across CX is proportional to (6) and continuously 
compared to a (constant) reference voltage VTx. Once VX exceeds VTx the capacitance CX is 
discharged to 0V, a short pulse Vpulse is generated and a new random number is drawn. The 
quantities VTx, CX and the source QX are adjusted such that (7) get fulfilled. If Vx reaches VTx, 
tn+1 has been found with respect to (7) and a pulse on Vpulse has been generated at tn+1. 
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Fig. 16: (a) ECM device model. The I/V characteristics of QA as well as QF is given by a But-
ler Volmer equation similar to (1), QT models the tunnel current, which is a function of the
device voltage VD and the gap S; (b) Random pulse generator which models the ion deposi-
tion. (c) detailed equivalent-circuit implementation of modules RG and SM, (d) wave forms. 
The active pulse of the signal Vpulse indicates a deposition of an ion on the top of the filament.
Due to its compatibility with SPICE the presented simulation model can be used in conjunc-
tion with CMOS transistor models, e.g. BSIM-CMG (for multi-gate FinFETs). Therefore, it is 
possible to explore complex circuits comprising a set of active elements (e.g. amplifiers, driv-
ers, coding circuits) as well a passive elements (such as inductive, capacitive, and resistive 
parasitics, non-linear elements, etc.). In particular, Monte-Carlo simulations have been carried 
out for various compliance elements [70], crossbars [71], and auxiliary circuits delivering 
reference voltages for comparator offset compensation [72]. In the following subsection, spe-
cial focus is set on a Write-Modify algorithm used to program resistive elements in a non-
volatile passive crossbar array.  
3.2 Simulation of Write-Modify Cycles in Passive Crossbars 
The architecture of the passive nanoelectronic crossbar comprising n word lines an m bi lines 
is sown in Fig.17. At the crosspoints of word lines and bit lines resistive switches are located. 
Each resistive switch represents a bit. A logical ‘0’ is represented by a high resistive state 
(HRS) while a logical ‘1’ is represented by a low resistive state (LRS). If ECM cells are used 
895
E1 — 24 Heittmann, Noll, Wouters, Chen, Fantini, Raghavan 
as resistive switches the I-V characteristic of each device is almost linear which results is con-
siderable resistive cross talk, also known as sneak paths [67-69]. In [68,69] the optimal setup 
for the read operation was examined. As a result, if the state of the cell located between word 
line j and bit line i is to read, word line i has to be tied to ground potential, all other word lines 
are not connected to a fixed potential, bit line i is connected to the read amplifier while other 
bit lines are tied to the read voltage VR. 
A slightly more stringent condition for the read operation is obtained if word line j is tied to 
ground potential, and all remaining word lines are tied to the read voltage VR, while bit line i 
is connected to the read amplifier and all remaining bit lines are left unconnected. Here, the 
read signal is determined by the state of the cells connected to bit line i only, see Fig.18b. The 
output signal in the steady state seen by the read amplifier is then 
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For the following discussion the LRS states as well as the HRS states are randomly distribut-
ed among the n conductances. When accessing all cells in HSR for all distributions there is a 
lower bound Vin,min which represents a worst case condition for reading a logical one. In turn, 
when accessing all cells in LSR there is an upper bound Vin,max, which represents a worst case 
condition for reading a logical zero. If the LRS is represented by GLRS and the HRS is repre-
sented by GHRS these bounds can be specified by considering the worst case condition (9). 
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The switching threshold VTR of the sense amplifier should be set in between theses bounds in 
order to maximize the margin between upper bound and lower bound. 
However, the (ideal) condition (9) is not guaranteed in practice. If the conductances are sub-
ject to variability, upper bound and lower bound approach each other and the margin becomes 
even tighter.  
Fig. 17: Architecture of a passive crossbar comprising n+1 word lines and m bit lines. A cell 
connected to word line  WLX and bit line i is programmed to LRS only if all other cells of bit
line i are in HRS. 
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For the following discussion it is assumed that GLRS is at least a factor of 102 larger than GHRS. 
For n < 16 the upper bound (9) is close to VR and has less impact on the read performance. Con-
versely, a worst case situation emerges if all conductances connected to a bit line are in LRS. 
Then, a read operation results in an array signal Vin which is in the range of the lower bound. 
The write operation for a single resistive switch is done by applying a sequence of short puls-
es with fixed voltage level VP. The accuracy of setting a particular conductance can be adjust-
ed by choosing the pulse width T. The required accuracy is the result of the specification of a 
defined signal margin for the output signal which has to be kept under all circumstances. For 
a given signal margin and given parameters the pulse width T is then optimized. 
A conductance Gi,j gets adapted by applying a short voltage pulse VP. In order to avoid parasitic 
programming (i.e. write-disturb) of other cells, bit lines and/or word lines of non-accessed cells 
have to be set to particular voltages which locally cause smaller device voltages. Fig.18a shows 
an appropriate configuration, where VX=2/3VP and VY=1/3VP holds. Then, the device voltage of 
non-accessed cells is 1/3VP which significantly reduces the adaptation rate. 
Fig. 18: a) Equivalent circuit for the write operation; b) Equivalent circuit for the read operation. 
Fig. 19: Flow of adaptive 
conductance adaptation 
for bit line i. Xi,j is the state 
which is to be 
programmed. 
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Since the adaptation effect of a short voltage pulse is only small, many pulses are required to 
bring a conductance into the right range of magnitude. Under ideal conditions, the conduct-
ance should be measured after each adaptation pulse. The adaptation procedure would stop if 
the appropriate conductance value has been obtained.  
Under economical considerations, it is not feasible to measure the exact magnitude of a particu-
lar conductance in a passive crossbar. However, some evidence about its relation to other con-
ductances connected to the same bit line can be obtained by assessing the sense amplifier output 
signal during a subsequent read operation. If the sense amplifier decision is wrong, the accessed 
conductance is too low and needs some increase which is done by applying a short voltage 
pulse again. A subsequent read operation assesses whether the increase was sufficiently large 
and iterates the write/read sequence until the obtained sense amplifier signal is correct. 
The main problem involved in this method is, that the conductance is adapted in such a way 
that the array signal gets close to the sense amplifier threshold if the conductance Gi,j is read. 
Hence, the margin VM is minimized which is not the desired result. This problem can be 
solved by introduction of a reference load G0, which is only active during the read operation 
in the adaptation process, cf. Fig.17 (upper right corner), Fig.19 shows a complete description 
of the adaptation process for bit line i. 
In the ideal case, the first conductance in the bit line is driven towards 
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where VR, VTR, VSAO denote the read voltage, ideal sense amplifier threshold voltage, and sense 
amplifier offset voltage. Once the read operation has succeeded the next resistive switch con-
nected to the bit line is adapted and so forth. For element j the adaptation brings 
TR
jk
kiji GGG β⋅



+← 
<
,0,  (11)
However, after all n conductances were adapted, they still differ among each other in a signif-
icant way as the effective load has increased for each subsequent element j. Hence, the adap-
tation procedure has to pass through several times. If conductance Gi,j is adapted in pass p the 
condition (12) holds. 
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If n weights are to set to LRS along a specified bit line i, the algorithm let the conductances 
converge towards 
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After p iterations the adaptation process stops. Then, for all subsequent read-only operations 
the conductance G0 is disconnected from the sense amplifier. Consequently, the array signals 
(Vin) are then smaller (due to the absent load G0) if a cell in LRS is accessed, and the margin 
VM is enlarged.  
In fact, the obtained conductances differ from (13) as (i) the increase of the conductance is 
subject to variability, and (ii) the pulse width T of the programming pulse is finite. Both ef-
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fects result in larger conductances than expected, and in variability. The obtained growth of 
the filament can be divided into two parts by  
overopt SSS Δ+Δ=Δ  (14)
where ΔSopt denotes the required (optimal) increase in the filament size and ΔSover the remain-
ing but unnecessary part which results in an over adaptation of G.  
If – in the very unlikely event - that in each final adaptation step the condition  
overoveropt SSSS Δ≈ΔΔ<<Δ  (15)
holds, eq. (12) is virtually transformed into 
TR
S
jk
kiji epGGpG β⋅⋅



−+← Δ
≠
 )1()( ,0,  (16)
which constitutes an effective factor 
TR
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This effective factor substitutes βTR in (12) under worst case conditions.  
From (13), the stability of the algorithm is given, if (18) holds: 
1
1 !
,
−> n
effTRβ
 (18)
The algorithm has – by chance through the distribution of ΔS – the tendency to reduce its stabil-
ity if the threshold of the sense amplifier is progressively lowered by an offset voltage VSAO, 
since (18) – by chance - may not hold anymore for large ΔS. It turns out that the described in-
stability results in a larger variability in the conductance distribution, which is notably larger 
than expected. However, under certain circumstances this instability can be tolerated. 
The effects of variability and finite pulse width were examined by Monte Carlo simulations. 
The number of cells per bit lines were limited to n=2,4,8 and 16 as for larger n the signal 
margin of the array output signal becomes unrealistically small (note: the read voltage VR is 
set to VR = 200mV). Twelve different pulse widths T ranging from 4ns to 1.5µs were used as 
well as six different filament areas Afil ranging from 1nm2 to 200nm2 in order to incorporate 
the scaling behaviour of the filament growth. The sense amplifier offset was varied between 
VA and VTR in twelve steps, and the required margin ratio RM=VM/VR was varied independently 
between 0.005 and 0.04. The write voltage VP was set to 0.9V, which is a standard supply 
voltage for a 28-nm CMOS technology. The conductance G0 was specified to G0=1µA/V.  
Aim was to find the maximum pulse width T that can be used for robust writing and reliable 
reading under a particular condition (given n, AFil,) and maintaining a specified margin VM. As 
T is maximized (i) the number of subsequent read operations is minimized (which minimizes 
the overall write time) and (ii) the influence of parasitic effects based on capacitive coupling 
are minimized. For each parameter conditions 104 different simulation runs were performed 
under random initial conditions for the HRS (approx. 1nA/V).  
Fig.20a shows the distribution of conductances after a particular iteration p for n=4,8. After 
the first iteration the conductance distribution shows an explicit multimodal distribution of 
conductances while the number of peaks is correlated to n. For larger T, smaller Afil or larger 
VSAO the distinct peaks tend to overlap and eventually merge, cf. Fig.20b n=4,T=800ns. By all 
means, after the third iteration (see Fig.20a) the distributions become unimodal, and after the 
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fourth iteration almost no change in the shape of the distribution was observed, while the cen-
ters were only slightly moving towards larger conductances. Therefore, for the subsequent 
examinations the fourth iteration (p=3) was used as the final iteration loop, and all subse-
quently obtained results were derived from that particular state. 
 
Fig. 20: Relative frequency of conductance distribution in regard to G0 for VR=0.2V, 
VP=0.9V, VSAO = 0V, Afil=10nm2. a) T=100ns, b) T=800ns. 
The variability of conductances directly influences the output signal of the array in the read 
mode. After the fourth iteration the reference conductance G0 was disconnected from the 
sense amplifier and the worst case condition was determined for the array signal Vin. Fig.21a 
exemplary shows the distribution of the worst case output signals of the array which shows a 
direct correlation to the conductance distribution. 
 
Fig. 21: (a) Relative distribution of worst-case array voltage Vin. Case I,III: T=40ns, case 
II,IV: T=400ns, Afil=10nm2 (b) Relative conductance distribution, p=3,cases I,III: T=40 ns, 
cases II,IV: T=400ns, Afil=10nm2 
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By decreasing the active filament surface the conductance variability increases, cf. eq. (5). For 
reasonable sense amplifier offset voltages as well as reasonable margins VM the effect of scal-
ing was determined. As both quantities (VSAO, VM) were fixed in the subsequent analysis it 
was possible to determine the prevailing effect that sets the maximum pulse width for writing. 
The effect of finite pulse width (results in over-adaptation of G) should be reflected in a char-
acteristic that is independent from the filament area Afil. In turn, if a dependency on Afil is 
found it is evident that the growth statistics has a significant influence on the circuit parame-
terization. 
The dependency of T from the filament surface area Afil is shown in Fig.22 for n=4,8, for par-
ticular offset voltages, and margins VM. For large filament surfaces (Afil>40nm2) T is almost 
independent from the filament area. Here, the circuit performance depends basically on the 
finite pulse width T. For smaller filament surfaces the situation changes. Under identical 
boundary conditions the analysis has shown that the optimization of T results in lower pulse 
widths in order to maintain the read performance. The discreetness of ion deposition has a 
significant impact on the variability if a critical filament area is reached. 
Fig. 22: Dependency of the pulse width T and the filament area Afil. For reasonable margins 
VM and sense amplifier offset VSAO T shows a strong dependence on Afil for Afil < 100nm2, 
which indicates that the statistics of the filament growth is prevailing here. For larger fila-
ment areas T is saturating which indicates that the finite pulse width is the dominating effect
which limits T. The red line denotes the case which provides the deposition of one atom per
pulse in the average. 
3.3 Summary 
As a summary, the performance of a method used for robustly writing conductive states into 
resistive switches was analyzed. The resistive switches were located in a passive crossbar 
array. Here, the focus was set on the cycle-to-cycle variability of the conductance distribution 
which has a strong impact on the signal margin and hence, the robustness of the circuit. In 
order to be able to capture the effects of variability an existing device model for ECM cells 
was extended and prepared to be executable on standard circuit simulator platforms (SPICE). 
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Under the constraint of a specified signal margin VM and a specified sense amplifier offset 
voltage VSAO the pulse width T used for the write pulses was optimized. The results were ob-
tained by extensive Monte Carlo simulations. Although the statistical model is relatively op-
timistic a significant dependency of the optimization result from the filament area was 
demonstrated. It definitively shows that any optimization strategy for scaled hybrid circuits 
has to include the device statistics into the optimization flow and it becomes necessary to 
simulate devices at the atomic scale. 
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1 Introduction 
Device scaling and energy consumption during computation has become a matter of strategic 
importance for modern Information and Communication Technologies (ICT). The central ques-
tion addressed in this chapter is: What is the smallest volume of matter needed for ICT devices, 
such as memory or logic?  
This chapter considers physical principles and trends in nano-scale information processing de-
vices. It provides a coherent description and scaling analysis of diverse nanoelectronic devices 
that operate in different physical domains. A generic device abstraction for computational ele-
ments is developed for a uniform treatment of several classes of nanodevices that use different 
information carriers, such as, electrons, spins or atoms/ions.  Estimates of theoretically attaina-
ble geometric scaling limits for these diverse devices are also given. Theoretical feasibility of 
the 1-nm devices will be justified based on electrical properties of the few-atom systems and 
an expository, physics-based, framework for the estimation of physical electrical and thermal 
limits for atomic contacts and interfaces, with an emphasis on nanoionics memories will be 
provided.  
2 Basic operations of ICT devices 
Information can be defined as a quantitative measure of distinguishability of a physical subsys-
tem from its environment [1]. Information of arbitrary kind and amount can be represented by 
combination of just two distinguishable states (known as binary states and often marked as state 
0 and state 1). A system with two distinguishable states forms the basic ICT element (binary 
switch or memory cell) shown in Fig. 1. It consists of: 1) two states 0 and 1, which are equally 
attainable and distinguishable; 2) a means to control the change of the state (WRITE operation); 
3) a means to detect the state (READ operation); and/or 4) a means to communicate with other 
binary switches (TALK operation). 
Information-processing systems represent system states in terms of physical variables. One way 
to create physically distinguishable states is by the presence or absence of material particles in 
a given location. Examples are electrons in transistor gates, or atoms/ions in nanoionic devices. 
Essential requirements for the implementation of an ICT device are the ability to move the 
particles from state 0 to state 1 and from state 1 to state 0, when an external WRITE signal is 
applied, and conversely, the particles must remain in its position for a sufficiently long time. 
For example a typical practical requirement for a nonvolatile memory element is the state life-
time (the retention time) tr ~ 10 years~ 3×108 s. 
In low-energy ICT systems the operating voltage has to be decreased, and the most advanced 
logic circuits currently operate at V=0.8-1 Volt. The operating frequency of the current baseline 
logic circuits is in the GHz range which equates to switching speed of <1ns. It is desirable that 
the operating voltage and the speed of operation of memory be in the same range as logic (for 
the reasons of energy saving and operational compatibility), and therefore one needs to detect 
the presence/absence of the particles in e.g., the state 1 by a fast (~ns) READ operation. In a 
typical READ operation, a read voltage Vr is applied to a communication line and a voltage 
Vsense is sensed at the load resistor RL (see Fig. 2) and compared to a reference voltage. The 
discrete nature of electrical charge sets a fundamental restriction on the minimal current needed 
for a fast and reliable reading. The read current passing through the load resistor in Fig. 2 is: 
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Fig. 1: An abstract 
binary ICT element.
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and the minimal current, when only one electron passes through the resistor during the read 
interval is 
min
=r
r
eI
t
 (1b)
For example if the specified read time is tr ~1ns, the minimal read current is ~100pA, which 
corresponds to only one electron (on average) passing through the load resistor RL during the 
read interval. For such small numbers, the inevitable statistical fluctuations can easily lead to 
an erroneous result. The limits of READ operation therefore can be assessed based on the ‘mar-
gin of error’ for each state: if N is the average number of electrons, injected in the READ circuit 
during the read interval tr, the margin of error is given by the Poisson distribution as a standard 
deviation of N±≈ , and the corresponding relative error can be estimated as: 
1
~ =
N
N N
δ  (2)
For example, if N=1, the error δ=100%, and for a reliable reading larger number of electrons is 
needed. From (1) and (2): 
 
 
 
 
 
 
Fig. 2: A typical 
READ operation in 
an ICT element. 
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For example, if the specified read time and error margin are respectively tr~1ns and δ ~1%, the 
read current should be >1μA. In addition, to distinguish between two informational states (e.g. 
ON and OFF), the ratio of the currents for the two states should be at least ten [2]. 
In summary, the essential properties of an advanced high-performance ICT device are: 
Operating Voltage:  ~ 1 V 
Read Time:   ~ 1ns 
Read Current:  >1μA 
ON/OFF Ratio >10 
State lifetime:  ~3×108 s (nonvolatile memory applications) 
3 Essential Physics of ICT devices 
Three essential properties of a binary switch are Distinguishability, Controllability and Com-
municativity. We say that a binary switch is Distinguishable if and only if the binary state (0 or 
1) can be determined with an acceptable degree of certainty by a measurement (READ opera-
tion). The binary switch is Controllable if an external stimulus can reliably change the state of 
the system from 0 to 1 or from 1 to 0. (WRITE operation)  The binary switch is communicative 
if it is capable of transferring its state to other binary switches (TALK operation). 
3.1 The Use of Particles to Represent Binary Information 
Information-processing systems represent system states in terms of physical variables. One way 
to create physically distinguishable states is by the presence or absence of material particles or 
fields in a given location. Fig. 3a shows an abstract model for a binary switch whose state is 
represented by different positions of a material particle. In principle, the particle can possess 
arbitrary mass, charge etc. The only two requirements for the implementation of a particle-
based binary switch are the ability to detect the presence/absence of the particle in e.g., the 
location x1, and the ability to move the particle from x0 to x1 and from x1 to x0 . Let Πcorrect be 
the probability that the binary switch is in the correct state at an arbitrary time after the com-
mand to achieve that state is given. Alternatively, one can use the probability of error 
correcterr Π−=Π 1 . A necessary condition for the distinguishability of a binary switch is 
errcorrect Π>Π  (4a)
Or equivalently: 
5.0<Π err  (4b)
As it will be discussed below, in physical realizations of binary switches, there always is some 
error probability (Πerr>0) in the operation of the switch. Since the error probability  
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Fig. 3: An abstract model for operation of a binary switch formed (a) by different locations
of material particles and (b) by opposite direction of electron spin magnetic moment in 
external magnetic field 
 
cannot exceed 0.5, in the following analysis we will use the condition (4b) to estimate parame-
ters of a binary switch in the limiting case. 
Consider again, a binary switch where the binary state is represented by particle location 
(Fig. 4a). Until now, it was assumed that the information-defining particle in the binary switch 
has zero velocity/kinetic energy, prior to a WRITE command. However, each material particle 
at equilibrium with the environment possesses kinetic energy of ½ kBT per degree of freedom 
due to thermal interactions, where kB is the Boltzmann’s constant and T is temperature. The 
permanent supply of thermal energy to the system occurs via mechanical vibrations of atoms 
(phonons) and via the thermal electromagnetic field of photons (background radiation). In order 
to prevent the location of the particle from changing randomly due to thermal excitation, energy 
barriers needs to be constructed that limit particle movements. The energy barrier, separating 
the two states in a binary switch is characterized by its height Eb and width a (Fig. 4b). The 
barrier height, Eb, must be large enough to prevent spontaneous transitions (errors). Two types 
of unintended transitions can occur: “classical” and “quantum”. The “classical” error occurs 
when the particle jumps over barrier. This can happen if the kinetic energy of the particle E is 
larger than Eb. The corresponding probability for over-barrier transition ΠC (referred herein as 
“classic” error probability), is obtained from the Boltzmann distribution as: 




−=Π
Tk
E
B
b
C exp  (5)
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B
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Fig. 4: Illustration of an energy barrier to preserve the binary states 
Another class of errors, called “quantum errors”, occur due to quantum mechanical tunneling 
through the barrier of finite width a. If the barrier is too narrow, spontaneous tunneling through 
the barrier will destroy the binary information. The conditions for significant tunneling can be 
estimated using the Heisenberg uncertainty principle; as is often done in the texts on the theory 
of tunneling [3]: 
2
Δ Δ ≥ x p  (6)
The uncertainty relation (6) can be used to estimate the limits of distinguishability. Consider 
again a binary device with a barrier in Fig. 4b. As is known from Quantum Mechanics, a particle 
can pass (tunnel) through a barrier of finite width even if the particle energy is less than the 
barrier height, Eb. An estimate of how thin the barrier must be to observe tunneling can be made 
from (6). For a particle at the bottom of the well, the uncertainty in momentum is bmE2 , 
which gives: 
2
2

≈ΔxmEb  (7)
Eqn. (7) states that by initially setting the particle on one side of the barrier, one can find the 
particle on either side with high probability, if Δx is of the order of the barrier width a. That is, 
the condition for losing distinguishability is Δx ≥ a, and the minimum barrier width is: 
b
H mE
aa
22
min

≈=  (8)
aH is the Heisenberg distinguishability length for “classic to quantum transition”. 
For a < aH, tunneling probability is significant, and therefore particle localization is not possi-
ble. To estimate the probability of tunneling, we re-write (8), taking into account the tunneling 
condition a ≤ Δx: 
2
)(2

≤bEam (9a)
x0 x1 
State “0” State “1” 
L 
x0 x1 
State “0” State “1” 
a
Eb 
L
a b 
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From (9a), we can also write the “tunneling condition” in the form 
0
22
1 ≥− bEa
m

(9b)
Since for small x,  e-x ~ 1-x, the tunneling condition then becomes 
0
22
exp ≥



⋅⋅− bEa
m
  (9c)
The left side of Eqn. (9c) has the properties of probability. Indeed, it represents the tunneling 
probability through a rectangular barrier given by the Wentzel-Kramers-Brillouin(WKB) ap-
proximation [4]: 
2 2
~ exp
 
Π − ⋅ ⋅ 
 WKB b
m a E  (10)
This equation also emphasizes the parameters controlling the tunneling process. They are the 
barrier height Eb and barrier width a as well as the mass m of the information-bearing particle. 
If separation between two wells is less than a, the structure of Fig. 4b would allow significant 
tunneling. 
3.2 Example I: Minimum Energy of Computing 
The minimum energy of binary transition is determined by the energy barrier. The work re-
quired to suppress the barrier is equal or larger than Eb. Thus, the minimum energy of binary 
transition is given by the minimum barrier height in binary switch. The minimum barrier height 
can be found from the distinguishability condition (5), which requires that the probability of 
errors Πerr<0.5. In this simple example we consider the case when only “classic” (i.e. thermal) 
errors can occur, i.e. Πerr is given by (5). Solving (5) for Πerr=0.5, obtain the Boltzmann’s limit 
for the minimum barrier height, EbB: 
212 0 69 2 87 10−= ≈ = ⋅bB B BE k T ln . k T . J   (T=300K) (11)
Eq. (11) corresponds to the minimum barrier height, the point at which distinguishability of 
states is completely lost due to thermal over-barrier transitions. These transitions represent the 
thermal (Nyquist-Johnson) noise. In deriving (11), tunneling was ignored, i.e. the barrier width 
is assumed to be very large, a>>aH (8). 
3.3 Example II: Scaling Limits of Charge-Based Memory 
The current baseline memory technologies (DRAM, SRAM, and flash) are based on storing 
electron charge in a storage node. Two distinguishable states 0 and 1 are created by the presence 
(e.g. state 0) or absence (e. g. state 1) of electrons in a specific location (the charge storage 
node). In order to prevent losses of the stored charge, the storage node is defined by energy 
barriers of sufficient height Eb to retain charge (as shown in Fig. 5).  
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Fig. 5: A generic 
electron charge-based 
memory element 
As discussed above, there are two fundamental mechanisms for the losses of the stored charge. 
The first is the thermal over-barrier transitions (thermionic emission), which is related to the 
Boltzmann probability (5). The electron escape frequency is given by: 
0 exp
b
therm
B
Ef f
k T
 
= −  
 (12a)
Where f0~1012 s-1nm-2 is the thermal attempt frequency. 
Correspondingly, the retention time for one electron in a system with cross-sectional dimension 
L is 
2 2
0
1 1
exp br
therm B
Et
L f L f k T
 
= =   
 (12b)
For a specified tr, the required minimum barrier height is: 
( )
min
2
0lnb B rE k T t f L= ⋅ ⋅  (12c)
In the case of the ‘nonvolatility requirement’, i.e. tr>10 years, gives Ebmin  ≥ 1.42 eV at T=300 
K. For small retention times, e.g. 50-100ms, typical for DRAM, (1c) yields Ebmin  ≥ 0.8 eV. 
A second source of charge loss is electron tunnelling. The tunnelling escape frequency for a 
rectangular barrier is: 
*
0
2 2
expT b
mf f a E
 
= ⋅ − ⋅ ⋅   
 (13a)
Where  *0f ~ ~10
13 s-1nm-2 is the tunnelling attempt frequency.   
The electron escape time due to tunnelling is: 
2 *
0
1 2 2
expT b
mt a E
L f
 
= ⋅ ⋅   
 (13b)
Suppose that the barrier height is large enough to suppress over-barrier escape, i.e. Eb>>Ebmin, 
where Ebmin is given by (12c). In this case, the store time will be determined by the tunnelling 
time, tT: ts ≈ tT. The minimum barrier width for a specified store time, can be estimated from 
(13b), e.g. for ts=10 years: 
( )* 2min 0ln
2 2
s
b
a f t L
mE
= ⋅ ⋅

 (13c)
As a numerical estimate for ts>10 years, Ebmin≥ 1.42 eV, m=me=9.11×10-31 kg, and T=300K, 
(13c) gives  amin ~ 5 nm. 
916
Ultimate Physical Limit of Scaling 9 — E 2 
As follows from the above, in order to obtain an electronic memory cell, sufficiently high bar-
riers must be created to retain the charge for a long period of time. In physical systems the 
barrier can be created by combining materials with different properties, such as e.g. conductor-
insulator layered structure used in flash memory (Fig. 6). In a flash memory cell, the charge is 
stored in a conductive electrode surrounded by insulators (floating gate). In order to prevent 
loss of the stored charge, the storage node is defined by energy barriers of sufficient height Eb 
to retain charge. Such barriers are formed by using layers of insulator (I), which surround a 
metallic storage node (M). The barrier height Eb is fixed, as it is a material-specific property. A 
simple estimate (12c) for the minimal barrier height and width to satisfy the ‘nonvolatility re-
quirement’ yielded Ebmin  ≥ 1.42 eV and a minimum width of ~5 nm. More detailed calculations 
in [5] that take into account different practical constrains result in the somewhat larger barrier 
height of 1.73 eV required to achieve 10 y retention. Such barrier height can be achieved only 
with a limited number of materials, some of which are listed in Table 1. Note that the effective 
electron mass in solids is, in most cases, smaller than the free electron mass (used in the simple 
estimate above). According to (13c) the smaller mass will result in a wider barrier or thicker 
insulator layer (Table 1). The theoretical barrier width must be >5nm for all known dielectric 
materials (typically >7nm in practical devices). The corresponding practical minimum size of 
the floating gate cell is ~10 nm [5]. 
 
Fig. 6:  
Flash memory 
 
 
Material 
Dielectric 
constant, 
K 
Barrier 
height, Eb 
(with Si) 
Effective 
electron 
mass, m* 
amin 
SiO2 3.9 3.1 eV 0.50m0 5.0 nm 
Si3N4 7.6 2.4 eV 0.43m0 6.0 nm 
Al2O3 9 2.8 eV 0.30m0 6.8 nm 
Table 1: Insulator material parameters and the corresponding theoret-
ical minimum insulator thickness for floating gate nonvolatile storage. 
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3.4 Spintronic ICT 
In addition to charge, electrons possess intrinsic angular momentum (spin). As result, they also 
possess a permanent magnetic moment [6]: 
Bs g μμ ⋅±= 2
1
 (14)
μB is the Bohr magneton, 24B
e
e J
9.27 10
2m T
−μ = = ⋅  
g is the coupling constant known as the Landé gyromagnetic factor or g-factor. For free elec-
trons and electrons in isolated atoms g0=2.00. In solids, consisting of a large number of atoms 
the effective g-factor can be different from g0.  
The energy of interaction, BE −μ , between a magnetic moment, μ

, and a magnetic field, B

is: 
BE B

⋅−=
−
μμ  (15)
For the electron spin magnetic moment in a magnetic field applied in the z direction, the energy 
of interaction takes two values depending of whether the electron spin magnetic moment is 
aligned or anti-aligned with the magnetic field. From (14) and (15) one can write, assuming 
g=2 
⋅⋅+=
⋅−=
↑↓
↑↑
z
e
z
e
B
m
eE
B
m
eE
2
,
2


 (16)
The energy difference between the aligned and anti-aligned states represents the energy barrier 
in the spin binary switch and is 
zBb BEEE μ2=−= ↑↑↑↓  (17)
Equations (43) and (44) represent a physical phenomenon known as Zeeman splitting [6]. The 
operation of a single spin binary switch is illustrated in Fig. 7. In the absence of an external 
magnetic field, there is equal probability that the electron has magnetic moment +μB or –μB, i. 
e. the two states are indistinguishable (Fig. 7a). When an external magnetic field is applied (Fig. 
7b, c), the two states are separated in energy. The lower energy state has higher probability of 
population and it represents the binary state ‘1’ (Fig. 7b) or ‘0’ (Fig. 7c) in this system. Binary 
switching occurs when the external magnetic field changes direction as shown in Fig. 7b and 
7c. This abstraction, while very simple, applies to all types of spin devices, including, e.g. spin 
transfer torque random magnetic memory STT-MRAM [7]. 
The barrier-forming magnetic field B can be either a built-in field formed by a material layer 
with a permanent magnetization, or created by an external source.  
Let us now consider a hypothetical single spin binary switch that ideally might have atom-scale 
dimensions. At thermal equilibrium there is a probability of spontaneous transition between 
spin states ‘1’ and ‘0’ in accordance to (5). Correspondingly, for Πerr<0.5, according to (11) the 
energy separation between to state should be larger than kBTln2. 
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Fig. 7: An abstract model of a single spin binary switch: (a) B=0, two states are insdistin-
guishable; (b, c) B≠0, two binary states are separated by energy gap Eb 
 
2ln2 min TkB BB =μ  (18)
From (18) one can obtain the minimum value of B for a switch operation 
2ln
2
2ln
min Tke
mTkB B
e
B
B
== μ  (19)
At T=300 K Equation (19) results in Bmin≈155 T. This is much larger than can be practically 
achieved (examples of technologies to generate magnetic fields are given in Table 2). 
 
Magnet B Power Mass 
Small bar magnet ~0.01 T - ~g 
Small neodymium-iron-boron magnet ~0.2 T - ~g 
Big Magnetic-core electromagnet ~2 T ~100 W ~kg 
Steady-field superconducting electromagnet [8] ~16 T ~MW ~tons 
Non-Destructive Pulsed Magnets at the Dresden 
High Magnetic Field Laboratory [9] 
~90 T  ~GW ~tons 
Table 2: Examples of practical implementations of the sources of magnetism. 
Thus, we conclude that single electron spin devices operating at room temperature would re-
quire local magnetic fields higher than have been achieved to date with large volume apparatus. 
In multi-spin systems, it is possible to increase the magnetic moment μ and therefore, to de-
crease the magnitude of the external magnetic field B required for binary switch operation. The 
increase of μ can be due to an increase in number of co-aligned spins, which results in collective 
effects such as paramagnetism and ferromagnetism, which are considered below. 
B

B

‘1
‘0
Eb Eb 
‘1
‘0
a b c 
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In a system of N spins in an external magnetic field, there are N↑↑ spin magnetic moments 
parallel to the external magnetic field, and the resulting magnetic moment is 
( ) 







−−=Π−=⋅= ↑↑ Tk
BNNN
B
B
BerrBB
μμμμμ exp11  (20)
As we saw above for all practical cases μBB<<kBT, and since (1-ex) ≈ x , for x→0, there results 
Tk
BN
B
B
2μμ ≈  (21)
Equation (21) is known as the Curie law for paramagnetism [6]. From (21) and (18) one can 
calculate the minimum number of electron spins needed for spin binary switch operating at 
realistic magnitudes of the magnetic field: 
2
min 2
2ln




≈
B
TkN
B
B
μ
 (22)
For example, for B=0.2 T (small neodymium-iron-boron magnet, see Table 2), Nmin~2×106. If 
the number of electrons with unpaired spins per atom is f (f varies between 1 and 7 for different 
atoms), the number of atoms needed is Nmin/f. Correspondingly, one can estimate the minimum 
critical dimension amin of the binary switch. 
1
3
min
min
 
 
⋅ at
Na ~
f n
 (23)
where nat is the density of atoms in the material structure, e.g. for solid metals nV~1022-1023 
at/cm3. Assuming nat =1×1023 at/cm3 and B~0.2 T, we obtain amin ~26 nm for f=1 and amin ~14 
nm for f=7. Thus we conclude that for reliable operation at moderate magnetic fields, the phys-
ical size of multi-spin based devices is larger than the ultimate electron charge-based devices 
(5-10 nm). The effect of collective spin behavior is currently used in e.g. magnetic random 
access memory (MRAM, STT-MRAM) [7]. 
3.5 Scaling below 5 nm 
The numbers for smallest characteristic sizes obtained above, i.e. ~5-10 nm for electronic and 
~10-20nm for spintronic devices are only 2-3x smaller than those in the leading-edge technology 
Thus, semiconductor scaling is facing downstream physical limits, which are manifested in (8). 
This equation also emphasizes factors defining the limits. Since the minimal barrier height Eb is 
conserved due to error minimization requirements (or equivalently requirements for reduced leak-
age, enhanced retention, etc.) the mass m of the information-bearing charged particle appears to 
be the only physical parameter that can be adjusted to continue scaling. In fact, it can be the shown 
that as device size decreases, there is a corresponding optimal mass value [10]. It should be noted 
that there is a remarkable discontinuity between the masses of stable particles, from 
~me=9.11×10-31 kg for electrons and ~1800me for the protons (e.g. hydrogen atoms). However 
the use of the atomic masses could still result in a satisfactory device performance, and using 
atoms as information-bearing particles has obvious advantages for a < 3 nm [10].  
The suggestion that a heavier mass information carrier may be preferable for nm-scale devices 
may seem counterintuitive. A common-sense observation is that a lighter mass particle should 
be easier to move faster and would require less energy. However, this observation is valid only 
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for constant length transitions. It is easy to show that the switching time at a given energy 
remains constant for scaled devices as long as the product mL   remains constant [10]. The 
physical reason, which makes lighter mass less attractive for smaller devices is quantum me-
chanical tunneling. According to (8), the use of larger mass will decrease tunneling probability 
and allow continued feature size reduction.  
Possible physical realizations for a sub-5 nm binary switch include resistive switches, memris-
tive devices etc., which opens or closes an electrical circuit by the controlled reconfiguration of 
atoms within an atomic-scale junction. Also, various types of resistive memory based on mov-
ing atoms or ions are currently being seriously considered as candidates for ultimately scalable 
solid-state memory, including phase-change memory (PCM), where rearrangement of atoms 
between the crystalline and amorphous states results in changes of electrical resistance [11] and 
‘nanoionic’ redox-based resistive memory (ReRAM), where electrochemical effects play an 
important role [12]. In the following section an expository, physics-based, framework for the 
estimation of the performance potential and physical scaling limits of ICT devices based on 
‘moving atoms’ is provided. While the emphasis of the below analysis is on nanoionic redox-
based memory devices, it is also, to some extent, applicable to other concepts, such as PCM. 
4 Scaling limits of nanoionic devices 
The term nanoionics implies that electrochemical processes occur in material systems. Exam-
ples of nanoionic devices include redox-based memories [12], atomic/ionic switches [13], and 
memristive devices [14].This section provides analyses of changes in the electrical properties 
due to addition or removal of a few atoms and stability of a few-atom system. 
4.1 Switching mechanisms and the material systems 
The operation of nanoioinic devices is based on change in resistance of a metal-insulator-metal 
(M-I-M) structure. The cell resistor has two stable values: high (OFF), Roff, and low (ON), Ron. 
Switching between Roff and Ron occurs by applying an electrical bias to the resistor. 
Mechanisms for resistive switching are based on atomic re-arrangements in a material caused 
by ion (cation or anion) migration combined with redox processes involving the electrode ma-
terial or the insulator material, or both [12]. Resistive switching is due to formation of a con-
ductive path within (semi)insulating matrix, and it could be, in the simplest case, that a filament 
is formed by metal atoms (Fig. 8a), such as growth of Ag dendrites in silver sulfide (Ag2S) [13]. 
Another mechanism of resistive switching is modulation of the interface resistance between a 
metal electrode and the insulating/semiconducting matrix. This can be achieved by re-arrange-
ment of charged defects/impurities near the interface between the semiconductor matrix and an 
electrode (Fig. 8b). In this case, increased concentration of interface charges change the width 
and the height of the interface (contact) barrier, and as result the contact resistance changes. 
The interface resistance mechanism of memory operation was reported for several materials, 
all of which are metal oxides, e.g. TiO2 or HfO2. A filament type mechanism has also been 
reported to metal oxide systems. 
Note that in nanoionic devices, the state is created by moving atoms/ions (WRITE operation), 
while electron transport is used for sensing the state (READ operation). In the following sec-
tions, the mechanisms of both atomic and electronic transport in solids will be considered, and 
the scaling limits of resistive nanoionic devices are investigated based on the conductance and 
stability of the nanostructures consisting of a few atoms. 
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Fig. 8: Two basic mechanisms of resistance switching due to atomic re-arrangements: (a) con-
ductive bridge (CB) and (b) interface controlled resistance (ICR) 
4.2 Atomic filament: Classical and Quantum resistance 
Consider a single metal atom filament bridging two electrodes (Fig. 9). The total resistance of 
the single-atom filament bridge can be obtained as: 
Cfilbridge RRR 2+=  (24)
where Rfil is the resistance of the ‘filament’ and RC the contact (constriction/spreading) re-
sistance of a contact between the filament and the electrodes. The filament resistance can be 
calculated as 
*
2fil
LR
d
ρ=  (25)
where L is the length of the filament, d is the filament diameter (in our case close to the atomic 
diameter, s), and ρ* is the resistivity of metal nanowire. The Fuchs-Sondheimer approximation 
can be used to calculate resistance of nano-scale metal wires: 
* 0
0
1
1 d
λαρ ρ
α
−
=
+
 for d << λ0, (26)
where λ0 is the bulk metal mean free path, derived from the electron concentration in metal 
using the Sommerfeld model [15, 16, 17], ρ0 is the bulk resistivity of the metal, and α is spec-
ularity, i.e, the probability of an electron being scattered elastically at the side surface of the 
wire. 
The filament diameter, d, is close to the effective diameter of an atom, s, and can be estimated 
based on the atomic density in a bulk solid metal, nat: 
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Fig. 9: Single metal atom bridge 
 
In general, the values of ρ0, λ0, and s are material specific parameters. The corresponding values 
of these parameters for silver are given in Table 3 (silver is chosen in this paper as an example 
model material).  
 
Parameter Numerical value 
Atomic density, nat =5.83·1022 cm-3 
Effective atomic diameter s =0.258 nm 
Bulk resistivity ρ0=15.8 nΩ·m 
Electron mean free path λ0=54 nm 
 Table 3: Parameters of bulk silver used for minimal conductive bridge estimates. 
 
The length of the filament can be expressed as a function of the number of the constituting 
metal atoms, N: 
L Ns=  (28)
Substituting (26-28) into (25) there results (assuming α=0) 
0 0
0 02 2fil
LR N
s s s
λ λρ ρ= =  (29)
Next, the constriction (spreading) resistance exists at points of contact between the filament and 
the electrodes, and is given by [18, 19]: 
d
RC 0
ρ
=  (30)
Note that in (30) the bulk metal resistivity is used. 
Combining (29) and (30) obtain: 



+=
d
N
d
Rbridge
2
2
0
0
λρ  (31a)
L
Rc
Rfil
d
Rc
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The smallest possible bridge corresponds to N=1, i.e single-atom contact. The ‘classical’ re-
sistance (31a) in this case becomes: 
0
0 2
2
bridgeR s s
λρ  = +  
 (31b)
Evaluating (31b) using parameters from Table 3 gives a value for classical resistance of the 
atomic conductive bridge Rbridge = 12.94 kΩ. 
We now consider quantum resistance, which represents the best case conductance through a 
single atom bridge shown in Fig. 10. It can be estimated as follows. Suppose that a monovalent 
atom such as Ag, Cu or Au contributes one conductance electron and consider an elementary 
act of electrical conductance where one electron passes from electrode A to electrode B with a 
potential difference between the electrodes of VAB (the corresponding energy change ΔE=eVAB). 
The speed of the passage process is bounded by the Heisenberg energy-time relation 
2
htE ≥Δ⋅Δ  (32a)
From which the minimum passage time Δt is 
eV
h
E
ht
22
=
Δ
=Δ  (32b)
The current between two electrodes through the atom (involves only one electron at a time) is: 
t
eI AB Δ
=  (33)
Putting (32b) into (33), and taking into account Ohm’s law, i.e. I=V/R, obtain: 
0
22
R
VV
h
eIAB =⋅=  (34)
 
where 
Ω== k
e
hR 95.12
2 20
 (35a)
 
Fig. 10: Single metal atom bridge 
A
B
d R0
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is quantum resistance. A related parameter is quantum conductance: 
h
e
R
G
2
0
0
21
==  (35b)
The quantum resistance/conductance sets the limit on electrical conductance in a one-electron 
channel in the absence of barriers. 
Experiments with the single atom contacts indeed have demonstrated that the minimum contact 
resistance is approximately 12.9 kΩ  [20]. Therefore, it has been shown that both classical and 
quantum models yield a very similar result for the minimal resistance of a single-atom bridge.  
4.3 Conductance in the presence of barriers 
If a barrier is present in the electron transport system, the conductance will be decreased due to 
the barrier transmission probability ΠΤ < 1. The electrical conductance in the presence of barrier 
is obtained by multiplying the barrier-less quantum conductance (15b) by the barrier transmis-
sion probability ΠΤ: 
0 T
1
= = ⋅ΠG G
R
 (36)
Eq. (36) is a form of the Landauer formula [21] for a one-electron conductive channel. 
Suppose that the single-atom bridge in Fig. 10 has the minimum resistance R0 (i.e. barrierless 
transport). If now the atom is removed, the two electrodes are separated by the gap of length d, 
and thus a barrier is formed. The change in the inter-electrode resistance with and without the 
bridging atom (Ron and Roff) can be obtained from (36) as 
0
0 T T
1
= =
Π Π
off
on
R G
R G
 (37)
The Landauer formalism (36) allows for analysis of electron transport in the presence of a bar-
rier in which all different mechanisms of electron transport (conductance) can be expressed 
through the transmission coefficient ΠT, which is the probability that an electron can transmit 
through a medium. In the simplest case of one single-electron transmission channel, the electron 
current is expressed as: 
2
1 T
2
= ⋅ ⋅ ΠeI V
h
 (38)
In the case of transmission through many parallel electron channels, the total current is ob-
tained as a product of I1 and the number of parallel channels Nch: 
2
1 T
2
= ⋅ = ⋅ ⋅ ⋅ ΠM ch ch
eI N I N V
h
 (39a)
which can also be re-written as 
2
1 T
2
= ⋅ = ⋅ ⋅ ⋅ ΠM ch ch
eI N I N V
h
 (39b)
where f0 is the attempt frequency - is the rate at which electrons available for transmission hit 
the barrier. For practical cases of multiple-channel transmission the attempt frequency can be 
calculated based on electron distribution functions in solids, which results in pre-factors given 
in Table 4.  
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Table 4: Electron transport in the presence of barriers. 
4.4 Barriers in atomic gaps 
For a better understanding of the physical origin of the barrier in atomic gaps let us first consider 
a vacuum-metal interface. Intuitively, a surface barrier must exist to prevent the easy escape of 
electrons from the metal “reservoir”, and thus make it possible for the existence of a stable solid 
state. A simple (but rather accurate) model for the surface barrier was first proposed by 
Schottky, based on classical electrostatics [22, 23]. He suggested that electrons leaving a con-
ducting surface and at a given moment located at distance x above the surface must create a 
positively charged surface layer which attracts the electron (Fig. 11). As result an attractive 
force appears between the electron and the surface, and thus a barrier exists preventing the 
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escape. As is shown in the theory of electrostatics, this is equivalent to the force due to a ficti-
tious positive charge located behind the surface at the equal distance (-x) as the original charge, 
i.e. the mirror image of the electron. The attractive force between the electron above the surface 
and it image below the surface is expressed by the Coulomb law: 
( )
2 2 2
22
0 0 0
1 1
4 4 162
e e e
d xxπε πε πε
= = =F  (43)
The attractive force acting on the escaping electron is equivalent to a presence of a barrier pre-
venting electron escape. The barrier height, Eb, is equal to the total work to move the electron 
from a point x near the surface to infinity: 
2 2 2
02
0 0 016 16 16
b
x x
e e eE dx dx const
x x x
φ
ε ε ε
∞ ∞
= = = − + = − F  (44)
The integration constant φ0 in (44) is called the work function and is a characteristic property 
of a given material. The profile of the surface barrier Eb(x) is shown in Fig. 12. At large x the 
barrier can be regarded as rectangular, and the rectangular barrier shape is often assumed in 
simplified analyses. 
 
Fig. 11: Image charge model of barrier 
formation at metal-vacuum interface. 
Fig. 12: Surface barrier profile at metal-vacuum 
interface. 
Until now we have considered the surface barrier profile, when no external electric fields have 
been applied to the solid. The effect of an external field F is to change the slope of the barrier 
profile curve corresponding potential energy change of eFx: 
eFx
x
exEb −−=
0
2
0 16
)(
πε
φ  (45)
Fig. 13. shows surface barrier profiles for different external electric fields. It can be seen that 
the barrier height is lower in higher fields, an effect known as Schottky lowering of the surface 
barrier. This effect can be quantified by taking the derivative of (45) and setting 0=
dx
dEb : 
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0
16 20
2
=−= eF
x
e
dx
dEb
πε
 (46)
from which the barrier height reduction is 
0 max
04
b b
eFE Eφ
πε
Δ = − =  (47)
and the position of the barrier maximum relative to the surface is 
F
ex
0
max 16πε
=  (48)
 
 
 
Fig. 13: Schottky lowering of barrier height due to external fields. 
The above analysis can be extended to the case of two-sided barrier. Consider a vacuum gap of 
length a between two metal electrodes. There will be an energy barrier formed at the metal-
vacuum interface on both electrodes. For larger gaps, if no voltage is applied across the gap, 
Vgap=0, the barrier can be approximated by a rectangular barrier with height equal to the metal 
work function, φ0 (Fig. 14a). For smaller gaps, the shape of the barrier changes, by reducing 
barrier height and inducing corner rounding due to image forces as is discussed above. The 
barrier thus becomes inherently non-rectangular. Extension of Eq. 45 to two-sided barrier re-
sults in [24]: 
2 2
0 2 2
10 0
1
16 8 ( )b n
e e naE eFx
Kx K na x na
φ
ε πε
∞
=
 
= − − − − 
−   (49)
where K is the dielectric constant of the material. 
928
Ultimate Physical Limit of Scaling 21 — E 2 
The last term in (49) accounts for the interface-to-interface interaction. A useful analytical ap-
proximation of (49) was obtained by Simmons [24] in the form: 
2
0
0
ln 2
( )
16 ( )
gap
b
eV xe aE x
K x a x a
φ
πε
≈ − ⋅ −
−
 (50)
As can be seen in Fig. 14 (a) and (b), for very small gaps, e.g. a <2 nm, the barrier height 
strongly depends on the gap voltage, Vgap. In addition, the effective barrier width for electrons, 
aeff, is smaller than the inter-electrode ‘metallurgical’ gap, a. In the following, when a vacuum 
gap is considered, it is assumed that φ0=4.7 eV (e.g. work function of silver) and K=1, and when 
the gap is filled by an insulating material, φ0=1 eV and K=7. 
 
Fig. 14: Barrier profiles in small Me-vacuum-Me gaps (φ0=4.7 eV, K=1) for three different gap 
length (1, 2, 5 and 10 nm): a) Unbiased gap, Vgap=0, b) Biased gap, Vgap=1 Volt 
 
4.5 Transmission through atomic gaps 
Suppose that the single-atom bridge in Fig. 10 has the minimum resistance R0 (i.e. barrierless 
transport).  If one atom is removed, the two electrodes are separated by an atomic gap, and thus 
a barrier is formed. If a barrier is present in the electron transport system, the conductance will 
be decreased due to the barrier transmission probability ΠT < 1.  
The minimum number of atoms needed in a conductive chain to provide sensing margin can 
now be estimated. This can be done with following thought experiment: the atoms from the 
chain in Fig. 9 are removed one by one and the resulting change in conductance is calculated. 
The change in the conductance will be due to barriers formed in such sub-nm gaps as shown in 
Fig. 15 (calculated using (27b) and (30)).  
As shown from numerical values given in the table contained in Fig. 7, a 3-atom gap is sufficient 
to obtain both a sufficiently large ON current a reasonably large resistance ON/OFF ratio to 
satisfactorily differentiate the state of a nanoionic device, e.g. the RRAM cell. 
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Nat a, nm aeff, nm Ebmax, eV Ebeff, eV Ion/Ioff 
1 0.258 0.160 0.38 0.26 2.30 
2 0.516 0.426 0.66 0.50 11 
3 0.714 0.680 0.75 0.59 73 
 
Fig. 15: Barriers formed as result of removal of 1, 2, and 3 atoms from a single-atom 
metallic chain embedded in an insulating matrix (φ0=1 eV, K=7). (The corresponding 
numerical barrier parameters are shown above). 
4.6 Interface Controlled Resistance (ICR) 
Another mechanism of resistive switching is re-arrangement of charged defects/impurities near 
the interface between the matrix and an electrode. In this case, increased concentration of in-
terface charges reduces the width and the height of the interface (contact) barrier, resulting in 
contact resistance decrease. A simple analysis of this scenario can be performed based on the 
Mott-Schottky theory of contacts between a metal and a non-metal [25].  
The interface resistance mechanism of nanoionic devices was reported for several materials, all 
of which are metal oxides, such as TiO2 [26, 27], HfO2 [28], ZrO2 [29], ZnO [30] etc. For 
numerical estimates in this chapter, material parameters of titanium oxide TiOx are used. It is 
important to note that metal oxide films are usually non-stoichiometric due to an excess of metal 
ions or deficiency of oxygen ions [31]. This nonstoichiometry appears to play a key role in the 
electronic properties of the oxides, since the resulting lattice point defects (e.g. vacancies or 
interstitial atoms) can electrically act as donors or acceptors. Due to these nonstoichiometric 
defect levels, the materials often behave as doped semiconductors, and can be described in the 
framework of a classical semiconductor model. In the past, there were attempts to describe these 
materials as a special class, called chemiconductors [31, 32] to emphasize three important dif-
ferences from classical semiconductors: 1) the ions forming donor and acceptor levels in 
chemiconductors are primarily due to composition variation, 2) the ions can move under elec-
trical fields, while in semiconductors the dopants (i.e. donors and acceptors) don’t change their 
positions, and 3) the distribution of the ‘dopants’ (donors or acceptors) are inherently non-uni-
form, especially near the interfaces. Except for these caveats, chemiconductors (i.e. nostoichi-
ometric metal oxides) can be considered as classic semiconductors. For example, the electrical 
properties of their interfaces with metal electrodes can be described using the Mott-Schottky 
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model [31, 32] suggesting formation of interface energy barriers (known as Schottky barriers). 
The Mott-Schottky theory (discussed below) describes the electrical properties of interfaces in 
terms of the space charge formation in the inerface region, which depends on such macroscopic 
materials parameters as dielectric constant K and donor concentration Nd. In addition, electron 
transport across the interface depends on the effective electron mass m*. The material parame-
ters determining the inteface barrier properties are shown in Table 3. 
 
 HfO2 TiO2 
Relative static dielectric contant, K 14-34 7-114 
Band gap, Eg 5.1 eV 3.2-3.8 eV 
Donor concentartion Nd 1018 cm-3 1020 cm-3 
Effective electron mass, m* 0.15m0 1 m0 
    Table 5: Material parameters determining the interface barrier properties. 
 
When two different materials are brought in contact, an energy barrier is commonly formed at 
the interface. The origin of the interface energy barrier is in the different concentration and 
distribution of electrical charges in dissimilar materials. In an extreme case of an interface be-
tween a metal (maximum concentration of electrons) and vacuum (zero concentration of elec-
trons), larger barriers are formed often referred to as the work function, φ. Now, if two solid 
materials are brought in contact, they will exchange electrons, and the resulting barrier height 
can be estimated as the difference between the work functions of the first and the second mate-
rials, i.e. φ1−φ2 , called the contact potential difference (measured in volts). In the case of con-
tacts between a metal and a semiconductor or an insulator, the inteface barrier height, Φ, is the 
difference between the work function of the metal, φM, and the electron affinity of the semicon-
ductor/insulator, χs [25] (if interface states are neglected): 
Φ = −M sφ χ  (51)
Consider contact between a metal and a n-type semiconductor with a concentration of dopants 
Nd. As a result of the electron exchange, an increased negative charge will accumulate on the 
metal side of the interface (in an infinitely thin layer for an ideal metal). Due to the charge 
neutrality requirement, this negative charge must be compensated by an equal positive charge 
on the semiconductor side (formed by the ionized dopants). Since the concentration of charge 
carriers in semiconductors is much lower than in metals, the positive charge is formed within 
some extended layer on the semiconductor side known as a depletion layer of width W. The 
potential profile in the semiconductor material near the interface can be obtained by solving the 
Poisson Equation: 
K
x
x
V
0
2
2 )(
ε
ρ
=
∂
∂
−  (52)
For the simplest model scenario, the Poisson Equation (52) can be solved assuming uniform 
distribution of the ionized dopants in the interface layer of width W, and zero net charge outside 
the interface layer: +== deNconstx)(ρ  for 0 <x < W and 0)( =xρ  otherwise. We thus can 
write: 
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==
∂
∂
−  (53a)
The boundary conditions for integration are: eV(0)=Φ, V(W)=0, and 0
=
= =x W
dVF
dx
 
(zero electric field outside the interface depletion layer). The first integration of (53a) gives the 
interface electric field distribution F(x): 
1
0
)( Cx
K
eNxF
x
V d +⋅=−=
∂
∂
−
+
ε
 (53b)
The integration constant C1 can be found from the boundary condition F(W) = 0: 
1
0
0d
eN W C
Kε
+
+ =  (53c)
1
0
deNC W
Kε
+
= −  (53d)
The second integration results in the interface potential profile: 
1
0
deNC W
Kε
+
= −  (53e)
The integration constant C2 can be found from the boundary condition eV(0) = Φ which results 
in 
e
C Φ−=2  (53f)
The resulting potential distribution near the interface is 
2
0
( )
2
deN xV x Wx
K eε
+   Φ
= − − −  
 (54)
 
The potential distribution V(x) near the interface (54) is plotted in Fig. 16. The zero-bias deple-
tion width W0 is straightforward to derive from (54) using the condition V(W)=0, from which 
results: 
+
Φ
=
dNe
KW
2
0
0
2ε
 (55a)
If an external bias V is applied to the interface, the depletion width of the biased interface from 
(54): 
+
±Φ
=
dNe
eVKW
2
0 )(2ε  (55b)
(where plus corresponds to the ‘reverse’ bias and minus to the ‘forward’ bias). 
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Formulae (34) and (35) represent the parabolic approximation of the interface potential profile, 
which is most commonly used [25]. For a simple qualitative analysis a linear approximation 
can also be used [2]. In the linear model, the barrier-forming potential bending is entirely given 
by the constant interface electric field F, which in turn, depends only on the potential change 
along distance W (interface depletion width): 
W
eVeF ±Φ~  (56)
(the interface electric field (56) acts both on the electrons and the ionized donors: the negatively 
charged electrons are repelled from the interface (thus resulting in depletion), on the contrary, 
the positively charged donors are attracted closer to the interface). 
As follows from (55b), the depletion width at the M-S interface depends on the concentration 
of ionized impurities, near interface. The current is then be modulated by changing the impurity 
concentration and therefore the depletion width at the metal-semiconductor interface. 
 
Fig. 16: Potential distribution near metal-semiconductor interface. 
If finite lateral dimensions of a 3-dimensional semiconductor structure are considered, the side 
interfaces can also effect the current flow. In simplest model case, these side interfaces are 
formed between the semiconductor surface and vacuum (SV interface). In practice interfaces 
with passivation insulator, e.g TiO2/SiO2 are representative. Band bending/barrier formation 
usually occurs at these interfaces, and they need to be taken into account. The band bending 
results in either depletion (bent up) or accumulation (bent down), and correspondingly, a layer 
with lower (depletion) or higher (accumulation) conductivity of width WSV is formed as shown 
in Fig. 17. Therefore, in addition to the depletion WMS layer aligned with the direction of 
current (‘active’ interface, modulated by external stimulus), there is a lateral depletion layer 
WSV  perpendicular to the current flow (‘passive’ interface, which remains more or less stable 
during device operation). This ‘passive’ side interface may also effect the total current. If a 
depletion high-resistive layer of width WSV is formed, the effective cross-sectional area for mod-
ulated current flow is decreased. In the case of an accumulation low-resistive layer, a parasitic 
surface resistor will be formed in parallel with the resistive memory element. In the treatment 
below, a depletion layer of width W will be considered, which as a typical case of n-type sem-
iconductor. Side depletion effectively reduces the conductive cross-sectional area of the mate-
rials system (the blue-colored central region in Fig. 17). 
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Fig. 17: Reduction of the effective conduction 
area due to side depletion 
 
The barrier height and width determine electron transport through the barrier and thus the con-
tact resistance. In the following, it will be assumed that the contact resistance dominates the 
total resistance of the structure.  
A dominant mechanism of the ohmic conduction through a typical the metal–semiconductor 
interface is tunneling [2]. For a simple model of a triangular barrier in Fig. 16 (dashed line) the 
charge flow through the barrier can be calculated using the Fowler-Nordheim (FN) equation 
(42) (Table 4): 
3
22 *
exp
 
Φ 
= − Φ   
FJ a b
F
 (57)
where a and and b are constants: 
2
8FN
ea
hπ
=  (58a)
2
8FN
ea
hπ
=  (58b)
Note that the barrier height in (57), Φ*, is reduced compared to Φ due to image force effect in 
high electric fields: Φ*=Φ−ΔΦ, where ΔΦ is the calculated using (47). 
Eq. 57 was used to calculate the interface current as a function of the dopant concentration. A 
characteristic parameter is interface specific contact resistance: 
[ ]c VR Ohm cmJ= ⋅  (59)
Calculations using (59) for parameters of TiO2 (listed in Table 5) are shown in Fig. 18. To take 
into account the effect of side depletion in the case of extreme scaling, the current injected from 
the metal contact through the interface was calculated as 
( )202WLJAJI −⋅=⋅=  (60)
where A is the effective conductive area of a semiconductor structure with total spatial dimen-
sions L. The effective conduction area is reduced due to side depletion (Fig.17). Fig. 18 shows 
calculated interface contact resistance with and without the side depletion effects (data for sili-
con are also shown for reference). As follows from (60), in order to satisfy the condition of 
constant minimal read current of 1μA, the current density J must increase with decrease of 
spatial dimensions L. This implies that the interface critical dopant concentration must increase 
with scaling, as is shown in Fig. 19. 
WSV WSV 
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As shown in Fig. 19, for memory cell sizes less than 10 nm, very high concentrations of the 
interface doping in the order of Nd > 1021 cm-3 are needed,. The limit on the maximum dopant 
concentration for the case of TiO2 can be estimated based on the formation of the Magnéli 
phases TinO2n-1 (4 ≤ n ≤ 10). A concentration of Nd=3×1021 cm-3 corresponds to n=10. Therefore 
the formation of the Magnéli phase Ti10O19 can be regarded as the limit for operation of the 
modulated Schottky barrier interface resistance mechanism. This limit is reached for cell size 
around L=4 nm.  
 
Fig. 18: Calculated interface contact resistance of a Me-TiO2 barriers (Φ=0.85 eV). 
 
 
Fig. 19: Interface critical dopant concentration as a function of the ICR memory cell size.
 
Eq. 60 was also used to investigate changes of the interface current as a function of the number 
of interface dopants. For example, for state retention estimates, the question to be answered is 
how many dopant atoms Δn need to move from the interface before the ON state is lost? To 
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address this question, ‘operational’ parameters were set as ION~ 2 μA and ON/OFF ratio ~ 20, 
i.e. twice as much as the minimum read current and minimum ON/OFF ratio specified in the 
end of Section 2. With such settings, the state is regarded as “lost”, when the current through 
the structure I < IONmin=1μA. 
First the ON current was set to be ION~ 2 μA and the required (critical) concentration of the 
interface dopants Nd,ON was calculated from (53-60). Next, according to the ‘benchmark’ spec-
ifications in the end of Section 2, the resistance ratio was set to be >10, and therefore the OFF 
current IOFF<0.1ION ~ 100 nA. The corresponding concentration of the interface dopants Nd OFF 
was then calculated from (53-60).  Finally, the total number of the dopant atoms/defects (or 
oxygen vacancies in the case of TiO2) can be calculated for ON and OFF states as follows: 
onONdon WLNn ⋅⋅=
2
,  (61a)
onOFFdoff WLNn ⋅⋅=
2
,  (61b)
Thus the number of atoms/defects, which need to be moved to/from the interface to enable the 
specified minimum ON/OFF ratio is 
onOFFdoff WLNn ⋅⋅=
2
,  (61c)
The calculation results are summarized in Table 6. 
 
L, 
nm 
Non, cm-3 
I=2 μA 
Non min, cm-3 
I=1 μA 
Noff, cm-3
I=0.1 μA 
n on non min n off Δ n on-off 
Δ n On-On 
min 
Won (1V), 
nm 
20 6.5×1020 5.5×1020 3.4×1020 567 480 296 271 87 2.18 
15 7.8×1020 6.5×1020 3.9×1020 349 291 175 174 58 1.99 
10 1.1×1021 9.0×1020 5.0×10206 185 151 84 101 34 1.68 
5 2.1×1021 1.7×1020 9.0×1020 64 52 42 22 12 1.23 
4 2.9×1021 2.2×1021 1.2×1021 49 37 20 29 12 1.05 
Table 6: Scaling-dependent parameters of an ICR cell: the interface dopant concentrations 
and the corresponding number of dopants which need to be moved to/from the interface to 
enable the ON/OFF switching. 
4.7 Stability of the minimal nanoionic state 
Formation of a conductive bridge (CB) implies alignment of atoms (e.g., metal atoms) between 
the electrodes to promote electron conduction. At equilibrium, atoms in solids are kept in their 
position because they are confined in a ‘well’ between barriers formed by chemical bonds (Fig. 
20). The barrier height Ea is often referred to as activation energy (e.g. for diffusion). Dimen-
sions of both the well and the barrier can, to first order, be approximated by the interatomic 
distance s (27). As a result of thermal excitation, a confined atom vibrates around its equilibrium 
position with average energy ½ kBT per degree of freedom and it strikes the barrier with a fre-
quency f0 (thermal attempt frequency). In some cases when its instantaneous energy exceeds 
Ea, the atom will jump over the barrier to another site. The rate of such transition ftr is given by 
the Boltzmann probability: 
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Fig. 20: A schematic representation of an atomic conductive bridge (CB) depicting barriers
for moving atoms within the matrix: a- OFF state; b- ON state 
 
0 0 exp
 
= ⋅Π = −  
a
tr
B
Ef f f
k T
 (62)
where f0 is the attempt frequency, determined by an average time τ0 between barrier strikes, 
which is determined by atoms’s average thermal velocity, u and the interatomic separation s: 
0 ~
s
u
τ  (63)
The velocity u can be found from the kinetic energy relation: 
2
2 2
Bk T mu
=  (64)
From (63) and (64):  
0 ~
at
B
ms
k T
τ  (65)
Assuming that the movable atoms are of silver (s=0.258 nm, mat=108 a.u.m.=1.79×10-25 kg) 
and T=400K, (65) results in τ0~1.5 ps (or f0~7×1011 Hz). 
The state lifetime Δt can be defined through the probability that n atoms move out from the 
filament. Let Π be the probability of ‘success’ in one trial. The number of trials k during time 
interval Δt is 
0k t f= Δ ⋅  (66)
The probability that at least one atom will pass over the barrier Ea during a sampling time Δt is 
( )1 1= − −Π kkπ  (67a)
And the probability for n atoms to escape the filament during the interval Δt is   
( )( )1 1= − − Π nkknπ  (67b)
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Let, πkn=½, then from (67b): 
0 1
1 exp 1 2
f t
a n
B
E
k T
⋅Δ
−  
− − = −     
 (68a)
or 
1
0
ln 1 2
1
ln 1 exp
n
a
B
t
f E
k T
− 
−  Δ =   
− −     
 (68b)
Consider now the resistive switch in ON state (Fig. 20a), with conductive filament formed with 
a single-atom chain. Let Ea=1 eV, then the lifetime of one atom (n=1) in the filament from (68b) 
will be about 4s at T=400K and Δt ~ 1800s at T=330K. As was discussed in section 4.5, a 3-
atom gap is sufficient to obtain a reasonably large resistance ON/OFF ratio (>10). Repeating 
calculations for n=3, one obtains Δt~9s at T=400K and Δt~4000s at T=330K. The state lifetime 
can be increased by adding parallel single-atom chains, to increase the redundancy. For exam-
ple, if there are two touching parallel conductive chains, the conductance will be broken only 
if both atoms in the same level jump out of the conductive filament. To further increase redun-
dancy, suppose that minimal conductive bridge forms a 4 atoms × 4 atoms × 4 atoms cube, 
which is approximately 1 nm in size. According to (68b), such a structure can have a lifetime 
of ~3×108 s (nonvolatile memory applications) if Ea=1.3 eV (T=330K) or Ea=1.56 eV 
(T=400K). A more detailed stability analysis of atomic filaments can be found in [33]. 
The above approach can be extended to the stability analysis of interface controlled resistance 
structures of Fig. 8b. In this case it is convenient to use the time-dependent diffusion equation 
for a fixed number of ions [34]: 
( )
2
0, exp
4
S xN x t
Dt Dtπ
 
= −  
 (69a)
where D is the diffusion coefficient 
2
0 exp
a
B
ED x f
k T
 
= Δ −  
 (69b)
In (69a) N(x,t) is ion concentration and S0 is the initial ‘planar’ concentration at the surface. 
When the initial state is ON, governed by the number of ions non within the interface depletion 
width W (see Table 6), then as a simplification, one can assume that initially all of the ions 
within one atomic jump distance (∆x=s) of the surface reside at the surface, thus  
S0 = non/L2. The solution for the final ion count in the interface region is [33]: 
Erf
4
final on
Wn n
D t
 
= ⋅  
⋅Δ 
 (70)
In order to estimate the state life time (data retention time), (70) can be solved for Δt assuming 
the final ion count is known.  The ON state is regarded as “lost” when nfinal = nonmin (see Table 
6). For example, for a cell with L of 10 nm, non=185 and nonmin = 151.  
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Fig. 20 compares the state lifetimes in CB and ICR models as a function of the critical number 
of atoms to create the ON state. Both models, i.e. as given by Eq. 68b for CB and Eq. 70 for 
ICR are in a reasonable agreement. Note that retention decreases for smaller cells. 
4.8 Switching speed and energy of ultimate nanoionics devices 
Consider the minimal conductive bridge cell in ON state, formed by a 4 atoms × 4 atoms × 4 
atoms cube. (64 metal atoms, approximately 1 nm in size). Then, to achieve non-conductive 
OFF state we partially ‘dissolve’ the cube by applying external stimulus, such as electrical sig-
nal (specific mechanisms can be different for different materials, however they all include mov-
ing atoms). As was discussed in section 4.5, a 3-atom gap is sufficient to obtain a reasonably 
large resistance ON/OFF ratio (>10), therefore it is assumed that ‘dissolving’ of a 3 atoms × 4 
atoms × 4 atoms fragment (48 atoms) represents ON-OFF switching. Suppose that the external 
stimulus decreases the activation energy Ea in (62) by ΔE for each atom in the bridge cube and 
enables atomic drift and diffusion in the direction of the applied field. The time to dissolve the 
bridge can be estimated using (68b): 
 
 
Fig. 20: State lifetimes in CB and ICR models as a function of the critical number of atoms
to create the ON state (Ea=1.25 eV and T=330K) 
 
 
1
0
ln 1 2
1
ln 1 exp
n
SW
a
B
t
f E E
k T
− 
−  
=   
−Δ
− −     
 (71)
For Ea=1.25 eV and ΔE=1eV, tSW ≈ 40ns. 
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Assuming ΔE=1eV=1.6×10-19 J, the switching energy can be estimated as 
17~ 48 ~ 10SWE E J
−Δ  (72)
It is instructive to compare the result (72) with the energy for fusion (melting) a volume v=1 
nm3 of silver: 
( ) ( ) 18( ) 3.3 10fusion Ag m op fus m m op fuseE c m T T H m v c T T H Jγ −= ⋅ ⋅ − + ⋅ = ⋅ − + ≈ ⋅  (73)
(where cAg=0.233 Jg-1K-1 is the specific heat capacity of silver, Tm=1235 K is the melting point 
of silver, Top=330 K is the device operating temperature, Hfus=104.4 J/g is the latent heat of 
fusion of silver, and γ=10.49 g/cm3 is the density of silver). 
Note that (72) represents an estimates of a lower bound of switching energy of an nanoionic 
device, as it assumes a 100% conversion efficiency of the external stimulus into the activation 
barrier lowering ΔE, which be difficult to achieve in practical devices. If, for example, the con-
version efficiency is 10%, the resulting switching energy is ESW~10-16 J. 
5 Summary 
Based on the idea that information is represented by the state of a physical system, e.g., the 
location of a particle, we have shown that energy barriers play a fundamental role in evaluating 
the operating limits of information processing devices. In order for the barrier to be useful in 
information processing applications, it must prevent changes in the state of the processing ele-
ment with high probability, and it also must support rapid changes of state when an external 
command is given. If one looks at the limit of tolerable operation, that is, the point at which the 
state of the information processing element loses its ability to sustain a given state, it is possible 
to advance estimates of the limits of scaling and performance for various kinds of information 
processing elements.  
A generic physics-based abstraction for ICT devices was introduced and applied to several ICT 
technologies. The scaling limits of electron-based devices are~5-10 nm due to quantum-me-
chanical tunneling. Smaller devices can be made, if information-bearing particles are used 
whose mass is greater than the mass of an electron. Therefore the new principles for devices, 
scalable to ~1 nm, could be ‘moving atoms’ instead of ‘moving electrons’.  
Theoretical feasibility of the 1-nm devices was justified based on electrical properties of the 
few-atom systems.  
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1 Introduction: need for select devices 
Memristive devices eventually have to be integrated into large arrays. The two-terminal nature 
of the device, together with the extreme device scalability (down to a few 10’s of nm2 [1]), in 
principle enables the fabrication of very dense two-dimensional (2D) crossbar arrays. “Raw” 
crossbars, with a single memristive memory device located at each crossing of bitline (BL) and 
wordline (WL), form the simplest possible and highest density array configuration (see Fig. 1), 
and have been proposed earlier e.g. for magnetic core based memories [2].  
 
 
 
 
 
 
 
 
Fig. 1: Crossbar con-
figuration :  
(a) raw array [3];  
(b) crossbar with ex-
ternal CMOS circuitry 
for row and column 
selection as well as 
readout sensing[4] 
 
Selection of a certain memory element, either for writing or reading it, is achieved by proper 
biasing of BL’s and WL’s, and different bias schemes as V/2 and V/3 have been proposed in 
order to optimize the array performance, see Fig. 2. 
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Fig. 2: Selection of a particular memory cell inside a crossbar array: (a) schematic; (b) V/2 
scheme; (c) V/3 scheme. (SEL= selected cell, NS= non-selected cells, WLHS= word line half 
selected cells, BLHS= bit line half selected cells). The figure is drawn  for worst-case selected 
cell, i.e. largest resistive voltage drop over word and bit line[5] 
However, even so, raw crossbar arrays of memristive devices are still prone to both read and 
write errors, as well as large power consumption during read:  
(i) read errors: as memristive devices have (nearly) linear resistive I-V characteristics in their 
different states, sneak-path currents flowing through half or non-selected devices can in-
crease the apparent device current, masking a high resistive state (Fig. 3); 
(ii) write disturb: the limited write time non-linearity with voltage allows for (slow) write even 
at reduced voltages (cf. voltage-time dilemma[6]) and hence may result in unwanted write 
of the half and non-selected cells (especially of the half-selected cells in the V/2 regime); 
(iii) large power consumption: currents through half (V/2 scheme) and/or non-selected cells 
(V/3 scheme) can, by their number, result in large power consumption especially during 
write. 
 
 
Fig. 3: Illustration of parasitic currents in cross-point array with (nearly) linear behaved re-
sistive memories: (a) sneak currents during read[7];(b) currents flowing in WLHS and BLHS 
cells during write operation (V/2 scheme example)[5] 
2V
0V
1V
1V 1V
1V
)
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These issues strongly limit the implementation of memristive memory devices in raw crossbars 
except for ultra-small arrays [8] (more detailed analysis of the issues of raw crosspoint arrays 
are found in [4] and [9]). Merely increasing the ON/OFF resistance ratio of the memristive 
element does not solve these issues, on the contrary, a detailed analysis indicates there is an 
optimal high resistance state resistance value above which the read margin decreases[10].  
A solution of the above problems, however, is the use of a select device (selector) in combina-
tion with the memristive device in each memory cell (Fig. 4).  
 
 
 
 
 
 
 
 
 
 
 
Fig. 4: (a) Crossbar array of 
memory cells existing of 
A:single memristive element; 
B:2 antiparallel memristive 
elements (complementary 
switching cells); C: memris-
tive element and two-termi-
nal selector element, D: 
memristive element with 
transistor selector [11]; 
(b) Dense crossbar array us-
ing vertical stacked selector 
and memristive element 
(1S1R cell) [5] 
Using a two-terminal select device that is vertically stacked with the memristive device still 
results in a similar small cell area (see Fig. 4b). This chapter will describe the requirements for 
such select devices as well as give an overview of the different types of select devices proposed. 
An interesting recent review article can be found in [12].  
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2 General principles and different types of select devices 
2.1 Rectification and/or non-linearity ? 
The select device should avoid the read and program currents mentioned above as well reduce 
the power consumption. For that, it should prevent the occurrence of sneak-current paths and 
program disturbs, as well as reduce the current through partially biased cells. Two basic prin-
ciples can be used to attain such selectivity: rectification and non-linearity (or combinations 
hereof), see Fig. 5 : 
 
Fig. 5: Basic principles for selection: (a) rectification, (b) non-linearity 
 
(i) rectification (Fig. 5a): implies the conduction of the current for only one voltage polarity 
over the device. It is clear that this can prevent read errors as it will block part of the sneak 
current path in Fig.  3a. Also, while it will not reduce the leakage current of half selected 
cells (V/2 scheme), it will reduce the leakage current of the non-selected cells (in V/3 
scheme). However, it will not prevent the write disturb errors of half selected cells. 
(ii) non-linearity (Fig.  5b): a strong nonlinear I-V characteristic in the ON state (or low resis-
tive state LRS) will limit the current conduction at low voltages, while allowing full cur-
rent transmission at high voltages. This will prevent sneak-current path induced leakage 
current while it also suppresses write disturb (for an analysis of the influence of cell non-
linearity on the array performance, see e.g. [13] and [14]). A widely used characteristic 
quantifying the device non-linearity is the half bias non-linearity NL1/2 defined in (1), 
with I(V) the current through the selector at voltage V over the selector, and Vop the highest 
voltage over the selector, i.e. during write : 
( )
1 / 2
( / 2)
op
op
I V
NL
I V
=  (1)
It is clear, however, that a rectifying device cannot be used for bipolar switching memristive 
devices that need (more or less symmetric) opposite current polarities for the SET and RESET 
operation. In that case, a nonlinear device with symmetric non-linear I-V characteristics is re-
quired. 
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2.2 Types of select devices 
We make here a distinction between four major types of select devices: 
Select Transistors 
The ideal select device is the field-effect transistor, combining with the memristive element in 
a so-called 1T1R cell structure. By control of the gate voltage, excellent non-linearity of the 
drain-source current can be obtained. The device also operates bidirectional, although its sym-
metry is somewhat compromised by the body effect (i.e., the dependence of the threshold volt-
age on the bulk to source bias). The Si-based Metal-Oxide-Si Field Effect Transistor 
(MOSFET) is also a very well established device and standardly available in CMOS technolo-
gies. However, its use is limited to 2D planar arrays (with the transistor fabricated in the sub-
strate). Also, the cell structure is quite large as the standard transistor is a planar device with 3-
terminals and the occupied transistor area further scales with the required program current and 
operation voltages. A solution to that could be vertical transistor structures that can be stacked 
with the memristive element to achieve minimal cell size, for which e.g. CMOS process com-
patible vertical bipolar transistors have been proposed [15]. 3D layer stacking is also possible 
using different materials from single-crystal Si (polycrystalline Si [16]or even semiconducting 
metal oxides [17]). 
Diodes 
The simplest two-terminal select device is a diode. A diode (either a junction diode or a 
Schottky barrier diode) combines rectification (by blocking reverse current) with a strongly 
non-linear forward I-V characteristic. By this, it forms a good select device, however only for 
unipolar switching memristive devices (e.g. for phase change memory). As a two-terminal de-
vice, it can be stacked with the memristive element to achieve a high density 1D1R cell. Using 
polycrystalline Si [18] or metal-oxide based diodes (see e.g.[19]), also vertical stacking of ar-
rays is possible.  
Bipolar two-terminal selectors: Type I: Symmetric Diodes (Fig. 6a,c) 
A select device with symmetric bipolar non-linear I-V characteristic which is continuous and 
without a negative differential resistance (NDR) region, is typically called a symmetric diode. 
This is one of the two main types of two-terminal selector devices for realizing a 1S1R cell. 
Such device characteristic can be realized based on different physical concepts (e.g. semicon-
ductor devices as punch-through diodes, back to back Schottky diodes (also called Baritt di-
odes), tunnel barrier devices, etc.), and different materials (Si, metal oxides,…). 
Bipolar two-terminal selectors: Type II: Threshold Switches (Fig. 6b,d) 
A threshold switch device has a bipolar non-linear I-V characteristic showing negative differ-
ential resistance (“ON-switching”) when biased beyond a certain threshold voltage. Often, the 
characteristic is also discontinuous, with a different return characteristic and “OFF-switching” 
at a certain holding current or voltage. Again, different physical mechanisms can cause thresh-
old switching as electronic switching in phase change materials (Ovonic switch [22]) and insu-
lator-to-metal transitions (IMT) in metal oxides [23]. This is the second main type of two-ter-
minal selector devices for 1S1R cells. 
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Fig. 6: Schematic (a,b) and prototypical (c,d) I-V characteristics of two-terminal symmetrical se-
lectors of Type I “Symmetric Diode”(a,c) and Type II “Threshold Switching Device” (b,d) (a,b : 
[5], c:[20], d:[21])  
 
2.3 Alternatives to select devices 
Self-rectifying/self-selecting devices 
Instead of adding a separate selector device, one could think of building rectification and/or 
non-linearity into the memristive memory device itself. This would in particular be interesting 
for building vertical three-dimensional (3D) memory arrays (see section 4.1) where it is not 
possible to stack a selector on top of a memory device (as, e.g., the intermediate electrode would 
short a full column of memory cells). Such devices initially have been called self-rectifying 
cells (SRC), however, because non-linearity is a more desired property especially for bipolar 
switching device, the more general name of self-selecting device (SSD) is more appropriate. 
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Different SSD device concepts have been proposed, many containing bi- or multilayers of meta-
loxides (and often including TiOx), see section 5.4. Different from standard oxide ReRAM de-
vices, their switching characteristics are also not always filamentary but in some cases claimed 
to be areal switching. 
Complementary resistive switching (CRS) cells 
An interesting alternative cell structure is the anti-serial stacking of two resistive switching 
cells, in a so-called complementary resistive switching configuration [7] (Fig. 7). The combined 
I-V characteristics show strongly non-linear behavior allowing for a good cell selection. The 
advantage of this CRS device is that no new technology is required for the selectors. The main 
drawback is that the normal,(current) read-out is destructive, although an alternative non-de-
structive capacitance based readout has been proposed[24]. 
Fig. 7: Switching characteristics of a complementary resistive switching (CRS) cell, com-
posed of 2 back-to back memristive elements (A and B). The different resistive states of 
the two cells are illustrated (ON state is depicted by black triangular filament) [7] 
CRS cells based on both metal cation based Conductive Bridging RAM (CBRAM, also called 
electrochemical memory (ECM) [25]) and metal oxide ReRAM (valence change memory de-
vices (VCM) [25]) have been proposed, see e.g.[26], [27], [28], and[29]. Also, it has been ob-
served that complementary switching can be obtained in a single cell [30], called Complemen-
tary Switching (CS) cell, by optimization of the cell stack structure and operation conditions. 
Note that CRS and CS cells operate in self-compliant current mode (see section 2.4 below). 
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2.4 Selection and current compliance 
Programming of memristive memory devices (at least of those that switch filamentary) requires 
the application of a controlled current limitation during both SET and FORMING [31]. This 
requires a short, low-parasitic capacitance and low-resistive connection path between the cur-
rent-controlling device and the memristive element [32]. Again, the ideal memory cell is the 
1T1R cell, where the transistor can act both as the current control device as well as the selector 
device. For the other types of selector devices, current control is not included in the cell and 
has to be achieved by transistors driving the WL (or BL). Line resistance and parasitic capaci-
tances may degrade the current compliance, as well as making this dependent on the location 
of the cell in the array. Self-complaint cells (based on a build-in series resistance [33], or by 
using CRS configuration) may improve that situation. 
3 Target specifications for select devices 
3.1 General I-V requirements.  
Current requirements 
In its “ON” state, the selector must be able to conduct the read and program currents that are 
set by the memristive memory element. Typically, program currents are 10x higher than the 
read current, with minimum read currents of 0.1-1 µA (in order to achieve reasonable read 
times). This results in program currents of 1-10 µA. For a 10nmx10nm area device, this would 
result in current densities of 106-107 A/cm2. These are huge current densities, difficult to 
achieve in any type of device, and so this sets a high target for scaled select devices. Further, 
the select device should be able to conduct these current levels without the need of applying 
high voltages ( > a few Volts) over the device (note that contact resistances may become more 
important for scaled devices as well [34]). 
This current density value is close to the electromigration limit of even metallic conductors and 
will also result in important resistive drops in the bit and word lines of the memory array. For 
this reason, programming of memristive memory (sub)arrays has to be done cell by cell (no 
parallelism).  
Voltage requirements 
Here, we analyze first the case for a symmetric diode type selector (Type I, Fig. 8), assuming 
the memory element is in its low resistance state LRS. The selector should be OFF up to a 
certain voltage Vt  applied to the 1S1R cell (Vt > Vread/2 in V/2 scheme, or Vt >Vread/3 in V/3 
scheme). As the OFF resistance of the selector is much higher than RLRS, this means that this Vt 
is also over to the selector and hence it is defining the true selector threshold. At V=Vread and 
V=Vwrite, the selector should be ON and Vread is shared between the selector and the memory 
element. The voltage drop over the select device during read and write can be minimized by 
increasing the I-V slope beyond Vt, i.e. by increasing the I-V non-linearity. It is of particular 
interest to minimize the write voltage, in any case so that at Vwrite/2 (Vwrite /3 in V/3 scheme) the 
voltage over the memory element is smaller than the disturb voltage. Ideally, to minimize the 
leakage current, Vwrite/2 < Vt (Vwrite /3 < Vt in V/3 scheme). 
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Fig. 8: 1S1R cell voltage 
distribution during read or write 
(by load line analysis) over the 
selector (S) and the memristive 
element (R), assuming R is in LRS
state, for Type I and  Type II 
selector. At constant Vt, smaller  
cell voltage is required for type II 
selector due to voltage snapback. 
Vt is the voltage below which 
S = OFF (defined by max leakage 
current).  
Comparison of symmetric diode versus threshold switch 
In the case of a threshold switch Type II selector, the situation is different: when one increases 
the voltage over the threshold voltage, the turn-ON I-V characteristic shows negative differen-
tial resistance (NDR), and the voltage over the select device “snaps back” to a lower value. As 
a result, the there is a “snap-forward” of the voltage over the memory element (due to voltage 
redistribution). If the resultant voltage over the memory element becomes larger than the disturb 
voltage, erroneously writing of the memory cell may result even during a read operation. This 
requires a critical balance between threshold voltage and series resistance of the device [35]. 
On the other hand, due to reduced voltage over the select device in the ON state, total cell 
voltage during read and write is lowered (Fig. 8, Type II), so this type of selector is better for 
low-voltage operation. 
3.2 Specific requirements based on circuit analysis 
More specific quantitative specifications of the selector can be obtained through a detailed cir-
cuit analysis of memory array operation (including e.g. line resistances), if the characteristics 
(and a good circuit model !) for the chosen memristive memory element are available, and given 
additional specifications as minimum memory window and maximum power dissipation. Dif-
ferent such analysis have been presented, giving more insight in what are the critical select 
device parameters and what are the trade-off considerations for optimizing the memory perfor-
mance, see e.g. [36], [37], [38],[39], and [40]. 
An interesting result is obtained from [35]: based on the given characteristics of a thin HfO2 
based bipolar switching ReRAM element [41], the specifications for both Type I and Type II 
select devices are determined based on a 1Mbit array at 10nm cell size. (Table I). For a program 
current of 10 µA, both select devices should have a NL1/2 well above 1000, while the select 
device type imposes an important difference in cell operation voltage, requiring more than dou-
ble programming voltage for the Type I selector.  
954
Select Devices For Memristive Crossbar Arrays 11 — E 3 
Table I : Required specifications for Type I and Type II selectors, from 1Mb 1S1R array 
analysis, given a specific memristive element (RSE) [41]. Program current was set to 10 µA 
for comparing both selector types, while for Type I selectors the influence of lower current 
was also evaluated. (From [5], [35]) 
 
Array size:1024x1024 Type I Type II 
RSE  Iswitching (μA) 1 10 10 
Vset/reset (V) ±1.5 ±1.5 ±1.5 
|Vdisturb| (V) 0.5 0.5 0.5 
Vread (V) -0.1 -0.1 0.5 
Selector Jdrive (A/cm2) >106 >107 >107 
|Vop| (V) >1.5 >2.4 N.A 
NL½  >800 >2000 >5000 
|Vth| (V) N.A N.A (0.7,1.3) 
RS (MΩ) N.A N.A 0.1(fixed) 
I(½Vop or ½Vth) (nA) <1.25 <5 <2 
1S1R |Vset/reset| (V) >3 >3.9 1.8 
 
Note that so far, only DC analysis have been reported. While matching DC performance is a 
first requirement, AC performance (including also capacitance analysis) needs to be assessed 
as well, e.g. to get a more realistic analysis of the power dissipation. 
3.3 Operation speed 
In order not to compromise the read access time or programming speed of the memory, the 
select device response to an applied voltage should be faster than that of the memory element 
itself. With a memory device speed of few ns, this is not an issue for most (especially majority 
carrier based) electronic devices (bulk MOSFETs and Schottky barrier diodes), but it is a pos-
sible concern e.g. for electronic devices relying on generation/recombination of minority carri-
ers (punch-through diodes), and for devices operating through Joule-heating induced insulator 
to metal phase transitions, where thermal time constants may delay both ON or OFF switching 
of the device (note that for proper operation, both fast ON and OFF characteristics are required). 
While different select devices have been proposed, mainly DC characteristics and only in lim-
ited cases AC performance data have been reported. 
3.4  Reliability and variability 
Apart of the standard operation characteristics, also stability of the device characteristics over 
operation time as well as the effect of select device variability on the cell performance should 
be checked. It is clear that the endurance of the selector element to read resp. write voltage 
cycling should at least match the read resp. write endurance of the memory element.  
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Taking into account the three different variability causes in an 1S1R array (data pattern ran-
domness, selector variability and memristor element variability), it has been found [42] that 
data pattern randomness is not an important factor as long as the selector limits the leakage 
currents in the unselected cells, while the selector variability mainly affects the LRS readout 
current (while, as for the memory element, the smallest read window taking into account the 
variability in the LRS and HRS distributions directly affects the read margin).  
3.5 Scalability 
For obtaining high-density (2D) memory arrays, the lateral device dimensions of the select de-
vice should scale together with that of the resistive element. As outlined in section 3.1., this 
puts increasingly stringent conditions on the operating current density of the selector. Moreo-
ver, in a 1S1R stacked cell, the device aspect ratio should be limited, imposing a constraint on 
the longitudinal device dimensions. This clearly favors thin oxide film tunnel-barrier devices 
over complex devices as P+NP+ punchtrough diodes (see also section 4.1 below). For vertical 
3D memory, the total (SSD) device stack “height” is also strongly limited as it directly influ-
ences the minimum lateral device pitch. 
4 Material, integration, and scaling constraints 
4.1 2D, stacked 2D, and 3D memory arrays 
While the memristive memory elements considered are typically metal-insulator-metal struc-
tures that can be integrated in the back-end process, there are different possible integration 
schemes for fabricating memory arrays that also depend on front-end or back-end integration 
of the select device : 
(i) 2D memory arrays with the selector integrated in the substrate: this configuration allows 
for the use of standard Si based transistors or diodes as select devices. While transistors 
may provide the best possible select devices, they are however typically planar devices 
that consume Si area resulting in larger memory cells (see section 2.2). This integration 
scheme moreover precludes the use of the Si area under the memory array e.g. for inte-
grating the memory periphery. Typically this is an integration scheme well suited for em-
bedded memories where area is less of a concern while the excellent Si device perfor-
mance aligns with the demand for improved operation.  
(ii) Fully back-end integrated 2D and vertically stacked 2D memory arrays: For these config-
urations, the full cell (memory and select device) is integrated in the back-end. Select 
devices now can only be made using polycrystalline or amorphous materials, and the tem-
perature budget during device fabrication should be compatible with back-end of line tem-
peratures. Advantages of this integration scheme are the possible incorporation of the pe-
ripheral logic circuit underneath the memory arrays and also vertical stacking of multi 2D 
array levels. However, this multilayer integration scheme is limited to only a few layers, 
as expensive critical lithography and etch process steps have to be repeated for each 
memory layer making it no longer an effective cost-scaling process. 
(iii) Vertical 3D memory arrays: the limitations of lateral scaling of Flash memories have urged 
a new vertical integration scheme allowing for cost-effective 3D memory array fabrication, 
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initially presented by Toshiba as BIt Cost Scaling (BICS) [43]. This concept differs from 
the vertical stacking of horizontal memory arrays, in that the most critical and expensive 
process steps are only once applied for all memory layers together. Such vertical 3D 
memory concepts have been proposed also for memristive memory devices [44]. However, 
the main issue is that these integration schemes are not compatible with the integration of a 
separate selector device into each memory cell because (i) lack of space, and (ii) an internal 
electrode layer would shunt all memory cells of the same vertical column line. While a 
special vertical chain polycrystalline transistor structure has been proposed [45], a more 
versatile solution requires self-selecting memory devices (see section 2.3). 
4.2 Integration and scaling issues of Si-based select devices 
Material wise, we can divide the select devices in Si based devices (or other classical semicon-
ductor materials as Ge), and those based on other materials (mainly metal-oxides and chalco-
genides). A variety of Si based semiconductor devices which have potential as select devices 
have been developed over time and are well characterized (standard MOSFET as well as bipolar 
junction transistors, depletion transistors, junction diodes, Schottky barrier diodes, punch-
through diodes, etc.), and can be fabricated using standard Si (CMOS) technology. These Si-
based select devices can be made in the Si substrate (for 2D arrays only), or can be integrated 
in the back-end for 2D and also 3D arrays using deposited polycrystalline Si (polysilicon) (see 
section 4.1 above). Most Si-based select devices, however, critically depend on controlled dop-
ing levels and/or profiles. This imposes two important issues:  
(i) Even when relative low-temperature deposition of polycrystalline Si is possible, doping 
atoms require activation at high temperatures that are not compatible with backend inte-
gration. (use of Ge may reduce the required temperature, but Ge application is limited due 
to lack of Ohmic contacts to n-Ge). 
(ii) Both internal p-n junctions and Schottky contact barriers require longitudinal device di-
mensions well above the (unbiased) depletion widths. Further, side depletion effects also 
limit minimum lateral device dimensions [46].Higher dopant levels decrease these deple-
tion widths but in the limit they may lose their functionality due to tunneling effects and 
effective Ohmic contact formation.  
(iii) At dimensions of a few nm, intermediate doping levels (1016-1019 at/cm3) are impossible 
to control. Indeed, scaled devices are based either on undoped Si (e.g. for the active region) 
and on very highly doped regions (e.g. for making the contacts), as e.g. in FinFET tran-
sistors.  
Both (ii) and (iii) make most semiconductor devices very hard to scale. Further, while these 
devices are well controlled when fabricated in single-crystal Si (substrate), their performance 
(as carrier mobility) strongly degrades when formed in polycrystalline Si, which also introduces 
strong device to device variability. The grain boundaries present also form fast diffusion paths 
for dopants further limiting dopant control in scaled devices. As a result, use of Si-based select 
devices is mainly limited to single 2D memory arrays with the selector integrated in the Si 
substrate. One interesting exception is the use of a thin, undoped, amorphous Si layer in a metal-
Si-metal Schottky barrier select device [47]. 
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4.3 Metal-oxide (MOx) versus classical semiconductor devices 
Use of metal oxides facilitates (back-end) integration because of low deposition temperatures. 
However, it is not obvious to fabricate typical semiconductor devices in metal oxides, because 
of issues in addition to that mentioned above: 
(i) One specific issue is the limitation to form n and p-type regions in a metal oxide by sub-
stitutional doping, because in metal oxides dopants can be compensated by charged point 
defects (metal and oxygen vacancies or interstitials) instead of by charge carriers. For this 
reason, apart from oxides that cannot be doped (as HfO2), other metal oxides can only 
doped to one type (n or p), [48] and for making p-n junctions a heterogenous stack of two 
different metal oxides has to be used. E.g., typical n-type oxide semiconductors are ZnO, 
TiO2, SnO2, and In2O3, while typical p-type oxide semiconductors are limited to NiO and 
Cu2O. On the other hand, different from classical (covalently bound) semiconductors, in 
oxides with strong ionic bonding (as ZnO), doping is effective even in amorphous mate-
rials, Also, carrier concentration in metal oxides can be strongly influenced by defects nd 
e.g., oxygen stoichiometry can be used as an equivalent to doping. The latter effect is 
crucial for the operation of VCM [25] and interface-controlled [49] memristive devices, 
but impractical for making junction containing semiconductor devices.  
(ii) Secondly, the carrier mobility in metal oxides is typically only a small fraction of that in 
classical semiconductors, severely limiting the current conduction through the device. The 
distinguished exception to that is the In(Ga)ZnOx (IZO and IGZO/GIZO) compounds, 
forming an n-type semiconductor with a mobility of  >10 cm2/V.s, and this even in the 
amorphous phase [50]. 
On the other hand, due to their high bandgap compared to classical semiconductors, metal ox-
ides can be advantageously used in (ultra-thin) Schottky barrier and tunnel diode devices. Note, 
however, that these properties as high bandgap only hold for the “normal” metal oxides, as the 
metal “sub-oxides” typically have a much lower bandgap that may be useful for avalanche type 
of devices, while many sub-oxides also show an insulator to metal phase transition (IMT) [51] 
that can be used for select device fabrication. 
4.4 Other materials for selector devices 
(i) Apart from Si and metal oxides, also silicon- and metal-nitrides have been used, e.g.for 
making Schottky and tunnel diode type select devices. 
(ii) Chalcogenide materials as phase-change like material compounds are proposed, mainly 
for their application as Ovonic threshold switch (OTS) [22]. Because of material and pro-
cess compatibility, this material may in particular be suited for a select device for phase-
change memory.  
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5 Overview of proposed select devices 
Section 2.2 introduced the main types of select devices, based on their general I-V characteris-
tic. In this section, for each of these categories of select devices, an overview of the different 
proposed selectors is given, classified according to their physical operation mechanism and the 
type of material (see also section 4) used.  
5.1 Select Transistors 
Table II gives an overview of proposed transistor-type selectors. Note that the polycrystalline Si 
transistor as proposed by [16] and [45] is restricted to a specific cell configuration (chain cells) 
and memristor type (phase-change cell); while the GIZO transistor is proposed as common WL 
or BL selector in combination with (oxide) diodes for the individual cell selection [17].  
 
Table II : Transistor select devices 
Basic material Device type Material details References 
Si Planar MOSFET 1-Xtal Si substrate [52] 
 Vertical gate-all-around 
MOSFET 
Si nanopillar [53] 
 Vertical bipolar junction 
transistor (BJT) 
1-Xtal Si substrate [15], [54] 
 Chain-type MOSFET Polycrystalline Si [16], 
[45] 
Metal Oxide Thin film depletion-
mode FET 
Amorphous Ga2O3-In2O3-
ZnO (GIZO) 
[17] 
 
5.2 Diodes 
Reported diode selectors are summarized in Table III. Apart from single-crystal and polycrys-
talline Si-based p-n diodes, metal oxide based junction and Schottky-barrier diodes are reported 
(Fig. 9). High current density and excellent rectification properties of the low-temperature 
amorphous GIZO diode, however for a 100nm thick film [55]. 
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Table III: Vertical Diodes 
Basic material Device type Material details References 
Si p-n junction diode Epitaxial Si [58] 
Polycrystalline Si [18] 
Metal Oxide p-n junction diode p-NiO/n-TiO2 [19] [56] 
p-CuOx/n-InZnOx [59] 
Schottky diode Ti/TiO2/Pt [57] [60] 
Ag/ZnO/Ti/Au [61] 
a-IGZO [55]  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9: (Unipolar) metal-
oxide diodes :  
(a) p-NiOx/n-TiOx junction 
diode [56];  
(b) . Ti/TiO2/Pt Schottky-
barrier diode [57] 
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5.3 Bipolar two-terminal selectors:  
Type I : Symmetric Diodes 
Symmetric diode selector characteristics (Table IV) can be obtained using semiconductor devices 
as back-to-back Schottky barrier diodes and N+PN+ (P+NP+) punch-through diodes, Fig. 10. 
Fig. 10: Device structure and operation schematic of symmetric vertical N+PN+ punch-trough 
diode [62] 
Much more interesting for scaled devices, however, are symmetric diodes based on tunneling 
through thin insulator films, due to the intrinsic strong non-linear I-V of the tunneling process. 
This non-linearity can be further increased by using engineered barriers (crested barrier [63] 
and Variot [64] devices), that are obtained by stacking of different insulator layers (Fig. 11). A 
special case is the MIEC device [65], based on Cu motion in a (not-disclosed) mixed ionic 
electronic conduction material. (Fig. 12). 
Fig. 11: Effect of barrier engineering us-
ing multi-layer tunnel device [66] 
Fig. 12: Operation mode and characteristic of 
MIEC device [65], [67] 
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An overview of proposed Symmetric diode structures can be found in Table IV: 
 
Table IV: Symmetric bipolar diodes 
Basic  
material 
Device type Material details Refer-
ences 
Si Punch-through NPN diodes Epitaxial Si [62] 
Polycrystalline Si  [68] 
Back–to-back Schottky Barrier diodes Ta/P-type poly-Si/Ta [69] 
Single layer MSM tunneling diode Undoped thin amorphous Si [47] 
SiNx Single layer tunneling diode 
(M/SiNx/M) 
TaN/SiNx/TaN [70] 
Si/SiNx Tunnel device with engineered barrier: 
Thin Si Injector (TSI) 
a-S/SiN/a-Si [71] 
Metal  
Oxide 
Punch through NPN diodes CoOx/IGZO/CoOx [72]  
Single layer MIM Tunneling Diodes TiN/Ta2O5/TiN [20]  
Ni/TiO2/Ni [73], [74] 
Pt/TiO2/TiN [75] 
TaN/SiNx/TaN [70] 
Tunnel devices with engineered  
barriers 
TaOx/TiO2/TaOx 
(Varistor) :  
[76] 
Pt/Ta2O5/TaOx/TiO2/Pt [77]  
MIEC Mixed Electron-Ion Conductor (MIEC) 
device 
undisclosed [65]  
 
Type II:  Threshold Switches 
The main types of threshold switching devices are:  
(i) Latch-up N+PN+ diode : different from a punch-through diode, this device shows NDR 
and threshold switching characteristics, see Fig. 13.  
(ii) Insulator to Metal phase Transition (IMT) (this has also been called Mott transition), oc-
curring in a number of metal sub-oxides as VO2 and NbO2.[23],[51]. Important here is 
that the transition temperature Tc should be much higher than the maximum operation 
temperature, which is a problem for VO2 (Tc = 340 K = 67 oC only), but OK for NbO2 
(Tc=1070 K, [51]).  
(iii) Ovonic Threshold Switching device (OTS) [22]: based on electronic switching in amor-
phous chalcogenide materials. These materials are similar to Phase Change Memory 
(PCM) materials, albeit with a higher crystallization temperature Tc. Indeed, PCM mate-
rials also show threshold switching, but cannot avoid Joule heating induced crystallization 
due to their relatively low Tc. Different theories have been proposed to explain this thresh-
old switching phenomenon : thermal [78], Impact Ionization and SHR recombination [79] 
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[80, 81], trap-limited conduction [82] [83]; and even the formation of instable crystalline 
nuclei. 
(iv) Electronic filamentation (non-IMT related threshold switching) in metal oxides: by limit-
ing the current compliance during forming, a volatile switching has been observed in sub-
oxides as TaOx and TiOx. [84] [85] It is argued that the forming process is a two-step 
process, starting with (reversible) electronic filamentation, and only above a certain cur-
rent (/Joule heating) permanent damage (i.e. oxygen vacancy creation) causes an irreversi-
ble conducting filament to form, see Fig. 14. (in principle this process is very similar to 
the electronic switching in OTS devices). These devices have been proposed for making 
voltage controlled oscillators enabling compact synthetic neurons, but they could be used 
as selector device as well.  
(v) Avalanche breakdown in small bandgap Mott materials : in “true”Mott materials as V2-
xCrxO3, a volatile resistive switching is observed, see Fig. 15. Correlation of the threshold 
voltage to the bandgap suggests that this volatile switching is induced by an avalanche 
process [86],[87]. Again, this is a (filamentary) electronic switching process, similar to 
(iii), and (iv). 
(vi) Unstable (ionic defect) filament: both in ECM and VCM cells, volatile switching has been 
observed that has been related to unstable cation resp. oxygen vacancy defects. Different 
mechanisms have been proposed (mechanical stress in ECM cells, change in energy band 
structure in Ni deficient NiO, etc.). An (extreme) fingerprint of this kind of threshold 
switching is the strong hysteresis of the switching, with an ON state of the selector that is 
stable down to very small biases (~0 V), see Fig. 16. This is also the suggested operation 
mechanism of the Vacuum Threshold Switch device [88]. 
(vii) Field assisted superlinear threshold switch (FAST): this device shows a clear threshold 
switch and has promising selector characteristics, but the material and the mechanism is 
not disclosed [89] 
Table V lists the different proposed threshold switching devices. 
 
Fig. 13: Mechanism and threshold switching curves of a latch-up N+PN+ diode, compared 
with the N+PN+ punch-through diode of Fig. 10. [90] 
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Fig. 14: Schematic of .boundary between reversible electronic filament formation and irreversi-
ble defect filament formation[85]. 
 
 
Fig. 15: Pulse-induced volatile resistive switch-
ing in V2-xCrxO3. Mott oxide. .The constant hold-
ing field corresponds to the avalanche thresh-
old in the material.correlated points corre-
spond to same pulse amplitude [91] 
Fig. 16: Unstable filament shows volatile 
switching characteristics with large hyste-
resis, with an ON state of the selector that 
is stable down to very small biases (~0 V), 
[92] - compare e.g. with the TS curve of 
Fig. 13 ... 
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Table V: Threshold Switching bipolar diodes 
Basic ma-
terial 
Device type Material details References 
Si Latch-up NPN diode 1 Xtal Si pillar [90] 
Chalco-
genides 
Ovonic Threshold Switch (OTS) undisclosed [93] 
GeTe6 [94] 
AsTeGeSiN [21] 
doped chalcogenide [95] 
CuGeS [96] 
Metal 
Oxides 
Insulator to Metal Transitions (IMT) 
(~ Mott) 
VO2 [97] 
NbO2 [98] 
Electronic filamentation TiOx, TaOx [84] [85] 
 
Avalanche induced volatile switching 
in low bandgap true Mott materials 
V2-xCrxO3 [86] 
Unstable filament NiO (VCM) [99]. [100] 
Threshold Vacuum 
Switch (TVS), WOx 
(VCM) 
[88] 
Cu/TaOx/Pt (ECM) [101] 
Cu-doped HfO2 (ECM) [92] 
Not dis-
closed  
Field assisted superlinear threshold 
switch (FAST) 
undisclosed [89] 
 
Comparison of bipolar selector characteristics 
Fig. 17 and Table VI compare the main Type I and Type II bipolar selector devices [5], [35]. 
MIEC and Varistor selectors have the best performance in terms of high non-linearity, however, 
their operating voltage range is too low for many (esp. VCM) memristive devices. Among the 
Type II selectors, FAST shows best nonlinear characteristics and proper threshold voltage, but 
the low ON resistance may lead to potential read disturb. 
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Fig. 17: Experimental I-V characteristics of (a) type-I selectors and (b) type-II selectors. For 
all the selectors, we estimate the current assuming the selector is able to deliver 10μA drive 
current and a constant current-density [5]. Considered type-I selectors are MSM [47], Var-
istor [76], M/SiNx/M [70], silicon NPN [62]and MIEC [65]; and type-II selectors :OTS [21], 
FAST [89],and TVS [88](see Tables IV and V).   
Table VI : Comparison of bipolar selectors 
Type I Vop (V) NL½ Slope(mV/dec) Jdrive(A/cm2) 
MIEC 1.2 8*104 85 107 
Varistor 1.6 104 282 107 
MSM 2.4 260 330 106 
MSiNxM 2 150 330 105 
NPN 1.6 100 219 106 
Type II Vth (V) NL½ RS (kΩ) Jdrive(A/cm2) 
FAST 0.8 107 8 >5*106 
TVS 1.3 2360 11 >107 
OTS 3.1 110 9 >107 
5.4 Self-Selecting Devices 
Finally, Table VII gives an overview of different proposed SSD’s. Main concepts include: 
(i) Hybrid devices : combining bipolar switching stoichiometric metal oxide layer with an 
IMT sub-oxide layer (Fig. 18) or, combining a metal oxide switching layer with an OTS 
layer; in both cases without an intermediate electrode. 
(ii) Non-linear memristive devices: by adding a (fixed) non-linear tunneling layer to the 
switching layer. 
(iii) Devices with a varying-width tunneling (or Schottky) barrier (Fig. 19). 
(iv) Complementary switching (CS) devices (we consider here only single devices, without 
intermediate electrode, i.e. no CRS devices, see section 3.2). 
Note that switching in type (ii) and (iii) devices is different from the usual filamentary switching 
(as in type (i) and (iv) devices), and may be areal switching. 
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Fig. 18: Hybrid VCM/IMT SSD : I-V characteristics and device operation schematic [98]. 
Fig. 19: a-VMCO (Vacancy-Modulated Conductive Oxide) cell operation based on vary-
ing tunnel barrier thickness and switching characteristic showing non-linear ON state. 
[102] 
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Table VII: Self-selecting devices 
Device Type  Material details References 
Hybrid devices combining VCM with IMT 
layer 
Nb2O5/NbO2 [98] [103] 
Combining VCM with OTS 
layer  
CuGeS/HfO2 [96] 
Non-linear 
devices 
Adding fixed tunnel barrier 
to VCM layer 
2 TMO’s with barriers 
(non disclosed) 
[104] 
TaOx/TiO2-x [105] 
TiOx/TiOy bilayer [106] 
Charge trapping effect Ta2O5/TiOx [107] 
Variable 
tunneling 
barrier 
Vacancy-Modulated 
Conduction Oxide ReRAM 
(VMCO) 
TiN/Al2O3/TiO2/TiN [108] 
a-VMCO a-Si/TiO2 [102] 
Conductive Metal Oxide 
(CMOX)TM cell  
(O defects moving in tunnel 
barrier and changing 
trapped charge) 
Pt/PCMO/ tunnel oxide/Pt [109], [110] 
Variable 
Schottky 
barrier 
Formation/reduction of 
interfacial AlOx layer 
Pt/PCMO/Al/Pt [111] 
Complementary 
Switching 
(Single cells ) W/Nb2O5−x/NbOy/Pt [112] 
TaOx [113] 
[114] 
Pt/TiO2-x/TiNxOy/TiN [115] 
6 Conclusions 
In order to fabricate functional high density crossbar arrays of memristive devices (for applica-
tions beyond embedded memories using 1T1R arrays), it is necessary to incorporate a two-
terminal selector element in each cell (or, alternatively, to build this selector functionality into 
the memristive device itself). Circuit simulation is hereby an indispensable tool to determine 
the required selector specifications for a given memristor device.The obtained requirements are 
quite hard to fulfil: e.g., for a bipolar switching memristive device, a huge current density 
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(10 A/cm2) has to be combined with a high nonlinearity (> 1000), while being compatible with 
program and read voltages of the memristive device (and overall low voltage operation of the 
cell). Further, switching speed and reliability (cyclability) and variability requirements have to 
be met, too, while material and process compatibility, as well as scalability impose further con-
straints on the selector device and material  
While main research focus during the last ten years was on the memristive device itself, these 
demands have spurred strong selector research during the last couple of years. As an important 
result, quite a large number of such select devices have been proposed in recent literature, some 
of them enabling first dense 1S1R demonstrator arrays. As the R&D of the select device has 
catched up with that of the memristive device, we may soon see some real commercial appli-
cations launched. 
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1 Introduction 
These lecture notes cover three aspects: In section 2 the required definitions for memristive 
systems and memristors are given, and corresponding modeling approaches are discussed. In 
section 3 the feasibility of logic-in-memory using ReRAM arrays is highlighted. Finally, in 
section 4 ReRAM properties making these devices highly attractive for neuromorphic compu-
ting are discussed and basic constraints are given.  
These lecture notes are mostly based on texts and figures of the following publications: Phd 
thesis of E. Linn [1], book chapters 2 and 25 of [2], and the following scientific papers: [3-9]. 
The texts are revised and reassembled to fit the outline of the underlying lecture. The original 
source of each figure is stated in the captions. 
2 Memristors and Dynamical Systems 
The modelling of emerging devices is an important task to enable proper circuit design and 
architecture development. Two-terminal devices such as ReRAM cells can be viewed as 
lumped elements that can be modeled either by ideal circuit elements, or as a dynamical system. 
In this respect, the classification of ReRAM devices as ‘memristor’ or ‘memristive system’ is 
critically reviewed. The general importance of an in-depth physical insight into the device be-
havior in order to describe ReRAM devices accurately is elaborated on and important evalua-
tion criteria are introduced. 
2.1 Two terminal devices 
Electronic devices can be characterized by the number of terminals. For example a MOSFET 
offers four terminals (Source, Drain, Gate, Bulk) while a pn-Diode offers two terminals like 
ReRAM cells. Moreover, two terminal device models often neglect the spatial dimension of the 
device, thus are considered lumped elements. 
Lumped Elements 
In electrical engineering, devices are in general considered as lumped elements. The lumped 
element assumption is valid if the device size is � � �⁄  (wavelength of the excitation signal). 
A basic feature of lumped elements is the time-invariance, i.e. there is no explicit dependency 
on t in the device model. 
Ideal Circuit Element Approach 
There are three basic linear circuit elements: resistor R, capacitance C and inductor L. 
According to Chua, also ideal non-linear circuit elements can be defined via the variables V, I, 
� and q, resulting in four non-linear passive devices: non-linear resistor, non-linear capacitor, 
non-linear inductor and (ideal) memristor (M). Even higher order circuit elements are feasible 
following this line [10]. 
One can use this ideal circuit elements for device modelling, especially black box modelling, 
resulting in an abstract circuit representing the device. See for example [11]. 
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2.2 Dynamical Systems 
Instead of using a number of ideal circuit elements to model a device, a system of differential 
equations describing the device behaviour can be used for modelling. Such a dynamical system 
is then implemented for example in SPICE and used for simulations. Since the dynamical sys-
tem should reflect the actual device physics in detail, the obtained simulation results are more 
general compared to basic device simulations using predefined threshold voltages.  
Introduction of Dynamical Systems 
A dynamical system can be represented by two equations:  
� = ℎ(�� �� �) 
�� = �(�� �� �) 
(1)
The first equation is the readout equation and the second is the state equation [12]. The functions 
�(⋅) and ℎ(⋅) are non-linear and dependent on time t as well as on variables x and u, which are 
multidimensional in general. The variable x stands for state of the system, the input variable u 
reflects external excitations, and y is the output or observation variable. This system-theoretical 
approach can be applied to arbitrary systems and is widely used in electrical engineering. 
Memristive Systems 
A memristive system [13] is a special case of dynamical system (eq. (1)) and displays a generic 
term for a complete class of two terminal devices. These devices are characterized by a so-
called 'pinched hysteresis loop' (see Figure 1, [14, 15]) and are non-linear in general. A memris-
tive system is defined by the state-dependent Ohm's law and the state equation, which is multi-
dimensional and time-dependent in general. Note that a memristor [16] is only a special case of 
a first-order memristive system where the state variable equals the flown charge (x = q). 
 
Figure 1: A pinched hysteresis I-V-
loop is the identifying feature of a 
memristive system. For intermediate 
frequencies (e.g., ω2) such a loop is 
visible. For very low frequencies 
(ω1 → 0) a memristive system is 
indistinguishable from a non-linear 
resistance, while for very large 
frequencies (ω3 → ∞) a memristive 
system is reduced to a linear 
resistance. For all frequencies the 
curves are pinched, which means that 
all curves run through the origin 
(0,0). From [1]. 
The relevance of the memristive system approach results from the possibility to model dynamic 
device behaviour of resistive switching elements. This was first recognized by the HP group in 
2008 [17] and has triggered many groups to work on memristive circuit models [14].  
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For a memristive system, y and u are scalar values and y is a product of h and u: 
� = �(�� �� �) � � 
�� = �(�� �� �) 
(2)
Equation (2) shows that y is always zero when u is zero, which corresponds to a Lissajous figure 
with a pinched hysteresis loop (Figure 1). 
The definition of memristive systems given in [13] can be directly applied on two terminal 
electronic devices. Memristive systems can be either current controlled (u = I and h = R) or 
voltage controlled (u = V and h = G). In this case, u is the input variable, while y is the output 
variable. A current controlled memristive system reads 
� = �(�� �� �) � � 
�� = �(�� �� �), 
(3)
whereas a voltage controlled memristive system reads 
� = �(�� �� �) � � 
�� = �(�� �� �). 
(4)
Time-Invariant Memristive Systems 
A memristive system is considered time-invariant when neither f nor R (or G, respectively) is 
time-dependent. This limitation leads to the more common description of memristive systems. 
A current controlled memristive system then reads 
� = �(�� �) � � 
�� = �(�� �). 
(5)
The corresponding voltage controlled memristive system reads 
� = �(�� �) � � 
�� = �(�� �). 
(6)
For modelling of bipolar resistive switches the time-invariant formulation is sufficient. Note 
that there are two additional conditions which must be fulfilled. To result in a pinched hysteresis 
loop 
�(�� 0) � � = 0 (7)
and accordingly 
�(�� 0) � � = 0 (8)
must hold. Additionally, for a non-volatile memory device  
�(�� 0) = 0 (9)
must hold true, because no change of state should occur without external excitation. For mod-
elling of resistive switches as a memristive system it is crucial to identify inner state variables. 
At least one state variable describing a structural change is needed, e.g., the length of a filament 
in electro-chemical metallization cells (ECM). 
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Simple Time-Invariant Memristive Systems 
In the simplest case the resistance R or conductance G, respectively, are only functions of the 
state variable x and,  ��    is only a function of current I or voltage V, respectively. The current 
controlled case is defined as 
� = �(�) � � 
�� = �(�). 
(10)
The voltage controlled case reads 
� = �(�) � � 
�� = �(�). 
(11)
This modeling approach was suggested in [17] and is used for SPICE implementation in section 
2.4 where also the limitations of this approach are highlighted [3].  
Memristor 
A memristor is sometimes considered the forth passive circuit element [16] and is a special case 
of a memristive system. A memristor has only one state variable which is the flown charge 
x = q in the current controlled case 
� = �(�) � � 
�� = �. 
(12)
In the voltage controlled case the magnetic flux is the state variable x = φ 
� = �(�) � � 
�� = �. 
(13)
Note: in general, bipolar resistive switches cannot be modelled as ideal memristors. 
2.3 Memristive Modeling Evaluation criteria 
In memristive modeling a resistive switch is considered a dynamical system (eq. (1)) and it 
should be possible to simulate the device behaviour for a wide range of input signals. This is 
the main strength of the memristive modelling approach compared to using models with built-
in fixed threshold voltages [18, 19], which are only valid for certain input signals.  
In [3] three basic evaluation criteria are introduced: 
The first evaluation criterion considers the I-V characteristics of bipolar resistive switches 
(Figure 2a) which exhibit some distinct features that should be reproduced by a suitable model 
(compare [20], for example).  
Typically, during the SET operation an abrupt increase in current is observed for ECM and 
VCM-based ReRAM cells (VCM = Valence Change Mechanism). The RESET operation, how-
ever, differs for these two classes: VCM devices often show a gradual RESET whereas ECM 
devices exhibit an abrupt change. Furthermore, the I-V characteristics are asymmetric with re-
spect to the origin. In addition, the SET and RESET voltages increase when the sweep rate of 
the voltage sweep is increased. Additionally, it is know from experiment that a wide range of 
excitation signals will lead to resistive switching device behaviour. In so far, a suitable memris-
tive model should offer certain robustness against changes in the input voltage amplitude and 
variations of initial values, e.g. the initial value of the state variable. 
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The second criterion is related to the switching kinetics. In experiments a strong non-linear 
relationship between SET time tSET and pulse height Vp is observed (see Figure 3). Here device 
data from four typical VCM devices is selected: strontium titanate [21], tantalum oxide [22], 
hafnium oxide [23], and titanium oxide [24]. A common fingerprint of all VCM devices is the 
decrease of tSET by several orders of magnitude by only increasing the pulse amplitude Vp by a 
factor of two. Hence, the second criterion is the check for such an exponential dependency. 
Fulfilling this criterion is essential to enable simulation of typical applications using memristive 
devices (either memory or logic applications) which are conducted by fast pulses.  
 
 
Figure 2:  (a) Exemplary I-V characteristic of a TaOx-based resistively switching device. The 
input signal is a triangular voltage sweep of amplitude -2.5 V/ 3V (see inset). Note that for a 
symmetric voltage amplitude (e.g., -3 V/ 3V) the characteristic does not change significantly. 
Initially, the device is in HRS state and switches to state LRS at <1>. In <2>, <3> the device 
stays in the LRS and switches back to HRS at <4>. This is again the initial HRS state. Note 
that the switching polarity depends on the actual material composition. Here, the input voltage 
was applied to the top electrode (Pt) while the bottom electrode (Ta) was grounded. (b) I-V 
characteristic of a TaOx-based complementary resistive switch device. The input signal is a 
triangular voltage sweep of amplitude 5 V (see inset). Starting from HRS/LRS (element A/ele-
ment B), the device switches to LRS/LRS (‘ON state’) first (<1>). Next, the CRS cell switches 
over to LRS/HRS (<2>) and remains in this state until the negative SET voltage is reached 
(<3>). Then, the device switches again to LRS/LRS (<4>), and later on back to HRS/LRS 
(<5>). From [3]. 
 
A third criterion arises from the need for multi-element simulations for mapping real-world 
circuits. Two-element circuits are the simplest application, and therefore, are well suited for a 
basic analysis. Here, an anti-serial connection of two memristive devices, known as comple-
mentary resistive switch (CRS), is considered [25]. Typical I-V characteristics of VCM-type 
CRS cells can be found in [26], for example (see Figure 2b). One distinctive feature of the anti-
serial connection is the presence of an overall low resistive state (‘ON state’) when applying a 
voltage sweep. The existence of this ON state region in a two element simulation can be used 
as a further check for model consistency [27].  
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Figure 3: Set time tSET of 
the switching from HRS 
to LRS versus applied 
pulse height Vp. Menzel 
data for SrTiOx [21], 
Nishi data for TaOx [22], 
Yu data for HfOx [23], 
and Alibart data for TiOx 
[24]. From [3]. 
2.4 Linear memristor models  
In this section, the basic memristor models are evaluated in terms of the introduced criteria, as 
presented in [3], starting from the following device equations given in [17]:  
( ) 1= = ⋅x h I K I (14)
( ) ( )( )LRS HRS HRS= ⋅ = − ⋅ + ⋅V R x I R R x R I (15)
Here, 1K  is a constant, LRSR  is the resistance of the low resistive state (LRS) and HRSR  is the 
resistance of the high resistive state (HRS). The state variable x, which represents the position 
of the boundary between low conductive and high conductive region, is normalized by the 
switching layer thickness of D = 10 nm.  
Note that the equation system (14)-(15) is mathematically not a linear system. However, this 
model is considered a ‘linear model’ for the following reasons: first, the state variable x influ-
ences the resistance R(x) linearly. Second, the voltage V is directly proportional to the current I 
for a certain R(x). Third, x  depends linearly on the current I. 
To prevent nonphysical values for x, the state variable must be limited to the layer thickness, 
thus 0 1x≤ ≤  holds. In common SPICE implementations, this bounding is realized by a win-
dow function f (x,I). Thus, equation (14) can be rewritten as:  
( ) ( )1, ,x h x I K I f x I= = ⋅ ⋅ . (16)
Four different window function implementations are considered in the following: Benderli’s 
model [28], Joglekar’s model [29], Biolek’s model [30] and Shin’s model [31], which are illus-
trated in Figure 4a, c, e and g, respectively.  
In case of Biolek’s model and Shin’s model, the window function also depends on the sign of 
current I, compare Figure 4e, g. However, one can rewrite Biolek’s window function as follows: 
( ) ( )( )
2
2
1       for 0 
,
1 1  for 0 
p
p
x I
f x I
x I

− ≥
= 
− − <
(17)
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Figure 4:  Implementation of Strukov’s model using different window functions. For each 
model the applied window function and corresponding I-V-characteristics are depicted. (a,b) 
Benderli’s model, (c,d) Joglekar’s model, (e,f) Biolek’s model and (g,h) Shin’s model. The 
inset in (b) illustrates the input triangular voltage signal. Arrows and numbers <#> indicate 
the run of the curve. The initial state x0 for Shin’s and Biolek’s window was x0 = 0, while for 
Benderli’s window x0 = 0.002 and x0 = 10-12 for Joglekar’s window was used. From [3]. 
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Similarly, Shin’s window reads: 
( ) ( )( )
1    for 0 
;
1    for 0 
σ
σ
 − ≥
= 
− <
x I
f x I
x I
(18)
Here, σ (·) is the step function. Thus, when only either purely positive or negative input signals 
are considered, the window function is only a function of x. 
The simulation parameters for all models are selected according to [17]: K1 = 104 A-1s-1, 
RLRS = 100 Ω and RHRS = 16 kΩ. In Figure 4c Joglekar’s window function is shown. It has the 
same shape as the Benderli’s window function, but can be parameterized with p to vary the 
gradient. To illustrate the impact of p, three curves, for p = 1, 7 and 50, are depicted. For the I-
V simulations in Figure 4d p = 1 is applied.  
The Biolek’s window function offers a similar parameterization as Joglekar’s window function, 
and window curves for p = 1, 7 and 50 are shown in Figure 4e. However, the function behaves 
quite different due to the involved step function σ (·) which enables a sudden upward transition 
of the window function from a value close to zero towards a value close to unity if the sign of 
the current I changes and when x is in proximity of its limits (see Figure 4e). In Figure 4e the 
solid line is valid for positive currents (SET direction) and the dashed line for negative currents 
(RESET direction). Shin’s window function (Figure 4g) can be considered an edge case of 
Biolek’s window function for p →∞ . 
In order to evaluate these models against the first criterion their I-V characteristics is simulated. 
For this, symmetric triangular input voltage signals with sweep rates of 10 V/s, 30 V/s and 
100 V/s (see inset in Figure 4b) are used. The resulting I-V characteristics using Benderli’s and 
Joglekar’s window function are depicted in Figure 4d, respectively. 
Both models exhibit completely symmetric I-V characteristic with respect to the origin due to 
their symmetric window functions, i.e., one switching event (SET) occurs after reaching the 
maximum voltage level (<2> in Figure 4b and Figure 4d) and the other one (RESET) occurs 
before reaching the maximum absolute voltage level (<4> in Figure 4b and Figure 4d). There-
fore, the symmetry is an inherent property of these two models and as a consequence they can-
not reproduce the asymmetry of bipolar resistive switching, as analytically proved [20]. Keep 
in mind that Benderli’s and Joglekar’s model represent memristors with window depending on 
state only. Fingerprint of these types of models is a symmetric I-V characteristic with respect 
to the origin (compare [32, 33]), i.e. criterion 1 is not hold. Furthermore, Benderli’s and Jogle-
kar’s model do not show an abrupt SET transition which limits their applicability (cf. Figure 4b, 
and d). In contrast, the simulated I-V curves using Biolek’s and Shin’s window function show 
an abrupt SET transition. In addition, the I-V characteristics are asymmetrical with respect to 
the origin. However, one should note that the characteristics in Figure 4f, h differ strongly from 
characteristics of typical VCM devices [20] anyway: for example, the current in LRS for neg-
ative voltages is very low.  
All models offer the general trend of higher SET voltages for increasing sweep rates. The win-
dow functions offer quite different robustness with respect to input signals. Both the Benderli’s 
model and the Joglekar’s model tend to stick at the boundary if voltage amplitudes become 
larger. This is due to the form of the window function which gives rise to convergence problems 
(called “terminal-state problem” in [34]), and limits applicability of the model. To enable proper 
simulation, parameters and input signal must be carefully adjusted for these window functions. 
This problem was solved in the Biolek and Shin model by resetting the window function when 
the sign of the input signal changes.  
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In the following, the models are evaluated with respect to the reproducibility of the experimen-
tally observed switching kinetics, i.e. the second evaluation criterion. Thus, voltage pulses of 
height Vdevice = Vp are applied to each model being initially in the high resistive state (HRS). 
For positive voltages the models are SET to the low resistive state (LRS) after the time tSET.  
From Figure 5a, one can see that the basic trend observed in experiments, i.e., decreasing tset 
for increasing pulse height, is also observed for the four simulation models. But, the dependency 
is much less pronounced as observed in experiments. Compared to experimental data shown in 
[24] for titanium oxide, one can clearly see that actual dependency differs greatly (several or-
ders of magnitude). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Set time tSET of the 
switching from HRS to LRS 
versus applied pulse height 
Vp. In simulations tSET is 
defined at x = 0.5. (a) shows 
the raw data. (b) depicts 
normalized data with 
respect to the Vp1 = 0.7 V 
points. From [3]. 
This mismatch can be directly assigned to the R-x dependency in model equation (4), which is 
not sufficiently non-linear. Furthermore, it was shown that independent of the applied window 
function, all models offer the same kinetics (cf. Figure 5b). By normalizing the tSET values by 
a certain point (here: Vp1 = 0.7 V), all curves collapse to a single line, showing this feature di-
rectly. By inserting eq. (14) into eq. (15) results in: 
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( )
( ) ( )1
d
d
V tx K f x
t R x
= ⋅ ⋅
. 
(19)
where the dependence of f (·) on I is removed, since for 0 1[ , ]t t t∈  the current has a unique sign 
and thus f (·) depends only on x. Equation (19) is a differential equation offering two variables, 
x and t. Integration by parts results in: 
( )( ) ( ) ( )
1 1
0 0
LRS HRS HRS
1
1
d d
x t
x t
R R x R x V t t
K f x
− ⋅ + ⋅ = ⋅
⋅
 
. 
(20)
The bounds of integration are: t0 = 0 s and t1 = tset,p  for the right side and x0 = 0  and x1 = 0.5 
(assumed SET condition) for the left side of equation (20). Furthermore, a voltage pulse of 
amplitude Vp, thus V(t) = Vp holds, is considered. Finally, the equation reads: 
( )( ) ( )
SET,p0.5
LRS HRS HRS p
10 0
1
d d− ⋅ + ⋅ =
⋅
 
t
R R x R x V t
K f x
, 
(21)
which is equivalent to  
2 p SET,p  K V t= ⋅ . 
(22)
The left hand side of the equation (21) is constant for every model and is called K2 in equation 
(22). Note that the value of K2 is specific to the applied model, but cancels out when normalizing 
values with respect to a certain pulse height Vp1 offering a set time tSET,p1. This procedure is 
done for each model independently, and results in the graph shown in Figure 5b. Thus, for all 
models of this kind the normalized SET time only depends on the pulse height Vp and not on 
the window function (Figure 5b): 
SET,p p1
SET,norm
SET,p1 p
= =
t V
t
t V
. 
(23)
The resulting dependency is 
SET
p
1
~t
V
(24)
So, the models are not capable to show the required exponential dependency. 
From these considerations it is clear that a simple addition of a window function is not appro-
priate to introduce realistic device dynamics to the initial memristor model. 
Next the third criterion which is the anti-serial connection of two elements. Here, the results reveal 
even more striking mismatches between simulation and real device behaviour. Due to the anti-
serial connection of both cells A and B A B= − x x  holds if ( ) ( )A B=f x f x , where the dependence on 
I is dropped. Therefore, any change of state variable in cell A is cancelled out by the change of 
state in cell B. Thus, the total resistance of both elements is constant all the time (see Figure 6a) 
which is not the case in reality, as it is known from CRS cells (compare Figure 2b, where 
x0A » x0B » 0, i.e. xA(t = 0)  » 0 and xB(t = 0) » 1). For Shin’s window function this property has 
been shown in [35]. Biolek’s window (Figure 4e) shows the same behaviour (compare Figure 4a) 
while Benderli’s window and the Joglekar’s window only offer a straight line for symmetrical 
initial conditions, e.g., x0A = x0B = 0.001 (xA(t = 0) = x0A and xB(t = 0) =1 - x0B).  
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Figure 6: Anti-serial connected 
device model simulations using 
Joglekar’s window. A triangular 
input voltage signal of sweep 
rates of 10 V/s was used. The 
curves run-through is denoted 
by the arrows. 
(a) For symmetrical initial 
conditions (x0A = x0B = 0.001), 
no change of the overall 
resistance is observed.  
(b) Simulation for x0A > x0B 
(x0A = 0.001 and x0B = 0.0001).  
(c) Simulation for x0A < x0B 
(x0A = 0.0001 and x0B = 0.001). 
The portion of the loop relative 
to the regime of increased 
resistance is marked by a grey 
line color. From [3]. 
For Benderli’s window and the Joglekar’s window one can force a non-ohmic device behaviour 
by starting from different initial states and considering a smooth window function. For simulation 
shown in Figure 6b the model with Joglekar’s window (p = 1) is used and x0A > x0B is assumed. 
Due to the asymmetry of the initial values the SET process in element A starts earlier, leading to 
an increased current <1> in Figure 6b. Note that a similar result was observed in [36] which is in 
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accordance to CRS behaviour at first glance. However, for the negative voltage cycle the in-
creased current (point <4>) occurs after reaching the maximum absolute voltage which does not 
correspond to real device behaviour at all. For x0A < x0B the observed behaviour becomes even 
more unusual since the resistance (chordal resistance) is increased in a certain regime (grey line 
curves at points <1>, <4> in Figure 6c) – the opposite behaviour than observed in experiments. 
In consequence, the simulation result strongly depends on the initial states, which is unfavourable 
according to the first criterion. However, adjusting the initial states is not suited to reproduce real 
device behaviour for those models. Pay attention that a strong dependency on initial states is a 
commonly observed incident for memristor models (compare e.g. [37]). 
In conclusion, although highly attractive due to ease of use, none of the above studied models 
is suited to reproduce the basic resistive switch properties for arbitrary input signals. But these 
models could be modified to meet the requirements. The window function can have a positive 
impact on the accuracy, but cannot fix the basic physical equations. Correspondingly, simula-
tion results obtained from these models, e.g. [38-40], should be reconsidered using more so-
phisticated models. 
However, one should keep in mind that additional model complexity allows a very high predic-
tivity for a variation of parameter inputs. But this complexity might also give rise to conver-
gence issues. 
2.5 A TaOx-based non-linear memristive model 
As an example, of a physics-based memristive model a Pt/TaOx/Ta model is discussed [4]. This 
model is based on Hur’s model [41], but considering the interface Pt/TaOx as a Schottky barrier 
with barrier lowering effects. In contrast, to Hur’s approach the Schottky diode is considered also 
in the low resistive state (LRS). As basic structure a plug/disc structure (compare [21]) is as-
sumed, where the well conducting plug is modelled as a series resistor (Figure 7). Switching takes 
place only in the disc region of fixed length LDisc. The average oxygen vacancy concentration N 
in the disc is considered as the state variable which varies the electronic resistance Rel and the 
effective Schottky barrier height. It is important to note that one distinguishes between the ionic 
current IIon (which causes the change of state variable) and the electronic current (which repre-
sents the measureable device current). To enable a comparison of simulation results to experi-
mental CRS data [26], this model is fitted to a LTaOx = 11 nm Pt/TaOx/Ta device I-V characteristic 
measured by Nishi and Schmelzer ([22], Fig. 2b), see Figure 8. Note that for this device thickness 
a quite large area dependent parallel current (IArea) is present, which is the dominant current share 
in the high resistive state (HRS) [22]. Parameter details can be found in [4]. 
For simulation a VerilogA behavioural model of the single Pt/TaOx/Ta device was implemented. 
This module can then be connected to other circuit elements, e.g. a second module with reversed 
pins to form a complementary resistive switch. As can be seen in Figure 8, the criterion 1 (basic 
I-V non-symmetric) is fulfilled by this model. For a next qualitative check of model consistency 
a triangular input signals of different sweep rates is applied to the memristive model (Figure 9). 
As know from experiment, SET and RESET voltages increase with increasing sweep rate. How-
ever, the actual device kinetic is extracted by applying voltage pulses of different pulse height 
to the device model. The resulting SET time (tSET) dependency is depicted in Figure 10. This 
plot reveals the exponential nature of tSET which is a general property of resistive switches (cri-
terion 2). Note that the quasi-static SET time for the underlying device is relatively large, thus 
the curve is shifted in parallel compared to the measurement data which reflect the medians of 
a large set of measurements. 
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Figure 7: Eqivalent circuit model of the 
Pt/TaOx/Ta device. From [4]. 
Figure 8: Measured I-V characteristic of a 
Pt/TaOx/Ta device [14] and corresponding 
simulation of the memristive VerilogA model. 
(a) On linear scale, and (b) on logarithmic 
scale. From [4]. 
 
 
 
 
 
 
Figure 9: Sweep rate 
dependency of the simulated I-V 
curve of the Pt/TaOx/Ta device. 
The arrows indicate the run of 
the curve. From [4]. 
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Figure 10: Pulse height 
versus SET time for a 
Pt/TaOx/Ta device (quasi-
static VSET » 2.2 V) and a 
median device for 
comparison (quasi-static 
VSET » 1.4 V). The dashed 
trend lines are parallel. 
From [4]. 
 
In addition, also two anti-serially connected devices, i.e. a complementary resistive switch were 
simulated. In Figure 11, the resulting I-V curve is depicted in linear and logarithmic scale, re-
producing very well the shape known for TaOx CRS devices [13, 6]. In result, also criterion 3 
is valid for this memristive model. 
 
Figure 11: CRS simulation, (a) linear scale, (b) logarithmic scale. (c) and (d) depict the I-V 
curves of a typical TaOx-based CRS cell. From [4]. 
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3 ReRAM-based Logic Approaches 
3.1 Different ReRAM-based approaches 
There are several ideas how to use resistive switches for reconfigurable logic applications in 
hybrid CMOS - nanoelectronic circuits. Most concepts aim on realizing field programmable 
logic arrays (FPGA) or programmable logic arrays (PLA) by use of resistive switches. Concepts 
can be classified by their mode of application: 
• Resistive Switches as Programmable Interconnects 
• Resistive Switches as Memory Cell 
• Resistive Switches as Latching Device 
First concepts for resistive switch-based logic rely on the idea of using programmable intercon-
nects. Since resistive switches are either high- or low-resistive, connections between two lines 
can be programmed by such non-volatile switches. 
In the Teramac concept [42], each memory cell of a conventional memory array controls a 
resistive switch in a crossbar array, which is processed on top of the memory array (see 
Figur 12). Since one memory cell is needed for each resistive switch, this concept is not very 
efficient. In fact, because a CMOS-based conventional memory array is essential for the Tera-
mac concept, no benefit compared to purely CMOS-based memory used as look-up table results 
from this approach [43]. 
 
 
 
Figure 12: The Teramac concept. 
Each resistive crossbar junction 
is controlled by a memory 
element. From [42]. 
PLA concepts are based on two crossbar arrays of programmable interconnects, one imple-
menting AND to form the minterms and one implementing OR to realize all logic functions in 
a two level logic representation. PLAs can be used as logic blocks in FPGAs [44], but since 
logic blocks (and therefore the crossbar arrays) are typically small for realistic FPGA applica-
tions [45], CMOS overhead is large. On the other hand, due to the sneak path problem, the size 
of usable crossbar arrays is limited anyway. A resistive PLA logic block realizing a crossbar 
full adder is given in [46] (see Figure 13). 
There are also PLA concepts with a latching device for storage and signal regeneration inte-
grated in the crossbar array. In [47], the use of two tunnelling diodes, so-called goto pairs, was 
suggested as latch, while a BRS and a diode were suggested in [48] to form a crossbar latch. 
For these approaches, two clock signals are needed. 
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Figure 13: Resistive 
PLA crossbar full 
adder. From [46]. 
 
 
 
 
 
 
 
 
 
 
Figure 14: CMOL 
and FPNI concept. 
From [49] 
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In the CMOL FPGA concept [43], a sea of elementary CMOS cells, each consisting of two pass 
transistors and an inverter, is connected to a nano-crossbar array consisting of discontinuous lines 
(Figure 14). The elementary CMOS cells are connected to each other by programmed (BRS 
switched to LRS) junctions allowing for wired-or logic. Both nano crossbar layers must be con-
nected to CMOS via nano pins, making fabrication very difficult. Since actual nanowire structure 
and connectivity must be evaluated after fabrication, mapping is very challenging [49]. 
A similar concept to CMOL is called FPNI (field programmable nanowire interconnect, see 
Figure 14). Nano junctions are only used for routing and only one height of nano pins is needed, 
but crossbar array in FPNI is sparser, degrading performance to about 50% [50]. 
In conclusion, the common feature of these approaches is that resistive switches are configured 
once, or very infrequent, to adjust a logic function. In consequence, junctions are either set as 
a closed connection (LRS) or an open connection (HRS), making no use of the inherent memory 
feature of resistive switches. 
A completely different approach is based on memories where, for example, resistive memories 
are used as look-up tables in FPGAs. In [51], 1T1R memories are suggested as replacements of 
SRAM-based look-up tables (LUTs). Also, crossbar memory-based LUTs are thinkable, but 
the overhead is large due to small array sizes used in conventional FPGA design. In [52], an-
other memory-based computing approach for FPGAs with need for large crossbar arrays - and 
thus small CMOS overhead - is suggested. In this approach, multi-input-multi-output LUTs are 
mapped on a large crossbar array memory simplifying routing constraints [52, 53]. 
In full sequential logic concepts, no combinational logic blocks are present. In [54], the (mate-
rial) implication is given as a basic logic function in need of two BRS and a load resistor RG 
forming the 'IMP-gate' (see Figure 15 and compare latch described in [55, 56]). This operation 
can be performed in four steps (cf. Figure 16a): 
1. Set device P to p (VP = ±VWrite) 
2. Set device Q to q (VQ = ±VWrite) 
3. q’ = p IMP q (VP = VCOND and VQ = Vwrite) 
4. Read q’  
Note that the load resistor must be in the range of RLRS < RG < RHRS. 
 
 
 
 
 
Figure 15: IMP operation 
realized by two bipolar 
resistive switches and a 
load resistor in four steps. 
Reproduced with 
permission from [54]. 
Since IMP and FALSE form a computationally complete logic class, more complex functions such 
as NAND can also be provided by three BRS and a load resistor in six sequential steps in [54]. 
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Due to the sneak path problem, this concept is limited to word structures or very small arrays, 
but can be used in an optimized form for CRS cells. Additionally, IMP or latch functionality is 
an intrinsic feature of a single BRS, thus the number of needed cells can be reduced in so called 
CRS-logic. 
In CRS-logic (approach 2), the input signals Vp = ±½VWrite and Vq = ±½VWrite are applied at the 
terminals T1 and T2 of the two terminal device. The final result is stored as resistive state Z. 
For Z = p IMP q the following steps are performed (Figure 16b): 
1. Init device Z to ‘1’ (VT1 = +½VWrite, VT2 = -½VWrite) 
2. Z’ = p IMP q (VT1 = Vq, VT2 = Vp) 
3. Read Z’  
 
 
 
 
 
 
 
Figure 16:  
(a) IMP approach according 
to [54] (‘Stateful’ logic).  
(b) IMP approach according 
to [5] (CRS logic). Blue cube 
represents state ‘0’ and the 
red cube state ‘1’. From [8]. 
Note that complementary resistive switches can be considered finite state machines offering 
two states, LRS/HRS (‘0’) and HRS/LRS (‘1’) (Figure 17). By applying input signals to the 
two terminals T1 and T2, a switch over from ‘0’ to ‘1’, or vice versa can be conducted. For 
example, if the device is in state ‘0’ (blue cube) the device will switch to ‘1’ if T1 = 1 and 
T2 = 0 [57]. In principle 14 out of 16 Boolean functions are feasible with a single CRS cell. 
Note, for XOR and XNOR two cells are required.  
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Figure 17: Logic state 
and terminal assignment. 
Finite state machine 
representation of a CRS 
cell. From [7]. 
3.2 In array computation 
Passive crossbar arrays for CRS-logic 
Ultra-dense ReRAM-based memory architectures will be hybrid architectures with a standard 
CMOS component which is responsible for controlling the passive crossbar arrays. These arrays 
will be fabricated on top of the CMOS layers in the backend of line (BEOL) [58]. In general, 
the size of the crossbar arrays should be sufficiently large to justify the control circuit overhead. 
Thus, either appropriate selector devices are required at each cross point, or complementary 
resistive switches should be applied [25].  
The basic idea underlying our approach is to extend the application of hybrid CMOS/crossbar 
architectures from pure memory operations towards array-compatible logic-in-memory opera-
tions, by enabling a sequential access to the crossbar array devices [5]. Figure 18a depicts a 
possible layout. The system could consist of many arrays and one control unit, which coordi-
nates and addresses the signals to the specific wordlines (wl) and bitlines (bl). A typical array 
size could be for example 128 by 128 lines. Figure 18b shows a system using CRS crossbar 
devices with only two arrays (A0 and A1) and an array size 3 by 5 to illustrate the basic concept. 
The structure of array A0 is depicted here. The corresponding CRS cells will be referred to as 
AzCRSwlxbly (cmp. Figure 18b), where Az denotes the name of the array, in which the cell can 
be found, wlx denotes the wordline of the cell and bly denotes the bitline. Thus the CRS cell 
A0CRSwl2bl0 is found in array A0 at intersection wl2 and bl0.  
Remember, CRS cells consist of two anti-serially connected ReRAM cells. (A basic CRS op-
eration in sweep mode is depicted in Figure 19a for example.) Both logic values ‘0’ and ‘1’ are 
represented by an in total high resistive state, since one cell is in HRS. ’0’ is represented by 
LRS/HRS and ‘1’ by HRS/LRS. The ‘ON’ state is only a transition state, which is reached 
while changing the inner state from ‘0’to ‘1’ or back. Here a half select scheme (e.g. [59]) is 
applied, so that there are three different voltage levels available at the word- and bitlines, low, 
high and ground. The devices need steep switching kinetics, since the devices must enable 
switching with the maximum voltage across the device for a given time period. Additionally, 
998
From Memristive Gate-Array logic to Neuromorphic Computing 21 — E4 
the cells must prevent switching if half of the maximum voltage is applied during the same time 
period. Note that a very steep switching kinetic is an intrinsic feature of resistive switching 
devices [21, 60], thus passive crossbar arrays are feasible. 
 
 
Figure 18: Expected system 
section layout, which 
consists of two Arrays (A0 
and A1) and a control unit. 
Each array has three 
wordlines (wl0,wl1 and wl2) 
and five bitlines (bl0, bl1, 
bl2, bl3 and bl4). The three 
red marked cells are used to 
compute a two bit addition. 
The control unit enables 
free communication between 
all lines and is a key 
element for consecutive 
logic. From [9]. 
 
To switch from ‘0’ to ‘1’ the high potential, which is represented by the logical one ‘1’, needs 
to be applied at the wordline and the low potential, logical zero ‘0’, at the bitline of the cell. 
Otherwise the machine will stay in the ‘0’-state. To switch from ‘1’ to ‘0’ the low potential 
needs to be applied at the wordline and the high potential at the bitline of the cell. Otherwise 
the cell will stay in the ‘1’-state. 
The general logic equation to represent this behavior is given by [5]: 
( ) ( ) RIMP '  NIMP 'Z wl bl Z wl bl Z= + (25)
where wl is the wordline connected to the device and bl the bitline, Z’ is the device state prior 
to the application of the signals at wl and bl, and Z is the device state after applying the signals. 
As follows, if the device is in state ‘1’ (Z’ = ‘1’), the cell performs a reverse implication (RIMP) 
if the cell is in state ‘0’ (Z’ = ’0’) an inverse implication (NIMP) is performed. 14 out of 16 
Boolean functions are directly feasible within this approach [5]. The XOR and XNOR functions 
can only be realized with a second CRS cell. Note that a computation on more than one device 
is feasible, if the wl or bl input is the same for these computations on different devices.  
Equation (25) must be considered as the basic equation to develop a synthesis tool for CRS-
logic.  
CRS carry bit and sum bit calculation 
An adder is the first step from basic logic operations towards complex arithmetic operations, 
since in CMOS all basic arithmetic operations (multiplier, divider and substractor) are in need 
of an adder. An adder consists of the possibility to calculate sum and carry bits. Figure 19c 
depicts the truth tables of the carry and the sum function. In these functions the actual State Z’ 
is interpreted as the carry of significance i ci, while the input variables ai and bi are the bits of 
the input words a and b with significance i. To compute ci+1 ai and the negate of bi are applied 
Control
Unit
Array A0 Array A1
bl4 bl3 bl2 bl1 bl0
wl0
wl1
wl2
bl4 bl3 bl2 bl1 bl0
wl0
wl1
wl2
bl2
bl1
bl0
bl3bl4
wl2
wl1wl0
A0CRSwl2bl0
a)
b)
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to the wordline wl and bitline bl, respectively. Thus, using equation (25), the carry of the next 
higher significance ci+1 can be calculated by the following equation in just one step:  
( ) ( )i+1 i i i i i ic = a  RIMP b c + a  NIMP b c (26)
In the next few lines it is shown that this equation offers the correct result for ci+1, which is in 
general expressed by: 
i+1 i i i i i ic =a b +a c +b c (27)
This can be rewritten as follows: 
   ( ) ( ) ( )i+1 i i i i i i i i i i i ic = a b c + c + a b +b c + a + a b c  
          ( ) ( )i i i i i i= a +b c + a b c  
          ( ) ( )i i i i i i= a  RIMP b c + a  NIMP b c  
(28)
Thus, the carry calculation is an intrinsic feature of the CRS-logic.  
In contrast, the sum needs two steps. First, actual state Z’ is interpreted again as the carry of 
significance i ci. The input variables ai and bi are applied to the wordline wl and bitline bl, 
respectively, to calculate the intermediate state s′�: 
( ) ( )i i i i i i is' = a  RIMP b c + a  NIMP b c (29)
Next, ci+1 is required as an input signal at the bitline, while bi is applied to the wordline: 
( ) ( )i i i+1 i i i+1 is = b  RIMP c s' + b  NIMP c s' (30)
Note: It is favourable that the first sum computation step and the carry calculation step need the 
same input signal at the wordline, so both steps can be calculated at the same cycle in two 
different devices. Since the sum function needs ci+1 as an input signal and only a destructive 
read-out is available, ci+1 needs to be calculated in a different cell or needs to be written back. 
The read-out scheme is depicted in Figure 19d. A read-out is performed by applying ‘1’ at the 
wl and ‘0’ at the bl. Due to the fact that the state can be switched from ‘0’ to ‘1’ (destructive 
readout) it is possible that a write back step is needed. If a current spike is detected in the read-
out cycle, the stored information is interpreted as a ‘0’, if no current spike occurs the infor-
mation is a ‘1’. 
Adder scheme 
In this section, a way to perform multi-bit operations is introduced. Since CRS cells are passive 
devices there is no way, that they can pass information to the next stage. This is a major issue 
for complex calculations, which need more than one step or more than two input signals, like 
an adder. Hence either every intermediate step needs to be read out or the stored information is 
interpreted as a kind of ‘third input’ in the next step. As previously explained a read-out is 
destructive and requires a write back, if the data is needed later on. So the second possibility is 
preferable as it should be faster and more energy efficient. In fact, using parallel computing and 
stored information as a kind of ‘third input’ are the keys to designing a CRS adder. 
A difficulty in realizing an adder in CRS arrays was that there is no direct XOR-functionality 
available in CRS-logic [5]. But as shown before (cmp. Figure 19c), it can be implemented in 
two steps by providing additional information from an auxiliary calculation, which is read out 
and used as an input signal. 
More details and exemplary adder implementation can be found in [9, 61-62]. 
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Figure 19;  
(a) Basic CRS I-V-
Characteristic. The logical 
state ‘0’ is represented by the 
LRS/HRS state, logical ‘1’ is 
represented by HRS/LRS and 
LRS/LRS is named ‘ON-state’ 
which is a transition state. The 
‘ON-window’ is defined by 
Vth,2-Vth,1.  
(b) CRS as a finite state 
machine. The inputs at 
wordline wl and bitline bl are 
a high potential, represented 
by a logical one ‘1’ and low 
potential represented by a 
logical zero ‘0’.  
(c) Truth tables for a carry 
and a sum functionality. The 
carry operation needs just one 
cycle (yellow), for which the 
actual state is interpreted as ci 
and the resulting state is ci+1. 
The sum operation needs two 
cycles. In the first cycle (light 
green) the actual state is taken 
as ci and the resulting stet is 
interpreted as the intermediate 
state ݏԢ௜ In the second step 
(dark green) the actual state is 
the previously calculated ݏԢ௜ 
and the resulting state is the 
sum bit ݏ௜. Note that for the 
second step ci+1 is needed as 
an input signal at the bitline, 
so ci+1 needs to be calculated 
in another cell in a previous or 
in the same cycle.  
(d) Read-out operation (grey) 
for a CRS cell. A ‘0’ was 
stored if a current spike 
(turquoise) is detected, if not it 
was a ‘1’ (turquoise). 
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4 ReRAM-based Neuromorphic Circuits 
4.1 Artificial Neural Networks 
Artificial neural networks are intended to solve complex machine learning tasks by using mas-
sive parallel data processing in a similar way as in biological neural systems. A recent approach 
to mimic biology is to emulate the basic processing elements directly in hardware.  
Animal and human nervous systems can be considered as the most successful physical realiza-
tions for processing of information. They are capable to learn, to adapt to the unexpected, to 
self-organize, and finally are by far the most energy-efficient computing systems by means of 
exhaustively exploiting parallelism. In contrast to conventional computing paradigms known 
from artificial digital computer architectures, the brain appears to be a non-digital, non-deter-
ministic dynamic system comprising noisy computing elements. In this view, the result of a 
neural computing operation is due less to external programming and more to interacting com-
puting elements under the strong influence of input signals. In the past decades the modelling 
of the brain in regard to its function has been made considerable progress, in the first instance 
by coming up with models for associative memories and layered neural networks. These mod-
els, however, were disregarding the property of almost any neuron, namely to emit discrete 
spikes for communication. Instead, analogue input signals were transformed into an analogue 
output signal representing an average firing rate by means of a sigmoid activation function. The 
emphasis in this neural network models was put on the generation of structures (i.e. “networks”) 
by a learning process [63]. In particular, the learning process was organized in such a way, that 
the actual output of a net was brought as close as possible to a given (desired) output by mini-
mizing an error signal. The substantial prerequisite for this optimization process was to intro-
duce synaptic plasticity, i.e. the opportunity to modify synaptic coupling strengths using a learn-
ing rule which is driven by locally available signals such as presynaptic as well as postsynaptic 
actions potentials. Here, especially those synapses are strengthened whose transmitted action 
potentials are most successful in predicting the signal of the receiving cell. Conversely, those 
connections are weakened whose transmitted action potential disturb the signal of the receiving 
neuron considerably. However, there are very restrictive limits for a learning tasks organized 
in such a way. Efficient learning of a net can only be guaranteed if the presented learning pat-
terns on one hand comprise a content of information of few 100 bits only, and on the other hand 
belong to the same context [64]. By increasing the size of the input patterns as well as the 
network size (i.e. number of neurons and synapses) a considerably increased learning effort is 
required to separate the significant connections from the insignificant ones which is hard to be 
carried out by statistical means only. The more fundamental reason for this difficulty relies in 
the fact that spikeless neural networks are unable to express binding between neurons. A way 
out of this dead end is to get the models for neurons and synapses closer to biological reality. 
Instead of average spike rates, spikes or whole sequences of spikes could be considered includ-
ing the models for neurons and synapses which are capable to produce and to process spikes. 
By consideration of a temporal signal structure it is possible to particularly take signal correla-
tions into account in order to encode information. Temporal binding (in the specific form of 
synchronously spiking neurons) is experimentally well documented [65, 66].  
The majority of neurons possess a structure which can be decomposed into three parts. Out of 
the soma sprout out a strongly branched extension the so-called dendrite. The dendrite serves 
as a physiological structure for collecting signals from other neurons and transmitting them to 
the receiving soma. The third part is a longer and less strongly branched extension of the soma, 
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the so called axon. Signals produced by the soma are transmitted via the axon to other neurons 
using their dendrites to receive these. In particular, electro-physiological measurements of in 
vivo neurons revealed that electrical pulses propagate along the axon featuring amplitudes of 
about 100mV and a pulse width of less than 2ms. Such spikes (or pulses) are termed action 
potentials [67]. Both, the onset of a spike as well as the specific shape of a spike are explained 
by an exchange of ions (Na+,K+,Ca2+,Mg2+) through the neuron’s cell membrane using dedi-
cated ion channels. The most famous model describing the spike creation and propagation math-
ematically is the Hodgkin-Huxley model, which has been published in 1952 [68].    
Synapses are the fundamental connection elements between neurons. Synapses propagate 
spikes from a presynaptic cell (a spike transmitted on a cell’s axon) to a postsynaptic cell (i.e. 
to a cell’s dendrite). If an action potential reaches a synapse so-called neurotransmitters are 
released into the synaptic cleft and diffuse to the synaptic spine. Here, these transmitters tem-
porarily bond at receptor molecules. Then, the permeability of specific ion channels is momen-
tarily influenced which results in a postsynaptic current (PSC) crossing the cell membrane of 
the receiving neuron. The effect of a PSC can be either excitatory or inhibitory. In case of an 
excitatory acting synapse an arriving action potential may cause an action potential to be gen-
erated by the receiving neuron. The PSC is then called excitatory postsynaptic current (EPSC). 
In turn, if a PSC is acting towards a suppression of an action potential the PSC is called inhib-
itory postsynaptic current (IPSC).  
In particular, a synapse is modelled by an equivalent conductance where the PSC is passing 
through. Using t=tf as the onset of the presynaptic action potential the synaptic conductance is 
modelled by a time-dependent function: 
( ) ( )
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The empirical parameters a as well as b are used to fit the specific time response of a synapse. 
The PSC is driven by the intrinsic Nernst potential of the associated ion type and the outer 
membrane potential resulting in a change of the membrane potential, which is often designated 
as postsynaptic potential (PSP). In analogy to EPSC and IPSC the impact of a PSC to the PSP 
is either called excitatory postsynaptic potential (EPSP) if the membrane is getting depolarized 
or called inhibitory postsynaptic potential (IPSP) if the membrane potential is driven towards 
its resting potential. It has to be noted that postsynaptic reaction due to an incoming action 
potential is not always observed. In fact, the release of neurotransmitter is a statistical process 
[69]. In order to account for this process, a probability factor p is introduced which models the 
relative fraction of connections between pre- and postsynaptic cell that are transmissive on the 
average. By the combination of (4.2.1) and p an effective weight W (i.e. the synaptic efficiency) 
between pre- and postsynaptic cell can be defined.  
Most synapses of a neuron are located at the branches of the dendritic tree. Typically, the den-
dritic tree is modelled as a distributed conduction net (e.g. a branched wire) characterized by 
series resistances and capacitances. Synapses situated at particular locations are modelled by 
shunting resistors connecting the dendrite to specific (but virtual) nodes comprising the ion-
specific Nernst potentials. In most cases, the time-variant properties of the dendritic tree are, 
however, neglected. The synaptic inputs are considered to be active directly at the neuron’s 
soma which leads to the so-called point neuron model.   
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Figure 20: 
Point Model of 
a Neuron. 
 
Figure 20 shows an example of a point model. The membrane of the neuron is modelled by a 
capacitance C which is getting charged by a total synaptic current Ii: 
ii
i IUG
dt
dUC +⋅=⋅ (32)
In eq. (32) Ui describes the membrane potential while G represents an ion-unspecific leakage 
conductance. Note, that the resting potential of the neuron has been - without restriction to the 
generality - arbitrarily set to Urest = 0 V. The total synaptic current Ii appears to be composed of 
individual currents generated from synapses  
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In eq. (33) t, Ni, tf,j(n)Ii0 describe time, set of neurons presynaptically connected to neuron i, n-
th firing onset of neuron j and an unspecified analogue input current. With respect to eq. (31) 
the relation 
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∈ χ (34)
is often used. By integration of eq. (32) the time course of the membrane potential Ui is given. 
It has to be said, that eq. (32) describes a so-called subthreshold dynamics. The kinetics for 
generation and delivery of a spike is not included in eq. (32). By analysis of the Hodgkin-
Huxley equations it turns out that eq. (32) is valid until Ui crosses a certain neuron-specific 
threshold Uth. Then, the course of the membrane potential follows a comparatively strict char-
acteristic which is almost independent from the actual input. This is the action potential. Even 
though, in most artificial systems the exact pulse characteristic (i.e. the pulse shape) is not re-
produced. Instead, a more or less simple pattern is used: a pulse of rectangular shape with fixed 
amplitude and fixed pulse duration td. By specifying Uth the onset of a pulse is given by 
0
)(
,)( >=
dt
tdU
UtU fithfi (35)
The detection of the condition eq. (35) is realized by a separate amplifier (cf. Figure 20) which 
generates the output pulse and initiates the discharge of the membrane capacitance C via Rmin. 
The ability of neural networks to process information obviously lies in the given connection 
structure, the individual effective connection strengths Wij and the network’s ability to establish 
new connections as well as to die out unnecessary connections between neurons. Especially in 
networks where pulses (spikes) are used to transmit information, signal correlations can be 
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taken into account for the decision which neurons should be connected and which should not. 
Rules for the modification of the synaptic strength which take the temporal structure of pulse 
activity into account are summarized under the term Spike-Timing Dependent Plasticity 
(STDP).  STDP can appear on various time scales. Rules causing particular connections to be 
established persistently (e.g. long term potentiation, LTP [70]) are associated with a learning 
process. On the other hand synapses exist that show an extremely short-term persistence in its 
synaptic efficiency [71, 72].   
Synaptic plasticity is reflected by a change of the synaptic efficiency Wij. Typically, the change 
is mathematically described by a differential equation. Any rule describing the change of Wij 
takes only local signals and states into account in order to keep biological plausibility. For 
synaptic plasticity based on STDP the presynaptic action potential Xj, postsynaptic action po-
tential Xi, the postsynaptic membrane potential Ui, and derived quantities can be considered as 
driving forces for changing Wij, cf. Figure 21. 
 
 
 
 
 
 
Figure 21: Change of 
synaptic efficiency as a 
function of local 
signals, from [73].  
A simple STDP rule fulfilling Hebb’s postulate [74] is given by 
( ) ( ) 0!≥⋅−⋅+−=⋅ ijjiijij WXBUWdt
dW χμτ .  [73] (36)
In eq. (36) τ, B, µ, Xj, Ui describe a time constant, an adaptation threshold (0 < B < Uth), an 
adaptation factor, the presynaptic action potential, and the postsynaptic membrane potential. If 
τ is small compared to the average spike interval of Xj the weight Wij initially decays to almost 
0. If the membrane potential Ui is close to the receiving neuron’s threshold (e.g. by receiving 
input from a different functional layer) and the presynaptic neuron fires, the weight Wij rises 
exponentially (note that a feedback path exists between Wij and Ui by eq. (32)) causing the 
receiving neuron to fire synchronously to Xj. In the case that Ui is significantly lower than B, 
the weight Wij decays rapidly to 0 which results in a completely decoupled state. In other words, 
synapses of type eq. (36) tend to synchronize neurons, in case that they encode similar infor-
mation [73]. Synapses of type eq. (36) were successfully used to implement various functional 
layers of early processing stages of an artificial vision system. Emphasis is to be laid on the 
implementation of orientation-sensitive features detectors based on Gabor-wavelets, segmenta-
tion of grey-level encoded images, and feature binding [73, 75-77]. 
By enlarging τ (i.e. enlarging of the time scale) the subthreshold characteristics represented by 
Ui can be replaced by the action potential Xi. Then, equation (36) is transformed into 
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( ) ( ),...,, ijjijiij WXXFXXdt
dW
+⋅⋅=⋅ χμτ
. 
(37)
In eq. (37) the co-existence of spikes results in a strengthened coupling of neuron i and neuron 
j in a long-term view, which was the original intention described by Hebb [74]. Modifications 
of eq. (37) were successfully applied for various applications including associative memories 
[78], hebbian based maximum eigenfilter (Oja’s rule and principal component analysis), inde-
pendent component analysis [63], and much more besides these.  
4.2 CMOS neuromorphic circuits 
So far, the computational complexity of realistic neuron and synapse models prevented the sim-
ulation of large scale networks on standard computer systems making it necessary to come up 
with dedicated hardware architectures, which are capable to simulate functional networks in 
real time. In the past decades major effort has been made to mimic the behaviour of biological 
neurons and synapses by means of integrated circuits based on CMOS technology. 
In the following a set of fundamental CMOS circuits is shown which are frequently used in 
neuromorphic circuits. The main purpose is to illustrate the requirements for the implementa-
tion of spiking neurons and hebbian synapses. Though this overview must be incomplete, last 
but not least due to the exhaustive literature that has been published over the years, it clearly 
demonstrates the persistence of a gap between circuit complexity induced by synaptic dynamics 
and CMOS scalability. In order to close this gap, new device concepts need to be developed. 
Especially ReRAM devices are considered as key elements to realize highly scalable and low-
power neuromorphic systems consist using a hybrid analog-digital circuit approach. The spe-
cific properties of ReRAM devices that make those devices highly useful as artificial synapse 
are highlighted in detail. Especially, the multi-level capability of ReRAM devices enables the 
implementation of learning rules such as Spike-Timing Dependent Plasticity (STDP). The scal-
ing perspectives of ReRAM based neuromorphic architectures are elaborated on, revealing a 
scaling potential below 10 nm. 
The simplest circuit for the implementation of a neuron model capable of receiving and gener-
ating pulses is shown in Figure 22. The circuit consists of a threshold switch and a capacitor 
formed by the gate-bulk capacitance of a transistor. The gate-bulk capacitor of a MOS transistor 
is an optimal realization of the membrane capacitor with regard to area.  
In order to meet power figures comparable with biological neurons typical currents in a circuit 
implementation are bound to several x10-8A. The threshold switch should have a large hystere-
sis in order to exploit the voltage range defined by the supply voltage to its full extent and 
minimize the area of the membrane capacitor. In concurrent CMOS technology the voltage 
difference between the resting potential after firing and the switching threshold is limited to 
values of about 0.5V up to 1.0V. Applying a charge current of 10nA a capacitor of 100pF would 
be required to model the dynamic properties of a cell membrane under the assumption of an 
integration time of 10ms (equivalent to a pulse frequency of 100 Hz). This capacitor becomes 
very inefficient in regard to area occupation (i.e. in 130nm CMOS technology an array of 
16.000 neurons would have an area occupation of 320mm2). It is therefore necessary to scale 
up the typical (expected) firing frequency and to scale down the pulse duration td in order to 
obtain reasonable figures for the required area. In order to limit the active power consumption 
of the circuit, the average pulse frequency has to be bound to an upper limit. Reasonable values 
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for the highest pulse frequency are between 1 MHz and 10 kHz which keeps the order of mag-
nitude for power consumption compared to biological neurons. It follows that typical imple-
mentations of pulsing neurons rely on a membrane capacitance considerably less than 1pF but 
still larger than 100 fF [73][77a]. 
 
 
Figure 22: Block Diagram and CMOS circuit implementation of a Neuron, from [73]. 
A threshold switch featuring positive feedback is shown in Figure 22, within the dashed area. 
The first stage is composed of a differential pair with current mirror. The tail current of the 
differential pair flows continuously. Due to power consumption this current must be chosen as 
small as possible. Conversely, by reduction of the tail current the switching speed of the circuit 
gets lost. Especially a delay between the input signal crossing the threshold and the rising edge 
of the output signal can be expected at low tail currents causing the circuit to operate in an 
unstable regime. An acceptable compromise can be found for a tail current of 20nA (in this 
example for a 130nm CMOS technology). 
The following stage is a PMOS source stage with constant source current load. This stage sig-
nificantly contributes to the voltage gain of the amplifier. The last stage is realized with an 
inverter comprising minimal dimensions. Its input signal is amplified enough in order to ensure, 
that the voltage range causing a cross current through the inverter is passed sufficiently fast.  
Finally, the positive feedback is realized with a bipolar switch either the upper (Uplus) or lower 
(Uminus) threshold voltage is passed to the non-inverting input of the amplifier. In the receiving 
phase of the neuron Uminus is continuously compared with the membrane voltage.  
By reaching the threshold the state of the output signal flips and the membrane is charged to 
the level of Uplus, cf. Figure 23. 
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  Figure 23: Pulse generation using a constant PSC, from [73]. 
 
Figure 24: Layout of an artificial neuron in 130 nm CMOS technology. Roughly 80% of 
the layout area is occupied by the membrane capacitance. 
Figure 24 shows the layout of a neuron circuit. It clearly shows that the membrane capacitor 
represents the main area contribution of the circuit. Because the number of neurons in a neural 
net is moderate (compared to the number of required synapses) this area effort is acceptable.   
Figure 25 shows the fundamental circuit of a dynamic synapse. The weight Wij is represented 
by a voltage Uweight which is caused by charges stored on Cweight. Dependent on Uweight transistor 
MN0 delivers a current proportional to its gate-source voltage which requires MN0 to be operat-
ing in the triode regime. An incoming pulse Xj turns on transistors MN3 and MN4. The circuit 
composed of MN5 and MN6 realize a current divider. I.e. the synaptic output current Iji is a de-
fined fraction of the drain current delivered by MN0. The current ratio depends on the externally 
applied voltages Ucdiv1 and Ucdiv2. The reason for choosing a current divider is given by the fact 
that MN0 cannot deliver currents below a limit defined by the triode regime of operation which 
is approximately found at 100nA. Smaller synaptic currents have to be derived from the drain 
current ID by dividing ID using a fixed ratio. Here, synaptic output currents less than 2nA can 
be realized in a stable way.  
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Note that MN5 and MN6 represent a differential pair whose tail current is modified by changing 
Uweight. This change is achieved by delivering a current Iadapt to Cweight. Synaptic plasticity can 
be realized by introduction of a specific circuit delivering a particular current in relation to the 
chosen adaptation (or learning) rule. Figure 26 shows a circuit implementing an approximate 
behaviour with regard to the rule eq. (36).  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 25: CMOS 
circuit of a dynamic 
synapse. 
 
 
Figure 26: CMOS implementation of a specific learning rule, from [73]. 
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Basically, transistor Ma and Mb form a differential pair. While the input voltage for transistor Mb 
represents the parameter B in eq. (36) the input voltage of transistor Ma represents the membrane 
potential of the receiving neuron. Using current mirrors the output current of the circuit is the 
difference of the drain currents delivered from Ma and Mb. For small voltage differences (Ui-
U(B)) the output current is a linear function of the voltage difference while for larger voltage 
differences the output current saturates to the tail current I(µ) (keeping the sign of the voltage 
difference) which specifies the maximum adaptation rate. The transistor Mγ represents the leak-
age term in eq. (36). By keeping the requirements for signal currents comparable to the specifica-
tions made for the neuron circuit, Cweight is found in an order of magnitude similar to the mem-
brane capacitance. However, if the weight capacitor is reduced in its capacity a faster – and hence 
a more bipolar-oriented – characteristics is obtained. Learning, in contrast to adaptation, is a pro-
cess which operates on a larger time scale and has a need for persistent representation of memory 
states. It has to be concluded, that a small-sized persistent (non-volatile) memory element needs 
to be found. Since the number of synapses in a neuromorphic system is by roughly 3 orders of 
magnitude larger than the number of neurons the synapse circuit should be as simple as possible. 
It should comprise an inherent dynamics for weight change, it should comprise multilevel capa-
bilities, and weight storage should be non-volatile unless a change in the synaptic efficiency is 
necessary in order to improve the system performance (cmp. Figure 27). 
 
 
 
Figure 27: Layout of 
an adaptive Synapse 
in 130nm CMOS 
technology. 
4.3 ReRAMs for neuromorphic circuits 
Most recent neuromorphic approaches are based on pure CMOS or SOI technology. However, 
the soon projected availability of novel nano devices [58] offers some unique properties which 
are highly advantageous for implementing hardware synapses [79].  
Depending on each approach one or more of the following properties are exploited [2]: 
• Non-volatility / Volatility of resistive states 
• Non-linear switching kinetics 
• Multilevel resistance behavior 
• Switching statistics 
• Capacitive properties 
The basic idea in most ReRAM-based neuromorphic approaches is to consider ReRAM de-
vices, or small ReRAM-based circuits, as artificial synapses. One of the first ideas to use Re-
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RAM devices for neuromorphic applications goes back to Likharev [80], introducing the con-
cept of ‘Crossnets’ which uses ReRAM devices as programmable interconnects, i.e. binary syn-
apses. On top of CMOS-based neurons, a crossbar array of nano-scaled ReRAM devices is used 
for reconfigurable wiring of the neurons. Binary ReRAM synapses can also be directly used to 
implement associative memories [81, 82]. Note that distinct I-V non-linearity of the LRS branch 
is required in this approach, which is difficult to achieve with common ReRAM devices [83]. 
Thus, a serial selector is usually required. 
Further concepts consider the tunable resistive state of ReRAM devices as synaptic weight. By 
doing so, synaptic plasticity rules can be implemented. In biological systems, neurons com-
municate between them through synapses, which are characterized by a weight, as schematized 
in Figure 28a. By updating the weight of the synapses, the communication between a pre-neu-
ron (before the synapse) and a post-neuron (after the synapse) changes, enabling the possibility 
of implementing biological operations such as pattern learning and recognition. The weight of 
the synapses is updated following a learning rule called Spike Timing Dependent Plasticity, or 
STDP, which depends on the relative timing of the electrical pulses arriving from the pre-neu-
ron and the post-neuron on the synapse. In case the pre-neuron spikes before the post- neuron, 
the synapse conductance is enhanced, while, in case the post-neuron spikes before the pre-neu-
ron, the synapse is depressed, hence the synapse conductance is decreased. The biological re-
sults are shown in Figure 28b for the case of a rat-hippocampal neuron, showing an approxi-
mately exponential behaviour. In 2008 G. Snider suggested to implement STDP through the 
use of memristors as synapses since the gradual conductance modulation of the memristor 
makes it a promising nanoscale device for emulating synapses in artificial neural networks [84]. 
A single spike cannot alter the resistive state, and weight update is induced when a post and pre 
synaptic pulse overlap. Note that the pulse width of the spikes is decreased successively with 
time according to an exponential law. Moreover, the synaptic weight is either increased or de-
creased, depending on whether excitatory or inhibitory inputs are applied. 
Interestingly, the exemplary STDP approach of Snider uses three specific ReRAM properties, 
namely non-volatility of resistive states, non-linear switching kinetics and multilevel resistance 
behaviour, whereas the Crossnet approach only requires non-volatility. 
The first experimental evidence of the feasibility of the STDP learning curve with memristors 
was in 2010 by S. H. Jo, et al. [85]. The conductance update is reported in Figure 28c and it 
shows a conductance increase corresponding to a pre-neuron that spikes before a post-neuron, 
hence � � �  ����  �  �����  <  0. Conversely, when the pre-neuron spikes after the post-neu-
ron, the memristor conductance is decreased, corresponding to a � � <  0. The obtained STDP 
curve shows an exponential behaviour which is consistent with biological data in Figure 28b. 
Non-volatility and Volatility of Resistive States 
The non-volatility of the resistive states, i.e. the hysteretic memristive behavior, is the basic 
ReRAM property which enables synaptic functionality. In general, ReRAM devices offer long-
term state retention up to ten years at typical temperatures below 85 °C [86]. However, this is 
not true for all ReRAM devices and all the possible resistive states. In [87] the feasibility of 
short-term plasticity (STP) and long-term potentiation (LTP) was suggested for Ag2S based 
devices. The volatility of high ohmic ON states enables implementation of STP within a single 
ReRAM device depending on the spike rate, whereas the non-volatility of the permanent LRS 
enables implementation of LTP. Similarly, internal non-equilibrium states which cause an emf 
(electromotive force) voltage [88] may also influence the resistance states [89]. This means that 
ReRAM states can offer exponential forgetting, i.e., the resistive state is varied exponentially 
with time, depending on internal non-equilibrium states, for example. 
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Figure 28: (a) Schematic description of the role of the memristor as a synapse between
two neurons. (b) shows the experimental change of excitatory postsynaptic current
(EPSC) of rat hippocampal neurons as a function of the relative spike timing. (c) Ex-
perimental memristor STDP curve. The exponential behaviour is similar to biological
measurements. From [85]. 
Non-linear switching kinetics 
ReRAM devices in general offer a highly non-linear exponential switching kinetics [21, 90], 
i.e., the set time tSET exponentially depends on the applied pulse height. This feature can be used 
to implement Spike-Timing Dependent Plasticity (STDP) in a simple manner [84, 91]. 
For a certain pulse length, one can define a threshold voltage below which no switching occurs 
for the specific pulse duration. If we select a voltage Vpulse as pre-synaptic spike voltage and - 
Vpulse as post synaptic spike voltage, which are both well below the threshold voltage, the ap-
plication of either the pre-synaptic or post-synaptic pulse alone would lead to no or only a slow 
synaptic weight adaption. If pre or post synaptic signals occur simultaneously instead, the total 
voltage at the junction will be equal to 2Vpulse which shall be well above the threshold voltage. 
In this case, therefore, the synaptic weight adaption will be fast, thus enabling STDP. Figure 29 
shows a corresponding STDP implementation according to [91]. 
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Figure 29: (a) Implementation of simple STDP functionality using a ReRAM-based cross-
bar array. In this straightforward approach two types of pre- and post-synaptic signals, 
both being below the threshold voltage, are considered. Only if the post-synaptic signal 
occurs while the pre-synaptic signal is still active, the sum signal is large enough to in-
duce a fast change of the resistive state. If either the pre-synaptic or the post-synaptic 
signal is active, no or only a slow change of resistance state occurs. This approach is 
described in [91], for example. From [85], chapter 25. 
In [92] a similar STDP approach is suggested, but the spike's shape is more accurate in terms 
of biological signals. A recent review on STDP using memristive devices is [93] where also the 
impact of ReRAM device models is discussed. 
Multilevel resistance behavior 
Another property of ReRAM devices is the capability of multi-level resistances [94-97]. Mul-
tiple levels offer the possibility to have multi-bit synapses instead of binary synapses. 
Moreover, there are also reports on material systems which show a gradual resistance change, 
hence offer a gradual adaption of a synaptic weight [85]. Gradual tunable ReRAM devices offer 
the potential to mimicking biological synaptic behaviour more realistically than bistable devices 
(e.g. SRAM-based synapses). However, for typical ReRAM devices, the SET process is an 
abrupt process, and either a current compliance or a series resistor is required to obtain a certain 
multi-level or gradual tunable state, respectively. During SET a current compliance (e.g. pro-
vided by a transistor) or control of the RESET voltage Vstop. 
Switching statistics 
Another highly interesting property of ReRAM devices is connected to the device's switching 
statistics [79]. This property can be used to emulate the non-deterministic synaptic weight up-
date also known from biological synapses. Note that switching statistics of ReRAM devices is 
linked with the non-linear switching kinetics of the ReRAM device: Depending on the applied 
signal amplitude and pulse length, the mean SET/RESET operation time is varied. Moreover, 
the variance also depends on the voltage operation regime, i.e., the switching process which 
determines the kinetics. 
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This feature might be useful to implement learning tasks, e.g., probabilistic STDP [98]. There 
an Ag-based ECM cell in 1T1R (one transistor + 1 resistive switch) configuration is considered. 
By applying so called 'weak' switching conditions, a certain switching probability, e.g. 50 %, 
can be realized. Especially, for ReRAM devices offering an abrupt SET process, exploiting 
switching statistics might be easier than using the multi-level capabilities because simpler con-
trol circuitry can be applied.   
Capacitive properties 
In general, ReRAM devices are considered resistive devices. However, ReRAM devices consist 
of a metal/insulator/metal (MIM) structure, thus also offer a capacitance in parallel [99]. This 
capacitance can be exploited when considering CRS cells as binary synapses (Figure 30). The 
resistance of element A and B is switchable between the HRS and LRS, whereas the capacitance 
is completely specified by its dimensions and the permittivity of the insulator material. For the 
logic state ‘0’, element A is in the LRS, and thus the capacitance CA is short-circuited. In this 
case the overall capacitance is determined by CB. 
Figure 30: Equivalent circuit model of an associative capacitive network based
on CRS cells. Each CRS cell consists of two part cells A and B, offering differ-
ent capacitances CA and CB. 2M CRS cells are connected to each matchline. 
There are N matchlines where the Hamming Distance (corresponds to VML) 
between input and stored templates is evaluated in parallel. From [7]. 
Similarly, for state ‘1’, element B is short-circuited and capacitance CA dominates the overall 
device behavior. In result, the stored information of the CRS cell influences the detectable ca-
pacitance, which thus can be read out non-destructively. In Figure 30 a capacitive voltage di-
vider is formed with CML, and VML is evaluated using a sense amplifier. The switchable capac-
itance feature of this device can be used to extend the functionality of the binary synapse and 
enables pattern recognition tasks, so called Associative Capactive Networks [100].  
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To enable a proper matching operation a complement coding is applied: CRS cell T1 stores the 
information bit and CRS cell T2 stores the negate (see Figure 30). Correspondingly, both the 
search pattern (x1 ... xM) and its complement are applied to the CRS array. Thus, when consid-
ering N stored patterns, the array size is N x 2M. Finally, the similarity of input patterns (x1 … 
xm) and stored patterns is evaluated in parallel on each matchline (ML). Note that in an associ-
ative capacitive network, CRS cells can be considered binary synapses while the CMOS com-
parator circuit offers the Neuron functionality.  
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