Several recent papers have proposed schemes by which a dispersion measure, and hence electron column, could be obtained from a time-steady, incoherent radio source at a cosmological distance (such as an active galactic nucleus). If correct, this would open a new window on the distribution of intergalactic baryons. These schemes are based on the statistical properties of the received radiation, such as the 2-or 4-point correlation function of the received electric field, and in one case on the quantum nature of the electromagnetic field. We show, on the basis of general principles, that these schemes are not sensitive to dispersion measure (or have an extremely small signal-to-noise ratio), because (i) the classical 2-point correlation function is unaffected by dispersion; (ii) for a source with a large number of incoherently emitting electrons, the central limit theorem obliterates additional information in higher-order functions; and (iii) such an emitter produces a radiation density matrix that is equivalent to a statistical distribution of coherent states, which contains no information that is not already in the statistics of the classical waveforms. Why the proposed observables do not depend on dispersion measure (or have extremely tiny dependences) is discussed in detail.
INTRODUCTION
Estimates of dispersion measure (DM) using the frequencydependent arrival time of pulses from pulsars have provided some of the most useful constraints on ionized gas in the interstellar medium of the Milky Way Galaxy (Taylor & Cordes 1993; Cordes & Lazio 2002) and in the Galactic halo (e.g. Fang et al. 2013) . These estimates provide a direct measurement of the electron column density to each source, n e dℓ. They are independent of clumping factors, gas temperatures, and (in some wavebands) extinction, in contrast to emission-based probes of ionized gas. They are also independent of the metallicity and ionization state, unlike absorption line tracers. It would be extremely useful to have a similar electron column density probe for the intergalactic medium (e.g. McQuinn 2013).
Unfortunately, pulsars are intrinsically faint and the most distant ones observed thus far are in the Magellanic Clouds; for the foreseeable future, pulsar-based DMs are unmeasureable at cosmological distances. Two recent developments have renewed interest in dispersion measure as a cosmological probe. One has been the discovery of radio transients with durations of order milliseconds or less with a frequency-dependent arrival time consistent with plasma dispersion (Thornton et al. 2013 ; see also Lorimer et al. 2007 ). These transients' implied DM is far greater than that expected from the Milky Way and is consistent with an origin at cosmological distances (z of order unity). However, a terrestrial origin has not been excluded (see e.g. Burke-Spolaor et al. 2011; Loeb et al. 2013) . The other major development -and the subject of this paper -is the suggestion that DM could be measured in a continuous rather than pulsed source (Lovelace & Richards 2013; . If correct, then dispersion measures could be obtained using radio-loud active galactic nuclei (AGNs) as backlights, opening a completely new window on the study of intergalactic gas.
There are two recently proposed schemes for measuring the DM to a continuous synchrotron source. One uses the 2-point correlation function of the electric field between two neighbouring frequency channels. The idea is that in the presence of dispersion, these channels' cross-correlation should peak at a nonzero lag, with the signal arriving first in the higher-frequency channel (Lovelace & Richards 2013) . The other scheme is to use the 2-point correlation function of intensity fluctuations (which is a 4-point correlation function of the received electric field). It relies on the intuition that since dispersion within a frequency channel smears out the received synchrotron pulse from each electron, the timescale at which the intensity fluctuates should be increased relative to the DM= 0 case, where the correlation time is roughly the inverse of the bandwidth, ∼ ∆ f −1 ).
This paper shows that no scheme for measuring the DM to a time-steady incoherent radio source can work. The conceptual basis for this result is that the 2-point correlation function of the electric field contains no phase information and, hence, is insensitive to the phase shift that is produced by dispersion. While the nonc 0000 RAS Gaussian (or connected) part of higher-order statistics, such as the 3-and 4-point correlation functions, are indeed sensitive to dispersion measure, we show that the non-Gaussian part is undetectable for any potential incoherent source. This is a consequence of the the central limit theorem: the number of electrons contributing to a source's flux at any time is large and, hence, the signal is very Gaussian. There are exceptions to this argument: (1) the relative phase of both polarizations is observable in the 2-point correlation function (which is why rotation measure is measurable), and (2) the relative phase of the received wavefront is altered both spatially or temporally by density gradients along the sightline (yielding scintillations). However, neither of these loopholes is relevant to the determination of the dispersion measure, which is polarizationindependent, does not vary with observer position over accessible baselines, and does not produce amplitude fluctuations. This paper will also explain why the proposed observables in Lovelace & Richards (2013) and do not depend on DM, despite it seeming plausible that they would. In the case of the former observable (the 2-point correlation function between adjacent bandpasses), in addition to the effect discussed in Lovelace & Richards (2013) where an electronic pulse arrives earlier in the higher band, dispersion also distorts the pulse shape. We show that this distortion correlates the beginning of the lowerfrequency signal with the end of the higher-frequency signal, exactly canceling the impact of the delay on observed correlations. In the case of the latter observable (the temporal correlation of intensity fluctuations, or the 4-point correlation function of the electric field), for dispersed electron pulses, some electrons contribute correlated fluctuations in the intensity at unequal times -i.e. they contribute positively to δI(t 1 )δI(t 2 ) -but some electrons contribute anti-correlated fluctuations. The net result is that the intensity fluctuations decorrelate on timescales longer than ∼ ∆ f −1 even if the pulse from each electron is dispersed into a train whose temporal length is many times longer.
The only part of the intensity correlation function that does not decorrelate on timescales longer than ∆ f −1 is the connected part, where all 4 electric fields are contributed by the same electron; we show that this connected part is suppressed by a factor of 1/N e , where N e is the number of electrons that contribute to the observed electric field at any given time. For any realistic AGN this is negligible. Recently, Lieu et al. (2013) claimed that the suppression is only by a factor of 1/n γ , wheren γ is the photon occupation number seen by the observer. This would correspond to a quantum correction to the correlation function since it is proportional to Planck's constant: 1/n γ ∼ h f /kT sys . We show that quantum corrections do not enable one to measure the DM; the basic reason is that for near-classical sources, quantum intensity fluctuations (photon Poisson noise) are a feature of the uncertainty principle and its impact on the measurement process, and dispersion acts on the underlying wave function before the measurement is made.
The outline of this paper is as follows. In §2, we develop the formalism for correlation functions of the electric field received at a detector after processing through an arbitrary linear filter. We use this to prove in §3 that the 2-point correlation function of the received electric field contains no information about the dispersion measure, regardless of the filters applied and which signal channels are correlated. In §4, the procedure suggested by Lovelace & Richards (2013) is studied in detail as a special case. Intensity fluctuations are considered in §5, where we show that the component that depends on dispersion is completely undetectable. We further discuss the calculation in . The possibility of masers as a source for DM measurements is briefly considered in §6. We conclude in §7. Appendix A discusses the role of quantum mechanics in the emission process.
FORMALISM FOR ELECTRIC FIELD CORRELATIONS
Consider an optically thin incoherent synchrotron source. The notation here parallels that of Lovelace & Richards (2013) . Index notation will be used as follows: capital Roman alphabet ABC... denote signal channels (i.e. filtered electric fields in the chosen polarization state and filtered to the frequency band); lower case Roman indices i jk... denote pulses from relativistic electrons in the source (the observed signal is the sum of the electric field from each such pulse); and Greek indices αβγ... denote polarization states. All summations are kept explicit. Fourier transforms here will use the normalization convention
and convolutions are denoted by * , with
where tildes indicate the Fourier transform. The electric field from the source as emitted is given by
where the summation is over the pulse from each relativistic electron that contributes to the emission, E j is a normalization of the source strength, ψ jα (t) is the pulse profile, and t j is the time of the j th pulse. The rate of pulses is Γ and has units of s −1 ; the pulses are assumed independent so the number in any time interval δt is Poisson-distributed with mean Γ δt. Eq. (1) of Lovelace & Richards (2013) is similar except that the treatment here keeps the polarization index and the finite width of the pulse (i.e. it is taken as some function ψ j rather than a Dirac δ-function). This makes the treatment here more general, but neither of these details is important to the final result.
In coming to the Earth, the signal passes through an ionized cloud of some dispersion measure DM, which introduces a phase delay given by φ( f ). It follows that the received field is
Written in the time domain, one has E α = E em α * D, where
is the delay kernel. (Plasma birefringence or Faraday rotation is ignored here as it is not germane to the problem at hand.) An electric field observed with an actual detector A is sensitive to some polarization state p Aα with some linear filter χ A :
Here the bar is used to indicate an electric field processed through the polarization and spectral response of the telescope, feeds, and hardware and software filters, as opposed to the unbarred E α (t) which denotes a free-space electric field incident on the telescope. It is assumed that the bandpass filter falls off fast enough that we can approximateχ A ( f ) = 0 for f 0 -in particular, there is no direct-current (DC) sensitivity, i.e. thatχ A (0) = 0.
While Eq. (6) represents the electric field for an arbitrary bandpass, it is typical of a frequency channel in a radio receiver to have some central frequency f A and a bandpass shape (determined by some combination of hardware and software) with some width, B A . In this case, the output electric field is determined by the central frequency and a bandpass function ∆ A :
The operation considered here is -again following Lovelace & Richards (2013) -a multiplication against a local oscillator at frequency f A (i.e. the complex exponential e 2πi f A t ) followed by a convolution with the bandpass-limiting filter ∆ A , and finally by the prefactor that mixes the signal back to the original frequency.
1 The filter ∆ A is taken to have temporal width ∼ B
−1
A so that it passes a frequency width of order B A , and is normalized to unit transmission at the band center,∆ A (0) = 1. A simple example is of course the top-hat in frequency ∆ A (τ) = sin(πB A τ)/(πτ), though many other choices are possible. It is easily seen that Eq. (7) is equivalent to the general linear filter, Eq. (6), with
Note that since the filter χ is positive frequency only, χ A (τ) and henceĒ A (t) are complex functions. The real and imaginary parts of E A (t) correspond to the cosine-like and sine-like parts of E α (t) (see Eq. 7) in the same sense that a complex phasor is used to describe a real oscillatory function. This paper is concerned with time-steady radio sources and, hence, we are interested in correlation functions ofĒ A (t). The "1-point correlation function" we write as Ē A (t) , where ... denotes an ensemble average (which is equivalent for time-steady sources to a time average). It vanishes trivially so long as the filter A excludes the DC component, i.e. so long asχ A (0) = 0. Thus, only 2-point and higher correlation functions are of interest. The 2-point correlation function is
where the average is taken over both the types of electron pulses (E j and ψ jα ) and the pulse times (t j ) of each pulse. In principle one may define the 2-point correlation function without the complex conjugate:
but this is zero becauseĒ A (t) andĒ B (t + δt) are both positivefrequency functions (their Fourier transforms are zero at f < 0). Hence, their product is also positive-frequency, and its integral over a sufficiently long period of time is zero. Higher-order correlation functions may be defined analogously and some have a simple physical interpretation. For example, the correlation function of intensity fluctuations is a 4-point correlation function of the electric field, since the intensity is proportional to the square of the electric field. We note that all the statistical properties of the radiation are encoded in n-point functions of the field.
The formalism presented here, and used in the main text, is based on classical signals and correlation functions rather than quantum states and operator expectation values. The use of classical electrodynamics in writing down Eq. (3) is justified in detail in §5.4 and Appendix A.
EFFECT OF DISPERSION ON THE 2-POINT CORRELATION FUNCTION
In Lovelace & Richards (2013) , it was claimed that the 2-point correlation function of overlapping frequency channels with finite | f A − f B | could be used to measure the dispersion measure to a time-steady synchrotron source. Using the tools of §2, we will now formally evaluate this correlation function and show that there is no DM information contained therein. Section 4 discuses at length why the intuition that dispersion creates a temporal lag between the higher and lower-frequency channels fails. Substituting our expression for E A (t) (Eq. 6) into the expression for the correlation function (Eq. 9) yields
One now splits the sum into two parts: one with j = k and one with j k. In each case we may replace the average over t j and summation over j with
The second term (i.e. the term where the electric field comes from two different pulses) should be zero because distinct pulses do not correlate: This term can be broken down into two separate integrals containing pulses j and k, and each one individually vanishes upon integration over t j (or t k ) sinceχ A (0) =χ B (0) = 0. Thus, only the first term of Eq. (12) survives. With the replacement τ = t − t j , the integral over t j becomes an integral over τ such that
Further simplification can be achieved by defining the time-reversal operator R via
With the help of this operator and its trivial distributive property over convolution R(E * G) = (RE) * (RG), Eq. (13) reduces to
The final simplification involves the dispersion kernel D. One sees that 
The correlation function of E A (t) with E B (t) depends on the strength and shape of the pulses as well as the polarization and bandpass response of the detectors. However, the dispersion dependence has dropped out. Therefore, dispersion has no effect on the correlation function of observables that are linear in the electric field.
A WORKED EXAMPLE: CORRELATION OF OVERLAPPING FREQUENCY CHANNELS
It is instructive to explicitly work through the electric field correlation function in a simple example to see how it does not depend on DM. The example considered here follows that in Lovelace & Richards (2013) , taking ψ jα (t) to be a δ-function and considering a single polarization (so that the polarization indices need not be kept). The bandpass filter shapes∆ A ( f ) will be taken to be identical for all channels, and only their central frequencies will differ. The bandpass function ∆( f ) will be kept arbitrary at first, and then two explicit examples will be given: a Gaussian bandpass and a tophat bandpass. We approximate the phase delay (cf. Eq. 4) as quadratic in frequency and given by
(We approximate φ to be a quadratic function of f across all channels so that D does not require a subscript.) In accordance with Eq. (5), the stationary-phase time delay as a function of frequency
is the delay at the center of the frequency band and D = dT/d f encapsulates how the pulses is broadened by dispersion (units: s GHz −1 ). Note that for plasma dispersion T > 0 but D < 0. In §5, we will need to use some numerical estimates for D; its relation to the usual dispersion measure is
where 10 3 pc cm −3 is roughly the expected DM to a source at z = 1.
General formula for arbitrary bandpass
The dispersion kernel is the Fourier transform of e iφ( f ) or
where we have set
With this D(t), ignoring polarization, and if the emitted field is a sequence of δ-functions, the received field is
The filtered field is then given by Eq. (7):
where
is the dispersed bandpass function. The dispersed bandpass is formally equivalent to taking the original bandpass and smearing it with a Gaussian of complex width √ D/(2πi); as a check, one may verify that for D → 0 the original and dispersed bandpasses are equal, ∆ (0) (τ) = ∆(τ). One expects the effect of dispersion on the signal within band to be modest when the smearing width is less than the intrinsic width, |D| 1/2 < B −1 : this is the standard smearing criterion, encapsulated in Lovelace & Richards (2013, Eq. 10) . Indeed, the fractional effect on the variance of ∆ (D) should be of order |D|B 2 .
Using the notation of Eq. (22), the correlation function of
Setting
/2, we may make the substitution τ = t − t j −T + δt/2. Also we recognize that φ A − φ B = −2πT f BA . With these simplifications,
In Eq. (25), the prefactor consists only of an overall normalization and a phase (2πf δt) that is a property only of the instrument and software; thus only the integral is interesting, which is given by
so that
Some comments on the structure of the correlation integral
One might expect the modulus of the correlation function to be maximal when δt ≈ T BA as this likely maximizes the overlap of the functions inside the integral in Eq. (26). Indeed, if ∆ (D) (τ) were a time-symmetric function such as a Gaussian of real standard deviation or a sinc-function, then |J(s)| would be symmetric around s = 0, and the correlation function would peak exactly at δt = T BA . In this way, it would be possible to measure T BA and hence D ≈ −2T BA / f BA from the correlation of two adjacent frequency channels.
However, since the time delay between the two frequency channels is D f BA , and we must have f BA B in order for the signals at the two frequencies to be coherent over a correlation time ∼ B −1 , the ratio of the delay to the correlation time is |D f BA |B |D|B 2 . Thus according to the preceding discussion (following Eq. 23), the time delay between the frequencies f A and f B is of the same order of magnitude in terms of fractional effect on J(s) as the deviation of the dispersed response ∆ (D) from the instrumental response ∆. One must determine whether |J(s)| is really peaked at, or symmetric around, s = 0.
It is trivial that the integrand in Eq. (26) has a modulus that is symmetric under s ↔ −s, so our attention turns instead to the phase structure. Of particular interest is the possibility that
/dt 2 may be nonzero. In this case, and taking for example f BA > 0 and α > 0, the argument of the integrand in Eq. (26) should vary more slowly for s < 0 than for s > 0, since
(The last step is only schematic since -except in special cases such as the Gaussian bandpass -α is not constant.) Thus if α > 0, |I(s)| should be enhanced for s < 0 and suppressed for s > 0 (and the reverse if α < 0). This asymmetry should manifest itself in the observed correlation function C AB (δt). This situation is clarified next for two explicit cases: a Gaussian and a tophat. In each case, ∆ (D) (t) will be evaluated, and it will be shown that it exhibits a positive phase acceleration.
Case of Gaussian bandpass
The Gaussian bandpass is the simplest choice for the purposes of analytic calculation. It is defined bỹ
where σ f = 1/(2πσ t ). The power-equivalent bandwidth 2 is
According to Eq. (23), the dispersed bandpass is obtained by convolving the instrumental response ∆(t) with a Gaussian of variance D/(2πi). Thus one has
Note that since D < 0, D/(2πi) is on the positive imaginary axis, so that σ The phase of ∆ (D) (t) varies as arg ∆ (D) (t) = constant+bt 2 /2. It is this "phase acceleration" of ∆ (D) (t) that will lead to a shift in the peak of |J(s)|. One notes that the phase shift at t = 0 is negative, but that the second derivative is positive. To lowest order in D, we have and the top-right shows D = −1.5B −2 . The phase acceleration is clearly visible for finite D: ∆ (D) (t) is positive-frequency at t < 0 (the imaginary part leads the real part) and negative-frequency at t > 0 (the real part leads the imaginary part).
Returning to Eq. (26), one finds
Here the first equality is substitution into Eq. (26); the second is an algebraic conversion of σ
into a and b; the third is a Gaussian integral; the fourth is an expansion of the exponent in terms of s; and the fifth is a simplification using the identities a 1/2 |σ
2π) (for completing the square in the exponent).
Equation (34) implies that the overlap integral between the two dispersed response functions is not at s = 0 but instead at s = −D f BA /2. This is a direct consequence of the phase acceleration term b 0. One then concludes that the observed correlation function C AB (δt) peaks not at δt = T BA but at
The last equality is the first step in this section ( §4) where the fact that D = T BA / f BA has been explicitly used. Thus one concludes that even though the signal at frequency f B is delayed relative to that at f A , the warping of the signal within each band due to dispersion produces an equal and opposite shift of the peak of the correlation function, leading to no net observable effect.
Case of tophat bandpass
The tophat bandpass is
where the unit tophat function is Π(x) = 1 if |x| < 1 2 and 0 otherwise. It is used as an example in Lovelace & Richards (2013) . The calculation for this bandpass is more involved than for the Gaussian, but a similar result will be derived. The power-equivalent bandpass (see Eq. 30) is trivially shown to be B.
The dispersed bandpass is given by
The simplest form can be obtained by substituting the relation
into Eq. (37), and then performing the Gaussian t ′ integral to get: The substitution u ′ = u − 2πt/D turns this into a Fresnel integral:
where w ≡ √ −D/2 has units of time and F is the Fresnel integral 3 ,
The Fresnel integral as a function of real z traces out the familiar "Cornu spiral" in the complex plane, arcing from
i. According to Eq. (40), the bandpass function ∆ (D) (t) is the separation vector between two points on the spiral with parameter z = t/w ± wB, with the instantaneous direction of motion at z = t/w removed by a phase rotation e iπt 2 /(2w 2 ) , and with the normalizing factor 2w. The dispersed tophat bandpass function is shown in the bottom panels of Fig. 1 .
Equation (40) shows that there is a phase acceleration of ∆ (D) (t) analogous to that which occurred for the Gaussian case. There is no analytic expression for the phase in this case, but it is possible to do a Taylor expansion 4 of arg ∆ (D) (t) to order w 2 t 2 or Dt 2 (in the two parameters w and t) and thus obtain the phase acceleration at the center of the pulse:
i.e. there is a negative phase shift at t = 0 but with an instantaneous phase acceleration of −(π 3 /45)DB 4 . This is just as for the Gaussian case, albeit with a different prefactor.
One is now interested in the integral J(s), which is obtained by integrating two copies of 
where in the second line the Fresnel integral has been re-expanded using the fundamental theorem of calculus. The integral appearing in the last expression can be simplified by performing the τ integral first, which leads to a δ-function:
(44) The δ-function enforces that y − x = 2w f BA , and hence that (y 2 − x 2 )/2 = w f BA (y + x). Switching coordinates to z = (x + y)/2 and v = (y − x)/w, so that dx dy = w dz dv, and then trivially integrating the δ-function, one finds
where the range of integration is such that x = z − w f BA and y = z + w f BA are both between −wB and wB -i.e. we have z max = w(B − | f BA |) if | f BA | < B and 0 otherwise. The integral is then
Substituting back in the expressions for w and z max :
From Eq. (47), one sees that the overlap function again depends only on the dispersion D through an overall offset of the horizontal scale: J(s) is shifted to be centered at s = −D f BA /2. This is the same behaviour as was found in §4.3 for the Gaussian integral, and has the same consequence: that the phase acceleration of ∆ (D) (t) introduces an offset in the correlation of the two channels that exactly cancels the delay difference T BA between the two central frequencies.
INTENSITY FLUCTUATIONS
The intensity fluctuations from a source are related to the 4-point correlation function of the electric field. Defining the mean intensity in a channelĪ A = |Ē A (t)| 2 and an intensity fluctuation
one can find the intensity correlation function in two channels:
The next task is to evaluate the intensity correlation function and determine how it depends on dispersion measure. It will be shown that there is indeed a dependence on DM: the argument leading to Eq. (17) that showed that the 2-point correlation function was independent of DM does not apply to higher-order correlation functions, since only in the 2-point case can the integral over pulse epochs t j be converted to a convolution of RD and D * . (For higherpoint correlation functions, a more complicated set of integrals over D applies.) However only the connected part 5 of the electric field 4-point function can depend on DM, since the disconnected part consists of 2-point functions and is thus independent of DM as shown in §3. If the number of independent emitting electrons is large, we will find that the disconnected part dominates. Section §5.2 presents an order-of-magnitude evaluation of the importance of the connected terms that depend on DM: for parameters appropriate to a realistic AGN they are immeasurably small. Finally, we discuss the origin of this counterintuitive result in §5.3 and discuss why our result differs from the conclusion in . 5 The connected part of the 4-point function of any set of zero-mean variables is defined as wxyz c ≡ wxyz − wx yz − wy xz − wz xy . It vanishes for Gaussian fields.
Computation of the intensity correlation function

Substituting into Eq. (49) yields
To reduce clutter, we have introduced the notation
which is the electron pulse (ψ jα ) observed through the instrument bandpass χ A and polarization state p Aα . As always, it is assumed that there is no DC response:χ A (0) = 0, or
The nonzero contributions to C δI AB result from each index being equal to at least one other index (on account of the "no DC response" condition). Breaking the first term of Eq. (50) into these different components yields several terms: (i) a term with j = k and l = m; (ii) a term with j = l and k = m; (iii) a term with j = m and k = l; and (iv) a term with j = k = l = m. The term of the form (i) cancels the second term in Eq. (50). The term of the form (ii) reduces to
The summations over j and k are seperable and so the term of type (ii) in Eq. (50) reduces to a product of 2-point correlation functions, C The term of the form (iii) has a similar expression:
This reduces to C E AB (δt)C E * AB (δt), which is generally nonzero (on account of the location of the complex conjugates); this is equivalent to Eq. (8) of Lieu et al. (2013) . Thus Eq. (50) reduces to
Here the first term is that of form (iii) and the second is of form (iv). Further computations will focus on this last term that is of interest since we already know that |C AB (δt)| 2 is independent of dispersion measure. The last term is easily seen to be the connected part of the correlation function, and we will use this nomenclature below.
[Note that in the absence of the connected part C δI j=k=l=m (δt), the variance of the intensity fluctuation in a channel C δI AA (0) is equal to the square of the mean intensityĪ A = C E AA (0). This is appropriate for a complex time seriesĒ A (t), since in the Gaussian limit its "intensity" follows a rescaled χ 2 distribution with 2 degrees of freedom. For a real time series with only 1 degree of freedom the disconnected contribution to the variance is twice the mean intensity squared. Mathematically this arises because Ψ j has only positive frequencies. A real Ψ j would result in a factor of 2 in front of the |C E AB (δt)| 2 term because the terms of form (ii) would contribute equally to those of form (iii).]
The connected term is given by
where we have used the same trick as in §3 to make the integral over τ in Eq. (55) a convolution by applying a time reversal operator, R.
(Our formulae for C δI j=k=l=m and C E double count the case i = j = k = l in a manner that does not matter in the limit that a large number of pulses are contributing at any one time.)
We consider the case of a single filter A, and drop its subscript for convenience. In Fourier space, C j=k=l=m (δt) becomes
where in the second equality we used that
The last equality involved a change of variables: f ′′ → − f ′′ . Let us evaluateC j=k=l=m for a broadband source viewed through a Gaussian filter of 1σ width σ f and mean f A , with σ f ≪ f A . The total normalization is absorbed into E j :
We take the phase shift φ to be quadratic for frequencies near f A , i.e. we use Eq. (18). With these assumptions, Eq. (56) becomes a 2-dimensional Gaussian integral over frequency, peaked near (
The last factor depends on dispersion. The Fourier transform of Eqn (58) is
(59) Compare this to the disconnected part for the assumed waveform
Our same reasoning holds as before that the disconnected part is much larger as δt → 0. It is only at significant temporal lags that the connected part becomes larger than C E (t).
Detectability of connected part
Here we estimated the signal-to-noise (S /N) at which C δI j=k=l=m (δt) can be detected in the most optimistic limit that the synchrotron source dominates the instrumental system temperature. At large time lags the S /N with which C j=k=l=m (δt) can be measured in a given sample (i.e. in a time of order σ
where the latter approximate equality used Eq.s (59) and (60). The disconnected part can be measured for ∼ Dσ 2 f temporal lags (the width of the Gaussian Dσ f , divided by the sample time σ −1 f ) each with σ f t independent samples, meaning the cumulative signal to noise is
To evaluate Eq. (62), we need an estimate for the number of electrons that contribute at any time. The number of electrons whose emission is beamed towards an observer from a cosmological synchrotron source can be obtained from the formulae for synchrotron radiation (e.g Rybicki & Lightman 1986, §6.2) :
2 eB/(m e c), and that in any instant an electron illuminates Ω ∼ γ −2 . The power radiated per electron per unit frequency is then P ν ∼ e 2 ν/(γ 2 c). The number of electrons contributing to the radiation at any one time is then N e = Ωd 2 L f ν /P ν , since Ω/(4π) is the fraction of electrons contributing, 4πd 2 L f ν is the total power emitted per unit frequency (in all directions), and P ν is the contribution of any one electron. This evaluates to
The factors of order unity need not be computed here; the signalto-noise ratio is completely negligible. This S/N estimate was for the correlation function of δI. We could imagine instead measuring E(t)E * (t+δt 1 )E(t+δt 2 )E * (t+δt 3 ) -the general four point function of the electric field -, which will increase the number of independent lags from |D|σ 2 f to (|D|σ 2 f ) 3 . However, this increase is not comparable to N e as detection would require. In addition, we could look at even higher order moments and compare the connected to disconnected part, but it is clear that since S /N is proportional to ∼ N −n e with n 1/2, where 1/2 is for the three point function 7 , and other factors simply are insufficient to offset this large number. 6 This equation assumes that |D|σ 2 f ≫ 1: see Eq. (59). From Eq. (19), this is trivially satisfied except for extraordinarily narrow filters. If such a narrow filter were used, then we should replace |D| in the estimates below by σ −1/2 f . Of course this would then give the detectability of the connected correlation function, and not of the dispersion. 7 For synchrotron emission, a nonzero odd point function requires an asymmetry in the orientation of the source's gyrating electrons, such as would occur if the system has nonzero net magnetic flux.
Comparison to Lieu & Duan
In the equation for the waveform (their Eq. 1), DM enters (correctly) as a pure phase, and so the argument that the disconnected part must not depend on dispersion ( §3) has to remain valid. calculate the disconnected part of the intensity correlation function at zero lag (which does not depend on DM when temporally averaged; their Eq. 11). They claim that the timescale of intensity variations is what depends on DM, and their calculations are based on intensity variations involving sums over 2 electrons -thus they are indeed calculating the disconnected part. Here we show explicitly that the disconnected part of the variation in the calculation is indeed independent of DM if we follow their calculation through to its conclusion in the case of D 0. do not provide the complete calculation.) In particular, we show that the coherence time of intensity fluctuations is ∼ σ t ≡ (2πσ f ) −1 regardless of D, and is not the width of the measured pulse from a single electron, which is ∼ Dσ f if |D| ≫ σ 2 t . In the notation of , the observed waveform (equivalent to our Gaussian bandpass, but defining ∆ω
This is Lieu & Duan (2013, Eq. 6) for the waveform where DM enters via ξ, and we have used their parameter definitions
and
(67) The amplitude is contained in Ψ LD j in the notation of , so we may take E j = 1 for all j. Note also that the time of the event t j appears in the function ψ in , whereas here we include it by using t − t j as the argument.
We can now recompute the correlation functions using this notation. The electric field 2-point correlation function C E (δt) is
and the mean intensity is
in agreement with Lieu & Duan (2013, Eq. 8) .
The disconnected contribution to the intensity fluctuation can be obtained by taking the fluctuating part of the intensity (Lieu & Duan 2013, Eq. 7) ,
and finding the correlation function at lag δt, where ℜ denotes the 8 Lieu & Duan (2013, Eq. 6 ) are missing a factor of i in front of the phase. 9 Here we use the notation of , where t j − t e is the propagation time, and take L to be the distance to the source, so that the propagation time is L/v g . We work to lowest order in the intergalactic electron density so that we may approximate v g ≈ c. The first equality us based on v g = dω/dk, and the last equality used that
real part. The leading part in the limit where N e ≫ 1 is the disconnected part, obtained by summing over all distinct pairs ( j, k):
Substitution of Eq. (65) gives
where φ jk ≡ φ j − φ k and t jk = t j − t k , and we have completed the square in the Gaussian envelope. It is readily seen that the Gaussian envelope in Eq. (72) can have a nonzero contribution only when |δt| a −1/2 , and hence it is tempting to conclude that the coherence time is now ∼ a −1/2 , which grows with |D|. But this is not so: a more accurate conclusion from Eq. (72) is that the coherence time must be a −1/2 . To see how this works, one must actually perform the average in Eq. (72). Let us perform the average over phases φ jk first, using the rule that
Then with some algebraic simplification, Eq. (72) reduces to
The key to the coherence time is the cosine factor. At zero lag (δt = 0), the cosines in Eq. (72) are identical, they can be replaced with a cos 2 as in Lieu & Duan (2013, Eq. 10) , and their average value is simply 1 2 . However, when we look at nonzero coherence times, there is an oscillatory factor: if t jk is an integer multiple of π/(aξ δt), then the argument of the cosine is an integer multiple of 2π and the two electrons j and k cause positively correlated intensity fluctuations at t and at t + δt. However, if t jk is a half-integer multiple of π/(aξ δt), then that pair of electrons causes negatively correlated intensity fluctuations. This oscillatory or "fringing" behaviour has a simple interpretation for highly dispersed pulses (ξ ≫ 1): if one observes electrons j and k simultaneously, then due to dispersion, the pulses have propagated through a time that differs by t jk and hence their frequencies differ by Dt jk . If Dt jk δt is an integer then the relative phase of the pulses from j and k is identical at t and t + δt, and so that pair of electrons either interferes constructively at both t and t + δt or destructively at both t and t + δt. But if Dt jk δt is a half-integer then the relative phase changes by π, and so that pair of electrons interferes constructively at either t or t + δt and destructively at the other. The intensity correlation function at lag δt thus receives a positive or negative contribution.
This means that the intensity fluctuations can become uncorrelated either if |δt| ≫ a −1/2 or if the range ∼ a −1/2 of t jk allowed by the Gaussian envelope contains many fringe periods, i.e.
is ≫ 1/(aξ δt). The latter condition is
Thus we expect the coherence time to be the minimum of a −1/2 ∼ 1 + ξ 2 /∆ω and 1 + ξ −2 /∆ω, i.e. it should be of order ∆ω −1 , regardless of the dispersion parameter ξ.
To complete our computation of the intensity fluctuation correlation function, we replace the summation in Eq. (74) with an integral over t j and t k (and include a prefactor of the rate Γ 2 ). In fact it is easiest to switch variables to τ ≡ t − (t j + t k )/2 + δt/2 and t jk ; the Jacobian is unity. Moreover, the region of integration is over R 2 , with a factor of 1 2 to avoid double-counting pairs. The result is
The Gaussian (τ) and Gaussian-oscillatory (t jk ) integrals are easily evaluated as √ π /a and ( √ π /a)e −aξ 2 δt 2 respectively. The result is
where in the second equality we have used Eq. (66) for a and Eq. (69) forĪ, and finally note that since we were calculating the disconnected part
where C E is given by Eq. (68).
Quantum mechanics and intensity fluctuations
The discussion thus far has been entirely classical, and it has been shown that the connected part of the intensity correlation function, which is suppressed by 1/N e relative the to the disconnected part, is the only part that is sensitive to DM. On the other hand, Lieu et al. (2013) have argued that only the electrons whose emitted photons reach the observer should be counted in this calculation. In their picture, in the limit where other noise sources are negligible (i.e. where the source is much brighter than the sky integrated over the beam width and with no thermal emission in the instrument), the S /N at which the connected part of the intensity correlation function can be detected is ∝ 1/n γ in place of 1/N e in our expressions, wheren γ is the source photon occupation number (see discussion in their §4). Since bright radio sources contribute brightness temperatures of T b ∼ 1K in the beam of a radio instrument, they havē n γ ∼ 20ν −1 GHZ T bK , which is much smaller than N e ∼ 10 50 . This motivates the question of how our classical derivations are modified by quantum mechanics. The basic question is as follows: are the quantum (Poisson) intensity fluctuations a feature of the source that can be dispersed by passage through a plasma like any classical intensity fluctuation, as Lieu et al. (2013) assumed? 11 Or is the Poisson noise somehow immune to dispersion due to its quantum nature?
It is shown in Appendix A that -within the full context of quantum field theory, and with appropriate approximations -the density matrix of the received radiation is equivalent to a statistical superposition of coherent states. These states are displaced vacuum states, i.e. states in which the electromagnetic field operatorsÂ(x), E(x), etc. are equal to a classical field solution, plus the operators corresponding to the quantum vacuum fields. Their properties are described in detail in §A3. The statistical distribution that goes into these coherent states is merely the classical waveform emitted by the electrons, averaged over a randomly chosen phase in their orbits. It is thus apparent that the full quantum state of the received radiation can contain no information that would not be present classically. In particular, the intensity fluctuations measured by a photoelectric detector, which correspond to a normal-ordered 4-point correlation function of the electric field (Mandel & Wolf 1995, Ch. 12) , are equal to the classical correlation function computed from the coherent state amplitudes according to the optical equivalence theorem (Sudarshan 1963 ) -i.e. those computed in the preceding sections. This result formally settles the question in favour of the classical analysis presented herein: the intensity correlation function is independent of DM up to corrections of order 1/N e .
To understand intuitively why this is so, one must consider the nature of Poisson noise for identical bosonic particles. Consider a single-mode coherent state of complex amplitude v. A coherent state, or displaced vacuum state, is a right eigenstate of the annihilation operatorâ with eigenvalue v (and not a right eigenstate ofâ † with eigenvalue v * ). It is for this reason that the optical equivalence theorem for coherent states applies to normal-ordered correlation functions: e.g.n γ ≡ N = â †â = |v| 2 and â †2â2 = |v| 4 . The variance of the photon occupation number is given by
this is in fact the Poisson noise term, and it arose entirely from operator-ordering considerations (the square of the photon number operatorN =â †â is not normal-ordered). Since the phase delay due to dispersion applies to the coherent state amplitudes, and not directly to numbers of photons, this added Poisson noise is not dispersed.
To frame this discussion in the context of a full statistical distribution, the number of photons in that mode is Poisson-distributed with mean |v| 2 ; in a statistical mixture of such states where v is complex Gaussian distributed with zero mean and variancen γ , then the occupation number is Bose-Einstein distributed, with meann γ and variancen 2 γ +n γ (heren 2 γ is the classical variance, andn γ is the additional contribution from Poisson noise). This is a good model for the photon density matrix in a single mode of the electromagnetic field in the limit of a large number of emitting electrons N e , since then the central limit theorem will force the amplitudes v to have a Gaussian distribution. It is to this underlying semiclassical Gaussian field that the machinery in the previous sections should be applied.
MASERS AS SOURCES
The previous sections showed that dispersion is undetectable for incoherent sources of radiation because the radiation is highly Gaussian. A class of extragalactic sources exist where the emission is stimulated and potentially less Gaussian: the 1.6 GHz OH and 22 GHz H 2 O "mega-masers" (e.g. Lo 2005) . Astrophysical masers do not have a well-defined cavity like a laboratory laser. Instead, maser radiation is broadband in nature, without the phase coherence of a laboratory laser.
Still, maser radiation may exhibit correlations between nonequal frequencies and hence non-Gaussianity (Menegozzi & Lamb 1978; Field & Richardson 1984; Dinh-v-Trung 2009) . Saturation of the population inversion and as a result in the growth of the electric field occurs first in modes that have higher than average ampli-tudes. It acts to reduce the variance of the intensity, C δI (δt = 0), relative to the Gaussian expectation. Simple one-dimensional calculations with parameters motivated by Galactic masers find a connected contribution toC δI ( f ) that is ∼ −10% the disconnected part at line center (Dinh-v-Trung 2009) , although there are many effects that may reduce the connected term relative to these predictions. This level of non-Gaussianity is comparable to the observational limit on the connected part of C δI (0) in Galactic OH masers (Evans et al. 1972) .
However, the connected contribution to C δI (δt) in a maser owes its existence to correlations between modes separated by on the order of the homogeneous line width of the masing molecules, ∆ f hom (Dinh-v-Trung 2009) . In order for plasma dispersion to have a significant impact on the received C δI (δt), we require |D|∆ f 2 hom 1. Taking parameters appropriate for OH masers at z ∼ 1, we find |D|∆ f 2 hom ∼ 10 −10 assuming DM= 10 3 pc cm −3 , and even smaller values result for H 2 O masers. Therefore, the connected part of maser emission is not significantly altered by dispersion.
DISCUSSION
The measurement of a dispersion measure to a cosmological radio source would open up a new window on the study of intergalactic baryons. Since all confirmed cosmological radio sources are constant over timescales much larger than those affected by dispersion, the temporal delay in the arrival of different frequencies cannot be used to measure dispersion unlike for Galactic pulsars. However, recently several schemes have been proposed to measure the dispersion to such continuous sources using (1) the 2-point correlation function of the electric field, i.e. the delay of a lower-frequency channel relative to a higher-frequency channel (Lovelace & Richards 2013) ; (2) the 2-point correlation function of intensity fluctuations, which should have a longer timescale due to the spreading of arrival time within a given frequency channel ; and (3) the quantum corrections to the intensity fluctuations, i.e. dispersion of the Poisson noise fluctuations in the source intensity . Our analysis has shown that, due to various subtleties, none of these methods work. Indeed, under very general assumptions, the observed signal from a continuous point source has no information beyond the 2-point correlation function of the electric field (which evaluated at zero lag yields the intensity and polarization Stokes parameters). This result is a consequence of the central limit theorem and the large number of incoherently emitting electrons contributing to the observed waveform for any astrophysical source.
The possibility of measuring cosmological dispersion measures remains enticing, but will only be possible using sources that are time-variable or coherent (and hence potentially non-Gaussian). Masers are coherent, but for typical parameters the dispersion across their very narrow line widths is too small. Thus, given the calculations presented herein, the availability of DM measurements as a probe of the intergalactic medium remains contingent on the cosmological interpretation of the fast radio bursts (Thornton et al. 2013) or the existence of some similar class of fast radio transients. connected part of the intensity fluctuation C j=k=l=m (δt)/Ī 2 is proportional to 1/Γ, and it is this part that is sensitive to DM, it is important that we resolve this issue. Is the classical calculation correct, so that Γ is large and the connected intensity fluctuations are tiny, as found in the main text? Or should only the photons that are received by the observer contribute to Γ, as claimed by Lieu et al. (2013) , resulting in much larger connected intensity fluctuations?
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The purpose of this appendix is to resolve this issue with a quantum mechanical calculation of an appropriately simplified problem. Glauber (1963b) showed that a classical current source coupled to a quantized radiation field initially in the vacuum state produces a "coherent" photon state, i.e. one obtained from the vacuum state by displacing the wave function with the displacement given by the classical field amplitude. We consider here a fully quantized source, and show that with suitable approximations the outgoing photon state is a statistical superposition of coherent states, each corresponding to the classical field amplitude from electrons with a random distribution of phases in their orbits. The conclusion is that the received radiation field is in fact statistically indistinguishable from the classical field with appropriate measurement noise (including the familiar 1 2 h f per mode in the case of a coherent receiver) added in. Therefore, quantum corrections to the received electric field do not provide additional information that would be inaccessible classically; in particular they do not add any information about the dispersion measure.
Throughout we use the c.g.s. unit system and the Schrödinger picture of quantum mechanics.
A1 Assumptions
Consider the problem of a synchrotron-emitting cloud. For simplicity, we will take the cloud to be optically thin. We will furthermore ignore processes that create or destroy electrons (we are interested only in the synchrotron radiation), ignore the electron spin, and will assume the cloud to be sufficiently dilute that the identical nature of the electrons can be neglected (i.e. we can number them 1...N, and treat their motion as independent degrees of freedom, ignoring wave function anti-symmetrization or state blocking). Of these assumptions, only the optically thin condition is likely to be violated in a realistic AGN.
We further assume here that the magnetic field configuration permits separation of variables. This is not likely to be true in an actual source, but since our only use of this assumption is to construct wave packets in action-angle space (instead of in positionmomentum space, which would lead to a much more extended formalism) we do not think it is of critical importance. In particular, we follow each wave packet through only a portion of an orbit, so we expect that exact integrability (or not) would not affect the conclusions. Also the semi-classical limit will be taken in which all quantum numbers are large, here meaning that the change in quantum number in emission of a single photon is small compared with the quantum number itself.
A2 Formalism and Hilbert space
The electromagnetic field is quantized as a wave, with a set of discrete indices α for the various modes and a continuous index k ∈ R + = (0, ∞) describing the wave number. 13 There are many possible choices of mode with one continuous index (e.g. spherical waves, where k is a continuous and the discrete quantum numbers are angular momentum jm and electric or magnetic type parity E or M) but we do not specify these yet. The appropriately normalized transverse radiative magnetic vector potential operator is then given by
whereâ α (k) is an annihilation operator,â † α (k) is a creation operator, and the mode functions Z α (x; k) are complete over the space of divergenceless vector fields. They obey the orthonormality relation
and the eigenvalue equation ∇ 2 Z α (x; k) = −k 2 Z α (x; k). The annihilation operators mutually commute, but have a nontrivial commutation with the creation operators
The Hamiltonian is -aside from an irrelevant additive constant -
The radiative part of the electric field is conjugate to the magnetic vector potential:
(A5) Our next interest is in the electrons. Since we are neglecting spin, we take these to be described by a complex scalar wave equation in a time-independent background magnetic vector potential (A6) As usual without an electric potential, the conjugate momentum iŝ π(x) = 2ψ * (x) and the HamiltonianĤ el is equal toL el but with a + instead of a − in the second two terms. The complex wave equation is separable as ψ(x) = φ n (x)e −iωnt , where the mode functions are given by 2 ω 2 n φ n (x) = m 2 e c 4 φ n (x) + [−ic ∇ − eA (bg) (x)] 2 φ n (x).
As this is an eigenvalue equation with eigenvalue ω 2 n and a positivedefinite Hermitian right-hand side, we may choose the φ n (x) to be L 2 -orthonormal: R 3 φ n (x)φ * n ′ (x) d 3 x = δ nn ′ , and complete: n φ n (x)φ * n (y) = δ (3) (x − y). The "electron" wave operator and its conjugate momentum may then be written aŝ
13 The formulae given here for the quantized electromagnetic field are standard; we have used those of Mandel & Wolf (1995, §10.3) , and converted them to a continuous k-index. 14 Only a 1-dimensional δ-function appears here since k is taken to be a number rather than a vector; the directional dependence is captured in the discrete indices, which may be e.g. angular momentum indices.
written as the classical velocityẋ cl in quantum mechanics texts, but it may also be written as ∂x/∂θ since the conversion factorθ cl = Ω is independent of x. The requirement of the normalization of the wave function forces C = (2π) −1/2 (up to an overall and irrelevant phase). We have ignored the phase shift at turning points, since in our calculations below only a small portion of the orbit is considered.
In a multiple degree of freedom system that separates in the three coordinates (x 1 , x 2 , x 3 ), Hamilton's characteristic function can be written for a given set of actions as a sum of functions in each separated variable. Then the total wave function is a product of the wave functions in each of the three coordinates, and Eq. (A16) generalizes to φ n (x) = (2π) We may thus make the replacement in Eq. (A40):
