Abstract-We present an algorithm to directly solve numerous image restoration problems (e.g., image deblurring, image dehazing, image deraining, etc.). These problems are highly ill-posed, and the common assumptions for existing methods are usually based on heuristic image priors. In this paper, we find that these problems can be solved by generative models with adversarial learning. However, the basic formulation of generative adversarial networks (GANs) does not generate realistic images, and some structures of the estimated images are usually not preserved well. Motivated by an interesting observation that the estimated results should be consistent with the observed inputs under the physics models, we propose a physics model constrained learning algorithm so that it can guide the estimation of the specific task in the conventional GAN framework. The proposed algorithm is trained in an end-to-end fashion and can be applied to a variety of image restoration and related low-level vision problems. Extensive experiments demonstrate that our method performs favorably against the state-of-the-art algorithms.
INTRODUCTION
Many fundamental image restoration and related lowlevel vision problems (e.g., image filtering, image deblurring, image super-resolution, image dehazing, image deraining, etc.) ask: given an input image y, how to estimate a clear image x of the same scene. The fundamental constraint is that the estimated x should be consistent with the input y under the formation model:
where the operator H maps the unknown result x to the observed image y. For example, if (1) is an image deblurring problem, H corresponds to the blur operation. As estimating x from y is usually ill-posed, it is natural to introduce additional constraints to regularize x. The commonly used method is based on the maximum a posterior (MAP) framework, where x can be solved by
Here p(y|x) and p(x) are probability density functions, which are usually referred to as the likelihood term and image prior. In recent years, numerous deep models have been developed to deal with image restoration and related low-level vision tasks, e.g., image super-resolution [3] , [4] , [5] , [6] , [7] , [8] , image filtering [9] , [10] , noise removal [11] , [12] , [13] , image deraining [14] , and dehazing [15] , [16] , [17] , to name a few. Mathematically, these methods directly learn the mapping functions between x and y, which can be written by
where G is the mapping function which can be regarded as an inverse operator of H in (1) . Theoretically, G(y) should be close to the ground truth if the network can simulate the solution. However, due to the complexity of the problem, e.g., the solution space of the corresponding problem is too large, a simple network with a random initialization is unable to estimate the solution well. Thus, only using a feedforward network to learn the inverse operator G does not generate good results. Figure 1 (e) shows an image deblurring result by a deep feed-forward network [2] , where the characters of the generated image are not estimated well.
Another kind of deep neural network, i.e., GAN [18] , has been developed in some image restoration problems, e.g., image super-resolution [19] , image deraining [1] , image deblurring [20] , etc. The GAN framework contains a generative model and a discriminative model, where the discriminative model is used to regularize the generative model, so that the distribution of the output is close to that of realistic images. However, the adversarial loss does not ensure that the contents of the outputs are consistent with those of the inputs. Although several algorithms [1] , [19] Two image restoration problems. Our method is motivated by a key observation that the restored results should be consistent with the observed inputs under the degradation process (i.e., physics model). Enforcing this fundamental constraint in the generative adversarial network (GAN) can generate better results than those without using the constraint (e.g., (b) and (e)). As our analysis shows, the proposed method can be applied to several image restoration and related low-level vision problems and performs favorably against state-of-the-art algorithms.
ground truths and a perceptual loss function [21] based on pre-trained VGG features as the constraints in the GAN formulation, these algorithms are still less effective as shown in Figure 1(b) .
We note that the aforementioned end-to-end trainable networks only aim to learn the solutions (i.e., (3)) and do not guarantee whether the learned solutions satisfy the physics model (1) or not. Without the physics model constraint, the methods based on the feed-forward networks do not generate physically correct results and some main structures and details of the generated images are incorrect (e.g., Figure 1 (b) and (e)). Thus, it is important to develop an algorithm that can model both the solutions (i.e., (3)) and physics model (i.e., (1)) in a unified framework to address image restoration and related problems.
In this paper, we propose a physics model constrained learning algorithm so that it can guide the estimation in the conventional GAN framework. The physics model ensures that the estimated result (i.e., G(y)) should be consistent with the observed image y. The GAN with the physics model constrained learning algorithm is jointly trained in an end-toend fashion. We show that the proposed algorithm is a flexible framework which can be applied to a variety of image restoration and related low-level vision problems. It performs favorably against stateof-the-art methods on each task. Figure 1 shows two applications of the proposed algorithm.
RELATED WORK
Recent years have witnessed significant advances in numerous image restoration problems due to the use of designed image priors and deep learning. In this section, we mainly review the most related work and put this work in proper context. Image deblurring. Image deblurring is an ill-posed problem. Conventional methods usually design kinds of effective statistical priors to solve this problem. In contrast to conventional methods, Schuler et al. [22] develop a multi-layer perceptron approach to remove noise and artifacts in the deblurring process. Xu et al. [23] develop a convolutional neural network based on the singular value decomposition (SVD) to deal with outliers. However, these methods are designed for non-blind image deblurring. It is not trivial to extend these algorithms to blind image deblurring. In blind image deblurring, some approaches [24] , [25] first use convolutional neural networks to estimate blur kernels and then deblur images with the conventional image restoration methods. To directly restore clear images, several methods propose endto-end trainable neural networks [2] , [26] . Although these methods avoid a complex blur kernel estimation step, the generated results by these methods are not physically correct (e.g., the structures of the recovered images are not preserved well as shown in Figure 1 (e)). Image dehazing. The success of the conventional methods is due to designing the handcrafted features for the estimation of transmission maps, e.g., dark channel [27] . Recent deep learning-based methods [15] , [16] first use neural networks to estimate transmission maps and then estimate clear images based on the traditional methods [27] . Different from these methods, we propose an end-to-end trainable network to solve the image dehazing problem, which can directly estimate clear images from hazy inputs. Image deraining. For the image deraining, conventional algorithms are usually based on the statistical properties of rainy streaks [28] , [29] , [30] , [31] . Recently, Eigen et al. [14] (Figure 1(b) ). Image super-resolution and other problems. Superresolution has achieved significant progress due to the use of deep learning [5] , [6] , [19] , [35] . In [5] , Dong et al. develop an end-to-end trainable network for super-resolution (SRCNN). As SRCNN is less effective in the detail estimation, Kim et al. [6] propose the residual learning algorithm based on a deeper network. To generate more realistic images, Ledig et al. [19] develop a GAN for image super-resolution. In addition, the deep learning method has been applied to other low-level vision problems, such as image filtering [9] , [10] and image denoising [11] , [12] , [13] . Different from these methods, we propose a GANbased method under the constraint of the physics model to solve image restoration and related low-level vision problems. Generative adversarial networks. Goodfellow et al. [18] propose the GAN framework to generate realistic-looking images from random noise. Motivated by this framework, lots of methods including methodology and applications [36] , [37] , [38] , [39] , [40] have been proposed. Recently, the GAN framework has also been applied to some low-level vision problems [1] , [19] , [20] , [41] , [42] . Different from these methods, we propose an efficient physics model constrained learning algorithm to improve the GAN framework to solve image deblurring, image dehazing, and related tasks.
IMAGE RESTORATION FROM GAN
The GAN algorithm learns a generative model via an adversarial process. It simultaneously trains a generator network and a discriminator network by optimizing
where z denotes random noise, x denotes a real image, and D denotes a discriminator network. For simplicity, we also use G to denote a generator network.
In the training process of GAN, the generator generates samples (i.e., G(z)) that can fool the discriminator, while the discriminator learns to distinguish the real data and the samples from the generator.
We note that the image restoration problem (2) can be solved by minimizing the objective energy function
where ρ(x, y) is the data term which ensures the recovered image y should be consistent with the input image y and ϕ(x) is the regularization of x which models the properties of x (e.g., sparse gradient distribution [43] ). In some problems, e.g., image deblurring, ϕ(x) acts as a discriminator where the value of ϕ(x) is much smaller if x is clear and larger otherwise [44] . In other words, optimizing the objective function (5) will make the value of ϕ(x) smaller. Thus, the estimated intermediate image will be much clearer and physically correct.
Based on above discussions, if we use the observed image y as the input of (4), the adversarial loss (6) has the similar effect to ϕ(·) as the value of (6) is much larger if G(x) is clear and smaller otherwise. With this property, the adversarial loss can be used as a prior to regularize the solution space of image restoration as evidenced by [45] .
We note that GAN with the observed data y as the input has shown promising results in image superresolution [19] , image deraining [1] , image deblurring [20] , [42] , etc. However, GAN does not guarantee whether the solutions satisfy the physics model (1) or not (i.e., GAN does not consider the effect of the data term in (5)) and thus fails to generate clear images as illustrated in Section 1. In this following, we will develop a new method to improve the estimation of GAN under the guidance of the physics model (1).
PROPOSED ALGORITHM
Our goal is not to propose a novel network structure, but to have a standard framework using the fundamental constraint to guide the training of GANs and ensure that the restored results are physically correct.
To ensure the output of GANs (i.e., G(y)) is consistent with the input y under the model (1), we Fig. 2 . Proposed framework. The discriminative network D g is used to classify whether the distributions of the outputs from the generator G are close to those of the ground truth images or not. The discriminative network D h is used to classify whether the regenerated result y i is consistent with the observed image y i or not. All the networks are jointly trained in an end-to-end manner.
introduce an additional discriminative network. The proposed framework is shown in Figure 2 . It contains two discriminative networks, one generative network, and one fundamental constraint (i.e., (1)). We take the image deblurring problem as an example. Let
denote the clear images and the corresponding blurred images. The generative network learns the mapping function G and generates the intermediate deblurred image G(y i ) from the input y i . Then, we apply the physics model (1) 
where k i denotes a blur kernel which is only used in the training process 1 and ⊗ denotes the convolution operator. The discriminative network D h takes the blurred image y i and the regenerated image y i as the inputs, which is used to classify whether the generated results satisfy the blur model or not. The other discriminative network D g takes the ground truth x i and the intermediate deblurred image G(y i ) as the inputs and it is used to classify whether G(x i ) is clear or not.
For image dehazing, the physics model is
, where t i is the transmission map and A i is the atmospheric light. In image superresolution, the physics model is y i = F(G(x i )), where F denotes the down-sampling and filtering operator. In this paper, we use the bicubic interpolation operation. For other applications, we can use the corresponding physics models in the proposed algorithm to solve the problem.
We note that although the proposed network is trained in an end-to-end manner, it is constrained by a physics model and thus is not fully blind in the training stage. With the learned generator G, the test stage is blind. We can directly obtain the final results by applying it to the input images.
1. Note that the blur kernel k i in (7) is known, which is also used to generate blurred image y i from clear image x i when synthesizing the training data. Thus, the physics model used in the proposed algorithm is not stochastic.
Network Architecture
Once the physics model constraint is determined in the proposed network, we can use some existing network architectures to determine the architectures of generative network and discriminative network. Generative network. The generative network G is used to generate the final results. As there exist lots of generative networks which are used in image restoration and related low-level vision problems, e.g., superresolution [21] , [19] , image editing [36] , we use the similar network architectures by [36] as our generative network. The detailed network parameters are shown in Table 1 . Discriminative network. We note that the PatchGANs [19] , [36] , [39] have fewer parameters than a full image discriminator and achieve state-of-theart results in many vision problems. Similar to [19] , [36] , [39] , we use PatchGANs to classify whether the generated results are real or fake. The discriminator architecture is shown in Table 1 .
Loss Function
A straightforward way for training is to use the original GAN formulation (4). However, the contents of the generated images based on this training loss may be different from the ground truth images as evidenced by [19] . To ensure that the contents of the generated results from the generative networks are close to those of the ground truth images and also consistent with those of the inputs under the physical formulation model (1), we use the L 1 norm regularized pixel-wise loss functions
and
in the training stage. To make the generative network learning process more stable, we further use the loss function 
to regularize the generator G.
Finally, we propose a new objective function
to ensure that the output of GANs is consistent with the observed input under the model (1). Based on above considerations, the networks G, D g , and D h are trained by solving
where λ is a weight parameter. To make the training process stable, we use the least square GAN loss [40] in L a to generate higher quality results.
EXPERIMENTAL RESULTS
In this section, we evaluate the proposed algorithm on several image restoration tasks including image deblurring, dehazing, super-resolution, and deraining. Due to the comprehensive experiments conducted, we only show a small portion of the results in the main paper. More results and applications are included in the supplementary material. The trained models, datasets, and source code will be made available at https://sites.google.com/site/ jspanhomepage/physicsgan/.
Datasets
For image deblurring, we use the training dataset by Hradiš et al. [2] , which consists of images with both defocus blur generated by anti-aliased disc and motion blur generated by the random walk. We randomly crop one million 256 × 256 blurred image patches from the dataset for training and use the test dataset [2] which includes 100 clear images to evaluate our algorithm. In addition, with the same blur kernels [2] , we further randomly choose 50,000 clear face images from CelebA [47] and 50,000 natural images from COCO [48] to generate the training data for the face image deblurring and natural image deblurring. We add the random noise into each blurred image, where the noise level ranges from 0 to 10%.
For image dehazing, we use the NYU depth dataset [49] and randomly select 1,200 clear images and the corresponding depths to generate hazy images according to the hazy model [27] . As the images in the NYU depth dataset [49] are indoor images, we also randomly choose 500 outdoor images from the Make3D dataset [50] to synthesize the outdoor hazy images as the training dataset. All the training images are resized to the canonical size of 512 × 512 pixels. To evaluate image dehazing, we randomly select 240 images from the NYU depth dataset [49] and the Make3D dataset [50] , where the images are not used in the training stage. In addition to these synthetic data, we also compare with state-of-the-art methods using the commonly used real hazy images.
In the image deraining task, we use the dataset by Zhang et al. [1] to train and evaluate our algorithm.
Training
We train the models using the Adam optimizer [51] with an initial learning rate 0.0002, where it is linearly decayed after every 100 epochs. We set the batch size to be 1. Similar to Glorot and Bengio [52] , the weights of filters in each layer are initialized using a Gaussian distribution with zero mean and variance of 2 s , where s is the size of the respective convolutional filter. The slope of the LeakyReLU is 0.2. After obtaining generator G, as we know the paired training data {x i ,y i } and the corresponding physics model parameters (e.g., k i in image deblurring) that are used to synthesize y i from x i , we apply the same physics model parameters to G(y i ) and generate y i . Then the discriminator D g takes x i and G(y i ) as the input while the discriminator D h takes y i and y i as the input. Similar to [53] , we update the discriminators using a history of generated images instead of the ones by the latest generative networks according to [36] . The update ratio between the generator and the discriminators is set to be 1. (a) Input (b) Xu [54] (c) Pan [55] (d) Pan [44] (e) Nah [26] (f) CNN [2] (g) CycleGAN [36] (h) Ours Fig. 3 . One synthetic blurred image from the text image deblurring dataset [2] . The proposed method generates images with much clearer characters.
Image Deblurring
We compare our algorithm with the image deblurring methods including conventional state-of-the-art methods [44] , [54] , [55] and CNN-based deblurring methods [2] , [20] , [26] , [56] . We note that recent CNNbased deblurring algorithms [20] , [26] , [56] are designed for natural images. For text and face image deblurring applications, we retrain these algorithms for fair comparisons. For natural image deblurring, we use the provided trained models for fair comparisons. We further note that the pix2pix [39] and CycleGAN [36] algorithms are designed for imageto-image translation which can be applied to image restoration. We retrain these two algorithms for fair comparisons. Synthetic blurred images. We quantitatively evaluate our method using the text image dataset described above and the PSNR/SSIM as the metrics. Table 2 shows that the proposed algorithm performs favorably against state-of-the-art methods in terms of PSNR and SSIM 2 . Note that the method by [26] uses a multiscale CNN with an adversarial learning algorithm. However, it fails to generate the results with high PSNR values as shown in Table 2 . The pix2pix [39] method achieves the similar results to [26] as both these methods improve GAN by introducing the pixel-wise loss (9) . In contrast, our algorithm develops a physical formation model learning algorithm and 2. As the implementation of [57] is not available, we do not compare this method in this paper.
generates the results with higher PSNR values. Figure 3 shows a blurred text image from the test dataset. The conventional algorithms [44] , [54] , [55] fail to generate clear images. The CNN-based method [2] generates better results. However, it still contains significant blur residual as this method only uses a feed-forward network and does not consider the consistency between the estimated results and blurred inputs. We note that the CycleGAN method [36] improves GAN by introducing cycle consistency constraint for the image-to-image translation task. However, it fails to generate clear images as shown in Figure 3(g) . In contrast, our method is able to generate much clearer images with recognizable characters as shown in Figure 3 (h), which further demonstrates the importance of the physical formation constraint.
We then select 160 blurred face images to evaluate our algorithm, where the test examples and training examples do not overlap. We compare the proposed method with state-of-the-art algorithms including conventional methods [44] , [54] , [55] and recent deep learning based methods [20] , [26] , [56] . Table 3 shows that the proposed algorithm performs favorably against state-of-the-art methods in terms of PSNR and SSIM. Figure 4 shows deblurred results from several algorithms. As the input image contains significant blur, the algorithms [26] , [36] , [56] , [58] fail to generate clear images. The DeblurGAN algorithm is mainly based on a conditional GAN framework. (a) Input (b) Xu [54] (c) Pan [58] (d) Pan [44] (e) Zhang [56] (f) DeblurGAN [2] (g) CycleGAN [36] (h) Ours (a) Input (b) Xu [54] (c) Pan [55] (d) Pan [44] (e) Zhang [56] (f) DeblurGAN [2] (g) CycleGAN [36] (h) Ours (a) Input (b) Xu [54] (c) Pan [55] (d) Pan [44] (e) Nah [26] (f) CNN [2] (g) CycleGAN [36] (h) Ours However, the deblurred result by this method still contains significant artifacts as the conventional GAN usually leads to checkerboard artifacts. In contrast, the proposed algorithm generates a much clearer image due to the proposed physics model constraint. Finally, we use 160 blurred natural images to evaluate our algorithm, where the test examples and training examples do not overlap. The results in Table 4 show that the proposed method performs well on natural image deblurring.
Although the proposed network is trained on the uniform blurred images, it also works on the dynamic scenes [26] . More results are included in the supplemental material. Real blurred images. We further evaluate our method on the real images. Figure 6 (a) shows a real blurred image. The proposed method generates a visually better result with clearer characters than other algorithms as shown in Figure 6 (h).
Image Dehazing
For image dehazing, we compare our algorithm with the conventional methods [27] , [59] , [60] and the recent CNN-based methods [15] , [16] , [61] . We also retrain pix2pix [39] and CycleGAN [36] for fair comparisons. Synthetic hazy images. We first quantitatively evaluate our method using the synthetic dataset as mentioned in Section 5.1. The test dataset contains 240 images which include both indoor and outdoor scenes. To evaluate the recovered images by each algorithm, we use the PSNR and SSIM as the quality metrics. Table 5 shows that the proposed algorithm achieves competitive results against state-of-the-art methods in terms of PSNR and SSIM.
We show one example from the test dataset in Figure 7 . The conventional methods [27] , [59] need to estimate both the transmission map and the atmospheric light based on manually designed features. The colors of the generated images of [27] and [59] are little different from those of the ground truth images due to the inaccurate estimations of the transmission map and the atmospheric light. The CNN-based methods [15] , [16] first estimate the transmission maps from hazy images and then follow the conventional methods to estimate clear images. Their recovered images contain haze residual as shown in Figure 7 (d)-(e). The pix2pix [39] method is based on a conditional GAN. However, the structures of the estimated image are not preserved well. In contrast, due to the physics model constraint, our algorithm generates a much clearer image with fine details, which is visually close to the ground truth image. In addition, we also evaluate our algorithm on the image dehazing dataset [62] . Table 6 shows that the proposed algorithm performs favorably against stateof-the-art methods. The visual comparisons shown in Figure 8 demonstrate that the proposed algorithm generate a much clearer image. Real hazy images. We evaluate the proposed algorithm on real hazy images and show some comparisons with the state-of-the-art methods in Figure 9 . Our method generates decent results where the colors of the recovered images look more realistic.
Image Super-resolution
The proposed algorithm can be applied to image super-resolution by changing the physics model (1) into the image formulation of super-resolution. To show the effect our algorithm on image superresolution, we use the same training dataset in [6] to train the proposed algorithm and evaluate it on the commonly used test dataset, i.e., "Set5". We compare (a) Input (b) He [27] (c) Berman [59] (d) Ren [15] (e) Cai [16] (f) pix2pix [39] (g) Ours (h) GT (a) Input (b) He [27] (c) Berman [59] (d) Chen [60] (e) Ren [15] (f) Cai [16] (g) Ours (h) GT our method with state-of-the-art algorithms including SRCNN [3] , ESPCN [63] , VDSR [6] , SRGAN [19] , and EDSR [34] . Quantitative evaluation results are shown in Table 7 . Although the proposed algorithm is not specially designed for super-resolution, it achieves competitive results compared to state-of-the-art meth-(a) Input (b) He [27] (c) Berman [59] (d) Ren [15] (e) Cai [16] (f) pix2pix [39] (g) CycleGAN [36] (h) Ours ods.
Image Deraining
The proposed algorithm also works for image deraining which aims to remove rainy streaks or dirties from the input images. To evaluate our algorithm, we compare it with the conventional method [31] and state-of-the-art deep learning based methods [1] , [34] , [65] using the test dataset by [1] . We also retrain pix2pix [39] and CycleGAN [36] for fair comparisons. Figure 10 shows a real rainy image. The method [31] based on handcrafted prior does not remove rainy streaks. We note that the image deraining algorithm [1] improves GAN by introducing the perceptual loss function [21] . However, there exist significant color distortions in some image regions (e.g., the part in the red box in Figure 10(c) ). As mentioned in Section 1, this is mainly because that the algorithm [1] does not consider the physics model constraint. Compared to the other methods, our algorithm is able to remove the rainy streaks and generate a clean image. The method by Fu et al. [65] decomposes the input image into a detail layer and a base layer, where the detail layer is estimated by a CNN. However, this method is less effective when the rain is heavy. Yang et al. [34] develop a multi-task network for rain detection and removal. However, some rainy streaks are not removed as shown in Figure 10 (e). The pix2pix [39] and CycleGAN [36] algorithms fail to generate clear images. In contrast, the proposed method is able to remove rainy streaks and generates a much clearer image.
In addition, we further evaluate our method on image filtering and blind super-resolution problems.
More experimental results are included in the supplemental material.
ANALYSIS AND DISCUSSION
In this section, we further analyze the proposed method and compare it with related methods. Effect of the physics model constraint. Our method without the physics model constraint reduces to the conventional GAN [18] with loss function (9) . To examine the effect of this constraint and ensure the fair comparison, we disable the physics model constrained learning process (BaseGAN for short) in our implementation. As shown in Figure 11 (b), BaseGAN is not able to generate clear images. The structures and colors of the recovered image are significantly different from the input as the physics model is not used. In contrast, our method with the physics model constrained learning process generates much clearer images where the strokes and colors are preserved well.
We further quantitatively evaluate the effect of the proposed loss functions using the deblurring benchmark dataset [2] . Table 8 shows the average PSNR and SSIM values of the recovered images generated by the methods with different loss functions. The results by the method using (12) have the highest PSNR values and are also much clearer as shown in Figure 11 (f). Relation with GAN-based methods. Recently, several methods have been proposed to improve the conventional GAN framework, e.g., CycleGAN [36] , DiscoGAN [37] , DualGAN [38] . The CycleGAN algorithm [36] introduces two generative networks and two discriminative networks to solve the image-toimage translation when the paired training data is not (a) Input (b) Li [31] (c) Zhang [1] (d) Fu [65] (e) Yang [34] (f) pix2pix [39] (g) CycleGAN [36] (h) Ours Fig. 10 . Results on a real rainy image. Due to the heavy rain, both the CNN-based methods [65] , [34] and GAN-based methods [1] , [39] , [36] are not able to generate clear images. The part enclosed in the red box in (c) contains significant color distortions (best viewed on high-resolution displays with zoom-in).
available. In addition, a cycle consistency loss is proposed to make the network be well trained. The other methods [1] , [19] , [39] , [41] , [42] explore GANs in the conditional settings and introduce pixel-wise loss functions (i.e., (9) ) and perceptual loss functions [21] to ensure that the outputs of the generative network are close to the ground truth images in the training stage. Although some of these methods are not designed for the image restoration problems addressed in this paper, to clarify the difference from these methods, we have retrained the most related algorithms for fair comparisons. As these algorithms directly learn the inverse process (i.e., (3)) by end-to-end trainable networks without considering the physical formation process, they usually fail to generate physically correct results as shown in Sections 5.3-5.6.
Following the notations in the proposed algorithm, the CycleGAN algorithm assumes that F(G(y i )) = y i and G(C(y i )) = y i , where C is a generator which may have the similar effect to the mapping function H in the physics model (1) . With this assumption, this algorithm is likely to converge to a trivial solution as the identity mapping functions always hold for this assumption. This is the main reason that the results by the CycleGAN algorithm are quite similar to the inputs, e.g., the dehazing results are still similar to the hazy inputs (Figure 9(g) ), the derained results still contain some rainy streaks (Figure 10(d) ), and the deblurred results contain significant blur residual (Figure 3(g) and Figure 6(g) ). We further note that the CycleGAN algorithm is designed for unpaired images. For further fair comparisons, we retrain the CycleGAN algorithm on the image deraining and image deblurring tasks using the paired images (PCycleGAN for short). However, both the visual comparisons (Figure 11(e) ) and quantitative evaluations (Table 8) demonstrate that PCycleGAN does not generate clear images.
Different from the CycleGAN algorithm, our algorithm does not learn the generator C as the physics model is known. Thus, our algorithm is able to avoid trivial solutions and performs favorably against stateof-the-art algorithms on each task. Robustness to image noise. The proposed method is robust to image noise. We evaluate it using 1,000 noisy blurred text images where each blurred image is added with the random noise. The noise level ranges from 0% to 10%. Figure 12 (a) shows that the proposed method performs well even when the noise level is high. Convergence property. As our algorithm needs to jointly train generative and discriminative networks, a natural question is whether our method converges. We quantitatively evaluate the convergence properties of our method on the text deblurring dataset [2] . Figure 12(b) shows that the proposed method converges after less than 200 epochs in terms of the average PSNR. We note that although using multiple discriminators in GANs may increase the difficulty for the training, our numerical results in Figure 12(b) show that using the physics model constraint makes the training process more stable and leads to a better convergence property compared to the GAN with one discriminator and generator. Parameter analysis. The proposed objective function involves the weight parameter λ. We analyze the effect of this parameter using 50 blurred face images by setting its values from 10 to 100 with the step size of 10. Table 9 demonstrates that the proposed method performs slightly better when λ = 50 but overall is robust to this parameter with a wide range, i.e., within [40, 100] . Ablation study w.r.t. the proposed network. To analyze the effects of the number of ResBlocks, we evaluate the proposed network using 50 blurred images by setting the number of ResBlocks from 3 to 50. Table 9 demonstrates that the proposed method is insensitive to the number of ResBlocks. Thus, we empirically use 9 ResBlocks as a trade-off between accuracy and speed. Limitations. Although the proposed method is able to restore images from degraded ones, it is still less effective for those examples which are caused by multiple degradation factors, e.g., both rain and haze, because the physics model does not describe such complex degradation process well. Figure 13 shows an example where the proposed algorithm fails to remove rain/snow from the input image due to the complex degradation process. Future work will consider jointly using semi-supervise and supervise learning algorithms to solve this problem.
CONCLUDING REMARKS
Motivated by the observation that the estimated results should be consistent with the observed inputs under the fundamental constraints in image restoration and related low-level vision problems, we enforce this fundamental constraint in the conventional GAN framework. As the fundamental constraint is derived from the physical formation process of some low-level problems, the proposed algorithm can be applied to a variety of image restoration and related low-level vision problems. By training in an end-to-end fashion, the proposed algorithm performs favorably against state-of-the-art methods on each task. 
