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Abstract—En esta comunicación se presenta un sistema 
empotrado de detección de caras sobre FPGA. Con objeto de 
disponer de aceleración en el proceso de detección de caras se 
propone un sistema basado en técnicas de codiseño hardware-
software. Se detalla el mecanismo de aceleración en la detección 
de caras. También se describe la implementación de un módulo 
IP que permite la aceleración hardware así como los resultados 
obtenidos.  
I. INTRODUCCIÓN  
La detección de caras constituye una tarea importante en 
aplicaciones biométricas y de interacción hombre-máquina. 
Debido a la complejidad de los algoritmos de detección de 
caras se requiere una gran cantidad de recursos de computación 
y memoria. Por lo tanto las implementaciones software de los 
algoritmos de detección resultan poco eficientes cuando deben 
ejecutarse sobre sistemas SoC (System on Chip) que requieran 
alta velocidad de procesado, pocos recursos y bajo consumo de 
potencia. En estos casos el uso de técnicas de codiseño 
hardware-software pueden aplicarse para el desarrollo de 
aceleradores hardware para las partes que requieren de mayor 
consumo computacional en los algoritmos de detección. 
El principal éxito de un algoritmo de detección de caras 
consiste en conseguir un balance adecuado entre la precisión en 
la detección (robustez) y una operación eficiente (coste 
computacional). Los detectores heurísticos o basados en 
conocimiento, tales como las técnicas basadas en el color de la 
piel y las técnicas basadas en plantillas, utilizan el 
conocimiento directo de las caras y a veces dan lugar a mejores 
prestaciones. Sin embargo estas técnicas son poco robustas 
respecto a variaciones en las caras y a interferencias del 
entorno (como es el caso de los cambios de iluminación). Por 
otro lado los métodos estadísticos o los basados en aprendizaje, 
como las redes neuronales o los detectores SVM, hacen uso de 
algoritmos de clasificación y dan lugar a mejores prestaciones a 
la hora de discriminar entre patrones de caras y de no-caras. Sin 
embargo estos algoritmos basados en aprendizaje requieren una 
alta complejidad de procesado por lo que resultan muy costosos 
para aplicaciones en sistemas empotrados. 
Recientemente se han realizado algunas propuestas de 
implementaciones hardware de sistemas de detección de caras. 
Así en [1] se presenta un sistema dedicado sobre FPGA. Dicho 
sistema recibe la imagen de una cámara y la almacena en la 
memoria interna del FPGA. Otras realizaciones están basadas 
en GPUs. En [2] se propone acelerar la detección de caras 
distribuyendo el cálculo entre 4 GPUs. Esta comunicación 
presenta el diseño de un sistema empotrado de detección de 
caras basado en el procesador LEON3. El sistema de detección 
implementa el algoritmo de detección de objetos de Viola-
Jones. 
II. ALGORITMO DE DETECCIÓN DE CARAS DE VIOLA-JONES  
El algoritmo de Viola-Jones [3] permite procesar imágenes 
de manera muy rápida y consigue una razón de detección alta. 
La velocidad en el procesado se debe a tres elementos claves de 
dicho algoritmo. En primer lugar la imagen se transforma en 
una imagen integral lo que permite calcular el área de 
rectángulos en un tiempo constante como se muestra en la 
figura 1. Dicha imagen integral consiste en acumular para cada 
pixel el valor de los píxeles previos:  
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En segundo lugar se usa un clasificador simple y eficiente 
construido mediante el algoritmo de aprendizaje AdaBoost [4]. 
Esto permite seleccionar un número reducido de características 
visuales de un conjunto muy alto de características potenciales. 
Ejemplos de las características tipo Haar usados por el 
clasificador se ilustran en la figura 2. Consisten en áreas 
rectangulares cuyo procesado requiere operaciones aritméticas 
simples. En el cálculo se aplica un umbral a las sumas y 
diferencias de las regiones rectangulares de la imagen (las 
regiones oscuras se restan de la regiones blancas).  
Fig. 1. La suma de píxeles del rectangulo D se calcula mediante la siguiente 
operación en la imagen integral: ii4+ii1-(ii2+ii3) 
En tercer lugar el clasificador está constituido combinando 
clasificadores sencillos en cascada (figura 3). La técnica Viola-
Jones se basa en explorar la imagen mediante una ventana en 
busca de características. Dicha ventana se escala con objeto de 
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localizar caras de diferentes tamaños. Las primeras etapas 
consisten en detectores simples, muy rápidos y de bajo coste. 
Esto permite eliminar aquellas ventanas que no contienen caras 
y deja pasar las que son candidatas a tener caras. Los siguientes 
detectores aumentan en complejidad con objeto de realizar un 
análisis más detallado en un conjunto menor de las zonas de 
interés. Las caras son detectadas en el final de la cascada.  
 
Fig. 2. Ejemplos de características de tipo Haar. 
Fig. 3. Arquitectura de detectores en cascada 
III. CODISEÑO HARDWARE-SOFTWARE 
El algoritmo de detección de objetos de Viola-Jones 
requiere un número muy alto de recursos de computación y un 
alto ancho de banda de memoria. Esto constituye un 
impedimento a la hora de construir sistemas de detección de 
objetos en tiempo real. Con objeto de disponer de aceleración 
en el proceso de detección de caras se propone un sistema 
basado en técnicas de codiseño hardware-software. La figura 4 
muestra un esquema de dicho sistema. Aquellas partes del 
algoritmo de detección que requieren flexibilidad son 
implementadas en software mientras que  las partes críticas son 
implementadas como acelerador hardware. 
 
Fig. 4. Sistema hardware-software para detección de caras  
A. Aceleración del algoritmo de Viola-Jones  
La técnica de detección de caras de Viola-Jones ha sido 
implementada en la librería OpenCV (Open Source Computer 
Vision) [5]. Esta librería contiene funciones para visión 
artificial en tiempo real. Teniendo en cuenta que la librería 
contiene una aplicación para detección de caras en video, se 
decidió utilizar los archivos fuente de la aplicación como punto 
de partida en el desarrollo del sistema de detección de vídeo 
para sistemas empotrados basados en LEON3. 
Las características tipo Haar de la distribución OpenCV han 
sido entrenadas para aplicarse a ventanas rectangulares de 
20x20 píxeles. Para otras dimensiones de ventanas las 
características tipo Haar deben ser escaladas. El sistema de 
detección de caras consiste en 22 detectores en cascada que 
contienen 2135 características tipo Haar. 
La aplicación de detección de caras de OpenCV se 
implementa en dos modos de operación diferentes (figura 5): 
Modo 1: escalando la imagen. En este modo la imagen es 
escalada mediante interpolación hasta que se alcanza un 
tamaño mínimo predefinido. En cada momento del escalado se 
necesitan dos imágenes integrales (normal=∑x y 
cuadrática=∑x2) para calcular la varianza. La ventana de 
búsqueda tiene un tamaño fijo en todo el proceso de detección. 
Modo 2: escalando los clasificadores. En este modo las 
imágenes integrales (normal=∑x y cuadrática=∑x2) necesarias 
para calcular la normalización de la varianza 
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original. Sin embargo las características tipo Haar de los 
clasificadores son escaladas progresivamente hasta que sus 
dimensiones son similares a las de la imagen original. La 
ventana de búsqueda tiene, por lo tanto, dimensión variable 
durante el proceso de detección. 
En los dos modos los componentes de las características de 
tipo Haar (pesos y dimensiones) son escalados progresivamente 
con las dimensiones de la ventana de búsqueda. Esto significa 
que para una ventana de búsqueda de dimensión WxH el peso 
de cada rectángulo de la característica de tipo Haar son 
escalados por el valor WxH. En la ventana de búsqueda el 
cálculo de la característica de tipo Haar se realiza mediante: 
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Area representa la suma de todos los píxeles dentro de un 
rectángulo e I=1,2, 3 representa el número de rectángulos de la 
característica de tipo Haar. Con objeto de determinar el valor 
del peso para la suma cada HaarFeatureSum  es comparado con 
el umbral normalizado de la correspondiente característica de 
tipo Haar: 
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donde J=[1…2135] representa el índice de la característica 
de tipo Haar y ThresJnorm= σThresJHaarFeature, (σ es la desviación 
estándar de la ventana de búsqueda). 
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Si no se escalan los pesos de las características de tipo de 
Haar y se realiza el cálculo de la varianza mediante la 
expresión   )22(2   xxHWadjusted  entonces se reduce 
tanto el número de operaciones aritméticas (división, 
multiplicación) como los accesos a memoria. Esto hace que el 
algoritmo sea más rápido [6]. 
B. Módulo IP para aceleración hardware  
Tras un análisis de la aplicación de detección de caras se ha 
encontrado que el cuello de botella del software reside en la 
gran cantidad de accesos de lectura a memoria, las operaciones 
de multiplicación y raíz cuadrada, que son necesarias para la 
evaluación de las ventanas de búsqueda. Así para detectar una 
cara en una imagen se requiere evaluar cientos de miles de 
ventanas de búsqueda y ello representa el mayor consumo del 
tiempo por parte de la aplicación. Por ello se ha decidió 
acelerar la evaluación de las ventanas de búsqueda mediante un 
módulo IP hardware [7]. 
 
Fig. 5. Algoritmo propuesto para la  aceleración en la detección de caras  
Para mantener un alto grado de flexibilidad y poder 
compartir los recursos hardware con el resto del sistema basado 
en LEON3 se ha decidido que el módulo IP 
IMSE_OBJECT_DETECTION tenga dos modos de operación 
[9]: el modo libre en el cual los recursos del IP (multiplicador, 
memoria, etc) pueden ser usados por LEON3 para implementar 
otra funcionalidad y el modo de detección de caras. El módulo 
IP  opera con el reloj del sistema (80 MHz). 
Como se ha mencionado anteriormente el módulo IP 
implementa el algoritmo de ventanas de búsqueda. La 
aplicación software es la encargada de almacenar las 
características de tipo Haar en la memoria del módulo. 
También se encarga de establecer los valores de los registros de 
configuración (escala, coordenadas x-y, dimensión de la 
imagen, etc.). Cuando la aplicación software realiza el 
comando de inicio el procedimiento de detección de caras es 
controlado por el componente Imse_stage_evaluator_unit 
(figura 6). Esta unidad es el motor del sistema de aceleración 
en la detección de caras. Al finalizar el proceso de detección el 
componente indica si hay caras actualizando el registro de 
estado con el resultado obtenido y se genera una interrupción. 
La unidad contiene varias unidades de control con objeto de 
soportar las diferentes latencias en los accesos a la memoria del 
sistema (externa al módulo IP). Junto a las diferentes máquinas 
de estado que constituyen las unidades de control este 
componente también contiene módulos especializados: el 
módulo que calcula el área de los rectángulos en la imagen 
integral usando solo los datos de las esquinas (como se explica 
en la figura 1), un modulo pipeline para el escalado y cálculo 
de la dirección de las características de tipo Haar, un circuito 
que realiza la raíz cuadrada entera de números de 64 bits (tiene 
una latencia de 16 ciclos de reloj) y un multiplicador de 
números con signo de 41x33 bits. 
 
Fig. 6.Diagrama de bloques del módulo IP IMSE_OBJECT_DETECTION 
 
El módulo IP tiene una memoria compartida basada en una 
RAM de doble puerto con interfaz AHB. Dicha memoria sirve 
para almacenar las características de tipo Haar. LEON3 puede 
usarla como memoria adicional en el modo de operación libre. 
IV. RESULTADOS 
El sistema de detección de caras propuesto trabaja con 
imágenes (en color o gris) con una resolución inferior a 
1024x1024 píxeles. Usa la cascada completa de clasificadores 
para caras frontales de OpenCV y puede almacenar en la 
memoria interna aproximadamente 2730 clasificadores de tipo 
Haar. Podría trabajar con mas clasificadores pero estos se 
tendrían que almacenar en la memoria de programa para ser 
cargados en la memoria interna cuando se requieran. 
El sistema ha sido implementado en una FPGA de Xilinx 
XC5VLX50. El sistema de detección basado en LEON3 
completo ocupa 6,435 slices (89% del dispositivo) y contiene 
10,962 flip-flops (38% del dispositivo). El consumo de 
potencia estimado (medido con Xpower Analyzer de Xilinx) ha 
sido de 603 mW. El componente de mayor consumo es el 
controlador de memoria DDR2 (216 mW), la interfaz DVI (136 
mW) y los generadores de reloj. El procesador LEON3 
consume 32.39 mW. Por su parte el modulo IP 
IMSE_OBJECT_DETECTION, que requiere más flip-flops y 
tiene aproximadamente la misma cantidad de lógica que 
LEON3, consume 6 veces menos (5.39 mW) que el procesador. 
Con objeto de medir las prestaciones del sistema empotrado 
de detección de caras propuesto se han comparado tres 
implementaciones: 
 El software OpenCV portado al sistema empotrado. 
 La versión software acelerada del sistema software portado 
al sistema empotrado. 
 La versión acelerada hardware-software basada en el 
módulo IP. 
Las métricas empleadas para medir las prestaciones han 
sido el tiempo de ejecución y el número de ventanas de 
búsquedas aplicadas. Para las dos primeras implementaciones 
(software) se han considerado los dos modos de detección 
(modo 1 y 2). En el caso de la implementación hardware-
software solo opera en el modo 2. En cada modo se han 
considerado 4 tipos de parámetros (setup 1 al 4) para el tamaño 
de la ventana de búsqueda mínima (S) y el paso de escala 
(step): 1) S=30x30, step=1.2; 2) S=30x30, step=1.1; 3) 
S=20x20, step=1.2; 4) S=20x20, step=1.1. 
En la figura 7 se muestran los resultados obtenidos. Puede 
observarse que la aplicación software que acelera la detección 
de caras es 3-4 veces más rápida que la aplicación portada 
OpenCV en ambos modos. Usando el módulo IP de aceleración 
hardware se consiguen velocidades 7-9 veces mayores. 
 
Fig. 7. Tiempos de detección de imagenes VGA, a) modo de escalado de la 
imagen, b) modo de escalado de las características de tipo Haar 
V. CONCLUSIONES  
Se ha descrito el diseño e implementación de un sistema de 
detección de caras basado en una estrategia hardware-software 
sobre FPGA. Para ello se ha presentado el mecanismo de 
aceleración propuesto y el diseño de un módulo IP para el 
procesador LEON3 que permite realizar la aceleración 
hardware. Los resultado de test del sistema muestran unos 
Buenos tiempos de respuesta lo que hace que el sistema sea 
adecuado en aplicaciones biométricas de tiempo real. 
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