I. INTRODUCTION

S
INCE the invention of the automobile over a century ago, automotive engineers have been trying to improve safety and passenger comfort and provide higher level of mobility for customers. However, during the past decades the level of traffic congestion has become a bottleneck for mobility, while stop-and-go traffic significantly impacts the fuel economy of vehicles [1] . Therefore, for sustainable road transportation, it is not adequate to simply improve the performance of individual cars, but their impact on traffic flow also needs to be evaluated. Although improving the infrastructure may alleviate traffic congestion, we may design better controllers for individual vehicles, and use these agents to 'steer' the traffic flow as a multi-agent system towards more desired states. In this paper we focus on the latter strategy. One primary factor under consideration is the longitudinal control of vehicle motion. Since human drivers have relatively large reaction time and limited perception abilities, they often perform poorly as controllers for the vehicle. Using adaptive cruise control (ACC), one may improve the longitudinal control due to faster and more accurate sensing abilities and more sophisticated control strategies [2] , [3] . However, the range sensors (radar, lidar) used for ACC are quite expensive and the penetration rate of ACC systems has not increased significantly over the last couple of years. Moreover, ACC cannot overcome the limitation that only motion information of the vehicle immediately ahead can be monitored by range sensors. This restricts the performance of the cruise controller and limits our ability to improve the traffic flow.
Therefore, researchers proposed to utilize motion information about the traffic environment around the vehicle using wireless vehicle-to-infrastructure (V2I) and vehicle-tovehicle (V2V) communication [4] , [5] . In this case, vehicles may be controlled while taking into account traffic flow conditions over a longer spatial horizon. Previous strategies included cooperative adaptive cruise control (CACC) where a fixed communication structure is assigned to a group of ACC vehicles, so that a platoon could run with relatively small headway, while velocity fluctuations are attenuated as propagating backwards along the vehicle chain [6] - [9] . Various application scenarios have been discussed for CACC, with the focus on designated-lane highway driving [10] - [12] . Some researchers are trying to loosen the rigid requirement on communication topology for CACC, so that it may deal with more realistic multi-vehicle formations [13] - [15] . However, such cooperative systems often rely on existing ACC systems, and thus may be limited in real-traffic implementation.
In [16] and [17] connected cruise control (CCC) was proposed to maintain smooth traffic flow in mixed systems of conventional, ACC, and communication-assisted vehicles. The CCC controller receives information about the motion of multiple vehicles ahead, and actuates the vehicle or assists the driver based on these signals. The controller may include any signals available and thus allow various connectivity topologies to form among CCC and non-CCC vehicles. The influence of connectivity structures, signal types, packet drops, and communication delays on the longitudinal dynamics of vehicular chains has been investigated in [17] - [21] . By tuning the corresponding control gains one may ensure desired performance, such as plant stability (the ability to maintain Fig. 1 . Functional scheme of the optimal connected cruise control design chosen speed without external perturbations) and string stability (the suppression of velocity fluctuations along the vehicular chain). These may have a positive impact on the performance of the whole transportation system as emphasized by the diagram in Fig. 1 .
However, optimality of control gains in terms of minimizing velocity fluctuations has not yet been discussed for large connected vehicle systems. Optimal CACC designs often use algorithms with relatively high computational cost, such as rolling horizon optimal control [14] , which is only feasible when considering a small group of vehicles with specific communication structures. Thus, it is necessary to find optimization algorithms with low computational cost for more general connectivity topologies. While [22] presented some initial ideas about low-cost optimal design, driver reaction time and communication delay were not considered. Here we present an algorithm that is compatible with human car-following behaviors while still allowing us to fully exploit the connectivity without increasing the complexity of gain-tuning.
In this paper we optimize the gains of a CCC vehicle that receives position and velocity information from multiple human-driven vehicles ahead using linear quadratic regulation (LQR). The controller design is based on the minimization of velocity and headway fluctuations and the control cost (acceleration/deceleration) for the CCC vehicle. We use optimization as a tool to observe different levels of reliance on various signals and apply the findings in CCC design. While the optimization is performed over a high-dimensional network, we show that the problem can be decomposed since the information flow is uni-directional in a connected vehicle system when vehicles only utilize motion information of vehicles ahead. Such decomposition allows us to obtain an analytical solution to the optimization problem recursively, and it allows graceful degradation of CCC performance when V2V communication deteriorates. We also show that the weights in the cost function can be chosen such that the velocity fluctuations of the CCC vehicle are attenuated compared with vehicles ahead (i.e., string stability can be achieved). While the optimization is done at the linear level, we demonstrate that the controller performs well at the nonlinear level, and is robust against parameter variations and heterogeneities appearing in multi-vehicle systems.
The layout of this paper is as follows. In Section II we present models for human driving and build up the models for CCC design. In Section III we introduce the setup of the optimization problem and show that the solution of an infinite-dimensional Riccati equation can be used to design the CCC controller. The details for solving the optimization problem with time delay and the robustness of the proposed controller are provided in the Appendix for interested readers. In Section IV we present the stability analysis and summarize the impact of design parameters and robustness against variations in human parameters using stability charts. In Section V the application of the CCC controller is demonstrated at the nonlinear level using numerical simulations. Finally, we conclude and lay out some future research directions in Section VI.
II. MODELING THE CAR-FOLLOWING BEHAVIOR
In this section we model the car-following behavior of both human drivers and the CCC controller in non-emergency situations. Since we are concerned with longitudinal motion control of vehicles, we consider single-lane car-following models of human-driven vehicles; see Fig. 2(a) .
Many models exist in the literature, as summarized in [23] and [24] . These include continuous-time ones like the intelligent driver model (IDM) [25] , the optimal velocity model (OVM) [26] , the GM model [27] , [28] , the Pipes model [29] , and discrete-time ones like the Krauss model [30] and the Wiedemann model [31] . Over the past decades many variations of these models have been developed in the efforts to reproduce a wide range of traffic phenomena by computer simulation [32] , [33] . While models using a large number of parameters may be considered to be of higher fidelity, difficulties in parameter estimation through data fitting may negatively affect their accuracy [34] , [35] .
Thus we consider a class of continuous-time car-following models with a few parameters that include driver reaction time delay. These models (e.g., OVM, IDM, and GM model) can be written in the forṁ
to describe the car-following behavior of vehicle i . Here the dot stands for differentiation with respect to time t, τ is the human reaction time delay, h i denotes the headway, i.e., the bumper-to-bumper distance between vehicle i and its predecessor, and v i denotes the velocity of vehicle i ; see Fig. 2 (a). Here we provide some details about the OVM and the IDM that are used very frequently in the literature. However, we remark that the controller design applied in this paper is applicable to any model of the form (1).
In case of the OVM [18] , the vehicle acceleration is determined by the difference between the headway-dependent desired velocity and the actual velocity and by the velocity difference between the vehicle and its predecessor, that is
where the gains α and β are used by the human drivers to correct velocity errors. The desired velocity is determined by the headway using the continuous range policy
i.e., the desired velocity is zero for small headways (h ≤ h st ) and equal to the maximum speed v max for large headways (h ≥ h go ). Between these, the desired velocity is given by f v (h) which increases with the headway monotonically. There are many choices for the specific function of f v (h), but the qualitative dynamics remain similar if the above characteristics are kept [18] , [19] . In [12] the function
was used, which corresponds to the constant time headway Fig. 2(b) . However, the range policy (3,4) is non-smooth at h = h st and h = h go and may generate a "jerky ride". Thus, here we use
as shown in Fig. 2(c) . The range policy (3, 5) is smooth but has a changing time headway given by
We assume that human-driven vehicles try to maintain the uniform traffic flow equilibrium
given by F(h * , 0, v * ) = 0, cf. (1). Using (2) we find the equilibrium speed-headway relation of OVM given by its range policy function (3), i.e., v * = V (h * ).
On the other hand, the IDM [25] can be written in the form
where a is the maximum desired acceleration, T gap is the desired time gap, and b is the comfortable acceleration. While (7) does not contain a range policy function explicitly, the equilibrium speed-headway relation
shown in Fig. 2(d) , describes qualitatively the same driving behavior as in Fig. 2(b,c) . Notice that for h * < h st , we have v * < 0 in the IDM, which can be eliminated by requiring vehicle velocities to be non-negative.
Observe that both the OVM (1,2) and the IDM (1,7) can be linearized into the same form [18] . Here we use the particular form (2) when performing the linearization (as the parameters α and β have clear physical meaning), but all results can be generalized for an arbitrary F(h,ḣ, v) . By assuming the system in the vicinity of the equilibrium (6) and defining the headway and velocity perturbations
we linearize (1,2) to obtain the linear delay differential equation (DDE)
Here N * = V (h * ) is the derivative of the range policy (3) at the equilibrium, and for h st ≤ h * ≤ h go this gives the time
Controllers with a small time headway produce more aggressive car-following behaviors, which makes it more difficult to maintain uniform traffic flow [36] . Based on highway traffic data [18] We consider this least-string-stable operating point in the remainder of this paper.
We now consider the single-lane configuration shown in Fig. 3 where the CCC vehicle at the tail receives position and velocity signals of the n non-CCC vehicles ahead through V2V communication (see dashed arrows from preceding vehicles to vehicle 1). Initially, we assume that all preceding vehicles are identical human-driven vehicles, but the effects of heterogeneous dynamics among preceding vehicles will be investigated in Appendix D.
The car-following dynamics of the CCC vehicle is given bẏ
where u(t) is the acceleration that will be designed using the velocity and headway information obtained via V2V communication. Communication delay is not included explicitly in the optimization, but will be added when analyzing the stability of CCC in Section IV. We assume the CCC vehicle tries to maintain the same equilibrium as human-driven vehicles i = 2, . . . , n, cf. (6) . Using definition (9) we linearize (11) about the equilibrium:
With the car-following dynamics of human-driven and CCC vehicles set up, we discuss how to use optimization to design u(t) in Section III.
III. CONNECTED CRUISE CONTROL DESIGN USING LINEAR QUADRATIC REGULATION
In this section, we present a systematic method for connected cruise control design while utilizing the linearized human car-following model (10) . In Section III-A we present the linear quadratic optimization setup for CCC design that exploits V2V information broadcasted by human-driven vehicles ahead. In Section III-B we present the general solution of the optimization problem, while in Section III-C we show that the problem can be decomposed and solved analytically by exploiting the unidirectional information flow in the system. If the reader is not interested in these technical details, Sections III-B and III-C may be skipped. In Section III-D we obtain the CCC controller with full-state feedback and demonstrate that the gains decay exponentially as the number of vehicles between the source and the CCC vehicle increases. We also show that adding more vehicles downstream does not influence the existing design for the system. A brief discussion is provided in Appendix D on the robustness of the controller against heterogeneities arising in the vehicle string.
A. Optimization Problem Setup
Here we formulate the CCC design as a linear quadratic (LQ) optimization problem with delay. Since the CCC vehicle would like to maintain constant velocity and headway without using large acceleration/deceleration, we minimize a cost function containing its headway and velocity fluctuations and its acceleration. The solution will give the gains for the CCC vehicle with respect to the current and delayed headways and velocities of the vehicles ahead.
Let us define
Then we construct the vectors
and rewrite (10, 12) aṡ
The coefficient matrices are given by
where ⊗ denotes the Kronecker product and the blocks are defined by
Note that B is upper block-triangular because vehicles only react to the motion of vehicles ahead. This topological structure of connectivity will allow us to greatly simplify the solution of the LQR problem. We assume that the non-CCC vehicles are plant stable, i.e., they are able to maintain the uniform flow (6) when the vehicles ahead travel with constant speed v * . Then the connected vehicle system (15, 16) is stabilizable, that is, uncontrollable part of the system is stable.
We define the multi-objective cost function based on the CCC vehicle's acceleration and deviations from the uniform flow as
where γ 1 > 0, γ 2 > 0 and
In (18) the first term is related with the fuel economy of the CCC vehicle, and the latter two terms account for the active safety and traffic efficiency. While more complicated cost functions can be used to consider more accurate powertrain dynamics [14] , [37] , the quadratic form of (18) will provide us with valuable insight about the upper-level control of connected vehicle systems.
B. General Solution of the LQ Problem
In this section we lay out the general solution to the LQ problem in a time-delayed system with disturbance (15, 18) . We will show that the disturbance has limited influence on the structure of the optimal controller. Thus, we design the optimal controller under zero disturbance. This setting allows us to exploit the uni-directional information flow to alleviate the high computational cost for optimal connected vehicle design. Readers not interested in the technical details may proceed to Section III-D.
We define the augmented state
The cost function (18) can be rewritten accordingly
The optimal control for (20, 22) is given by
see [38] . The matrices P(t) and Q(t, θ) are obtained by solving the Riccati-type partial differential equation (PDE)
−Ṗ(t) =Ã T P(t) + P(t)Ã − P(t)DD T P(t)
with boundary conditions
where P(t) is symmetric and R T (t, ξ, θ) = R(t, θ, ξ). Given the structure of coefficient matrices (21), the matrices P(t), Q(t, θ) and R(t, ξ, θ) can be constructed as
where
, and P 4 , Q 4 , R 4 are scalars. since P(t) is symmetric we have P 1 (t) = P T 1 (t) and
. Thus, the optimal controller (23) becomes
By substituting (26) into (24, 25) we find that state-feedbackcontrol gain matrices P 1 , Q 1 in the optimal controller (27) are not influenced by the disturbance φ(t); see (65,67,69,71) in Appendix A. On the other hand, when including the disturbance in the optimization, (27) cannot be implemented in real time since φ(t) is not known a priori; cf.Ã(t) in (21, 24, 26) . Therefore we first ignore the disturbance φ(t), but later in Section IV we ensure that this zero-disturbance design can reject disturbances satisfyingly. Thus, we consider
which allows us to design the CCC controller analytically without impairing the stability of the multi-vehicle system. Since P 1 (t), Q 1 (t, θ), R 1 (t, ξ, θ) are given by (65), which is an initial value problem in backward time, we consider the steady-state solution
which is equivalent to setting time horizon t f → ∞ in the cost function (18); see [39] . Substituting (28, 29) into (27) leads to the simplified controller
where the matrices P 1 , Q 1 (θ ) are given by
which can be attained by setting t f → ∞ in (65,66).
C. Decomposition of the Solution
In this section, we exploit the uni-directional information flow and obtain the analytical solution to the delayed LQ problem (15, 18) with zero disturbance (φ(t) ≡ 0) and infinite time horizon (t f = ∞), i.e., we solve the PDE (31, 32) analytically to obtain the controller (30) .
While a numerical scheme for (31,32) is given in [39] to obtain P 1 , Q 1 (θ ) in (30) , no closed-form solution exists with general A, B, D matrices. However, here only the first two rows of P 1 , Q 1 (θ ) are used by the controller (30), since D is zero except its first two elements, cf. (16, 17) . Thus we only need to obtain an analytical solution for the relevant parts in P 1 , Q 1 (θ ), which is made possible by taking advantage of the upper-triangular block structure of A and B.
We introduce the notation
. . , n, and rewrite (30) as
where x i (t) is given in (13) . This shows that we only need to derive P 1i , Q 1i (θ ) for i = 1, . . . , n to construct the controller. Substituting (33) into (31, 32) , we obtain equations for each block
. . , n, which can be solved recursively. Specifically, P 11 and Q 11 (θ ) are given bŷ
The solution of (35, 36 ) is given by
which is the only solution satisfying the condition P 11 > 0.
Notice that the matrix P 11 only depends on the weights γ 1 , γ 2 and the CCC vehicle's range policy N * (cf. (3)). Then, to obtain P 1i , Q 1i (θ ), Q i1 (θ ) for i = 2, . . . , n, we need to solvê
Now (40, 41) give the solution
while the equations for Q 1i (θ ) simplify to
yielding the solution
for i = 2, . . . , n. Thus, the equation for P 1i becomeŝ
for i = 2, . . . , n. Here vec(·) gives a column vector by stacking the columns of the matrix on the top of each other, and M ∈ R 4×4 is given by
Consequently, P 1i and Q 1i (θ ) are obtained recursively using (38, 44, 46, 47) . The recursive rules (44,46) indicate that the feedback gains for signals coming from the j th vehicle only depend on the dynamics of vehicles 2 to j and do not depend on the dynamics of vehicles in front of the j th vehicle. On the other hand, sinceÂ 1 only depends on P 11 (cf. (37,38,39) ), the exponential term eÂ 1 (θ+τ ) shared by every Q 1i (θ ) is independent from the dynamics of preceding vehicles but changes with the CCC vehicle's range policy N * and the optimization weights γ 1 , γ 2 .
D. Constructing the CCC Controller
In (34) we move D 1 (cf. (16)) into the integral and define
Based on definitions (13,48), the optimal controller (34) for the CCC vehicle is given by
where the distribution kernels take the form 
i.e., the gains on CCC vehicle's own headway and velocity do not depend on the dynamics of human-driven vehicles. Since Q 11 (θ ) ≡ 0, (48) yields
i.e., the CCC vehicle does not have delayed feedback terms on its own headway and velocity. The rest of the gains α 1i , β 1i and the distribution kernels f i (θ ), g i (θ ) for i = 2, . . . , n in (48) can be obtained using (44,46,47). In Appendix C we show that the eigenvalues of M (cf. Fig. 4 shows the corresponding exponential decay of α 1i and β 1i in a (5 + 1) vehicle chain (red circles) and a (10 + 1) vehicle chain (blue crosses) using the parameter values
. In this case, M has two zero eigenvalues and two non-zero eigenvalues 0.69 ± 0.15i . The exact match between the red circles and the blue crosses for vehicles 2 to 5 demonstrates that the existing optimized gains do not change when adding feedback terms on vehicles farther away. This corresponds to the fact that the gains α 11 , β 11 are not influenced by the connectivity structure (cf. (38,39,48) ), and that α 1i , β 1i are calculated recursively using (46). For the parameters considered above, we have the gains
In Fig. 5 we plot the distribution kernels f i (θ ), g i (θ ) for i = 2, . . . , n using the same parameters as in Fig. 4 . The dashed red curves correspond to n = 5 and the blue solid curves correspond to n = 10. In both cases, the magnitude of f i (θ ) and g i (θ ) decreases with i . Indeed, for vehicles i = 2, . . . , 5, the distribution kernels f i (θ ) and g i (θ ) are the same in both the (5 + 1)-car and the (10 + 1)-car systems.
Considering the similar feedback structure of the CCC controller (49) as in the conventional driving model (2) , and the decay of feedback gains and distribution kernels shown in Fig. 4 and Fig. 5 , we conclude that the proposed CCC controller will degrade gracefully under imperfect communication. More specifically, a CCC vehicle may experience severe packet drops from vehicles ahead, depending on the involved V2V communication devices, the physical distance between vehicles and the road environment [40] . When the communication channel with vehicle i + 1 significantly deteriorates, we may set the feedback gains and distribution kernels corresponding to vehicle i + 1 and vehicles farther ahead as zero, and only use motion signals up to vehicles i . Since motion signals from farther downstream vehicles are assigned with smaller gains, the switch to fewer signals will not induce a significant jump in control commands. Most importantly, since the gains for signals coming from vehicles 1-i do not depend on those from vehicles i + 1 and beyond, the reduced CCC controller still remains optimal.
We note that the proposed CCC controller generates 2n feedback gains and distribution kernels with only 2 design parameters, while being robust against heterogeneity and connectivity structure changes among preceding vehicles, as discussed in detail in Appendix D. While our design relies on car-following models in the form of (1) for the human-driven vehicles ahead, one may use other driver models (see [23] ) to design similar controllers.
IV. STABILITY ANALYSIS OF OPTIMIZED CONNECTED VEHICLE SYSTEMS
In this section, we analyze the linear stability of uniform traffic flow using the optimized controller for the CCC vehicle at the tail, to make sure that the arising connected vehicle system is able to maintain uniform traffic flow. Here we take into account the communication delay due to intermittency and packet loss in wireless communication. We analyze the plant stability and head-to-tail string stability and visualize the corresponding stability areas using stability charts.
The intermittency in V2V communication with digital controllers results in an average communication delay of 0.15 [s]; see [16] . However, packet losses may lead to significant increase of the delay. While the delay changes stochastically [20] , here we approximate it with its average and study the dynamics while viewing the delay as a parameter. Then the linear dynamics (10,12) becomeṡ
for i = 2, . . . , n, where u(t) is given by (49) and σ denotes the communication delay. The plant stability of a CCC vehicle is given as follows: suppose that the vehicles whose signals are used by the CCC vehicle are driven at the same constant velocity, that is, v i (t) ≡ v * , i = 2, . . . , n + 1, then the velocity of the CCC vehicle approaches this constant velocity, i.e., lim
The plant stability of non-CCC vehicles is defined similarly: when the preceding vehicle is driven at constant velocity, the non-CCC vehicle should converge to the same velocity. In this paper we only consider plant stable non-CCC vehicles. String stability characterizes the attenuation of velocity fluctuations as they propagate upstream [36] . For non-CCC vehicles it is required that the vehicle attenuates the velocity fluctuations arising from the preceding vehicle. For a CCC vehicle, one may compare its velocity fluctuations with any preceding vehicle whose signals is used by the CCC vehicle. The influence of a CCC vehicle on the traffic flow is evaluated the best by comparing its velocity fluctuations to that of the furthest vehicle ahead whose signal is received by the CCC vehicle (called the head vehicle). Thus, we define the headto-tail string stability, which requires velocity fluctuations to be suppressed from the head vehicle to the tail. Since no control is placed upon the non-CCC vehicles, it is reasonable to allow amplification of velocity fluctuations among non-CCC vehicles. Still, the CCC vehicles may ensure head-to-tail string stability as demonstrated below.
While in the previous section the controller was designed for the zero disturbance case, here we consider the velocity perturbationṽ n+1 of the head vehicle as the input and the velocity perturbationṽ 1 of the tail vehicle as the output in (53). Since perturbations of velocity can be represented using Fourier components and superposition holds for linear systems, the head-to-tail string stability can be ensured by attenuating sinusoidal signals for all excitation frequencies. Thus, we consider the periodic excitationṽ n+1 (t) = v In particular, taking the Laplace transform of (53) with zero initial conditions and eliminating the velocities and headways of vehicles i = 2, . . . , n, we obtain the head-to-tail transfer function
HereṼ 1 (s) andṼ n+1 (s) denote the Laplace transform ofṽ 1 (t) andṽ n+1 (t), respectively, and
where a i0 , a i1 , a i2 , b i0 , b i1 , b i2 are given in Appendix B for i = 1, . . . , n and
Here H 0 (s) represents the transfer function between a non-CCC vehicle and its predecessor. Indeed, the amplitude ratio for frequency ω is given by v
, that is, the head-to-tail string stability is ensured when |H (iω)| < 1 for all ω > 0.
A. Plant Stability
The plant stability for the linearized connected vehicle system (49,53) requires that all its characteristic roots have negative real parts, i.e., the solutions of the characteristic equation
stay in the left half complex plane. (55)) is the characteristic equation for linearized human car-following model (10) , it is necessary that the human-driven vehicles are plant stable. This is a reasonable requirement as they should be able to maintain a desired speed with no disturbance from the traffic. By setting s = i , ≥ 0 in G 0 (s) = 0 we obtain the plant stability boundary for human-driven vehicles as
And in the remainder of this paper we only consider human parameters α, β inside the plant stability region enclosed by (58) and α = 0 (given by G(0) = 0); see the shading in Fig. 9 . For the remaining part of (57), we plug (73) in (55,56) and obtain
the characteristic equation for the CCC driving model. Due to the similarity between (59) and G 0 (s) = 0, the plant stability boundary is the same as (58) but with α 11 instead of α, β 11 instead of β, and σ instead of τ . However, it is more desirable to present it in the (γ 1 , γ 2 )-plane. Thus, we plug (51) into (59), consider s = i , ≥ 0, and obtain the plant stability boundary for the CCC vehicle as
cos(σ ) . (60)
Since the cost function (18) requires γ 1 > 0, γ 2 > 0, we only consider the first quadrant of the (γ 1 , γ 2 )-plane. In Fig. 6 , 
B. Head-to-Tail String Stability
At the linear level the necessary and sufficient condition of head-to-tail string stability is given by
where H (iω) is defined by (54,55,56). String stability is violated when the maximum of L(ω) is larger than 0, and thus, the string stability boundary is given by the equations
subject to ∂ 2 L(ω cr ) ∂ω 2 ≤ 0, where ω cr indicates the location of the maximum of L(ω). When ω cr = 0, we always have
, and the boundary is given by
As demonstrated in the previous section, feedback gains for vehicles i, i > 6 are negligibly small. Therefore we consider a connected vehicle system with n = 5. To obtain string stability charts, we solve (62) By comparing the size of the string stable region on the panels, we conclude that increasing the human reaction time and the communication delay both reduce string stability area, however, human reaction time affects the string stability more prominently. Notice that in order to achieve head-to-tail string stability, the weights γ 1 , γ 2 have to be large enough. However, when either of these weights is exceedingly large, head-to-tail string stability will also be lost. The fact that both γ 1 , γ 2 shall be below 1 to ensure string stability implies that penalties on velocity differences should be smaller than the penalty on the control effort (acceleration).
We remark that the human reaction time considered in Fig. 7 are larger than the critical reaction time τ cr ≈ 0.325 [s] and thus no string stability exists for any α, β combinations without V2V connectivity [17] , but the system can be made head-to-tail string stable by using the connectivity in an appropriate way.
The coloring along the string stability boundaries shows the critical frequency where string stability loss happens, as indicated by the colorbar on the right. Red corresponds to higher frequency and blue corresponds to lower frequency. Leaving the string stable region through the dark blue curves, zero-frequency stability loss happens, while leaving it through the colored curve at the top, the stability loss happens at non-zero frequency, indicating the consequence of improper connectivity design.
To demonstrate string instabilities at different frequencies, we mark three points A, B, and C in Fig. 7(b) and plot the corresponding Bode plots in Fig. 8 . Case A is string stable, with amplitude of transfer function smaller than 1 for all positive frequencies, cf. (61). The corresponding feedback gains and distribution kernels are given in Figs. 4 and 5. Case B has string instability in higher frequency range, due to the non-zero-frequency string stability loss at the boundary between points A and B. Such phenomenon has also been observed when using acceleration feedback in CCC Fig. 8 .
Magnitude of transfer function as a function of the excitation frequency. Panels (a-c) correspond to points marked A-C in Fig. 7(a) . design [19] . Case C is string unstable due to low-frequency instability, corresponding to the zero-frequency stability loss when crossing the boundary between points A and C.
The charts in Fig. 9 allows us to test the robustness of the CCC design for given design parameters with respect to different human parameters of the non-CCC vehicles. The same notations are used as in Figs. 6 and 7. The light gray areas bounded by black dashed curves given by (58) show the plant stable areas that shrink as human reaction time τ increases. The dark gray regions bounded by colored solid curves are string stable regions, with the color indicating the frequency at which the stability loss happens. The colors along the string stability boundaries show that both zero-frequency and non-zero-frequency string stability loss exists for all cases. Note that although there may be string stability regions outside the plant stability region, the lack of plant stability prevents the connected vehicle system from maintaining uniform traffic flow, so those regions are not shown in Fig. 9 . Comparing the different panels in Fig. 9 , we find that larger human reaction time significantly decreases the string stable area, while the communication delay only slightly deteriorates string stability.
V. NONLINEAR SIMULATIONS
While the CCC controller is obtained with little computational cost using a linearized model for non-CCC vehicles, the algorithm should be able to accommodate nonlinearities arising in the dynamics of non-CCC vehicles, especially the nonlinearity in the range policy (3). Here we show that this nonlinearity can be added to the CCC design (49,53) by using the optimized feedback gains and distribution kernels. In particular, we can construcṫ
for i = 2, . . . , n, cf. (1,2), whose linearization about the uniform flow equilibrium (6) is indeed (49,53).
To evaluate the performance at the nonlinear level, we consider a Without connectivity, attenuation of velocity perturbation is not possible as the human reaction time τ > τ cr . This is demonstrated by the black solid curve in Fig. 10(a) . For the string unstable optimal design (point B in Fig. 7(b) ), the velocity perturbation is attenuated as shown by the red solid curve in Fig. 10(a) . However, the magnitude is still larger than that of the head vehicle (black dashed curve). On the other hand, for the string stable design corresponding to point A in Fig. 7(b) , the CCC vehicle's velocity fluctuation (green solid curve) has smaller amplitude than the velocity input (black dashed curve), as depicted in Fig. 10(a) . These results demonstrate that the linearized design can be used to predict the nonlinear behavior.
In Fig. 10(b) , the headway fluctuations of the CCC vehicle (red and green solid curves) have smaller amplitude compared to the case without connectivity (black solid curve). This shows that although the CCC design is based on string stability in terms of velocity, the connectivity can also suppress headway errors. Notice that the headway fluctuation of the CCC vehicle in the string unstable case B (red solid curve) is slightly smaller than in the string stable case A (green solid curve), indicating a trade-off between attenuation of velocity and headway disturbances. Fig. 7(b) ). The red solid curves correspond to the string unstable design of the CCC vehicle (γ 1 Fig. 7(b) ). The thin grey curves are for non-CCC vehicles, and the black dashed curve is the velocity perturbation of the head vehicle. In Fig. 10(c) the accelerations of the CCC vehicle (red and green solid curves) are significantly smaller compared with the case with no connectivity (black solid curve), where the acceleration gets excessively large. As the road surface and the vehicle powertrain are often not able to provide such large acceleration/deceleration, the vehicle in general may not be able to remain safe.
To test the proposed CCC controller in a more realistic traffic setting, we consider a velocity profile of the leading vehicle that contains deviations from the uniform flow with constant acceleration and a change of equilibrium points; see the black dashed curve in Fig. 11(a) . Here we use the same parameters as in Fig. 10 . Indeed, the velocity perturbation of the CCC vehicle is larger when a string unstable design is adopted (compare the red and green solid curves). However, even with string unstable design, the performance of CCC vehicles is still significantly better than if there was no connectivity (compare the red and the black solid curves). Especially that the acceleration response of the tail vehicle without connectivity (black solid curve) may exceed the limit of friction the road could provide, as it has to engage emergency maneuver for active safety. By exploiting the information of multiple vehicles ahead, CCC can be used to avoid such safety-critical situation.
VI. CONCLUSION
In this paper, we proposed a connected cruise control design based on linear quadratic regulation and analyzed the performance of the arising connected vehicle system where both automated and human-driven vehicles were allowed. By decomposing the optimization problem we showed that CCC can be designed sequentially as we incorporate signals from more and more vehicles ahead. Moreover, we showed that the gains decrease with the number of cars between the CCC vehicle and the signaling vehicle even when heterogeneity of human drivers is taken into account. This implies that a connected vehicle system using the proposed controller can gracefully degrade into smaller systems while maintaining certain optimality. Our analytical method significantly reduces the complexity of CCC design and is scalable for large connected vehicle systems.
We evaluated the head-to-tail string stability and summarized the results using stability charts. We showed that the optimized CCC is able to stabilize otherwise string unstable systems when the weights on the headway and velocity errors are chosen appropriately. Our design was also shown to be robust against variations of human parameters and was extended to the nonlinear level. The performance of our CCC strategy has been validated using numerical simulations. However, in order to be able to implement the results in real traffic scenarios experimental validation will be necessary which is left for future research.
APPENDIX
A. The Solution of LQR Problem With Delay
Here we present a detailed solution to the LQR problem with time delay. Since (20,21) is constructed to include disturbance φ(t) in the LQR format, and the optimal controller (27) is given using partitioned matrices (26), we write (24, 25) into four groups, where P 1 (t), Q 1 (t, θ), R 1 (t, ξ, θ) are independent from the disturbance and can be solved using only the coefficient matrices A, B, D and the weighting factor . That is, for the first group we obtain the PDE
with boundary conditions 
Note that the disturbance φ(t) does not appear in (67) either. As a matter of fact, (67,68) result in Q 2 (t, θ) ≡ 0 and R 2 (t, ξ, θ) ≡ 0. The dynamics of P 2 (t) and Q 3 (t, θ) are driven by the disturbance φ(t):
Although P 4 (t), Q 4 (t, θ), R 4 (t, ξ, θ) do not appear in the optimal control (27) , they appear in the minimal cost function, and are given by the PDE
B. The Distribution Kernels
Here we provide the constants that appear in the expression of f i (θ ), g i (θ ), i = 1, . . . , n in (50) using (44,48,52). For i = 1 (52) corresponds to a 10 = a 11 = a 12 = 0, b 10 
For i = 2, . . . , n we write in (44) that
where the Jordan formĴ 1 contains the eigenvalues ofÂ 1 :
C. The Contracting Map
To show that the feedback gains and distribution functions decay exponentially with the car number, all eigenvalues of M must be smaller than 1 in magnitude, cf. (46,47).
We assume diagonalizableÂ 1 and plug (74) into (47) to obtain 
where λ 1,2 are given in (75). That is, the recursive map (46,47) is contracting if
Consider plant stable human-driven vehicles where N * and α, β are positive. We found that (84) holds in the string stable region in the parameter space. Note that (83) bears an interesting resemblance to H 0 (s) in (55), and still holds when A 1 is not diagonalizable.
D. Robustness of CCC Against Other CCC Vehicles
Here we consider the scenario where vehicles 2 − n in Thus, the dynamics of the connected vehicle system is still described by (15) , with a new coefficient matrix 
cf. (16,17) . Since the matrix B is still upper-triangular, the optimal control design (31, 32, 34) can be decomposed as before. Now instead of (44,46,47), we have
and
for i = 2, . . . , n, where 
This means that the maps between vec(P 1i ), i = 2, . . . , n, and vec(P 11 ) are determined by B ki , k = 2, . . . , i − 1, i.e., by the connectivity structure between vehicle 1 and vehicle i . Thus, the connectivity structure among vehicles farther downstream still does not influence feedback gains on existing feedback terms of the CCC controller. We first demonstrate only the influence of heterogeneous human parameters. In this case, the coefficient matrix B still has the same structure is in (16), i.e., B i j = 0 only for j = i + 1. Thus, there is only one term M i(i−1) left in the righthand side of (89), and it still defines a recursively contracting map given plant stable human parameters in (90).
As an example, we take a (10 + 1)-car connected system, keep the design parameters γ 1 = 0.04 [1/s 2 ], γ 2 = 0.30 [1/s 2 ] and human reaction time τ = 0.4 [s] as in Fig. 4 , but increase/decrease the human gains for vehicles 2, 3, 4, 5 as indicated in Fig. 12 . The blue crosses correspond to the homogeneous system (cf. Fig. 4 ), while the green diamonds correspond to the heterogeneous system. The gains α 11 , β 11 are the same for both cases, because they do not depend on parameters of preceding vehicles. Although α 1i , β 1i , i = 2, . . . , n differ between the homogeneous and heterogeneous cases, the difference is only noticeable for i = 2, 3, even though α 44 , β 44 , α 55 , β 55 differ significantly. This is because the contracting map (89,90) forces the gains to decrease for signals coming from farther downstream, and then heterogeneity of vehicles further away has less significant impact on the CCC vehicle.
We then consider the robustness of the CCC design against extra connectivity links among preceding vehicles. In Fig. 13 , the blue crosses still show the gains in a (10 + 1)-car system with homogeneous human-driven vehicles (cf. Fig. 4 ), while the green squares depict the case when vehicle 3 is also using motion information of vehicle 5, with feedback gains α 35 While α 15 and β 15 change considerably, as i increases further the changes in α 1i , β 1i decay exponentially. These case studies demonstrate that our proposed algorithm is robust against heterogeneity among preceding vehicles.
