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Two n x ?a complex matrices A and B are Hermitian coutptent (denoted 
A E B) if and only if A = PBS for some invertible matrix S. Hermitian 
congruence is an equivalence relation, and our Theorem 1 shows how a 
particularly simple representative-a canonical form-can be selected from 
each equivalence class which contains a matrix with semidefinite real 
part. This gives a natural characterization of H-stable and H-semistable 
matrices (definitions follow). 
We also take up the real case. Theorem 2 characterizes the real H- 
stable and real H-semistable matrices, and shows how canonical forms 
for congruence may be selected for real matrices with semidefinite real 
part. (A is congruent to B, denoted A N B, if and only if A T B and 
A, B, and the S used have real entries.) 
I. DEFINITIOKS AND FACTS ABOUT H-STABILITY 
If A is an 1% x n matrix with real or complex entries, A* denotes the 
transpose of the complex conjugate of A, Re A = +(A + A*), and Im A = 
(1/2i)(A - A*). We write A 3 0 if and only if A = A* and x*Ax 3 0 
for every n x 1 column matrix (vector) x with complex entries. We write 
A >> 0 if and only if A 3 0 and x*Ax = 0 =S x = 0. Let 1x1 = ~/X*X for 
each column matrix x. The n x fz identity matrix is denoted I,, and the 
?z x n zero matrix is denoted 0,. We use D to denote real diagonal matrices 
whose diagonal entries dj satisfy dj 3 di+i for i = 1,. . , n - 1. A matrix 
of the form 
I, - 1, 
[ 1 1, 0, 
will be denoted E,,, and F(D, ~5, q, Y, s, t) or simply F will denote the qz x n 
matrix 
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(I, + iD) 0 EZ9. @ il, 0 0, 0 (- i1,) where p + 2q + Y + s + t = n, 
and, of course, D is p x p. 
Let n denote the half plane Re z > 0, ?i its closure, and o(A) the 
spectrum (eigenvalues) of A. 
DEFINITION. The n x n (real) matrix A is (real) H-semistable if and 
only if o(AH) C 5 for every complex (real) H 3 0. And the (real) matrix A 
is (real) H-stable if and only if o(AH) C n for every complex (real) H >> 0. 
These classes of matrices have been extensively studied (cf. [5] and 
[2], for example) and we shall use the following facts about them: 
(1) The matrix A is (real) H-semistable if it is (real) H-stable, because 
o(AH) is a continuous function of H and every H > 0 is the limit of 
H + EI >> 0 as E + Of (or see [5]). 
(2) The (real) matrix A is (real) H-semistable if and only if Re A 3 0 
(see [5, p. 811). 
(3) If A is (real) H-stable and A 2: B (A N B), then B is (real) H- 
stable because if H >> 0 then S*HS >> 0 and so o(BH) = o(SAS*H) = 
o(AS”HS) c 7~. 
(4) If A is (real) H-semistable so is B = SAS*, since Re A > 0 3 
Re SAS* >, 0. 
2. CANONICAL FORMS FOR HERMITIAN CONGRUENCE 
The following theorem gives a new characterization of the classes of 
H-stable and H-semistable matrices. It also shows how to select a canonical 
form for a Hermitian congruence equivalence class [A] when Re A 3 0 
(then Re B 2 0 for every B E [A]). In fact this method will select a nicely 
reduced representative for [A] whenever Re(wA) >, 0 for some complex 
number w # 0, namely, ze-l times the canonical form of [WA]. When w 
is not unique this representative need not be canonically determined. 
Let 6(A) be the number (counting multiplicities) of eigenvalues ;1 of 11 
such that Re il = 0. 
THEOREM 1. Suppose that A is an n x n comfilex matrix. 
(a) If A is H-semistable (i.e., Re A > 0) then A is Hermitian congruent 
to exactly one matrix, F(D, 9, q, Y, s, t), where p + 2q + Y + s + t = n. 
(b) If A is H-stable then A is Hermitian congruent o exactly one matrix, 
F(D, p, q, O,O, 0), where p + 2q = 12. 
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Proof. We begin by showing that every H-semistable matrix and every 
H-stable matrix are Hermitian congruent to some matrix of the required 
form. 
Assume that Re A > 0 and let k = max{G(AH) IH >> O}. Since every 
H >> 0 is equal to G* for some G >> 0, we know that k = 6(AG*) = G(GAG) 
for some G >> 0. Since Re(GAG) 3 0, Theorem 2 (p. 80) of [5] shows that 
there exists a unitary matrix U such that U(GAG)U* = B @ iC where 
B is some (n - k) x (n - k) matrix and C is a k x k real diagonal matrix. 
Clearly C 2: I, @ O,s @ (- I,) for some Y, s, t which sum to k. Since 
Re B > 0, B is H-semistable and we can (and shall) verify that B is H- 
stable by showing that 6(BH) = 0 for each (n - K) x (n - k) matrix 
H > 0. Letting S = UG we note that d(A[S*(H @ IJS]) = d(SAS*(H @ 
IJ) = 6(BH @ iC) = 6(BH) + k. Thus if H >> 0 then S*(H @ 1,)s >> 0, 
and the maximality of k implies that s(BH) = 0. 
We now know that if A is H-semistable then A N B @ il, @ 0,7 @ 
(- iI,) for some H-stable matrix B. It follows that if every H-stable matrix 
is Hermitian congruent to a matrix F(D, 9, 4, 0, 0, 0) then every H-semi- 
stable matrix will be Hermitian congruent to a matrix F(D, p, 9, Y, s, t). 
So we assume now that A is H-stable. Then Re A > 0 and it is classical 
(cf. r6, p. 1001) that A = Re A + i Im A 21 A, where 
and k is the rank of Re A, K,, is k x k, and ((Kij)) is Hermitian (i.e., 
Kij* = Kji for i, i = 1, 2). Carlson and Schneider have shown [2, p. 4451 
that if A is H-stable then K,, = On_,. And by a theorem of Eckart and 
Young [3] there exist unitary matrices U1 and U, such that the k x 
(n - k) matrix U,K,,U2 equals ((cij)) where cij = 0 if i # j and cjj > 0 
for j = 1, 2,. . ., min(k, n - k). Applying the unitary similarity A, = 
(iU, @ U2)A,(iU, @ U,)* shows that A N A, where 
A, = i:; oi’d + i[_;$;iy&* iul~~~uz*j. 
Since A is invertible we know that the rank U,K,,U,* is n - k, the 
number of columns of U1K12U,*. It follows that n - k < k, and that 
cjj>Oforj= l,..., n - k. Thus we may employ 
P = I, 0 diag[(crr)-l,. . . , (c,_~,,_~)-~] 
and repartition with q = n - k to show that 
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Set p = n - 2q = k - q. Since L,s = - L,,* there exists a $ x $J 
unitary matrix V such that VLz2V* = iD where D = diag(di,. . . , d,) 
and dj > dj+r for J’ = 1, 2,. . ., p-1. ToshowthatA z(19+iD)@ 
Ez4 = F(D, p, q, 0, 0,O) we need only note that A N T(PA2P*)T* where, 
ThatTisinvertiblefollo~vsfromtheinvertibilityoftheresultF(~,~,q,O,O,O). 
So far we have proved for cases (a) and (b) that there exists an F of the 
required type such that A 21 F. If A N F’ also, then F’ 2: F, and so to 
show that F is unique we need only prove: 
LEMMA 1. Let F = F(D, p, q, Y, s, t) and F’ = F(D’, p’, q’, Y’, s’, t’) 
be n x n matrices. If S is invertible and F’ = SF.!? then F = F’. 
Proof. Since 
I y’+q’ 0 Oa,+r’+s’+l’ = Re(F’) = S Re(F)S* = S(I,+, @ OntrCntt)S* 
we know (cf. [6, p. 1001) that 
p’ + q’ = ~3 + q and m =_ q’ + Y’ + s’ + t’ = q + q + s + t. 
Furthermore, partitioning S so that S,, is (p + q) x (p + q) and Ses is 
m x PPL shows that 
w,+, 0 fL)s* = I s11s11* S11~21” s s * 21 11 s 21 s 21*] = I’pi+q’ o:] 
We conclude that S, r is unitary and S,, = 0. By writing out the equation 
Im(F’) = S Im(F)S* and using the same size partitioning we obtain 
[: if] = [“;l ::j [I ;] [:;:: s:‘?*] 
=[ 
* * 
* S22HS22” 
where 
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H’ = O,, 0 I,. @ O,yr 0 (- It,) and H = 0, @ I, @ 0, @ (- It). 
Since S is invertible Sz2 must be also, and so (by [6, p. 1001) we know that 
q’ + s’ = q + s, Y’ = Y, and t’ = t. Since s’ = dim ker F’ = dim ker(SFS*) = 
dim ker F = s we conclude that (~5, q, Y, s, t) = (@‘, q’, Y’, s’, t’). 
We now show that D’ = D. We partition the unitary operator Sri-l 
so that 
where U,, is ~3 x ~3 and U,, is q x q. We also partition Srl-lS,, and 
Szz-i as follows : 
where T1, is p x q and T,, is q X (m - q), 
c&-l = 73 u 34 
[ I 43 u44 
where Us3 is q x q and U44 is (m - q) x (m - q). We set K = I, @ 0, @ 
(- It). We note then that 
Im(F) = 
0 0 iI, 0 
) 0 - iI, 0 0 
0 0 OK 
and that Im F’ differs from this only by containing D’ in place of D. The 
above partitionings are now substituted into 
(Syl @ .5&y’) Im(F’)(Sl,-l @ S22-1)* 
I 
[ 
9+4 S,,-lS,z 
= 
0 I, 
which was obtained from Im(F’) = 
tion on the left-hand side gives 
I I)+,2 
Im(F) 0 
[ 
S&h * 
1 
111 I 
S Im(F)S*. Performing the multiplica- 
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On the right-hand side we obtain 
Thus UzzU3a* = Ig, and since Us, and U,, are both q x q, Ua3* is 
invertible. Hence iU,2U,3* = 0 implies that Urs = 0, and so T,& = 
iU,,U43* = 0. Thisshows that U1,D’U1,* = D + T1*KT14* = D. Since 
Ull u12 
[ I u21 u22 
is unitary and U,, = 0, U,, is unitary. Thus the diagonal matrices D’ 
and D = U,,D’U,,* must have the same diagonal entries. Since the 
entries are arranged with the same monotonicity in both D and D’ we 
know that D = D’. n 
3.CANONICALFORMS FORCONGRUEKCE 
The following theorem gives a new characterization for the classes of 
real H-semistable and real H-stable matrices. Since it may also be applied 
to - A when Re A < 0, it gives a canonical form for A whenever Re A > 0 
or Re A ,< 0. 
Let 
c,, = k @ 0 % 
i=l / 1 -aj 0 
where tcr > * * * > u,, GC~ # 0 for j = 1,. . . , n, and when tcr = ccLz = . * . = 
a, = 1 denote C,, by Kz,. Let G(C, p, q, Y, s, t) or simply G denote an 
n x n matrix of the form (I,, + Czp) @ I, @ Eer @ K,, @ 0, where 
zp + q + 2r + 2s + t = n. 
THEOREM 2. Suppose that A is an n x n real matrix. 
(a) If A is real H-semistable (i.e., Re A 3 0) then A is congruent to 
exactly one matrix G(C, p, q, r, s, t) where n = 2$ + q + 2r + 2s + t. 
(b) Ij A is real H-stable then A is congruent to exactly one matrix 
G(C, 9, q, Y, 0, 0) where 9% = 29 + q + 2~. 
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Proof. To prove this we simply follow the proof of Theorem 1 and 
make those changes which are appropriate for the real case. For example, 
the matrices must have real entries, and “orthogonal” replaces “unitary.” 
As before we refer to part of Theorem 2 of [5, p. 801. We use the follow- 
ing adjusted version of that theorem. 
THEOREM. Let the 9% x n real matrix A have exactly k eigenvalwes on 
the imagigzary axis. Then if Re A 3 0, A is orthogolzally similar to B @ 
C,, @ 0, for some (n - k) x (~2 - k) matrix B and some Ceu and v such 
that 2% -t v = k. 
Proof. Let the n x 1 complex matrix x be an eigenvector satisfying 
Jxl = 1, Ax = inx, and ,T = 6 + iv where tl E R and 6, q are n x 1 real 
matrices. A complex number il with 13,1 = 1 can be selected so that 
ax = ti + iqi with ti, vi orthogonal and real (cf. [S, p. 811). We now 
change notation so that x, 6, 7 denote Ax, Ei, 7, respectively. Since 0 = 
Re(&) = Re(x*Ax) = x*(Re A)x and since Re A > 0 we have (Re A)5 = 
(Re A)? = 0. Then iax = Ax = i(Im A)x and taking real and imaginary 
parts gives (Im A)6 = iq, (Im A)q = - icrt. 
If q # 0 and 6 # 0 let U be a real orthogonal matrix such that the 
columns indexed $2 - 1 and n are l/IE( and q/[~l respectively. Then 
lJ*A U = M @ IV where 
0 
N= 
4s 
I 1 -ES 0 
and s = lql/lEl. S’ mce Re(U*AU) = U* Re A U > 0, it follows that 
Re N 3 0, and so we must have s = 1. 
The case 6 = 0 can be reduced to the case q = 0 by multiplying x by i. 
If q = 0 we let U be a real orthogonal matrix whose last column is t 
(note )&J = 1). S ince ior[ = Al, CI = 0. Thus U*AU = M @ 0,. 
Well known facts about the eigenvalues of the direct sum guarantee 
that the reduction procedures given above can be applied to M and that 
repeated applications will yield the theorem. n 
Returning to the proof of Theorem 2 we see that applying the above 
result gives A N B 0 C,, @ 0, for some B, Cns, and t such that B is 
(n - k) x (n - k) and 2s + t = R. 
As before B must be real H-stable. Since C,, - K,, we have A - 
B @ K,, @ 0,. This completes reduction to the case where A is assumed 
to be real H-stable. 
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If R = rank(Re A) then by a classical result 16, p. 911 
where the matrix ((Kij)) is a purely imaginary Hermitian matrix. The 
proof of the theorem of [2] which we used before applies equally well to 
this case and shows that since A is real H-stable Kz2 = O,_,. The theorem 
of [3] may be applied to iKIB to obtain orthogonal matrices 7Jr and Us 
such that the k x (PZ - k) matrix U,iK,,U, is “diagonal” and has rank 
n - k. Then Y = n - k, and if, as before, P is an appropriate real diagonal 
matrix, then 
and 
A N A, = P(Ul @ U2)A,(U, 0 U2)*P* 
Since L,,* = - L,, there exists a (k - 7) x (k - Y) orthogonal matrix 
I/ such that VL,,V* = CzD @ 0, for some CzD and 4 such that 2p + 4 = 
k - Y (cf. 17, p. 911). That A N (I,, + C,,) @I, @ E,, now follows 
since A - TA3T* where 
T = 1;; ; cl”:j. 
As before T is invertible. 
The proof will be complete once we have established the following 
analogue of Lemma 1. 
LEMMA 2. Let G = G(C, p, q, r, s, t) and G’ = G(C’, p’, q’, r’, s’, t’) be 
n x n real matrices. If S is an invertible real matrix such that G’ = SG.5” 
then G = G’. 
Proof. The argument used in Lemma 1 to show that (p’, q’, Y’, s’, t’) = 
(p, q, Y, s, t) can be adapted to show in this case that (2p’ + q’, r’, s’, t’) = 
(2P$_q,r,s,t). The main differences for this case are that Re G = 
I 21)+P+T 0 Or+w t7 H = 0, @ K,, @ 0,, and the correct reference to [6] 
is page 96. 
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To show that p’ = p and then that f&r = Cz, we merely adapt the 
remainder of the proof of Lemma 1. For this case K becomes X,, @ O,, D 
is replaced by iCz, + 0,, and D’ by iC&, + O,,. Also, when q occurs it 
should be replaced by Y, and p should be replaced by 2p + q. This leads 
readily to the orthogonal similarity iC,, @ 0, = U,,(iC&, + O,P)U1l*. 
Since this shows that Czv @ 0, and C$ + O,, have the same eigenvalues, 
q = q’, p = p’, and due to the monotonicity of the arrangement of their 
entries, C,, = C&,. q 
4. SOME REMARKS 
(1) In obtaining a canonical form for A our first step was to select 
Hermitian matrices H and K so that H was as simple as possible and 
A T H + iK. Then to simplify K without disturbing H we have used 
matrices S such that S(H + X).5* = H + iSK.S* (i.e., such that SHS* = 
H). These are the congruent (or cogredient) automor$hs of H. When Re A 
is not semidefinite, H = I, @ 0, @ (- It), where Y _1- s + t = n and 
Y, t # 0, and Theorem 1 shows that K may be reduced by n x n matrices 
S @ I, to 
where F is one of our canonical forms and M,, is t x t. (Of course, M,, 
can be made diagonal by replacing I, by a unitary matrix.) Knowledge 
of the congruent automorphs of F may permit further reductions which 
leave F unchanged. Consequently it is helpful to know the following: 
PROPOSITION 1. The congruent automorphs of EBn aye exactly the 
matrices 
U UH 
i 1 0 u 
zollzere U is an n x n unitary matrix and H is Hermitiagz. 
Proof. If SE2,S* = E,, and if S is partitioned into four n x n blocks, 
then .Sll is unitary and Sgl = 0, because S Re E,,S* = Re E,,. The 
analogous equation for Im E,,, written out in partitioned form, gives the 
rest. n 
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(2) Let eK denote the 2n x 1 matrix whose only nonzero entry occurs 
in row k and is 1. If U is the 292 x 2n matrix with eR for column 2k - 1 
and entk for column 2k where k = 1, 2,. . ., n, then U is orthogonal and 
we obtain the following: 
PROPOSITION 2. 
UE,,U” = E2 @em. @ E, (n swnmands). 
This proposition shows that we could have picked canonical forms con- 
taining E, @ * * . @ E, (k summands) rather than E,,. Since Uis orthogonal 
both choices have the same spectrum, and, using o(E,) = {$(l & i1/3)), 
it may be determined immediately. 
The orthogonality of U also insures that both choices have the same 
numerical range. The numerical range (or field of values) W(A) is {x*Ax[ 1x1 
= 1 and x is an n x 1 complex matrix}. The set W(A) is always convex 
[4] and Carlson [I] showed that an invertible matrix A is H-stable if and 
only if W(A) C (n U (0)). The numerical range of A and of its canonical 
form F = S*AS are related. For if 1x1 = 1 and y = ((Sxj-r)Sx then 
x*Fx = (Sx)*A(Sx) = jSx12y*Ay E jSx]W(A). 
Thus W(F) C M - W(A) where M is the compact interval of positive 
numbers {\SX/~ i (xl = l}, and, similarly W(A) C N * W(F) for iV = 
((S-ix12 j 1x1 = l}. s ince the numerical range of a direct sum is the convex 
hull of the union of the numerical ranges of the direct summands (cf. [4]), 
the numerical range of F is easy to calculate, given that the boundary 
of W(E,) is the ellipse (2x - 1)2 + y2 = 1. 
REFERENCES 
1 D. Carlson, A new criterion for H-stability of complex matrices, Linear Alg. Appl. 
1(1968), 59-64. 
2 D. Carlson and H. Schneider, Inertia theorems for matrices: The semidefinite case, 
J. Math. Anal. AppZ. 6(1963), 430-446. 
3 C. Eckart and G. Young, A principal axis theorem for Nonhermitian matrices, Bull. 
AMS 46(1939), 118-121. 
4 P. R. Halmos, A Hilbert Space Problem Book, D. Van Nostrand, Princeton (1967). 
5 A. Ostrowski and H. Schneider, Some theorems on the inertia of general matrices, 
J. Math. Anal. AppZ. 4(1962), 72-84. 
6 S. Perlis, Theory of Matrices, Addison-Wesley, Reading, Mass. (1952). 
7 J. H. M. Wedderburn, Lectures on Matrices, AMS Collo. Pub. XVII, New York 
(1934). 
Received April 1971 
