This paper presents a computationally efficient method for the measurement of a dense image correspondence vector field using supplementary data from an inertial navigation sensor (INS). The application is suited to airborne imaging systems, such as an unmanned air vehicle, where size, weight, and power restrictions limit the amount of onboard processing available. The limited processing will typically exclude the use of traditional, but computationally expensive, optical flow and block matching algorithms, such as Lucas-Kanade, Horn-Schunck, or the adaptive rood pattern search. Alternatively, the measurements obtained from an INS, on board the platform, lead to a closed-form solution to the correspondence field. Airborne platforms are well suited to this application because they already possess INSs and global positioning systems as part of their existing avionics package. We derive the closed-form solution for the image correspondence vector field based on the INS data. We then show, through both simulations and real flight data, that the closed-form inertial sensor solution outperforms traditional optical flow and block matching methods.
INTRODUCTION
Image correspondence vector fields for frame to frame motion in a video sequence are an enabling input data item for a number of image processing algorithms including computer vision, optical flow measurement, stereo vision, and superresolution enhancement [1] [2] [3] [4] . Traditional methods for generating dense correspondence maps include gradient-based, optical flow algorithms such as Lucas-Kanade (LK) [3, 5] and HornSchunck [6] as well as block matching techniques such as the diamond search [7] and adaptive rood pattern search [8] . These methods continue to be a challenge in the image processing community due to their computational complexity as well as their inherent reliance on sufficient image texture (e.g., the aperture problem). For conditions in which the image flow is dominated by the motion of the sensor platform as opposed to that of individual objects in the scene, an alternative method is to directly calculate the frame to frame correspondence based upon data from an inertial navigation sensor (INS).
Landscape video taken from an airborne platform, such as an unmanned air vehicle (UAV), is well suited to the above conditions. The landscape itself is essentially static in an Earth fixed reference frame, so all of the observed image motion is due to the combination of linear and angular motion of the sensor platform. Additionally, airborne platforms have the following characteristics: (1) they already have an embedded INS as part of their avionics package and (2) size, weight, and power restrictions may be prohibitive for the highperformance computing power needed to estimate motion fields in real time using image-based algorithms.
The challenge in utilizing an INS is that, in order to generate the subpixel accuracies required by algorithms such as superresolution enhancement, the INS and the imaging sensor must be well aligned and calibrated. In general, this precision alignment will require specialized equipment, which may not be practical for small platforms. Therefore, this paper proposes an autonomous, online calibration procedure.
The remainder of the paper is organized as follows. In Section 2, we first introduce the geometric models of the INS and imaging sensor. In Section 3, we describe the process by which the inertial sensor measurements are utilized to calculate image correspondence. In Section 4, we discuss the proposed method for performing a periodic online calibration of the two sensor systems. In Section 5, we describe a simulation architecture for modeling a typical UAV platform [we select to model the Silver Fox UAV from British Aerospace (BAE)] and use the model to exercise the concepts developed throughout the paper. Section 6 contains conclusions.
SENSOR MODELS A. INS Model
Advances in inertial navigation technology, specifically using microelectromechanical systems (MEMSs), as well as in global positioning system (GPS) receivers has led to low size, weight, power, and cost integrated GPSs and INSs. The MEMS inertial sensors are small, inexpensive, and consist of an orthogonal triad of linear acceleration measurement devices and an orthogonal triad of angle rate measurement devices. The MEMS inertial sensors are able to capture rapid changes in the acceleration and angular velocity of the platform vehicle; however, they suffer from the phenomenon of drift. Drift occurs due to the presence of small bias errors in both the acceleration and angular velocity measurements, which, over time, can integrate into large position errors. Reference [9] contains a general means for analyzing the error propagation of a typical inertial sensor. The bias error specification of an inertial sensor is proportional to its cost. For instance, an aircraft navigation grade inertial measurement unit (IMU), such as the Northrop Grumman LN-200, uses fiber optic gyros as opposed to a MEMS sensor and has bias errors low enough to operate for hours with acceptable performance; however, it is also weight and cost prohibitive for a typical UAV.
In contrast to inertial sensors, a GPS provides very good position accuracy. However, it provides no angular attitude information and its update rate is low. Attitude, for an aircraft, refers to the orientation relative to the local vertical reference frame and is typically expressed as a roll, pitch, yaw Euler sequence. Therefore, in order to provide a lightweight, inexpensive, yet accurate inertial sensor solution, MEMS data are blended with GPS measurements in a Kalman filter in order to capitalize on the relative benefits of both. The optimal blending of a GPS and INS is able to maintain accurate position, velocity, and angular information. References [10] [11] [12] describe the design, observability considerations, and performance of such an integrated GPS/INS solution. The components used in [10] for testing the algorithm and establishing performance results are the inexpensive Crossbow AHRS-DMU-HDX IMU, which has a mass of 50 g and fits in a 58 mm × 58 mm × 22 mm package, and the off-the-shelf Ashtech Z-XI1 GPS. Both of these components are practical for UAV integration.
The output of the INS is the current position, velocity, and attitude of the air vehicle relative to an Earth fixed reference frame. Typically, the reference frame is aligned to the local north, east, and down directions (NED). The position output is the geodetic latitude, longitude, and altitude of the platform ϕ; θ; h using the world geodetic survey of 1984 (WGS-84) standard. The velocity output is provided in the NED coordinate system, V NED . The attitude output is represented as a 3 × 3, orthonormal direction-cosine-matrix (DCM) mapping vectors in the NED coordinate system to the platform coordinate system, P; e.g., for an arbitrary vector a,
By convention, the typical platform fixed coordinate system for an air vehicle consists of a right-handed, orthonormal system with the x axis aligned with the nose, the y axis aligned in the direction of the right wing, and the z axis pointing down.
B. Imaging Sensor Model
For purposes of deriving geometric relationships between the inertial sensors and the imaging sensors, it is convenient to utilize a normalized perspective projection model of the image sensor as discussed in [13] (see Fig. 1 ). In such a model, the image plane is considered to be located at a unit distance from the focal point such that a three-dimensional (3D) object located at space vector R S x y z T , in a coordinate system S attached to the sensor, will be projected to a normalized pixel location
For an idealized "pinhole" camera, the pixel u; v illuminated due to a ray of light emanating from the direction of R S will be related to the normalized pixel location x 0 ; y 0 by a simple offset and scale factor; i.e., u; v u 0 ; v 0 γ x x 0 ; γ y y 0 , where u 0 ; v 0 represents the pixel location where the optical axis intersects the image plane and the factors γ x and γ y represent the conversion from spatial dimensions to pixel dimensions. However, a true pinhole camera is an unachievable idealization because the infinitesimal aperture would not permit the imaging sensor to collect any light energy. In reality, therefore, imaging sensors contain a finite diameter aperture and a focusing lens. The aperture permits sufficient light to pass to the sensing elements while the lens focuses the light rays, originating from a single point in space, to a small region on the sensors sensing elements (the blur region). As discussed in [13] , there are multiple models for the projection of a lens, such as thin lens approximation, thick lens approximation, etc. However, in general, for any camera, through modeling and/or calibration, the mapping between the projection x 0 ; y 0 of R S onto the image plane and the observed pixel u; v is given by a distortion mapping function, f •, such that
and the inverse
The function f • is an intrinsic characteristic of the imaging sensor. It is intrinsic because it is a property only of the sensor itself and is independent of how it is installed on a platform. For a given lens design, f • may be modeled by an optical design ray tracing software package such as Zemax, which is sold by Zemax Development Corporation of Bellevue, Washington. However, for inexpensive, off-the-shelf imaging systems, there may be a large camera to camera variation due to manufacturing tolerances. As such, f • for each specific unit may need to be measured either at the factory or by the user prior to installation on the aircraft. A number of techniques for performing the calibration of the intrinsic parameters are discussed in [13] [14] [15] . All techniques, in general, involve imaging a calibration target and fitting the measurements to a lens distortion model via a linear least-squares or other appropriate parameter estimation technique. For the remainder of this paper, it is assumed that the intrinsic calibration function f • has been determined by one of these methods and is available. Once installed, the orientation of the imaging sensor relative to the platform is represented as a 3 × 3, orthonormal DCM mapping vector from the platform coordinate system P to the sensor coordinate system S; e.g., for an arbitrary vector a,
CORRESPONDENCE MAPPING
A. Geometric Mapping Given the geometric models of Section 2, it is possible to explicitly calculate the correspondence field between video frames. Let the 3D vector R NED G x 0 ; y 0 ; k represent the projection of the normalized image pixel x 0 ; y 0 on frame k from the platform to the ground, represented in the NED coordinate system. Call this ground projection point G. Let (x 0 Δx, y 0 Δy) represent the projection of the same ground point G back onto the normalized sensor image on frame k 1 (see Fig. 2 ). Then Δx; Δy is the correspondence vector for pixel x 0 ; y 0 between frame k and frame k 1. The observed motion is a consequence of the combined linear and angular motion of the platform relative to the ground. In order to calculate Δx; Δy for each pixel in the image, it is necessary to first compute the vector R NED G x 0 ; y 0 ; k corresponding to the pixel with normalized coordinates x 0 ; y 0 according to
where the subscript k on the NED to platform DCM, T P NED T k , indicates that it represents the orientation of the platform at a time coincident with video frame k. The T superscript indicates the matrix transpose. Because the DCM matrices are orthonormal, the matrix transpose is equivalent to the matrix inverse. The magnitude of the projected line from the platform to the ground point G, ‖R NED G x 0 ; y 0 ; k‖, is calculated based on the altitude and position of the platform. This calculation is discussed in more detail in Section 3.B. The second step is to calculate the translational motion of the platform, ΔR, based on the average velocity. That is,
where, again, the subscript k on the velocity denotes the velocity indicated by the INS at a time coincident with the video frame k. The time period Δt is the time interval between frame k and frame k 1. ΔR is expressed in the NED coordinate system. The third step is to adjust the position of the fixed ground point G relative to the platform using the position change, ΔR. That is,
The final step is to map the NED vector back into the sensor coordinate system S. That is,
where α is a normalizing scale factor such that the third element on the left-hand side of Eq. (9) is equal to unity. Equation (9) is rearranged into a form suitable for computer implementation by substituting in Eq. (8) and subtracting the vector x 0 y 0 0 T from both sides. This yields
Equation (10) represents the final closed-form solution to the image correspondence vector field. For every pixel location x 0 ; y 0 on frame k, it computes the correspondence vector Δx; Δy based on the known inputs T S P , T P NED k1 , R NED G x 0 ; y 0 ; k, and ΔR.
B. Range to Ground
The range to the ground point, ‖R NED G x 0 ; y 0 ; k‖, is obtained through the use of a digital terrain elevation database (DTED). The DTED is a table indexed by latitude and longitude that provides the elevation of the ground above sea level. The global coverage DTED based on the Shuttle Radar Topography Mission is publically available in 3 arcsec (level 1) or 1 arcsec (level 2) resolution from the Earth Resources Observation and Science Center [16] . Using the DTED, the GPS position of the platform is all that is needed to accurately calculate ground range. See the geometry in Fig. 2 .
Using the DTED to find range to ground requires a search algorithm. The onboard GPS provides the sea-level altitude of the platform. From that position in space, the algorithm needs to search along the known directiond R NED G x 0 ; y 0 ; k∕ ‖R NED G x 0 ; y 0 ; k‖ until it finds the first intersection with the ground.
ONLINE CALIBRATION
The problem of accurately aligning an INS to a visual sensor is similar to the well-studied problem of transfer alignment between an aircraft INS and a secondary INS hosted on a peripheral device, such as a missile. Classical transfer alignment is discussed in [17] [18] [19] . Classical transfer alignment is relatively straightforward as it is based upon the direct, one-to-one comparison of the angular velocity and linear acceleration outputs of two INSs. In contrast, the twodimensional outputs of an imaging sensor and the 3D outputs of an INS are not one-to-one comparable; however, for a given motion of the aircraft, they are related through Eq. (10) . Transfer alignment methods are also autonomous. The only constraint is that the platform must execute a multiaxis maneuver in order to provide observability of all of the alignment parameters. This is typically not a problem for an airborne platform where appropriate motions tend to happen naturally throughout the course of the flight; i.e., the coupled roll and yaw motion experienced during any turn maneuver.
Recently, additional work has been performed specifically on the topic of aligning inertial sensors to visual sensors on UAV platforms using either stellar observations [20] or tracking of known ground monuments [21] . Unfortunately, both of these approaches require the operator to setup special conditions for the alignment to take place. Therefore, this paper develops an approach similar to the classical transfer alignment problem, which achieves observability through the natural motions of the aircraft during flight.
Assuming that intrinsic errors in both the INS and the imaging sensor are minimized through factory calibration, the remaining error sources of interest are (1) misalignment in the installed orientation of the imaging sensor and (2) missynchronization between the image and inertial sensor data. Depending upon the specifics of the platform data bus and rate of maneuvers, the time synchronization error may be negligible. References to simultaneous angle and time delay estimation do not appear in most of the classical transfer alignment literature for alignment between components on the aircraft. Time delay estimation is, however, explicitly considered in [18] with regard to shipboard alignment, that is, the alignment between components on a ship. The technique used in [18] is to augment the parameter estimation states with an unknown time delay. Because of the possibility of large angle rate maneuvers that are possible in a UAV platform, explicit estimation of time delay is considered in the development below. The alignment and time synchronization errors may be written as small angle modifications to the DCM relating the attitude of the platform relative to the NED coordinate system as well as the DCM relating the orientation of the imaging sensor relative to the platform. That is,
where I represents the 3 × 3 identity matrix, ω is the threeelement angular velocity vector of the platform relative to NED (as returned by the INS), τ represents the temporal missynchronization between the inertial and image data, and δ is a three-element vector representing the roll, pitch, and yaw misalignment of the platform to image sensor DCM. The subscript x applied to the vectors ω and δ in Eqs. (11) and (12) is an operator that converts them into the 3 × 3 skew-symmetric cross-product matrix; i.e.,
With this definition, the 3 × 3 matrices (I − δ x ) and (I − ω x τ) are small angle approximations to the DCMs generated by rotations about the x, y, and z axes given by the elements of δ and ω, respectively.
In Eqs. (11) and (12), the DCMs with the circumflex indicate the uncorrected matrices, and the DCMs without the circumflex represent the postcorrection matrices. The goal is to estimate τ and δ such as to improve the correspondence calculation. The technique for doing so is to apply a traditional image-based optical flow algorithm to a small subset of the pixels on each video frame and find the values of τ and δ that minimize the discrepancy between the correspondence vectors as measured via optical flow versus the correspondence predicted by the inertial sensor. Only a small number of data points are required to solve for the four unknowns contained in τ and δ. Therefore, it is not necessary to generate a dense correspondence map using a computationally expensive, optical flow algorithm such a LK [5] . Instead, the optical flow algorithm only needs to return relatively few correspondence vectors per frame. Once the error parameters τ and δ are resolved through the periodic online calibration, Eq. (10) is all that is required to find the dense flow field.
The parameter estimation for τ and δ may be linearized to the form
where IP and IS refer to the correspondence vectors determined by the image processing and inertial system, respectively. Matrix A is given by
where
According to Eq. (15), each image correspondence data point generates two equations (horizontal and vertical displacements). Therefore, a minimum of two data points is required for a solution to the four error parameters τ and δ. For a robust solution, many more data points are necessary yielding an overconstrained linear relationship, which may be solved using a standard least-squares approach. Or, if a priori probability distributions are available for the measurements and unknown parameters, a maximum likelihood or maximum a posteriori estimation method may be used.
In order to perform the calculations from this section, it is necessary to solve the full optical flow problem for a subset of points in the image. However, it is not necessary to expend the computational resources to find the optical flow for every point in the image. In [22] , Shi and Tomasi propose a method to select the optimal points to track in an arbitrary image. The work is motivated by the closely related problem of extracting 3D shape from motion, as discussed in [23] , where a parameter estimation problem is solved using optical flow measurements of an image. In both applications, it is necessary to supply the filter only with measurements from points for which the optical flow estimate is accurate. Fundamentally, the accuracy of any image-based optical flow estimate is improved in regions of the image with more diverse texture. Optical flow cannot be determined reliably at all in regions of an image where there is little texture and can only be determined in a single direction in regions of the image with a nearconstant gradient direction. The approach in [22] is to quantitatively identify the regions of the image for which there is a large variation in the local texture gradient as these regions will produce the most accurate flow estimates. Only the optical flow vectors generated from pixels for which an accurate optical flow measurement is predicted are passed to the online calibration algorithm.
RESULTS

A. Simulation Architecture
The ideal method of testing the above algorithms is to collect data from an aircraft or UAV equipped with an imaging sensor and INS. However, for the purpose of this paper, a simulation is used to maneuver a virtual UAV over a landscape in order to test the performance of the proposed algorithm. A top-level structure of the simulation architecture is shown in Fig. 3 . The simulation consist of six interconnected modules: a 6 degree-of-freedom (6dof) aircraft dynamics and autopilot model, a terrain model, an imaging sensor model, an inertial sensor model, and two alternate image processing modules. Image processing modules exist for the classical LK optical flow and the adaptive rood pattern search block matching as well as the proposed closed-form inertial sensor correspondence algorithms. In principle, therefore, to within the fidelity of the models, the inputs and outputs of the image processing modules are the same as if the data were generated from a real flight.
For this paper, the platform selected for the simulation is the Silver Fox UAV manufactured by BAE. The Silver Fox [24] is a gasoline powered UAV with a 2.4 m wingspan and weight of 11.4 kg. It is able to operate for up to 8 h and cruise at a mission airspeed speed of 18-23 m∕s. The platform contains the lightweight Piccolo avionics package and autopilot, which includes the integrated GPS/INS navigation system as described in Section 2. The UAV carries both an adjustable 2-46 deg field of view (FOV) visual imaging sensor and a 36 deg FOV long wave infrared (7.5-13.5 μm) imaging sensor. The following paragraphs describe each module of the Silver Fox simulation in detail.
The 6dof UAV model is utilized in order to provide a natural and physically realistic motion for the simulated aircraft. The term "6dof" refers to the three translational (north, east, down) and three angular (roll, pitch, yaw) parameters required to fully specify the state of the aircraft in space. Although many more state variables are ultimately used in modern models to represent effects, such as actuator dynamics, propeller dynamics, autopilot internal control variables, etc., the term "6dof" is historically used in aircraft simulation literature to indicate a high-fidelity simulation. General techniques for modeling aircraft dynamics are presented in [25, 26] . Reference [27] derives the specific parameters and equations of motion to model the Silver Fox UAV.
In order to present the image processing algorithms with realistic texture, Google Earth [28] is utilized to supply a ground truth image based upon satellite terrain imagery. The section of terrain used for the simulation is a 1.16 km × 0.6 km region centered at latitude 41 deg north and longitude 89 deg west (near Peoria, Illinois). The image sensor model uses the ground truth data as well as the aircraft's position and attitude (provided from the 6dof) to render the image sensed by the Silver Fox visual imaging sensor. The rendering is performed using the geometry of Fig. 1 and projecting each pixel of the image sensor to the corresponding pixel(s) in the higher-resolution ground truth image. Bicubic interpolation is used to handle the noninteger relationship between the pixels of the virtual camera and the ground image. Figure 4 illustrates the ground image (left) and an example of the simulated camera image (right). The example image in Fig. 4 is generated with the simulated aircraft located at the center of the ground truth image, heading east at 450 m altitude, and with a 20 deg right bank (positive roll) angle. These values were selected for the example in the figure, at run time of the simulation; the rendered camera image is based, instead, upon the current output of the 6dof. The visual sensor on the Silver Fox UAV has a 30 deg FOV on a 640 × 480 pixel grid and runs at 100 Hz. The outline of the ground projection of the camera's FOV on the larger ground plane is shown by the dashed white line in Fig. 4 (left) . Although the image plane of the visual camera is rectangular, the ground projection of the FOV is asymmetric due to the 20 deg roll angle of the aircraft.
The silver fox UAV contains both a GPS and INS. In order to model the typical errors associated with this set of sensors, [10] develops an integrated GPS/inertial filter using a low-cost Crossbow AHRS-DMU-HDX IMU and an Ashtech Z-XI1 GPS. The output of the blending Kalman filter has an empirically measured attitude error of 0.04 deg one sigma in the roll and pitch attitude axes and an error of 0.36 deg one sigma in the yaw attitude axis. For the purpose of this report, the simulation utilizes the model in [10] for the blended GPS/ INS error characteristics.
The outputs of the GPS/inertial model as well as the imaging sensor model are passed into the two alternative correspondence estimation algorithm modules for evaluation. The correspondence vector fields,D, output by each of the estimation methods is compared to the true vector field, D, as computed by Eq. (10) using truth motion data. The correspondence error per pixel is then defined as
where the subscripts EST and TRUE correspond to the estimated and the truth correspondence, respectively.
B. Simulation Scenario
To perform the evaluation, the simulation will execute for a total of 10 s of virtual flight. The UAV will start out at t sim 0.0 s flying straight and level at a heading of east (90 deg), an altitude of 450 m, and a cruise speed of 20 m∕s. From t sim 2.0 s to t sim 8.0 s, the UAV will execute a 6 s, constant speed, constant altitude turn to a heading of north (0 deg). The UAV will then resume straight and level flight until the simulation terminates at t sim 10.0 s. Because of the highly coupled nature of aircraft dynamics, as expressed by the equations of motion in [27] , the simple turn maneuver will induce motion in all three of the aircraft attitude axes. A simplified illustration of the dynamics of an aircraft turn appears in Fig. 5 . The figure shows the aircraft as it would appear to an observer behind the tail. The aerodynamic force generated by the wings acts in a direction perpendicular to the wings. During straight and level flight, this force is equal and opposite to the force of gravity acting on the body. In order to execute a turn, the autopilot rolls the aircraft in the direction of the turn such that the force normal to the wings has a horizontal component. The horizontal force causes the aircraft to turn in the correct direction. When the turn is complete, the autopilot rolls the aircraft back to level and resumes straight and level flight. However, if the autopilot were to only execute the roll maneuver, the aircraft would also start to descend due to the fact that the vertical component of the aerodynamic force is no longer equal to the weight. In order to maintain both constant altitude and airspeed during the roll, the autopilot must also simultaneously increase both the aircraft thrust and pitch. Therefore, in order to execute even the simple turn maneuver, all three of the aircraft attitude axes are exercised. As mentioned in Section 4, this coupled motion is necessary to provide observability for the online alignment calibration. Figure 6 shows the top-level block diagram of the autopilot. Given the desired reference trajectory, the autopilot has the ability to control the deflection angles of the three control surfaces: ailerons (∂ a ), rudder (∂ r ), and elevator (∂ e ). It also has the ability to control the thrust, T, via the propeller power. At any given time, the 6dof of the aircraft are given by the state vector xt ϕ θ h T P NED T (where the symbols for latitude, longitude, altitude, and the attitude DCM were defined in Section 2) and its time derivative dxt∕dt. The acceleration of the state vector, d 2 xt∕dt, is a coupled nonlinear function of the control inputs as well as the state itself. For simplification of notation, the time reference, (t), is removed from the state variable x in the block diagram. The maneuvers performed by the aircraft for the 10.0 s simulation appear in Fig. 7 . For the first 2 s, the aircraft is in its trim condition with a pitch of 2.9 deg relative to the horizon and the propeller spinning at 3850 rpm. Under these conditions, at a velocity of 20 m∕s, the forces and moments acting on the body are balanced such that it experiences zero linear or angular acceleration. In order to execute the turn maneuver at t sim 2.0 s, the aircraft begins banking to the left (negative roll angle), and the resulting lateral component of acceleration (see Fig. 5 ) causes the aircraft to turn toward the north. The roll angle reaches its extreme deflection midway through the turn, at t sim 5.0 s, with a value of −30 deg. At this point, in order to maintain the altitude and airspeed, the pitch has increased up to 10 deg, and the propeller speed has increased to 4340 rpm. After the midpoint, to slow the rate of turn, the bank angle decreases back to 0.0 at t sim 8.0 s, and the pitch and propeller revolutions per minute return to Figure 8 shows the turn maneuver from a top-down view.
C. Monte Carlo
The closed-form inertial-based solution, in reality, is not error free. The dominant errors affecting the performance are the velocity error, the absolute attitude error, and the attitude error drift between consecutive video frames. References [29, 30] investigate GPS velocity error. Both of these references predict errors that are less than 1 m∕s rms. Additionally, the Crossbow IMU, being used as the model for this investigation, has an angular readout noise of 8.5e − 2 deg ∕s (0.00085 deg over a 1∕100 s frame). In order to quantify the performance of the closed-form, inertial-based solution in the presence of these random errors, a 50 run Monte Carlo is utilized. For each run of the Monte Carlo, the dense correspondence field of the entire 640 × 480 pixel image is computed using Eq. (10) with input parameters degraded as discussed below. After the 50 Monte Carlo runs are completed, the error statistics for the closed-form inertial solution are based upon all the pixels over all the runs.
The error form of Eq. (10) is created by making the following replacements:
where the random disturbance matrices D1, D2, and the disturbance vector 
The subscript x operator was defined in Eq. (13) . The values r 1 through r 9 are independent draws from a zero-mean, unity variance normal distribution. The numerical values above are based upon the specific inertial sensor and GPS error parameters discussed previously.
D. Comparison of Analytic, Optical Flow, and Block Matching Methods
The simulation architecture developed above allows for a quantitative, statistical comparison between the closed-form inertial correspondence estimation algorithm and the classical optical flow and block matching algorithms using representative sensor error characteristics, ground imagery, and flight dynamics for a UAV. The closed-form inertial algorithm was developed in Section 3. Optical flow and block matching algorithm code is available in the public domain. The optical flow code used in this paper is a MATLAB implementation of the LK method written by Khan [31] . The block matching code used in this paper is, likewise, a MATLAB implementation written by Barjatya and available on the MATLAB Central distribution server [32] . The set of block matching algorithms available in this distribution include the exhaustive search, three-step search, four-step search [33] , diamond search [7] , and adaptive rood pattern search [8] .
For the purpose of comparison, two fundamental metrics are important. The first is accuracy, and the second is the execution time. A MATLAB implementation for the optical flow and block matching algorithms is, therefore, selected to allow a direct execution time comparison with the closed-form inertial method, which was also written in MATLAB. shown as a quiver plot in Fig. 9 (each line shows the local flow vector direction and magnitude). All three estimation methods show a marginally degraded performance in the presence of the larger motion as is apparent in Figs. 10 and 11 . In both cases, point A and point B, the estimated correspondence is based on two consecutive 100 Hz video frames. As discussed before, for the LK and adaptive rood pattern search algorithms, the cumulative distribution of the error ε is evaluated on each of the 640 × 480 image pixels. For the closed-form inertial estimate, the cumulative distribution is of the error ε evaluated on each of the 640 × 480 image pixels for each of the 50 Monte Carlo runs.
From Fig. 11 , the closed-form, inertial estimate accuracy consistently outperforms both the LK and adaptive rood pattern search methods. Additionally, within the MATLAB environment, the run time of the closed-form inertial estimate is approximately 1∕160 of the processing time of the LK code. The adaptive rood pattern search runs approximately 5 times faster than the closed-form inertial code but with a reduction in accuracy as shown in Fig. 11 . In all cases, the fast adaptive rood pattern search has nearly identical accuracy to the slower exhaustive search method (there is less than a 0.1 pixel error difference between the two). The exhaustive search method theoretically bounds the optimal performance of a block matching algorithm. One of the inherent limitations of the block matching method is that it is fundamentally limited to an integer pixel resolution. Although several techniques exist for allowing block matching to generate subpixel correspondence fields [34, 35] , they require either some method of interpolation or borrow elements of optical flow methods, thereby increasing the accuracy but with a penalty of also increasing the run time.
E. Comparison of Performance on Real Flight Data
Simulated imagery, as used in Section 5.D, is beneficial for the quantitative comparison of different correspondence mapping methods due to the fact that the "truth" output is known. However, as a complementary evaluation, it is also beneficial to test algorithms on real data. For this purpose, we obtained flight data from an aircraft that was equipped with a highperformance Honeywell H-764G GPS/INS as well as a 60 deg FOV, 30 Hz frame rate, infrared camera produced by FLIR Systems [36] . The camera was mounted to the bottom of the aircraft such that the optical axis was pointed downward. The intrinsic parameters of the camera, that is, the function f • from Section 2.B, were available from factory calibration. In addition, the INS and camera had been accurately aligned to each other through an offline metrology procedure, and each had its output recorded and time-stamped on a low-latency data bus. Consequently, for this flight data, the error parameters τ and δ, as described in Section 4, were known quantities that did not have to be estimated via the online procedure.
The video frames used for evaluation were obtained with the aircraft at latitude 35°59′ 54″ N, longitude 114°53′ 46″ W, a mean sea level altitude of 2.1 km, a ground speed 116 m∕s, and an east heading. The camera imagery as well as the local landscape from Google Earth, as reference, is shown in Fig. 12 . This location was a region just outside Henderson, Nevada and selected explicitly to additionally challenge the algorithms with rugged, mountainous topography.
Using the same comparison method as in Section 5.D, Fig. 13 shows a cumulative distribution function of the correspondence pixel error [from Eq. (20) ] for both the LK as well as the adaptive rood pattern search algorithms relative to the closed-form inertial solution. As with the results in Fig. 10 , the LK algorithm produces a more accurate result than the BM algorithm but with a longer run time. The same relative run time between the Inertial, LK, and BM algorithms as reported in Section 5.D was observed for the real imagery data.
As mentioned above, for real flight data, it is not possible to know the truth correspondence map. The Monte Carlo results for the inertial solution, as discussed in Section 5.C and shown in Fig. 10 , however, indicate that the inertial solution has a 95th percentile error less than 0.1 pixels relative to truth and, therefore, may be used as a reference, with known accuracy bounds, to quantify the performance of the LK and BM algorithms. This was done for the results in Fig. 13 .
As the inertial solution is independent of the actual imagery, the only unique characteristic of the mountainous region that could impact its accuracy is the varying ground altitude. Figure 14 illustrates the ground altitude variation for this region by overlaying the Google Earth imagery on a 3 arcsec DTED ground altitude grid as discussed in Section 3.B. As an additional confidence that the Monte Carlo predictions from Section 5.D still apply in the mountainous region, the Monte Carlo for the inertial solution was rerun using this real ground altitude map in order to quantify the effects of the varying ground altitude on the accuracy of the inertial solution. This second Monte Carlo evaluation showed the 95th percentile error of the inertial solution to maintain its accuracy of less than 0.1 pixel even in the mountainous region.
CONCLUSION
This paper has introduced a computationally efficient means of calculating a dense correspondence vector field for a video sequence in airborne applications where an INS is available. The method bypasses either computationally expensive or less accurate image processing methods of estimating the vector field and, instead, uses a closed-form solution to the geometric mapping from the inertial sensor measurements to the image. Furthermore, the paper develops and analyzes an approach to the online estimation of the synchronization and misalignment between the inertial and image sensors. Accuracy of these parameters is required for making subpixel measurements of the correspondence vector field. Both simulation-based results and corroborating experiments on real flight data show that a typical, low-cost GPS/inertial sensor system combined with an imaging sensor is able to outperform typical, image-based optical flow and block matching methods. 
