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ABSTRACT
Using tools provided by the theory of abstract convexity, we extend conditions for
zero duality gap to the context of nonconvex and nonsmooth optimization. Mimick-
ing the classical setting, an abstract convex function is the upper envelope of a family
of abstract affine functions (being conventional vertical translations of the abstract
linear functions). We establish new conditions for zero duality gap under no topo-
logical assumptions on the space of abstract linear functions. In particular, we prove
that the zero duality gap property can be fully characterized in terms of an inclu-
sion involving (abstract) ε−subdifferentials. This result is new even for the classical
convex setting. Endowing the space of abstract linear functions with the topology
of pointwise convergence, we extend several fundamental facts of functional/convex
analysis. This includes (i) the classical Banach–Alaoglu–Bourbaki theorem (ii) the
subdifferential sum rule, and (iii) a constraint qualification for zero duality gap which
extends a fact established by Borwein, Burachik and Yao (2014) for the conventional
convex case. As an application, we show with a specific example how our results can
be exploited to show zero duality for a family of nonconvex, non-differentiable prob-
lems.
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1. Introduction
The theory of abstract convexity, also called convexity without linearity, is a powerful
tool that allows to extend many facts from classical convex analysis to more general
frameworks. This theoretical framework (i) provides a fresh interpretation of existing
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notions, (ii) generates new links between previously disconnected tools from optimiza-
tion, and (iii) allows one to analyze these tools within an elegant, unified setting.
It has been the focus of active research for the last fifty years because of its many
applications in functional analysis, approximation theory, and nonconvex analysis.
Just like conventional convex analysis, the development of abstract convexity has been
mainly motivated by applications to optimization; see [1–24]. In particular, the work
[25] uses the tools of abstract convexity to develop an implementable, bundle-type,
global optimization algorithm. More global optimization methods based on abstract
convexity tools can be found in [26]. Applications of abstract convexity to set-valued
analysis can be found in [14,19]. This fruitful theoretical framework also provides
alternative interpretations of fundamental tools as local calmness (see [27]), or relevant
families of functions, such as lower semicontinuous radiant functions [28] or topical
and sub-topical functions [29]. As recent examples, the tools of abstract convexity
are used in [30–34] to derive criteria for global minima and maxima of nonsmooth
functions, and stronger versions of Lagrangian duality and minimax theorems that are
applicable to lower semicontinuous functions which are bounded below by a quadratic
function. The recent work [35] derives necessary optimality conditions for nonsmooth
nonconvex constrained optimization problems, and in [35] we find characterizations of
global minima for certain families of (non-convex) problems [33,34].
A deep study on abstract convexity can be found in the seminal book of Alexander
Rubinov [36], see also the monograph by Ivan Singer [37]. The whole idea of abstract
convexity originates in one of the fundamental facts of convex analysis: every lower
semicontinuous convex function f is the upper envelope of affine functions: for all x,
f(x) = sup{h(x) : h is an affine function, h ≤ f}. (1)
Many key results in convex analysis are consequences of the two important aspects of
(1):
(i) the “supremum” operation, and
(ii) the set of functions over which this supremum is taken.
Abstract convexity approach retains the “supremum” operation in aspect (i) but re-
places linear, and consequently also affine, functions in (ii) by other families of func-
tions called, respectively, abstract linear and abstract affine. Since aspect (i) of (1) is
retained, global properties of convex analysis are preserved even when dealing with
nonconvex models. This approach is sometimes called a “non-affine global support
function technique” (see, for example, [3,19,36]).
The key tools from convex analysis, such as subdifferentials, ε-subdifferentials and
Fenchel–Moreau conjugates have their “abstract” counterparts, constructed by using
abstract linear functions. For instance, the abstract subdifferential of an abstract con-
vex function f at a point x collects all the supporting abstract linear functions which
are minorants of f (i.e., their graphs stay below the graph of f), and coincide with f
at x. It extends the concept of convex subdifferential and provides a valuable tool for
studying certain nonconvex optimization problems; see [3,18,19,36].
In [38], zero duality gap is shown to be equivalent to (a) certain properties involving
ε-subdifferentials and (b) certain facts involving conjugate functions. One of the aims
of the present work is to extend these results to the context of abstract convexity.
Additionally, we supplement the sum rule for abstract subdifferentials, improving the
corresponding result in [3]. To the best of our knowledge, the only attempt to consider
explicitly the pointwise convergence topology on the space of abstract linear functions
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to deduce calculus rules for subdifferentials was made in [2]. Here we exploit this idea
further. In particular, we extend the fundamental Banach–Alaoglu–Bourbaki theorem
on the weak∗ closedness of the dual unit ball to the general space of abstract linear
functions. To apply the new theory, we show how zero duality gap can be established
for a family of nonconvex and nonsmooth problems.
The structure of the paper is as follows. Section 2 recalls some preliminary defini-
tions and facts used throughout the paper. We briefly introduce and study the space
of abstract linear functions, and abstract convexity notions. Some results in this sec-
tion are new. In Section 3, we provide properties which ensure the zero duality gap.
We impose no topological assumptions on the primal space nor on the space of linear
functions. A comparison with its forerunner, [38, Theorem 3.2] for convex program-
ming, is established. A necessary and sufficient characterization of zero duality gap is
provided, which is new even in the standard convex setting. In Section 4, we equip
the abstract linear function space with the pointwise convergence topology to extend
some classical convex subdifferentials’ calculus in the framework of abstract convexity.
Here, we assume that the epigraphs of conjugate functions admit a certain additivity
property (see (24)). This condition holds for conventional lower semicontinuous convex
functions. The Banach–Alaoglu–Bourbaki theorem is extended to a general function
space. Then the conditions for the zero duality gap are exposed fully. In Section 5,
we construct a nontrivial example for which our analysis and the zero duality gap
property apply. Finally, Section 6 lists some open questions.
2. Preliminaries on Abstract Convexity
In what follows, R and N stand for the sets of all real numbers and all positive inte-
gers, respectively. We use the notation R+∞ := R ∪ {+∞} and R±∞ := R ∪ {±∞}.
Throughout, X is a nonempty set. Unless explicitly stated otherwise, we do not as-
sume any algebraic or topological structure on X. Given a function f : X → R±∞, its
domain and epigraph are the sets dom f := {x ∈ X : f(x) < +∞}
The sum of functions from X to R+∞ is defined in the usual way: (f1 + f2)(x) :=
f1(x) + f2(x) for all x ∈ X, and we write f1 ≤ f2 if f1(x) ≤ f2(x) for all x ∈ X.
For A,B nonempty sets, and a point-to-set mapping T : A⇒ B, we define DomT :=
{a ∈ A : Ta 6= ∅}. Given a subset D ⊂ A the direct image of D by T is the set
T (D) := ∪d∈DTd.
When talking about convex functions or convex sets, we mean the conventional
convexity. We recall next the standard strict convex separation theorem; cf., e.g., [39,
Theorem 1.7].
Lemma 2.1. Let A and B be nonempty convex subsets of a normed vector space
such that A is closed and B is compact. If A ∩ B = ∅, then there is a nonzero linear
continuous functional x∗ such that supx∈A〈x∗, x〉 < infy∈B〈x∗, y〉.
As mentioned above, linear functions and their vertical shifts (affine functions) are at
the core of convex analysis. They play a crucial role in the definitions of subdifferentials
and conjugate functions. In the next subsection, we define the space L of abstract
linear functions and show that some classical features of subdifferentials and conjugate
functions remain true for this more general set of linear functions. Most definitions
and notation arising from abstract convexity theory are standard and taken from [36].
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2.1. Space of Abstract Linear functions
Throughout, in addition to the given set X, we assume that L is a given space of
abstract linear functions. We may alternatively call L the abstract linear space.
Definition 2.2. A space L of abstract linear functions is a family of functions l : X →
R satisfying the following properties:
(i) L is closed with respect to the addition operation, i.e. l1, l2 ∈ L =⇒ l1 + l2 ∈ L;
(ii) for every l ∈ L and m ∈ N, there exist l1, . . . , lm ∈ L such that l =
∑m
i=1 li.
Remark 1. (i) Assume also that L verifies part (i) of Definition 2.2, and that it
also has a neutral element of the addition. Namely, there exists 0 ∈ L such that
0 + l = l for all l ∈ L. Then L automatically verifies part (ii).
(ii) Note that L is not in necessarily a vector space because scalar multiplication is
not required.
Definition 2.3. (i) Let X be equipped with an addition operation, and m ∈ N.
The infimal convolution of functions ψ1, . . . , ψm : X → R+∞ is the function
ψ1 . . .ψm(x) := inf
x1+...+xm=x
{ψ1(x1) + . . .+ ψm(xm)} , x ∈ X,
with the convention that infimum over the empty set is +∞. We say that the
infimal convolution is exact when the infimum in the expression above is attained.
(ii) The (Fenchel) conjugate of a function f : X → R+∞ is the function
f∗(l) := sup
x∈X
{l(x)− f(x)}, l ∈ L.
Similarly, the bi-conjugate of f is the function f∗∗ : X → R+∞, defined by
f∗∗(x) := sup
l∈L
{l(x)− f∗(l)}, x ∈ X.
(iii) Given a number ε ≥ 0, the ε−subdifferential of a function f : X → R+∞ at a
point x ∈ dom f is the point-to-set mapping defined as
∂εf(x) := {l ∈ L : f(y)− f(x)− (l(y)− l(x)) + ε ≥ 0 for all y ∈ X}.
If x /∈ dom f , then ∂εf(x) = ∅. If ε = 0, we say simply ‘subdifferential’ and write
∂f(x).
Remark 2. Given a function f : X → R+∞, it follows from the definition of
ε−subdifferential that ⋂
ε>0
Dom ∂εf ⊂ dom f. (2)
The next proposition summarizes the key properties of the concepts given in Defi-
nition 2.3. In the conventional convex setting, these properties are well known.
Proposition 2.4. Suppose f : X → R+∞. The following assertions hold.
(i) For all x ∈ dom f and ε ≥ 0, l ∈ ∂εf(x) if and only if f∗(l) + f(x) ≤ l(x) + ε.
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(ii)
dom f∗ =
⋂
ε>0
∂εf(X).
(iii) For all x ∈ X and ε ≥ 0, ⋂
η>0
∂ε+ηf(x) = ∂εf(x).
In particular, ∂f(x) =
⋂
ε>0 ∂εf(x).
Suppose f1, . . . , fm : X → R+∞ (m ≥ 2).
(iv) (
∑m
i=1 fi)
∗ ≤ f∗1 . . .f∗m.
(v) For all x ∈ X and ε ≥ 0,
⋃
εi≥0, i=1,...,n∑m
i=1 εi=ε
m∑
i=1
∂εifi(x) ⊂ ∂ε
(
m∑
i=1
fi
)
(x), (3)
and consequently,
⋂
η>0
⋃
εi≥0, i=1,...,n∑m
i=1 εi=ε+η
m∑
i=1
∂εifi(x) ⊂ ∂ε
(
m∑
i=1
fi
)
(x). (4)
Proof. (i) See [36, Proposition 7.10].
(ii) Recall that ∂εf(X) =
⋃
x∈X ∂εf(x). Let l ∈ dom f∗ and fix ε > 0. We need
to find x ∈ X such that l ∈ ∂εf(x). By Definition 2.3(ii), there is an x ∈
X such that l(x) − f(x) > f∗(l) − ε. Hence, f∗(l) + f(x) < l(x) + ε, and it
follows from (i) that l ∈ ∂εf(x). Since ε > 0 is arbitrary, this proves that
l ∈ ∩ε>0 ∪x∈X ∂εf(x). Conversely, let ε > 0 and l ∈ ∂εf(x) for some x ∈ X. By
(i), f∗(l) ≤ l(x)− f(x) + ε < +∞, i.e. l ∈ dom f∗. Hence, the equality holds.
(iii) The last statement in (iii) follows directly from the the first one. Hence, we
proceed to prove the first statement. Let x ∈ X and ε ≥ 0. It is clear from
Definition 2.3(iii) that ∂εf(x) ⊂
⋂
η>0 ∂ε+ηf(x). To prove the opposite inclusion,
let l ∈ ⋂η>0 ∂ε+ηf(x). Then, by (i), f∗(l) + f(x) ≤ l(x) + ε + η for all η > 0,
and consequently, f∗(l) + f(x) ≤ l(x) + ε. Using (i) again, we conclude that
l ∈ ∂εf(x).
(iv) Let l ∈ L. Take any additive decomposition of l, i.e. a finite collection l1, . . . , lm ∈
L such that l1 + . . .+ lm = l. We consider two cases.
Case 1. Suppose l /∈ dom (∑mi=1 fi)∗. By Definition 2.3(ii),
m∑
i=1
f∗i (li) =
m∑
i=1
sup
x∈X
(li(x)− fi(x))
≥ sup
x∈X
{
m∑
i=1
(li(x)− fi(x))
}
=
(
m∑
i=1
fi
)∗
(l) = +∞.
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Since this is true for every additive decomposition of l, by Definition 2.3(i),
f∗1 . . .f∗m(l) = +∞. Note that in this case the infimal convolution is trivially
exact.
Case 2. Suppose l ∈ dom (∑mi=1 fi)∗. By Definition 2.3(ii), for any ε > 0,
there is an x ∈ X such that(
m∑
i=1
fi
)∗
(l) ≤ l(x)−
m∑
i=1
fi(x) + ε =
m∑
i=1
(li(x)− fi(x)) + ε ≤
m∑
i=1
f∗i (li) + ε,
where the additive decomposition of l was used in the equality. Hence, in view of
Definition 2.3(i), and taking infimum over all possible additive decompositions
and all ε > 0, we obtain(
m∑
i=1
fi
)∗
(l) ≤ inf
l1+...+lm=l, ε>0
{
m∑
i=1
f∗i (li) + ε
}
= f∗1 . . .f∗m(l),
establishing assertion (iv).
(v) Note first that it is enough to prove (3). Indeed, (4) follows directly from taking
∩η>0 on both sides of inclusion (3) with ε + η in place of ε, combined with
part (iii) of this proposition. Hence, we proceed to establish (3). Let x ∈ X,
ε ≥ 0, εi ≥ 0, li ∈ ∂εifi(x) (i = 1, . . . ,m),
∑m
i=1 εi = ε and
∑m
i=1 li = l. By
(i), f∗i (li) + fi(x) ≤ li(x) + εi (i = 1, . . . ,m). Using also the definition of infimal
convolution, we obtain
f∗1 . . .f∗m(l) +
∑m
i=1 fi(x) ≤
∑m
i=1 f
∗
i (li) +
∑m
i=1 fi(x)
=
∑m
i=1 f
∗
i (li) + fi(x) ≤
∑m
i=1 li + εi = l(x) + ε.
Using now (iv) in the left hand side of the expression above, we deduce(
m∑
i=1
fi
)∗
(l) +
(
m∑
i=1
fi
)
(x) ≤ l(x) + ε,
which, in view of (i), is equivalent to l ∈ ∂ε(
∑m
i=1 fi)(x). This proves (3), as
wanted.
2.2. Abstract Convex Functions and Abstract Convex Sets
Given the space L of abstract linear functions on X, we now introduce another funda-
mental concept of abstract convex analysis: the space H of abstract affine functions.
Definition 2.5. The space H of abstract affine functions is defined as H := {l + c :
l ∈ L, c ∈ R}.
Remark 3. (i) Obviously L ⊂ H.
(ii) The space of abstract affine functions can be defined independently of the space
of abstract linear functions as a set of functions which is closed with respect to
vertical shifts.
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(iii) The space of abstract affine functions satisfies the conditions in Definition 2.2
and as such can also be considered as a space of abstract linear functions. As a
consequence, many facts formulated in the paper for the space L are also valid
for the space H.
We can now extend the classical notions of convex functions and convex sets to the
abstract convexity framework; cf. [36, Definition 7.2].
Definition 2.6. (i) Given a function f : X → R+∞, its support set is given by
supp f := {h ∈ H : h(x) ≤ f(x) for all x ∈ X}.
Namely, supp f is the set of all minorants of f which belong to H.
(ii) A function f : X → R+∞ is L−convex if there is a subset L ⊂ L such that
f(x) = supl∈L l(x) for all x ∈ X.
(iii) A function f : X → R+∞ is H−convex if there is a subset H ⊂ H such that
f(x) = suph∈H h(x) for all x ∈ X.
(iv) A subset C ⊂ L is L−convex if for any l0 /∈ C, there is an x ∈ X such that
l0(x) > supl∈C l(x).
(v) A subset C ⊂ H is H−convex if for any h0 /∈ C there is an x ∈ X such that
h0(x) > suph∈C h(x).
Remark 4. (i) Since we restrict our analysis to functions from X to R+∞ (i.e.,
f > −∞), the sets L and H in parts (ii) and (iii) of Definition 2.6 cannot be
empty.
(ii) The definition of L−convex set in Definition 2.6(iv) differs from [36, Definition
1.4] (as well as the one used in [3]) although is equivalent to it; see Proposi-
tion 2.8(i). The two versions of the definition reflect different ideas of convexity.
Definition 2.6(iv) exploits the separation property, whereas the rationale in [36,
Definition 1.4] is based on the notion of convex combination.
(iii) The definition implies that for any f : X → R+∞, its support set supp f is
H−convex. Indeed, take any hˆ /∈ supp f . By definition of support set there
exists xˆ ∈ X such that hˆ(xˆ) > f(xˆ) ≥ suph∈supp f h(xˆ), which means that supp f
is H−convex by Definition 2.6(iii).
(iv) Property (iii) also goes in the opposite way: If C is any H−convex set and
fC(·) := supl∈C l(·), then C = supp f . Indeed, the definition of fC readily gives
C ⊂ supp f . For the opposite inclusion, assume there exists hˆ ∈ supp f such that
hˆ /∈ C. Since C is H−convex there exists xˆ ∈ X such that hˆ(xˆ) > suph∈C h(xˆ) =
fC(xˆ) ≥ hˆ(xˆ), where the last inequality holds because hˆ ∈ supp f . This contra-
diction implies that C = supp f .
(v) Because every l ∈ L is finite valued, so is every h ∈ H. Hence, h ∈ supp f if and
only if h(x) ≤ f(x) for every x ∈ dom f .
The next proposition collects some properties of H−convex functions.
Proposition 2.7. Suppose f : X → R+∞. The following assertions hold.
(i) For all x ∈ X,
sup
h∈supp f
h(x) ≤ f(x). (5)
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Equality holds in (5) for all x ∈ X if and only if f is H−convex.
(ii) (l, r) ∈ epi f∗ if and only if l − r ∈ supp f .
(iii) f is H−convex if and only if
dom f =
⋂
ε>0
Dom ∂εf. (6)
Consequently, if f is H−convex, then ∂εf(x) 6= ∅ for all x ∈ dom f and ε > 0.
Vice versa, f is H−convex if ∂εf(x) 6= ∅ for all x ∈ dom f and ε > 0.
(iv) If x ∈ dom f and (l, r) ∈ epi f∗, then ε := r + f(x)− l(x) ≥ 0 and l ∈ ∂εf(x).
(v) (Fenchel–Moreau) For all x ∈ X,
f∗∗(x) ≤ f(x). (7)
Equality holds in (7) for all x ∈ X if and only if f is H−convex.
Proof. (i) Inequality (5) holds trivially by the definition of supp f . If equality holds
in (5) for all x ∈ X, then f is H−convex by Definition 2.6(iii), with the subset
H := supp f . Conversely, assume that f is H−convex. By Definition 2.6(iii),
there exists a set H ⊂ H such that f(x) = suph∈H h(x) for all x ∈ X, and
consequently, H ⊂ supp f . Hence,
f(x) = sup
h∈H
h(x) ≤ sup
h∈supp f
h(x) ≤ f(x).
This proves that equality holds in (5).
(ii) The proof of this fact can be found in [3, page 444, equation (1)]. For the reader’s
convenience, we sketch here the proof: (l, r) ∈ epi f∗ if and only if r ≥ f∗(l) ≥
l(x)− f(x) for every x ∈ X. The latter can be re-arranged as l(x)− r ≤ f(x) for
every x ∈ X. Equivalently, l(·)− r ∈ supp f .
(iii) Note first that, by definition, the right hand side of (6) is always a subset of the
left hand side. Hence, we only need to show the opposite inclusion. Assume that
the function f is H−convex and take x ∈ dom f . Fix ε > 0 arbitrary. By (i), we
have f(x)−ε < suph∈supp f h(x) = f(x). Then, there exists l ∈ L and c ∈ R such
that
l(y) + c ≤ f(y) for all y ∈ X and l(x) + c+ ε > f(x).
Consequently, f(y)−f(x) > l(y)−l(x)−ε for all y ∈ X, i.e. l ∈ ∂εf(x). Hence, x ∈
Dom ∂ε. Since ε > 0 is arbitrary, we deduce that x ∈
⋂
ε>0 Dom ∂εf . Altogether,
we obtained that dom f ⊂ ⋂ε>0 Dom ∂εf . Conversely, let x ∈ ⋂ε>0 Dom ∂εf .
Hence, for every ε > 0 there exists lε ∈ ∂εf(x). Altogether, f(y) − f(x) ≥
lε(y)− lε(x)−ε for all y ∈ X. Set hε(y) := lε(y)− lε(x)+f(x)−ε (y ∈ X). Then
hε ∈ supp f and therefore f(x) = hε(x) + ε ≤ suph∈supp f h(x) + ε. It follows
that f(x) ≤ suph∈supp f h(x) and, thanks to (i), f(x) = suph∈supp f h(x). It now
follows from (i) that f is H−convex. The last two assertions in (iii) are direct
consequences of (6).
(iv) Let x ∈ dom f and (l, r) ∈ epi f∗. Then r ≥ f∗(l) ≥ l(x)− f(x). Define ε := r +
f(x)− l(x) ≥ 0. Hence, f∗(l)+f(x) ≤ r+f(x) = l(x)+ε. Now Proposition 2.4(i)
yields l ∈ ∂εf(x).
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(v) See [36, Theorem 7.1].
Remark 5. Inequality (5) holds even when supp f = ∅, as in this case f(x) =
suph∈supp f h(x) = −∞. Since we assume that f never equals −∞, this case is not
considered. Consequently, if f : X → R+∞ is H−convex, then necessarily supp f 6= ∅.
The next proposition provides some properties of L− and H−convex sets used in
the subsequent sections.
Proposition 2.8. (i) A nonempty subset C ⊂ L is L−convex if and only if there
is an L−convex function f : X → R+∞ such that C = supp f. In this case,
supp f ⊂ L, i.e.
supp f = {l ∈ L : l(x) ≤ f(x) for all x ∈ X},
and consequently, C = {l ∈ L : f∗(l) ≤ 0}.
(ii) A nonempty subset C ⊂ H is H−convex if and only if there is an H−convex
function f : X → R+∞ such that C = supp f .
(iii) Suppose L is a vector space (i.e. it is closed with respect to addition and multi-
plication by scalars). If a subset of L is L−convex (a subset of H is H−convex),
then it is convex in the conventional sense.
Proof. (i) See [36, Lemma 1.1]. The last representation follows in view of Defini-
tion 2.3(ii) of the conjugate function.
(ii) is a consequence of (i) in view of Remark 3(iii).
(iii) Suppose C ⊂ L is L−convex and f : X → R+∞ is an L−convex function such
that C = supp f (cf. (i)). Take l1, l2 ∈ C and α ∈ [0, 1]. Hence, for all x ∈ X, we
have l1(x) ≤ f(x) and l2(x) ≤ f(x), and consequently, αl1(x) + (1 − α)l2(x) ≤
f(x), i.e. αl1 + (1− α)l2 ∈ supp f = C. Since L is a vector space, H is a vector
space too. The case of an H−convex set follows in view of Remark 3(iii).
Remark 6. The converse of Proposition 2.8(iii) is not true: not all convex sets are
L−convex; cf. the characterisations of L−convex sets in Proposition 5.2(ii), Section 5.
3. Conditions for Zero Duality Gap
We consider the minimization problem:
inf
m∑
i=1
fi(x) s.t. x ∈ X, (P)
where X is a general nonempty set, and f1, . . . , fm : X → R+∞ (m ≥ 2) are arbitrary
functions. The corresponding dual problem has the following form:
sup
m∑
i=1
(−f∗i (li)) s.t. l1, . . . , lm ∈ L, l1 + . . .+ lm = 0. (D)
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Denote by v(P ) and v(D), the optimal values of (P) and (D), respectively. In general,
we have the inequality v(P ) ≥ v(D). We say that a zero duality gap holds for problems
(P) and (D) if v(P ) = v(D). We refer the reader to [38] for comments and further
explanation on the zero duality gap. The following relations in terms of the conjugate
functions and infimal convolution are direct consequences of Definition 2.3(ii) and (i),
respectively:
v(P ) = inf
x∈X
m∑
i=1
fi(x) = −
(
m∑
i=1
fi
)∗
(0), (8)
v(D) = sup
l1+...+lm=0
m∑
i=1
(−f∗i (li)) = −(f∗1 . . .f∗m)(0). (9)
Thus, zero duality gap is equivalent to(∑
i=1
fi
)∗
(0) = (f∗1 . . .f∗m)(0). (10)
The next theorem extends [38, Theorem 3.2] to our general framework. It contains
subdifferential characterizations of a stronger condition which clearly ensures (10).
The proof below refines the core arguments in the proof of [38, Theorem 3.2].
Theorem 3.1. Let f1, . . . , fm, : X → R+∞ (m ≥ 2) be such that
⋂m
i=1 dom fi 6= ∅.
The following properties are equivalent:
(i) for all x ∈ X, ε ≥ 0 and K > 1, it holds
∂ε
(
m∑
i=1
fi
)
(x) ⊂
m∑
i=1
∂Kεfi(x); (11)
(ii) there is a K > 0 such that inclusion (11) holds for all x ∈ X and ε ≥ 0;
(iii) (
∑m
i=1 fi)
∗ = f∗1 . . .f∗m.
(iv) for all x ∈ X and all ε ≥ 0,
∂ε
(
m∑
i=1
fi
)
(x) =
⋂
η>0
⋃
εi≥0, i=1,...,m∑m
i=1 εi=ε+η
m∑
i=1
∂εifi(x); (12)
Proof. The implication (i) ⇒ (ii) is obvious.
(ii) ⇒ (iii). Thanks to Proposition 2.4(iv), we only need to show that, for all
l ∈ L,
(f∗i  . . .f∗m)(l) ≤
(
m∑
i=1
fi
)∗
(l). (13)
If l /∈ dom (∑mi=1 fi)∗, the inequality holds trivially. Let l ∈ dom (∑mi=1 fi)∗.
Thanks to Proposition 2.4(ii), for every η > 0 there is an xη ∈ X such that
l ∈ ∂η (
∑m
i=1 fi) (xη). By (ii), there are li ∈ ∂Kηfi(xη) (i = 1, . . . ,m) such that
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l =
∑m
i=1 li. Thanks to Proposition 2.4(i),
f∗i (li) + fi(xη) ≤ li(xη) +Kη, i = 1, . . . ,m.
Using the definitions, we can write
(f∗i  . . .f∗m)(l) ≤
m∑
i=1
f∗i (li) ≤ −
m∑
i=1
fi(xη) +
m∑
i=1
li(xη) +mKη
= −
(
m∑
i=1
fi
)
(xη) + l(x) +mKη ≤
(
m∑
i=1
fi
)∗
(l) +mKη.
Passing to the limit as η ↓ 0, we arrive at (13).
(iii) ⇒ (iv). Note first that when x 6∈ ⋂mi=1 dom fi, both sides of (12) are empty,
so it is enough to prove the statement for x ∈ ⋂mi=1 dom fi. Let x ∈ ⋂mi=1 dom fi
and ε ≥ 0. Thanks to Proposition 2.4(v), we only need to show that
∂ε
(
m∑
i=1
fi
)
(x) ⊂
⋂
η>0
⋃
εi≥0, i=1,...,m∑m
i=1 εi=ε+η
m∑
i=1
∂εifi(x). (14)
Take l ∈ ∂ε (
∑m
i=1 fi) (x) and η > 0. By (iii) and Proposition 2.4(i), we have
(f∗1 . . .f∗m)(l) =
(
m∑
i=1
fi
)∗
≤ l(x)−
(
m∑
i=1
fi
)
(x) + ε.
In particular, (f∗1 . . .f∗m)(l) < +∞. By Definition 2.3(i) of the infimal convo-
lution, there exist l1, . . . , lm ∈ L such that l =
∑m
i=1 li and
m∑
i=1
f∗i (lm) < l(x)−
m∑
i=1
fi(x) + ε+ η,
or equivalently,
∑m
i=1 γi < ε + η, where γi := fi(x) + f
∗
i (li) − li(x) (i =
1, . . . ,m). Observe that, for all i = 1, . . . ,m, γi ≥ 0 by Definition 2.3(ii)
of the conjugate function. Moreover, li ∈ ∂γifi(x) by Proposition 2.4(i). Set
εi :=
[
γi + (ε+ η −
∑m
j=1 γj)/m
]
(i = 1, . . . ,m). Thus, εi > γi, li ∈ ∂εifi(x) for
all i = 1, . . . ,m,
∑m
i=1 εi = ε+ η, and consequently,
l ∈
⋂
η>0
⋃
εi≥0, i=1,...,m∑m
i=1 εi=ε+η
m∑
i=1
∂εifi(x),
which proves (14).
(iv) ⇒ (i) Let x ∈ X, ε ≥ 0 and K > 1. If x /∈ ⋂mi=1 dom fi(x), then
∂ε (
∑m
i=1 fi) (x) = ∅, and (11) holds automatically. Assume now that x ∈
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⋂m
i=1 dom fi(x). Fix α > 0. We will prove that (i) holds for K = 1 + α. Us-
ing (iv), we obtain
∂ε (
∑m
i=1 fi) (x) ⊂
⋂
η>0
⋃
εi≥0, i=1,...,m∑m
i=1 εi=ε+η
∑m
i=1 ∂εifi(x)
⊂ ⋂η>0∑mi=1 ∂ε+ηfi(x) ⊂∑mi=1 ∂(1+α)εfi(x),
where we used the fact that εi ≤ ε + η in the second inclusion, and η := αε
in the last one. The above expression agrees with the inclusion in (i) for any
K := 1 + α > 1.
As mentioned above, Theorem 3.1 is an extension to the framework of abstract con-
vexity of the main result of [38] playing a key role in deriving constraint qualifications
for zero duality gap in convex optimization. We quote here this result for comparison.
Theorem 3.2. [38, Theorem 3.2] Let X be a normed vector space, X∗ its conjugate
space with the weak* topology, and fi : X → R+∞ (m ≥ 2) be proper lower semicon-
tinuous convex functions. The following properties are equivalent:
(i) there exists a K > 0 such that for all x ∈ ⋂mi=1 dom fi and ε > 0,
cl
(
m∑
i=1
∂εfi(x)
)
⊂
m∑
i=1
∂Kεfi(x); (15)
(ii) equality (12) hods true for all x ∈ X and ε ≥ 0;
(iii) (
∑m
i=1 fi)
∗ = f∗1 . . .f∗m;
(iv) f∗1 . . .f∗m is lower semicontinuous.
Remark 7. Note that inclusion (15) has the same right hand side as (11), but its left
hand side involves a topological closure expression. Therefore in general (15) is more
restrictive than (11). We show in Proposition 3.4 that (11)⇔ (15) when L is equipped
with a topology possessing property (16) stated below.
Recall the following subdifferential calculus result for the conventional convex set-
ting (cf. [40, Corollary 2.6.7]), which is the key ingredient in the proof of the implication
(i) ⇒ (iii) in Theorem 3.2 (cf. [38]).
Lemma 3.3. Let X be a normed vector space, X∗ its conjugate space with weak*
topology, and fi : X → R+∞ (m ≥ 2) be proper lower semicontinuous convex functions.
Then, for all x ∈ X and ε ≥ 0,
∂ε
(
m∑
i=1
fi
)
(x) =
⋂
η>0
cl
⋃
εi≥0, i=1,...,m∑m
i=1 εi=ε+η
m∑
i=1
∂εifi(x). (16)
Proposition 3.4. Let f1, . . . , fm, : X → R+∞ (m ≥ 2), x ∈ X and ε > 0. Suppose
that L is equipped with a topology such that equality (16) holds. Then conditions (11)
and (15) are equivalent.
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Proof. Assume that condition (15) holds with some K > 0. Then (11) holds with any
K ′ > K. Indeed, using (16), we obtain:
∂ε
(
m∑
i=1
fi
)
(x)
(16)⊂
⋂
η>0
cl
(
m∑
i=1
∂ε+ηfi(x)
)
(15)⊂
⋂
η>0
m∑
i=1
∂K(ε+η)fi(x) ⊂
m∑
i=1
∂K′εfi(x),
where we used η := αε for α > 0 in the last inclusion. Conversely, assume that
condition (11) holds with some K > 0. Then we will show that (15) holds with
K ′ := mK. Indeed, we start by writing
⋃
εi≥0, i=1,...,m∑m
i=1 εi=mε+η
m∑
i=1
∂εifi(x) ⊃
m∑
i=1
∂ε+(η/m)fi(x) ⊃
m∑
i=1
∂εfi(x),
where the first inclusion is obtained by using the instance εi := ε + (η/m) for all i,
and the second inclusion follows from the fact that ∂ε+(η/m)fi(x) ⊃ ∂εfi(x). Taking
closure on both sides of the expression above and then taking the intersection over all
η > 0 yields
∂mε
(
m∑
i=1
fi
)
(x) =
⋂
η>0
cl
 ⋃
εi≥0, i=1,...,m∑m
i=1 εi=mε+η
m∑
i=1
∂εifi(x)
 ⊃ cl
(
m∑
i=1
∂εfi(x)
)
where we used (16) in the equality (with mε in place of ε). Altogether, we obtain
cl
(
m∑
i=1
∂εfi(x)
)
(16)⊂ ∂mε
(
m∑
i=1
fi
)
(x)
(11)⊂
m∑
i=1
∂Kmεfi(x),
which gives (15) for K ′ := mK in place of K. This completes the proof.
Remark 8. (i) From the proof above we see that, if (15) holds with K > 0, then
(11) holds with any K ′ > K. On the other hand, if (11) holds with K > 0, then
(15) holds with mK.
(ii) When 0 ∈ L, property (iii) in Theorem 3.1 (property (iii) in Theorem 3.2) ensures
condition (10), and consequently, the zero duality gap property. In Theorem 3.1,
the functions f1, . . . , fm are not assumed to be convex. However, without con-
vexity, condition (11) may not be easy to satisfy. When for some i = 1, . . . ,m,
the function fi is not convex, in view of Proposition 2.7(iii), there exists a point
x ∈ X such that ∂εfi(x) = ∅ for some ε > 0. In this situation, condition (11)
fails to hold.
The zero duality gap property is equivalent to equality (10), which is clearly less
restrictive than property (iii) in Theorem 3.1. In the next theorem, we relax condition
(11) as well as property (iii) in Theorem 3.1, and obtain a characterization of the zero
duality gap property, which is new even in the classical convex case.
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Theorem 3.5. Let f1, . . . , fm, : X → R+∞ (m ≥ 2) be such that
⋂m
i=1 dom fi 6= ∅.
Suppose that 0 ∈ L. The following properties are equivalent:
(i) 0 ∈ ⋂ε>0 (∑mi=1 ∂εfi) (X);
(ii) (
∑m
i=1 fi)
∗ (0) = f∗1 . . .f∗m(0) < +∞.
Proof. (i) ⇒ (ii). In view of Proposition 2.4(iv), we only need to show that
f∗1 . . .f∗m(0) ≤
(
m∑
i=1
fi
)∗
(0) < +∞. (17)
Let ε > 0. By (i), there exists an x ∈ X such that 0 ∈ ∑mi=1 ∂ε/mfi(x). Hence,
in view of Proposition 2.4(v), 0 ∈ ∂ε (
∑m
i=1 fi) (x). Since ε > 0 is arbitrary,
it follows from Proposition 2.4(ii) that 0 ∈ dom (∑mi=1 fi)∗, or equivalently,
(
∑m
i=1 fi)
∗ (0) < +∞. Recall that 0 ∈ ∑mi=1 ∂ε/mfi(x), hence there exist li ∈
∂ε/mfi(x) (i = 1, . . . ,m) such that
∑m
i=1 li = 0 and f
∗
i (li)+fi(x) ≤ li(x)+ε/m for
all i = 1, . . . ,m. Hence, the definitions of the infimal convolution and conjugate
function yield
f∗1 . . .f∗m(0) ≤
m∑
i=1
f∗i (li) ≤ ε−
m∑
i=1
fi(x)≤
(
m∑
i=1
fi
)∗
(0) + ε,
Letting ε ↓ 0, we arrive at the first inequality in (17).
(ii) ⇒ (i). Let ε > 0. By (ii), 0 ∈ dom (∑mi=1 fi)∗. The latter fact, together with
Proposition 2.4(ii), imply that there exists x ∈ X such that 0 ∈ ∂2ε (
∑m
i=1 fi) (x).
Hence, by (ii) and Proposition 2.4(i),
f∗1 . . .f∗m(0) =
(
m∑
i=1
fi
)∗
(0)≤2ε−
(
m∑
i=1
fi
)
(x). (18)
By Definition 2.3(i) of the infimal convolution, there are l1, . . . , lm ∈ L such that
m∑
i=1
li = 0 and
m∑
i=1
f∗i (li) < f
∗
1 . . .f∗m(0) + ε. (19)
Combining (18) and (19), we obtain
m∑
i=1
(f∗i (li) + fi(x)− li(x)) < ε. (20)
By Definition 2.3(ii) of the conjugate function, we know that fi(x) + f
∗
i (li) −
li(x) ≥ 0 for all i = 1, . . . ,m. Hence, each term in (20) must be less than
ε. Namely, for all i = 1, . . . ,m, f∗i (li) + fi(x) < li(x) + ε, and conse-
quently, by Proposition 2.4(i), li ∈ ∂εfi(x). We conclude that 0 =
∑m
i=1 li ∈∑m
i=1 ∂εfi(x)⊂
⋃
x′∈X
∑m
i=1 ∂εfi(x
′) = (
∑m
i=1 ∂εfi)(X). Since ε > 0 is arbitrary,
(i) is established.
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The next theorem provides another pair of equivalent properties, each of which is
stronger than the corresponding property in Theorem 3.5.
Theorem 3.6. Let f1, . . . , fm, : X → R+∞ (m ≥ 2) and x ∈
⋂m
i=1 dom fi. Suppose
that 0 ∈ L. The following properties are equivalent:
(i) 0 ∈ ⋂ε>0∑mi=1 ∂εfi(x);
(ii) (
∑m
i=1 fi)
∗ (0) = f∗1 . . .f∗m(0) < +∞, and x is a solution of problem (P).
Proof. (i) ⇒ (ii). The first assertion in (ii) follows from (i) thanks to Theo-
rem 3.5. Fix ε > 0. By (i), there are l1, . . . , lm ∈ L such that
∑m
i=1 li = 0,
and li ∈ ∂εfi(x) for all i = 1, . . . ,m, and consequently, by Proposition 2.4(i),
f∗i (li) + fi(x) ≤ li(x) + ε for all i = 1, . . . ,m. Hence, recalling the definitions of
the infimal convolution and conjugate function, we obtain
f∗1 . . .f∗m(0)≤
m∑
i=1
f∗i (li) ≤ −
(
m∑
i=1
fi
)
(x) +mε≤
(
m∑
i=1
fi
)∗
(0) +mε.
Letting ε ↓ 0, and taking into account Proposition 2.4(iv), we get
f∗1 . . .f∗m(0) = −
(
m∑
i=1
fi
)
(x) =
(
m∑
i=1
fi
)∗
(0). (21)
By (8), we deduce that v(P ) =
∑m
i=1 fi(x).
(ii)⇒ (i). By the assumptions in (ii), we have (21). Fix ε > 0. By Definition 2.3(i)
of the infimal convolution, there are l1, . . . , lm ∈ L satisfying conditions (19).
Combining (19) and (21), we arrive at (20). Now we proceed as in the proof
of Theorem 3.5, to conclude that 0 =
∑m
i=1 li ∈
∑m
i=1 ∂εfi(x). Since ε > 0 is
arbitrary, (i) is established.
4. Abstract Convexity with Pointwise Convergence Topology
In this section, we assume the space L of abstract linear functions to be a vector space
equipped with a certain topology and expand some fundamental results of standard
convex analysis to the framework of abstract convexity. Condition (15), playing a key
role in deriving constraint qualifications for zero duality gap in convex optimization
in [38], is fully extended into the abstract convexity framework.
4.1. Pointwise Convergence Topology
In accordance with Definition 2.2, the space L of abstract linear functions possesses
the standard addition operation. We are now going to assume additionally that L is
closed with respect to the natural scalar multiplication: given an l ∈ L and α ∈ R,
the function αl defined by αl(x) := αl(x) for all x ∈ X, belongs to L. This makes L a
vector space. As a consequence, H is also a vector space, and they both are subspaces
of the ambient vector space F of all real-valued functions on X.
From now on, we assume that L, H and F are all equipped with the pointwise
convergence topology, i.e. the weakest topology that makes all functions f 7→ f(x),
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x ∈ X, continuous (on respective spaces). Such a topology is often referred to as the
weak* topology. Recall that no topology is assumed on X. If X is a normed vector
space and L is the space of all linear functions on X, then the pointwise convergence
topology on L discussed above coincides with the conventional weak* topology.
The two assertions in the next proposition are natural generalizations of the corre-
sponding facts from [39]. Their proofs require only cosmetic modifications.
Proposition 4.1. (i) Let l0 ∈ L, ε > 0, n ∈ N, and x1, . . . , xn ∈ X. Then the set
V (x1, . . . , xn|ε) = {l ∈ L : |l(xi)− l0(xi)| < ε, ∀i = 1, . . . , n}
is a neighbourhood of l0 in L. Moreover, the collection of all V (x1, . . . , xn|ε),
n ∈ N, x1, . . . , xn ∈ X and ε > 0 forms a basis of neighbourhoods of l0 in L.
(ii) If L is closed in F , then it is a locally convex topological vector space.
Example 4.2. [3, Example 2.1] Let L be a set of functions defined on the Euclidean
space Rn, comprising all functions l :=
∑n
i=0 a
ihi ∈ L where ai ∈ R, i = 0, 1, . . . , n,
and
h0(x) = ‖x‖2 , h1(x) = x1, . . . , hn(x) = xn for all x = (x1, . . . , xn) ∈ Rn.
Obviously L is a vector space. Moreover, considered with the pointwise convergence
topology, it possesses the following properties.
(i) L is closed in F .
(ii) Given a net (li)i∈I ⊂ L and an element l ∈ L with li := a0ih0 + . . . + ani hn and
l := a0h0 + . . .+a
nhn, one has li → l if and only if aji → aj for all j = 0, 1, . . . , n.
(iii) L is homeomorphic to Rn+1 with the standard Euclidean norm.
Proof. (i) Let a net (li)i∈I ⊂ L with li := a0ih0 + . . .+ani hn converge to some l ∈ F .
We are going to show that l ∈ L. Take the unit vector e0 := (1, 0, . . . , 0) ∈ Rn.
We have li(e0) + li(−e0) = 2a0i → l(e0) + l(−e0) =: 2a0. Thus, a0i → a0, and
consequently, li(x) − a0i ‖x‖2 → l(x) − a0 ‖x‖2 for all x ∈ X. For every i ∈ I,
li − a0i ‖·‖2 = a1ih1 + . . .+ ani hn, and, hence, it is a usual linear function on Rn.
Thus, l − a0 ‖·‖2 is also a linear function on Rn as a pointwise limit of linear
functions. This implies that l−a0 ‖·‖2 = ∑ni=1 aihi for some ai ∈ R, i = 1, . . . , n.
Therefore, l ∈ L.
(ii) If li → l, then, as shown in (i), we have that a0i → a0 and li−a0i ‖·‖2 → l−a0 ‖·‖2.
Taking x := ej the canonical vectors in Rn for all j = 1, . . . , n, we deduce from
the latter limit that li(e
j) − a0i = aji − a0i → aj − a0. Using also (i), we obtain
that aji → aj for all j = 0, . . . , n. The converse statement is trivial.
(iii) Consider the bijective mapping ϕ : L → Rn+1, given for any l = ∑ni=0 aihi ∈ L
by ϕ(l) := (a0, a1, . . . , an). Observe that ϕ−1(a0, a1, . . . , an) =
∑n
j=0 a
jhj . In
view of (ii), both ϕ and ϕ−1 are continuous.
The weak∗ compactness of the unit ball B∗ in the space dual to a normed vector space
is of utmost importance in analysis and applications. Here we establish a generalization
of the Banach–Alaoglu–Bourbaki theorem (see [39, Theorem 3.16]) to the space F of
real-valued functions on X.
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Theorem 4.3. Let F,G ∈ F and G ≤ F . Then the set A := {f ∈ F : G ≤ f ≤ F} is
compact.
Proof. Given a function f ∈ F , set φ(f) := (f(x))x∈X . Then φ is a homeomorphism
between F and RX considered with the product topology. By Tychonoff’s theorem,
the set H =
∏
x∈X [G(x), F (x)] is compact in RX as a product of compact sets. Hence,
A = φ−1(H) is compact.
Corollary 4.4. If a subset A ⊂ F is closed, and the functions F := supf∈A f and
G := inff∈A f are everywhere finite, then A is compact.
Proof. Under the assumptions, F,G ∈ F , G ≤ F and A ⊂ {f ∈ F : G ≤ f ≤ F}, and
consequently, A = {f ∈ F : G ≤ f ≤ F} ∩ A. As A is closed, the conclusion follows
from Theorem 4.3.
Remark 9. If X is a normed vector space, L = X∗ and A = {x∗ : ‖x∗‖ ≤ 1},
Corollary 4.4 with F (x) := supx∗∈A〈x∗, x〉 = ‖x‖ and G(x) := infx∗∈A〈x∗, x〉 = −‖x‖
recaptures the Banach–Alaoglu–Bourbaki theorem.
4.2. Sum Rule for Subdifferentials
In this subsection, we establish a version of the following (extended) sum rule for
abstract convex functions under a weaker qualification condition.
Theorem 4.5. [3, Theorem 3.2] Let f, g : X → R+∞ be H−convex functions with
dom f ∩ dom g 6= ∅. The following conditions are equivalent:
epi f∗ + epi g∗ = epi (f + g)∗, (22)
∂ε(f + g)(x) =
⋃
ε1,ε2≥0, ε1+ε2=ε
(
∂ε1f(x) + ∂ε2g(x)
)
(23)
for all x ∈ dom f ∩ dom g and ε ≥ 0.
The additivity property (22) of the epigraphs of the conjugate functions is used
in Theorem 4.5 to ensure the sum rule (23). This assumption is rather strong, since
it entails the closedness of the set in the left-hand side of (22), which is not true in
general even for conventional convex functions. Condition (22) is stronger than the
widely used (e.g. in Theorem 3.2) qualification condition (f + g)∗ = f∗g∗; cf. [3,
Corollary 5.1]. We are going to replace condition (22) by the following less restrictive
additivity property:
cl (epi f∗ + epi g∗) = epi (f + g)∗, (24)
where cl stands for the closure in L×R. The topology on L×R is the product of the
pointwise convergence topology on L adopted here and the standard topology on R.
Condition (24) always holds for conventional convex functions; cf. [3, Corollary 3.1]
and [41].
We next extend some classical facts of convex analysis to the framework of abstract
convexity.
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Proposition 4.6. (i) For any x ∈ X, the function L 3 l 7→ φx(l) := l(x) is contin-
uous;
(ii) for any function f : X → R+∞, its conjugate function f∗ is lower semicontinu-
ous;
(iii) L−convex sets are closed;
(iv) H−convex sets are closed;
(v) for any f : X → R+∞, x ∈ dom f and ε ≥ 0, the ε-subdifferential ∂εf(x) is
closed;
(vi) for any functions f1, . . . , fm (m ≥ 2), x ∈
⋂m
i=1 dom fi, and ε ≥ 0,
cl
⋃
εi≥0, i=1,...,n∑m
i=1 εi=ε
m∑
i=1
∂εifi(x) ⊂ ∂ε
(
m∑
i=1
fi
)
(x),
and consequently,
⋂
η>0
cl
⋃
εi≥0, i=1,...,n∑m
i=1 εi=ε+η
m∑
i=1
∂εifi(x) ⊂ ∂ε
(
m∑
i=1
fi
)
(x). (25)
Proof. (i) Recall that we are considering the pointwise convergence in L. Let x ∈ X
and take any net (li)i∈I ⊂ L converging to some l ∈ L. Then φx(li) = li(x) →
l(x) = φx(l), i.e. φx is continuous.
(ii) We will show that epi f∗ is closed in L × R. Indeed, Let f : X → R+∞. Then,
epi f∗ = {(l, λ) : f∗(l) ≤ λ} =
⋂
x∈X
{(l, λ) : l(x)−f(x)) ≤ λ} =
⋂
x∈X
epi (φx−f(x)).
Using (i) we have, that for each fixed x, the function φx − f(x) : L → R+∞ is
continuous, and consequently, the set epi (φx − f(x)) is closed in L × R. Hence,
so is epi f∗. This implies the lower semicontinuity of the function f∗.
(iii) Let ∅ 6= A ∈ L be L−convex. By Proposition 2.8(i), there is an L−convex
function f : X → R+∞ such that A = supp f. Consider the set B := clA
and the function g := supl∈B l. Obviously f ≤ g. Take any x ∈ X and l ∈ B.
Then there exists a net (li)i∈I ⊂ A converging to l in the pointwise convergence
topology. We have li(x) ≤ f(x) for all i ∈ I, and consequently, l(x) ≤ f(x). Since
l ∈ B is arbitrary, it follows that g(x) ≤ f(x), and since x ∈ X is arbitrary, it
follows that g ≤ f . Consequently, g = f . Thus, if l ∈ B, then l ≤ f , i.e. l ∈ A,
and consequently, B = A.
(iv) Thanks to Remark 3(iii), the assertion is a consequence of (iii).
(v) Let f : X → R+∞, x ∈ dom f and ε ≥ 0. By Proposition 2.4(i), ∂εf(x) = {l ∈
L : f∗(l) + f(x) ≤ l(x) + ε} = {l ∈ L : f∗(l)− l(x) ≤ ε− f(x)}. Namely, it is a
level set of the function l 7→ f∗(l) − l(x). By (i) and (ii), the latter function is
lower semicontinuous. Indeed, f∗ is lower semicontinuous by (ii) and l 7→ l(x) is
continuous by (i). Hence, ∂εf(x) is closed.
(vi) Thanks to (v), the right-hand side in the first inclusion is closed. This fact,
together with Proposition 2.4(v), readily gives the first inclusion. The second
inclusion is a consequence of the first one written with ε + η in place of ε,
followed by an application of Proposition 2.4(iii).
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The next theorem presents an extension of an important result of classical convex
analysis; cf. [42].
Theorem 4.7. Let f1, . . . , fm : X → R+∞ (m ≥ 2) and ∩mi=1dom fi 6= ∅. Assume that
cl
(
m∑
i=1
epi f∗i
)
= epi
(
m∑
i=1
fi
)∗
. (26)
Then the sum rule (16) holds for all x ∈ ∩mi=1dom fi and ε ≥ 0.
Proof. Let x ∈ ∩mi=1dom fi and ε ≥ 0. By Proposition 4.6(vi), inclusion (25) holds.
Now we prove the converse inclusion. Let l ∈ ∂ε
(∑m
j=1 fj
)
(x). By Proposition 2.4(i),(∑m
j=1 fj
)∗
(l) +
(∑m
j=1 fj
)
(x) ≤ l(x) + ε. Thus, making use of (26), we have
l, l(x) + ε− m∑
j=1
fj(x)
 ∈ epi
 m∑
j=1
fj
∗=cl
 m∑
j=1
epi f∗j
 .
There are nets (l1,i, λ1,i)i∈I , . . . , (lm,i, λm,i)i∈I such that
f∗j (lj,i) ≤ λj,i, j = 1, . . . ,m, i ∈ I, (27)
m∑
j=1
lj,i→l,
m∑
j=1
λj,i→l(x) + ε−
m∑
j=1
fj(x). (28)
For all j = 1, . . . ,m, i ∈ I, set γj,i := λj,i+fj(x)−lj,i(x). Thanks to Proposition 2.7(iv),
inequalities (27) imply γj,i ≥ 0 and lj,i ∈ ∂γj,ifj(x). By (28),
∑m
j=1 γj,i → ε. Since each
γj,i ≥ 0, we can assume, without loss of generality, γj,i → γ′j ≥ 0, j = 1, . . . ,m, and∑m
j=1 γ
′
j = ε. Fix η > 0. There is an i0 ∈ I such that, for all i ≥ i0 and j = 1, . . . ,m,
we have γj,i < εj := γ
′
j+η/m. Thus, lj,i ∈ ∂εjfj(x), j = 1, . . . ,m, and
∑m
j=1 εj = ε+η.
It follows that
l ∈ cl
⋃
εi≥0, i=1,...,n∑m
i=1 εi=ε+η
m∑
i=1
∂εifi(x).
Since η > 0 is arbitrary, the proof is complete.
Remark 10. The exact sum rule (23) in Theorem 4.5 is a stronger property than the
sum rule (16) in Lemma 3.3 and Theorem 4.7.
4.3. Zero Duality Gap with Pointwise Convergence Topology
We next present the main theorem of this section.
Theorem 4.8. Let f1, . . . , fm : X → R+∞ (m ≥ 2). Consider the following properties:
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(i) there exists a K > 1 such that condition (11) holds for all x ∈ ⋂mi=1 dom fi and
ε > 0;
(ii) there exists a K > 0 such that condition (15) holds for all x ∈ ⋂mi=1 dom fi and
ε > 0;
(iii) condition (12) holds for all x ∈ X and ε ≥ 0;
(iv) (
∑m
i=1 fi)
∗ = f∗1 . . .f∗m;
(v) f∗1 . . .f∗m is lower semicontinuous.
We have (i) ⇔ (iii) ⇔ (iv) ⇒ (v) ⇒ (ii). If the sum rule (16) (or condition (26))
holds, then all five properties are equivalent.
Proof. The equivalence of (i), (iii) and (iv) is shown in Theorem 3.1. Property (v) is
a consequence of (iv) since (
∑n
i=1 fi)
∗ is lower semicontinuous by Proposition 4.6(ii).
Even though not trivial, the proof of the implication (v) ⇒ (ii) proceeds exactly the
same way (mutatis mutandis) as in the proof of (iv) ⇒ (i) in Theorem 3.2; cf. [38,
Theorem 3.2]. Hence, we omit the proof here. If (16) holds, then by Proposition 3.4,
(i) ⇔ (ii) and all the statements become equivalent.
Remark 11. Similarly to [38], Theorem 4.8 entails a series of important corollaries
with proofs almost identical to those of the corresponding statements in [38].
5. Zero Duality Gap for a Family of Nonconvex Problems
In this section, we consider a nontrivial abstract convexity framework in which the
additivity condition (24), and as a consequence also the sum rule (16) hold for all
H−convex functions. Throughout this section, F is the family of all functions from R
to R. The spaces L of abstract linear and H of abstract affine functions are defined as
follows.
Definition 5.1. Given a, b ∈ R, set φa(x) := ax2 and ψa,b(x) := ax2 + b for all x ∈ R.
Next set L := {φa : a ∈ R} and H := {ψa,b : a, b ∈ R}.
Clearly, ψa,b = φa + b and φa = ψa,0. The sets L and H defined above obviously
satisfy all the conditions in Definitions 2.2 and 2.5, respectively. Moreover, they are
vector spaces.
Remark 12. Similarly to Example 4.2, it is easy to show that the pointwise con-
vergence topologies on L and H are isomorphic to the usual topologies of R and R2,
respectively. The mappings L 3 φa 7→ a and H 3 ψa,b 7→ (a, b) are homeomorphisms.
First, we characterize L−convex functions and L−convex sets.
Proposition 5.2 (L−convex functions and sets). (i) A function f : R → R+∞ is
L−convex if and only if either f ∈ L or
f(x) =
{
0 if x = 0,
+∞ otherwise.
(ii) A nonempty subset C ⊂ L is L−convex if and only if either C = {φa : a ≤ a¯}
for some a¯ ∈ R or C = L.
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Proof. (i) By Definition 2.6(ii), a function f : R → R+∞ is L−convex if and only
if f = supa∈A φa for some subset A ⊂ R. Since f > −∞, we deduce that A 6= ∅.
Set a¯ := supA. If a¯ < +∞, then f = φa¯ ∈ L. Indeed, since a ≤ a¯ for all a ∈ A,
the definition of f yields f ≤ φa¯. For the opposite inequality, take any η > 0.
There exists aη ∈ A such that a¯ − η < aη ≤ a¯. Using the definition of f again,
we have that f(x) ≥ aηx2 > (a¯ − η)x2 for every x. Since this is true for every
η > 0, we deduce that f ≥ φa¯. Altogether, we have shown that f = φa¯ ∈ L if
supA = a¯ < +∞. Otherwise, A is unbounded above and, hence, by definition
f(x) = +∞ whenever x 6= 0 and f(0) = 0.
(ii) By Proposition 2.8(i), a nonempty subset C ⊂ L is L−convex if and only if
C = supp f for some L−convex function f : R → R+∞. In view of (i), either
there exists an a¯ ∈ R such that f = φa¯, and consequently, C = suppφa¯ = {φa :
φa ≤ φa¯} = {φa : a ≤ a¯}, or C = {φa : φa(x) < +∞ for all x 6= 0} = {φa : a ∈
R} = L.
Denote by R2+ := {(a, b) ∈ R2 : a ≥ 0, b ≥ 0}. For A,B ⊂ R2, define
A−B := {x− y : x ∈ A, y ∈ B}.
Next, we study H−convex functions and H−convex sets.
Proposition 5.3 (H−convex functions and sets). (i) An H−convex function is
even and lower semicontinuous.
(ii) Assume that C is H−convex, and let A ⊂ R2 be such that C = {ψa,b ∈ H :
(a, b) ∈ A}. Then A is closed and convex, and A− R2+ ⊂ A.
(iii) Assume that A ⊂ R2 is closed and convex, and such that it also verifies that
A − R2+ ⊂ A and sup(a,b)∈A ψa,b 6≡ +∞. Then the induced set C := {ψa,b ∈ H :
(a, b) ∈ A} is H−convex.
Proof. (i) By Definition 2.6(iii), if a function f : R → R+∞ is H−convex, then
there exists a subset A ⊂ R2 such that f = sup(a,b)∈A ψa,b. The assertion follows
since all functions ψa,b are even and continuous.
(ii) Take A and C as in (ii). By Proposition 2.8(iii), C is convex in the conventional
sense. Let (a1, b1), (a2, b2) ∈ A, α ∈ [0, 1] and (aˆ, bˆ) := α(a1, b1) + (1−α)(a2, b2).
Then, in view of Definition 5.1, ψaˆ,bˆ = αψa1,b1 + (1 − α)ψa2,b2 ∈ C, i.e. (aˆ, bˆ) ∈
A, and consequently, A is convex. By Proposition 4.6(iv), C is closed. Let a
sequence (ak, bk) ∈ A converge to some (a¯, b¯) ∈ R2. Then, for any x ∈ R,
ψak,bk(x)→ ψa¯,b¯(x). Since C is closed, ψa¯,b¯ ∈ C, i.e. (a¯, b¯) ∈ A, and consequently,
A is closed. By Proposition 2.8(ii), C = supp f for some H−convex function
f : R → R+∞. Let (a, b) ∈ A, and a′ ≤ a, b′ ≤ b. Then ψa′,b′ ≤ ψa,b ≤ f . Thus,
ψa′,b′ ∈ supp f = C, and consequently, (a′, b′) ∈ A. Hence, A− R2+ ⊂ A.
(iii) Suppose that A satisfies the conditions in the assertion, and take ψa0,b0 /∈ C
for some a0, b0 ∈ R. By definition of A, this means that (a0, b0) /∈ A. Define
a¯ := sup(a,b)∈A a ≤ +∞. We will consider two cases: either a0 > a¯ or a0 ≤ a¯.
Assume that a0 > a¯. Since sup(a,b)∈A ψa,b 6≡ +∞, there exist numbers x0 ≥ 0
and µ ∈ R such that ψa,b(x0) = ax20 + b < µ for all (a, b) ∈ A. For a sufficiently
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large x > x0, we have (a0 − a¯)x2 > µ− a¯x20 − b0. Hence, for any (a, b) ∈ A,
ψa0,b0(x) = a0x
2 + b0 > a¯(x
2 − x20) + µ ≥ a(x2 − x20) + µ > ax2 + b = ψa,b(x),
and consequently, ψa0,b0(x) > supψ∈C ψ(x). By definition, this implies that C is
H−convex.
Assume now that a0 ≤ a¯. Since A is closed and convex, and (a0, b0) /∈ A, we
can apply the strict convex separation theorem (Lemma 2.1), to obtain a nonzero
vector (α, β) ∈ R2 such that
αa0 + βb0 > sup
(a,b)∈A
(αa+ βb). (29)
Since A− R2+ ⊂ A, we have α ≥ 0 and β ≥ 0. Moreover, β 6= 0 because a0 ≤ a¯.
Thus, β > 0. Set x :=
√
α/β. Inequality (29) yields
ψa0,b0(x) = a0x
2 + b0 > sup
(a,b)∈A
(ax2 + b) = sup
ψ∈C
ψ(x).
By Definition 2.6(v), this implies that C is H−convex. The proof is complete.
Remark 13. The properties in Proposition 5.3(i) are necessary but not sufficient.
Indeed, the function x 7→ cosx is even and continuous but not H−convex.
The assumption that sup(a,b)∈A ψa,b 6≡ +∞ in Proposition 5.3(iii) is essential, as the
next example shows.
Example 5.4. Let C := {ψa,b : a ≤ 0, b ∈ R}. We have ψ1,0 /∈ C and, for any x ∈ R,
ψ1,0(x) = x
2 < supψ∈C ψ(x) = +∞. By Definition 2.6(v), this implies that C is not
H−convex. Observe that C is a proper subset of H. The whole space H is obviously
H−convex; thus, the assumption sup(a,b)∈A ψa,b 6≡ +∞ is in general not necessary for
the set to be H−convex.
In the above example sup(a,b)∈A b = +∞. The next example shows that this condi-
tion does not necessarily entail the absence of H−convexity.
Example 5.5. Let C := {ψa,b : a + b ≤ 0}. We have sup(a,b)∈A a = sup(a,b)∈A b =
+∞. At the same time, the set A := {(a, b) : a + b ≤ 0} satisfies the conditions in
Proposition 5.3(iii). In particular, sup(a,b)∈A ψa,b(1) = 0 < +∞. Hence, C isH−convex.
In accordance with Proposition 5.3(iii), any set of the form {ψa,b : a ≤ a¯, b ≤ b¯}
with some a¯ ∈ R ∪ {+∞} and b¯ ∈ R is H−convex. However, not every H−convex set
is of this form.
Example 5.6. The set C := {ψa,b : a < 0, ab ≥ 1} (the support set of the function
x 7→ −2|x|; cf. Fig. 1) satisfies the conditions in Proposition 5.3(iii), and consequently
is H−convex, but is not of the form {ψa,b : a ≤ a¯, b ≤ b¯}.
The next statement shows that H−convex functions in Definition 5.1 satisfy the
additivity property (24).
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Figure 1. Function −2 |x| and its support set
Proposition 5.7. Suppose f, g : R → R+∞ are H−convex and dom f ∩ dom g 6= ∅.
Then cl (supp f + supp g) is H−convex. Moreover, we have that
supp (f + g) = cl (supp f + supp g). (30)
Equivalently, condition (24) is satisfied.
Proof. By assumption, f+g 6≡ +∞, and hence f 6≡ +∞ and g 6≡ +∞. Using Remark
4(i) and Proposition 2.8(ii), the sets supp f and supp g are non-empty and H−convex.
Let Af , Ag ⊂ R2 be such that supp f = {ψa,b : (a, b) ∈ Af} and supp g = {ψa,b :
(a, b) ∈ Ag}. By Proposition 5.3(ii), Af and Ag are closed, convex, and such that
Af −R2+ ⊂ Af , Ag −R2+ ⊂ Ag. To prove that the set A := cl (Af +Ag) is H−convex,
we will show that it satisfies the properties in Proposition 5.3(ii). Indeed, it is obviously
closed and convex. Moreover, since 2R2+ = R2+, we have
(Af +Ag)− R2+ = (Af − R2+) + (Ag − R2+) ⊂ Af +Ag ⊂ A. (31)
Since A is closed, we have that A− R2+ ⊂ A. Indeed, let us first show that
A− R2 = cl (Af +Ag)− R2 ⊂ cl ((Af +Ag)− R2),
where the first equality follows from the definition of A. To prove the inclusion, take
x ∈ cl (Af + Ag) − R2, or x = a − b with a ∈ cl (Af + Ag) and b ∈ R2. There
are an ∈ Af + Ag (n ≥ 0) such that an → a. Since an − b ∈ (Af + Ag) − R2 and
an − b→ (a− b) = x, we have x ∈ cl ((Af +Ag)− R2). Then,
A− R2 = cl (Af +Ag)− R2 ⊂ cl ((Af +Ag)− R2) ⊂ A,
where the last inclusion follows by taking closures in (31) and using the fact that A
is closed. Hence, our claim holds and A−R2+ ⊂ A. Since dom f ∩ dom g 6= ∅, we have
sup(a,b)∈A ψa,b = f + g 6≡ +∞. By Proposition 5.3(iii), this implies A is a H−convex
set. The first assertion in the proposition is established. We will show next that f + g
is H−convex. Indeed, taking into account the closedness of A again,
sup
(a,b)∈A
ψa,b = sup
(a,b)∈Af+Ag
ψa,b = sup
(af ,bf )∈Af
ψaf ,bf + sup
(ag,bg)∈Ag
ψag,bg = f + g,
where the second equality follows from the separability of the variables, and the fact
that for every (af , bf ) ∈ Af and (ag, bg) ∈ Ag, we have ψa,b = ψaf ,bf + ψag,bg , where
a = af + ag and b = bf + bg. The above equality shows that f + g is H−convex by
23
Definition 2.6(iii). Since A is H−convex. Remark 4(iv) implies that
{ψa,b : (a, b) ∈ A} = supp (f + g).
From the definitions, one can check directly that
(a, b) ∈ A if and only if ψa,b ∈ cl (supp f + supp g).
The two expressions above yield (30). Recall from Definition 5.1 that ψa,b = φa + b for
all a, b ∈ R. In view of Proposition 2.7(ii), ψa,b ∈ supp f if and only if (φa,−b) ∈ epi f∗,
and similar equivalences hold for the support sets of g and f + g and the epigraphs
of their conjugate functions. Hence, condition (30) can be rewritten equivalently as
(24).
Now as an illustration we consider an example of the minimization problem (P) and
its corresponding dual problem (D):
inf (f1(x) + f2(x) + f3(x)) s.t. x ∈ R, (p)
sup (−f∗1 (φa1)− f∗2 (φa2)− f∗3 (φa3)) s.t. φa1 , φa2 , φa3 ∈ L, φa1 + φa2 + φa3 = 0,
(d)
where, for all x ∈ R,
f1(x) :=x
4 − x2, f2(x) := 1− 2 |x| , (32)
f3(x) :=
{
1− 2 |x| if − 12 ≤ x ≤ 12 ,
0 otherwise.
(33)
The objective functions of problems (p) and (d) are presented in Fig. 2 and Fig. 3,
respectively. It can be seen from Fig. 2 that x = ±1 are the global solutions of problem
(p), with optimal value equal −1. The objective function of problem (d) is concave.
(This is always the case because a conjugate function is the supremum of functions
which are linear in L.) Hence, problem (d) is a conventional convex programming
problem (of maximizing a concave function over a subspace).
The next three propositions provide representations of the conjugates, support sets
and subdifferentials of the functions f1, f2, f3. The second one also states that the
functions are H−convex. Their proofs are given in the Appendix.
Proposition 5.8. The conjugates of the functions f1, f2, f3 given by (32) and (33),
have the following representations:
f∗1 (φa) =
{
(a+1)2
4 if a ≥ −1,
0 if a < −1, (34)
f∗2 (φa) =
{
+∞ if a ≥ 0,
−1− 1a if a < 0,
(35)
f∗3 (φa) =

+∞ if a > 0,
a
4 if − 2 ≤ a ≤ 0,
−1− 1a if a < −2.
(36)
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Figure 2. f1 + f2 + f3.
Figure 3. Restriction of −f∗1−f∗2−f∗3 to the subspace
φa1 + φa2 + φa3 = 0.
Proposition 5.9. The functions f1, f2, f3 given by (32) and (33) are H−convex.
Their support sets have the following representations (cf. Fig. 4, 5 and 6):
supp f1 =
{
ψa,b :
(a+ 1)2
4
+ b ≤ 0
}⋃
{ψa,b : a ≤ −1, b ≤ 0} , (37)
supp f2 =
{
ψa,b : a < 0, b ≤ 1
a
+ 1
}
, (38)
supp f3 =
{
ψa,b : a ≤ −2, b ≤ 1
a
+ 1
}⋃{
ψa,b : −2 < a ≤ 0, b ≤ −a
4
}
. (39)
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Figure 4. Support set of f1.
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Figure 5. Support set of f2.
Proposition 5.10. The subdifferentials of the functions f1, f2, f3 given by (32) and
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Figure 6. Support set of f3.
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Figure 7. Support set of f1 + f2 + f3.
(33), have the following representations:
∂f1(x) =
{
{φa : a ≤ −1} if x = 0,
{φa : a = 2x2 − 1} otherwise,
(40)
∂f2(x) =
{
∅ if x = 0,{
φ−1/|x|
}
otherwise,
(41)
∂f3(x) =

∅ if x = 0,{
φ−1/|x|
}
if 0 < |x| < 12 ,
{φa : −2 ≤ a ≤ 0} if x = ±12 ,
{0} otherwise.
(42)
We next show that zero duality gap holds for problems (p) and (d).
Proposition 5.11. (f1 + f2 + f3)
∗ (0) = f∗1f∗2f∗3 (0) < +∞, and consequently,
zero duality gap holds for problems (p) and (d). Moreover, the points x = ±1 are
solutions of problem (p).
Proof. From Proposition 5.10, ∂f1(±1) = {φ1}, ∂f2(±1) = {φ−1} and ∂f3(±1) =
{0}. Hence, ∂f1(±1) + ∂f2(±1) + ∂f3(±1) = {0}. The conclusion follows from Theo-
rem 3.6.
Appendix: Proofs of Propositions 5.8, 5.9 and 5.10
Proof of Proposition 5.8
Expression (34). Given a ∈ R, we have f∗1 (φa) = supx∈R
{
(a+ 1)x2 − x4}. If
a < −1, then (a + 1)x2 − x4 ≤ 0, and the maximum (equal 0) is attained at x = 0;
hence f∗1 (φa) = 0. If a ≥ −1, then (a + 1)x2 − x4 = (a+1)
2
4 −
(
x2 − a+12
)2
, and the
maximum of the expression is attained when x2 = a+12 ; hence f
∗
1 (φa) =
(a+1)2
4 .
Expression (35). Given a ∈ R, we have f∗2 (φa) = supx∈R
{
ax2 + 2|x|}−1. If a ≥ 0,
then obviously f∗2 (φa) = +∞. If a < 0, then ax2 + 2|x| = a(|x| + 1a)2 − 1a , and the
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maximum of the expression is attained when |x| = − 1a ; hence f∗2 (φa) = − 1a − 1.
Expression (36). Given a ∈ R, we have f∗3 (φa) = supx∈R
{
ax2 + min{2|x| − 1, 0}}.
If a > 0, then obviously f∗3 (φa) = +∞. Otherwise, f∗3 (φa) = sup|x|≤ 1
2
{
ax2 + 2|x|}−1.
If a < −2, then, as shown above, f∗3 (φa) = − 1a − 1, while if −2 ≤ a ≤ 0, f∗3 (φa) =
a
4 + 2 · 12 − 1 = a4 .
Proof of Proposition 5.9
Expression (37) and H−convexity of f1. If (a+1)
2
4 + b ≤ 0, then, for all x ∈ R,
f1(x) = x
4 − x2 =
(
x2 − a+ 1
2
)2
−
(
(a+ 1)2
4
+ b
)
+ (ax2 + b) ≥ ax2 + b = ψa,b(x),
i.e. ψa,b ∈ supp f1. Similarly, if a ≤ −1 and b ≤ 0, then, for all x ∈ R,
f1(x) = x
4 − x2 = x4 − ((a+ 1)x2 + b)+ (ax2 + b) ≥ ax2 + b = ψa,b(x),
i.e. {ψa,b : a ≤ −1, b ≤ 0} ⊂ supp f1. Thus,{
ψa,b :
(a+ 1)2
4
+ b ≤ 0
}⋃
{ψa,b : a ≤ −1, b ≤ 0} ⊂ supp f1. (43)
Conversely, for any ψa,b ∈ supp f1, we have two possibilities: either a ≤ −1 or a > −1.
In the first case, we claim that we must have b ≤ 0. Indeed, if b > 0, then f1(0) = 0 <
b = ψa,b(0); hence, ψa,b /∈ supp f1, contradiction. Hence, supp f1 ⊂ {ψa,b : b ≤ 0, a ≤
−1}. If a > −1 then, with x :=
√
a+1
2 , we have
f1(x) =
(a+ 1)2
4
− a+ 1
2
≥a(a+ 1
2
) + b = ψa,b(x);
which re-arranges as (a+1)
2
4 + b ≤ 0. Hence, supp f1 ⊂ {ψa,b : (a+1)
2
4 + b ≤ 0}. It
follows that the inclusion in (43) holds as equality. This proves (37). Let us prove
now the H−convexity of f1. Given any x ∈ R, set a := 2x2 − 1 and b := −x4. Then,
(a+1)2
4 + b = 0 and, in view of (37), ψa,b ∈ supp f1. Moreover, ψa,b(x) = ax2 + b =
(2x2− 1)x2− x4 = x4− x2 = f1(x). Thus, supψ∈supp f1 = f1. By Proposition 2.7(i), f1
is H−convex.
Expression (38) and H−convexity of f2.
Let a < 0 and b ≤ 1a + 1. We claim that ψa,b ∈ supp f2. Indeed, it is elementary
to show that 1a = minx∈R{−2|x| − ax2}. By definition of b, for any x ∈ R we have
b ≤ 1a + 1 ≤ 1 − 2 |x| − ax2, and consequently, ψa,b(x) = ax2 + b ≤ 1 − 2 |x| = f2(x).
Thus, {
ψa,b : a < 0, b ≤ 1
a
+ 1
}
⊂ supp f2. (44)
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If a > 0, then limx→∞ ψa,b(x) = +∞ while f2 ≤ 1, and consequently, ψa,b(x) >
f2(x) for some x ∈ R. Similarly, if b > 1a + 1, then there is an x ∈ R such that
b > 1 − 2 |x| − ax2, and consequently, ψa,b(x) = ax2 + b > 1 − 2 |x| = f2(x). Hence,
ψa,b /∈ supp f2. It follows that the inclusion in (44) holds as equality. This proves (38).
Next we show that supψ∈supp f2 = f2. Given any x ∈ R \ {0}, set a := − 1|x| and
b := 1a + 1 = 1−|x|. In view of (38), ψa,b ∈ supp f2. Moreover, ψa,b(x) = ax2 + b = 1−
2 |x| = f2(x). For x = 0 and any n ≥ 1, set an := −n and bn := 1an +1 = 1− 1n . In view
of (38), ψan,bn ∈ supp f2. Moreover, limn→∞ ψan,bn(0) = limn→∞
(
1− 1n
)
= 1 = f2(0).
Thus, supψ∈supp f2 = f2. By Proposition 2.7(i), f2 is H−convex.
Expression (39) and H−convexity of f3. For all a ∈ R, define
χ(a) := max
|x|≤ 1
2
{
ax2 + 2|x|}− 1.
As shown in the proof of Proposition 5.8, χ(a) = − 1a−1 if a < −2, and χ(a) = a4 if−2 ≤
a ≤ 0. Thus, the right-hand side of (39) can be rewritten as {ψa,b : a ≤ 0, b ≤ −χ(a)}.
Let a ≤ 0 and b ≤ −χ(a). We claim that ψa,b ∈ supp f3. Indeed, if |x| ≤ 12 , then
b ≤ −χ(a) ≤ 1− 2 |x| − ax2, and consequently, ψa,b(x) = ax2 + b ≤ 1− 2 |x| = f3(x).
In particular, the latter fact yields
ψa,b(
1
2
) ≤ 1− 2 |1/2| = 0. (45)
If |x| > 12 , since a ≤ 0, we have
ψa,b(x) ≤ ψa,b(1
2
) ≤ 0 = f3(1
2
) = f3(x),
where we used (45) in the second inequality and the definition of f3 in the equalities.
Thus,
{ψa,b : a ≤ 0, b ≤ −χa(x)} ⊂ supp f3. (46)
If a > 0, then limx→∞ ψa,b(x) = +∞ while f3 ≤ 1, and consequently, ψa,b(x) > f3(x)
for some x ∈ R. Similarly, if b > −χ(a), then there is an x ∈ [−12 , 12 ] such that
b > 1 − 2 |x| − ax2, and consequently, ψa,b(x) = ax2 + b > 1 − 2 |x| = f3(x). Hence,
ψa,b /∈ supp f3. It follows that the inclusion in (46) holds as equality. This proves (39).
Next we show that supψ∈supp f3 = f3. Given any x /∈ (−12 , 12), set a := 0 and b :=−χ(a) = 0. In view of (39), ψa,b ∈ supp f3. Hence, we have that ψa,b(x) = f3(x) = 0.
Given any x ∈ (−12 , 12)\{0}, set a := − 1|x| ∈ (−∞,−2] and b := −χ(a) = 1a+1 = 1−|x|.
In view of (39), ψa,b ∈ supp f3. Moreover, ψa,b(x) = ax2 + b = 1 − 2 |x| = f3(x). For
x = 0 and any n > 1, set an := −n and bn := −χ(an) = 1an + 1 = 1 − 1n . In view
of (39), ψan,bn ∈ supp f3. Moreover, limn→∞ ψan,bn(0) = limn→∞
(
1− 1n
)
= 1 = f3(0).
Thus, supψ∈supp f3 = f3. By Proposition 2.7(i), f3 is H−convex.
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Proof of Proposition 5.10
Expression (40). By Proposition 2.4(i), φa ∈ ∂f1(x) for some x, a ∈ R if and only
if f∗1 (φa) + f1(x) ≤ φa(x), or equivalently,
f∗1 (φa) ≤ (a+ 1)x2 − x4. (47)
If x = 0, inequality (47) becomes
f∗1 (φa) ≤ 0,
which, by (34) happens if and only if a ≤ −1; hence ∂f1(0) = {φa : a ≤ −1}. Let
x 6= 0. By (34), if a ≤ −1, then (47) reduces to 0 ≤ (a + 1)x2 − x4, which cannot
be satisfied by a nonzero x. Thus, if x 6= 0, (47) can only happen if a > −1, which
implies, by (34)
(a+ 1)2
4
≤ (a+ 1)x2 − x4,
or
(
x2 − a+12
)2 ≤ 0, i.e. a = 2x2 − 1; hence ∂f1(x) = {φa : a = 2x2 − 1}.
Expression (41). By Proposition 2.4(i), φa ∈ ∂f2(x) for some x, a ∈ R if and only
if f∗2 (φa) + f2(x) ≤ φa(x), or equivalently,
f∗2 (φa) ≤ ax2 + 2|x| − 1. (48)
Recall the expression for f∗2 given by (35). Inequality (48) implies a < 0. If x = 0,
inequality (48) yields f∗2 (φa) ≤ −1. However, in view of (35), f∗2 (φa) > −1 for all
a ∈ R. Hence, ∂f2(0) = ∅. Let x 6= 0 and a < 0. By (35), f∗2 (φa) = −1 − 1a , and (48)
becomes ax2 +2|x|+ 1a ≥ 0, or equivalently, a(|x|+ 1a)2 ≥ 0. Since a < 0, this translates
as (|x|+ 1a)2 ≤ 0, i.e. a = − 1|x| . Hence, ∂f2(x) =
{
φ−1/|x|
}
.
Expression (42). By Proposition 2.4(i), φa ∈ ∂f3(x) for some x, a ∈ R if and only
if f∗3 (φa) + f3(x) ≤ φa(x), or equivalently,
f∗3 (φa) ≤ ax2 − f3(x). (49)
Recall the expressions for f3 and f
∗
3 given by (33) and (36), respectively. Inequality
(49) implies a ≤ 0. If x = 0, then f3(0) = 1, and inequality (49) is equivalent to
f∗3 (φa) ≤ −1. However, in view of (36), f∗3 (φa) ≥ −12 for all a ∈ R. Hence, ∂f3(0) = ∅.
Let 0 < |x| < 12 . Then f3(x) = 1 − 2|x|. If −2 ≤ a ≤ 0, then f∗3 (φa) = a4 while
ax2−f3(x) = ax2 +2|x|−1 < a4 , and consequently, inequality (49) cannot be satisfied.
If a < −2, then f∗3 (φa) = −1− 1a , and (49) becomes ax2 +2|x|+ 1a ≥ 0, or equivalently,
(a|x|+ 1)2 ≤ 0, i.e. a = − 1|x| (< −2). Hence, ∂f3(x) =
{
φ−1/|x|
}
.
Let |x| ≥ 12 . Then f3(x) = 0. If a < −2, then f∗3 (φa) = −1 − 1a > −12 while
ax2 ≤ a4 < −12 , and consequently, inequality (49) cannot be satisfied. If −2 ≤ a ≤ 0,
inequality (49) becomes a4 ≤ ax2, which is satisfied when either a = 0 or |x| = 12 .
Hence, ∂f3(±12) = {φa : −2 ≤ a ≤ 0}, and ∂f3(x) = {0} for all x with |x| > 12 .
29
6. Open questions
1. In Section 5, the sum rule (16) holds for an abstract linear space defined on a
family of one dimensional functions from R to R. It is interesting to investigate
what the results are for the class of functions on Rn with
L := {φA(x) : φA(x) := xTAx}, H := {ΨA,b(x) = xTAx+ b},
with A an n× n matrix, x ∈ Rn and b ∈ R. Is the sum rule (16) still holding for
this more general case? What are the characterizations of H−convex functions,
and H−convex sets for this case?
2. The spaces of abstract linear functions and abstract affine functions L,H, are
equipped with pointwise convergence topology. What are the semicontinuty prop-
erties of the ε−subdifferential point-to set mapping?
3. Is it possible to extend the zero duality gap result (e.g., Theorem 3.6) to an
infinite sum of functions in the primal problem, such as those considered in
[43,44]?
4. We have shown that key constraint qualifications for zero duality gap are ex-
pressed in terms of the -enlargement of the subdifferentials of the functions fi.
If we replace the optimization problem by the problem of finding a zero of a sum
of “abstract” maximally monotone operators, can we generate new constraint
qualifications for this problem in terms of ”abstract” enlargements? In other
words, can the results of Theorems 3.6 and 4.8 be expressed in terms of enlarge-
ments of maximally monotone operators {Ti}mi=1, for the problem of finding x
s.t. 0 ∈ (∑mi=1 Ti)(x)? To the authors’ knowledge, this question is open even for
the classical “convex” case.
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