Abstract-Brain cancer is one of the most dangerous cancers that can attack anyone, so early detection needs to be done so that brain cancer can be treated quickly. The purpose of this study is to develop a new procedure of modeling radial basis function neural network (RBFNN) using singular value decomposition (SVD) method and to apply the procedure to diagnose brain cancer. This study uses 114 brain Magnetic Resonance Images ( 
determining the weights of output target. This study aims to diagnose brain cancer based on MRI image data using the combination of radial basis function neural network (RBFNN) and singular value decomposition method.
II. RADIAL BASIS FUNCTION NEURAL NETWORK
The RBFNN is one of the neural network model with a three-layer, namely an input layer, a single hidden layer, and an output layer. The performance of RBFNN depends on the choice of exactly three important parameters (cluster center, distance and weight). Each input variable is assigned to the neuron in the input layer and enters directly to the hidden layer without weight. In the hidden layer, the RBFNN performs a nonlinear transformation of the data from the input layer using the basic radial function before it is linearly processed at the output layer. The architecture of the RBFNN is shown in Fig. 1 . In Fig. 1 , ( , = 1, 2, . . . ) are input neurons, ( , = 1, 2, . . . , ) are hidden neurons, and ( ) is output neuron. The weights between the hidden layer and the output layer are denoted as and the bias 0 is added to the hidden layer. The activation function ( ) is determined by the mean cluster and width cluster. The RBFNN model is characterized by the activation function, which are included in the class of radial basis function. There are several activation functions in RBFNN namely Gaussian function, multi quadratic inverse and Cauchy functions [18] . In this research, we use Gaussian activation function
where c is the mean of cluster, r is maximum distance of each object to the mean of cluster. The output y of the RBFNN model is the linear combination of the weights included w0 and the activation function ( )
The learning process in RBFNN includes unsupervised learning to ascertain the number of hidden neurons as well as to obtain the parameter values of the radial basis function, and supervised learning to obtain the weights between the hidden layer and output layer. The number of neurons in the hidden layer equals to the number of basis functions. The unsupervised learning is performed using the K-means clustering method. It is commonly used in RBFNN modeling, whose placement of the objects in each cluster based on the Euclidian distance. The Euclidian distance between two points P( 1 , 2 , . . . , ) and Q( 1 , 2 , . . . , ) is expressed as
The following steps are the K-means clustering algorithm [19] .
1) Partition the data into K cluster 2) Place any objects to the nearest cluster.
3) Recalculate the center of the clusters that receive new data and the clusters that lose data. 4) Repeat step (1) to (3) until the new centers equal to the old ones. Futhermore, it will be determined the weight in (2) minimized the equation (3).
where n is the number of training data,̂ is the output of the model for ℎ observation, is the target for ℎ observation.
Then, we apply (2) and (3) for all training data to get (4).
where
and ̂ is a vector of weights ̂.
III. SINGULAR VALUE DECOMPOSITION
In this section, we will introduce singular value decomposition of matrix and its properties referred from Scheick [20] . Any m x n matrix A can be expressed as
where U and V are orthogonal matrices of dimensions m x m, n x n respectively and S is m x n matrix whose entries are 0 except sii Furthermore, the decomposition matrix A in (6) can be written as
The SVD of matrix A can be applied to solve the linear system Ax d
If A is n x n invertible matrix, then r = n and all 
IV. DIAGNOSTIC ACCURACY
The diagnostic accuracy can be measured by sensitivity, specificity and accuracy. There are several commonly used terms along with descriptions of sensitivity, specificity and accuracy. Those are TP = True Positive, FP = False Positive, TN = True Negative, and FN = False Negative. The TP is the number of patients with the disease who is diagnosed appropriately, the FN is the the number of patients with the disease who is diagnosed inappropriately. Similiarly, the TN is the number of patients without the disease who is diagnosed appropriately, the FP is the the number of patients without the disease who is diagnosed inappropriately. The sensitivity refers to the ability of the test to identify patients with the disease appropriately [21] , and it can be written as
The specificity refers to the ability of the test to identify patients without disease appropriately, and it can be written as
The accuracy is the ability to identify both positive and negative results appropriately, and it can be written as
Texture is an important characteristic for identifying an object of image. Textural feature on spatial gray image is commonly used in classifying images. Gray Level Co-occurrence Matrix (GLCM) is one of extraction methods to to get textural feature of the image. It has capability to give detail information of image pattern [22] . The GLCM is included in statistical second order extracting method. GLCM is a matrix that stores the frequency value of the brightness differences between one pixel and other neigborhod pixel.
The use of GLCM is first introduced by [23] to extract some texture features. Several researches have used the GLCM method to extract the images [24] - [26] . The parameters resulted from GLCM extraction process in this research are 14 features involving energy, contrast, correlation, sum of squares, inverse difference moment, sum average, sum variance, sum entropy, entropy, difference variance, difference entropy, maximum probability, homogeneity, and dissimilarity [22] , [23] , [27] , [28] . The mathematical formula of those features are as follows : 
VI. THE PROPOSED METHOD
The data used in this research are the secondary data of Magnetic Resonance Image (MRI) of brain taken from the hospital of Panti Rapih Yogyakarta, Indonesia. The used data are 114 brain MRI where 57 data are normal images and 57 data are cancer images. In this research, the data are analyzed using RBFNN with singular value decomposition method. The procedure to diagnose brain cancer using RBFNN-SVD model is shown in Fig. 2 . Estimation of parameters of RBFNN model using SVD is done by the following steps.
1) Preprocessing of data.
2) Image extraction using GLCM.
3) Determining the input and target variables. 4) Dividing of data to training and testing data. 5) Normalizing the data 6) Learning of RBFNN. In this process, the parameters of radial basis function are determined by K-mean clustering. The weights of NN are determined by SVD method. 7) Determining the optimal weights using SVD. (12) where is the number of training data, isthe number of cluster, is a matrix of Gaussian activation function for training data, is a unitary matrix Σ is a singular value matrix, =unitary matrix ], ( +1) = [
Furthermore, the estimation of using SVD can be written as (14) .
where ̂ is vector of weights between hidden layer and output layer, is vector of target on the training data, is i th column of matrix , is i th singular value with > 0, is i th column of matrix , is number of nonzero singular values taken.
10) Determining the output of RBFNN-SVD model
The estimation ̂ in (14) is used to estimate and we get the RBFNN model as (15) .
VII. RESULTS AND DISCUSSION
In this section, we apply the proposed method to diagnosis brain cancer as following steps. First, we determine the preprocessing data. In this process, the cropping image of MRI is done. Fig. 3 shows the original image of MRI and the resulted image processing.
(a) (b) Fig. 3. (a) original image, (b) result of image preprocessing.
Then, the image extraction process is done by using GLCM method and there are 14 extractions resulted which are energy, contrast, correlation, sum of squares, inverse difference moment, sum average, sum variance, sum entropy, entropy, difference variance, entropy difference, maximum probability, homogeneity and dissimilarity.
The input variables of the RBFNN are 14 extractions resulted and the targets of RBFNN are normal and abnormal brain. In this study, we divide the data to training and testing data. There are 90 training data and 24 testing data, and then the data are normalized. Then, learning process of RBFNN is done by three steps: the K-mean clustering method to get cluster center and distance, determining the number of hidden neurons by using trial, and then determining the weight of RBFNN by using SVD method. Based on the training data, we set the matrix using (5) . The size of matrix is 90 × 11 due to the number of training data 90 and the number of cluster 10. Furthermore, the SVD method is applied to the matrix . The singular values in the diagonal matrix from ith row to 11th row are positive and in other elements are zero. Fig. 4 shows the positive singular values of matrix . Based on Fig. 4 , all nonzero singular values are used to determine the weights between hidden layer and output layer (14) . Table I shows the model accuracy for some clusters. Based on the Table I , the highest accuracy for training and testing data is achieved at 81.1% and 91.7%, respectively for ten clusters. Therefore, the optimal number of cluster is ten clusters which are the number of hidden neurons. Then, by using (14), we have the weight of RBFNN as follows. In this research, we also estimate the weights of the RBFNN model using back propagation (BP) algorithm. BP algorithm is the most popular learning process in neural networks. The BP is performed only between hidden layer and output layer. The performance of the RBFNN using SVD and BP algorithm is presented in Table II . Based on the Table II , both models have the same accuracy, sensitivity and specificity for training and testing data. But, the running times of SVD method is less than BP method. This result indicates that SVD is more efficient than BP method.
VIII. CONCLUSION
The RBFNN model can be used for brain cancer diagnosis using MRI image data. The diagnostic steps of brain cancer begin with MRI image processing and image extraction using GLCM. Image extraction results are used as input variables whereas target variables use classification of normal and brain cancer. The data are divided into two sets, namely the training and testing data. Then, the input are normalized. The RBFNN are learned to determine the center and distance of Gaussian activation function using K-means clustering method and to calculate the weight between hidden layer and output layer using back propagation and SVD methods. The performance of the RBFNN model can be considered based on its sensitivity, specificity, and accuracy values. The results show that the sensitivity, specificity, and accuracy of RBFNN diagnoses with backpropagation equals to those of RBFNN with SVD. However, the RBFNN-SVD delivers an advantage in the running speed of the program. In the next study, to increase model accuracy, we will add hidden layer as fuzzification of input. Then, we will apply fuzzy C-mean clustering (FCM)
