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Abstract
Optimal bandwidths for local polynomial regression usually involve functionals of the deriva 
tives of the unknown regression function In the multivariate case estimates of these functionals
are not readily available primarily because estimating multivariate derivatives is complicated
In this paper an estimator of multivariate second derivative is obtained via local quadratic
regression with cross terms left out This estimator has the optimal rate of convergence but is
simpler and uses a lot less computing time than the full local quadratic estimator Using this as
a pilot estimator an estimator of the integrated squared Laplacian of a multivariate regression
function is obtained which leads to a plug in formula of the optimal bandwidth for multivariate
local linear regression This bandwidth has good theoretical properties as well as satisfactory
performance in our simulation study It is also recommended for variable selection methods
Abbreviated Title Multivariate Plug in Bandwidth
Keywords ASYMPTOTIC OPTIMALITY BANDWIDTH SELECTION FUNCTIONAL
ESTIMATION LAPLACIAN LOCALQUADRATIC REGRESSION SECOND DERIVATIVES
WITHIN BIAS TRADE OFF
  INTRODUCTION
Nonparametric estimation in general requires little a priori knowledge on the functions to be esti 
mated The estimation results however depend crucially on the bandwidth choice While choosing
too large a bandwidth may introduce a large bias selecting too small a bandwidth may cause large
estimation variance An asymptotically optimal bandwidth usually exists and can be obtained
through a bias variance trade o Such an optimal bandwidth in general involves functionals of
the unknown underlying functions and selection of the optimal bandwidth for various function
estimation problems has always been a challenge Bandwidth selection methods with good theoret 
ical properties and practical performance exist for univariate density estimation see for example
Jones Marron and Sheather ab Cheng  Grund and Polzehl 	 and univariate lo 
cal least squares regression see for example Fan and Gijbels 
 Ruppert Sheather and Wand
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	 Wand and Jones 	 contains some excellent analysis of bandwidth selection for bivariate
density estimation Ruppert 	 proposes empirical bias bandwidth selector EBBS	 which is
applicable in multivariate setting However the theoretical properties of EBBS is not known and its
practical performance has only been studied in the univariate setting As pointed out by Ruppert
	 the diculty in obtaining a reliable multivariate data driven bandwidth is essentially due
to the complexity of estimating higher order multivariate derivatives Our paper attempts to ad 
dress the multivariate bandwidth issue via a simple algorithm to estimate second order multivariate
derivatives
To be precise consider a multivariate regression model
Y  fX	  gX	  	
where Y is a scalar dependent variable X  X  X Xd	 is a vector of explanatory variables  
is independent of X E    and var 	   Let Xi Yi	 i     n be an iid sample Then
the local linear estimator of f at a given point x  x  x  xd	 is obtained by doing a rst order
Taylor expansion of the function f at point x for all the data points Xi and solve a least squares












KhXi   x	 	
where K is a symmetric compactly supported univariate probability kernel so that K is nonneg 
ative and
R
Ku	  	 and










Denoting by px	 the density ofX the mean integrated squared error MISE	E
R n bfx	  fx	o
px	dx is a function of the bandwidth h and the h that minimizes this error is called the optimal
bandwidth An asymptotic optimal bandwidth in this setting is given by see eg Tschernig and
Yang 		
hopt  fdjjKjjd Bg	n Cf	 K g d 	



















where fx	 denotes the second derivative of fx	 with respect to the  th variable x The
integration is always taken over the support of the density px	 

If the integral of gx	 is innite over the support of px	 one can always use in formula

	 and 	 a weight function with compact support which is equivalent to screening o large
observations as done in Tjstheim and Austead 	
The main diculty for using 	 is the estimation of Cf	 the integrated squared Laplacian
of f  To estimate fx	 one has to do a local quadratic regression ie a second order Taylor
expansion of fx	 The local quadratic estimator of the second derivative fx	 is  times the
 th element c   of the vectorn











c  Xi    x 	  
X
  d
c Xi    x 	Xi   x	
	

KhXi   x	 	
A full Taylor expansion like that in equation 	 is unnecessary if one only needs to estimate
fx	 for Cf	 In Section  it is shown that it suces to solve a local least squares problem
based on a partial expansion ignoring all cross terms in the local quadratic expansion problem
This simplies and speeds up the computation considerably It will be shown that despite this
facilitation the bias and the variance are of the same rates as keeping the cross terms in The cost
of leaving out the cross terms is essentially a more complicated bias formula 
	 when estimating
f It is also worth pointing out that integrating over f weakens the curse of dimensionality
since the estimation of Cf	 achieves a convergence rate of Ond	 which is faster than the
rate of Ond	 for estimating f
The paper is organized as follows In the next section we dene a plug in bandwidth selector
for estimating fx	 and give its asymptotic properties It is called plug in as it attempts to
approximate hopt by plugging in estimates of the unknown quantities Bg	 and Cf	 in formula
	 In Section  we describe in detail the asymptotic properties of the estimator of Cf	 and
also of the partial local quadratic estimator of fx	 used for estimating Cf	 In Section  we
present results from our simulation study The results of this paper are also useful in variable
selection procedures such as developed in Tschernig and Yang 	 All proofs are contained in
the Appendix
 A PLUGIN BANDWIDTH
We had already commented that the optimal bandwidth hopt given in formula 	 contains un 
known quantities Bg	 and Cf	 and hence cannot be directly used in the estimation of fx	
A quick substitute is the simple rule of thumb bandwidth Silverman  page 	 hROT 
hSd 	 where
hSk	 























	       d
While hSd  	 may look rather simple it does have the same order of n
 d as hopt and is
therefore a reasonable substitute of the latter The problem is that it is not of the optimal ratio
ie one does not have hROT hopt   as n   With some abuse we are using the hROT
designed for density estimation because there does not yet exist a simple rule of thumb bandwidth
for multivariate regression Although such a bandwidth exists in the univariate case Fan and
Gijbels 
	 its multivariate generalization would be more complicated
We propose a plug in bandwidth
bhopt  fdjjKjjd bBg	n  bCf	 K g d 	




Yi   efXi	o epXi	
with a local linear estimator efx	 and a kernel density estimator epx	 both with bandwidth hSd
	 Using standard results such as contained in Wand and Jones 
	 or Fan and Gijbels 	
one has bBg	Bg	   Opnd	 as n
The denition of bCf	 is given in 	 and its asymptotic properties given in Corollary 
both in the next section In particular bCf	Cf	    Opnd	 as n   Based on the
asymptotics of bBg	 and bCf	 one has the following
Theorem   Under Assumptions A to A for n   the bandwidth dened in   is






Since bhopt is a consistent substitute for the optimal bandwidth hopt it can be shown that bhopt
performs asymptotically similarly to hopt in terms of MISE since bfx	 using bhopt becomes close
to bfx	 with hopt See Neumann 
	 for details bhopt will on average work better than the
naive hROT since the latter is an inconsistent bandwidth estimator Simulation results in Section
 strongly support these expectations

 LOCAL QUADRATIC ESTIMATION
The estimator bfx	 obtained in Section  by solving the least squares problem 	 is given by
bfx	  eTd ZTWZ  ZTWY 	




















is a n d 	d 	 matrix and
e is a d 	d  	 vector of zeros whose  	 element is  	
see Ruppert and Wand 	




rather dicult and Zs size means that computing of 	 may be costly Hence in this section
we propose a way to reduce Z to a much simpler formation and a smaller size
Since we are not interested in mixed derivatives 
 
x x
fx	 the terms c Xi  x 	Xi x	
in 	 are not necessary Thus one can alternatively dene bfx	 to be  times the  th element
of the vector h














KhXi   x	 
	
which is a reduced least squares problem and equivalent to using a submatrix of the matrix Z in












and now dene e as a d  	 vector of zeros whose   	 element is  Our new estimatorbfx	 is then bfx	  eTd ZTWZ  ZTWY 	





hence in particular K	  

K  We write K	  

K where  denotes the kurtosis of the






Theorem  Under assumptions AA	 in the Appendix for     d as h   and
nhd  one has
p
nhd







in which px	 is the density of X  The formula for bx	 is in equation 
  of the Appendix 
Remember that our goal is to estimate the optimal bandwidth 	 which requires the esti 




px	dx We now propose to estimate Cf	 withbCf h	  R nPd  bfx	o px	dx where the partial local quadratic estimator bfx	 is given in
	      d Our next theorem gives the asymptotic property of bCf h	 In the follow 
ing we denote K u	  Ku	u K  K  is the convolution between K and K  K K 	 t	 R
Kt   u	K u	du which equals R Kt  u	K u	du because K  is symmetric and K is the
convolution of K with itself
Theorem   Under assumptions AA in the Appendix as h  and nhd  one has


























































Note from the theorem that bCf h	 has an asymptotic standard deviation that is of smaller










and the two bias terms point to a
trade o if both are positive or cancellation if the h term happens to be negative If the h term
happens to be zero then higher order terms need to be considered but that is beyond the scope
of this paper Therefore we obtain the following results for the optimal bandwidth for estimating
Cf	
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is the optimal bandwidth in which case the asymptotic bias is of order hCfopt  On
d	 and



























is the optimal bandwidth in which case the asymptotic bias is of order hCfopt  On
d	 and
standard error of order n
p
hd  Ondd	 
Now observe that all the terms in the denominator are either known or have to be estimated
anyway like Bg	 
R





in the denominator or knowing its sign can be extremely dicult thus it is not feasible to know
which one of 	 and 	 is the case and compute a plug in bandwidth bhCfopt accordingly
However Corollary  shows that the optimal rate for hCfopt is independent of the sign ofR Pd
  fx	
Pd
  bx	px	dx and always n
 d Since there does not exist any rule of 
thumb bandwidth we suggest to use the bandwidth
hC  hSd 	  
qdvarXt	 fd  	g d n d 	
which has the correct order d 	 This choice of hC is admittedly crude due to the need for a
simple working solution By Corollary  hCfopt minimizes the absolute value of the asymptotic
bias and hence deviating from hCfopt in either direction always increases the bias By Theorem
 however increasing the bandwidth always leads to a reduction in the variance of bCf	 It
is therefore preferable to overestimate hCfopt than to underestimate it which is our reason for
preferring hSd  	 to hSd  	 It turns out to produce satisfactory results in our simulation


















where the partial local quadratic estimator bfx	 is given in 	      d and using band 
width hC  Denition 	 and Theorem  yield

Corollary   Under the Assumptions A to A for n the bCf	 dened by 	 	 has





We want to add a comment here that the results of this section can be generalized to au 
toregressive time series under conditions that lead to geometric mixing property see for instance
Hardle Tsybakov and Yang 	 for such conditions The pilot estimator bCf	 was used in the
plug in formula of a data driven asymptotic nal prediction error AFPE	 for nonlinear time series
lag selection developed by Tschernig and Yang 	
 SIMULATION RESULTS
In this section we investigate the nite sample performance of the simple rule of thumb bandwidth
	 and the plug in bandwidth 	 for the local linear estimation of the regression function fx	
These results are compared with those which are obtained by using the known asymptotic optimal





 bfhXi	  fXi		 	
for h  hopt bhopt hROT  In total we consider four dierent regression functions in the regression
model
Y  fX	       N 	 
 Model  fX	  X  X X	 X 	
 Model  fX	  X X X	X
 Model  fX	  X	   X   	X	X
 Model  fX	  X X  sinX		  cosX	
For all models we use a random design matrix X whose elements are independently drawn
from a uniform distribution in the interval  
 
 and two sample sizes  and 
 In all
cases we conduct  replications Note that since fx	 gx	 and px	 are explicitly given we
can compute hopt by 	 We are comparing the hROT designed for density estimation with ourbhopt simply due to the nonexistence of a rule of thumb bandwidth for multivariate regression as
we commented in Section 
All the results are shown in Figures  and  The results for each model are depicted in
one column of graphs For Model  Figure  a	 shows the densities of EMISE for the optimal
bandwidth hopt solid line	 the plug in bandwidth bhopt long dashed line	 and the rule of thumb
bandwidth hROT short dashed line	 given  observations Figure  b	 shows the corresponding

results for 
 observations Figure  c	 the last one in this column shows the densities of the
bandwidth ratios bhopthopt for  observations thin solid line	 and 
 observations thick solid
line	 as well as the densities of the bandwidth ratios hROT hopt for  observations thin short
dashed line	 and 
 observations thick short dashed line	 The corresponding graphs for Model
 are Figures  d	   f	 while Figure  a	   f	 contains all the graphs for Model  and 
From inspecting all upper and middle Figures one can see that the densities of the EMISE of
the plug in bandwidth are always to the left of the EMISE densities of the rule of thumb bandwidth
independently of the model chosen and the sample size Therefore conducting the additional eort
in estimating Cf	 by the partial local quadratic estimator pays o even in small samples of 
observations Furthermore the densities of the EMISE associated with the plug in bandwidthbhopt are located extremely close to the densities associated with the optimal bandwidth hopt This
indicates that the bCf	 estimate is quite close to the true Cf	 The EMISE of hopt is the least
spread out of all three due to the fact that hopt is constant across all replications for a xed model
and sample size Experimenting with other hC  that is with smaller factors to be multiplied with
hSd  	 led to a substantial increase in the variance of the bCf	 and bhopt estimates This can
be seen by comparing the scales of the Figures a	 d	 and b	 e	 for  and 
 observations
respectively It is worth pointing out that these results are obtained for quite dierent regression
functions
The last Figure in each column allows to study the behavior of the bandwidth ratios bhopthopt
and hROT hopt First of all one nds that for none of the four models Figures c	 f	 c	 f		
the center of the densities of the bandwidth ratio hROT hopt thin or thick dashed lines	 converge to
 In contrast as implied by Theorem  this convergence occurs for the densities of the bandwidth
ratio bhopthopt thin or thick solid lines	 for all four models However one observes the expected
decrease in variation only for Model  indicating the inuence of the regression function on when
the asymptotics kick in Among the four models Model  has the simplest regression function since
it is the only one with constant second derivatives
Overall this Monte Carlo evidence is very supportive for the plug in bandwidth bhopt because
it is possible to obtain reasonable estimates of the integrated squared Laplacian of a multivariate
regression function by a suitable bandwidth hC and a partial local quadratic estimator
 CONCLUSION
In this paper we proposed a plug in bandwidth for multivariate local linear regression This plug 
in bandwidth estimates the optimal bandwidth by estimating unknown functionals including the
integrated squared Laplacian of the multivariate regression function In a Monte Carlo study our
plug in bandwidth was found to approximate the optimal bandwidth much better and produce
much smaller mean integrated squared error than a naive rule of thumb bandwidth
To estimate the integrated squared Laplacian of the regression function by a partial local
quadratic estimator we derived an optimal bandwidth via a within bias trade o As this optimal
bandwidth includes highly complicated functionals we suggested a feasible pilot bandwidth that
retains the optimal rate In doing so we tried more to keep this pilot bandwidth from being
too small than too large This is due to the within bias trade o Unlike the usual situation

where a smaller bandwidth means a smaller bias here deviating from the optimal bandwidth
always increases bias On the other hand increasing the bandwidth leads to a smaller variance as
usual Our Monte Carlo results on the plug in bandwidth indicate satisfactory performance of this
pilot bandwidth despite the curse of dimensionality We believe that the multivariate functional
estimation techniques employed in this paper can be useful in other situations as well
APPENDIX
In order to prove Theorems  and  we need the following assumptions
A	 The density px	 of X exists and is continuously dierentiable everywhere up to order two
on its support S
A	 The function fx	 is continuously dierentiable on S up to order four while gx	 is continuous
on S
A	 The bandwidth h  hn is a positive number depending on n such that h  and nhd 




gx	dx  Here we make the
convention that all integrations in variable x are over S
Lemma  Let Z be as in 	  and
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 K   	 d  dd K   	 Id
 f  op	g 
	
uniformly in a compact neighborhood of x 











where k l     while      d The equation 
	 follows by the usual array type central
limit theorem K being a symmetric compact product kernel see for example Wand and Jones

	 or Fan and Gijbels 	 The equation 
	 follows by applying the results of Lutkepohl
	 equation 	 page  plus equation 	 page  Specically by equation 	 page  of
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 F  FBD   FCE  D BF D  D BFBD  D BFCE 
 E C F E C FBD  E  E C FCE 
 
	
where F  A BD B   CE C 	  Now because A   B   d C  K d D  KId
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Hence F      d	   	 So
FCE       d	   	 K d  K   	 
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Proof of Theorem 
Now notice that
dfx	  fx	  eTdH HTZTWZH HTZTWY   fx	
and by equation 
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where     d and    Thus dfx	  fx	 becomes








KhXi   x	Xi   x	

h
fXi	  fx	  Xi   x	Trfx	  

Xi   x	Trfx	Xi   x	
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Khu  x	u   x	
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Z Kv	vvdv  oh	
The term T is treated as























































p x	dv f  op	g 
Now adding T  and T gives
T   T  bx	h
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In the mean time the term T	 gives the variance formula for x	 as in 	 Q E D
Proof of Theorem  


































































































































































































Meanwhile using a central limit theorem for nondegenerate U statistics as contained in Hall 	
one can verify that
P



























































































































gx   hu 	gx  hu	px   hu 	px  hu	dx dxdu du

































































































This plus equations 
	 and 
	 have completed the proof of Theorem  Q E D
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Figure  Model  a	 Estimated mean integrated squared error  observations solid line  
optimal bandwidth long dashed line   Plug in bandwidth short dashed line   ROT b	 Estimated
mean integrated squared error 
 observations solid line   optimal bandwidth long dashed line
  Plug in bandwidth short dashed line   ROT c	 Ratio of Plug in and optimal bandwidth solid
line	 and ratio of ROT and optimal bandwidth short dashes	 with  observations thin lines	
and 







Figure  Model  a	 b	 and c	 Model  d	 e	 and f	 see Figure  for details
