This paper discusses using genetic algorithms (GA) to optimize the structure of radial basis probabilistic neural networks (RBPNN), including how to select hidden centers of the first hidden layer and to determine the controlling parameter of Gaussian kernel functions. In the process of constructing the genetic algorithm, a novel encoding method is proposed for optimizing the RBPNN structure. This encoding method can not only make the selected hidden centers sufficiently reflect the key distribution characteristic in the space of training samples set and reduce the hidden centers number as few as possible, but also simultaneously determine the optimum controlling parameters of Gaussian kernel functions matching the selected hidden centers. Additionally, we also constructively propose a new fitness function so as to make the designed RBPNN as simple as possible in the network structure in the case of not losing the network performance. Finally, we take the two benchmark problems of discriminating two-spiral problem and classifying the iris data, for example, to test and evaluate this designed GA. The experimental results illustrate that our designed GA can significantly reduce the required hidden centers number, compared with the recursive orthogonal least square algorithm (ROLSA) and the modified K-means algorithm (MKA). In particular, by means of statistical experiments it was proved that the optimized RBPNN by our designed GA, have still a better generalization performance with respect to the ones by the ROLSA and the MKA, in spite of the network scale having been greatly reduced. Additionally, our experimental results also demonstrate that our designed GA is also suitable for optimizing the radial basis function neural networks (RBFNN).
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Introduction
The radial basis function neural networks (RBFNN) 14, 23 and probabilistic neural networks (PNN) 29 are two specific feed-forward neural networks (FNN) models, that have been widely applied to solve many practical problems such as pattern recognition, function approximation, and time sequence prediction, etc.
14 RBFNN's and PNN's have common features in the network structures, i.e. they are all of two layered networks with one hidden one. In addition, the particular kernel functions such as Gaussian forms are generally used in the hidden layers. 14, 23, 29 Specifically, for classification problems with labeled patterns, in term of Refs. 11-13, the kernel functions in the RBFNN's and the PNN's can be generalized to the generic transfer functions satisfying the conditions of Parzen window functions. 24 However, there exist some differences between the RBFNN's and the PNN's as well, which can be presented as follows 13 :
(1) In general, the number of hidden nodes for the PNN is set equal to the total number of the training samples, but the RBFNN is usually less than the total number of training samples. (2) For the PNN, the connection weights between the output layer and the hidden layer are simply set to be 1's or 0's, i.e. without training. However, for the RBFNN, the corresponding connection weights between the output layer and the hidden layer must be trained by some means to a given accuracy. (3) From the viewpoint of classification, the outputs of the output layer of the RBFNN, as shown in Fig. 1 , are determined by the summations of the weighted outputs of the hidden layer neurons. That is, the output corresponding to the ith class of the RBFNN is related not only to the sample properties of the ith class, but also to the samples of all other classes, so that the decision surfaces among patterns from distinct classes can be formed appropriately, and guarantee to almost obtain the highest classification ratio for the training samples. However, the PNN, as shown in Fig. 2 , has no consideration of the mutual effects from different classes of patterns. In other words, the PNN neglects the spatially distributing properties, p(x), i.e. the probabilistic density function of x's, of all classes of samples. As a result, the PNN will be limited in classification ability.
Inspired by the above considerations, and absorbing the advantages of the two networks above and ignoring their demerits, Huang proposed a new structured FNN model, referred to the radial basis probabilistic neural network (RBPNN), 12 as shown in Fig. 3 . This new model somewhat resembles the two original network models in the architecture. It consists of four layers: one input layer, two hidden layers and one output layer. The first hidden layer is a nonlinear processing layer, generally comprising the selected hidden centers determined by input training samples set. The second hidden layer corresponds to the first hidden layer, which has in general the same size in the neurons number as the output layer for classification problems with labeled patterns. Similar to the PNN, the corresponding second hidden layer weights for the RBPNN are set to 1's or 0's, i.e. the second hidden layer selectively sums the outputs of the first hidden layer according to the class labels of the hidden centers. The last layer is just the output layer. Mathematically, the ith output of the RBPNN can be written as
where x i is an n-dimensional input sample; h k (x i ) or h ik is the kth output value of the second hidden layer corresponding to the ith input sample x i ; y j (x i ) or y ij is the output vector of the jth output neuron corresponding to the ith input sample x i ; w jk is the connection weight from the kth neuron of the second hidden layer to the jth output neuron; c
k is the lth hidden center corresponding to the kth class; · F denotes the Frobenius norm; M is the neurons number of the output layer or the pattern classes included in the training set; N is the samples number of the training set; σ is the controlling parameter of the kernel function; n k is the hidden centers number of the kth pattern class in the second hidden layer. φ(·) is the nonlinear mapping function (or kernel function) of the first hidden layer. Generally, φ(·) can be expressed as Gaussian function form:
In addition, in order to improve the training speed and enhance the classification reliability of the RBPNN, in this paper, we introduce a normalization operation into the second hidden layer of the RBPNN. The aim of setting a normalization operator in the second hidden layer is to normalize the outputs of the second hidden layer to the same numerical range, i.e. [0, 1], so that those different classes of patterns can be easily classified, i.e. increasing the nonlinearly separating capability. In general, the normalized operation of the outputs of the second hidden layer can be described as:
where h ik is the kth output of the second hidden layer corresponding to the ith input sample after the normalization operation.
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Hence, for M output neurons, Eq. (1) can be rewritten into matrix-matrix form:
or
where Y , H and W represent the actual output, the second hidden output and the weight matrices of Eq. (5), respectively. Similar to the RBFNN, the selection of the hidden centers of the RBPNN plays an important role of presenting the network performance.
5 Reference 30 enumerated several methods for selecting the hidden centers of the RBFNN, such as fixed centers assigned randomly among input samples; orthogonalization of regressors; supervised selection of centers; input clustering; and input-output clustering, etc. Among these methods, the input-output clustering has been widely used in a variety of tasks as the centers determined by this method are influenced not only by input samples but also by the output result deviations. However, if based on the principle of this method to select the hidden centers of the RBPNN, due to needing to simultaneously considering the input samples and the output results, the obtained hidden centers of the RBPNN are usually overdetermined. In order to overcome these demerits, this paper proposes using GA to select optimally the hidden centers and solve the corresponding controlling parameters of kernel functions. By constructing a new GA, our aim is to guarantee that the built RBPNN by our proposed GA is as simple as possible in the network structure while not lowering the network performance.
This paper is organized as follows. The fundamental principle and the mathematical details for constructing the genetic algorithm for optimizing the structure of the RBPNN are described and discussed in Sec. 2. Section 3 presents several experimental results about the two-spiral discrimination problem and the iris classification problem to demonstrate the effectiveness and efficiency of our proposed approach. Finally, several concluding remarks and further research directions are outlined in Sec. 4.
Main Result
It is well known that GA has a potentially global search ability, which by using selection, crossover and mutation operators to simulate evolution process. 10, 25 There have many useful features with the GA, which can be concisely summarized as follows.
(1) While solving the optimization problems, the GA has no strictly mathematical restrictions, e.g. continuity, differentiability, etc. on the target function.
(2) The GA works within the coding form of a parameter set, not the parameters themselves, which is realized by encoding and decoding processes. As a result, the GA is of embedding parallel characteristic in the process of implementation. (3) In the course of implementing the GA, the individuals with higher fitness degree values always have more chances to reproduce the offspring. However, the individuals with lower fitness degree values still have reproducing chances. Namely, the GA is a stochastically searching algorithm with a direction based on the fitness degree function value. (4) Mutation operator in the GA can introduce some new information to a new generation of individuals so that the GA might escape from local minima on the error surface.
It is due to these advantages above that the GA has been widely applied in many areas such as optimization, 8 Therefore, the GA has been used to train artificial neural networks, whose weights are considered to form a parameter space. 2, 17, 22 Compared with the well-known conventional back-propagation (BP) training algorithms, the GA used in training FNN's does not involve gradient descent, usually has fewer or less sensitive initial parameters, and does not get into the local optimum. Hence, it is based on these advantages above that the GA is here adopted to optimize the RBPNN's structures in this paper.
Usually, the constructing of the GA needs to take three key procedures such as encoding the inputs, constructing the fitness function, selecting and constructing genetic operators. In the following, these three procedures will be introduced, respectively. Also, a novel encoding method and a new fitness function are proposed to design the corresponding GA for optimizing the RBPNN.
A novel encoding method of individuals for optimizing the RBPNN
In theory, the procedure of encoding represents a kind of mapping, which implements transforming the problem space into the genetic space, i.e. a positive real number space. For the problem of optimizing the RBPNN, it is desirable that the number of the hidden centers be as few as possible in the case of guaranteeing not to affect the network performance because the network with the fewer hidden centers will not only simplify the process of testing the network and save memory resources including hardware realization, but also greatly improve the classification or generalization capability. 7, 26, 32 In addition, the controlling parameter of the kernel function in the RBPNN, also referred to the receptive field width, is another important parameter to be determined. Similar to the receptive field of human optic nervous system, if the width value is chosen to be too large, the particulars of an objection cannot be clearly seen. However, if the width value is too small, the trained networks will not offer a good generalization capability. Hence, in practical applications, these key indices must be carefully selected or suitably optimized. Although Ref. 9 gave a heuristic method for the controlling parameters of RBFNN's, our experiments showed that this method is not comprehensive except for it being suitable for the RBFNN. Consequently, the method of determining the controlling parameters for optimizing the RBPNN needs to be further studied and explored in this paper.
In the light of the considerations above, a novel encoding method, based on simultaneously considering the number and the space positions of the initial hidden centers as well as the corresponding controlling parameter, is proposed in this paper. The new designed encoding scheme is shown in Fig. 4 . The strategy for selecting the length of the encoded individual is summarized as follows. If the training sample set is not too large, the length of the individual can be selected equal to the number of all the training samples, otherwise, this length can be set to the number of initially selected centers, which are selected by means of k-means clustering, and inputoutput clustering, etc. Each gene of the selected individual only represents a fixed sample or the initial hidden center. In this encoding procedure, the binary gene, i.e. 1's or 0's, is respectively used to denote the existence or not, of an initial hidden center in the individual. Namely, the binary sign "0" represents an initial center not selected, while the sign "1" stands for an initial center selected. The last gene in the selected individual is a real-valued number gene, which represents the controlling parameter of the kernel function of the RBPNN. Therefore, each encoded individual is made of the serial binary signs and a real-valued number. In this way, the total number of "1" in each individual will represent the number of the selected hidden centers in the training set, while the different positions of "1" in each individual will denote the position in space of initially selected hidden centers, and the real-valued number of the last gene in the individual the controlling parameter value.
Construction of a new fitness function
Since the focus of this paper is how to select as few as possible the number of hidden centers under the given converged accuracy, when constructing the fitness function, the two indices of the hidden centers number and the accuracy must be considered at the same time. Generally, for the former, the designed fitness function must decrease monotonously with the increase of the number of selected hidden centers for the condition of satisfying the given converged accuracy. However, when the actual output error of the trained network exceeds the given error criterion, the corresponding fitness function must be set to the minimization (mostly zero) regardless of the number of selected hidden centers being big or small at this time. In other words, the over actual error can be caused by either the improper selection of hidden centers or the unmatched controlling parameter. Based on these considerations, a new fitness function is defined as follows:
s(e i ) = sign(ε − e i )
where G k (i) denotes the binary gene bit of individual G i ; f i (e i ) or f i is the fitness degree function of individual G i ; ε represents the given error criterion; e i is the actual error of the network output layer corresponding to individual G i ; C is a positive constant, which actually plays a role of scaling the fitness function 18 ; N c represents the number of selected hidden centers; L is the size of an individual; sign(·) is a sign function; s(·) is a switcher variable, which determines whether the current individual satisfies the given error criterion or not.
From the above definition of the fitness function, it can be seen that the actual error e i is usually an unknown parameter, whose value depends on the cost function defined at the output of the neural network involved. For most outer-supervised learning neural networks with "teacher signals", the optimization criterion typically used is the mean-squared-error minimization. 27, 33 Therefore, for the RBPNN with M output neurons, the total cost function for N training samples can be defined as
where
T respectively represent the desired output vector, i.e. outer-supervised teacher signal vector, and the actual output vector of the output layer corresponding to all input samples; e i denotes the output error vector of the ith output neuron for all input samples. Equation (10) can be also described as the matrix form.
is the desired sign matrix. Minimizing the cost function J(W ) by adjusting weight W , we set
In Eq. (12), (∂J(W )/∂W ) can be also expressed as (∂J/∂w uv ) M ×N , where (∂J/ ∂w uv ) and w uv is the element of the uth row and vth column of the matrix (∂J(W )/∂W ) and W , respectively. (∂J/∂w uv ) can be described as the following.
Since h T ui = h iu , Eq. (13) can be expressed as,
where h 
Substituting Eq. (15) into Eq. (12), gives
So the solution for W can be obtained as follows
where H + denotes the Moore-Penrose pseudoinverse 3 of the output matrix of the second hidden layer. Since the weights have been obtained, the actual output becomes
So the total actual output errors e, i.e. J(W ) min (summation square errors, SSE) cost function actual error e can be written as
For pattern classification problem, Eq. (19) can be further rewritten as
where round(·) is referred to as rounding operator. Specifically, when the desired output of the RBPNN, Y d is set to a unitary matrix, the value of e will be 0, 1, 2, ·, N , etc.
Construction of genetic operators
In general, for a standard genetic algorithm, the genetic operators consist of three parts: selection operator, crossover operator and mutation operator, each of which plays a different role in developing the performance of the algorithm. Hence, in solving practical problems it is very important for us to select and construct the appropriate genetic operators of the genetic algorithm. In the following, we shall discuss the selection method of the three genetic operators.
Selection of the selection operator
The role of the selection operator in our algorithm includes two aspects. One is to select the individual with the maximum fitness degree value of the current population, and at the same time the individual is selected directly as a component of next generation without crossover and mutation operation, which is also referred to the elitist selection strategy. The other is to select the mating parent as the selection operator for selecting the mating parent. It is generally constructed based on the selection probability of each parent in current generation according to the widely used roulette wheel selection one, 4 whose advantage is that the individual with lower fitness degree has also a chance to be selected. Certainly, it can be easily deduced that those good individuals with high fitness degrees have more chances to be selected than those with low ones.
Selection of the crossover operator
There are several crossover operators widely used, such as single-point or multipoint crossover operator, single-point or multi-point stochastic crossover operator, and uniform-stochastic crossover operator, etc. In this paper the two-point stochastic crossover operator is adopted in our algorithm, where one crossover point is stochastically selected among the binary gene bits of an decoded individual except the first and the last binary gene bits, and the other crossover point is the fixed location, which is the last binary gene bit.
Selection of the mutation operator
As the binary genes and the real-valued gene require respective mutation methods, the mutation operators for our algorithm comprises two parts, i.e. the binary mutation method operator and the real-valued number mutation method operator. For the former, our algorithm employs the logical "not" operation by the mutation probability P m for each binary gene bit, and while for the latter, adopts the
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Gaussian mutation method by the mutation probability P m is adopted for the real-valued gene bit. The mutation operator of our algorithm can be written as
for binary genes
i µ(0, 1) for the real-valued number gene (21) where b, b and σ, σ are respectively the values of the binary gene bit and real-valued gene bits before and after the mutation operation; not(·) denotes logical "not" operator; a is a random real number between −1 and +1; µ(0, 1) is a random real number generator of the standard normal distribution; f i is the individual fitness degree of individual G i . Generally, the mutation probabilities for the two mutation operators are significantly different and use the respective mutation probability. The binary mutation probability for the binary gene usually satisfies the condition of P m ∈ [0.001, 0.01] 4 and the real number mutation probability, P m , for the real-valued gene, however, is selected from the range of [0.08, 0.1]. Since there is no any a priori knowledge known for the controlling parameter of the kernel function, generally in practice it had better select a greater mutation probability so as to accelerate the searching processing for the suitable controlling parameters that mostly match to the selected hidden centers.
Routine of the GA for optimizing the RBPNN
Assume that − → G (t) represents the tth generation population, which containing S individuals, i.e. G 1 (t), G 2 (t), . . . , G S (t). Hence, according to the analyses above, the detailed procedure of using our designed GA for optimizing the RBPNN can be summarized as follows:
• Step 1. Stochastically initialize the population − − → G(t) at t = 0, where t denotes the index of generation. Set up the stop condition ε.
• Step 2. Compute the fitness function f i (i = 1, 2, . . . , S) of all individuals in the population − − → G(t). According to the fitness function, calculate the selection probability P si (i = 1, 2, . . . , S).
• Step 3. Based on the selection probability P si , independently select S − 1 pairs of parent (P
. . , S − 1) among the population − − → G(t) by the roulette wheel selection, then search for the individual with the maximal fitness degree, and mark it as G i0 (t), where G i0 = arg max j f (G j (t)), j = 1, 2, . . . , S.
• Step 4. For S−1 pairs of parent (P k 1 , P k 2 )(k = 1, 2, . . . , S−1), employ the crossover operator (two-point stochastic crossover operator based on the crossover probability P c ) to obtain S −1 temporary individuals, G 1 (t+1), G 2 (t+1), . . . , G S−1 (t+1) and for these temporary individuals, respectively employ the mutation operators for the binary and real-valued gene bits by the mutation-probability (P m , P m ) to conduct the mutation, then obtain S − 1 new individuals G 1 (t + 1), G 2 (t + 1), . . . , G S−1 (t + 1) of the generation.
• Step 5. According to Steps 3 and 4, form the next population, −−−−−→ G(t + 1) = G 1 (t + 1), G 2 (t + 1), . . . , G S (t + 1), where G s (t + 1) = G i0 (t + 1).
• Step 6. If the stop condition is satisfied, stop computing; otherwise, go to Step 2.
Here, an important point to stress is that the stop condition of the GA for optimizing the RBPNN is selected as the number of the maximum evolving generations.
Simulation Results and Discussions
In order to verify the effectiveness and the efficiency of applying our designed GA to optimizing the RBPNN, we use two examples: (1) The two-spiral discrimination problem, (2) The iris classification problem, respectively to test and evaluate the performances of our proposed approach. In the following experiments, unless otherwise stated, we always assume that the size of the designed population, the crossover probability, the mutation probabilities, and the maximum evolving generation are respectively 64, 0.8, 0.05(0.09) and 1,000, i.e. N = 64, P c = 0.8, P m = 0.005(P m = 0.08), and R max = 1000.
Two-spiral discrimination problem
The two-spiral discrimination problem proposed by Lang and Witbrock (1989) 19 is generally considered as a benchmark used for testing the classification ability of some classifiers. Assume here that this two-spiral discrimination problem is adopted to test and evaluate our designed GA for optimizing the RBPNN. In the following, we shall present and discuss the experimental details.
The raw data of two-spiral discrimination problem, as plotted in Fig. 5 , can be derived from Ref. 34 , where the sizes, i.e. the lengths from the start point to the end one, of the two spirals are all set to 100 in this paper. Suppose that 100 sample points for each spiral are generated for training, thus, a total of 200 samples form the training set. In our experiment, assume that the round function is set up at the output layer of the RBPNN, i.e. the output is set to zero if the actual output is smaller than 0.5, otherwise it is set to 1. In addition, suppose that the initial hidden centers include all 200 training samples, the actual error is computed by Eq. (20) , the error criterion is set to zero, i.e. ε = 0, and the kernel function corresponding to the hidden I/O function of the first hidden layer of the RBPNN is selected as Gaussian function.
The experimental results demonstrate that the 200 initial hidden centers in the RBPNN are compressed to 28, as shown in Fig. 6 . Namely, the compressed ratio is 86%, and it illustrates that the initially built structure of the RBPNN is greatly simplified. In addition, the evolving process of the corresponding controlling parameters versus the evolving generations are shown in Fig. 7 . It can be found that after the number of selected hidden centers of the RBPNN has converged to a fixed value, 28, the corresponding controlling parameter is still oscillating at the neighborhood of some fixed value although the fluctuation scope is not too great. The phenomena show that there are still wider scopes of controlling parameters suitable for the optimized RBPNN. Further, to contrast, we discuss using the recursive orthogonal least squares algorithms (ROLSA) 35 and the modified k-means algorithms (MKA) 31 to optimize the RBPNN for discriminating two-spiral problem. As these two methods require that the controlling parameters have been additionally given before training, Fig. 7 . The curve for the evolving process of the controlling parameters of the RBPNN versus the generations obtained by using our designed GA to optimize the RBPNN for two-spiral discrimination problem.
here we can use the heuristic method introduced in Ref. 9 to determine them, i.e.
where d * is the maximum distance among all training samples, N is the number of total samples.
For both the ROLSA and the MKA, similar to our designed GA, all 200 training samples are chosen as initial hidden centers. For the ROLSA, when the RBPNN constructed by the selected hidden centers cannot correctly recognize all training samples, if only one sample or over one samples are incorrectly classified, this algorithm will be terminated immediately. The hidden centers selected by the previous step are the results from the ROLSA. Note that for the MKA, in order to reduce the number of redundant centers as few as possible, only one typical center for each cluster is selected as a hidden center. Moreover, to select the cluster centers, the min-max 31 center for each cluster is used in the MKA for selecting the hidden centers of RBPNN's. The min-max center is a sample with the minimum distance among those samples having the maximum distances to the other members inside one cluster. Assume that initially, all 100 training samples for each spiral are taken as one cluster, i.e. only two hidden centers are firstly selected in the MKA. With the increase of new clusters, the selected hidden centers will also gradually increase. This process is repeated until the RBPNN built by the selected hidden centers can completely correctly classify all 200 training samples. At this time, all cluster centers (i.e. the min-max centers), are the ultimate results for the selected hidden centers by the MKA. Table 1 lists the optimized numbers of the hidden centers, the compressed ratios for the hidden centers and the controlling parameters for the three optimization methods, respectively. From Table 1 , it can be seen that the compressed ratio optimizing efficiency for our designed GA is the highest among the three methods. Namely, the optimized RBPNN by our designed GA is the most parsimonious in network structure. Additionally, our proposed approach also gives the almost optimum controlling parameter interval for this specific two-spiral discrimination problem while the ROLSA and the MKA cannot do so. Obviously, these results show that the ROLSA and the MKA cannot compete with our designed GA in optimizing the RBPNN.
In the following, we further observe and evaluate the generalization performance of the RBPNN optimized by our designed GA. Assume that the sampling step size for the testing case is reduced from 1 for the training case to 0.1. Consequently, there are 1,982 original testing samples generated with 991 samples for each spiral. Further, we add different levels of noises into the 1,982 original testing samples to form one group of noisy testing samples. Assume that the additive noises are generated from white Gaussian noise source with zero mean but 20 different variances, i.e. σ 1 = 0, σ 2 = 0.05, . . . , σ 20 = 0.095. So as to statistically evaluate the generalization performance of the RBPNN optimized by our proposed approach, by using the generating method of the above group of noisy testing samples set, 50 groups of repeated experiments on the above 20 different variances of noisy samples are conducted, noisy testing sets are stochastically generated. As a result, there are 50 groups of noisy testing samples set obtained, each group containing 20 × 1982 testing samples (i.e. 991 × 40 noisy testing samples) obtained. In one group of noisy testing samples, there are 20 units of testing samples formed with each having 1,982 ones (including one unit of noise-free testing samples, i.e. the case of σ 1 = 0). In addition, suppose that these 50 groups of noisy testing samples are simultaneously applied to test the three well-trained RBPNN's, i.e. by our designed GA and RBPNN optimized by the ROLSA (RBPNN-ROLSA) , and the RBPNN optimized by the MKA (RBPNN-MKA). Table 2 lists the corresponding statistical experimental result comparisons among the three networks about the means and the variances of the correct recognition ratios for testing the three well-trained RBPNN's. From Table 2 . The comparison of the means and the variances of the correct recognition ratios for testing the three well-trained RBPNN's by our designed GA, ROLSA and MKA for two-spiral discrimination problem. these experimental results, we can see that there are no considerable differences in the generalization performance among the three optimized networks. Furthermore, the experimental results also show that the generalization capability of the RBPNN optimized by our designed GA has not almost been affected although the original network has been optimized into a very parsimonious structure. In addition, Fig. 8 depicts the decision boundary formed by the RBPNN optimized by our designed GA. It shows that the RBPNN optimized by our designed GA can significantly tell two spirals apart. At the same time, it also shows that our designed GA is a smoothly separated characteristic. So it can be easily inferred that the RBPNN-GA is a good training method. Further, in order to evaluate the applicability of our designed GA, it is also used to optimize the structure of the RBFNN for the two-spiral discrimination problem. As shown in Figs. 9 and 10, in 1,000 evolving generations, the 200 initial hidden centers in the RBFNN are compressed to 32 ones, i.e. the compressed ratio is 84%. Similar to Fig. 7 , the evolving process of the corresponding controlling parameters versus the evolving generations is shown in Fig. 10 . It can be again found that there are wider scopes of controlling parameters suitable for the optimized RBFNN. Namely, our designed GA has good performance to optimize the RBFNN structure.
So as to validate the generalization ability of the RBFNN optimized by our designed GA (RBFNN-GA), the same 50 groups of noisy testing samples as the ones testing RBPNN-GA, RBPNN-ROLSA, RBPNN-MKA, are also used to test the well-trained RBFNN-GA. The curves for the averaged correct recognition ratios versus the noise variances experimental results comparison between the RBFNN-GA and the RBPNN-GA, including the averagely correct recognition ratios, are plotted in Fig. 11 . It can be seen that, in statistical sense, the optimized RBPNN-GA optimized to the 28 optimal hidden centers, is equal to or slightly better in generalization performance than the optimized RBFNN-GA with 32 optimal hidden centers in the way of generalization performance. It demonstrates that the RBPNN is in some way superior to the RBFNN. Our proposed algorithm also appropriates to be used to optimize the RBFNN structure, although the compressed ratio for the RBFNN is lower than the one for the RBPNN. Fig. 9 . The curve for the number of selected hidden centers versus the generations obtained by using our designed GA to optimize the RBFNN for two-spiral discrimination problem. Fig. 10 . The curve for the evolving process of the controlling parameters of the RBFNN versus the generations obtained by using our designed GA to optimize the RBFNN for two-spiral discrimination problem.
Iris classification problem
Iris classification problem is another benchmark example for pattern classification problem, 6 and here also used to validate our approach. According to Ref. 6 , the original iris data consists of three species of plants, referred to setosa, versicolor and virginica, respectively. Three species of iris plants were respectively measured in their sepal lengths, sepal widths, petal lengths and petal widths so that 150
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samples, which distribute in four-dimensional spaces, were generated, each species of iris plant containing 50 samples. Assume that these samples are divided averagely into 75 training samples and 75 testing samples (i.e. there are 25 training samples and 25 testing samples taken out from each species). Additionally, we also assume all 75 training samples to be selected as initial hidden center vectors, and Gaussian kernel function to be used as the hidden I/O function. As a result, the experiments found that after over 300 iterations or evolving generations there are 8 of 75 initial hidden centers left, as shown in Fig. 12 . Namely, the compressed ratio is 89.3%, which again shows that the initially built structure of the RBPNN is greatly simplified. In addition, the evolving process of the corresponding controlling parameters versus the generations is plotted in Fig. 13 . It can be again observed that after convergence the corresponding controlling parameter is still oscillating in the interval of [0. 3, 0.35] . The experimental phenomena also show that there are still wider scopes of controlling parameters suitable for the optimized RBPNN although having converged. Similar to Example 1, the ROLSA and the MKA are also used to optimize the RBPNN's for this iris classification problem. As a result, Table 3 gives the experimental results about the optimized number of hidden centers, the compressed ratio for the hidden centers and the controlling parameter value for the three methods. From Table 3 , it can be seen that the compressed ratio optimized efficiency for our designed GA is the highest among the three methods. Furthermore, our proposed approach also gives the almost optimum controlling parameter interval for this specific iris classification problem while the ROLSA and the MKA have no capability in this aspect except for in advance setting it as a fixed value.
To further validate the generalization performance of the RBPNN's optimized by our designed GA, the ROLSA, and the MKA, similar to the above example, 50 groups of repeated experiments about 75 original testing samples mixed with 20 different noise levels, i.e. σ 1 = 0, σ 2 = 0.05, . . . , σ 20 = 0.95 noisy testing samples are produced. In these 50 groups of noisy testing samples, each group consisting of 20 units with the 75 samples are produced by the original samples mixed with Gaussian white noises based on zero means and the different variances, i.e. of Table 4 . The comparison of the means and the variances of the correct recognition ratios for testing the three well-trained RBPNN's by our designed GA, ROLSA and MKA for iris classification problem. Table 4 . From these experimental results, we can see that there are no considerable differences in the generalization performance among the three optimized networks. Furthermore, the experimental results also show that the generalization capability of the RBPNN optimized by our designed GA has not almost been affected although the original network has been optimized into a very parsimonious structure. The correct recognition ratio statistical results of the three RBPNN's for this iris classification problem are listed in Table 4 . These statistical results mostly include the means and variances of the correct recognition ratios for 50 groups of noisy testing samples. The obtained experimental results again demonstrate that the generalization capability of the RBPNN optimized by our designed GA has not only been almost affected, but also better than those of other RBPNN's optimized by, i.e. RBPNN-ROLSA and RBPNN-MKA, although the original network has been greatly simplified. Similar to Example 1, our designed GA is also used to optimize the RBFNN for iris classification problem. The initial hidden centers and kernel functions selecting are the same as the ones of the RBPNN, that is, 75 training samples selected as the initial hidden centers and Gaussian function chosen as the kernel function. As a result, as seen in Figs. 14 and 15, after over 700 generations, 75 initial hidden centers in the RBFNN are compressed to 14 ones, i.e. the compressed ratio is 81.3%, which shows that the RBFNN has been greatly simplified by our designed GA although the compressed ratio for the RBFNN is lower than the one for the RBPNN. In addition, the above 50 groups of noisy testing samples are also used to evaluate the generalization performance of the well-trained RBFNN-GA by our designed GA. The comparison between the averagely correct recognition ratios comparison of RBFNN GA and RBPNN-GA for the same 50 groups of noisy testing samples are plotted in Fig. 16 , which demonstrates the generalization performance of the optimized RBPNN is much better than the optimized RBFNN. In other words, our designed algorithm is more suitable for the structure optimization of RBPNN than for the RBFNN. This again demonstrates that the RBPNN is an efficient feed-forward neural network and sometimes superior to the RBFNN.
Conclusions
In this paper, a new genetic algorithm (GA) was designed to optimize the RBPNN's so that the most parsimonious structured networks are obtained under the condition of the given error criterion. The main results of this paper were to build an appropriate GA by designing a new encoding method and constructing a novel fitness function for optimizing the RBPNN structure including how to select the hidden centers and to determine the corresponding controlling parameters. The proposed encoding method considers three factors at the same time, i.e. the hidden centers number as well as their corresponding locations in space, and the matched controlling parameters. In addition, the constructed fitness function takes into account the actual output error of the trained network and the given error criterion of networks so that the designed RBPNN, in the condition of not losing network performance, is guaranteed to be as parsimonious as possible in the network structure.
Specifically, this paper compared the results by our designed GA with the ones by the ROLSA, and the MKA using two data sets, i.e. two-spiral discrimination problem and iris classification problem. From the experimental results, it can be observed that the RBPNN optimized by our designed GA is of the most parsimonious structure with respect to the same networks optimized by the ROLSA and the MKA. Furthermore, it has been also verified that our designed GA can give an optimal interval for the controlling parameter of the hidden I/O function, while the ROLSA and the MKA cannot do that.
The experimental results demonstrate that our designed GA is also suitable for the structure optimization of the RBFNN, including optimizing the hidden centers and matching controlling parameters of kernel functions, although the optimization performance as well as the generalization ability of the optimized structure is not as good as the ones of RBPNN.
Further research work will include how to use the RBPNN by our designed GA to solve more complex practical problems such as pattern recognition, image processing, etc.
