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Abstract
In this paper we present several algorithms for reconstructing 2-D convex sets given
support line measurements for which the angles are known precisely but the lateral dis-
placements are noisy. We extend the algorithms given in [5] by explicitly incorporating
prior information about the shape of the objects to be reconstructed. In particular, the
prior shape information is contained in a prior probability on support vectors, where a
support vector is a vector formed from the lateral displacements of a particular set of sup-
port lines of an object. In order to relate the support vector prior to the expected shape
of an object we develop a vector decomposition called the Size/Shape/Shift decompo-
sition which helps to provide insight into the detailed geometric relationship between
support vectors and 2-D convex objects. We then use the maximum a posteriori (MAP)
criterion to determine the specific form of the support vector estimator. The computa-
tions involve a quadratic programming optimization stage, which is used to determine
one component of the decomposition, and either a line search or conjugate gradient
stage, which is used to determine the remaining components. The performance of the
algorithms is demonstrated using simulated support line measurements of an ellipse.
1 Introduction
The problem which originally motivated this work is that of object reconstruction in com-
puted tomography (CT) [1]. Specifically, in CT one makes measurements of the integrals
of an object property (e.g., X-ray density) along various straight lines. The full set of line
integrals for varying lateral displacements at a particular angle yields a projection. The
usual goal of CT is to reconstruct an image of the object given a set of measured projec-
tions obtained from over a range of angles. We have found in other research [4], however,
that in highly noisy and limited- or sparse-angle situations that it is beneficial to utilize
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Figure 1: The geometry of computed tomography.
an estimate of the convex hull of the object in order to help reduce artifacts that would
otherwise appear in the reconstructed imagery. This paper presents several methods to
incorporate certain prior geometric information to aid in obtaining high quality convex hull
estimates.
In the CT problem, an ideal projection contains information about the position of two
lines - called support lines - which just graze the object in the plane (see Fig. 1). Given a
set of such support lines, determined over many different angles, one may determine a convex
polyhedron which circumscribes the object by intersecting all of the halfplanes defined by
the measurements. In the limit as the angular spacing between projections goes to zero
one may determine precisely the convex hull of the object. This type of sensor information
and reconstruction problem is also of interest in several other applications including tactile
sensing [7], silhouette imaging [9], robot vision [2], and chemical component analysis [3].
When the projections are noisy, such as in the case of low-dose CT, the estimates of the
lateral positions of the support lines will also be noisy. In this case, the set of measured
lines may be inconsistent - that is, taken together, there may be no set S which has all
of the measured lines as support lines. In such cases, the consistency property of support
lines developed in [5] together with a precise description of the noise properties may be
used to make a maximum likelihood (ML) estimate of the true support vector. From this
support vector estimate, an estimate of the convex hull of the object may be determined in
a straightforward manner.
In this paper, we develop insights into the geometry of support lines and into the spec-
ification of prior probabilities on support lines that reflect particular prior information
about the shape of the objects of interest. The major contributions are twofold: 1) the
development of the Size/Shape/Shift (SSS) decomposition of support vectors, and 2) the
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Figure 2: The geometry of support lines.
development of algorithms for convex shape estimation which utilize prior shape informa-
tion. The emphasis in this paper is on circular and elliptical shapes, but the formulation
is quite general and may be used to derive estimators for convex shapes described by other
prior shape information.
2 Support Line Constraints
Fig. 2 shows what is meant by the support line Ls(8) of a set S. It is the line orthogonal to
the unit normal w which just 'grazes" S in the positive w direction. The quantity h(8) is
the value of the largest possible projection of any point in S onto the w-axis. One can see
that S lies completely in a particular one of the two halfplanes determined by Ls (8). We
may now define the above quantities precisely. The support line at angle 8 for the closed
and bounded 2-D set S is given by
Ls() = E IR2 I T = h(8)} (1)
where w = [cos 8 sin 8]T and
h() = sup Tw . (2)
zES
The function h(O) is called the support function of the set S; for any particular value of 8
we call h(O) the support value at angle 8. In this paper we consider a finite number M of
angles Oi = 2r(i - 1)/M, i = 1,...,M, spaced evenly over [0, 2r), and associated sets of
lines Li, orthogonal to the corresponding unit vector wi = [cos i sin i]T and with lateral
displacement hi:
Li = { E R2 Ti =T W hi} . (3)
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The most important quantity in this paper is the vector made by organizing the M lateral
displacement values of the M lines under consideration as a vector h = [hi h2 ... hMIT.
We call the vector h a support vector if the lines Li, for i = 1, .. , M are support lines for
some set S E 1R2, i.e. if hi = h(Oi) where h(O) is a support function. In this case we refer
to hi as a support value.
In [5] we showed that a vector h E IRM (M > 5) is a support vector if and only if
hTC< [O...0] (4)
where C is an M by M matrix given by
1 -k 0 -k
-k 1 -k ...... O
0 -k 1
C = (5)
C = *. o -k ... ... 0
o -k
-k 0 0 1
and k = 1/(2 cos(2?r/M)). It then follows that the convex polyhedral cone given by
C = {h E IRM I hTC < [O... 0]) (6)
consists of all M-dimensional support vectors. We call C the support cone.
3 Geometry
Given a support vector h, there is, in general, an infinitely large family of sets which have
h as their support vector. The largest of these sets, which is uniquely determined by h is
the convex polygonal set SB given by
SB = {X E JR2 I z T [Wlw2... M] < [hl h2 ... hM) (7)
We call SB the basic object of support vector h. The shape of the basic object is, of
course, determined by h, but h may be decomposed into several quantities which depend
upon its position in the support cone, and have meaningful geometric interpretations with
respect to the basic objects in the plane. We now briefly explore the Size/Shape/Shift (SSS)
decomposition of a support vector.
It turns out that the matrix C is singular and a basis for the nullspace XV is found to be
[51
nl = [1 cosO, cos2o ... cos(M-1)0]
n2 = [0 sin80 sin28o ... sin(M-1)0o ]T (8)
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where 8o = 27r/M. The geometrical consequence of C being singular is that the support
cone C is not a proper cone; i.e., there is a linear subspace (of dimension 2) contained
entirely in C. Therefore, the support cone is composed of the Cartesian product of a proper
cone, Cp = {h E C I hTnl = 0, hTn 2 = 0}, and J/, the nullspace of C. Accordingly, any
support vector may be written as the sum of two orthogonal components, hp and hn, as
h = hp + hn (9)
where hp E Cp and hn E A/. It turns out that adding a nullspace component to a support
vector yields a support vector whose basic object is simply a shifted version of the original.
Now since the vector hp lies in a proper cone Cp, hp may be written in a type of radial
form to yield the following decomposition of a support vector [4]
h = tq + hn (10)
where t > 0, q E Cp, qTe = M, hn E ., and e = [1 1 ... 1]T . We refer to this relationship
as the Size/Shape/Shift (SSS) decomposition. In fact, the quantity t is proportional to
the circumference of the basic object SB, which gives t the interpretation as the size of
a basic object. It follows that q contains the information about the shape of the basic
object. Therefore, given the SSS decomposition, we have a way to relate the t, q, and hn
components of a support vector to the size, shape, and position, respectively, of its basic
object. We exploit this in the next section by designing prior probabilities which suit our
expectations about the shape of the objects of interest.
One useful quantity which helps to characterize the shape of the basic object correspond-
ing to h is the discrete radius of curvature ri which we define to be ri = -(2/O0 tan Oo)hTci,
where ci is the ith column of the matrix C in (4). In [5] we show this quantity to be analo-
gous to the continuous radius of curvature of smooth closed convex curves. In the discrete
case, ri is proportional to the length of the face of the basic object whose unit outward
normal is given by wi. Therefore, a small ri corresponds to an object which has a sharp
bend in its boundary at the ith face; a larger ri corresponds to a bend which is not as sharp.
4 Scale-Invariant Algorithms
In this section we consider a class of prior probabilities on support vectors h which are
scale-invariant in the sense that basic objects with precisely the same shape but of different
sizes have exactly the same prior probability. These probabilities are shift-invariant as well,
so that the probability does not depend on the position of the object in the plane, either.
We develop estimation algorithms - which we call Scale-Invariant algorithms - using
MAP methods. These support vector estimators use prior knowledge about shape only; the
position and size are estimated jointly, but using only that information which is provided
in the measurements (in an ML fashion).
The first prior, called the Scale-Invariant Close-Min prior, favors objects whose bound-
aries are smooth in a mini-max sense. That is, those objects whose smallest discrete radius
of curvature is large have higher prior probability. This prior is given by
PSICM(h) = exp (-min{-qT cl,.. .,qTcM}) , (11)
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where ci, i = 1... M, are the columns of the matrix C. The Scale-Invariant Closest prior
given below, favors objects which are more circular in their overall shape and is given by
psc (h) - exp ( -(q-e)T(q - e)) (12)
Finally, the Scale-Invariant Max-Area prior, favors objects whose area to squared circum-
ference ratio is large. This prior is given by
PSIMA(h) = -exp (-s(q)) , (13)
where S(q) = -qTCq/tan 8o is the area of the basic object corresponding to the shape
vector q. In each case, r is a parameter of the probability and z is a constant chosen so that
the probability integrates to one over a large M-dimensional ball centered at the origin.
Each of these priors uses the knowledge that the true objects tend to be circular, which
may be suitable in a wide variety of applications, but the manner in which this knowledge
is specified is different in each case.
In order to specify the actual estimation algorithm we assume that each observed support
value yi is given by yi = hi + ni where hi is the true support value and ni is a zero-mean
Gaussian random variable with variance a2 which is independent of all hi and all nj, j y i.
The Scale-Invariant algorithms solve the MAP problem for each of the priors given above.
The computations which are required have at their core a quadratic program (QP) which
computes 4, the optimal shape vector. The QP arises due to the quadratic form of the priors
and the Gaussian measurement probability, and to the linear support vector constraint. A
variation on a standard line search algorithm is also required to find the optimal size t; the
optimal position h/ can, in general, be determined directly (without iteration) from the
measurements. With minor modification, the Scale-Invariant Algorithms can be adapted
for the cases of limited- and sparse-angle observations.
5 Ellipse-Based Algorithms
This section develops the use of prior knowledge about the eccentricity and orientation of
the true object. We develop three Ellipse-Based algorithms, each of which uses this type of
prior knowledge in a different way. The first algorithm finds the closest ellipse to an observed
support vector, so that under the Gaussian noise model given above this algorithm may
be used to find the ML estimates of the ellipse parameters, assuming the true object to be
exactly an ellipse. The second algorithm assumes that the true object is nearly elliptic in
shape and that we have some prior knowledge of the true ellipse parameters. Finally, the
third algorithm assumes that the true object is nearly elliptic in shape, but that we do not
have any prior knowledge of the true ellipse parameters. This algorithm estimates jointly
the support vector and the ellipse parameters.
The key to the Ellipse-Based Algorithms is the characterization of the support vector of
an ellipse h(v, t, e, q) where v is the 2-D vector indicating the center position of the ellipse,
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t is the size of the ellipse (proportional to its circumference), £ is the eccentricity, and 4 is
the orientation. A formula for the ith element of h(v, t, e, 4) is given by [4]
Mt/i cos2 (8#i-') + sin2 (-4')
h, = Mt2+ [cos8i sin8i]v . (14)
EM x / 2o~(8 - 4') + sin (8i - 4)
The ML estimate of the ellipse parameters - given the Gaussian noise model described in
the previous section - may be found using the following optimization problem:
minimize IIY- h(v,t, 6,4)112 (15)
v,t,e,6
subject to t >0 and 0 >e> 1,
where 11112 denotes zTz. Because of the complex form of h(v, t, A, 4), this problem is highly
nonlinear and must be solved iteratively. Since the objective function is differentiable and
the interesting solutions do not lie on the constraints, we use the conjugate gradient method
to solve this problem [4].
If we knew a priori that the true object shape is nearly elliptic with eccentricity e and
orientation ~, then our reconstruction algorithm should favor shapes which resemble the
ellipse with these parameters. This knowledge can be included by specifying the Ellipse-
based Scale-Invariant Closest (ESIC) prior as
PEsrc(q) = exp - qh. (16)
This prior is identical in form to the SI Closest prior except that the largest probabilities are
concentrated around the ellipse whose support shape vector is h(0, 1, a, ~) rather than the
shape vector e = [1 1 ... 1]T, which is the support vector of the unit circle. The resulting
MAP estimation algorithm performs a line search in t, solving a QP at each stage, until the
jointly optimum (t, 4) pair is determined.
Next we extend these two algorithms to estimate jointly a support vector and ellipse
parameters. Here, the prior knowledge we utilize is that the true support vector is likely to
be near to the shape of an ellipse, but we do not know which ellipse a priori. This problem
may be written formally as
minimize allh- yll2 + (1- a) llh- h(v, t, , )112 0< ca < 1 (17)
h,vat,¢,¢
subject to t>0, 0<e<1, and hTC<0.
We note that if a = 1 then the objective function of (17) is independent of the ellipse
parametersl v, t, e, and 4, and the optimum h is found using the Closest algorithm de-
scribed in [5]. Alternatively, as a -- 0, the optimum ellipse parameters approach their ML
estimates, and the optimum h approaches the ellipse support vector corresponding to the
ML estimates of the ellipse parameters. These two extremes provide some insight as to the
solution in the general case when 0 < a < 1. For example, the optimum h cannot be closer
to y than hc, the Closest estimate, since then it would be infeasible; also, it cannot be
farther away from y than h(OML, ;ML, tM L, 4ML).
'Here, v and t are not SSS coordinates of h.
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Figure 3: Comparison of several reconstruction algorithms.
6 Results
In Fig. 3, we present the results of two simulations which are designed to show the general
behavior of the Scale-Invariant algorithms and the Ellipse-Based algorithms. In Fig. 3a, six
different reconstruction methods are run on the same 30 support line observations (a = 0.2)
of the true ellipse. The true ellipse - characterized by parameters t = 1.0, e = 0.9, 0 = 45.0,
and v = (0.0, 0.0) - is shown using dotted lines in each of the panels; the support line
measurements are indicated by the solid lines in panel (a). The intersection method, which
simply intersects the halfplanes defined by each of the support line measurements, produces
the shaded result in panel (a). An ML algorithm (described in [5]) yields the result shown
in panel (b). Panels (d), (e), and (f) show the result of the three Scale-Invariant algorithms
described above for r = 0.1 and panel (c) is the result of the Close-Min algorithm, which is
a simple variant of the Scale-Invariant Close-Min algorithm and is also described in [5].
It is clear that a great deal of improvement over the set intersection method and the ML
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method may be achieved using the Scale-Invariant (SI) algorithms, even in cases such as
this where the noise variance is very large. The SI Close-Min estimate shown in panel (d) of
Fig. 3a shows evidence that the prior knowledge is related to the boundary of the object. In
particular, the estimate has a boundary without any of the sharp bends that are evident in
the ML solution of panel (b). The SI Closest result shown in panel (e) has an overall shape
that is more circular than any of the other estimates; this reflects the prior probability
which favors objects which are close to the shape vector e. The SI Max-Area result shown
in panel (f) has few long straight boundary sections, which reflects the tendency to increase
the ratio of area to circumference squared; this property is the basis of the SI Max-Area
prior.
Fig. 3b shows the results of 6 independent experiments which take a set of 30 observed
support lines with the same noise variance as in Fig. 3a and apply the joint support vec-
tor/ellipse estimation algorithm with ac = 0.5 to jointly estimate a support vector and ellipse
parameters. The estimated ellipse parameters are indicated in each panel and should be
compared to the true values given above. The ellipse which corresponds to the estimated
parameters is drawn in each of the panels using dashed lines. The estimated support vector
yields a basic object which is shown as a shaded region in each of the panels.
For comparison, the support line observations used in panel (a) of Fig. 3b are the same
as those used for all of the panels in Fig. 3a. In fact, the estimated ellipse-based support
vector in panel (a) of Fig. 3b is similar in appearance to the ML estimate shown in panel
(b) of Fig. 3a except that the sharp corners have been smoothed out. This in agreement
with the notion that the true object is nearly elliptic in shape; the degree to which this
property is reflected in the estimate is controlled by the parameter a.
Additional results which demonstrate the performance of the algorithms for changes in
noise variance a 2, prior parameter r, and which show the behavior of the Ellipse-Based
Scale-Invariant algorithm and the Ellipse-Based Closest Ellipse algorithm may be found in
[4]. Also included in [4] are comparisons of the various algorithms for the cases of sparse-
and limited-angle observations.
7 Discussion
The addition of the prior shape knowledge described herein improves the performance of
the support estimation algorithms over those given in [5] in the cases where the true objects
are either nearly circular, or have large portions of nearly circular boundaries, or are nearly
elliptic in shape. The extra knowledge also allows us to solve sparse- and limited-angle
problems in which there are unobserved support values over possibly large angular ranges.
In these cases, the missing support values are automatically interpolated by the algorithms
using the available prior shape information. In CT, these geometric estimation algorithms
may be used to estimate the convex hull of the object directly from the projections, and this
estimate may be used in the reconstruction process as described in [4]. In the cases where
the observed angles are restricted and the observations are noisy, this procedure dramati-
cally improves the quality of the reconstructed images over those obtained by convolution
backprojection.
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