Abstract. We present a method for distinguishing two subtly different mental states, on the basis of the underlying brain activation measured with fMRI. The method uses a classifier to learn to distinguish between brain activation in a set of selected voxels (volume elements) during the processing of two types of sentences, namely ambiguous versus unambiguous sentences. The classifier is then used to distinguish the two states in untrained instances. The method can be generalized to accomplish knowledge discovery in cases where the contrasting brain activation profiles are not known a priori.
The study analyzed the activation in different parts of the brain every 1500 msec during the reading of ambiguous sentences and unambiguous control sentences. The analysis performed examined both the amount and location of such activation and the contrast between the two types of sentences, expressed in those terms.
One additional dimension of analysis could be the characterization of what is different between activation in the two experimental conditions. In addition to the amount of activation triggered, one might have to consider differences in the shape of the activation response, in localization (i.e. some points are only active in one of the conditions), and in timing. One could even consider the question of ascertaining whether there is more than one kind of cognitive process taking place.
But while it is relatively simple to test for such things as differing amounts of activation, that is not the case for the other questions. We propose a method for identifying specific locations in the brain where activation patterns are distinguishable across experimental conditions and, through that set of locations, allowing the discovery of answers to the questions above.
Syntactical Ambiguity Experiment
Let us take a closer look at what it means for a sentence to be ambiguous. The development of the sentence can be more or less surprising, and sentences taking the less likely meaning are called ambiguous unpreferred sentences. Ambiguous sentences which develop with the most predictable meaning are called ambiguous preferred sentences, and sentences without any ambiguity are unambiguous sentences. We shall concentrate on distinguishing ambiguous unpreferred and unambiguous sentences, and hence shall use the designations ambiguous/unambiguous from this point onwards.
The study above concentrated on two cortical areas known to be involved in sentence processing, the Left Inferior Frontal Gyrus (LIFG), also known as Broca's area, and the Left Superior Temporal Gyrus (LSTG)/ Left Posterior Middle and Superior Temporal Gyrus (LMTG), known as Wernicke's area. These will henceforth be referred to as Regions of Interest (ROIs). During sentence processing, these two areas showed a significant increase in activation when compared to their behavior during a control condition. It was also observed that brain activation went to a higher level, and remained at such a level for a longer period of time, during the processing of ambiguous sentences than it did during the processing of unambiguous sentences. As the processing of ambiguities leads to an increase in the demand for cognitive resources [3] , such an increase results in additional cortical activity, which we are interested in characterizing.
Data Processing and Analysis
Each subject was presented a sequence of 20 trials (sentences), 10 ambiguous and 10 unambiguous, presented in a random order. Each trial consisted of the presentation of a sentence for 10 seconds, followed by a yes/no comprehension question. Cortical activity during the processing of each sentence was recorded every 1500 msec, providing a time series that constituted that basis of our data. The part of the brain under scrutiny is divided into a number of volume elements called voxels, measuring 3.125x3.125x5 mm. During the experiment, the BOLD (Blood Oxygen Level Dependent) signal at each voxel was measured every 1500 msec. This response is an indirect indicator of neural activity [2] , and thus we will use the terms activity and amount of activation to refer to the level of the said response. An image is a set of such activation values, with one value per voxel. As images are acquired, the result is a succession of values for each voxel, containing its activation values at each instant of the experiment. The image are acquired not volumetrically but sequentially in slice planes 5 mm thick, with the acquisition of all 7 slices distributed over 1500 msec. The slight differences in acquisition time for the different slices is later corrected for by an interpolation technique.
The recordings available at each voxel will then consist of one time series of the activation for each sentence, as well some extra series corresponding to "baseline" activation during a control condition, during which the subject just fixates an asterisk instead of going through sentence-reading. Obviously, during the latter there should be no sentence-processing related activity.
The next step in the analysis was the identification of active voxels. These are voxels that display a significant activity in any of the experimental conditions. The activity during the experimental condition is gauged by comparing it with the one taking place during the control condition. This was done using a voxelwise t-test comparing the activation level in the baseline condition and during all other conditions. A very high t threshold is used (equivalent to a Bonferroni correction for multiple comparisons) to identify voxels whose activation level during sentence processing differs significantly from their level during the control condition.
The time courses of the active voxels in a subject were then averaged across the 10 sentences of the same type and normalized as "percentage of activation above baseline". Afterwards, these were averaged across subjects. The end result was an average timecourse for every sentence trial, from which was obtained the average timecourse for each type of sentence. From analyses of variance of the data it was possible to conclude that brain activation went to a higher level, and remained at such a level for a longer period of time, during the processing of ambiguous sentences than it did during the processing of unambiguous sentences.
The expected model for this sentence processing task features each ROI recruiting voxels from a certain pool as resources for sentence processing in general. If a particular sentence demands more resources than are available in the pool (through its being ambiguous, for instance), more activity will be demanded from pool voxels and, eventually, other voxels might be recruited. We would like to extend this study by analyzing the degree and manner of involvement of these specially recruited voxels in the task being performed, and this effort will be described in Sect. 2.
Identifying Voxels with Varying Behaviour across Conditions

Our Approach and Related Work
The problem as we see it consists in ascertaining whether the behaviour of the BOLD response at some voxels is distinguishable between the two experimental conditions. If so, we would have candidate locations that might be supporting the additional activation required for processing ambiguous sentences, which could then be examined. Currently, this question is addressed by identifying the most active voxels in two different experimental conditions, averaging their time series under each condition and then comparing the two averages. Identification of active voxels is done through a voxelwise t-test on one of the following: the difference between the mean activity during experimental and control conditions or the correlation of the voxel time series with a paradigmatic time series which corresponds to the expected response for voxels involved in the task.
A more agnostic approach is the clustering of the time series of all the voxels, guided either by known constraints on present cognitive processes or just using hierarchical clustering and using one of several possible metrics (see [7] ). The centroids of the clusters thus found are then examined in the same way as the average time courses found through t-tests.
Yet another approach is to use a bayesian model of the fMRI signal at each voxel (see [4] ). This can be used for questions beyond that of whether a given voxel is active or not, such as the influence of experimental condition on the parameters of the model, while being subject to assumptions regarding plausible signal shapes, noise and other factors.
A closer look at the t-test and clustering approaches will reveal that they give no guarantees of identifying voxels where the time series are different across experimental conditions. To see why consider that a high t-value for the contrast between experimental conditions and control only pertains to the mean activity and says nothing about the shape of the time series, which may be different for voxels that behave differently across the two experimental conditions In addition, the mean activity may be lower for such voxels than for the majority of voxels that accounts for the bulk of the activation.
If we were to user the t-test approach to test the mean during one experimental condition against the mean during another we would probably find that the means were too similar for strong results in most voxels where there is activity in both conditions. A clustering approach applied separately to each condition would still identify groups corresponding to the bulk of activation, which coincides in the two conditions.
The bayesian modelling approach allows for greater flexibility in that questions besides that of whether a voxel is active or not can be posed. In our case, the question would be whether the shape of the time series differs on a point by point basis across the two conditions. The caveat in this case is that the model pressuposes a certain BOLD response shape. Model fitting is accomplished by estimating the values of the model parameters from data. While this is fine for the bulk of the active voxels, which mainly share the same response shape, it might not work for voxels where the shapes of the response are unusual in one or both conditions. Moreover, prior information about response shape is, in many cases, derived from observations in areas such as motor cortex, which need not be exactly the same for areas performing cognitive functions such as language processing.
Therefore, we would like to find differences in time series for a given voxel in a way that is independent both of assumptions regarding response shape and of considerations about level of activity. We propose to use a classifier to learn the difference, through identification of the two types of sentences under consideration, ambiguous and unambiguous with two classes of examples to be learned, on a voxel by voxel basis. The features on which the learning will be based are the activation values recorded for each voxel at each time point during the processing of a sentence. The examples are the time series for each sentence for both conditions.
There are other possibilities for representation of the time courses. In the extreme, one might just consider the mean activity. Another possibility is to represent the time series as a number of adjacent temporal sections, in terms of which the activity is described, which is what is done for the bayesian modelling approach cited above. Yet another would be to obtain derived features such as spectra obtained via fourier or wavelet transforms and cast the learning problem in terms of them.
Our hope is that the degree of success of a classifier on a voxel can be taken as an estimate of how much the activity in the corresponding voxel differs between ambiguous and unambiguous sentences, the two experimental conditions. This, in turn, should be an indication of the degree of involvement of the voxel in specifically processing ambiguity.
Experimental Procedure
The data available for each voxel consists of 10 sentences per condition, where each sentence is a time series of 16 activation values (24 sec of data) captured during and immediately after the processing of a sentence. We used only values 4 to 13 in each token, eliminating the pre-rise and post-activity decay of the BOLD response. Each of the values in a token has been normalized as a percentage, referring to how much it was above the average base level of activation during the control condition of the experiment.
In classifier terms, this maps to 10 examples of each class, where each example is a series of 16 floating point values, available for every voxel in both ROIs for 6 subjects.
In addition, given the already small number of examples we would like to have as few features per example as possible, and thus 10 features were retained in the part of the series where differences are more likely, as mentioned above.
As what is needed is an estimate of how accurately the difference between conditions at a given voxel can be learned using a given classifier, we resort to leave-1-out cross validation over the 20 examples available, while taking care to balance the number of training examples across both classes. Initially, we create 10 random pairs with one example of each class. For each pair, we train on the remainder 18 examples, 9 of each class, and then test each of the examples of the pair. The estimate for attainable classifier accuracy for this voxel will be #of successes 20
. The classifiers used in each voxel were a neural network (NN) with one sigmoidal hidden unit (see [6] ), effectively doing logistic regression, and a linear kernel support vector machine (SVM) (see [5] ). The choice of classifier was limited by the small number of examples available. We also tried other alternatives, such as SVMs with more complex kernels, NN with more hidden units and a simple k-nearest neighbour classifier. These were discarded because the performance was worse.
There are thus twelve sets of classification problems, with the set per each subject/ROI combination containing hundreds of classification problems, one per voxel. The output of the process is, for each subject and ROI, a list of voxels in that ROI ranked by decreasing classifier accuracy. Within groups of voxels with the same accuracy level, an additional ranking is performed based on "quality" of the classification (lowest mean squared error for NN or highest absolute value of the decision function for SVM). For each classifier, the process is run with different seeds for a number of times, the resulting rankings are averaged, and it is on these averaged lists that the analysis detailed below is performed.
Experimental Results
We found that it is possible to discriminate between activity in each of two experimental conditions for a small subset of the examined voxels. After applying the procedure described, we obtained consistent results across subjects and ROIs, in that a subset of 1% of the classifiers almost always has mean accuracy of 80% or more, for the best performing method (NN). The value of 1% typically corresponds to 3 to 7 voxels per subject/ROI (i.e. about 150 to 350 cubic mm) out of an anatomically huge volume of cortex. Considerations of how plausible the voxels found are from the psychological point of view are dealt with in the next section.
In each subject/ROI pair the distribution of accuracies is a unimodal curve centered around 50%, with a heavier tail for the higher accuracies and a smaller one for low accuracy voxels. Details about the distribution of the accuracy scores are discussed in the section that compares the results to a null model.
Because the goal was to find the relatively small group of voxels which activated differently during the processing of the two types of sentences, we will proceed considering only the top 1% most accurate voxels in each ROI and subject combination. Note that this number of voxels (3-7) is on the order of magnitude of the number of voxels believed to show real activation, typically demonstrated by their time-locking to the stimulus events and their signal amplitude in the experimental conditions, as detected through a t-test. Table 1 details the mean accuracy attained in the top 1% group of voxels classified through each of the two methods. In addition, we were interested in finding out whether the voxels for which accuracy was greater using each method were the same, and thus the table contains the percentage of overlap between the groups. The comparison is made for the 6 subjects and 2 ROIs. The NN group had a mean accuracy ranging from 77% to 87% over subjects and ROIs, with an overall average of 82%, as displayed in the second column of Table 1 . This means that a NN was capable of correctly distinguishing whether the subject had been reading an ambiguous or an unambiguous sentence on the basis of the fMRI activation data 82% of the time, on sentences on which it had not been trained, for each of these voxels. The SVM group had a mean accuracy ranging from 70% to 83%, averaging 77%. As this indicated some systematic difference between the two groups, we ran an ANOVA test on the difference in mean accuracy on the top 1% voxels between the two classifiers for all subjects/ROIs. In this test NN performed reliably better than SVM, across subjects and ROIs, at the 5% significance level, and therefore we will focus the rest of the paper on NN selected voxels.
Interestingly, there was not a great deal of overlap between the groups of most predictive voxels selected using each of the two methods, as evident in the mean overlap of 25%. This was unexpected, given that both methods resort to linear decision boundaries.
Comparison to a Null Model
As the classifiers for a few of the voxels considered do attain high levels of accuracy, we would like to demonstrate that that does not happen by chance.
In addition, we'd like to know for how many voxels can the effect be considered reliable.
Given the number of voxels involved and the procedure used, a classifier that guessed at random could conceivably attain relatively high accuracies in some small number of voxels. On the other hand, if we observed this happening for a large enough number of voxels, it would be less and less likely.
One way of testing this is to postulate a null model in which every voxel has the same inherent classifiability, and then examine what the probability of obtaining our accuracy results under that model is. By its being small it will be shown that the underlying model is not correct and that the inherent predictability at different voxels varies and can be high for a small group of them.
For a given voxel the accuracy of a classifier is an estimate of an underlying "true" accuracy attainable with that classifier. Given that the classifier is tested over 20 examples, the outcome can be seen as a sample from a binomial variable with 20 trials and probability of success equal to the underlying accuracy. In practice, the 20 trials are not independent, as they are a sequence of leave-1-out trials in which every pair of trials shares all but one training example. As performing the analysis in the latter case is far more complicated and would introduce details specific to the classification method used, we will proceed assuming independence. An empirical argument as to why the results thus obtained can still be used is given later.
Let us assume as a null hypothesis that the accuracy in each voxel is the same, and is some value close to 50%. The latter can be the empirical average of accuracies attained in most ROIs, which is indeed around that value.
We will examine the probability of the higher scores in a ROI under this model, assuming the ROI has n voxels:
) where cdf (a) = P r(X < a) when X Binomial(20,p), withp being the mean observed accuracy across the ROI.
Under this model, we can calculate the probability that the k th high score would be observed, and thus declare the probability as significant (and unexpected under the model) if it falls belows a certain threshold. For our analysis we used this criterion, and considered an accuracy level significant if had a probability of 5% or less of occurring under the model. Table 2 contains the results of this experiment discriminated by subject/ROI combination, with the number of voxels considered significant out of the total, the least accuracy attained on one of those voxels and the percentage of voxels out of the total that constitute the group.
As stated before, these results are related to a null model where we assume that the results of each of the 20 leave-1-out trials for a voxel are independent, for simplicity reasons. Treating the case where the trials are not independent is, in our view, too complicated, so instead we decided to run an empirical test, as follows.
The same setup as for the NN experiments was used, but the data was randomized. Five of the ten examples in each class were selected at random and switched to the other class. In this fashion each classifier was guaranteed to have five correct examples in each class and five incorrect ones, and its expected accuracy should not be more than 50%. Note that this is a case where the results in each of the 20 leave-1-out trials are certainly not independent, as each pair of trials shares most of the training data. The same number of repetitions were made and the results were ranked in the same way as originally.
Looking at the number of voxels given by the null model procedure in the randomized results we notice that their accuracies are far below what could be attained by the null model outputting random classifications.
The point is that the few classification results on the table are deemed improbable under the null model with the independence assumption, and they are far more improbable under a true model where the expected accuracy is 50% and where maximum accuracy practically never rises above 70%. As a consequence, it is reasonable to think that the test based on the independence assumption is conservative.
Moreover, most of the subject/ROI combinations contain a few voxels that are significant by this criterion. Given that our wish is to narrow down the number of voxels to be manually examined, we feel that the possibility of allowing some false positives in the group is acceptable. Nevertheless, we will proceed by considering only the voxels deemed significant through the procedure above.
Our conclusion is that for most voxels there is no inherent discernibility, but that it very probably exists for at least a small subset of them, and that this warrants the exploration described in the previous sections.
Voxel Characteristics
The group of voxels in consideration in each subject/ROI was picked because the activity in each voxel was discernible across the two experimental conditions. This may have been so because of heightened activity during the processing of ambiguous sentences. However, it may also mean that what stands out is the level of activity during the processing of unambiguous sentences as being unusual.
There are also no guarantees that the identified voxels have a high degree of activation, at least on average. In fact, for each combination of subject and ROI, the group identified almost always has no voxels in common with the subset of the top 1% most active voxels for the same combination, as selected through a t-test. This t-test compares the mean activity during experimental conditions and during a control condition which acts as a baseline.
One possible application of being able to find this group of voxels is to identify common characteristics in their time courses, such as the onset and duration of higher activity in a given experimental condition.
There was no clear trend in the logistic regression coefficients found, which was our initial expectation and would allow us to target a specific temporal region as the source of the difference. In addition, some of the voxels found displayed higher activity for ambiguous sentences, others for unambiguous ones.
The voxels with higher activity in ambiguous sentences did correspond to our expectation of the type of voxel recruited when resource demands are extreme. This is reflected in their not showing a consistent higher activation throughout the task, but rather high activity intervention in short bursts, which presumably would be where resources are more demanded for the ambiguous sentences.
A tentative explanation for this would be that different sentences are not matched for length, and thus the ambiguity, and the corresponding demand for extra resources, can occur in different points in time. This contrasts with the voxels in the most active group, which display consistent high activity throughout most of the of the task, as they are involved in the main processing, and higher activity during processing of ambiguous sentences.
A serious objection may be that many of the voxels selected do not show a clear spatial distribution, contrary to what happens for the active voxels, which tend to cluster tightly and where activation spreads radially as demand increases. While a few are adjacent to such active voxel groups, most are set at locations further away (still inside the ROI). If we expect a model where activity percolates to neighbours from a centre as demand rises, then this is hard to explain.
There were not significant contrasts in accuracy across subjects, ROIs and experimental conditions (across sentences being tested).
Conclusion and Further Work
We have presented a novel method for identifying voxels with contrasting behaviors across experimental conditions in a fMRI study. Through its use it was possible to find a subset of such voxels in a real dataset.
Unfortunately, further analysis of this subset of voxels across subjects failed to reveal any striking temporal patterns of activity or contrasts in accuracy related to varying experimental variables (condition, subject, ROI). Many of the selected predicting voxels seem to have been picked for reasons not readily observable with the naked eye or easily relatable to the actual processing, which was our original hope. We are uncertain about what attributes of the time series of the predicting voxels are used by the classifier.
We do think, however, that the use of this method may be more successful in somewhat different studies. This would require alterations in experimental design so as to have sentences with similar lengths and positioning of ambiguity. Other possibilities lie in the use of alternative representations of the time series, be it through the use of composite features built from the initial series or through representations incorporating some prior assumptions regarding BOLD response shape. While limiting what can be learned, the latter might not be so restrictive as a full model of the response shape with parameters fitted to the data.
Another possibility would be to use the method to compare not two experimental conditions but all the conditions against the control condition. This could be used in place of t-tests for identifying active voxels as those where there is a greater contrast between activity during the experiment and activity during control, where the activity should be minimal and, above all, unstructured. The t-tests often performed for this purpose take into account solely the mean activity during experiment, and therefore our method would incorporate more information and possibly provide a better result. A completely different avenue rooted in the same idea would be the use of statistical tests of the difference between the distributions of time courses from the two classes for a given voxel (see, for instance, [9] ).
