In Ritz-Galerkin's method, first we choose a system of linearly independent functions {^J such that they satisfy the given homogeneous boundary condition and they are dense in a function space containing the exact solution of the above boundary value problem, and next we seek the m-th approximation u m in the form (1.2) u m k=i calculating the coefficients {a k } by solving a system of equations Ritz-Galerkin's method was studied by many people, sometimes by the use of classical techniques as in [1] , [2] , and sometimes by the use of functional analysis as in [3] , [4] . However Ritz-Galerkin's method does not seem to be frequently practised on a modern highspeed digital computer. The main reason for this seems to be in the difficulty in finding a system of functions {<p k } having the desired property. In [1] , Kantorovich presents a method to construct such a system of functions and proves the uniform convergence of the approximate solution obtained from this system of functions. However it is done only for the domain strongly restricted. In [2] , Harrik proves the uniform convergence of the approximate solution obtained by Ritz-Galerkin's method for the domain with smooth boundary, but he does not present any method to construct a system of functions {<p k } adapt for such domain.
In the present paper, the author will present a method to find a system of functions {q> k } adapt for some kind of domains, say, J?-type domain, and further he will prove the uniform convergence of the approximate solution obtained by Ritz-Galerkin's method for the domain with great generality. Numerical examples are to appear in the subsequent paper. The author acknowledges the encouragement and the suggestions of Professor M. Urabe rendered during the preparation of the present paper. §2. A Method to Find a System of Functions Necessary for Ritz-Galerkin's Method
To begin with, we seek function a(x,y) which satisfies the given homogeneous boundary condition together with some additional conditions. Let D be a given bounded domain in the (#, y) -plane. The conditions which we request for function co(x, jy), are then as follows:
( I ) <»(#, jy) =0 on boundary T of Z), and <»(#, 3>)>0 in the interior of D.
(II) co(x, jO is continuous and has bounded first derivatives in D. {*(*, jO**r> (*, 5-0, 1, 2, -0, which, as will be shown later, is indeed one of the desired system of functions {<p k } . Hence the problem to find a system of functions necessary for Ritz-Galer kin's method reduces to find a function o>(#, jy) satisfying the above conditions. Now, we shall show the method to construct a function co(x, j) satisfying the above conditions for some kind of domains.
1°. The domain with algebraic boundary curves.
Let (2.4) riA(*,jO=0
1=1
be the equation of the boundary curve, where A (x, jO are polynomials of x and y such that A-fojO^O for (x,y)^D. Then the desired co(x, y*) can be given by (2.5) «(^^) = nA-(^^).
A circle, ellipse, polygon and the domain composed of these are the examples.
2°. R-type domain. By .ff-type domain, is meant the domain composed of a finite number of rectangles whose sides are all parallel to either of the coordinate axes. For the ^?-type domain, neither the convexity nor the simple connectedness is assumed. 
In Example 2, function co(x, y~) is similarly constructed by linking the functions of the following six types: In the present section, the notations which will be used frequently in the later secitons will be explained and the function spaces which will be necessary for subsequent discussions will be introduced.
1°. 9iU(i = l, 2) means du/dx, and 9*jU(
, where x ± = x and x z =y. Sometimes notations 9 x u and 9 y u will be also used for 9u/9x and 9u/9y respectively.
2°
. By a polynomial of degree m, we mean the polynomial of the form
S a kt ,3ty
and such a polynomial will be denoted by the notation p m (x, y).
In what follows, we suppose D is a bounded domain in the (#, y)-plane and all functions are real-valued. 6°. By Wl(P) 9 we denote the completion of C~(D) under the
Lastly we consider a square S whose sides are #=±1, !jvl<l and |#|^1, y=±l.
7°. By Z,r(S), we denote the space consisting of functions such that they are measurable with respect to the Lebesgue-Stieltjes measure generated by the function <p(x,y) = cos" 1 * cos" is finite. In the space L|(S), the norm will be introduced by In the present section, we shall derive some properties of double Chebyshev series which will be used later for proving the uniform convergence of the approximate solution obtained by Ritz-Galerkin's method.
For simplicity, let us suppose that the closure of domain D lies in the interior of the square 5 whose sides are x=±l, \y\<Ll and I#I<I1, y±l-Then clearly dist(F, 95)>0, where F is the boundary of D and dS is the boundary of S.
Let u, v be arbitrary functions belonging to Lj-GS). Then by the inner product Hereafter the series in the right-hand side of (5. 7) will be called the (double) Chebyshev series and its coefficient A kjS will be called the Chebyshev coefficient of function u(x,y). Equality (5.8) valid for Chebyshev series (5. 7) will be hereafter called Parseval's equality for Chebyshev series. Now, we shall derive properties of double Chebyshev series necessary for later discussions following the method used by Urabe [5] for simple Chebyshev series. Proof. Equation (5. 11) can be easily proved by substituting the formula (5.5) for -4I_i f » and A' k+ i iS . Equality (5.12) readily follows from (5. 11) by Parseval's equality.
Q. E. D. Now, for function u(x, jy) eL| (5) Let us note that the equality in (ii) implies (6. 4) where mes(Z) -Z) 5 On the other hand, for the second quantity in the right-hand side of (6.9), by (a), we have:
Thus for the quantity of (6.9), we have To estimate the second quantity in the right-hand side of (6.13), let us consider Then combining these estimates with (6. 12), we have the first inequality of (6.8). The second inequality of (6. On the other hand, from the first of (6. Remark. Inequalities (a) and (b) in Theorem 6. 1 are valid for solution u(x,y) if domain D satisfies Poincare condition (see [6] , [7] ). However even if D satisfies Poincare condition, it is not known whether or not inequality (c) in Theorem 6.1 is valid for solution u(x,y). Hence in Theorem 7. 1 all these inequalities are assumed to be valid for solution u(x,y).
To prove Theorem 7. 1, we shall use the theorem of Markov (see [9] ) which reads as follows. then it is evident that and Hence from (7.7) and (7.9), we have (7. 10) Kvm)<L const, x m~a (m->oo)
for some <aC>0.
In order to apply Theorem 4.1 to our function y m (x,y'), let us check condition (ii) in the same theorem. Put 
