The wavefunction is an important element of the multiscale quantum harmonic oscillator algorithm (MQHOA). To verify the physical model and the multimode optimization performance of the MQHOA for multimode optimization in this paper, we define a multidimensional harmonic-Gaussian potential function. When the wavefunction of the MQHOA for multimode optimization and the probability amplitude of an ammonia molecule are compared, the ground-state wavefunction can reflect the probability distribution of the two-state ammonia molecule. We obtain the extrema of the proposed function using the Hessian matrix and optimize the proposed function with the multimode algorithm. The experiments show that the multimode algorithm can determine the extrema of the proposed function with appropriate parameters. Changes in the proposed function barriers have little effect on the optimization ability of the multimode algorithm. The optimization ability of the multimode algorithm is determined by its own wavefunction.
I. INTRODUCTION
The multiscale quantum harmonic oscillator algorithm (MQHOA), which was proposed in 2003 [1] , is an optimization algorithm based on the wavefunction of quantum physics. In the MQHOA, the wavefunction is used to describe the current probability distribution of the optimal solution, and the wavefunction reflects the tunneling effect of the algorithm. As the scale decreases, the optimal solution becomes increasingly concentrated, and the tunneling effect of the MQHOA becomes weaker.
In quantum physics, the wavefunction was introduced to mathematically describe the state of microscopic particles. Theoretically, wavefunctions can be obtained by the Schrödinger equation. The Schrödinger equation is shown in (1) .
Eψ(x) = (−h 2m
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where ψ(x) is the wavefunction and m is the particle's mass. For complex potential energy functions, it is difficult to obtain wavefunctions by the Schrödinger equation; thus, many approximate methods are used to simplify the potential function. The Taylor expansion is often used in the optimization algorithm based on the quantum model. The MQHOA is a Taylor second-order approximation of the objective function that corresponds to the quantum harmonic oscillator particle. The wavefunction defined by the MQHOA has a normal distribution.
In Born's statistical interpretation, |ψ(x) | 2 is a real number interpreted as the probability density of measuring the detection of a particle at a given place x [2] . Born's statistical interpretation of the wavefunction and the optimization problem are analogous. For certain swarm intelligence algorithms, we usually define the superposition of the sampling probabilities of all individuals as the wavefunction of the algorithm |ψ(x) | 2 . Therefore, the wavefunction |ψ(x) | 2 of the optimal problem shows the probability of finding the optimal solution at point x. The high-energy state (metastable state) wavefunction is related to the local optimal solution. The ground state wavefunction exactly describes the distribution of the global optimal solution at a specific scale. Therefore, the goal of the MQHOA is to obtain the ground state wavefunction as accurately and quickly as possible.
The double-well function, which is regarded as an ideal potential well model in quantum physics, is used to analyze the performance of quantum annealing as a heuristic optimization algorithm [3] . The multiscale quantum harmonic oscillator algorithm for multimode optimization (MQHOA-MMO) uses the MQHOA for multimodal optimization [4] . The wavefunction, which plays an important role in the MQHOA-MMO, determines the optimization ability of the algorithm, independent of the barrier parameters of the objective function.
To test this hypothesis, we seek an objective function that not only has a barrier but also has adjustable barrier parameters. To validate the quantum interpretation of the MQHOA-MMO, we envision an objective function that is a potential function of the real quantum physics system.
The harmonic-Gaussian double-well potential function is a variant of a double-well potential that is a harmonic oscillator perturbed by a Gaussian function, represented by the following formula:
A similar function was used to model the inversion of the ammonia molecule [5] . An inverse energy-level transition is easily excited in a low-temperature molecular cloud environment; therefore, it is important to diagnose the physical quantities of the interstellar medium. The ground state of the ammonia molecule is a typical example of the space symmetry of a nonlinear molecule. Molecular potential energy and wavefunctions have always been popular topics for research in quantum chemistry. Reference [6] studied the ground state of the hydrogen molecule, and the ground state of the methane molecule was studied in [7] . Because the Schrödinger equation can be solved analytically in only a few highly idealized cases, for most realistic systems, one needs to resort to numerical descriptions. A self-contained and tutorial presentation of the diffusion Monte Carlo (DMC) method for determining the ground state energy and wavefunction of quantum systems is provided in [8] . The DMC method, which is possible only for wavefunctions that are positive everywhere, was described for the first time by Anderson [9] , who used this method to calculate the ground state energy of small molecules such as H + 3 . The framework of The MQHOA-MMO is similar to that of the DMC method, and we compare the wavefunction of the MQHOA-MMO and the probability amplitude of the ammonia molecule in this paper. The harmonic-Gaussian double-well potential function has two optimum solutions, and the number of optimum solutions increases as the dimensions increase. In this paper, to obtain more complex multimode objective functions, we define a multidimensional harmonic-Gaussian potential function (MHGP) and use the MQHOA-MMO to analyze the optimization performance when the potential function is regarded as a multimode test function.
This paper is organized as follows. In Section II, we provide a definition of MHGP and use a mathematical method to analyze the extrema of the MHGP. In Section III, we first discuss the quantum interpretation of the MQHOA-MMO, and then compare the wavefunction of the MQHOA-MMO and the probability amplitude of the ammonia molecule. Section IV discusses the optimization performance of MHGP using the MQHOA-MMO. The influence of the parameters of the potential function on the extremes and optimization performance is discussed in Section V. Finally, Section VI provides the characteristics of MHGP, the relation between the wavefunction of the MQHOA-MMO and the probability amplitude of the ammonia molecule. The suggestions for further investigations of the wavefunction are also provided in this section.
II. THE MULTIDIMENSIONAL HARMONIC-GAUSSIAN POTENTIAL FUNCTION

A. DEFINITION OF THE MULTIDIMENSIONAL HARMONIC-GAUSSIAN POTENTIAL FUNCTION
The one-dimensional harmonic-Gaussian potential function is described in (2) . We define the MHGP as the superposition of the one-dimensional harmonic oscillator upon the Gaussian potential well function. The N-dimensional harmonic oscillator Gaussian potential function is described in (3).
where
B. THE EXTREMA OF THE MULTIDIMENSIONAL HARMONIC-GAUSSIAN POTENTIAL FUNCTION
The extremum of a function is usually derived from the derivative of the function. Based on the definition of the N-dimensional harmonic oscillator Gaussian potential function, we find that the N-dimensional harmonic oscillator Gaussian potential function is a superposition of the power function and the exponential function. The exponential function and power function are both continuous and twice differentiable. Therefore, the N-dimensional harmonic oscillator Gaussian potential function is continuous and twice differentiable. The first-order partial differential and second-order partial differential equations of the N-dimensional harmonic oscillator Gaussian potential function are shown in (5) and (6), respectively.
46296 VOLUME 7, 2019 In this paper, we determine the extrema of the MHGP using the five definitions mentioned in [10] and [11] . The five definitions provided below are used to determine the extrema. Definition 1: Suppose the n variable function f (X ) = f (x 1 , x 2 , · · · , x n ) has the first-order and second-order partial derivative in the neighborhood of
Definition 2: Point X 0 , which satisfies f (X 0 ) = 0, is defined as the stationary point of f (X ).
Definition 3: The n real symmetric matrix named H (X ), which consists of n 2 second partial derivatives of f (X ), is the Hessian matrix of f (X ) = f (x 1 , x 2 , · · · , x n ) at the point X R n . The Hessian matrix is shown in (7) .
Definition 4 (necessary condition for the existence of extrema): If function f (X ) has the first-order partial derivative at point
Definition 5 (sufficient condition for the existence of extrema): Suppose f (X ) has a first-order and second-order partial derivative in a neighborhood of X 0 R n and f (X 0 ) =
is not the extremum of f (X ).
According to the above definitions, we obtain the gradient and the Hessian matrix of the MHGP. (8) shows the gradient of F n (x), and the matrix shown in (9) is the Hessian matrix of F n (x).
where i = j, (9) can be simplified to (10) , and the simplified matrix is a diagonal matrix.
Positive and negative diagonal elements are examined to determine whether a diagonal matrix is a positive definite matrix. When all the diagonal elements are positive, the diagonal matrix is a positive definite matrix. When all the diagonal elements are negative, the diagonal matrix is a negative definite matrix. When some diagonal elements are negative and some diagonal elements are positive, the diagonal matrix is an indefinite matrix.
Let F(x) = 0; x i has three values, making
The three values are shown in (11) . The N-dimensional harmonic oscillator Gaussian potential function has a total of 3 n stationary points, which can be divided into three categories. One category is x 1 = x 2 = · · · = x n = 0. The number of the first category of stationary points is only one. The second
−β , and the rest of the solutions are in the third category. The number of the second category of stationary points is 2 n .
According to (6) , when
According to the method of determining the positive definiteness of the diagonal matrix, the Hessian matrix, which is composed of the first category of stagnation points, is a negative definite matrix, and the Hessian matrices composed of the second category of stagnation points are positive definite matrices. The Hessian matrices composed of the third category of stagnation points are indefinite matrices. In accordance with Definition 5, the stagnation point X (x i = 0, i = 1 · · · n) is the maximum point, and the stagnation points X (|x i | = −β , i = 1 · · · n) are the minimum points. The number of the maximum point is 1, and the number of the minimum points is 2 n . Fig.1 and Fig.2 show the images of the one-dimensional and two-dimensional harmonic oscillator Gaussian potential function, respectively. The extremes shown in the images are in line with the conditions mentioned above. 
III. THE QUANTUM INTERPRETATION OF THE MQHOA-MMO
The MQHOA-MMO includes two nested iteration processes: the quantum harmonic oscillator (QHO) process and the multiscale (M) process.
A. THE QHO PROCESS
In MQHOA-MMO, we define two important concepts: optimalNum and swarmNum. optimalNum is the population number and swarmNum is the population size. More explanations of optimalNum and swarmNum can be found in [1] .
In the QHO process, the MQHOA-MMO generates optimalNum particle swarms. Every swarm has a center point and swarmNum sampling points that are subject to the same Gaussian distribution. optimalNum is the number represented as the population number and swarmNum as the population size. The Gaussian distribution takes the center point as the mean value and the current scale as the standard deviation.
The QHO process is similar to the DMC method, which was introduced in [8] . The DMC method is a numerical approach to solving the Schrödinger equation, which is suitable for describing the ground state of many quantum systems. In the imaginary-time Schrödinger equation that is defined in the DMC, the wavefunction (x, t) of a single particle of mass m moving along the x-axis is governed by the time-dependent Schrödinger equation. (x, t) can be written as a series expansion in terms of the eigenfunctions ofĤ , as shown in (12) .
where φ n (x) are the eigenfunctions, which are assumed to be orthonormal and real, and E n are the eigenvalues obtained from the time-independent Schrödinger equation, as shown in (13).Ĥ
We label the energy Eigen states as n = 0, 1, 2, · · · and order the energies as shown in (14).
In the quantum physics model, the longest-lasting transient corresponds to the ground state, which has the lowest possible energy of the system. Only if the origin of the energy scale is equal to the ground state energy does the wavefunction converge towards the ground state wavefunction. Since the ground state energy is initially unknown, we must begin with a reasonable guess and improve the estimate of the ground state energy after each time step. Finally, we need a criterion to confirm the wavefunction through which we obtain the ground state wavefunction. The QHO process can be regarded as a process of solving the ground state wavefunction of a time-dependent quantum system. In the QHO process, each iteration is equivalent to the time of the time-dependent Schrödinger equation. We generate optimalNum center points to obtain their probability distribution, which we regard as the square of the absolute value of the wavefunction of an initial high-energy state. In contrast to the MQHOA, in the MQHOA-MMO, each center point needs to be compared with only the sampling points generated from the same Gaussian distribution in every iteration. If the function value of the sampling point is better than that of the center point, then the center point is replaced by the sampling point. During the QHO process, the wavefunction can be written as a series expansion in terms of the eigenfunctions ofĤ . As the iterations continue, the expansion coefficients of the eigenfunctions improve, and the optimalNum center points accumulate at the optimum points. When the optimalNum center points are stable at the optimum points, the probability distribution of the optimalNum center points is the square of the absolute value of the wavefunction of the ground state. The convergence condition of the QHO is the criterion that we use to confirm that the wavefunction is the ground state wavefunction.
B. THE M PROCESS
The M process, or multiscale process, is the variable sampling step size strategy and is an important and problem-independent process for optimization algorithms. The MQHOA-MMO gradually reduces the search step (M process) to precisely obtain the global optimal solutions precisely. The large-scale step corresponds to a global search, and the small-scale step corresponds to a local search. Different scales determine the different accuracy levers of the solutions. According to the principle of uncertainty, the M process is necessary [12] .
C. THE WAVEFUNCTION OF THE MULTIDIMENSIONAL HARMONIC-GAUSSIAN POTENTIAL FUNCTION
As we discussed above, the QHO process can be regarded as a process of solving the ground state wavefunction of a time-dependent quantum system. Using the MQHOA-MMO to optimize the MHGP, the probability distribution of optimalNum is the square of the absolute value of the wavefunction. To simplify the analysis, we regard the probability distribution of optimalNum as the wavefunction. The N atom of ammonia has two mirror symmetrical positions relative to the plane of the three H atoms. Therefore, the quantum system corresponding to the ammonia molecule has two steady states. The probability of the ammonia molecule being in the two states is shown in (15).
As shown in Fig.3 , the optimalNum sampling points accumulate at the lowest point of potential energy. When the ammonia molecule is in the ground state, the probability amplitude concentrates at the two lowest potential energies, which is similar to the ground state wavefunction obtained from the MQHOA-MMO. It means that the ground state wavefunction is consistent with the ground state wavefunction of the ammonia molecule.
IV. FUNCTION OPTIMIZATION FOR THE MULTIDIMENSIONAL HARMONIC-GAUSSIAN POTENTIAL FUNCTION
In this section, we use the MQHOA-MMO to optimize the MHGP. We discuss the optimization of the MHGP with k = 4, α = 5 and β = 3. The goal of optimization is to determine all the solutions that minimize the MHGP.
A. EXPERIMENTAL ENVIRONMENT AND CRITERIA
The MQHOA-MMO is coded in MATLAB R2014, and the simulations are run on an i5 CPU at 2.9 GHz with 8 GB memory. The results are averaged over 50 independent runs. If the difference between a computed solution and a known global optimum is less than 10 −6 , then the solution is considered to be found. The performance of the MQHOA-MMO is measured in terms of the following criteria: 1) Success rate: the percentage of runs in which an algorithm can detect all the global solutions within the specified accuracy σ min . 2) Average solution number: the average number of solutions found over 50 runs with different parameters. 3) Running time: the average running time of the MQHOA-MMO over 50 runs with different parameters.
B. PARAMETERS OF THE MQHOA-MMO
In the MQHOA-MMO, we generate an initial population using two parameters: the optimalNum and swarmNum.
1) THE SWARMNUM
The swarmNum is the number of the points generated from the same Gaussian distribution. First, we discuss the influence of the swarmNum with DIM = 1. When DIM = 1, the number of solutions of the MHGP is 2 1 . The result is shown in Fig.5 , which indicates that the increase in the swarmNum VOLUME 7, 2019 has little effect on the success rate and average number of solutions of the MQHOA-MMO. We choose swarmNum = 40 when the number of solutions is small. The number of solutions of the MHGP increases exponentially with the increase in dimensions.
When DIM = 4, the increase in the optimalNum with swarmNum = 40 has little effect on the success rate and the average number of solutions of the MQHOA-MMO. The results are shown in Table 1 . Therefore, we increase the swarmNum, and the results with different swarmNum are shown in Fig.4 . The increase in the swarmNum has a great effect on the results of the MQHOA-MMO.
In conclusion, increasing the swarmNum has little effect on the performance of the MQHOA-MMO when the number of solutions is less than 10. However, when the number of solutions increases to more than 10, the swarmNum needs to increase to find all the solutions.
2) THE OPTIMALNUM
The optimalNum is the number of particle swarms. As the MQHOA-MMO runs, particle swarms will accumulate at the optimal solutions. Therefore, the optimalNum must be no less than the number of solutions. When DIM 3, swarmNum = 40. When 3 < DIM 5, swarmNum = 350. When DIM = 6, swarmNum = 700. The results of the optimization of the MHGP using the MQHOA-MMO with different optimalNum are shown in Fig.6−11 . Fig.6−11 show the relation of optimization performance and optimalNum. Table 2 exhibits the parameters and the optimization results of the MHGP with different dimensions. With the increase in dimensions, the number of solutions of the MHGP increases exponentially. As the solution number increases, the optimalNum increases as exponential growth, with percentages increasing gradually when the swarmNum is the same value.
V. THE PARAMETERS OF THE MULTIDIMENSIONAL HARMONIC-GAUSSIAN POTENTIAL FUNCTION
In this section, we use the harmonic-Gaussian double-well potential to discuss the influence of the parameters of the VOLUME 7, 2019 MHGP on the extremes. To discuss the influence of one parameter, we fix the values of the other two parameters.
From Section II-B, we know that the stagnation point X = 0 is the maximum point and that the stagnation points −β into (3) with i = 1, we obtain the minimum value of F(X ).
As the (17) shows, the maximum value of F(X ) is determined only by α. The influences of the parameters on the VOLUME 7, 2019 distance and value of the minima of the harmonic-Gaussian double-well potential are shown in Fig.15 .
As discussed above, the change in the harmonic-Gaussian double-well potential parameters influences the barrier of the function. Fig.16 show the influences of the parameters on the optimization results of the MQHOA. Barriers with different heights and widths have little effect on the optimization ability of the MQHOA-MMO.
VI. CONCLUSION
In this paper, we defined a new objective function, the MHGP. The number of extrema of this new objective function is variable. In addition, the values and the positions of these extrema can be accurately obtained with a mathematical method. Therefore, the MHGP can be used to test the optimization ability of the MQHOA-MMO. By changing the parameters of the MHGP, the objective functions with barriers of different heights and widths can be obtained. Experiments show that different barrier heights and widths have little effect on the optimization ability of MQHOA-MMO. The wavefunction, which is determined by the probability distribution of the current optimal solutions, is the main factor influencing the optimization ability of the MQHOA-MMO. When the probability amplitude of the ammonia molecule and the wavefunction of the MQHOA-MMO are compared, their change trends are basically consistent. The physical model of the MQHOA-MMO conforms to the rule of the actual quantum physics model. In further study, we compare the wavefunctions of other practical quantum physics models and the wavefunction of the MQHOA-MMO and attempt to find a method for obtaining the wavefunction of quantum systems from the wavefunction of the MQHOA-MMO.
