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INTRODUCTION
La ge´ome´trie stochastique, ou ge´ome´trie ale´atoire, permet l’e´tude des formes
ge´ome´triques sous un angle probabiliste. On trouvera une excellente in-
troduction a` cette discipline relativement re´cente dans [Sto95], meˆme si de
nombreux re´sultats ont e´te´ obtenus depuis, qu’ils soient the´oriques (trans-
ports de mesures, processus de´terminantaux, tessellations, ste´re´ologie...) ou
applique´s a` la mode´lisation (te´le´communications, me´decine, e´cologie...).
Par exemple, si un ope´rateur mobile de´cide de dimensionner son re´seau
cellulaire, il a le choix entre utiliser un simulateur a` grande e´chelle, ou mettre
en place un mode`le the´orique fonde´ sur quelques hypothe`ses simples, qui
lui permettent de calculer analytiquement certaines grandeurs utiles comme
la probabilite´ de couverture. C’est dans ce second cas que l’emploi de la
ge´ome´trie stochastique s’ave`re le plus fe´cond, car il fournit des outils comme
le calcul de Palm qui donnent un sens pre´cis a` des ide´es intuitives comme
celle ”d’utilisateur typique” ou ”d’antenne typique” (voir [Bac10]). D’une
manie`re ge´ne´rale, le calcul de Palm se re´ve`le extreˆmement commode lorsqu’on
travaille sur des grandeurs qui ne privile´gient aucun point en particulier.
Cette the`se, qui a e´te´ effectue´e pour partie dans les laboratoires de recher-
che d’Orange, pourrait aussi bien s’intituler Les mouvements de foule. En
effet, nous nous inte´ressons particulie`rement a` la mode´lisation des utilisateurs
dans un re´seau cellulaire au cours du temps. Dans la litte´rature, la plupart
des mode`les repre´sentent soit un seul individu au cours du temps (citons par
exemple [Leb05]), soit une foule statique a` un instant donne´. Finalement,
peu de mode`les proposent une conjonction des deux approches (spatiale et
temporelle). C’est ce a` quoi nous nous employons.
Les traces re´cupe´re´es dans le re´seau mobile d’Orange et de ses filiales
pour les besoins de nos expe´rimentations nous ont permis de cre´er des vide´os
d’animation, qui ont e´te´ montre´es au Grand Palais dans le cadre de l’ex-
position d’art nume´rique Dans la Nuit, des Images. Pour en savoir plus et
voir les vide´os, on peut aller consulter le site Internet [Urb08]. Ces traces
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concernaient trois e´ve`nements particuliers du mois de juin 2008, au cours
desquels a` chaque fois pour des raisons culturelles, une foule importante est
spontane´ment descendue dans les rues d’une grande capitale europe´enne :
• la feˆte de la St-Jean (Wianki) a` Varsovie et Cracovie (21 juin)
• la Feˆte de la Musique a` Paris (21 juin)
• les derniers tours de l’Euro de football vus depuis Bucarest (13 juin),
Madrid et Barcelone (28 juin). Le 13 juin e´tait le jour d’un match
iii
Italie-Roumanie tre`s attendu par les Roumains. Le 28 juin e´tait le jour
de la finale, gagne´e par les Espagnols.
iv Introduction
Nous proposons ici trois mode`les que nous espe´rons suffisamment diver-
sifie´s pour repre´senter les principaux comportements d’une foule en milieu
urbain, comme observe´ dans les vide´os de [Urb08] :
• notre premier mode`le, le plus ge´ne´rique, prend en compte la ge´ome´trie
des rues dans une ville, et mode´lise une population stationnaire. Il est
de´veloppe´ dans le chapitre 2
• le deuxie`me mode`le introduit une inter-de´pendance entre les individus
pour rendre compte de la formation et du transfert de ”points chauds”
(hotspots). C’est l’objet du chapitre 3
• enfin, le troisie`me mode`le s’inte´resse a` des comportements plus excep-
tionnels comme les mouvements de re´pulsion, voire de panique, ou les
e´vacuations soudaines. On le trouvera au chapitre 4
Le premier et le troisie`me mode`le font appel a` la the´orie des processus
ponctuels, tandis que le deuxie`me s’appuie sur des re´sultats de type marko-
vien. Avant de les pre´senter, nous proposons dans le chapitre 1 une introduc-
tion au formalisme de la ge´ome´trie stochastique, ainsi que la de´monstration
de nombreux re´sultats the´oriques fondamentaux.
Cette the`se est re´dige´e de manie`re a` eˆtre la plus autonome possible, c’est-
a`-dire lisible sans trop de pre´requis par un ne´ophyte de la ge´ome´trie ale´atoire.
C’est pourquoi nous avons pris le parti de re´exposer plusieurs re´sultats de´ja`
connus et de´montre´s dans la litte´rature. Cela est particulie`rement vrai dans le
chapitre 1, qui est conc¸u comme un cours magistral et dont les re´sultats sont
de´ja` e´tablis depuis longtemps; il ne faudrait donc pas y chercher la pre´sence
de travaux originaux de la part de l’auteur, mais plutoˆt une compilation
de diffe´rents ouvrages de re´fe´rence que nous espe´rons la plus claire possible.
Plus ge´ne´ralement, chaque chapitre contient en introduction la liste pre´cise
des re´sultats a` mettre au cre´dit de l’auteur, et ceux de´ja` connus qui ne sont
rappele´s ici que pour permettre une lecture line´aire de la the`se.
Chapitre 1
THE´ORIE DES PROCESSUS
PONCTUELS
Re´sume´
Dans ce chapitre entie`rement the´orique, nous exposons les fondements de la ge´o-
me´trie ale´atoire, et nous proposons les de´monstrations rigoureuses de plusieurs
re´sultats implicitement admis par la communaute´ qui en fait usage. Ces re´sultats
ont bien suˆr e´te´ tous de´montre´s par le passe´, notamment dans [Kal86] ou [Dal03],
mais leur e´tude peut parfois se re´ve´ler rebutante. A` celui qui malgre´ tout voudrait
s’atteler a` la taˆche par exigence de rigueur, il faudra bien souvent re´unir des
fragments de plusieurs ouvrages diffe´rents pour reconstituer une preuve comple`te.
C’est dans le but d’e´viter ce travail pre´alable que le pre´sent chapitre a e´te´ e´crit :
il compile des re´sultats varie´s glane´s dans la litte´rature, et propose quelques preuves
comple´mentaires ou originales pour certains de´tails techniques. En l’occurrence, il
s’agit de :
• la preuve que les unions finies de pave´s borne´s de R2 forment un anneau
d’ensembles dans la de´monstration du the´ore`me 1.5. Cela permet d’appli-
quer un the´ore`me plus ge´ne´ral de Kallenberg au cas particulier des pave´s,
qu’ils soient ouverts, ferme´s ou semi-ouverts (voir a` ce sujet la remarque
1.1).
• la de´monstration du lemme 1.8 par une technique de pave´s semi-ouverts.
Ce chapitre est conc¸u pour eˆtre compre´hensible par un e´tudiant en mathe´mati-
ques qui posse`de un bagage de premier cycle universitaire en analyse, en topologie
et en the´orie de la mesure. Cela dit, il peut eˆtre omis en premie`re lecture.
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1.1 Introduction
La the´orie ge´ne´rale des processus ponctuels s’applique aux espaces dit po-
lonais, c’est-a`-dire les espaces me´triques se´parables (autrement dit, qui ad-
mettent une famille de points de´nombrable et dense), et complets. Cela dit,
pour la plupart des applications, l’espace ambiant conside´re´ sera R2 ou une
partie ferme´e de R2. Ce sont e´videmment des espaces polonais (conside´rer
la famille des points a` coordonne´es rationnelles). Aussi, pour des raisons
pe´dagogiques, nous nous limiterons au cas de R2 dans l’expose´ qui suit.
Nous commenc¸ons par de´finir ce qu’est une mesure ponctuelle, puis nous
e´tudions la tribu standard de´finie sur l’ensemble de ces mesures. En par-
ticulier, nous de´montrons que cette tribu est engendre´e par les ”billards a`
n boules”, c’est-a`-dire les e´ve`nements du type ”Φ contient n points dans un
rectangle donne´”. Cela nous permet par la suite de prouver toute une se´rie de
re´sultats sur les mesures ponctuelles ale´atoires, comme la formule de Mecke,
la caracte´risation des processus simples par leurs probabilite´s vides, ou la ca-
racte´risation des processus de´terminantaux par leurs intensite´s jointes. Cela
nous permettra aussi dans le chapitre 2 de de´montrer la mesurabilite´ de notre
processus de population.
Dans tout le chapitre, si E de´signe un espace topologique, on note B(E)
sa tribu bore´lienne, c’est-a`-dire la tribu engendre´e par les ouverts de E.
1.2 Tribu sur l’ensemble des mesures
ponctuelles
Avant tout, voici un petit lemme tre`s intuitif qui nous sera utile par la suite :
Lemme 1.1. Soit E un espace topologique et F ∈ B(E), muni de la topologie
induite. Alors
B(F ) = {A ∈ B(E)/A ⊂ F}.
De´monstration - Tous les ouverts de F s’e´crivent comme l’intersection de
F et d’un ouvert de E, donc ils appartiennent a` B(E). Ainsi B(F ) ⊂
B(E), et tout e´le´ment de B(F ) est a` la fois dans B(E) et inclus dans F .
Re´ciproquement, soit A ∈ B(E) avec A ⊂ F . Posons :
T = {X ⊂ E/X ∩ F ∈ B(F )}.
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On ve´rifie sans peine que T est une tribu sur E et qu’elle contient les
ouverts de E. Donc elle contient B(E), et en particulier A :
A ∈ T ⇒ A ∩ F ∈ B(F ).
Or A = A ∩ F , ce qui ache`ve la preuve. 
Par la suite, nous ferons implicitement usage de ce lemme toutes les fois
que nous devrons conside´rer la restriction d’une mesure ponctuelle a` une
partie de R2, notamment pour les questions de mesurabilite´ lorsque nous
partitionnerons le plan en carre´s de plus en plus fins.
1.2.1 Premie`res de´finitions
Soit φ une mesure sur B(R2). Pour commencer, on pose la
De´finition 1.1. φ est une mesure ponctuelle ssi :
• elle est a` valeurs dans N ∪ {∞};
• elle est localement finie, c’est-a`-dire finie sur tout bore´lien borne´.
On note M l’ensemble des mesures ponctuelles sur R2. Pour les appli-
cations, on interpre`te souvent φ comme une somme de Diracs δxn , ou` les
xn ∈ R2 sont les ”points” de φ. Plus pre´cise´ment, on pose la de´finition
alternative suivante :
De´finition 1.2. φ est une mesure ponctuelle si et seulement si elle s’e´crit
φ =
∑
n∈A δxn , ou` :
• A est au plus de´nombrable;
• les xn ne pre´sentent aucun point d’accumulation;
• pour tout point de R2, il n’existe qu’un nombre fini de xn qui lui sont
e´gaux (en d’autres termes, φ ne posse`de jamais de masse infinie con-
centre´e en un point).
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Proposition 1.2. Les de´finitions (1) et (2) sont e´quivalentes.
De´monstration - Montrons d’abord (2) ⇒ (1). Dans ce cas, φ est bien a`
valeurs entie`res sur tout bore´lien (notons au passage qu’elle est de´finie sur
toute partie de R2, pas seulement sur les bore´liens). Il reste a` montrer
qu’elle est localement finie. Soit donc B un borne´, il est inclus dans un
compact K (par exemple son adhe´rence). Si les xn prenaient une infinite´
de valeurs diffe´rentes sur K, alors on pourrait construire par le the´ore`me de
Bolzano-Weierstrass un point d’accumulation pour φ, d’ou` contradiction. Ils
ne prennent donc qu’un nombre fini de valeurs, et pour chaque valeur ils ne
sont qu’un nombre fini a` la prendre. On a donc φ(K) < ∞, et a fortiori
φ(B) <∞.
On passe a` pre´sent a` (1) ⇒ (2). On commence par conside´rer φ˜, la
restriction de φ a` B([0, 1[×[0, 1[)1. φ˜([0, 1[2) est un entier n. On va montrer
par re´currence sur n que φ˜ est une somme finie de Diracs. Pour n = 0, le
re´sultat est trivial. Supposons le re´sultat vrai jusqu’au rang n − 1 (n ≥ 1),
et soit φ˜ telle que φ˜([0, 1[2) = n > 0. On commence par partitionner [0, 1[2
en 4 sous-carre´s disjoints comme sur la figure 1.1. Au moins l’un d’eux est
de mesure ≥ 1. On partitionne a` nouveau celui-ci en 4 sous-carre´s, et ainsi
de suite.
Fig. 1.1: partition du carre´ unite´ en sous-carre´s emboˆıte´s.
On obtient ainsi une suite (Km) de carre´s emboˆıte´s dont le coˆte´ est divise´
par deux a` chaque e´tape, et tous de mesure ≥ 1. Comme pour toute suite
1 On rappelle qu’il est le´gitime de restreindre φ a` B([0, 1[2) d’apre`s le lemme 1.1.
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emboˆıte´e de compacts dont le diame`tre tend vers 0 dans un espace complet,
l’intersection des Km est re´duite a` un singleton {x}. Or la suite (φ˜(Km)) est
de´croissante et minore´e par 1. Donc elle admet une limite ≥ 1, qui est par
ailleurs e´gale a` φ˜({x}), car φ˜ est de masse totale <∞.
A` partir de la`, on ve´rifie facilement que (φ˜ − δx) est encore une mesure
(positive) sur [0, 1[2, de masse totale ≤ n − 1. Ainsi on peut appliquer
l’hypothe`se de re´currence.
Puis on conclut dans le cas ge´ne´ral en remarquant que φ est la somme
de ses restrictions aux diffe´rents carre´s [m,n[×[m+1, n+1[ (m,n ∈ Z). Sur
chacun de ces carre´s, elle est la somme d’un nombre fini de Diracs. Finale-
ment, une somme de´nombrable de sommes finies est encore de´nombrable,
d’ou` le re´sultat. 
Proposition 1.3. On a unicite´ de l’e´criture a` la permutation des xn pre`s.
De´monstration - Sans perte de ge´ne´ralite´, quitte a` regrouper les xn qui sont
e´gaux, on peut toujours e´crire φ =
∑
n αnδxn , ou` les αn ∈ N⋆ et les xn sont
tous diffe´rents. Supposons qu’on ait deux e´critures pour φ :∑
n
αnδxn =
∑
m
βmδym .
Alors quel que soit ym, on a φ({ym}) = βm > 0, ce qui montre bien que l’un
des xn doit eˆtre e´gal a` ym, et que son coefficient αn est alors e´gal a` βm. La
re´ciproque est e´galement vraie, ce qui ache`ve la preuve de l’unicite´. 
Au cours des de´monstrations des deux dernie`res propositions, on a mon-
tre´ que les points de φ e´taient uniquement de´termine´s par des grandeurs de
la forme φ(A), ou` A parcourt B(R2). Presque sans aucun travail supple´men-
taire, en anticipant un peu sur ce qui va suivre, on en de´duit le
Corollaire 1.4. Deux processus ponctuels ale´atoires Φ et Ψ sont e´gaux en
loi si et seulement s’ils ont presque suˆrement les meˆmes points.
De´monstration - Soient donc Φ et Ψ e´gaux en loi. Comme les diffe´rents
carre´s [m,n[×[m+1, n+1[ (m,n ∈ Z) sont en quantite´ de´nombrable, il suffit
de prouver que sur chacun d’entre eux, Φ et Ψ posse`dent presque suˆrement les
meˆmes points. Sans perte de ge´ne´ralite´, on se place sur [0, 1[2. De la meˆme
manie`re que dans la proposition 1.2, on de´coupe le carre´ en sous-carre´s de
6 Chapitre 1. The´orie des processus ponctuels
plus en plus petits. L’e´ve`nement ”Φ et Ψ n’ont pas les meˆmes points” est
inclus dans l’union des e´ve`nements ”sur tel sous-carre´ donne´, Φ et Ψ n’ont
pas la meˆme valeur”. Ces e´ve`nements sont tous de probabilite´ nulle, et ils
sont en quantite´ de´nombrable. La re´ciproque est triviale. 
Implicitement, ce corollaire sera tre`s largement utilise´ toutes les fois qu’on
voudra acce´der aux points de Φ pour calculer des probabilite´s. Par exemple,
il permet de donner un sens a` la notion de ”point d’un processus le plus
proche de l’origine”.
1.2.2 Construction d’une tribu sur M
Pour pouvoir parler de mesure ale´atoire, il est ne´cessaire de de´finir une tribu
M sur M. Ge´ne´ralement, M est de´finie dans la litte´rature comme la plus
petite tribu telle que les applications φ 7→ φ(K) soient mesurables, ou` K
parcourt un ensemble donne´ dans la de´finition. Par exemple, on peut dire que
c’est la tribu engendre´e par les ensembles {φ/φ(K) ≤ N}, ou {φ/φ(K) ≥ N},
ou encore {φ/φ(K) = N}, etc.
La plupart du temps, on demande a` K de parcourir B(R2) (pour une
re´fe´rence, voir par exemple [Sto95]). Nous allons voir qu’en fait on peut sans
dommage restreindre K aux compacts, et meˆme aux pave´s borne´s.
De´finition 1.3. On appelle pave´ borne´ un bore´lien de la forme (a, b)×(c, d),
ou` les bornes sont indiffe´remment ouvertes ou ferme´es et a, b, c, d sont finis.
The´ore`me 1.5. Les deux de´finitions (avec les compacts et les bore´liens) sont
e´quivalentes, elles de´finissent la meˆme tribu. On peut meˆme se restreindre a`
K ∈ P, l’ensemble des pave´s borne´s, ce qu’on peut re´sumer symboliquement
par :
Mpave´s =Mcompacts =Mbore´liens.
De´monstration - Bien suˆr, on a de´ja` :
Mpave´s ⊂Mcompacts ⊂Mbore´liens.
Il reste a` prouver les inclusions re´ciproques, nous pre´sentons pour cela
deux approches.
Dans un premier temps, nous montrons l’inclusion Mpave´s ⊃ Mcompacts.
La preuve est assez directe et visuelle. A` vrai dire on pourrait s’en passer,
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vu qu’ensuite on prouve la grande inclusion Mpave´s ⊃ Mbore´liens. Mais elle
est pe´dagogiquement utile, car elle nous permet d’introduire une technique
de partition d’un compact en carre´s qui nous servira par la suite.
Dans un deuxie`me temps, nous montrons l’inclusion Mpave´s ⊃Mbore´liens.
La preuve est conside´rablement plus complique´e, et elle n’est absolument
pas visuelle. D’ailleurs, il n’est pas indispensable de la parcourir en premie`re
lecture. La seule raison pour laquelle nous la proposons ici est que nous
n’avons pas pu la trouver in extenso dans la litte´rature. Malgre´ tout, une
tre`s grande partie se trouve dans [Kal86] (et dans une moindre mesure dans
[Hal74]). 
Premie`re approche : Mpave´s ⊃Mcompacts
La preuve se fait en plusieurs e´tapes :
• soit K un compact quelconque. Pour n ∈ N⋆ fixe´, on construit un
maillage du plan par des carre´s ferme´s de coˆte´ 1/2n et centre´s sur les
points de la forme (x/2n, y/2n), avec x et y entiers. Puis on conside`re
la famille (Km,n)m de tels carre´s qui ont une intersection non vide avec
K. Comme K est borne´ (en tant que compact), cette famille est finie
par simple comparaison des surfaces (voir figure 1.2).
Pour finir, on note Kn =
⋃
mKm,n. (Kn)n∈N est une suite de compacts
emboˆıte´s qui approxime de plus en plus finement K. Son intersection
vaut exactement K, car K est ferme´ en tant que compact (ainsi, tout
point exte´rieur a` K se trouve a` une distance strictement positive de K,
et donc a` partir d’un certain rang, tout Km,n le contenant sera disjoint
de K).
Ensuite, on voit qu’on peut exprimer les e´ve`nements sur K par des
e´ve`nements sur les Km,n, voici comment.
• Mcompacts est engendre´e par les e´ve`nements du type : {φ(K) ≥ N}, or
toutes les φ de M e´tant localement finies, on a φ(K) = limn φ(Kn), et
de plus la limite est de´croissante. On en de´duit facilement :
{φ(K) ≥ N} =
⋂
n
{φ(Kn) ≥ N}.
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Fig. 1.2: partition d’un compact en carre´s.
• e´tape suivante : enlever les bords de certains Km,n pour qu’ils forment
une partition de Kn, et non un simple recouvrement. Pour cela, on
exprime Kn comme l’union :
– des sommets du maillage;
– puis des areˆtes du maillage prive´es de leurs sommets;
– puis des Km,n prive´s de leurs bords.
Fig. 1.3: de´composition de Kn.
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Les nouveaux K˜in que l’on obtient ont ze´ro, une ou deux dimensions.
Ce sont tous des pave´s (ouverts, ferme´s ou semi-ouverts).
• dernie`re e´tape : on a donc construit nos nouveaux K˜i,n disjoints en
nombre fini (1 ≤ i ≤ I). Il ne reste plus qu’a` remarquer :
{φ(Kn) ≥ N} =
⋃
N ′≥N
⋃
∑I
i=1 αi=N
′
I⋂
i=1
{φ(K˜i,n) = αi}︸ ︷︷ ︸
∈Mpave´s
pour comple´ter la preuve. 
Seconde approche : Mpave´s ⊃Mbore´liens
Quelques de´finitions pour commencer :
• on rappelle qu’un anneau d’ensembles est une famille de parties (de
R2 dans notre cas) qui est stable par union finie et diffe´rence ensem-
bliste. Par exemple, la famille B des bore´liens borne´s est un anneau
d’ensembles. Un σˆ-anneau est un anneau qui en plus est stable par
union de´nombrable domine´e par un borne´. C’est encore le cas de B.
• l’intersection de deux anneaux est encore un anneau. De meˆme avec les
σˆ-anneaux. Par ailleurs, si on se donne une famille de parties de R2, il
existe toujours un anneau / σˆ-anneau qui la contient, a` savoir la famille
de toutes les parties de R2. On peut donc le´gitimement parler de plus
petit anneau / σˆ-anneau engendre´ par une famille. Pour une famille A
quelconque de parties de R2, on note σˆ(A) le σˆ-anneau engendre´.
Lemme 1.6. On a σˆ(P) = B.
De´monstration - En effet, d’une part B contient P et c’est un σˆ-anneau,
donc σˆ(P) ⊂ B.
Re´ciproquement, soit B un bore´lien borne´. On va montrer que B ∈ σˆ(P).
Pour commencer, il existe un pave´ P0 ∈ P qui contient B. On conside`re alors
l’ensemble des pave´s inclus dans P0 et le σˆ-anneau qu’ils engendrent :
Σ = σˆ({P ∈ P/P ⊆ P0}).
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Alors Σ ⊃ B(P0), la tribu bore´lienne sur P0. En effet Σ contient les pave´s
P ⊂ P0, et c’est une tribu sur P0 :
• P0 ∈ Σ
• si X ∈ Σ, alors P0\X ∈ Σ (stabilite´ par diffe´rence ensembliste)
• si (Xn) est une famille de´nombrable d’e´le´ments de Σ, alors
⋃
Xn ∈ Σ
(stabilite´ par union de´nombrable domine´e). On rappelle que tous les
e´le´ments de Σ sont borne´s par P0 : en effet, la famille de toutes les
sous-parties de P0 est un σˆ-anneau qui contient les P ⊆ P0, donc qui
contient Σ.
Par ailleurs, on sait que Σ ⊂ σˆ(P) : en effet, tous les σˆ-anneaux qui
contiennent les pave´s contiennent en particulier ceux inclus dans P0, donc ils
contiennent Σ. Donc leur intersection contient elle aussi Σ.
Jusqu’ici, on a donc montre´ B(P0) ⊂ σˆ(P). Pour conclure, il ne reste plus
qu’a` remarquer que B, en tant que bore´lien de R2 inclus dans P0, est aussi
un bore´lien de P0 d’apre`s le lemme 1.1. 
A` pre´sent, on de´finit une classe monotone borne´e (CMB) comme une
famille de parties stable par limite monotone (union croissante ou intersection
de´croissante) domine´e par un borne´. On de´finit de meˆme la plus petite CMB
engendre´e par une partie.
Lemme 1.7. Soit C un anneau de parties borne´es, et soit D ⊃ C une CMB.
Alors D ⊃ σˆ(C).
De´monstration - Si on note M la CMB engendre´e par C, on a D ⊃ M .
Ensuite, si on peut montrer que M est un σˆ-anneau, on aura M ⊃ σˆ(C)
ce qui ache`vera la preuve. Introduisons pour toute partie F borne´e de R2
l’ensemble :
K(F ) = {E borne´ de R2 tel que E\F ∈M,F\E ∈M et E ∪ F ∈M}.
• on remarque que E et F jouent des roˆles syme´triques, si bien que
E ∈ K(F )⇔ F ∈ K(E);
• K(F ) est stable par limite monotone domine´e. En effet, soit (En)
une suite monotone dans K(F ), majore´e par un certain E ⊂ R2 borne´.
Montrons que limnEn ∈ K(F ) :
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– limnEn est bien borne´e;
– (limnEn)\F = limn(En\F︸ ︷︷ ︸
∈M
)
or (En\F ) est monotone borne´e par E;
– F\(limnEn) = limn(F\En︸ ︷︷ ︸
∈M
)
or (F\En) est inversement monotone par rapport a` (En), et elle
est majore´e par F (lui-meˆme borne´);
– F ∪ (limnEn) = limn(F ∪ En︸ ︷︷ ︸
∈M
)
or (En ∪ F ) est monotone et majore´e par E ∪ F (lui-meˆme borne´).
Conclusion : lorsque K(F ) 6= ∅, c’est une CMB.
• soit F ∈ C fixe´. Tous les E ∈ C sont dans K(F ), car ils sont borne´s
et E\F , F\E et E ∪ F sont dans C ⊂ M (stabilite´ par diffe´rence
ensembliste et union finie). Autrement dit, K(F ) contient C, donc elle
est non vide, et c’est une CMB. Donc elle contient M .
• continuons : soit E ∈ M quelconque. Quel que soit F ∈ C, on a
E ∈ M ⊂ K(F ), donc par syme´trie F ∈ K(E). Ainsi, K(E) contient
C, il est non vide, c’est une CMB et il contient donc M .
• autrement dit, ∀E ∈ M, M ⊂ K(E). On en de´duit que M est stable
par diffe´rence ensembliste et par union finie. C’est donc un anneau
d’ensembles. Comme il est stable par limite monotone borne´e, il est
e´galement stable par union de´nombrable borne´e, comme on peut s’en
convaincre en e´crivant :
∞⋃
n=0
En =
∞⋃
n=0
(
n⋃
k=0
Ek
)
.
M est donc un σˆ-anneau, ce qui ache`ve la preuve. 
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Preuve du the´ore`me 1.5 : Mbore´liens ⊂Mpave´s.
De´monstration - De´ja`, notons que pour les e´ve`nements deMbore´liens on peut
toujours se ramener aux bore´liens borne´s. En effet, si B n’est pas borne´, il
suffit d’e´crire :
φ(B) ≤ N ⇔ ∀n, φ(B ∩Dn) ≤ N, (1.1)
ou` Dn est le disque de rayon n centre´ sur l’origine.
Ensuite, on pose :
D = {B ∈ B/ l’application : φ 7→ φ(B) est Mpave´s-mesurable }
(on rappelle que B de´signe l’ensemble des bore´liens borne´s de R2).
• soit (Bn) une suite monotone borne´e d’e´le´ments de D. Comme φ
est localement finie, les φ(Bn) sont uniforme´ment borne´s, donc on
a φ(limnBn) = limn φ(Bn). A` partir de la`, on voit facilement que
limnBn ∈ D. Par exemple :
lim
n
φ(Bn) < N ⇔ ∃n, ∀m ≥ n, φ(Bm) < N. (1.2)
• les unions finies de pave´s borne´s de R2 forment un anneau d’ensembles
C contenu dans D. En effet :
– tout e´le´ment de C peut-eˆtre exprime´ comme une union de pave´s
disjoints. Soit C =
⋃n
k=1 Pn un e´le´ment de C. On prouve le
re´sultat par re´currence sur n :
∗ pour n = 1, le re´sultat est trivial.
∗ si le re´sultat est vrai au rang n − 1, alors quitte a` re´e´crire
l’union des n−1 premiers pave´s comme une union disjointe, on
peut conside´rer sans perte de ge´ne´ralite´ qu’ils sont disjoints.
Puis on re´e´crit chacun des Pk ∪ Pn (1 ≤ k ≤ n − 1) comme
l’union de Pn et de 3 pave´s disjoints au plus, comme illustre´
sur les figures ci-contre. On ve´rifie qu’il est toujours possible
de rendre les bords disjoints le long de nos de´coupes (au pire,
il suffirait de rajouter des pave´s de´ge´ne´re´s en areˆtes ou en
sommets, comme sur la figure 1.3). Ainsi la re´currence est
acheve´e.
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– C est bien suˆr stable par union finie. Quant a` la stabilite´ par
diffe´rence ensembliste, la diffe´rence de deux pave´s est encore une
union de pave´s (voir figures ci-dessus), puis on e´tend sans peine
le re´sultat a` la diffe´rence de deux unions de pave´s, en e´crivant par
distributivite´ cette diffe´rence a` l’aide d’unions et d’intersections.
C est donc bien un anneau d’ensembles.
– D contient bien C.
En effet, soit C =
⋃n
k=1 Pk un e´le´ment de C, ou` les Pk ont e´te´ choi-
sis disjoints; alors φ 7→ φ(C) est bien Mpave´s-mesurable puisque :
{φ/φ(C) = N} =
⋃
α1+α2+...+αn=N
n⋂
k=1
{φ/φ(Pk) = αk}. (1.3)
• finalement, D est stable par limite monotone borne´e et elle contient C,
un anneau de parties borne´es. Donc d’apre`s le lemme 1.7, elle contient
aussi σˆ(C) = σˆ(P).
Or σˆ(P) = B par le lemme 1.6.
Ainsi le the´ore`me est de´montre´. 
Remarque 1.1. On peut restreindre encore plus la famille que parcourt
K, et se limiter a` la seule famille des pave´s ouverts, ou des pave´s semi-
ouverts, ou des pave´s ferme´s. En effet, tout pave´ de P peut s’exprimer comme
limite de pave´s d’un genre particulier, puis il suffit d’utiliser l’argument de φ
localement finie pour conclure comme dans la de´monstration du paragraphe
1.2.2. Cette remarque sera abondamment utilise´e dans la suite du chapitre.
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Remarque 1.2. Le the´ore`me s’e´tend sans proble`me au cas des mesures non
ponctuelles (c’est a` dire a` valeurs re´elles positives), pourvu qu’elles restent
localement finies. Les trois seuls points a` adapter sont les e´quations (1.1),
(1.2) et (1.3) :
• pour l’e´quation (1.1), il suffit de remplacer N ∈ N par t ∈ R+:
φ(B) ≤ t⇔ ∀n, φ(B ∩Dn) ≤ t.
• pour l’e´quation (1.2), on e´crit:
lim
n
φ(Bn) < t⇔ ∃r ∈ Q+, r < t et ∃n, ∀m ≥ n, φ(Bm) ≤ r.
• enfin, pour l’e´quation (1.3), on e´crit:
{φ/φ(C) < t} =
⋃
r1+r2+...+rn<t
rk∈Q+
n⋂
k=1
{φ/φ(Pk) < rk}.
1.3 Quelques applications
Avant de prouver la formule de Mecke, il nous semble inte´ressant de dire
quelques mots de la probabilite´ de Palm d’un processus.
1.3.1 Probabilite´ de Palm
Soit un processus Φ ge´ne´re´ sous une probabilite´ P. On suppose que Φ est
stationnaire, c’est-a`-dire que sa loi est invariante par translation, et on de´finit
son intensite´ par λ = E[Φ([0, 1[2)]. Si Φ est d’intensite´ finie, on ve´rifie
imme´diatement que la mesure E[Φ(.)] est finie sur tout borne´, puisqu’il suf-
fit d’inclure ce borne´ dans une re´union finie de carre´s unite´ et d’utiliser la
stationnarite´. Comme elle est aussi invariante par translation, on en de´duit
qu’elle est proportionnelle a` la mesure de Lebesgue, λ e´tant le coefficient de
proportionnalite´.
Le fait que Φ soit stationnaire permet de donner un sens a` la notion de
”point typique” a`-travers la probabilite´ de Palm. Commenc¸ons par donner
la de´finition la plus directe de cette probabilite´ (due a` Matthes), meˆme si ce
n’est pas la plus intuitive. Pour plus de de´tails, on pourra consulter [Sto95],
[Bac10] ou [Dal03].
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De´finition 1.4. Le probabilite´ de Palm de Φ est de´finie par :
∀A ∈M, P0(A) = E0[1(Φ ∈ A)] = 1
λm(B)
E
[∫
x∈Φ∩B
1(Φ−x ∈ A) Φ(dx)
]
ou` B est un bore´lien de mesure (de Lebesgue) non nulle et Φ−x est le translate´
de Φ selon −x. Par stationnarite´, on ve´rifie que la de´finition est inde´pendante
du choix de B.
Pour justifier cette de´finition, nous avons d’abord besoin du
Lemme 1.8. La fonction (x, φ) 7→ (x, φ−x) est mesurable.
De´monstration - Par de´finition, la tribu B(R2) ⊗M est engendre´e par les
B × Y , ou` B est un bore´lien de R2 et Y est M-mesurable. On sait qu’on
peut se restreindre a` une famille de B qui engendre B(R2), et a` une famille
de Y qui engendre M.
Par exemple, on peut prendre pour B les pave´s semi-ouverts (voir re-
marque 1.1) de la forme [a, b[×[c, d[ et pour Y les ensembles de la forme
{φ/φ(P ) ≥ N}, ou` N est un entier et P est un autre pave´ semi-ouvert de la
meˆme forme [e, f [×[g, h[.
Sans perte de ge´ne´ralite´ et pour ne pas surcharger les notations, on peut
supposer [a, b[×[c, d[= [0, 1[ 2. La question est alors de savoir si :
{(x, φ)/(x, φ−x) ∈ [0, 1[ 2×Y }
est mesurable pour la tribu produit. Cet ensemble peut se re´e´crire :
E =
⋃
x∈[0,1[ 2
{x} × {φ/φ(Px) ≥ N}
(ou` Px est le translate´ de P selon x). Le proble`me, c’est que cette union est
inde´nombrable. L’ide´e est donc de l’approximer de plus en plus finement par
des unions de´nombrables (voire finies). Notons :
Ex = {φ/φ(Px) ≥ N}
et introduisons, pour n ∈ N :
Fn =
⋃
0≤i<2n
0≤j<2n
([
i
2n
,
i+ 1
2n
[
×
[
j
2n
,
j + 1
2n
[ )
× E(i/2n,j/2n).
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En notant x = (x1, x2), on introduit les entiers in et jn de´finis par :
in
2n
≤ x1 < in + 1
2n
,
jn
2n
≤ x2 < jn + 1
2n
.
L’ide´e est d’approcher φ(Px) par les φ
(
P(in/2n,jn/2n)
)
, ce qui a un sens si la
fonction x 7→ φ(Px) est continue a` gauche selon ses deux coordonne´es x1
et x2. Or c’est bien le cas puisque P est un pave´ semi-ouvert de la forme
[e, f [×[g, h[. Introduisons F = lim infn Fn.
On a :
• E ⊂ F
En effet, soit (x, φ) tel que φ(Px) ≥ N . Comme
φ(Px) = lim
n
φ
(
P(in/2n,jn/2n)
)
,
les φ
(
P(in/2n,jn/2n)
)
sont ≥ N a` partir d’un certain rang n0. Par
conse´quent, φ ∈ E(in/2n,jn/2n) pour n ≥ n0, et (x, φ) ∈ F .
• F ⊂ E
En effet, si (x, φ) ∈ F , alors ∃n0, ∀n ≥ n0, (x, φ) ∈ Fn, ou de manie`re
e´quivalente φ
(
P(in/2n,jn/2n)
) ≥ N .
Alors par passage a` la limite, φ(Px) ≥ N .
Enfin, comme les Fn sont mesurables, F l’est aussi, ce qui ache`ve la preuve
du lemme. 
Revenons a` la probabilite´ de Palm : on peut voir P0(A) comme le taux
moyen d’observation de A en de´calant l’origine successivement sur chaque
point de Φ. Bien suˆr il ne s’agit que d’un argument heuristique, car Φ com-
porte une infinite´ de points, mais dans le cas ou` Φ est ergodique (voir [Bac10])
on dispose effectivement d’un the´ore`me limite qui justifie cette affirmation
(voir [Dal03]) :
P− presque suˆrement, P0(A) = lim
Bn↑R2
1
λm(Bn)
∑
xk∈Bn∩Φ
1(Φ−x ∈ A),
ou` (Bn)n∈N est une suite de convexes telle que m(Bn+1)/m(Bn)→ 1.
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1.3.2 La formule de Mecke
Il existe de multiples variantes de cette ce´le`bre formule due a` Joseph Mecke,
toutes e´quivalentes. Nous choisissons de montrer la formule (7.1.1.) de
[Sto95] (p. 229). Soit Φ un processus ponctuel stationnaire sur R2. On
note P la probabilite´ stationnaire associe´e et λ l’intensite´ de Φ. Soit f est
une fonction de R2 × M dans R+, mesurable au sens de la tribu produit
B(R2)⊗M, alors :
λ
∫ ∫
f(x, φ) dx P0(dφ) =
∫ ∫
f(x, φ−x)φ(dx)P(dφ), (1.4)
ou` dx de´signe la mesure de Lebesgue sur R2, P0 de´signe la mesure de Palm
sur M, et φ−x est le translate´ de φ selon −x.
Graˆce au lemme 1.8, on ve´rifie la bonne de´finition de l’inte´grale de droite
dans (1.4). Ensuite, il suffit d’e´crire la formule pour f fonction indicatrice, ce
qui est litte´ralement la de´finition de la probabilite´ de Palm, puis on conclut
par un argument standard de convergence monotone.
1.3.3 Caracte´risation d’un processus ponctuel simple
par ses probabilite´s vides
Nous avons d’abord besoin de la
De´finition 1.5. Un processus ponctuel Φ est simple si et seulement s’il ne
contient presque suˆrement aucun point multiple au sens de la de´finition 1.2.
On lit souvent qu’un processus ponctuel simple est caracte´rise´ par ses
”probabilite´s vides” (void probabilities dans la litte´rature anglo-saxonne),
c’est-a`-dire les probabilite´s P(φ(K) = 0) quand K parcourt les compacts.
Autrement dit, si deux processus ponctuels simples ont les meˆmes proba-
bilite´s vides, alors ils sont e´gaux en loi. C’est ce que nous nous proposons de
montrer maintenant.
Attention, cette condition de simplicite´ est essentielle! Par exemple, si Φ
est un processus simple, il a les meˆmes probabilite´s vides que 2Φ, mais il n’a
e´videmment pas la meˆme loi. On restreint donc M aux processus simples, et
on de´finitM sur M de la meˆme manie`re. Tous les raisonnements pre´ce´dents
restent a fortiori valables, et notamment le the´ore`me 1.5.
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Lemme 1.9. Lorsqu’on se restreint aux processus simples, la tribu M est
engendre´e par les ensembles de la forme YP = {φ/φ(P ) = 0}, lorsque P
parcourt les pave´s semi-ouverts de la forme [a, b[×[c, d[.
De´monstration - On sait queM est engendre´e par les ensembles de la forme
{φ/φ(P ) = N}, avec P semi-ouvert et N entier. Sans perte de ge´ne´ralite´
et pour plus de clarte´, on conside`re la` aussi P = [0, 1[×[0, 1[. Comme sur
la figure 1.1, on conside`re pour n fixe´ la partition de P en 4n carre´s de coˆte´
1/2n :
P =
⋃
0≤i<2n
0≤j<2n
P ni,j
avec
P ni,j =
[
i
2n
,
i+ 1
2n
[
×
[
j
2n
,
j + 1
2n
[
.
Alors, comme φ est simple, il est imme´diat que φ(P ) = N si et seulement
s’il existe un n tel que dans la partition d’ordre n, N petits carre´s contiennent
un point et un seul, et les 4n −N carre´s restants sont vides :
{φ(P ) = N} =
⋃
n
⋃
0≤i1<...<iN<2n
0≤j1<...<jN<2n
(
N⋂
k=1
{φ(P nik,jk) = 1}
)
⋂ ⋂
(i,j) restants
{φ(P ni,j) = 0}

 .
Il ne reste donc plus qu’a` re´exprimer chaque {φ(P nik,jk) = 1}. A` nouveau
pour alle´ger les notations, on revient a` P = [0, 1[×[0, 1[, et c’est {φ(P ) = 1}
qu’on va re´exprimer.
Cette fois, on ve´rifie facilement que φ(P ) = 1 si et seulement si toutes
les partitions ont la meˆme proprie´te´, a` savoir que presque tous les 4n petits
carre´s sont vides, sauf un. Donc :
{φ(P ) = 1} =
⋂
n
⋃
0≤i0<2n
0≤j0<2n
YPni0,j0
⋂ ⋂
(i,j) restants
YPni,j

 ,
ce qui ache`ve la preuve du lemme. 
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Lemme 1.10. M est engendre´e par les ensembles YK = {φ/φ(K) = 0},
lorsque K parcourt les compacts.
De´monstration - En fait, on a meˆme mieux que cela, puisqu’on peut se res-
treindre aux compacts qui sont des pave´s. L’argument est toujours le meˆme,
a` savoir par approximation : tout pave´ semi-ouvert P est limite croissante de
pave´s compacts Kn, puis on conclut par : φ(K) = 0⇔ ∀n, φ(Kn) = 0. 
The´ore`me 1.11. Un processus ponctuel simple Φ est caracte´rise´ par les
probabilite´s P(Φ(K) = 0), lorsque K parcourt les compacts.
De´monstration - Il suffit de remarquer que la classe des ensembles YK pour
K compact est stable par intersection finie, car φ(K) = 0 et φ(K ′) = 0 si
et seulement si φ(K ∪ K ′) = 0, or K ∪ K ′ est compact. Ensuite, si deux
probabilite´s-images (issues de deux processus ponctuels) co¨ıncident sur cette
classe, alors par le the´ore`me 1.16 elles co¨ıncident sur la tribu engendre´e,
c’est-a`-dire B(R2). 
Il s’agit d’une caracte´risation extreˆmement commode, qui peut servir par
exemple a` montrer que telle probabilite´ correspond a` la distribution de Palm
de telle autre probabilite´. Elle permet aussi de parler rigoureusement du
processus de´terminantal de noyau K, comme le montre la partie suivante.
1.3.4 Caracte´risation d’un processus de´terminantal
par ses intensite´s jointes
Rappelons qu’e´tant donne´ un processus ponctuel Φ, sa n-e`me mesure fac-
torielle est une mesure sur (R2)n. Pour A1, . . . , An bore´liens de R
2, elle est
de´finie par :
M (n)(A1 × . . .× An) = E
[ 6=∑
x1,...,xn∈Φ
1(x1 ∈ A1, . . . ,xn ∈ An)
]
. (1.5)
Le signe 6= au-dessus de la somme signifie que les xi sont pris deux a` deux
distincts2. Rappelons que par le corollaire 1.4, cette espe´rance est de´finie
2 plus exactement, il s’agit de points distincts de Φ lorsqu’on la regarde comme une
somme de Diracs, mais ils peuvent prendre la meˆme valeur sur R2 si Φ comporte des
points multiples.
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sans ambigu¨ıte´. Rappelons aussi que d’apre`s le the´ore`me d’extension de Ca-
rathe´odory, il existe une unique M (n) qui ve´rifie (1.5).
Ensuite, la n-e`me intensite´ jointe ρn(x1, . . . ,xn), si elle existe, est la
densite´ de M (n) par rapport a` la mesure de Lebesgue. Pour un processus
de´terminantal, ρn posse`de une forme tre`s particulie`re, puisqu’il existe un
noyau K de carre´ localement inte´grable tel que :
ρn(x1, . . . ,xn) = det (K(xi,xj)1≤i,j≤n) .
The´ore`me 1.12. Pour un noyau K donne´ de carre´ localement inte´grable, il
existe au plus un processus de´terminantal de noyau K.
De´monstration - Tout d’abord, un processus de´terminantal est presque suˆre-
ment simple, comme tout processus qui posse`de des intensite´s jointes. En ef-
fet, l’ensemble ”diagonal” {(x1,x2) ∈ R4/x1 = x2} est de mesure de Lebesgue
nulle. Donc il est aussi M (2)-ne´gligeable, et presque suˆrement il ne contient
aucun point. Ensuite il ne reste plus qu’a` utiliser la caracte´risation par les
probabilite´s vides.
Soit donc C un compact de R2. Si on se donne les ρn, on se donne en
particulier les
M (n)(Ck) = E [Φ(C)(Φ(C)− 1) . . . (Φ(C)− k + 1)]
(remarquons que cette formule est vraie meˆme dans le cas ou` Φ(C) < k : un
des termes du produit passe alors par 0, si bien que le produit lui-meˆme vaut
0, ce qui est bien ce qu’on attendait).
L’ensemble de ces produits forme une famille de polynoˆmes en Φ(C) de
degre´s deux a` deux distincts qui prennent toutes les valeurs de N⋆. Avec le
polynoˆme constant 1, ils constituent donc une base de R[X ]. Par conse´quent,
si deux processus Φ et Ψ ont les meˆmes ρn, alors
∀k ∈ N, E [Φ(C)k] = E [Ψ(C)k] ,
c’est a` dire que Φ(C) et Ψ(C) ont les meˆmes moments. Malheureusement, on
ne peut pas en de´duire pour autant que ces deux variables ont meˆme loi (c’est
le ce´le`bre ”proble`me des moments”). Cependant, sous certaines conditions
suffisantes de re´gularite´, ce sera le cas. Pour un processus de´terminantal
justement, c’est ce que montre le lemme 4.2.6. de [Ben09]. En utilisant
l’ine´galite´ de Hadamard sur les matrices et la condition d’inte´grabilite´ de K,
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les auteurs montrent qu’il existe deux constantes strictement positives A et
λ (de´pendant de C) telles que :
P(Φ(C) > p) ≤ Ae−λp.
Par comparaison se´rie / inte´grale, on en de´duit une majoration des moments :
mk = E[Φ(C)
k] =
∑
p≥0
P(Φ(C)k > p)
≤ A
∑
n≥0
e−λ⌊p
1/k⌋
≤ Aeλ
∑
n≥0
e−λp
1/k
≤ Aeλ
(
1 +
∫ ∞
0
e−λt
1/k
dt
)
.
Apre`s un changement de variable u = λt1/k, on obtient :
mk ≤ Aeλ
(
1 +
∫ ∞
0
e−u
k
λk
uk−1du
)
= Aeλ
(
1 +
k !k
λk
)
.
Or d’apre`s la formule de Stirling :
Aeλ
(
1 +
k !k
λk
)
∼ Aeλ
√
2π
k k+3/2
(λ e)k
≤ A′ k
k+3/2
(λ e)k
,
d’ou` : m
1/k
k ≤ A′′ k. Pour en de´duire la caracte´risation de la loi de Φ(C) par
ses moments, il suffit ensuite d’utiliser la condition suivante due a` Carleman
(voir [Akh65]) : ∑
n
1
m
1/2n
2n
= +∞.
Revenons a` notre proble`me initial : comme Φ(C) et Ψ(C) sont e´gaux en loi,
on a en particulier P(Φ(C) = 0) = P(Ψ(C) = 0). 
Remarque 1.3. Les conditions d’existence d’un processus ponctuel a` partir
de ses intensite´s jointes sont plus complexes. Pour plus de de´tail, on pourra
consulter le chapitre 4 ou [Sos00].
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1.4 Transforme´e de Laplace
Le but de cette partie est de de´montrer qu’une mesure ale´atoire (pas ne´ces-
sairement ponctuelle) est caracte´rise´ par sa transforme´e de Laplace :
LΦ(f) = E
[
e−
∫
R2
f(x)Φ(dx)
]
,
ou` f parcourt l’ensemble des fonctions B(R2)-mesurables positives. Pour
commencer, il convient de ve´rifier que cette de´finition est valide. Φ est une
mesure sur B(R2), donc l’inte´grale est bien de´finie. Il reste a` montrer que
l’espe´rance a un sens, ce qui est une simple conse´quence de la
Proposition 1.13. L’application Φ 7→ ∫
R2
f(x)Φ(dx) est mesurable.
De´monstration - On commence par e´crire f comme limite simple d’une suite
croissante de fonctions simples (fn) (on rappelle qu’une fonction simple est
une fonction mesurable, positive, ne prenant qu’un nombre fini de valeurs).
Puis, si t > 0 est un re´el quelconque, en utilisant le the´ore`me de convergence
monotone on remarque que :∫
R2
f(x)Φ(dx) < t⇔ ∃r ∈ Q⋆+, ∀n ∈ N,
∫
R2
fn(x)Φ(dx) < t− r.
On peut donc supposer sans perte de ge´ne´ralite´ que f est simple. En e´crivant :
f =
m∑
j=1
αj1Aj ,
ou` les αj sont des re´els strictement positifs et les Aj sont des bore´liens, on
obtient : ∫
R2
f(x)Φ(dx) =
m∑
j=1
αjΦ(Aj).
Or chacune des applications Φ 7→ Φ(Aj) est mesurable, donc l’application
Φ 7→∑mj=1 αjΦ(Aj) est e´galement mesurable. 
Une fois cette pre´caution prise, on va de´montrer une se´rie de re´sultats
the´oriques tre`s importants en eux-meˆmes, qui vont progressivement nous
amener a` la caracte´risation d’une mesure ale´atoire par sa transforme´e de
Laplace.
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1.4.1 Unicite´ d’une mesure de probabilite´
On cherche ici a` caracte´riser une loi de probabilite´ par son comportement
sur une sous-famille d’e´ve`nements suffisamment grande, ce qui sera tre`s com-
mode ensuite pour caracte´riser l’e´galite´ en loi de deux variables ale´atoires,
ou ve´rifier a posteriori la distribution d’une variable ale´atoire.
Pour un ensemble X , de´finissons un Π-syste`me sur X comme un ensemble
de parties de X stable par intersection finie.
De´finissons aussi une classe monotone (abre´ge´e en CM) comme une classe
stable par diffe´rence ensembliste et par re´union de´nombrable croissante.
Ces deux objets peuvent sembler tre`s proches de ceux utilise´s dans la
de´monstration du the´ore`me 1.5 (σˆ-anneau, σ-alge`bre, CMB). Voici quelques
remarques pour e´viter de se perdre dans les de´finitions :
• on est tre`s proche de la de´finition d’un σˆ-anneau, la seule diffe´rence
e´tant qu’on remplace ”union de´nombrable domine´e” par ”union de´-
nombrable monotone”, et qu’on enle`ve la stabilite´ par union finie quel-
conque (elle doit eˆtre croissante);
• on est e´galement tre`s proche de la de´finition d’une σ-alge`bre, sauf qu’on
ne demande pas ne´cessairement que X ∈ A, ni la stabilite´ par union
de´nombrable quelconque (elle doit eˆtre croissante);
• enfin, on est aussi tre`s proche de la de´finition d’une CMB, si ce n’est
que la re´union n’est plus ne´cessairement domine´e, et qu’il y a en plus
stabilite´ par diffe´rence ensembliste.
Comme d’habitude, l’intersection de deux CM est une CM, et pour toute
famille A de parties de X il existe au moins une CM contenant A. On peut
donc le´gitimement de´finir CM(A), la CM engendre´e par A.
Lemme 1.14. Si une classe Σ est a` la fois un Π-syste`me contenant X et
une CM, alors c’est une σ-alge`bre.
De´monstration - Voici les e´tapes :
• X ∈ Σ, donc en utilisant la stabilite´ par diffe´rence ensembliste, Σ est
stable par passage au comple´mentaire;
• Σ est stable par intersection finie, donc en utilisant le passage au
comple´mentaire, elle est e´galement stable par union finie;
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• soit (En)n∈N une famille de´nombrable d’e´le´ments de Σ; en e´crivant :
∞⋃
n=0
En =
∞⋃
n=0
(
n⋃
k=0
Ek
)
et en utilisant la stabilite´ par union finie, ainsi que la stabilite´ par union
croissante de´nombrable, on obtient la stabilite´ par union de´nombrable
quelconque.
Conclusion : Σ est une σ-alge`bre. 
Lemme 1.15 (Lemme de Dynkin). Si A est un Π-syste`me contenant X,
alors CM(A) est e´gale a` σ(A), la σ-alge`bre engendre´e par A.
De´monstration - Il suffit de prouver que CM(A) est elle-meˆme un Π-syste`me
contenant X , et on de´duira du lemme 1.14 que c’est une σ-alge`bre. De plus,
ce sera ne´cessairement la plus petite contenant A, car toute σ-alge`bre est
une CM (et donc l’intersection de toutes les CM contenant A, c’est a` dire
CM(A), est incluse dans l’intersection de toutes les σ-alge`bres contenant A,
c’est a` dire σ(A)).
Commenc¸ons par introduire :
C1 = {C ∈ CM(A) / ∀A ∈ A, A ∩ C ∈ CM(A)}.
• C1 ⊂ CM(A)
• re´ciproquement, CM(A) ⊂ C1; en effet :
– A ⊂ C1, car ∀C ∈ A, ∀A ∈ A, A ∩ C ∈ A ⊂ CM(A)
(on rappelle que A est stable par intersection finie)
– C1 est une CM :
∗ soit C,C ′ ∈ C1; alors
∀A ∈ A, A ∩ (C\C ′) = (A ∩ C)︸ ︷︷ ︸
∈CM(A)
\ (A ∩ C ′)︸ ︷︷ ︸
∈CM(A)
∈ CM(A)
∗ soit (Cn)n∈N une famille croissante d’e´le´ments de C1, alors
∀A ∈ A, A ∩ (∪nCn) = ∪n(A ∩ Cn︸ ︷︷ ︸
∈CM(A)
) ∈ CM(A)
comme union d’une famille croissante.
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• donc C1 = CM(A).
Introduisons maintenant :
C2 = {C ∈ CM(A) / ∀A ∈ CM(A), A ∩ C ∈ CM(A)}.
• C2 ⊂ CM(A)
• re´ciproquement, CM(A) ⊂ C2; en effet :
– A ⊂ C2, car ∀C ∈ A, ∀A ∈ CM(A) = C1, A ∩ C ∈ CM(A)
– C2 est une CM (de´monstration similaire au cas de C1).
• donc C2 = CM(A). En d’autres mots, CM(A) est stable par intersec-
tion finie : c’est un Π-syste`me. Enfin, X ∈ A ⊂ CM(A).
Ainsi le lemme est prouve´. 
The´ore`me 1.16. Si deux probabilite´s co¨ıncident sur une classe d’e´ve`nements
stable par intersection finie qui engendre toute la tribu des e´ve`nements, alors
elles sont e´gales.
De´monstration - Soient P et Q nos deux mesures de probabilite´, et soit
A la classe d’e´ve`nements sur lesquels elles co¨ıncident. C’est un Π-syste`me
contenant Ω, l’espace de probabilite´ tout entier (puisque P(Ω) = Q(Ω) = 1).
Introduisons :
E = {E ⊂ Ω/ P(E) = Q(E)}.
E est une CM (par the´ore`me de convergence monotone) qui contient A;
elle contient donc CM(A). Or d’apre`s le lemme pre´ce´dent, CM(A) est aussi
la tribu entie`re des e´ve`nements, donc P = Q. 
The´ore`me 1.17. Si deux variables ale´atoires re´elles positives ont meˆme
transforme´e de Laplace, alors elles sont e´gales en loi.
De´monstration - Les sources pour cette de´monstration sont multiples. On
pourra par exemple la trouver dans [Kal86].
Soient X et Y nos deux variables, on sait donc que :
∀t ≥ 0, E [e−tX] = E [e−tY ] .
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Associons-leur leurs probabilite´s-images respectives sur R+, µX et µY .
Pour toute fonction mesurable f de R+ dans R, on a :∫
x∈R+
f(x)µX(dx) = E[f(X)].
On montre d’abord ce re´sultat pour f fonction indicatrice, puis on conclut
par convergence monotone. De meˆme avec µY e´videmment. Donc toutes les
fonctions ft : x 7→ e−tx (t ≥ 0) ont meˆme inte´grale par µX et µY . Plus
ge´ne´ralement, il en est de meˆme des combinaisons line´aires (finies) des ft. Or
ces combinaisons permettent d’approcher n’importe quelle fonction continue
a` support compact sur R+, comme on peut s’en convaincre par le ”the´ore`me
de Stone-Weierstrass e´tendu” (voir [Sim63]) :
• conside´rons le compactifie´ R+ = R+ ∪ {∞}, dont les ouverts sont les
ouverts de R+, ainsi que les comple´mentaires des compacts de R+. Pour
cette topologie, on sait que R+ est compact. Soit la fonction de R+
dans R donne´e par ft : x 7→ e−tx. On peut toujours la prolonger
continuˆment en une fonction sur R+ : si t = 0, on pose f0(∞) = 1, et
sinon on pose ft(∞) = 0.
• on ve´rifie sans peine que ces prolongements sont continus pour la to-
pologie de R+. Il en est donc de meˆme de leurs combinaisons line´aires.
Celles-ci forment une sous-alge`bre unitaire A des fonctions continues de
R+ dans R (la stabilite´ par multiplication vient de la proprie´te´ multi-
plicative de l’exponentielle, qui reste vraie a` l’infini). Par ailleurs, elles
forment une famille se´parante, au sens ou` ∀x 6= y ∈ R+, il existe une
application f telle que f(x) 6= f(y) (prendre par exemple l’application
f1 : x 7→ e−x).
• donc par le the´ore`me de Stone-Weierstrass (dans sa version classique
cette fois), A est dense pour la norme uniforme. Soit maintenant une
fonction f continue a` support compact de R+ dans R. On la prolonge
par f(∞) = 0 et on l’approche uniforme´ment sur R+ par des combi-
naisons line´aires des ft. Cette approximation est encore valable sur
R+, et comme µX et µY sont de masse totale finie, on en de´duit par
convergence domine´e que f a la meˆme inte´grale par rapport a` chacune
des deux mesures.
Dernie`re e´tape : on conside`re une fonction indicatrice 1x≤a. Elle peut
eˆtre approche´e par des fonctions continues a` support compact (au sens de la
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convergence simple), et on conclut par le the´ore`me de convergence domine´e
que µX et µY co¨ıncident sur 1x≤a. Or les intervalles [0, a] forment une classe
de parties de R+ stable par intersection finie qui engendre B(R+). Donc par
le the´ore`me 1.16, µX et µY co¨ıncident sur 1E, ou` E est une partie mesurable
quelconque de R+. En d’autres mots, X et Y ont meˆme loi. 
Remarque 1.4. La preuve s’e´tend sans difficulte´ a` la transforme´e de Laplace
d’un vecteur de variables ale´atoires positives (X1, . . . , Xn), de´finie par :
∀t1, . . . , tn ≥ 0, L(X1,...,Xn)(t1, . . . , tn) = E
[
e−
∑
i tiXi
]
.
On en vient maintenant au the´ore`me final :
The´ore`me 1.18. Si deux mesures ale´atoires ont meˆme transforme´e de La-
place, alors elles sont e´gales en loi.
De´monstration - Soient Φ et Ψ qui ont meˆme transforme´e de Laplace. Alors
en faisant parcourir a` f l’ensemble des fonctions simples, on voit que les
familles finies (Φ(A1), . . . ,Φ(Am)) et (Ψ(A1), . . . ,Ψ(Am)) ont aussi meˆme
transforme´e de Laplace. Donc elles sont e´gales en loi d’apre`s le the´ore`me
1.17.
Or la famille des e´ve`nements du type (Φ(A1) < t1, . . . ,Φ(Am) < tm) est
une famille stable par intersection finie, et elle engendre toute la tribu des
e´ve`nements. Donc d’apre`s le the´ore`me 1.16, Φ et Ψ ont meˆme loi. 
Au passage, on a prouve´ le
Corollaire 1.19. La loi d’une mesure ale´atoire Φ est caracte´rise´e par les lois
des familles finies (Φ(A1), . . . ,Φ(Am)), quand les Ai parcourent les bore´liens
borne´s.
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Chapitre 2
UN MODE`LE DE POPULATION A`
BASE DE POISSON-LIGNES
Ce chapitre a donne´ lieu a` l’article suivant, pre´sente´ au workshop Spaswin
de la confe´rence WiOpt 2012 a` Paderborn (Allemagne) :
A population model based on a Poisson line tessellation, Fre´de´ric Morlot,
WiOpt (2012, to be published).
Re´sume´
Notre but avoue´ est de construire des processus qui rendent compte des mouve-
ments d’utilisateurs sur un territoire donne´, particulie`rement en milieu urbain.
Ainsi pourrons-nous appliquer des re´sultats statistiques a` la mode´lisation de re´-
seaux de te´le´communication. Avant d’e´tudier des processus plus originaux dans
les chapitres suivants, qui se rapportent a` des situations exceptionnelles, il est
donc important de couvrir pour commencer un large e´ventail de configurations
ge´ne´riques. Aussi proposons-nous dans ce chapitre un mode`le tre`s ge´ne´ral qui
peut se de´cliner en plusieurs variantes. Notre mode`le comprend une composante
euclidienne forte, et il fait appel au cadre conceptuel de la ge´ome´trie stochastique.
L’essentiel de ce cadre est expose´ dans le chapitre 1. Pour ce qui est des processus
de Cox, on pourra par exemple consulter [Dal03] ou [Las10].
L’ide´e de base consiste a` prendre en compte la ge´ome´trie des rues dans une ville
en les mode´lisant par un processus de Poisson-lignes, et a` re´partir des utilisateurs
dessus. Nous effectuons ensuite plusieurs calculs de shot-noise en introduisant
diffe´rentes variantes du processus originel. A` chaque fois, nous en de´duisons une
formule analytique de la probabilite´ de couverture sur la voie montante.
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2.1 Introduction
Lorsqu’un ope´rateur mobile e´tudie le canal descendant ou downlink, ge´ne´ra-
lement il conside`re que l’utilisateur typique se trouve a` l’origine, et il effectue
des calculs du type shot-noise (voir [Bac10]) sur le processus ponctuel des
antennes, qui est suppose´ inde´pendant et la plupart du temps poissonnien.
Or le calcul de shot-noise n’est pas affecte´ par la nature exacte du processus
qui re´git les utilisateurs, du moment qu’il est stationnaire (voir [And10] par
exemple). Ici au contraire, nous nous inte´ressons au canal montant ou uplink,
si bien que nous devons calculer la loi de l’interfe´rence cre´e´e par les utilisa-
teurs sur une antenne donne´e. Pour cela nous avons besoin d’un mode`le de
population qui soit a` la fois re´aliste et calculable analytiquement.
Sur la figure 2.1, on voit d’une part l’importance d’un mode`le qui prenne
en compte le plan des rues d’une ville, et d’autre part on remarque a` quel
point ces rues cre´ent des alignements d’utilisateurs qui risquent de provoquer
une interfe´rence toute particulie`re.
Dans les parties 2.2 a` 2.4, nous introduisons progressivement notre mo-
de`le, qui consiste a` jeter des rues au hasard sur le plan selon un processus de
Poisson-lignes, puis a` distribuer les utilisateurs dans les rues selon des proces-
sus de Poisson stationnaires inde´pendants. Dans les zones urbaines comme
Manhattan, il est tout a` fait approprie´ de mode´liser les rues par un processus
de Poisson-lignes (restreint a` deux directions orthogonales). Dans les villes
qui montrent moins de re´gularite´, ce choix peut eˆtre critique´ au profit d’un
Poisson-Vorono¨ı par exemple (voir [Glo06]). Cependant, les tessellations de
Poisson-Vorono¨ı ne pourraient en aucun cas donner des re´sultats analytiques
comme ceux que nous proposons, si bien que nous choisissons de garder le
mode`le de Poisson-lignes, peut-eˆtre le´ge`rement moins re´aliste mais beaucoup
plus calculable. Dans la partie 2.5 nous pre´sentons notre re´sultat principal,
qui donne la probabilite´ de couverture uplink dans les cas de base. Dans les
parties 2.6 et 2.7 nous proposons quelques ge´ne´ralisations et ame´liorations.
Enfin, dans la partie 2.8, nous apportons la cle´ de vouˆte en montrant com-
ment introduire une de´pendance temporelle.
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(a) Bucarest pendant le match Roumanie-Italie, Euro 2008, 13 juin.
(b) Paris pendant la Feˆte de la Musique 2008, 21 juin.
Fig. 2.1: Deux vues diffe´rentes de flux de population en milieu urbain. La
ge´ome´trie des rues apparaˆıt comme primordiale.
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2.2 Le processus de Poisson-lignes
2.2.1 Construction
Voici comment sont construits les processus de lignes sur R2 (pour plus de
de´tails, voir [Sto95] p. 244-245) : pour une ligne D donne´e, il existe une et
une seule perpendiculaire P qui passe par l’origine. On note θ l’angle que
fait un vecteur directeur de P avec le vecteur directeur i de l’axe horizontal.
La condition supple´mentaire θ ∈ [0, π[ de´finit θ de manie`re unique et permet
d’orienter P . On note alors r la distance de l’origine O a` D, mesure´e en
valeur alge´brique graˆce a` l’orientation de P .
Fig. 2.2: de´finition de θ et r
Conclusion : on met en bijection les droites D avec les couples (θ, r) de
la bande [0, π[×R. Dans la suite, on notera d l’application : (θ, r) 7→ D.
Attention a` un de´tail cependant : on serait tente´ d’identifier le bord droit
de [0, π[×R a` son bord gauche, mais il n’en est rien : il faut effectuer un
retournement auparavant, comme pour le ruban de Mo¨bius.
On s’en convainc en regardant ce qui se passe par exemple pour une droite
qui tourne dans le sens trigonome´trique autour du point (−1, 0) : au moment
ou` elle franchit la verticale, θ passe brusquement de π a` 0, mais r passe de
1 a` -1. Cette remarque complique un peu les ve´rifications d’isotropie, mais
elle ne les modifie pas fondamentalement.
Dans toute la suite, si A est un bore´lien de R2, on notera un peu abusive-
ment d−1(A) la re´gion de [0, π[×R qui correspond aux droites qui intersectent
2.2. Le processus de Poisson-lignes 33
A. Par exemple, on a la
Proposition 2.1. Si A est le disque ferme´ de centre (a, b) et de rayon ρ,
alors :
d−1(A) = {(θ, r)/a cos(θ) + b sin(θ)− ρ ≤ r ≤ a cos(θ) + b sin(θ) + ρ}.
Fig. 2.3: calcul de rmin(θ) et rmax(θ)
Maintenant, on peut introduire la
De´finition 2.1. Un processus de Poisson-lignes d’intensite´ λ sur R2 est sim-
plement l’image par d d’un processus ponctuel de Poisson ξ d’intensite´ λ sur
[0, π[×R.
2.2.2 Mesure ale´atoire associe´e
De´finition 2.2. Si µ est un parame`tre strictement positif, on peut associer
a` ξ une mesure ale´atoire Λ sur R2 comme suit :
∀A ⊂ R2, Λ(A) =
∑
(θ,r)∈ξ
µl(A ∩ d(θ, r)),
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Fig. 2.4: Processus de Poisson-lignes
ou` l est la mesure de Lebesgue en dimension 1 (aussi appele´e ”longueur”).
Cette formule a bien un sens, car si A est un bore´lien de R2 et D une
droite, alors A ∩D est mesurable pour la tribu bore´lienne de´finie naturelle-
ment sur D (pour s’en convaincre, on peut effectuer une rotation qui rame`ne
D verticalement, et utiliser un re´sultat bien connu qui dit que toute section
verticale d’un bore´lien de R2 est un bore´lien de R).
Par ailleurs Λ est bien localement finie. En effet, si A est borne´, il est
inclus dans un disque B, ce qui permet d’e´crire d−1(A) ⊂ d−1(B). Or d−1(B)
ne contient qu’un nombre fini de points (θ, r) ∈ ξ, puisqu’il est borne´ d’apre`s
la proposition 2.1. Donc a fortiori d−1(A) ne contient qu’un nombre fini
de points (θ, r) ∈ ξ, et il n’existe qu’un nombre fini de droites d(θ, r) qui
intersectent A. De plus, chacune des intersections A ∩ d(θ, r) posse`de une
longueur finie (car majore´e par le diame`tre de B). Ainsi, Λ(A) <∞. 
On peut prouver que le processus Λ est bien mesurable (voir 2.10.1).
Enfin, on remarque que la masse de Λ est entie`rement concentre´e sur les
lignes d(θ, r).
2.2.3 Stationnarite´ et isotropie de Λ
Proposition 2.2. Λ est isotrope.
De´monstration - On sait que la mesure Λ est caracte´rise´e par les distributions
finies (Λ(A1), . . . ,Λ(Ak)) lorsque les Aj parcourent les bore´liens de R
2, et que
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Fig. 2.5: Construction de la mesure Λ.
ces distributions finies sont elles-meˆmes caracte´rise´es par leur transforme´e de
Laplace.
Cette transforme´e vaut :
E
[
e−
∑
j sjΛ(Aj)
]
= E

exp

−∑
j
sj
∑
(θ,r)∈ξ
µl(Aj ∩ d(θ, r))



 .
Supposons que l’on effectue une rotation d’angle θ0 autour de l’origine.
La nouvelle transforme´e de Laplace vaut :
E

exp

−∑
j
sj
∑
(θ,r)∈ξ
µl(rotθ0(Aj) ∩ d(θ, r))




= E

exp

−∑
j
sj
∑
(θ,r)∈ξ
µl(Aj ∩ rot−θ0(d(θ, r)))




(car l est invariante par rotation)
= E

exp

−∑
j
sj
∑
(θ,r)∈ξ
µl(Aj ∩ d(θ − θ0, r))



 .
36 Chapitre 2. Un mode`le de population a` base de Poisson-lignes
On a donc simplement effectue´ une translation horizontale (e´ventuelle-
ment assortie d’un retournement1) de −θ0 dans [0, π[×R. Or ξ est invariant
par une telle transformation. Pour s’en convaincre, on peut se souvenir qu’il
est caracte´rise´ par les ”probabilite´s vides” P(ξ(K) = 0), lorsque K parcourt
les compacts de [0, π[×R. Or ces probabilite´s sont e´gales a` e−λm(K), ou` m est
la mesure de Lebesgue en deux dimensions (aussi appele´e ”surface”). Comme
m est invariante par translation2, on a le re´sultat. 
Proposition 2.3. Λ est stationnaire.
De´monstration - On a de´ja` montre´ qu’elle e´tait isotrope, il suffit donc de
montrer qu’elle est invariante par translation selon une direction donne´e.
Sans perte de ge´ne´ralite´, disons selon le vecteur horizontal ρi par exemple.
On raisonne la` aussi sur les transforme´es de Laplace. Le calcul est le meˆme,
a` ceci pre`s que cette fois, d(θ, r) devient d(θ, r− ρ cos(θ)). Or le jacobien de
(θ, r) 7→ (θ, r − ρ cos(θ)) vaut 1, si bien que m(K) reste inchange´e. 
Maintenant que l’on sait que Λ est stationnaire, on peut calculer son
intensite´. Soit B le disque unite´ centre´ a` l’origine. d−1(B) est la bande
[0, π[×[−1, 1]. On connaˆıt la loi de ξ sur cette bande : elle consiste a` tirer un
entier N selon la loi de Poisson de parame`tre 2πλ, puis a` jeter N points (θi, ri)
au hasard inde´pendamment et uniforme´ment dans la bande. On obtient
alors l’intensite´ de Λ par l’identite´ de Wald (en vertu de l’inde´pendance des
points) :
E[Λ(B)] = E
[
N∑
i=1
µl(B ∩ d(θi, ri))
]
= 2πλµ E[l(B ∩ d(θ1, r1))]
= 2πλµ
1
π
∫ π
θ=0
1
2
∫ 1
r=−1
2
√
1− r2drdθ
= π2λµ
= πλµm(B).
Ainsi, l’intensite´ de Λ vaut πλµ. 
1 attention, la notation d(θ − θ0, r) est en fait le´ge`rement abusive. Si jamais θ − θ0
sort de [0, pi[, il faut penser a` se ramener modulo pi en effectuant sur r le retournement
ne´cessaire : on se souvient qu’on est sur un ruban de Mo¨bius et que (θ− pi, r) s’identifie a`
(θ,−r).
2 et retournement e´ventuel du morceau de K qui ”de´passerait”
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2.2.4 Mesure de Palm de Λ
Comme on pouvait s’y attendre intuitivement, on a le
The´ore`me 2.4. Λ sous Palm se comporte comme Λ sous la probabilite´ sta-
tionnaire, a` laquelle on aurait ajoute´ une droite passant par l’origine, de
direction inde´pendante et uniforme sur [0, π[.
De´monstration - On utilise la caracte´risation par la transforme´e de Laplace
des distributions finies. Pour plus de lisibilite´ dans les calculs, on se restreint
a` la transforme´e de Laplace d’un seul bore´lien E
[
e−sΛ(A)
]
, mais la preuve
s’e´tend imme´diatement au cas ge´ne´ral.
Soit donc A un bore´lien borne´ quelconque. On va calculer l’espe´rance
de Palm E0
[
e−sΛ(A)
]
en s’appuyant sur B, le disque unite´. La` aussi, on
va conditionner par rapport a` N : on tire sa valeur, puis on jette N points
(θi, ri) i.i.d. dans la bande [0, π[×[−1, 1]. Pour chacun de ces points, on
note ui un vecteur unitaire directeur de d(θi, ri) (peu importe son sens).
On remarque que la portion de d(θi, ri) qui intersecte B est le segment de
milieu (ri cos(θi), ri sin(θi)) (que l’on notera yi pour plus de commodite´), de
direction ui et de longueur 2
√
1− r2i .
Fig. 2.6: Calcul de la mesure de Palm de Λ.
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On a alors :
E0
[
e−sΛ(A)
]
=
1
πλµ m(B)
E
[∫
y∈B
e−sΛ(A+y)Λ(dy)
]
=
1
π2λµ
e−2πλ
∑
n≥0
(2πλ)n
n!
1
(2π)n
∫ π
θ1=0
∫ 1
r1=−1
. . .
∫ π
θn=0
∫ 1
rn=−1
n∑
i=1
∫ √1−r2i
t=−
√
1−r2i
E
[
e−sΛ(A+yi+tui)
∣∣∣ξ sur d−1(B)]
µ dt dθ1 dr1 . . . dθn drn.
Par syme´trie :
E0
[
e−sΛ(A)
]
=
e−2πλ
π2λµ
∑
n≥1
λn
n!
n
∫ π
θ1=0
∫ 1
r1=−1
. . .
∫ π
θn=0
∫ 1
rn=−1∫ √1−r21
t=−
√
1−r21
E
[
e−sΛ(A+y1+tu1)
∣∣∣ξ sur d−1(B)]
µ dt dθ1 dr1 . . . dθn drn.
On se´pare ensuite les (θ, r) tels que |r| ≤ 1 et ceux tels que |r| > 1, et on
utilise la proprie´te´ d’inde´pendance comple`te de ξ (processus de Poisson) :
E0
[
e−sΛ(A)
]
=
e−2πλ
π2
∑
n≥1
λn−1
(n− 1)!
∫ π
θ1=0
∫ 1
r1=−1
. . .
∫ π
θn=0
∫ 1
rn=−1∫ √1−r21
t=−
√
1−r21
exp
(
−sµ
n∑
i=1
l ((A+ y1 + tu1) ∩ d(θi, ri))
)
E

exp

−sµ |r|>1∑
(θ,r)∈ξ
l ((A+ y1 + tu1) ∩ d(θ, r))




dt dθ1 dr1 . . . dθn drn.
On scinde alors la somme
∑
i l ((A+ y1 + tu1) ∩ d(θi, ri)) en deux parties :
• pour i = 1, une translation de vecteur −y1 − tu1 montre que :
l ((A+ y1 + tu1) ∩ d(θ1, r1)) = l (A ∩ d(θ1, 0))
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• pour i > 1, tous les termes sont syme´triques.
On obtient :
E0
[
e−sΛ(A)
]
=
e−2πλ
π2
∑
n≥1
λn−1
(n− 1)!
∫ π
θ1=0
e−sµl(A∩d(θ1,0))
∫ 1
r1=−1
∫ √1−r21
t=−
√
1−r21(∫ π
θ=0
∫ 1
r=−1
e−sµl((A+y1+tu1)∩d(θ,r))dr dθ
)n−1
E

exp

−sµ |r|>1∑
(θ,r)∈ξ
l ((A + y1 + tu1) ∩ d(θ, r))




dt dr1 dθ1
=
1
π2
∫ π
θ1=0
e−sµl(A∩d(θ1,0))
∫ 1
r1=−1
∫ √1−r21
t=−
√
1−r21
exp
(
−2πλ+ λ
∫ π
θ=0
∫ 1
r=−1
e−sµl((A+y1+tu1)∩d(θ,r))dr dθ
)
E

exp

−sµ |r|>1∑
(θ,r)∈ξ
l ((A + y1 + tu1) ∩ d(θ, r))




dt dr1 dθ1.
Inte´ressons-nous de plus pre`s a` :
exp
(
−2πλ+ λ
∫
θ,r
e−sµl((A+y1+tu1)∩d(θ,r))dr dθ
)
= exp
(
−λ
∫
θ,r
1− e−sµl((A+y1+tu1)∩d(θ,r))dr dθ
)
Si on pose :
f(θ, r) = sµ l((A+ y1 + tu1) ∩ d(θ, r)) 1(|r| ≤ 1),
on peut re´e´crire l’expression comme :
exp
(
−
∫ π
θ=0
∫
r∈R
(
1− e−f(θ,r)) λ dr dθ) ,
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et on reconnaˆıt la` l’expression de la transforme´e de Laplace de ξ :
E

exp

−sµ ∑
(θ,r)∈ξ
l((A+ y1 + tu1) ∩ d(θ, r)) 1(|r| ≤ 1)



 .
En utilisant a` nouveau la proprie´te´ d’inde´pendance comple`te de ξ, on peut
alors regrouper les deux espe´rances dans le calcul principal pour obtenir :
E0
[
e−sΛ(A)
]
=
1
π2
∫ π
θ1=0
e−sµl(A∩d(θ1,0))
∫ 1
r1=−1
∫ √1−r21
t=−
√
1−r21
E

exp

−sµ ∑
(θ,r)∈ξ
l ((A + y1 + tu1) ∩ d(θ, r))




dt dr1 dθ1
=
1
π2
∫ π
θ1=0
e−sµl(A∩d(θ1,0))
∫ 1
r1=−1
∫ √1−r21
t=−
√
1−r21
E
[
e−sΛ(A+y1+tu1)
]
dt dr1 dθ1.
Par stationnarite´ de Λ, E
[
e−sΛ(A+y1+tu1)
]
= E
[
e−sΛ(A)
]
, et finalement :
E0
[
e−sΛ(A)
]
= E
[
e−sΛ(A)
] 1
π
∫ π
θ1=0
e−sµl(A∩d(θ1,0)) dθ1.
Il s’agit exactement de l’espe´rance qu’on obtiendrait avec Λ ge´ne´re´e sous
la probabilite´ stationnaire, a` laquelle on aurait ajoute´ une droite inde´pen-
dante, passant par l’origine, d’angle uniforme. 
2.3 Le processus de Cox
Les re´sultats de ce paragraphe sont de´ja` connus (voir [Dal03] et [Las10]), ils
ne figurent ici que pour rappel.
2.3.1 Construction
Un processus de Cox est la donne´e d’un couple de deux mesures ale´atoires
(Λ,Φ) tel que sachant Λ, Φ soit un processus ponctuel de Poisson d’intensite´
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Λ. Pour ne pas surcharger les notations, P de´signera indiffe´remment la loi
du couple (Λ,Φ) ou celle de Λ, le contexte permettant de trancher (meˆme
remarque pour P0). En revanche, la loi de Φ sachant Λ, c’est a` dire la loi du
processus de Poisson d’intensite´ Λ, s’e´crira PΛ. On a donc :
P(Φ ∈ .) =
∫
Λ
PΛ(Φ ∈ .)P(dΛ).
Remarquons tout de suite que pour tout bore´lien B :
E[Φ(B)] =
∫
Λ
EΛ[Φ(B)]P(dΛ)
=
∫
Λ
Λ(B)P(dΛ)
= E[Λ(B)],
ce qui permet de remonter facilement a` l’intensite´ de Φ.
2.3.2 Stationnarite´ et istotropie
Φ est-il toujours stationnaire ? La re´ponse est oui de`s que Λ l’est; en effet, il
suffit de regarder le comportement des probabilite´s vides :
P(Φ(B + x) = 0) =
∫
Λ
PΛ(Φ(B + x) = 0)P(dΛ)
=
∫
Λ
e−Λ(B+x)P(dΛ)
= E
[
e−Λ(B+x)
]
= E
[
e−Λ(B)
]
= P(Φ(B) = 0).
De meˆme, on montrerait que Φ est isotrope de`s que Λ l’est.
2.3.3 Distribution de Palm
La` aussi, comme on pourrait s’y attendre intuitivement, on a le
The´ore`me 2.5. Φ sous Palm se comporte comme la somme d’un atome en
O et de Φ d’intensite´ Λ elle-meˆme ge´ne´re´e sous Palm.
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De´monstration - Cette fois, on peut utiliser la caracte´risation par les proba-
bilite´s vides car il s’agit d’une mesure ponctuelle (contrairement au cas de Λ
qui e´tait une mesure diffuse, et ou` cette caracte´risation n’e´tait pas suffisante).
Soit A un compact.
Si O ∈ A, on ve´rifie imme´diatement l’e´galite´ des deux probabilite´s (nulles
toutes les deux).
Sinon, soit B le disque unite´, et λ l’intensite´ de Λ. On a :
P0(Φ(A) = 0) =
1
E[Φ(B)]
E
[∫
x∈B
1 (Φ(A + x) = 0)Φ(dx)
]
=
1
λm(B)
∫
Λ
e−Λ(B)
∑
n≥0
Λ(B)n
n!
1
Λ(B)n
∫
x1∈B
. . .
∫
xn∈B
n∑
i=1
e−Λ(A+xi\B)1(aucun des xj ∈ A+ xi)
Λ(dx1) . . .Λ(dxn)P(dΛ).
Comme O /∈ A, on peut e´liminer le terme 1(xi ∈ A+xi), et par syme´trie,
il reste :
P0(Φ(A) = 0) =
1
λm(B)
∫
Λ
e−Λ(B)
∫
x∈B
∑
n≥1
Λ(B\A+ x)n−1
(n− 1)! e
−Λ(A+x\B)
Λ(dx)P(dΛ)
=
1
λm(B)
∫
Λ
e−Λ(B)
∫
x∈B
eΛ(B)−Λ(A+x)Λ(dx)P(dΛ)
=
1
λm(B)
∫
Λ
∫
x∈B
e−Λ(A+x)Λ(dx)P(dΛ)
=
1
E[Λ(B)]
E
[∫
x∈B
PΛ−x(Φ(A) = 0)Λ(dx)
]
,
ce qui est exactement le re´sultat recherche´. 
2.4 Mode`le de population
2.4.1 Construction
Le mode`le est simple : il consiste a` simuler un processus de Poisson-lignes
d’intensite´ λ sur le plan, qui figure les routes. Puis sur chaque route, on jette
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des usagers au hasard selon un processus de Poisson stationnaire d’intensite´
µ, inde´pendants les uns des autres. Remarquons que comme le processus est
stationnaire, il est inutile de pre´ciser une origine sur les routes.
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Fig. 2.7: Mode`le de population. Cette figure est a` mettre en regard avec la
figure 2.1.
Apre`s avoir fixe´ Λ et en regardant les probabilite´s vides de Φ, on se
convainc sans peine que le processus obtenu est un processus de Cox selon la
mesure Λ de´finie au de´but de l’article, dont la masse est concentre´e sur les
lignes. D’apre`s les the´ore`mes 2.4 et 2.5, on a le
The´ore`me 2.6. Φ est :
• stationnaire, isotrope, d’intensite´ πλµ ;
• sa probabilite´ de Palm revient a` conside´rer Φ sous sa probabilite´ sta-
tionnaire, auquel on aurait rajoute´ :
– des points selon un processus de Poisson inde´pendant, aligne´s sur
une droite passant par l’origine d’angle uniforme et inde´pendant ;
– et un point a` l’origine.
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2.4.2 Fonctionnelle de Laplace de Φ pour des
fonctions a` syme´trie radiale
Rappelons que si on se donne un processus Φ, sa fonctionnelle de Laplace est
de´finie par :
LΦ(f) = E
[
e−
∫
f(x)Φ(dx)
]
,
pour toute fonction bore´lienne positive f . Pour nos besoins, nous de-
vons la calculer dans le cas ou` f est a` syme´trie radiale, c’est a` dire que
f(x) ne de´pend que de ‖x‖. D’ailleurs, pour plus de simplicite´, on notera
indiffe´remment f(x) ou f(‖x‖).
The´ore`me 2.7. Si f est a` syme´trie radiale :
LΦ(f) = exp
[
−2πλ
∫ ∞
r=0
(
1− exp
(
−2µ
∫ ∞
t=0
(
1− e−f(
√
r2+t2)
)
dt
))
dr
]
.
De´monstration - Commenc¸ons par supposer que f est a` support borne´, inclus
dans le disque de centre O et de rayon R ≥ 0. Pour le calcul, on commence
comme d’habitude par conditionner par rapport au nombre de droites dans
le disque. En utilisant la syme´trie selon θ et l’inde´pendance des diffe´rentes
droites, on obtient :
LΦ(f) = e−2πRλ
∑
n≥0
(2πRλ)n
n!(2R)n
∫ R
r1=−R
. . .
∫ R
rn=−R
(
n∏
i=1
g(ri)
)
dr1 . . . drn,
ou` g(ri) correspond a` l’espe´rance calcule´e sur la i-e`me droite (on note Φi
la restriction de Φ a` cette droite) :
g(ri) = E
[
e−
∫
f(x)Φi(dx)
]
.
On obtient ensuite :
LΦ(f) = exp
[
−2πRλ + πλ
∫ R
−R
g(r)dr
]
.
g est e´videmment une fonction paire, d’ou` :
LΦ(f) = exp
[
−2πλ
∫ R
0
(1− g(r))dr
]
.
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Venons-en au calcul de g(r). Par syme´trie radiale, on peut supposer que
la droite sur laquelle il s’appuie est verticale, cela simplifie les calculs. Son
intersection avec le disque de rayon R est un segment de longueur 2
√
R2 − r2.
En conditionnant par rapport au nombre de points sur le segment, et en
appliquant le the´ore`me de Fubini, on obtient :
g(r) = e−2µ
√
R2−r2 ∑
m≥0
(2µ
√
R2 − r2)m
m!(2
√
R2 − r2)m
(∫ √R2−r2
t=−√R2−r2
e−f(
√
r2+t2)dt
)m
= exp
[
−2µ
√
R2 − r2 + µ
∫ √R2−r2
−√R2−r2
e−f(
√
r2+t2)dt
]
= exp
[
−2µ
∫ √R2−r2
0
(
1− e−f(
√
r2+t2)
)
dt
]
.
Puisque f est nulle en-dehors du disque de centre O et de rayon R, le
terme 1− e−f(
√
r2+t2) est nul pour t >
√
R2 − r2, et on peut re´e´crire :
g(r) = exp
[
−2µ
∫ ∞
0
(
1− e−f(
√
r2+t2)
)
dt
]
.
Par ailleurs, de`s que r > R, l’inte´grale
∫ ∞
0
(
1− e−f(
√
r2+t2)
)
dt est nulle,
donc g(r) = 1. Ainsi :
LΦ(f) = exp
[
−2πλ
∫ ∞
0
(1− g(r))dr
]
,
et on obtient le re´sultat pour f a` support borne´. Dans le cas ou` f est a`
support quelconque, on applique la formule pre´ce´dente a` la fonction auxiliaire
f˜(x) = f(x)1‖x‖≤R. En faisant tendre R vers +∞, on conclut :
• d’une part, par le the´ore`me de convergence domine´e pour ce qui est de
E
[
e−
∫
f(x)Φ(dx)
]
;
• d’autre part, par un double usage de la convergence monotone pour
l’expression propose´e de LΦ(f). En effet, f˜ croˆıt vers f donc∫ ∞
t=0
(
1− e−f˜(
√
r2+t2)
)
dt →
∫ ∞
t=0
(
1− e−f(
√
r2+t2)
)
dt,
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et ce en croissant. Donc a` nouveau par convergence monotone :∫ ∞
r=0
(
1− exp
(
−2µ
∫ ∞
t=0
(
1− e−f˜(
√
r2+t2)
)
dt
))
dr
→
∫ ∞
r=0
(
1− exp
(
−2µ
∫ ∞
t=0
(
1− e−f(
√
r2+t2)
)
dt
))
dr,
et on conclut par continuite´ de la fonction exponentielle.
Ainsi s’ache`ve la preuve. 
Remarque 2.1. Dans le cas ou` f n’est pas a` syme´trie radiale, on peut
parfaitement effectuer le meˆme travail, et on obtient le
The´ore`me 2.8 (Cas ge´ne´ral). Si f est quelconque, la transforme´e de Laplace
est donne´e par :
LΦ(f) = exp
[
−2λ
∫ π
θ=0
∫ ∞
r=−∞
(
1− exp
(
−µ
∫ ∞
t=−∞
u(f, θ, r, t)dt
))
dθ dr
]
,
avec
u(f, θ, r, t) = 1− e−f(r cos(θ)−t sin(θ),r sin(θ)+t cos(θ)).
2.5 Mode`le de re´seau et probabilite´ de
couverture
On mode´lise le re´seau des antennes par un processus de Poisson Φa d’intensite´
λa, inde´pendant du processus de population Φ. On suppose e´galement qu’un
utilisateur est connecte´ a` l’antenne la plus proche (les zones de best server
forment donc une mosa¨ıque de Vorono¨ı). Pour un utilisateur typique, quelle
est alors la probabilite´ que son antenne rec¸oive un rapport signal / bruit +
interfe´rence (SINR) suffisant sur le canal uplink ?
2.5.1 Probabilite´ de couverture
Il y a deux manie`res de voir les choses.
Soit on conside`re une antenne typique, c’est a` dire qu’on regarde Φa
sous sa distribution de Palm. Ensuite, on calcule pour chaque utilisateur
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la probabilite´ que le SINR uplink soit supe´rieur au seuil demande´, et on
moyenne cette probabilite´ sur les utilisateurs situe´s dans la cellule de Vorono¨ı
de l’antenne. Le calcul promet d’eˆtre complique´...
Soit on se place du point de vue de l’utilisateur typique, sous la distribu-
tion de Palm de Φ (le processus de la population). Notre utilisateur typique
est situe´ a` l’origine. Comme Φa est inde´pendant de Φ, il peut eˆtre conside´re´
comme un Poisson stationnaire. On connaˆıt donc la densite´ de distribution
de la distance entre l’origine et l’antenne qui couvre celle-ci, et en condition-
nant par rapport a` cette distance, il ne reste plus qu’a` calculer la probabilite´
que le signal fournisse un SINR suffisant. Le calcul est beaucoup plus sim-
ple, et c’est celui que nous faisons maintenant. On suit la meˆme de´marche
que dans [And10], car elle se transpose tre`s bien. Elle utilise un mode`le de
propagation simplifie´ dans lequel :
• la puissance e´mise par chaque mobile est identique, isotrope, note´e 1/ǫ ;
• a` une distance r, le signal subit un affaiblissement en 1/rα (α > 2) ;
• on inclut un terme de fading qui suit le mode`le de Rayleigh ; selon
celui-ci, la puissance rec¸ue a` la distance r vaut hr−α, ou` h suit une loi
exponentielle de parame`tre ǫ ;
• la puissance du bruit est suppose´e constante e´gale a` σ2 ;
• pour une antenne situe´e a` la distance r de l’utilisateur typique a` l’ori-
gine, le SINR est donc donne´ par :
SINR =
hr−α
σ2 +
∑
xi∈Φ0\{0} hir
−α
i
,
ou` on a note´ Φ0 le processus des mobiles vu sous sa propre mesure
de Palm. Il n’y a pas lieu de conside´rer dans l’interfe´rence la puis-
sance d’e´mission des autres antennes sur le canal downlink, puisqu’elles
utilisent une gamme de fre´quences disjointe du canal uplink ;
• le seuil minimal de SINR est note´ T ;
• on de´finit le SNR = 1/ǫσ2 comme e´tant le rapport moyen signal / bruit
a` la distance r = 1.
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Attention, il serait na¨ıf de penser que tous les utilisateurs interfe`rent entre
eux : quel que soit le syste`me, la ressource radio est divise´e en motifs ortho-
gonaux, qu’il s’agisse d’une division en temps (HSDPA), en temps-fre´quence
(GSM, LTE), ou en code (UMTS). Donc seule une fraction des utilisateurs
interfe`re : ceux qui utilisent la meˆme fre´quence au meˆme moment.
Il faut prendre en compte cela dans le choix de µ, en ne gardant qu’une
proportion fixe η des utilisateurs dans le processus original Φ. Par exemple,
on conserve chaque point avec la probabilite´ η, et ce de manie`re inde´pendante.
On voit facilement que le processus obtenu a la meˆme loi que Φ, a` cela pre`s
que son intensite´ est multiplie´e par η (on a effectue´ un ”η-thinning” des
processus de Poisson sur les routes). Les calculs sont donc encore valables a`
condition de prendre µradio = ηµroutes.
The´ore`me 2.9. La probabilite´ de couverture en uplink est donne´e par :
P(SINR > T ) = 2πλa
∫ ∞
ρ=0
e−πλaρ
2
e−ǫTρ
ασ2p(T, ρ)q(T, ρ)ρdρ,
avec
pλ,µ,α(T, ρ) = exp
[
−2πλρ
∫ ∞
r=0
(
1− exp
(
−2µρ
∫ ∞
t=0
dt
1 + (r
2+t2)α/2
T
))
dr
]
et
qµ,α(T, ρ) =
1
π
∫ π
θ=0
exp
[
−2µρ
∫ ∞
t=0
dt
1 + (sin
2 θ+t2)α/2
T
]
dθ.
De´monstration - Notons ρ la distance entre l’origine et l’antenne la plus
proche. Par isotropie, on peut supposer qu’elle est situe´e au point (ρ, 0).
Lorsqu’elle rec¸oit le signal uplink du mobile situe´ en O, on rappelle la formule
du SINR :
SINR =
hρ−α
σ2 +
∑
xi∈Φ0\{0} hiR
−α
i
,
ou` Ri de´signe la distance du i-e`me point a` (ρ, 0). On rappelle que sous
sa mesure de Palm, Φ0 est e´gal (en loi) a` la somme de Φ0 stationnaire, d’un
processus de Poisson stationnaire sur une droite passant par l’origine, et d’un
point a` l’origine.
Jusqu’a` l’e´quation (10) de [And10], tout reste identique : on connaˆıt la
distribution de ρ graˆce aux probabilite´s vides, et en conditionnant par rapport
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a` ρ, si on note Iρ =
∑
i∈Φ0\{0} hiR
−α
i l’interfe´rence, on a :
P(SINR > T ) =
∫
ρ>0
e−πλaρ
2
P(h > Tρα(σ2 + Iρ))2πλaρdρ
=
∫
ρ>0
e−πλaρ
2
e−ǫTρ
ασ2LIρ(ǫTρα)2πλaρdρ.
Le calcul de LIρ(s) est celui d’un shot-noise classique (voir [Bac10]). Il
commence de la meˆme manie`re que dans [And10] :
LIρ(s) = E0

 ∏
xi∈Φ0\{0}
Lh(sR−αi )


= E0

 ∏
xi∈Φ0\{0}
1
1 + s
ǫ
R−αi

 .
Or, par inde´pendance, LIρ(s) peut eˆtre se´pare´ en deux produits distincts :
• d’une part, l’espe´rance calcule´e sur Φ vu sous sa probabilite´ station-
naire. Dans ce cas, on peut tre`s bien de´placer l’antenne vers l’origine
et supposer ρ = 0. Les Ri deviennent alors les distances au centre. On
note p le terme correspondant ;
• et d’autre part, l’espe´rance calcule´e sur une droite D passant par l’ori-
gine et d’angle uniforme, terme qu’on notera q.
Calculons d’abord p :
p = E
[∏
xi∈Φ
1
1 + s
ǫ
R−αi
]
= E
[
exp
(
−
∑
xi∈Φ
f(xi)
)]
,
avec :
f(x) = log
(
1 +
s
ǫ
‖x‖−α
)
qui est a` syme´trie radiale. On connaˆıt le re´sultat (voir the´ore`me 2.7) :
p = exp
[
−2πλ
∫ ∞
r=0
(
1− exp
(
−2µ
∫ ∞
t=0
dt
1 + ǫ
s
(r2 + t2)α/2
))
dr
]
.
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Pour s = ǫTρα, on effectue les deux changements de variable r 7→ r/ρ et
t 7→ t/ρ et on obtient la valeur annonce´e.
Calculons maintenant q. Cette fois, le processus sur D n’est plus station-
naire dans le plan, on doit donc laisser ρ comme il est. En conditionnant par
rapport a` l’angle θ que fait D avec l’horizontale, on a :
q =
1
π
∫ π
θ=0
E

 ∏
xi∈D(θ)
1
1 + s
ǫ
R−αi

 dθ.
La` aussi, l’inte´grand peut eˆtre vu comme une transforme´e de Laplace :
celle du processus de Poisson sur la ligne D, pour la fonction :
f(t) = log
(
1 +
s
ǫ
R−αi
)
,
ou` t est l’abscisse des points de D (par exemple a` partir de l’origine). Le
the´ore`me d’Al-Kashi nous donne :
f(t) = log
(
1 +
s
ǫ
(ρ2 + t2 − 2tρ cos θ)−α/2
)
.
En utilisant la formule bien connue de la transforme´e de Laplace d’un
processus de Poisson d’intensite´ µ (voir [Bac10]), on obtient :
E

 ∏
xi∈d(θ,0)
1
1 + s
ǫ
R−αi

 = exp [−∫ ∞
t=−∞
µdt
1 + ǫ
s
(ρ2 + t2 − 2tρ cos θ)α/2
]
.
Apre`s un changement de variable t 7→ t−ρ cos(θ) et en utilisant la parite´
selon t, on obtient :
E

 ∏
xi∈d(θ,0)
1
1 + s
ǫ
R−αi

 = exp [−2µ ∫ ∞
t=0
dt
1 + ǫ
s
(ρ2 sin2 θ + t2)α/2
]
.
Enfin, le meˆme changement de variable que pour p conduit au re´sultat
annonce´. 
Remarque 2.2. On peut noter que p et q sont inde´pendants du parame`tre
de puissance ǫ.
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2.5.2 Comparaison avec le processus de Poisson
ordinaire
On sait que Φ est d’intensite´ πλµ. Que se passe-t-il si on le remplace par
un processus de Poisson ordinaire de meˆme intensite´? La probabilite´ de
couverture est toujours donne´e par :
P(SINR > T ) = 2πλa
∫
ρ>0
e−πλaρ
2
e−ǫTρ
ασ2LJρ(ǫTρα)ρdρ,
ou` Jρ de´signe la nouvelle interfe´rence. Il devrait donc suffire de comparer
LIρ(ǫTρα) et LJρ(ǫTρα). Le calcul est assez similaire au pre´ce´dent. Φ vu
sous Palm et prive´ de son atome en O ayant la meˆme loi que Φ stationnaire
d’apre`s le the´ore`me de Slivnyak, on suppose une fois encore que ρ = 0.
Cela nous donne :
E
[∏
xi∈Φ
1
1 + s
ǫ
R−αi
]
= exp
[
−
∫
x∈R2
(
1− e−f(x))πλµdx] ,
avec f(x) = f(‖x‖) = log (1 + s
ǫ
‖x‖−α). Un changement de variables en
coordonne´es polaires donne :
LJρ(s) = exp
[
−
∫ ∞
r=0
(
1− e−f(r)) 2π2λµrdr]
= exp
[
−2π2λµ
∫ ∞
r=0
rdr
1 + ǫ
s
rα
]
,
soit, apre`s un changement de variable r 7→ r/ρ :
LJρ(ǫTρα) = exp
[
−2π2λµρ2
∫ ∞
r=0
rdr
1 + r
α
T
]
.
Il reste a` le comparer a` LIρ(ǫTρα). En utilisant l’ine´galite´ 1 − e−A ≤ A,
on obtient :
∫ ∞
r=0
(
1− exp
(
−2µρ
∫ ∞
t=0
dt
1 + (r
2+t2)α/2
T
))
dr
≤ 2µρ
∫ ∞
r=0
∫ ∞
t=0
dt dr
1 + (r
2+t2)α/2
T
.
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Apre`s un passage en coordonne´es polaires et en re´injectant l’expression
dans p(T, ρ), on trouve :
p(T, ρ) ≥ exp
[
−2π2λµρ2
∫ ∞
r=0
rdr
1 + r
α
T
]
= LJρ(ǫTρα).
Ainsi, Φ regarde´ sous sa probabilite´ stationnaire donnerait, s’il e´tait seul,
une probabilite´ de couverture supe´rieure a` un processus de Poisson homoge`ne
de meˆme intensite´. Mais la multiplication par q < 1, correspondant a`
l’interfe´rence cre´e´e par la droite qui passe par O, cre´e l’effet inverse.
Lequel des deux effets est pre´ponde´rant sur l’autre ? Les simulations qui
suivent montrent que ”cela de´pend”, mais que la diffe´rence n’est jamais tre`s
grande (voir figure 2.8).
2.5.3 Simulations nume´riques
Pour le path-loss, le mode`le le plus courant est le mode`le COST-Hata. Il
consiste a` prendre :
(Prec¸ue)dBm = (Pmax)dBm − A− B log10(d),
ou` A est un parame`tre d’affaiblissement moyen qui de´pend de la hauteur de
l’antenne, de la fre´quence d’e´mission et du type de terrain (urbain ou rural),
et d est la distance exprime´e en kilome`tres. Par exemple, pour un syste`me
GSM dans la bande des 900 MHz, en milieu urbain, on prendra typiquement
Pmax = 34 dBm, A = 128 dB et B = 35,7 dB. Pour plus de de´tails, on pourra
consulter le chapitre 6 de [Lag99].
En line´aire, cela se re´e´crit :
(Prec¸ue)lin = (Pmax)lin × 10−A/10 × 1
dB/10
.
Par identification, on a donc
α = B/10 = 3, 57
et
1/ǫ =
(Pmax)lin
10A/10
= 3, 98× 10−13 W.
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Pour σ2, en GSM on prend ge´ne´ralement −174 dBm / Hz, auquel on ajoute
un facteur de bruit de 100,8. En line´aire, sur une bande de 200 kHz, on a
donc :
σ2 =
10−174/10
1000
× (200× 103)× 100,8 = 5, 02× 10−15 W,
ce qui nous donne :
SNR = 19 dB.
Il nous reste a` choisir les parame`tres λ, λa et µ. Puisque l’unite´ de distance
est le kilome`tre, on sait que le nombre moyen de routes qui intersectent un
disque de rayon 1 km vaut 2πλ. Dans une ville comme Paris il y a un peu
plus de 6000 rues, dont beaucoup sont des ruelles ou des impasses, et sa
surface vaut un peu plus de 100 km2 ; on peut donc prendre le´gitimement
λ de l’ordre de 7 km−1. Du reste, une se´rie de calibrations (ou fittings)
effectue´es sur donne´es re´elles, quartier par quartier, nous a montre´ que λ
e´tait toujours compris entre 5 km−1 et 8 km−1 environ.
Pour λa, si on reste sur le GSM dans la bande des 900 MHz, on peut
conside´rer que chaque antenne posse`de un rayon d’action de 300 m environ,
ce qui donne un λa de l’ordre de 3,5 km
−2. Ce chiffre est cohe´rent avec le
nombre de maˆts d’antennes Orange sur Paris intra-muros en GSM 900.
Enfin, pour µ, chaque antenne GSM posse´dant en moyenne trois TRX
sur sept time-slots, elle peut assurer jusqu’a` 21 conversations simultane´es.
Sur un carre´ de 1 km2, en pleine charge, on aurait donc au maximum :
πλµ = 21× λa ⇒ µ = 21λa
πλµ
.
Mais on se souvient qu’il faut prendre en compte l’absence d’interfe´rences
due aux techniques d’acce`s multiple. Comme on l’a e´crit plus haut, on a
µradio = ηµroutes, ou` η repre´sente la proportion d’utilisateurs qui interfe`rent.
Dans notre exemple, on a justement η = 1/21, ce qui donne une valeur
maximale de
µradio = λa/πλ = 0, 16 km
−1.
Une valeur raisonnable sera donc µ = 0.1 km−1. La probabilite´ de cou-
verture est pre´sente´e sur la figure 2.8. Par rapport a` un processus de Poisson
ordinaire, les probabilite´s sont quasiment les meˆmes. Cela peut s’expliquer
par le fait que µ est tre`s faible, si bien que les alignements de points ne se
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Fig. 2.8: Comparaison des probabilite´s de couverture du Poisson-lignes et
du Poisson ordinaire sur le lien uplink, en fonction du seuil minimal
de SINR. λa = 3, 5 km
−2, SNR = 19 dB, α = 3, 57, λ = 7 km−1,
µ = 0, 1 km−1. Le seuil de SINR varie entre -10 dBm et 20 dBm.
font pas tellement sentir. Or ce sont eux qui apportent la diffe´rence entre le
Poisson-lignes et le Poisson ordinaire.
Comme les simulations sont assez rapides (quelques secondes par valeur
calcule´e), on peut aussi observer la variation de la probabilite´ de couverture
en fonction de λ, λa ou µ. C’est ce que nous avons repre´sente´ sur la figure 2.9.
A` chaque fois, seul l’un des trois parame`tres varie pendant que les deux autres
sont fixe´s aux valeurs de la figure 2.8. La` aussi, les deux probabilite´s restent
tre`s semblables. Mais si l’on prenait des parame`tres plus extreˆmes mais moins
communs (c’est-a`-dire correspondant a` des situations plus exceptionnelles),
avec des valeurs de µ tre`s importantes de manie`re a` induire des alignements
spectaculaires, la diffe´rence observe´e serait e´videmment plus grande.
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Fig. 2.9: Sensibilite´ des probabilite´s de couverture en fonction de λ, λa, µ.
T est fixe´ a` 7 dBm.
2.5.4 Pie´tons contre automobilistes
Supposons maintenant qu’il y ait deux sortes d’utilisateurs : des automo-
bilistes, re´partis selon notre mode`le de lignes, et des pie´tons (qui n’emprun-
tent pas force´ment les routes), re´partis selon un processus de Poisson ho-
moge`ne inde´pendant. Du point de vue du pie´ton, l’interfe´rence cre´e´e par
les autres utilisateurs est la somme de l’interfe´rence d’un Poisson station-
naire (par le the´ore`me de Slivnyak) et d’un Poisson-lignes stationnaire. Du
point de vue de l’automobiliste au contraire, l’interfe´rence est la somme de
l’interfe´rence d’un Poisson stationnaire, d’un Poisson-lignes stationnaire, plus
encore d’un Poisson sur une ligne qui passe par l’automobiliste. Elle est donc
toujours supe´rieure, et la probabilite´ de couverture est plus faible. Conclu-
sion : il vaut mieux eˆtre pie´ton qu’automobiliste !
Ensuite, il s’agit de savoir si le gain du pie´ton sur l’automobiliste est tou-
jours le meˆme, quelle que soit l’intensite´ µ. Puisque la diffe´rence correspond
a` une route supple´mentaire qui passe par l’utilisateur typique, on pourrait
s’attendre intuitivement a` ce qu’elle grandisse avec µ. A` vrai dire, la figure
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2.10 montre que ce n’est le cas qu’en valeur relative.
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Fig. 2.10: Gain de la probabilite´ de couverture d’un pie´ton par rapport a`
un automobiliste. λa = 3, 5 km
−2, λ = 7 km−1, SNR = 19 dB.
2.6. Deux ge´ne´ralisations 59
2.6 Deux ge´ne´ralisations
2.6.1 Premie`re ge´ne´ralisation : avec µ variable
On souhaite mode´liser un re´seau ou` les routes ne rencontrent pas toutes
le meˆme trafic d’usagers (grands axes, petits axes, etc.). On rend donc µ
ale´atoire, inde´pendant du processus des routes. La manie`re la plus commode
de proce´der est encore d’introduire une famille µ(θ,r) de variables ale´atoires
i.i.d. indexe´es sur [0, π[×R, inde´pendantes de ξ, puis de poser :
Λ(A) =
∑
(θ,r)∈ξ
µ(θ,r)l(A ∩ d(θ, r)).
On se convainc aise´ment que Λ reste isotrope et stationnaire3. Pour ce qui
est de la distribution de Palm, le re´sultat est plus subtil, car il faut prendre
en compte le biais suivant : lorsqu’on se´lectionne une route ”typique” (ce qui
peut eˆtre rendu rigoureux par la notion d’ergodicite´ par exemple), les routes
plus intenses (c’est-a`-dire avec un plus grand µ) vont avoir plus de poids.
Par un le´ger abus, continuons a` noter P la loi marginale de µ. Alors, d’une
manie`re pre´cise on a le
The´ore`me 2.10. Λ sous Palm se comporte comme Λ stationnaire a` laquelle
on aurait ajoute´ une droite inde´pendante passant par l’origine. Cette droite
est d’angle uniforme, mais son intensite´ est donne´e par une nouvelle proba-
bilite´, de densite´ par rapport a` P :
P ′(dµ) =
µ
E[µ]
P(dµ).
De´monstration - Pour l’essentiel, les calculs du the´ore`me 2.4 peuvent eˆtre
repris. Voici cependant quelques points a` regarder plus attentivement :
• en utilisant encore l’identite´ de Wald, on voit imme´diatement que
l’intensite´ de Λ vaut πλE[µ]
• dans les premie`res lignes du calcul de E0 [e−sΛ(A)], on est oblige´ de
conditionner aussi par rapport a` la famille des µ(θ,r).
3 la raison pre´cise en est que la famille des µ(θ,r) a meˆme loi que la famille des µ(θ−θ0,r) ou
que la famille des µ(θ,r−ρ cos(θ))), ce qui vient de la meˆme constatation sur les sous-familles
finies et in fine du the´ore`me d’extension de Kolmogorov.
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Cela nous donne :
E0
[
e−sΛ(A)
]
=
1
π2λE[µ]
e−2πλ
∑
n≥0
λn
n!
∫ π
θ1=0
∫ 1
r1=−1
. . .
∫ π
θn=0
∫ 1
rn=−1
∫
µ1
. . .
∫
µn
n∑
i=1
∫ √1−r2i
t=−
√
1−r2i
E
[
e−sΛ(A+yi+tui)
∣∣∣ξ et µ sur d−1(B)]
µi dt P(dµ1) . . .P(dµn) dθ1 dr1 . . . dθn drn.
• l’argument de syme´trie vaut toujours :
E0
[
e−sΛ(A)
]
=
e−2πλ
π2E[µ]
∑
n≥1
λn−1
(n− 1)!
∫ π
θ1=0
∫ 1
r1=−1
. . .
∫ π
θn=0
∫ 1
rn=−1
∫
µ1
. . .
∫
µn
∫ √1−r21
t=−
√
1−r21
E
[
e−sΛ(A+yi+tui)
∣∣∣ξ et µ sur d−1(B)]
µ1 dt P(dµ1) . . .P(dµn) dθ1 dr1 . . . dθn drn.
• le partage en (θ, r) tels que |r| ≤ 1 et |r| > 1 reste e´galement licite, par
inde´pendance des µ(θ,r) correspondants. On obtient :
E0
[
e−sΛ(A)
]
=
1
π2E[µ]
∫ π
θ1=0
∫
µ1
e−sµ1l(A∩d(θ1,0))
∫ 1
r1=−1
∫ √1−r21
t=−
√
1−r21
exp
(
−λ
∫
θ,r,µ
1− e−sµl((A+y1+tu1)∩d(θ,r))dr dθ P(dµ)
)
E

exp

−s |r|>1∑
(θ,r)∈ξ
µ(θ,r)l ((A + y1 + tu1) ∩ d(θ, r))




µ1dt dr1 dθ1 P(dµ1).
• par ailleurs, l’interpre´tation de la premie`re exponentielle comme une
transforme´e de Laplace reste valable. Plus pre´cise´ment, introduisons
la transforme´e de Laplace d’un processus de Poisson marque´, ou` les
marques sont inde´pendantes :
LΦ(f) = E
[
e−
∑
x∈Φ f(x,µx)
]
.
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Un raisonnement en tout point similaire a` celui du the´ore`me 2.7 (on
prend d’abord pour f a` support borne´, puis on conclut par convergence
domine´e / monotone) conduit a` :
LΦ(f) = exp
(
−λ
∫
x,µ
(
1− ef(x,µ)) dx P(dµ)) .
Revenons a` notre calcul principal : on re´e´crit l’exponentielle de la
deuxie`me ligne comme une espe´rance, qu’on regroupe avec l’espe´rance
de la ligne en-dessous par inde´pendance comple`te. On obtient :
E0
[
e−sΛ(A)
]
=
1
π2E[µ]
∫ π
θ1=0
∫
µ1
e−sµ1l(A∩d(θ1,0))
∫ 1
r1=−1
∫ √1−r21
t=−
√
1−r21
E

exp

−s ∑
(θ,r)∈ξ
µ(θ,r)l ((A+ y1 + tu1) ∩ d(θ, r))




µ1dt dr1 dθ1 P(dµ1)
=
1
π2E[µ]
∫ π
θ1=0
∫
µ1
e−sµ1l(A∩d(θ1,0))
∫ 1
r1=−1
∫ √1−r21
t=−
√
1−r21
E
[
e−sΛ(A+y1+tu1)
]
µ1dt dr1 dθ1 P(dµ1).
Toujours par stationnarite´ :
E0
[
e−sΛ(A)
]
=
E
[
e−sΛ(A)
]
πE[µ]
∫ π
θ1=0
∫
µ1
e−sµ1l(A∩d(θ1,0))µ1 dθ1 P(dµ1)
= E
[
e−sΛ(A)
] ∫
θ1,µ1
e−sµ1l(A∩d(θ1,0))
dθ1
π
P ′(dµ1),
ce qui est exactement le re´sultat recherche´. 
Ainsi, on en de´duit que la ”route typique” qui passe par l’origine sous
Palm pre´sente une intensite´ biaise´e vers les hautes valeurs. Quant au calcul de
la fonctionnelle de Laplace, il aboutit a` la nouvelle probabilite´ de couverture.
Plus pre´cise´ment, on a le
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The´ore`me 2.11. Avec µ variable, la probabilite´ de couverture est donne´e
par :
P(SINR > T ) = 2πλa
∫ ∞
ρ=0
e−πλaρ
2
e−ǫTρ
ασ2p(T, ρ)q(T, ρ)ρdρ,
avec
p(T, ρ) = exp
[
−2πλρ
∫ ∞
r=0
(
1− Lµ
(
2ρ
∫ ∞
t=0
dt
1 + (r
2+t2)α/2
T
))
dr
]
et
q(T, ρ) =
∫ π
θ=0
∫
µ
exp
(
−2µρ
∫ ∞
t=0
dt
1 + (sin
2 θ+t2)α/2
T
)
dθ
π
µ
E[µ]
P(dµ).
De´monstration - On conditionne d’abord par rapport a` µ avant de prend-
re l’espe´rance globale. Dans le calcul de la fonctionnelle de Laplace, on a
toujours :
LΦ(f) = exp
[
−2πλ
∫ ∞
0
(1− g(r))dr
]
,
mais avec cette fois :
g(r) = Eµ
[
exp
(
−2µ
∫ ∞
0
(
1− e−f(
√
r2+t2)
)
dt
)]
qui peut se re´e´crire :
g(r) = Lµ
(
2
∫ ∞
0
(
1− e−f(
√
r2+t2)
)
dt
)
,
et le re´sultat en de´coule. 
Remarque 2.3. On voit que les hautes valeurs de µ apportent une contri-
bution significative a` q, donc a` l’interfe´rence globale. Autrement dit, elles
induisent un biais sur la probabilite´ de couverture. Revenons a` notre com-
paraison avec un mode`le de Poisson ordinaire pour les utilisateurs, de meˆme
intensite´ πλE[µ]. Laissons E[µ] constante mais faisons augmenter sa vari-
ance; on doit voir se de´grader la probabilite´ de couverture. C’est ce que
montre la figure 2.11; certes, la diffe´rence apparaˆıt comme tre`s faible, car on
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est dans des ordres de grandeur qui garantissent de toute fac¸on une bonne
probabilite´ de couverture, et qui plus est µ est tre`s petit ce qui gomme l’effet
d’alignement des utilisateurs. Cependant, cette diffe´rence va bien dans le
sens escompte´ si l’on effectue un grossissement de la figure. Et de plus, avec
des parame`tres plus extreˆmes (cas d’un re´seau qui ge`rerait moins bien les
interfe´rences), on peut s’attendre a` voir la diffe´rence s’accroˆıtre.
2.6.2 Deuxie`me ge´ne´ralisation : mode`le Manhattan
Cette fois, on suppose a` nouveau µ fixe´, mais le plan des rues est orthogonal,
c’est a` dire que θ vaut toujours 0 ou π/2. Il y a deux manie`res e´quivalentes
de construire un tel processus.
• soit on concentre la masse de ξ sur les deux lignes {0}×R et {π/2}×R.
Pour tout bore´lien A de [0, π[×R, on pose donc :
ν(A) = τ l (A ∩ ({0} × R)) + τ l (A ∩ ({π/2} × R))
ou` τ est un parame`tre positif donne´, puis on construit ξ d’intensite´ ν.
• soit on voit directement ξ comme la superposition de deux processus
de Poisson inde´pendants d’intensite´ τ sur {0} × R et {π/2} × R. Le
re´sultat est le meˆme comme on le constate en calculant les probabilite´s
vides et en utilisant la proprie´te´ d’inde´pendance comple`te.
Les deux points de vue nous seront e´galement utiles.
The´ore`me 2.12. Sous Palm, Λ est comme Λ stationnaire a` laquelle on
aurait ajoute´ une droite passant par l’origine, dont l’angle vaut 0 ou π/2
avec une chance sur deux.
De´monstration - Λ n’est e´videmment plus isotrope, mais en revanche elle
reste stationnaire. Il suffit de ve´rifier la stationnarite´ par rapport aux deux
axes (Ox) et (Oy), puisqu’ils engendrent R2. Et par syme´trie, la ve´rification
par rapport a` (Ox) suffit. Or toute translation de vecteur ρi laisse les droites
d(π/2, r) invariantes, et transforme les d(0, r) en d(0, r + ρ). Cela revient
a` laisser le processus de Poisson sur {π/2} × R invariant, et a` translater
celui sur {0} ×R de ρj (deuxie`me point de vue). Les deux processus restent
inde´pendants, stationnaires, de meˆme intensite´.
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Fig. 2.11: Comparaison de diffe´rentes probabilite´s de couverture en fonction
du seuil minimal de SINR. On a λa = 3, 5 km
−2, λ = 7 km−1,
SNR = 19 dB. µ suit une loi uniforme de moyenne 0.1 km−1 et
de variance 0.003 km−2.
Pour le calcul de l’intensite´, on se place sur le disque unite´ et on revient
au premier point de vue :
E[Λ(B)] = E
[
N∑
i=1
µl(B ∩ d(θi, ri))
]
= 4τµ E[l(B ∩ d(θ1, r1))]
= 4τµ
1
4
∑
θ∈{0,π/2}
∫ 1
r=−1
2
√
1− r2 dr
= 2πτµ
= 2τµ m(B).
Ainsi, l’intensite´ vaut 2τµ. Quant au calcul de la distribution de Palm a`
proprement parler, il est rigoureusement le meˆme. 
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The´ore`me 2.13. A` intensite´ e´gale (c’est a` dire τ = πλ/2), le mode`le Man-
hattan et le mode`le de Poisson lignes ont la meˆme probabilite´ de couverture.
De´monstration - Si l’on suivait le calcul effectue´ en [And10], on condition-
nerait d’abord par rapport a` la distance ρ de l’antenne la plus proche de
l’origine, et par un argument d’isotropie du processus des utilisateurs, on
supposerait sans perte de ge´ne´ralite´ que l’antenne est situe´e en (ρ, 0). Mal-
heureusement, cet argument ne tient plus ici. On peut seulement dire que
l’antenne est situe´e en (ρ cos(θ), ρ sin(θ)), ou` θ est uniforme´ment distribue´
sur [0, 2π[ par isotropie du processus des antennes. En introduisant la de´-
pendance en θ dans le calcul du SINR, on obtient :
P(SINR > T ) =
1
2π
∫
ρ,θ
e−πλaρ
2
e−ǫTρ
ασ2LIρ,θ(ǫTρα)2πλaρdρ dθ.
Pour le calcul de p, l’argument de stationnarite´ qui permet de ramener
l’antenne en O tient toujours. La transforme´e de Laplace pour les fonctions
a` syme´trie radiale devient :
LΦ(f) = exp
[
−4τ
∫ ∞
r=0
(
1− exp
(
−2µ
∫ ∞
t=0
(
1− e−f(
√
r2+t2)
)
dt
))
dr
]
.
Puisque τ = πλ/2, p ne change pas. Quant au calcul de q, il s’agit de
l’interfe´rence cre´e´e en (ρ cos(θ), ρ sin(θ)) par une droite passant par l’origine,
d’angle 0 ou π/2 avec probabilite´ 1/2. Mais comme θ est uniforme´ment
distribue´, cela revient a` poser θ = 0 tout en prenant un angle uniforme pour
la droite qui passe par l’origine4. On est donc ramene´ au cas pre´ce´dent. 
2.7 Meilleure prise en compte de la gestion
des ressources radio
2.7.1 Motivation et de´marche ge´ne´rale
Jusqu’ici, le mode`le que nous avons adopte´ prenait bien en compte l’acce`s
multiple orthogonal, mais dans un meˆme motif temps-fre´quence, les utilisa-
teurs e´taient re´partis uniforme´ment sur le territoire. Or, si nous notons C(O)
4 plus exactement, on tire avec une chance sur deux un premier angle uniforme pour la
droite, et avec l’autre chance sur deux un deuxie`me angle uniforme. L’angle obtenu est
bien uniforme.
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la cellule qui couvre l’origine, il serait plus exact de ne pas prendre en compte
les autres utilisateurs de C(O), mais seulement les utilisateurs exte´rieurs.
Pour bien faire les choses dans le calcul de la probabilite´ de couverture,
il faudrait d’abord conditionner par rapport a` Φa, puis calculer notre shot-
noise sur la meˆme fonction f que dans le the´ore`me 2.9, a` ceci pre`s qu’on
annulerait f sur C(O). Or non seulement la fonction f(x)1(x ∈ C(O)) n’est
plus a` syme´trie radiale5, mais surtout il n’y a pas de re´sultat analytiquement
simple sur la ge´ome´trie de C(O), ce qui est beaucoup plus proble´matique.
Cependant, on pourrait imaginer de proce´der ainsi : on commence par
conditionner par rapport a` ρ (la distance a` l’origine de l’antenne la plus
proche) et on suppose par isotropie que cette antenne se situe en xa = (ρ, 0).
Ensuite, un utilisateur x est couvert par C(O) si et seulement si le disque
ouvert de centre x et de rayon ‖x − xa‖ est vide d’antennes. Or par notre
conditionnement sur ρ, on sait de´ja` que le disque ouvert de centre O et de
rayon ρ est vide. On obtient donc :
x ∈ C(O)⇔ Φa (D(x, ‖x− xa‖)\D(O, ρ)) = 0,
comme le montre la figure 2.12. Ensuite, l’ide´e serait d’exploiter le fait
que D(O, ρ) est un ensemble d’arreˆt pour Φa (voir [Bac10]) : par proprie´te´
de Markov fort, on a inde´pendance comple`te des deux ensembles ale´atoires
disjoints que sont D(O, ρ) et D(x, ‖x− xa‖)\D(O, ρ). En particulier :
P
(
Φa(D(x, ‖x− xa‖)) = 0
∣∣ρ) = P (Φa (D(x, ‖x− xa‖)\D(O, ρ)) = 0)
= e−λam(D(x,‖x−xa‖)\D(O,ρ)).
Pour notre calcul de shot-noise, nous introduirions alors la fonction :
f(x) = log
(
1 +
s
ǫ
‖x‖−α
)
× 1 (Φa (D(x, ‖x− xa‖)\D(O, ρ)) = 0) .
Si on conditionne par rapport a` Φa, c’est une fonction de´terministe de x,
dont il faudrait calculer la transforme´e de Laplace (ce qu’on sait faire) avant
de prendre l’espe´rance globale par rapport a` Φa. Si lors de cette dernie`re
e´tape, on pouvait appliquer Fubini entre l’espe´rance selon Φa et l’inte´grale
selon x pour obtenir des termes du type
E
[
1
(
Φa(D(x, ‖x− xa‖)) = 0
∣∣ρ)] ,
5 ce qui n’est pas tre`s grave car on connaˆıt la formule ge´ne´rale de la transforme´e de
Laplace, bien qu’elle ne soit pas simple, cf. the´ore`me 2.8.
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Fig. 2.12: Visualisation de la condition de plus proche voisin.
on serait tire´ d’affaire. Malheureusement, on voit imme´diatement a` partir du
the´ore`me 2.8 que des exponentielles viennent s’intercaler entre les inte´grales.
En cassant la line´arite´, elles nous interdisent d’appliquer Fubini.
2.7.2 De´marche approche´e
De`s lors, une bonne approximation peut eˆtre de remplacer C(O) par un disque
de meˆme surface (en moyenne par rapport a` Φa). Plus pre´cise´ment, on
n’annule pas f sur C(O), mais sur un disque centre´ sur l’origine, dont la
surface vaut l’espe´rance de la surface de C(O) conditionnellement a` ρ. Si on
note R(λa, ρ) le rayon de ce disque e´quivalent, on a le
The´ore`me 2.14. Avec prise en compte de la gestion des ressources radio,
en notant x+ = max(0, x), la nouvelle probabilite´ de couverture en uplink est
bien approche´e par :
P(SINR > T ) ≈ 2πλa
∫ ∞
ρ=0
e−πλaρ
2
e−ǫTρ
ασ2p(T, ρ)q(T, ρ)ρdρ,
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avec
p(T, ρ) = exp
[
− 2πλρ
∫ ∞
r=0
(
1− exp
(
− 2µρ
∫ ∞
t=
√(
R(λa,ρ)2−r2
ρ2
)+
dt
1 + (r
2+t2)α/2
T
))
dr
]
et
q(T, ρ) =
1
π
∫ π
θ=0
exp

−2µρ ∫ ∞
t=
√(
R(λa,ρ)2
ρ2
−sin2 θ
)+
dt
1 + (sin
2 θ+t2)α/2
T

 dθ.
De´monstration - On reprend la de´monstration du the´ore`me 2.9 ; pour plus
de commodite´, on note simplement R le rayon du disque e´quivalent. Pour le
calcul de p, la nouvelle fonction a` syme´trie radiale est donne´e par
f(x) = log
(
1 +
s
ǫ
‖x‖−α
)
1‖x‖>R.
En distingant les cas ou` r ≤ R et r > R, on obtient :
p=exp
[
−2πλ
∫ ∞
r=0
(
1− exp
(
−2µ
∫ ∞
t=
√
(R2−r2)+
dt
1 + ǫ
s
(r2 + t2)α/2
))
dr
]
.
Pour le calcul de q, on proce`de de meˆme et on obtient :
q =
1
π
∫ π
0
exp
[
−2µ
∫ ∞
t=
√
(R2−ρ2 sin2 θ)+
dt
1 + ǫ
s
(ρ2 sin2 θ + t2)α/2
]
dθ.
Le re´sultat s’en de´duit. 
2.7.3 Le proble`me du rayon e´quivalent
Il est a` peu pre`s certain qu’aucune formule analytique pour R(λa, ρ) ne peut
eˆtre trouve´e. La manie`re la plus commode de proce´der reste encore de le
de´terminer par simulation. C’est ce que nous avons fait pour λa = 1 km
−2.
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Le re´sultat est repre´sente´ nume´riquement dans la table 2.13. Il est inutile de
simuler les valeurs pour ρ > 2, car on a de´ja` :
P(ρ > 2) = e−4π ≈ 3, 5× 10−6.
Apre`s interpolation par la me´thode des moindres carre´s, nous avons trouve´
une excellente approximation de R par un polynoˆme du troisie`me degre´ :
R ≈ 0.0212ρ4 − 0.1167ρ3 + 0.2281ρ2 + 0.0528ρ+ 0.5605.
Les courbes comparatives sont repre´sente´es sur la figure 2.14.
ρ rayon e´quivalent
0,05 0,5659
0,10 0,5686
0,15 0,5720
0,20 0,5773
0,25 0,5857
0,30 0,5924
0,35 0,6010
0,40 0,6114
0,45 0,6216
0,50 0,6316
0,55 0,6417
0,60 0,6526
0,65 0,6640
0,70 0,6751
0,75 0,6866
0,80 0,6974
0,85 0,7099
0,90 0,7215
0,95 0,7334
1,00 0,7461
ρ rayon e´quivalent
1,05 0,7576
1,10 0,7698
1,15 0,7822
1,20 0,7939
1,25 0,8065
1,30 0,8187
1,35 0,8298
1,40 0,8427
1,45 0,8542
1,50 0,8664
1,55 0,8782
1,60 0,8906
1,65 0,9027
1,70 0,9147
1,75 0,9242
1,80 0,9366
1,85 0,9486
1,90 0,9608
1,95 0,9720
2,00 0,9835
Fig. 2.13: rayon e´quivalent en fonction de ρ pour λa = 1.
Notons qu’on peut toujours se ramener au cas λa = 1. En effet, un
processus de Poisson d’intensite´ λa peut toujours eˆtre vu comme l’image d’un
processus de Poisson d’intensite´ 1 par l’homothe´tie de centre O et de rapport
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Fig. 2.14: rayon e´quivalent en fonction de ρ pour λa = 1.
1/
√
λa (comme on s’en convainc aise´ment en regardant les probabilite´s vides).
Ainsi, on a :
R(λa, ρ) =
1√
λa
R
(
1, ρ
√
λa
)
.
Comme on pouvait s’y attendre, la probabilite´ d’acce`s devient le´ge`rement
supe´rieure, puisqu’on a cesse´ de prendre en compte les interfe´rences intra-
cellulaires (cf. figure 2.15).
2.8 De´pendance temporelle
2.8.1 De´finition
Que se passe-t-il si on introduit une de´pendance temporelle ? Par exemple,
on pourrait imaginer de faire de´placer les points de Φ le long des routes.
Une manie`re commode et ge´ne´rique de proce´der est d’affecter aux points
x ∈ Φ des vitesses i.i.d. vx ∈ R. Puis il suffit de mettre en place une
re`gle syste´matique d’orientation des routes pour attribuer un de´placement
aux points. Si on ne souhaite pas favoriser un sens plutoˆt que l’autre sur les
routes, on peut demander a` la loi de vx d’eˆtre syme´trique.
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Fig. 2.15: Probabilite´ de couverture du Poisson-lignes avec prise en compte
du radio ressource management (RRM), en fonction du seuil min-
imal de SINR. On a λa = 3, 5 km
−2, λ = 7 km−1, µ = 0, 1 km−1,
SNR = 19 dB.
Plus pre´cise´ment, supposons qu’on a attribue´ a` chaque droite de notre
Poisson-lignes un vecteur directeur unitaire. Par exemple, on choisit l’unique
vecteur unitaire dont l’angle avec i appartient a` [0, π[.
A` l’instant 0, le processus des usagers est donne´ par :
Φ0 =
∑
x∈Φ
δx,
ou` δx de´signe la mesure de Dirac au point x. Chaque point x ∈ Φ appartient
a` une route Dx, dont on notera ux un vecteur directeur unitaire. Notons
que Dx est presque suˆrement unique
6. Le processus des usagers a` l’instant t
6 en effet, soit A l’ensemble des points d’intersection des droites d(θ, r) entre elles. A est
une re´union de´nombrable de points, donc Λ(A) = 0. Φ(A) est alors une variable ale´atoire
de Poisson de parame`tre 0, autrement dit elle est presque suˆrement nulle.
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(t ∈ R) est alors donne´ par :
Φt =
∑
x∈Φ
δx+tvxux .
D’apre`s le lemme 2.18, on sait que Φt garde la meˆme loi spatiale au cours
du temps : on obtient une ”perfect simulation” au sens de [Leb05].
2.8.2 Taux de hand-over
Fixons maintenant une route, et conside´rons son intersection Ψ avec les areˆtes
de la tessellation de Vorono¨ı des antennes, c’est-a`-dire les bords de cellules.
Il s’agit manifestement d’un processus ponctuel stationnaire, si bien qu’on
peut donner un sens pre´cis au nombre moyen de hand-overs (c’est-a`-dire
de changements de cellules) qu’effectue un mobile par unite´ de temps. En
utilisant des re´sultats connus sur la tessellation de Vorono¨ı d’un processus de
Poisson dans le plan, on obtient le
The´ore`me 2.15. A` vitesse v, le taux moyen de hand-over par unite´ de temps
vaut :
THO =
4v
√
λa
π
.
De´monstration - On conside`re le processus stationnaire Ψ sur la droite,
d’intensite´ λΨ. Les intervalles entre ses points forment des cellules mono-
dimensionnelles. Intuitivement, il suffit de regarder la taille moyenne E0[L]
de la ”cellule typique” (c’est-a`-dire sous Palm), et d’e´crire qu’en une seconde
le mobile parcourt une distance v, c’est-a`-dire qu’il croise en moyenne v/E0[L]
cellules. D’apre`s la formule de Little, on obtient alors v/E0[L] = vλΨ.
Justifions rigoureusement ce calcul. Quel que soit l’intervalle de temps
[t1, t2], le nombre moyen de hand-overs sur cet intervalle est donne´ par
E[Ψ([vt1, vt2])] = vE[Ψ([t1, t2])]. Par stationnarite´, ce nombre ne de´pend
que de t2 − t1. Plus ge´ne´ralement, la mesure v × E[Ψ(·)] est invariante par
translation et finie sur les borne´s, donc elle est proportionnelle a` la mesure de
Lebesgue. C’est ce coefficient de proportionnalite´ qu’on appelle taux moyen
de hand-over. Il s’agit simplement de vλΨ.
On utilise maintenant les re´sultats expose´s dans [Mol94]. Møller y in-
troduit un processus le´ge`rement diffe´rent de Ψ : a` chaque cellule mono-
dimensionnelle, il attache le projete´ orthogonal du centre de la cellule bi-
dimensionnelle dont elle est issue (cf. figure 2.16).
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Fig. 2.16: Le processus attache´ a` la tessellation mono-dimensionnelle tel
qu’introduit par Møller dans [Mol94].
En re´unissant la proposition 3.4.4.(i) et l’e´quation (4.2.9.) de [Mol94],
on obtient que l’intensite´ de ce processus est donne´e par 4
√
λa/π. Comme
Møller en fait la remarque p. 73, cette intensite´ reste la meˆme si on se donne
une autre re`gle de se´lection des centres des cellules, pourvu qu’elle reste
invariante par translation7. Pour notre part, nous choisirons donc plutoˆt le
bord gauche de chaque cellule mono-dimensionnelle, ce qui nous rame`ne a` Ψ,
et on conclut ainsi. 
2.9 Conclusion
Nous avons construit un mode`le spatio-temporel suffisamment robuste et
ge´ne´rique pour couvrir une large varie´te´ de situations, a` condition d’effectuer
les ge´ne´ralisations correspondantes. Bien suˆr, on peut imaginer bien d’autres
ge´ne´ralisations que les deux que nous avons propose´es : on pourrait choisir
une autre loi pour le fading ou pour le bruit, ou me´langer plusieurs classes
d’utilisateurs avec plusieurs classes de rues, etc. A` chaque fois, nous avons
montre´ comment effectuer les calculs de probabilite´ de couverture, menant a`
des re´sultats analytiques faciles a` imple´menter.
7 le de´tail se trouve dans le lemme 3.2.1. de [Mol94].
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Remarquons en particulier qu’on n’est pas oblige´ de supposer que tous
les utilisateurs e´mettent a` la meˆme puissance. Au contraire, les techniques
de controˆle de puissance permettent d’adapter celle-ci pour mieux traiter les
interfe´rences. Il serait alors inte´ressant de chercher a` calculer la nouvelle pro-
babilite´ de couverture. Dans le cas de re´seaux CDMA, sous des hypothe`ses
simples sur les utilisateurs, on pourra consulter [Alt02] ou [Tah10].
Enfin, pour confronter notre mode`le aux donne´es de terrain, on peut par
exemple imaginer de comparer la probabilite´ de couverture the´orique et le
taux de rejet re´el (a` partir de sondes dans le re´seau par exemple). Cela dit,
notre mode`le est assez sensible au parame`tre µ, et si on ne le connaˆıt pas
avec une bonne pre´cision, une telle comparaison est risque´e. Mais a` l’inverse,
dans une perspective de calibration, en partant du taux de rejet on peut
remonter a` la probabilite´ de couverture et in fine a` µ. Autrement dit, cela
fournit un moyen de comptage de la population (au moins pour obtenir un
bon ordre de grandeur).
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2.10 Annexe
2.10.1 Mesurabilite´ de Λ
Lemme 2.16. Si A est compact, alors d−1(A) est aussi compact.
De´monstration - D’une part, d−1(A) est ferme´. En effet, soit (θn, rn) une
suite de points de d−1(A) qui converge vers (θ, r); pour tout n, on peut
choisir (an, bn) dans A∩ d(θn, rn). Quitte a` conside´rer une suite extraite par
compacite´ de A, on peut supposer que (an, bn) → (a, b) ∈ A. Utilisons alors
l’ine´galite´ triangulaire, en notant δ la distance entre un point et une partie
de R2, ou deux droites paralle`les :
δ((a, b), d(θ, r)) ≤ δ((a, b), (an, bn))
+ δ((an, bn), d(θ, rn))
+ δ(d(θ, rn), d(θ, r)).
Le premier terme tend bien suˆr vers 0. Pour majorer le deuxie`me, on
remarque que (an, bn) ∈ d(θn, rn) (voir figure 2.17).
Ainsi, δ((an, bn), d(θ, rn)) est majore´e par la distance entre (an, bn) et son
image par la rotation autour de l’origine d’angle θ−θn (image qui appartient
a` d(θ, rn)). Or cette distance est elle-meˆme majore´e par ‖(an, bn)‖ · |θ − θn|.
Comme ‖(an, bn)‖ est borne´e car convergente, ‖(an, bn)‖ · |θ − θn| → 0.
Quant au troisie`me terme, il vaut |r − rn| → 0. Ainsi, (a, b) ∈ d(θ, r), ce qui
ache`ve de montrer que d−1(A) est ferme´.
D’autre part, A e´tant borne´, il est inclus dans un disque ferme´ B. Or
d−1(B) est borne´ d’apre`s la proposition 2.1, et d−1(A) ⊂ d−1(B) est donc lui
aussi borne´. 
The´ore`me 2.17. Λ est mesurable.
De´monstration - Lorsqu’on de´finit ξ comme une variable ale´atoire, l’ensem-
ble des mesures sur lequel e´volue ξ est muni de la tribu engendre´e par
les applications ξ 7→ ξ(A), lorsque A parcourt l’ensemble des bore´liens de
[0, π[×R. Il s’agit maintenant de montrer que l’application qui a` ξ associe Λ
est mesurable. On sait que la tribu des mesures localement finies sur R2 est
engendre´e par les ensembles du type :
E = {Λ/Λ([a, b]× [c, d]) < t},
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Fig. 2.17: Ine´galite´ entre les trois longueurs dans la preuve du lemme 2.16 :
δ((an, bn), d(θ, rn)) ≤ δ((an, bn), (a′n, b′n)) ≤ ‖(an, bn)‖ · |θ − θn|.
ou` [a, b] × [c, d] est un pave´ ferme´ quelconque de R2 et t un re´el positif
(voir chapitre 1).
Si on arrive a` montrer que l’ensemble des ξ dont le Λ associe´ est dans E
appartient a` la tribu engendre´e par les {ξ/ξ(A) = n}, avec n ∈ N, on aura
termine´. Fixons donc a, b, c, d et t.
De´ja`, on remarque que l’application :
ψ : (θ, r) 7→ l (d(θ, r) ∩ ([a, b]× [c, d]))
est continue car uniforme´ment continue. Pour se convaincre de l’uniforme
continuite´, on peut fixer θ en faisant varier r, et vice-versa. Ensuite :
Λ ∈ E ⇔
∑
(θ,r)∈ξ
ψ(θ, r) <
t
µ
.
On peut meˆme restreindre la somme a` (θ, r) ∈ A = d−1([a, b] × [c, d]).
Ensuite, si on note (θ1, r1), . . . , (θn, rn) les points de ξ qui sont dans A
(ne´cessairement en nombre fini), on remarque que Λ ∈ E si et seulement
s’il existe n rationnels q1, . . . , qn > 0 tels que ψ(θi, ri) < qi et
∑
qi < t/µ.
Il existe aussi un autre rationnel ǫ > 0 tel que chaque ψ(θi, ri) soit dans
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]qi − ǫ, qi[. Malheureusement, on ne peut pas toujours choisir les ]qi − ǫ, qi[
deux a` deux disjoints (de`s que deux ψ(θi, ri) sont e´gaux, c’est impossible).
Du coup, on regroupe les ψ(θi, ri) e´gaux, et on e´crit que Λ ∈ E si et
seulement s’il existe :
• un entier m > 0
• des rationnels q1, . . . , qm, ǫ > 0 avec les ]qj − ǫ, qj [ deux a` deux disjoints
• des entiers k1, . . . , km > 0 avec
∑
kjqj < t
tels que dans chaque ]qj−ǫ, qj [ on trouve kj termes ψ(θi, ri). On peut re´e´crire
cela de manie`re condense´e :
E =
⋃
m
⋃
(qj)
⋃
ǫ
⋃
(kj)
Em,(qj),ǫ,(kj).
Il s’agit d’une union de´nombrable. Il ne reste plus qu’a` e´crire :
Λ ∈ Em,(qj),ǫ,(kj) ⇔ ξ(A) =
∑
kj et ∀j, ξ
(
ψ−1(]qj − ǫ, qj [)
)
= kj
pour conclure. Notons que d’apre`s le lemme, A est bore´lien car compact, et
que comme ψ est mesurable car continue, les ψ−1(]qj − ǫ, qj [) sont e´galement
bore´liens. 
2.10.2 Translation d’un processus de Poisson par des
vitesses i.i.d.
Soit un processus de Poisson Φ sur la ligne d’intensite´ µ. Imaginons que
chaque point xk ∈ Φ (k ∈ Z) soit translate´ selon xk 7→ xk + vkt, ou` t
repre´sente le temps et les vk sont des variables re´elles i.i.d.. On note Ψ le
nouveau processus obtenu. On a alors le
Lemme 2.18. Ψ a la meˆme loi que Φ : c’est un processus de Poisson
d’intensite´ µ.
De´monstration - On va prouver le re´sultat en identifiant la transforme´e de
Laplace de Ψ a` celle de Φ. Soit donc f une fonction positive mesurable :
LΨ(f) = E
[∏
xk∈Φ
e−f(xk+vkt)
]
.
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Par convergence domine´e :
LΨ(f) = lim
X→+∞
E

 ∏
|xk|≤X
e−f(xk+vkt)

 .
Or on sait que la restriction de Φ a` l’intervalle [−X,+X ] reste un pro-
cessus de Poisson d’intensite´ µ. On peut donc e´crire :
E

 ∏
|xk|≤X
e−f(xk+vkt)

 = e−2µX∑
n≥0
(2µX)n
n!
1
(2X)n
∫ X
x1=−X
. . .
∫ X
xn=−X(∫
v1
. . .
∫
vn
∏
k
e−f(xk+vkt)P(dv1) . . .P(dvn)
)
dx1 . . . dxn.
Comme les vk sont i.i.d. :
E

 ∏
|xk|≤X
e−f(xk+vkt)

 = e−2µX∑
n≥0
µn
n!
(∫ X
x=−X
Ev
[
e−f(x+vt)
]
dx
)n
= exp
(
−µ
∫ X
x=−X
(
1− Ev
[
e−f(x+vt)
])
dx
)
= exp
(
−µ
∫ X
x=−X
Ev
[
1− e−f(x+vt)] dx) .
Par continuite´ de l’exponentielle, en faisant tendre X vers +∞ :
LΨ(f) = exp
(
−µ
∫ ∞
x=−∞
Ev
[
1− e−f(x+vt)] dx) ,
puis en effectuant le changement de variable x 7→ x+ vt :
LΨ(f) = exp
(
−µ
∫ ∞
x=−∞
Ev
[
1− e−f(x)] dx)
= exp
(
−µ
∫ ∞
x=−∞
(
1− e−f(x)) dx)
= LΦ(f),
ce qui ache`ve la preuve. 
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Remarque 2.4. Le lemme reste vrai dans les deux cas suivants :
• cas particulier, mais courant : si toutes les vk sont e´gales a` une meˆme
vitesse v de´terministe.
• cas ge´ne´ral : avec un processus de Poisson sur Rd. De fait, il s’agit
d’une application du the´ore`me dit de la ”transformation ale´atoire de
points” (voir [Bac10]).
Chapitre 3
MOUTONS ET FORTES TEˆTES
Ce chapitre a donne´ lieu a` l’article suivant, pre´sente´ a` la confe´rence InfoCom
2010 de San Diego (E´tats-Unis) :
An Interaction-Based Mobility Model for Dynamic Hot Spot Analysis,
Fre´de´ric Morlot, Salah-Eddine Elayoubi, Franc¸ois Baccelli, Infocom, Pro-
ceedings IEEE (2010).
Par la suite, nous en avons publie´ une version remanie´e et enrichie sur
HAL.
Re´sume´
Les traces laisse´es par les te´le´phones GSM dans un re´seau de te´le´phonie pendant les
rassemblements urbains re´ve`lent une grande volatilite´ des comportements. De plus,
on assiste fre´quemment a` la formation de ”points chauds” (hotspots en anglais)
comme on peut le voir sur la figure 3.1, c’est-a`-dire des rassemblements significatifs
et spontane´s. Un phe´nome`ne-cle´ que nous souhaitons e´tudier est la formation et la
disparition de ces rassemblements, qui paraissent ale´atoires a` la fois dans le temps
et dans l’espace. Apre`s avoir prouve´ la ne´cessite´ d’introduire un nouveau mode`le
de mobilite´ pour rendre compte de ces phe´nome`nes, nous pre´sentons le ”mode`le
des moutons et des fortes teˆtes”, fonde´ sur les interactions entre individus.
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3.1 Introduction
3.1.1 Donne´es disponibles
Pre´cisons un peu ce que nous entendons par ”ale´atoire dans le temps et dans
l’espace” lorsque nous parlons des hotspots. On rappelle (voir introduction
de la the`se), que les traces utilise´es pour notre e´tude couvraient :
• la feˆte de la St-Jean a` Varsovie et Cracovie (21 juin)
• la Feˆte de la Musique a` Paris (21 juin)
• les derniers tours de l’Euro de Football a` Bucarest (13 juin), Madrid et
Barcelone (28 juin).
Dans le cas de la St-Jean, les usagers se sont simplement promene´s dans la
ville sans direction particulie`re. Le caracte`re ale´atoire des rassemblements est
donc bien e´tabli. Seule exception a` la re`gle : un concert sur une sce`ne ge´ante
qui a eu lieu dans un parc de Varsovie. Mais meˆme dans ce cas, l’acce`s e´tait
libre si bien que les individus pouvaient vaquer autour et se sont largement
de´place´s (comme peut en te´moigner notre e´quipe qui e´tait sur place).
Le cas de la Feˆte de la Musique est assez similaire : a` part pour un petit
nombre de concerts ge´ants bien identifie´s et planifie´s, les rassemblements
peuvent eˆtre conside´re´s comme spontane´s. Et meˆme pour lesdits concerts
ge´ants, le fait qu’il y en ait plusieurs au meˆme moment a` diffe´rents endroits
incitait les individus a` se de´placer en cours de route et re´introduisait une
dimension ale´atoire.
Enfin, pour ce qui est des matchs de football, la premie`re phase (retrans-
mission sur e´cran ge´ant) e´tait ale´atoire a` cause des diffe´rentes localisations
des e´crans dans la ville. Et la deuxie`me phase (festive apre`s la victoire) e´tait
clairement la plus spontane´e et la moins planifie´e des deux.
Un mode`le de mobilite´ a` la fois re´aliste et calculable nous permettrait
d’ame´liorer significativement la robustesse des simulateurs en te´le´communi-
cation et des mode`les analytiques, ce qui nous permettrait de mieux com-
prendre l’impact de la mobilite´ sur la qualite´ de service. La pre´vision des
rassemblements permet aussi de mettre au point des algorithmes de gestion
dynamique des ressources radio, comme l’allocation dynamique de spectre
(voir [Lea04]) ou la radio logicielle (voir [Mit00][Sim07]).
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Fig. 3.1: SMS envoye´s pendant la Feˆte de la Musique a` Paris, le 21 juin
2008. Il est 23h13. On peut observer d’importants rassemble-
ments dans le centre-ville (Chaˆtelet, Bastille, Saint-Michel), ainsi
qu’au Parc des Princes (concert de Tokio Hotel) et a` l’hippodrome
d’Auteuil (concert de France 2).
Dans un premier temps, nous passons en revue les mode`les de mobilite´
existants et nous de´montrons la ne´cessite´ d’un nouveau mode`le pour qui veut
mode´liser une dynamique des hotspots.
Ensuite, nous introduisons notre mode`le markovien. Pour cela, nous di-
visons le territoire en zones d’attractions potentielles, et nous partons du
principe que les individus s’influencent les uns les autres. Dans la partie
3.2, nous e´tudions un ”mode`le a` moutons”, pour lequel cette influence est
particulie`rement grande. Nous commenc¸ons par e´tudier un territoire a` deux
zones, ce qui nous permet de trouver des formules analytiques pour le temps
moyen de formation d’un hotspot ainsi que pour la loi de sa position spatiale.
Nous donnons aussi des e´quivalents asymptotiques de ces quantite´s, et une
borne supe´rieure de la vitesse de convergence. Enfin, nous ge´ne´ralisons ces
re´sultats a` un nombre quelconque de zones. Les hotspots sont bien ale´atoires
en temps et en espace, mais de`s qu’ils se forment ils restent stables. Il nous
manque donc encore leur de´sagre´gation.
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C’est pourquoi la partie 3.3 introduit un ”mode`le a` moutons et fortes
teˆtes”, dont le premier mode`le est un cas particulier. Le mode`le ge´ne´ral est
plus re´aliste et il reste calculable, ce qui nous permet de mode´liser aussi bien
la formation de hotspots ale´atoires que leur de´sagre´gation.
Dans une dernie`re partie, nous exploitons les phe´nome`nes d’explosion
pre´dits par notre mode`le pour calibrer ce dernier sur les traces de la Feˆte de
la Musique 2008 a` Paris.
3.1.2 Pourquoi un nouveau mode`le ?
Sur la figure 3.1, on peut voir un instantane´ des traces laisse´es par les SMS
dans Paris pendant la Feˆte de la Musique 2008. Tout de suite, on remarque
la pre´sence de hotspots. Et sur les animations vide´os de [Urb08], on voit
bien que ces hotspots subissent une dynamique. Il ne nous est pas possible
de reproduire les vide´os sur papier, mais les cliche´s de 3.2 donnent une ide´e
de ce qui se passe : la foule commence par quitter petit a` petit une zone
(nous appellerons cela un ”siphonnage”) pour en remplir une autre (nous
appellerons cela un ”remplissage”). La combinaison des deux s’appellera un
”transfert”. La localisation de tels phe´nome`nes est ale´atoire, car lorsque les
individus quittent un endroit, nous ne savons pas a` l’avance s’ils pre´fe`rent se
rendre a` tel ou tel concert. Cela de´pend de plusieurs parame`tres subjectifs,
comme leur humeur, l’influence de leur entourage, ou simplement leurs gouˆts
musicaux.
A` pre´sent, nous passons en revue les mode`les de mobilite´ existants, et
nous e´tudions s’ils pourraient eˆtre adapte´s a` nos besoins.
Le mode`le le plus populaire en te´le´communication est probablement le
Random Waypoint Model (voir [Bou05]). Ce mode`le est facile a` simuler et
de plus il est calculable analytiquement dans un grand nombre de situations,
selon les re`gles de de´placement que l’on donne aux individus et la forme
ge´ome´trique du territoire. Cependant, il ne s’applique qu’a` un seul indi-
vidu a` la fois, ou alors a` un groupe d’individus inde´pendants. En utilisant
ce mode`le pour faire apparaˆıtre de l’attraction, nous devrions choisir une
re`gle de de´placement qui donne plus de poids a` certaines zones pre´de´finies.
Ainsi, la loi de la position d’un individu favoriserait ces zones. Malheureuse-
ment, cela empeˆche toute dynamique au niveau macroscopique. En effet,
avec un grand nombre d’individus inde´pendants superpose´s, un argument de
type loi des grands nombres montre que le re´sultat empirique constitue un
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19h47
22h17
21h06
23h17
Fig. 3.2: SMS envoye´s pendant la Feˆte de la Musique a` Paris, le 21 juin
2008, entre 19h47 et 23h17. On observe un transfert du Parc des
Princes a` l’hippodrome d’Auteuil.
histogramme quasi-parfait de la loi the´orique individuelle.
Plus pre´cise´ment, cela vient du the´ore`me de Sanov (voir [Dem93], the´-
ore`me 6.2.10). Soit µ la loi de position individuelle, et X1, X2, . . .Xn les
positions de n utilisateurs inde´pendants qui suivent µ. Soit µˆn =
1
n
∑n
k=1 δXk
la loi empirique associe´e a` une observation instantane´e. Alors, quel que soit
l’e´ve`nement B, le the´ore`me de Sanov nous indique que pour n assez grand :
P(µˆn ∈ B) ∼ exp
[
−n inf
ν∈B
H(ν|µ)
]
,
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ou` H(ν|µ) de´signe la distance de Kullback-Leibler1 entre µ et ν. En parti-
culier, si B traduit le fait que les utilisateurs ne s’agglutinent pas la` ou` ils
devraient d’apre`s µ, H(ν|µ) va eˆtre grand ∀ν ∈ B, et donc infν∈BH(ν|µ)
va eˆtre grand aussi. Alors la probabilite´ d’une telle observation va eˆtre
extreˆmement faible de`s que n est un tant soit peu important. Ainsi, tous
les attroupements vont avoir lieu dans les zones pre´de´finies, jamais ailleurs,
et ils seront toujours pre´sents. On n’aura donc pas de transfert.
D’une manie`re ge´ne´rale, on aura le meˆme phe´nome`ne a` chaque fois qu’on
partira de la superposition de plusieurs mode`les individuels inde´pendants. Or
pendant les grands e´ve`nements publics, un point-cle´ est l’interde´pendance en-
tre individus, puisque les traces qu’ils laissent dans le re´seau correspondent
bien souvent a` des rendez-vous donne´s a` tel ou tel endroit. Par exemple
pendant la Feˆte de la Musique, si un concert est de bonne qualite´, les spec-
tateurs en informeront leurs amis pour leur proposer de les rejoindre, ce qui
renforcera le hotspot.
Le Nomadic Community Mobility Model et le Reference Point Group Mo-
bility Model (voir [Cam02]) consistent a` faire se de´placer globalement de pe-
tits groupes d’individus dans une direction donne´e, tandis que les utilisateurs
eux-meˆmes peuvent graviter autour de la tendance globale. Typiquement
c’est ce qui se passe avec un groupe de visiteurs qui suit un guide dans un
muse´e. Mais dans notre cas, nous ne souhaitons pas pre´de´finir une direction
vers laquelle un groupe doit se de´placer. De plus, nous ne souhaitons pas
que les meˆmes individus restent toujours ensemble, car il n’est pas cre´dible
que les spectateurs d’un meˆme concert se suivent ensuite toute la nuit.
Passons a` pre´sent en revue quelques ide´es qui pourraient nous permettre
de traduire l’influence mutuelle des individus.
Comme nous recherchons une grande interde´pendance, une tentative na-
turelle pourrait eˆtre d’utiliser des processus de´terminantaux ou des processus
permanentaux (voir [Ben09][Sos00]). Les premiers seront e´tudie´s au chapitre
4, ils mode´lisent bien une certaine re´pulsion entre les utilisateurs, au con-
traire des seconds qui introduisent de l’attraction. Cependant, les processus
permanentaux ne sont rien d’autre que des processus de Cox de´guise´s (voir
[Ben09], section 4.9.). Cela signifie que nous devrions choisir une intensite´
sous-jacente qui varie dans le temps et qui pre´sente une dynamique des zones
1 c’est-a`-dire une distance L1 entre les distributions de probabilite´.
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d’attraction, ce qui est aussi difficile que de construire un processus directe-
ment avec les meˆmes caracte´ristiques. On est donc renvoye´ au proble`me
initial. Quant aux processus de´terminantaux, ils ne peuvent rendre compte
de la formation des hotspots.
Une dernie`re classe de mode`les de mobilite´ que nous pourrions conside´rer
est celle des ”processus spatiaux de vie et de mort” (spatial birth and death
processes, voir [Gar06]). D’abord e´tudie´s par Preston en 1975 (voir [Pre75]),
ils peuvent mode´liser efficacement certains motifs ge´ome´triques, pourvu que
l’on choisisse leur distribution stationnaire convenablement. De plus, con-
trairement au Random Waypoint Model, ils pre´sentent une vraie dynamique
temporelle. Cependant, on sait qu’ils me`nent a` des processus de Gibbs, qui
ne sont ge´ne´ralement pas calculables analytiquement.
Ce passage en revue nous conforte dans l’ide´e de trouver un nouveau
mode`le, qui soit a` la fois calculable analytiquement et qui pre´sente une vraie
dynamique temporelle des hotspots.
3.2 Le mode`le a` moutons
Dans cette partie, nous cherchons a` mode´liser des agre´gats d’individus dans
des zones pre´de´finies. L’ide´e conductrice est que les gens ont tendance a`
se diriger la` ou` il y a de´ja` du monde, ce qui cre´e des rassemblements auto-
alimente´s.
3.2.1 Panorama du mode`le
Divisons le territoire en K zones ge´ographiques qui ont une identite´ propre.
Ce sont des zones d’influence que l’on peut conside´rer comme en compe´tition
pour attirer du public. Chaque zone e´change donc des individus avec les
autres. Notons que nous ne nous inte´ressons qu’aux mouvements macro-
scopiques entre zones, pas au de´tail des de´placements a` l’inte´rieur de chacune
d’elles. Dans chaque zone, un individu est suppose´ rester pendant une dure´e
ale´atoire exponentielle de parame`tre µ, avant de de´cider ou non de changer.
Quitte a` raffiner notre mode`le par la suite, commenc¸ons par supposer
que les individus sont totalement influence´s par leur environnement, c’est-a`-
dire qu’ils se comportent comme des moutons. Ils de´cident de se de´placer
d’une zone a` l’autre proportionnellement au nombre d’individus de´ja` pre´sents
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(voir figure 3.3), y compris dans leur propre zone auquel cas ils de´cident
de ne pas changer. En d’autres termes, si nous notons N le nombre total
d’indidividus, n1 le nombre d’individus dans la premie`re zone, n2 le nombre
dans la deuxie`me, etc., un individu de la k-e`me zone de´cide de gagner la
k′-e`me zone avec la probabilite´ nk′/N . En revanche, il de´cide de rester avec
la probabilite´ :
nk
N
= 1−
∑
k′ 6=k
nk′
N
.
Fig. 3.3: Le mode`le a` moutons. Ici, N = 7 et K = 4. L’individu dans le
coin en haut a` gauche a quatre choix. Les quatre probabilite´s de
de´cision sont proportionnelles au nombre d’individus.
Nous obtenons alors un processus de Markov a` nombre fini d’e´tats code´s
par (n1, . . . , nK), dont les probabilite´s de transition sont donne´es ci-dessus.
On voit imme´diatement qu’il y a K e´tats absorbants, qui correspondent au
cas ou` tous les individus sont regroupe´s dans une zone (les hotspots stables
mentionne´s en introduction). Ils sont donne´s par :
Nek = (0, . . . , N︸︷︷︸
k-e`me position
, . . . , 0), 1 ≤ k ≤ K.
Dans un souci de clarte´, nous allons d’abord exposer le cas K = 2, avant
de donner le cas ge´ne´ral.
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Remarque 3.1. Nous sommes face a` ce que la communaute´ d’algorithmique
en calcul distribue´ appelle un ”proble`me de consensus” : plusieurs individus
peuvent e´changer de l’information entre eux et doivent se mettre d’accord
sur une valeur commune (ici, le nume´ro de la zone finale dans laquelle le
syste`me est absorbe´). En ge´ne´ral, il s’agit de savoir si un tel consensus est
accessible dans un temps fini, et si oui, de caracte´riser ce temps (espe´rance,
voire variance). En particulier, dans le cas K = 2, nous avons un proble`me
dit de consensus binaire qui a largement e´te´ e´tudie´ depuis les anne´es 1980.
Le re´sultat de´pend notamment des conditions de synchronisation entre les
individus et de leur capacite´ a` ne pas faire d’erreur dans leurs de´cisions. On
connaˆıt a` ce sujet un ce´le`bre re´sultat d’impossibilite´ duˆ a` Fischer, Lynch et
Paterson (voir [Fis85]). On trouvera d’autres e´tudes inte´ressantes en [Per09],
[Dra10] ou [Mat11].
3.2.2 Le proble`me a` deux zones
Dans cette section nous choisissons K = 2. En quelque sorte, notre mode`le
pourrait eˆtre qualifie´ ”d’anti-Ehrenfest”, d’apre`s le mode`le a` deux urnes bien
connu (voir [Ehr07]).
Fig. 3.4: notre mode`le a` deux zones.
L’e´tat du syste`me a` l’instant t est note´ :
n(t) = (n1(t), n2(t)).
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Pour plus de simplicite´ dans les calculs, on se rame`ne a` une seule variable
m(t) = n1(t), l’autre e´tant donne´e par N −m(t) = n2(t).
Chaque individu reste dans sa zone pendant une dure´e ale´atoire exponen-
tielle de parame`tre µ, et tous les temps d’attente sont suppose´s inde´pendants.
Dans la zone 1, on a donc m horloges exponentielles de parame`tre µ en
compe´tition, dont la superposition est une horloge exponentielle de parame`tre
mµ. Lorsque l’horloge sonne, un individu de´cide de changer de zone avec la
probabilite´ (N − m)/N . Ainsi, la dure´e jusqu’au prochain changement de
zone est une variable exponentielle de parame`tre mµ(N−m)/N . La manie`re
la plus rapide de s’en convaincre est d’invoquer la proprie´te´ de ”p-thinning”
d’un processus de Poisson (voir [Bac10]). De meˆme, les changements de la
zone 2 a` la zone 1 sont marque´s par une horloge exponentielle de parame`tre
(N −m)µm/N . On en de´duit les taux de transition de la figure 3.52.
Fig. 3.5: transitions markoviennes du syste`me a` deux zones.
Si on indentifie l’e´tat (m,N −m) a` l’entier m, le ge´ne´rateur infinite´simal
est alors la matrice (N + 1)× (N + 1) suivante :
2 En fait, pour eˆtre tout a` fait exact, l’intervalle [T1, T
′
1] entre deux transitions 1 → 2
n’est pas une exponentielle de parame`tre mµ(N − m)/N , car il peut se produire une
transition 2→ 1 entretemps (ce qu’on notera T2 ∈]T1, T ′1[). Dans ce cas, pendant [T2, T ′1]
la probabilite´ de choisir la zone 2 lorsqu’on est dans la zone 1 passera de (N −m)/N a`
(N −m− 1)/N . Cela dit, nous ne sommes inte´resse´s par le comportement du syste`me que
pendant [T1, T2], et sur cette dure´e, le syste`me est e´quivalent a` la concurrence de deux
horloges exponentielles inde´pendantes de parame`tre µm(N − m)/N . Comme T2 est un
temps d’arreˆt, les transitions sont bien celles indique´es sur la figure 3.5.
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Q =


0 0 0
. . .
. . .
. . .
µm(N−m)
N
−2µm(N−m)
N
µm(N−m)
N
. . .
. . .
. . .
0 0 0


. (3.1)
Pour caracte´riser la mobilite´ entre les deux zones, inte´ressons-nous a` τ ,
le premier instant ou` l’on atteint un e´tat absorbant :
τ = inf{t/n(t) = (0, N) ou (N, 0)}.
L’espe´rance de τ de´pend bien suˆr de l’e´tat initial. Si le syste`me de´marre en
(m,N −m), notons hm = E[τ |n(0) = (m,N −m)] le temps moyen d’atteinte
d’un e´tat absorbant. On a alors la
Proposition 3.1.
hm =
1
µ
( ∑
0≤i<m
N −m
N − i +
∑
0≤i<N−m
m
N − i
)
.
De´monstration - On sait (voir [Nor98], the´ore`me 3.3.3. sur les hitting times)
que le vecteur (hm)m est la solution minimale de l’e´quation :{
h0 = hN = 0
∀m /∈ {0, N}, ∑0<i<N qmihi = −1. (3.2)
La deuxie`me ligne peut donc eˆtre re´e´crite comme :

2h1 − h2 = Nµ(N−1)
2hN−1 − hN−2 = Nµ(N−1)
2hm − hm−1 − hm+1 = Nµi(N−i) sinon.
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On est donc ramene´ a` inverser la matrice (N − 1)× (N − 1) suivante :
U =


2 −1 0
−1 2 −1
. . .
. . .
. . .
. . .
. . .
. . .
−1 2 −1
0 −1 2


.
On ve´rifie facilement que U−1 = 1
N
· V , ou` V est donne´e par :
vij =
{
j(N − i) si i ≥ j
i(N − j) si i ≤ j.
Ainsi : 

h1
...
...
hN−1

 = 1N · V · Nµ ·


1/N−1
1/2(N−2)
...
1/N−1

 ,
et :
hm =
1
µ
∑
i
vmi
i(N − i)
=
1
µ
∑
0<i<m
N −m
N − i +
1
µ
∑
m≤i<N
m
i
=
1
µ
∑
0≤i<m
N −m
N − i −
1
µ
· N −m
N
+
1
µ
∑
0<i≤N−m
m
N − i
=
1
µ
∑
0≤i<m
N −m
N − i −
1
µ
· N −m
N
+
1
µ
∑
0≤i<N−m
m
N − i +
1
µ
(m
m
− m
N
)
=
1
µ
∑
0≤i<m
N −m
N − i +
1
µ
∑
0≤i<N−m
m
N − i
ce qui ache`ve la preuve. 
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Typiquement, N correspond au nombre d’individus dans une ville, et
peut donc eˆtre tre`s grand. Aussi il n’est pas inutile de trouver un e´quivalent
plus simple de hm. Si nous notons x = m/N , x devient asymptotiquement
une variable continue. On a alors la
Proposition 3.2. hm est bien approche´ par :
hm ≈ −N
µ
(
(1− x) log(1− x) + x log(x)). (3.3)
Pour connaˆıtre la marge d’erreur, on sait que la diffe´rence :
rm = hm +
N
µ
(
(1− x) log(1− x) + x log(x))
est uniforme´ment encadre´e par :
−2
µ
≤ rm ≤ 0.
La figure 3.6 compare la courbe approximante avec la courbe re´elle.
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Fig. 3.6: Estimation asymptotique de hm (en min). N = 80, µ = 1 min
−1.
Les cercles repre´sentent hm, tandis que la ligne continue repre´sente
l’estimateur.
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De´monstration - Si m = 0 ou N , le re´sultat est encore vrai a` condition
d’effectuer un prolongement par continuite´ en posant : 0 log(0) = 0.
Sinon, e´crivons :
µ hm = N(1 − x)
∑
0≤i<m
1
1− i/N ·
1
N
+Nx
∑
0≤i<N−m
1
1− i/N ·
1
N
Chacune de ces sommes peut eˆtre interpre´te´e comme une somme de Riemann.
Travaillons sur la premie`re somme par exemple. Par croissance de la fonction
t 7→ 1/(1− t) :∫ (m−1)/N
−1/N
1
1− t dt ≤
∑
0≤i<m
1
1− i/N ·
1
N
≤
∫ m/N
0
1
1− t dt.
Comme m 6= N , on remarque que ∫ m/N
0
1
1−t dt est bien de´finie. D’ou` :
log
(
1 +
1
N
)
− log
(
1 +
1
N
− x
)
≤
∑
0≤i<m
1
1− i/N ·
1
N
≤ − log(1− x).
Et a fortiori :
− log
(
1 +
1
N
− x
)
≤
∑
0≤i<m
1
1− i/N ·
1
N
≤ − log(1− x).
Par convexite´ de la fonction y 7→ − log(1− x+ y) :
− log(1− x)− 1
N
· 1
1− x ≤
∑
0≤i<m
1
1− i/N ·
1
N
≤ − log(1− x)
En multipliant par le facteur N(1 − x) devant la somme, et en effectuant le
meˆme travail sur l’autre somme (quitte a` changer m en N −m), on obtient
le re´sultat demande´. 
Remarque 3.2. Il s’agit d’une ”bonne approximation” au sens ou` lorsque
N tend vers l’infini, elle fournit un e´quivalent de hm quel que soit m. En
effet, meˆme lorsque hm est minimal, c’est-a`-dire lorsque m = 1 ou N − 1, on
a :
−N
µ
(x log(x)− (1− x) log(1− x)) ∼ −N
µ
(
1
N
log
(
1
N
))
=
log(N)
µ
→∞,
alors que rm reste borne´.
3.2. Le mode`le a` moutons 95
Jusqu’ici, nous avons obtenu une formule ferme´e pour le temps moyen
d’absorption ainsi qu’une estimation asymptotique. On sait aussi qu’un des
deux e´tats absorbants sera presque suˆrement atteint dans un temps fini.
Maintenant, nous aimerions connaˆıtre la probabilite´ d’eˆtre absorbe´ en (N, 0)
plutoˆt qu’en (0, N), toujours conditionnellement au point de de´part. Soit pm
cette probabilite´. On a la
Proposition 3.3. La probabilite´ d’eˆtre absorbe´ en (N, 0) vaut :
pm =
m
N
.
De´monstration - En utilisant l’e´quation (3.1), on obtient les probabilite´s de
transition de la chaˆıne de Markov sous-jacente (voir figure 3.7).
Fig. 3.7: La chaˆıne de Markov induite par le processus.
En conditionnant par rapport a` T1, le premier instant de transition (qui
est un temps d’arreˆt), et en utilisant la proprie´te´ de Markov fort, nous
obtenons pour m /∈ {0, N} :
pm = P(n1(τ) = 0|n1(0) = m)
= P(n1(τ) = 0|n1(0) = m,n1(T1) = m+ 1)× P(n1(T1) = m+ 1)
+ P(n1(τ) = 0|n1(0) = m,n1(T1) = m− 1)× P(n1(T1) = m− 1)
=
1
2
pm+1 +
1
2
pm−1
pm+1 = 2pm − pm−1.
Comme de plus p0 = 0, une re´currence imme´diate donne le re´sultat. 
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3.2.3 Le proble`me a` K zones
Tous les re´sultats de la section pre´ce´dente sont ge´ne´ralisables, c’est ce que
nous allons voir a` pre´sent. L’e´tat du syste`me est maintenant de´crit par un
K-uplet :
n = (n1, n2, . . . , nK),
avec
∑
nk = N . Ainsi, l’espace des e´tats possibles est une varie´te´ de dimen-
sion K − 1. Une transition de la k-e`me zone a` la k′-e`me zone est donne´e
par :
n 7→ n′ = n+ ek′ − ek.
Il s’agit ni plus ni moins d’un ”ope´rateur de migration” au sens de Kelly
(voir [Kel79], paragraphe 2.3.). Au maximum, il y a K(K − 1) transitions
possibles, et le taux de transition de (k → k′) vaut :
qnn′ =
µnknk′
N
.
A` pre´sent, voici une CNS bien commode quoique triviale pour caracte´riser
les transitions :
Lemme 3.4. n 7→ n′ a un sens si et seulement si nk 6= 0.
De´monstration - Le sens direct est imme´diat. Et re´ciproquement, si nk 6= 0,
alors ne´cessairement nk′ < N car
∑
nl = N , et la transition est donc bien
de´finie. Notons que si nk′ = 0, la transition, bien qu’ayant un sens, est de
probabilite´ nulle. 
Avec un peu plus de difficulte´, on peut ge´ne´raliser la proposition 3.1, et
on obtient le
The´ore`me 3.5. Lorsque le syste`me de´marre en n, le temps moyen d’absorp-
tion est donne´ par :
hn =
1
µ
∑
1≤k≤K
∑
0≤i<nk
N − nk
N − i . (3.4)
De´monstration - Nous cherchons maintenant une solution de l’e´quation (3.2)
en K dimensions. Partons d’abord de l’expression (3.4), et prouvons qu’elle
ve´rifie l’e´quation.
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Premie`re remarque : si l’un des nk est nul, on peut faire abstraction de
la zone k sans modifier la somme dans (3.4), puisque la somme indexe´e sur
0 ≤ i < nk est vide. D’autre part, cela n’alte`rera pas la ve´rification de (3.2),
puisque les transitions vers des zones vides sont interdites. Ainsi on peut se
ramener sans perte de ge´ne´ralite´ au cas ou` tous les nk sont non nuls.
Si K = 1, on est dans un e´tat absorbant et la formule est vraie. Sinon,
introduisons ǫnn′ = hn′ − hn, ou` n et n′ sont donne´s par la transition de la
zone k a` la zone k′. On a :
∀n,
∑
n′
qnn′hn′ = hn
∑
n′
qnn′︸ ︷︷ ︸
=0
+
∑
n′
qnn′ǫnn′ =
∑
n′ 6=n
qnn′ǫnn′ ,
et :
µhn′ =
∑
l 6=k,k′
∑
0≤i<nl
N − nl
N − i +
∑
0≤i<nk−1
N − nk + 1
N − i +
∑
0≤i<nk′+1
N − nk′ − 1
N − i
=
∑
l
∑
0≤i<nl
N − nl
N − i −
N − nk
N − nk + 1 +
N − nk′
N − nk′
+
∑
0≤i<nk−1
1
N − i −
∑
0≤i<nk′+1
1
N − i
= µhn +
1
N − nk + 1 +
∑
0≤i<nk−1
1
N − i −
∑
0≤i<nk′+1
1
N − i ,
si bien que :
ǫnn′ =
1
µ

 ∑
0≤i<nk
1
N − i −
∑
0≤i≤nk′
1
N − i

 .
Notons que la deuxie`me somme est bien de´finie, car comme nk 6= 0 et
K > 1, alors nk′ < N et le de´nominateur N − i ne peut pas eˆtre nul.
Maintenant, nous pouvons prouver que (3.4) ve´rifie (3.2).
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On a :
∑
n′ 6=n
qnn′ǫnn′ =
6=∑
(k,k′)
nknk′
N

 ∑
0≤i<nk
1
N − i −
∑
0≤i≤nk′
1
N − i


=
6=∑
(k,k′)
nknk′
N

 ∑
0≤i<nk
1
N − i −
∑
0≤i<nk′
1
N − i


︸ ︷︷ ︸
0 par syme´trie
−
6=∑
(k,k′)
nknk′
N
· 1
N − nk′
= −
∑
k′
nk′
N(N − nk′) · (N − nk
′)
= −1.
Il reste a` de´montrer que dans notre cas, il n’existe qu’une seule solution
a` (3.2). Autrement dit, nous voulons montrer que la seule solution de :{
∀n absorbant, hn = 0
∀n non absorbant, ∑n′ non absorbant qnn′hn′ = 0 (3.5)
est le vecteur nul.
Conforme´ment a` l’usage, notons qnn = −λn, et qnn′ = λnpnn′ si n 6= n′
(ou` les pnn′ sont les probabilite´s de transition). S’il existe une transition
re´alisable n→ n′, alors pnn′ > 0, et sinon pnn′ = 0.
Comme hn′ = 0 si n
′ est absorbant, la deuxie`me ligne de (3.5) peut se
re´e´crire : ∑
n′
qnn′hn′ = 0∑
n′ 6=n
n→n′ existe
pnn′hn′ = hn.
Conside´rons n tel que hn soit maximal. Alors, par convexite´, et comme les
coefficients pnn′ sont tous strictement positifs, on voit que ne´cessairement
tous les hn′ tels que n→ n′ existe avec une probabilite´ non nulle sont e´gaux
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a` hn. De proche en proche, comme on peut atteindre au moins un e´tat
absorbant depuis de n, cela montre que hn = 0.
Enfin, en changeant le vecteur h en −h et en appliquant le re´sultat
pre´ce´dent, on voit que le minimum des hn est lui aussi nul, ce qui ache`ve
la preuve. 
Sur la figure 3.8, on trouvera une repre´sentation de hn dans le casK = 3.
On peut imme´diatement ge´ne´raliser la proposition 3.2. Si on conside`re le
vecteur x =
(
n1
N
, . . . , nK
N
)
, on a le
The´ore`me 3.6. Une bonne approximation de hn est donne´e par :
h(x) ≈ − N
µ(K − 1)
∑
k
(1− xk) log(1− xk) (3.6)
et la diffe´rence est uniforme´ment encadre´e par :
−K
µ
≤ rn ≤ 0.
De meˆme, nous pouvons aussi calculer la probabilite´ d’atteindre tel ou
tel e´tat absorbant en partant de n, disons par exemple NeK , probabilite´ que
nous noterons pn :
The´ore`me 3.7. La probabilite´ d’atteindre NeK en partant de n vaut :
pn =
nK
N
.
De´monstration - On utilise un joli argument d’associativite´ : on peut con-
side´rer un syste`me a` deux zones, dont la premie`re zone serait la re´union des
K−1 premie`res zones du syste`me initial, et la deuxie`me zone serait la K-e`me
zone du syste`me initial. Alors ce nouveau syste`me a` deux zones se comporte
exactement selon la meˆme re`gle, et on peut lui appliquer la proposition 3.3,
ce qui donne imme´diatement le re´sultat. 
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Fig. 3.8: Temps d’absorption moyen (en minutes) dans le cas de 3 zones.
N = 50, µ = 1 min−1. L’axe des z repre´sente le temps, tandis
que l’e´tat initial est repre´sente´ sur le plan Oxy en coordonne´es
barycentriques (par rapport a` chacun des trois e´tats absorbants).
3.3 Fortes teˆtes et dynamique des hotspots
Jusqu’ici, nous avons pu mode´liser les regroupements d’individus dans une
zone donne´e, mais ce n’est qu’un aspect de ce que nous observons dans la
re´alite´ des re´seaux urbains denses. Certes, la zone de regroupement n’est
pas de´finie a` l’avance, ce qui est une bonne chose, mais le mode`le a` moutons
posse`de un inconve´nient majeur, qui est la pre´sence d’e´tats absorbants.
A` pre´sent, nous proposons un enrichissement du mode`le qui nous per-
met de repre´senter la de´sagre´gation ulte´rieure des rassemblements. Pour
cela, nous introduisons une petite quantite´ de ”fortes teˆtes” qui ne se lais-
sent pas influencer par les autres. Lors d’une transition, quand un mouton
choisissait sa nouvelle zone proportionnellement aux individus de´ja` pre´sents,
une forte teˆte choisit sa zone de manie`re inde´pendante et uniforme. Plus
prosa¨ıquement, nous re´introduisons une petite composante de Random Way-
point (voir introduction) dans notre mode`le. Graˆce aux fortes teˆtes, il n’y a
plus un seul e´tat absorbant, et meˆme lorsque tous les individus se trouvent
regroupe´s dans une zone, toˆt ou tard, une forte teˆte en sortira et on peut
espe´rer qu’elle entraˆınera des moutons a` sa suite.
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Fig. 3.9: Repre´sentation de pn pour N = 50 et K = 3.
Nous choisissons d’introduire les fortes teˆtes comme suit3 : on introduit
un parame`tre α ∈]0, 1[, le taux de fortes teˆtes, et un individu, au moment de
choisir sa zone, se comporte avec la probabilite´ α comme une forte teˆte, et
avec la probabilite´ 1− α comme un mouton.
3 on pourrait aussi marquer une fois pour toutes certains individus comme fortes teˆtes, et
ils ne changeraient pas d’e´tat au cours du temps. Mais cette manie`re de faire comporterait
deux inconve´nients :
• d’une part, on ne pourrait pas atteindre des proportions de fortes teˆtes strictement
comprises entre 0 et 1/N . Plus ge´ne´ralement, on ne pourrait atteindre que des
proportions de la forme k/N (k ∈ J0, NK), et le spectre des taux mode´lisables serait
donc discret.
• d’autre part, cela introduirait un biais : il pourrait arriver qu’une zone se vide anor-
malement rapidement parce qu’elle regroupe a` elle seule toutes les fortes teˆtes. Or
une simple conside´ration sociologique montre que les fortes teˆtes n’ont pas de raison
d’eˆtre toutes regroupe´es au meˆme endroit, sauf exception type camp d’internement
dans un re´gime dictatorial - et Paris n’en est pas la`, meˆme de l’avis des dissidents
les plus enrage´s. Nous pre´fe`rerons donc faire en sorte qu’a` chaque nouveau tirage,
les fortes teˆtes soient uniforme´ment re´parties (en loi) sur le territoire.
Sans compter que les calculs s’en trouveraient grandement complique´s, car il faudrait
prendre en compte le nombre de fortes teˆtes dans chaque zone pour le codage des e´tats,
et ces derniers deviendraient tre`s nombreux.
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Avec les meˆmes conside´rations que pre´ce´demment sur les horloges expo-
nentielles en compe´tition, on montre que le syste`me est encore un processus
de Markov, dont les taux de transition sont donne´s par :
qnn′ = µnk
(
α · 1
K
+ (1− α)nk′
N
)
.
3.3.1 Temps moyen d’absorption
A` vrai dire, il s’agit d’un le´ger abus de langage, car les e´tats Nek ne sont
plus absorbants. On les appellera plutoˆt ”e´tats extre´maux”. L’e´quation (3.2)
permet de calculer nume´riquement hn par une simple inversion de matrice, et
le meˆme raisonnement que pour le the´ore`me 3.5 nous garantit que la solution
est unique, et donc que la matrice du syste`me est inversible.
Sur la figure 3.10, nous avons trace´ l’e´volution de hn en fonction de α.
Lorsque α grandit, on remarque deux choses :
• hn grandit avec α. En fait, on peut meˆme caracte´riser cette croissance.
Par exemple, si on s’inte´resse au hn maximal (qui correspond au cas
ou` chaque zone contient approximativement N/K individus), la figure
3.11 montre que sa croissance est exponentielle.
• sur la figure 3.10, lorsque α augmente (en d’autres termes, on sature
progressivement le syste`me de fortes teˆtes), la surface prend une forme
de plateau (c’est de´ja` le cas pour α = 8%). Cela signifie qu’a` part
de toutes petites re´gions autour des e´tats extre´maux, tous les e´tats
sont plus ou moins e´quivalents (mais pas e´quiprobables, voir section
3.3.2) car ils fournissent des hn tre`s proches. Meˆme si on se trouve
proche d’un e´tat extre´mal, le syste`me fera une longue excursion avant
de rejoindre un e´tat extre´mal (pas force´ment le meˆme). De plus, le
fait que l’altitude du plateau grandisse beaucoup montre que les e´tats
extre´maux sont de plus en plus difficiles a` atteindre (plusieurs dizaines
d’heures lorsque pourtant µ = 1 min−1) : l’effet de saturation se fait
sentir.
Ce qui est inte´ressant, c’est que cela se produit meˆme pour des valeurs
de α relativement faibles, en tout cas bien infe´rieures a` 50% (pour
plus de de´tail, voir la section 3.3.2). Meˆme si cela ne constitue pas
encore une preuve, on posse`de de´ja` l’intuition que les phe´nome`nes de
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(f) α = 0.1
Fig. 3.10: Temps moyen d’absorption (en min) pour N = 50, K = 3 et
µ = 1 min−1. Le taux de fortes teˆtes α varie de 0 a` 0.1. Bien
noter que l’e´chelle varie sur l’axe des z.
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Fig. 3.11: Temps moyen d’absorption maximal (en minutes) en fonction de
α. N = 50, K = 3 et µ = 1 min−1.
de´sagre´gation pourront facilement se produire (pour une e´tude syste´-
matique, voir section 3.3.3).
3.3.2 Transition de phase
On souhaite caracte´riser plus pre´cise´ment cet effet de saturation, et savoir
s’il existe un seuil critique a` partir duquel il se fait sentir. Pour cela, on
calcule la mesure invariante π de notre processus de Markov, et on montre
qu’il existe une valeur de α telle que tous les e´tats soient e´quiprobables.
π est donne´ par l’e´quation πQ = 0, ou` on rappelle que Q est la matrice
de transition. On montre alors le
The´ore`me 3.8. La mesure invariante est donne´e par :
π(n) = A
K∏
k=1
1
nk!
nk−1∏
i=0
(Nβ + i),
ou` β = α
K(1−α) , et A est une constante de normalisation qui ne de´pend pas
de n.
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De´monstration - Nous allons expliquer progressivement comment arriver a`
l’e´quation. Pour commencer, supposons que K = 2. Comme on est face a`
un processus de naissance et de mort, qui est donc re´versible, on sait qu’on
peut se restreindre aux e´quations de balance locale :
∀m ∈ J0, N − 1K, qm,m+1π(m) = qm+1,mπ(m+ 1).
On en de´duit imme´diatement :
π(m) = π(0)
m∏
i=1
(N − i+ 1)(Nβ + i− 1)
i(Nβ +N − i) .
Afin de ge´ne´raliser cette formule a` l’ordre K, on aimerait la re´e´crire d’une
manie`re syme´trique en n1 et n2. De fait, on a :
π(m) = π(0)
∏n1
i=1
Nβ+i−1
i
∏n2
i=1
Nβ+i−1
i∏N
i=1
Nβ+i−1
i
,
comme on peut s’en rendre compte en effectuant le changement de variable
i 7→ N+1−i dans le produit de droite et dans celui du bas. Ainsi le the´ore`me
est prouve´ dans le cas K = 2.
A` partir de la`, on peut raisonnablement espe´rer que la formule fonctionne
aux ordres supe´rieurs. En fait, c’est assez imme´diat. En effet, graˆce a` la forme
produit de notre formule, nous savons que dans le cas ge´ne´ral, les e´quations
de balance locale continuent a` eˆtre satisfaites, ce qui ache`ve la preuve. 
Nous donnons maintenant une estimation asymptotique de π(n) :
The´ore`me 3.9. π(n) est donne´ par :
π(n) = (1 + r)
AN−K/2
βK(Nβ−1/2)
K∏
k=1
f(β, xk)
f
(
1
N
, xk
) ,
ou`
f(β, xk) = (β + xk)
N(β+xk)−1/2
et l’erreur relative r est domine´e par :
e−K(1−α) − 1 ≤ r ≤ eK(1−α)Nβ − 1.
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Remarque 3.3. En anticipant sur la suite, on va voir que Nβ est souvent
de l’ordre de 1. Aussi, l’approximation ci-dessus ne sera re´ellement utile
que pour des valeurs de α tre`s proches de 1, c’est-a`-dire dans un syste`me
comple`tement sature´. Sinon, on pre´fe`rera utiliser la formule exacte.
De´monstration - Pour commencer, e´crivons :
log
(
nk−1∏
i=0
(Nβ + i)
)
= nk log(N) +
nk−1∑
i=0
log
(
β +
i
N
)
,
et approximons le deuxie`me terme par une inte´grale :
N
∫ xk
0
log(β + t)dt−
nk−1∑
i=0
log
(
β +
i
N
)
= N
nk−1∑
i=0
∫ i+1
N
i
N
(
log(β + t)− log
(
β +
i
N
))
dt.
Or d’apre`s l’ine´galite´ des accroissements finis :(
t− i
N
)
1
β + i+1
N
≤ log(β + t)− log
(
β +
i
N
)
≤
(
t− i
N
)
1
β + i
N
.
Ainsi, en inte´grant sur
[
i
N
, i+1
N
]
et en sommant les inte´grales :
1
2
nk∑
i=1
1
Nβ + i
≤ N
∫ xk
0
log(β + t)dt−
nk−1∑
i=0
log
(
β +
i
N
)
≤ 1
2
nk−1∑
i=0
1
Nβ + i
.
Approchons chacune des deux bornes par une inte´grale. On peut e´crire :
i
N
≤ t ≤ i+ 1
N
⇒ 1
β + i
N
≥ 1
β + t
≥ 1
β + i+1
N
⇒ 1
Nβ + i
≥
∫ (i+1)/N
i/N
1
β + t
dt ≥ 1
Nβ + i+ 1
.
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Pour i ≥ 1, on a donc :∫ (i+1)/N
i/N
1
β + t
dt ≤ 1
Nβ + i
≤
∫ i/N
(i−1)/N
1
β + t
dt.
En particulier :
1
2
nk∑
i=1
1
Nβ + i
≥ 1
2
∫ xk+1/N
1/N
dt
β + t
=
1
2
log
(
1 +
xk
β + 1
N
)
d’ou` :
nk−1∑
i=0
log
(
β +
i
N
)
≤ N
∫ xk
0
log(β + t)dt− 1
2
log
(
1 +
xk
β + 1
N
)
.
Par ailleurs :
1
2
nk−1∑
i=0
1
Nβ + i
≤ 1
Nβ
+
∫ xk
0
dt
β + t
d’ou` :
nk−1∑
i=0
log
(
β +
i
N
)
≥ N
∫ xk
0
log(β + t)dt− 1
2
log
(
1 +
xk
β
)
.
Pour plus de simplicite´, nous cherchons a` comparer log
(
1 + xk
β+1/N
)
a`
log
(
1 + xk
β
)
. En appliquant l’ine´galite´ des accroissements finis a` la fonction
u 7→ log (1 + xk
u
)
sur l’intervalle
[
β, β + 1
N
]
, on obtient :∣∣∣∣ log
(
1 +
xk
β + 1/N
)
− log
(
1 +
xk
β
) ∣∣∣∣ ≤ 1N · xkβ(β + xk) .
On peut donc conclure :
N
∫ xk
0
log(β + t)dt− 1
2
log
(
1 +
xk
β
)
≤
nk−1∑
i=0
log
(
β +
i
N
)
≤ N
∫ xk
0
log(β + t)dt− 1
2
log
(
1 +
xk
β
)
+
xk
Nβ(β + xk)
.
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Ainsi :
nk−1∏
i=0
(Nβ + i) = Nnk
(
(β + xk)
(β+xk)
ββexk
)N√
β
β + xk
· (1 + rk),
avec
0 ≤ rk ≤ exp
(
xk
Nβ(β + xk)
)
− 1.
Or ce calcul est parfaitement valable si l’on pose β = 1
N
. Dans ce cas, on a :
nk! =
nk−1∏
i=0
(Nβ + i)
= Nnk
(
(1/N + xk)
(1/N+xk)(
1
N
)1/N
exk
)N√
1/N
1/N + xk
· (1 + r′k)
= Nnk+1(1/N + xk)
nk+1e−nk ·
√
1
1 + nk
· (1 + r′k)
= (nk + 1)
nk+1/2 e−nk (1 + r′k),
avec
0 ≤ r′k ≤ exp
(
nk
nk + 1
)
− 1.
Apre`s avoir multiplie´ terme a` terme les K approximations, on obtient l’e´qui-
valent annonce´. Reste a` dominer l’erreur :
1 ≤
∏
k
(1 + rk) ≤ exp
(∑
k
xk
Nβ(β + xk)
)
.
Or :
1
Nβ
∑
k
xk
β + xk
=
1
Nβ
(
K −
∑
k
β
β + xk
)
,
et d’apre`s l’ine´galite´ entre moyenne arithme´tique et moyenne harmonique :∑
k
β
β+xk
K
≥ K∑
k
β+xk
β
=
K
K + 1
β
=
K
K + (1−α)K
α
= α.
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Ainsi :
1
Nβ
∑
k
xk
β + xk
≤ 1
Nβ
(K −Kα),
et on obtient :
1 ≤
∏
k
(1 + rk) ≤ exp
(
K(1− α)
Nβ
)
.
De meˆme, on a :
1 ≤
∏
k
(1 + r′k) ≤ exp (K(1− α)) .
Le re´sultat s’en de´duit. 
Sur la figure 3.12, on a repre´sente´ la mesure invariante en fonction de α
dans le cas K = 2. Comme nous l’avions de´ja` remarque´ sur la figure 3.10,
lorsque α grandit l’effet ”fortes teˆtes” se fait de plus en plus sentir. A` la
limite, pour les grandes valeurs de α, la masse de la mesure invariante est
concentre´e sur les e´tats centraux, c’est-a`-dire ceux ou` il y a sensiblement le
meˆme nombre d’individus dans les deux zones.
Apparemment, il existe une valeur critique αc ou` le profil de la courbe
s’inverse. Les deux questions que nous nous posons sont les suivantes :
• au moment ou` la courbe s’inverse, passe-t-elle par un stade ou` elle est
comple`tement plate ?
• si oui, ce re´sultat est-il ge´ne´ralisable a` K zones ?
En fait, le the´ore`me 3.8 montre imme´diatement que la re´ponse est a`
chaque fois oui : il suffit de choisir β = 1
N
pour obtenir une mesure uniforme.
Ainsi on a le
Corollaire 3.10. Pour la valeur critique de α suivante :
αc =
K
N +K
,
la mesure invariante est uniforme sur tous les e´tats.
Ainsi :
• pour α < αc, l’influence des moutons est encore notable. C’est le cas
le plus inte´ressant, puisque on assiste a` la formation de hotspots.
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Fig. 3.12: Repre´sentation de la mesure invariante pour N = 50 et K = 2.
Lorsque α de´passe 0.038, le profil de la courbe s’inverse.
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• pour α = αc, tous les e´tats sont e´quiprobables. Lorsque N est grand,
comme αc ∼ KN , on obtient une conse´quence assez surprenante : il suffit
d’une seule forte teˆte par zone pour perturber tout le syste`me.
• pour α > αc, les moutons perdent toute influence. C’est dans ce cas
que le the´ore`me 3.9 se re´ve`le le plus utile, mais ce n’est pas l’objet de
notre e´tude ici.
Comme nous cherchons a` mode´liser la formation de hotspots, nous sup-
poserons dans tout le chapitre que α < αc.
3.3.3 Macro-e´tats et dynamique des hotspots
Notre syste`me est entie`rement caracte´rise´ par quatre parame`tres, qui sont N ,
K, µ et α. Les trois premiers parame`tres peuvent eˆtre directement mesure´s,
mais α non, car son sens est plus abstrait. Pourtant, il est de premie`re
importance de le de´terminer. Une ide´e pourrait eˆtre de trouver une grandeur
caracte´ristique du syste`me, facilement mesurable et e´troitement relie´e a` α.
C’est ce que nous proposons ici.
Dans le cas α < αc, on peut observer aussi bien la formation de hotspots
que leurs de´sagre´gation. De´finir un hotspot comme la totalite´ des individus
dans une zone serait trop extreˆme, car un tel e´ve`nement est extreˆmement rare
et il n’est pas re´aliste de vouloir le mesurer. En revanche, on peut demander
qu’une proportion significative de la population se retrouve dans une zone
donne´e. C’est ce que nous appellerons un ”macro-e´tat”, a` savoir la re´union
de plusieurs e´tats proches d’un e´tat extre´mal.
Introduisons le macro-e´tat Ak de´fini par :
De´finition 3.1. Ak = {n : nk > Nsup}, avec Nsup < N ,
ou` Nsup est un nombre d’individu qualifie´ de ”significatif”. De meˆme
de´finissons :
De´finition 3.2. Bk = {n : nk < Ninf}, avec Ninf > 0.
Alors une de´sagre´gation sera simplement une transition de Ak a` Bk. on
dira aussi que la zone k a e´te´ ”siphonne´e”. Plus pre´cise´ment, pour k fixe´,
nous de´finissons le ”temps de siphonnage” Sk comme la dure´e entre le premier
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instant ou` on se trouve dans Ak et le premier instant ulte´rieur ou` on se trouve
dans Bk
4 :
De´finition 3.3. Le temps de siphonnage de la zone k est donne´ par :
Sk = τ(Ak → Bk)
= inf{t/n(t) ∈ Bk et ∃ u < t,n(u) ∈ Ak} − inf{u/n(u) ∈ Ak}.
Le premier temps d’atteinte de Ak est un temps d’arreˆt, donc par appli-
cation de la proprie´te´ de Markov fort le futur du syste`me est inde´pendant de
tout ce qui s’est passe´ auparavant. Aussi, si on s’inte´resse a` la loi de Sk, on
peut supposer sans perte de ge´ne´ralite´ que le syste`me de´marre de´ja` en Ak.
On a alors le
The´ore`me 3.11. Sachant que le syste`me de´marre en Ak, le temps de siphon-
nage moyen de la zone k est donne´ par :
E[Sk|n(0) = n ∈ Ak] = N
µ(1− α)
nk∑
l=Ninf
N∑
j=l
∏
l≤i<j δ(i)
j(N(K − 1)β +N − j) ,
ou`
δ(i) =
(N − i)(Nβ + i)
i(N(K − 1)β +N − i) .
De´monstration - Comme d’habitude, commenc¸ons par le casK = 2 et k = 1.
Nous sommes dans l’e´tat initial (m,N − m), et nous cherchons le temps
d’atteinte hm de l’ensemble {n/n1 < Ninf}. Pour l’instant, on ne suppose
pas force´ment que m > Nsup, et on cherche une formule analytique de hm
(disons pour Ninf ≤ m ≤ N , puisque sinon hm = 0).
Si nous introduisons um = hm − hm−1, une e´quation du meˆme type que
3.2 nous fournit la re´currence suivante :
−1 = qm,m+1hm+1 + qm,mhm + qm,m−1hm−1
= qm,m+1hm+1 − (qm,m−1 + qm,m+1)hm + qm,m−1hm−1
um+1 =
qm,m−1
qm,m+1
um − 1
qm,m+1
=
m(Nβ +N −m)
(N −m)(Nβ +m)um −
N
µ(1− α)(N −m)(Nβ +m) .
4 pourquoi ne pas plutoˆt mesurer la dure´e a` partir du dernier instant ou` on quitte Ak
avant de rejoindre Bk ? Parce que ce n’est pas un temps d’arreˆt, ce qui rendrait plus
complique´ l’usage de la the´orie des processus de Markov.
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En the´orie, la re´currence est valable pourNinf + 1 ≤ m ≤ N − 1, mais comme
Ninf > 0 et hNinf−1 = 0, elle est encore valable pour m = Ninf . Ensuite l’ide´e
est d’introduire :
δ(i) =
(N − i)(Nβ + i)
i(Nβ +N − i) et vm =
um∏N−1
i=m δ(i)
.
On obtient :
vm+1 =
um+1∏N−1
i=m+1 δ(i)
=
um
δ(m)
∏N−1
i=m+1 δ(i)
− N
µ(1− α)(N −m)(Nβ +m)∏N−1i=m+1 δ(i)
= vm − N
µ(1− α) ·
1
m(Nβ +N −m)∏N−1i=m δ(i) ,
si bien que pour Ninf ≤ m ≤ N :
vm = vN +
N
µ(1− α)
N−1∑
j=m
1
j(Nβ +N − j)∏N−1i=j δ(i) .
Comme qN,NhN + qN,N−1hN−1 = −1, on a aussi :
uN = − 1
qN,N
=
2
µαN
= vN .
Finalement :
vm =
2
µαN
+
N
µ(1− α)
N−1∑
j=m
1
j(Nβ +N − j)∏N−1i=j δ(i)
=
N
µ(1− α)
N∑
j=m
1
j(Nβ +N − j)∏N−1i=j δ(i) ,
et :
um =
N
µ(1− α)
N∑
j=m
∏
m≤i<j δ(i)
j(Nβ +N − j) .
Pour de´terminer les hm, il ne reste plus qu’a` remarquer que uNinf = hNinf :
hNinf =
N
µ(1− α)
N∑
j=Ninf
∏
Ninf≤i<j δ(i)
j(Nβ +N − j) ,
114 Chapitre 3. Moutons et fortes teˆtes
et plus ge´ne´ralement :
hm =
N
µ(1− α)
m∑
l=Ninf
N∑
j=l
∏
l≤i<j δ(i)
j(Nβ +N − j) .
Inte´ressons-nous maintenant au cas ge´ne´ral, et invoquons le meˆme argument
d’associativite´ que pre´ce´demment : il est parfaitement licite de conside´rer
l’union des K − 1 zones diffe´rentes de la zone k comme une seule grande
zone. Un mouton restera dedans avec la probabilite´
∑
l 6=k nl
N
, alors qu’une
forte teˆte y restera avec la probabilite´ K−1
K
. C’est cette dernie`re probabilite´
qui constitue la seule adaptation que nous ayons a` faire. En l’occurrence,
nous obtenons la nouvelle re´currence suivante :
um+1 =
m(Nβ ′ +N −m)
(N −m)(Nβ +m)um −
N
µ(1− α)(N −m)(Nβ +m) ,
avec β ′ = (K − 1)β. Le reste du calcul est exactement le meˆme. 
Dans le cas ou` on ne de´marre pas en Ak, on sait par continuite´ qu’au pre-
mier instant ou` on entrera dans Ak, on aura presque suˆrement nk = Nsup + 1.
On a donc le
Corollaire 3.12. Sachant que le syste`me ne de´marre pas en Ak, le temps de
siphonnage moyen de la zone k est donne´ par :
E[Sk|n(0) = n /∈ Ak] = N
µ(1− α)
Nsup+1∑
l=Ninf
N∑
j=l
∏
l≤i<j δ(i)
j(N(K − 1)β +N − j) .
Comme on pouvait s’y attendre, ce nombre est inde´pendant de n et k. On le
note E[S].
La figure 3.13 repre´sente l’e´volution de E[S] en fonction de α, et ce pour
plusieurs valeurs de N . Sur cette figure on a aussi repre´sente´ αmin, la valeur
de α a` laquelle E[S] est minimal.
De la meˆme manie`re, on peut calculer le ”temps de remplissage moyen”
R d’une zone :
De´finition 3.4. Le temps de remplissage Rk de la zone k est la dure´e entre
le premier instant ou` on se trouve dans Bk et le premier instant ou` on se
trouve dans Ak.
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On a alors le
The´ore`me 3.13. Sachant que le syste`me de´marre en Bk, le temps de rem-
plissage moyen de la zone k est donne´ par :
E[Rk|n(0) = n ∈ Bk] = N
µ(1− α)
N−nk∑
l=N−Nsup
N∑
j=l
∏
l≤i<j ǫ(i)
j(Nβ +N − j) ,
ou`
ǫ(i) =
1
δ(N − i) =
(N − i)(N(K − 1)β + i)
i(Nβ +N − i) .
De´monstration - Le de´but de la re´currence est le meˆme que pour le the´ore`me
3.11. Seule la plage de valeurs change : pour 1 ≤ m ≤ Nsup on a toujours :
vm+1 = vm − N
µ(1− α)(N −m)(Nβ +m)∏N−1i=m+1 δ(i)
= vm − N
µ(1− α) ·
∏N−m−1
i=1 ǫ(i)
(N −m)(Nβ +m) ,
soit, pour 2 ≤ m ≤ Nsup + 1 :
vm = vm−1 − N
µ(1− α) ·
∏N−m
i=1 ǫ(i)
(N −m+ 1)(Nβ +m− 1)
= v1 − N
µ(1− α)
m∑
j=2
∏N−j
i=1 ǫ(i)
(N − j + 1)(Nβ + j − 1) .
Puis, de manie`re syme´trique par rapport au cas pre´ce´dent, on a :
−1 = q0,0h0 + q0,1h1
u1 = − 1
q0,1
= − 2
µαN
v1 = − 2
µαN
∏N−1
i=1 δ(i)
= −2
∏N−1
i=1 ǫ(i)
µαN
,
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d’ou` :
vm = − N
µ(1− α)
m∑
j=1
∏N−j
i=1 ǫ(i)
(N − j + 1)(Nβ + j − 1)
et :
um =
vm∏N−m
i=1 ǫ(i)
= − N
µ(1− α)
m∑
j=1
∏
N−m<i≤N−j ǫ(i)
(N − j + 1)(Nβ + j − 1) .
Il ne reste plus qu’a` remarquer que hNsup = −uNsup+1 pour conclure :
hNsup = −
N
µ(1− α)
Nsup+1∑
j=1
∏
N−Nsup≤i≤N−j ǫ(i)
(N − j + 1)(Nβ + j − 1) ,
et plus ge´ne´ralement :
hm =
N
µ(1− α)
Nsup+1∑
l=m+1
l∑
j=1
∏
N−l<i≤N−j ǫ(i)
(N − j + 1)(Nβ + j − 1)
=
N
µ(1− α)
N−m∑
l=N−Nsup
N∑
j=l
∏
l≤i<j ǫ(i)
j(Nβ +N − j) .
La fin de la preuve ne change pas. 
De meˆme, on a le
Corollaire 3.14. Sachant que le syste`me ne de´marre pas en Bk, le temps de
remplissage moyen de la zone k est donne´ par :
E[Rk|n(0) = n /∈ Bk] = N
µ(1− α)
N−Ninf+1∑
l=N−Nsup
N∑
j=l
∏
l≤i<j ǫ(i)
j(Nβ +N − j) ,
Comme on pouvait s’y attendre, ce nombre est inde´pendant de n et k. On le
note E[R].
Remarque 3.4. Il est facile de trouver des formules de re´currence pour E[S]
et E[R], ce qui permet de ramener la complexite´ des calculs a` un O(N).
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Fig. 3.13: Temps de siphonnage moyen (en minutes) en fonction de α.
Nsup/N = 80%, Ninf/N = 20%, K = 3 et µ = 1 min
−1. Pour
chaque courbe, le trait plein vertical correspond a` la valeur cri-
tique αc, tandis que la ligne pointille´e correspond a` αmin.
3.4 Calibration a` l’aide des traces
Dans cette section, nous regardons si les mouvements de foule observe´s a`
l’aide de nos traces mobiles peuvent raisonnablement eˆtre de´crits par le
mode`le des moutons et des fortes teˆtes. Nous proposons d’utiliser E[S]
et/ou E[R] comme grandeur de calibration. En les mesurant suffisamment
pre´cise´ment, nous pourrons en de´duire α en inversant les formules de´velop-
pe´es ci-dessus. Si la fonction E[S] = f(α) par exemple est injective, au
moins pour α < αc, alors le proble`me inverse pourra eˆtre re´solu sans am-
bigu¨ıte´. La figure 3.13 sugge`re que la fonction f(α) est toujours convexe, et
donc injective sur l’intervalle ]0, αmin], si bien que si αc < αmin alors notre
proble`me aura au plus une solution. Malheureusement, c’est faux en ge´ne´ral.
Un contre-exemple est donne´ par K = 2, N = 100 et Nsup/N = 0.99%.
En pratique, αmin paraˆıt difficile a` calculer analytiquement, a` tel point
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que nous n’avons pas pu trouver ne serait-ce qu’une condition suffisante sim-
ple pour garantir αc < αmin. Et quand bien meˆme ce serait le cas, rien ne
nous garantit que la fonction f(α) soit syste´matiquement convexe, meˆme si
intuitivement, on peut s’attendre a` ce que ce soit toujours le cas : l’effet mou-
ton est en lutte contre l’effet forte teˆte, et selon la valeur de α c’est l’un ou
l’autre qui l’emporte. Dans les valeurs extreˆmes de α, les temps de siphon-
nage sont extreˆmement longs : soit il n’y a pratiquement que des moutons,
auquel cas les zones mettent e´videmment beaucoup de temps a` se vider, soit
il n’y a pratiquement que des fortes teˆtes, auquel cas en permanence toutes
les zones sont plus ou moins e´quilibre´es en effectifs.
L’expe´rience montre que f est toujours convexe, et que les contre-exem-
ples a` αc < αmin sont extreˆmement rares, surtout si K ≥ 3. Cependant, s’il
apparaissait qu’il est impossible de choisir Ninf et Nsup correctement, alors
nous recommandons de croiser les mesures de E[S] avec des mesures de E[R]
pour lever autant d’ambigu¨ıte´s que possible.
Attention, si on de´cide de calibrer α uniquement sur E[R], il faut eˆtre
plus prudent, car l’expe´rience montre que l’injectivite´ de g(α) = E[R] sur
]0, αc[ est moins souvent remplie.
Revenons a` notre calibration sur les donne´es de la Feˆte de la Musique. Il
n’est pas question de proposer ici une analyse statistique extensive, d’autant
plus que le jeu de donne´es dont nous disposons est trop re´duit pour cela, mais
plutoˆt d’illustrer sur un exemple simple la marche a` suivre. Conside´rons par
exemple le transfert mis en e´vidence sur la figure 3.2, entre le Parc des Princes
et l’hippodrome d’Auteuil. En observant pre´cise´ment nos donne´es, nous nous
sommes aperc¸us qu’il y avait trois zones d’attraction :
• Auteuil lui-meˆme
• le Parc des Princes, zone Nord
• le Parc des Princes, zone Sud
Ainsi, nous avons K = 3. Sur la figure 3.14, on peut voir l’e´volution du
nombre d’individus dans chaque zone au cours du temps. Le nombre total
de SMS reste plus ou moins constant au cours du temps, si bien que nous
choisissons la valeur moyenne N = 4830. Cela fournit αc = 6.2 × 10−4.
Dans nos donne´es, un signal SMS dure environ 1 seconde : a` chaque fois
qu’un SMS est rec¸u ou envoye´, un nouvel individu est comptabilise´, mais il
est syste´matiquement efface´ apre`s une seconde. Ainsi, meˆme si ce n’est pas
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vrai dans la re´alite´ mais afin de rester cohe´rents (puisque seule son influence
compte), nous faisons comme si chaque utilisateur restait 1 seconde dans sa
zone avant de disparaˆıtre, ce qui nous donne µ = 1 sec−1. Ainsi, nous avons
K = 3. Sur la figure 3.14, on peut voir l’e´volution du nombre d’individus dans
chaque zone au cours du temps. Le nombre total de SMS reste plus ou moins
constant au cours du temps, si bien que nous choisissons la valeur moyenne
N = 4830. Cela fournit αc = 6.2 × 10−4. Dans nos donne´es, un signal SMS
dure environ 1 seconde : a` chaque fois qu’un SMS est rec¸u ou envoye´, un
nouvel individu est comptabilise´, mais il est syste´matiquement efface´ apre`s
une seconde. Ainsi, meˆme si ce n’est pas vrai dans la re´alite´ mais afin de
rester cohe´rents (puisque seule son influence compte), nous faisons comme si
chaque utilisateur restait 1 seconde dans sa zone avant de disparaˆıtre, ce qui
nous donne µ = 1 sec−1.
En choisissant de faire notre calibration sur le remplissage d’Auteuil par
exemple, nous prenons Nsup/N = 55% et Ninf/N = 45%. Apre`s avoir ve´rifie´
que g(α) e´tait injective sur ]0, αc[, nous obtenons α = 0.6 × 10−4, c’est-a`-
dire α ≪ αc. Afin de ve´rifier cette valeur de α, nous mesurons e´galement
le siphonnage du Parc des Princes en zone Sud, ce qui nous donne α =
0.5×10−4. Encore une fois, cela ne saurait constituer une ve´rification certaine
de α, et si l’on a a` sa disposition un plus grand jeu de donne´es, il est bon
d’effectuer une moyenne sur un e´chantillon aussi important que possible.
Maintenant, si notre mode`le est consistant, il doit eˆtre capable de pre´dir
d’autres siphonnages ou remplissages a` travers Paris. Conside´rons le triangle
Chaˆtelet-Saint-Michel-Bastille par exemple, dans le cœur de Paris. Nous ob-
servons que les trois zones subissent chacune des remplissages de dure´e a` peu
pre`s e´gale (voir figure 3.15). Nous conside´rons aussi la zone comple´mentaire,
qui connaˆıt un siphonnage. Ainsi K = 4.
D’apre`s le corollaire 3.14, le remplissage d’une zone de 5% a` 28% par
exemple devrait durer environ 10800 secondes, selon la valeur de α que nous
avons calcule´e pre´ce´demment. Or le remplissage de Bastille dure environ
11300 secondes, celui de Chaˆtelet e´galement, et celui de Saint-Michel dure
11000 secondes, ce qui est tre`s proche de nos pre´dictions.
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Fig. 3.14: SMS envoye´s pendant la Feˆte de la Musique entre les trois zones
d’attraction.
3.5 Conclusion et perspectives
Nous avons propose´ un nouveau mode`le de mobilite´ pour repre´senter la for-
mation de hotspots dans un mouvement de foule, ainsi que leur dynamique
ale´atoire. Nous avons prouve´ que ce mode`le e´tait calculable analytiquement
en proposant des formules ferme´es ainsi que des estimations asymptotiques.
En utilisant les traces des utilisateurs d’un re´seau GSM, nous avons montre´
comment calibrer ce mode`le pour qu’il suive au plus pre`s la re´alite´. En-
fin, ce mode`le a montre´ qu’il pouvait pre´dire la formation de hotspots dans
diffe´rentes situations spatio-temporelles.
Notons que d’autres mode`les de de´cision peuvent eˆtre imagine´s pour les
individus, comme d’avoir des fortes teˆtes qui privile´gient une zone en parti-
culier. A` ce sujet, on pourra consulter [Bin11].
Avant de passer a` quelques applications de ce mode`le, voici des re´ponses
a` deux objections qui pourraient venir a` l’esprit du lecteur :
• pourquoi y a-t-il un nombre constant d’utilisateurs ?
A` cela nous re´pondons d’abord que l’on travaille sur des grands effectifs
de population (plusieurs dizaines de milliers), si bien que statistique-
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Fig. 3.15: SMS envoye´s pendant la Feˆte de la Musique dans le triangle
Chaˆtelet-Saint-Michel-Bastille.
ment, l’e´volution du nombre total d’utilisateurs est lente. Sur de petite
pe´riodes, on peut conside´rer que ce nombre est a` peu pre`s constant, et
qui plus est nous disposons d’e´quivalents asymptotiques pour la plu-
part de nos formules. Le fait qu’il existe de tels e´quivalents donne un
sens pre´cis a` la notion d’approximation.
• est-ce que les transitions sont instantane´es ?
A` vrai dire, il n’y a aucune raison a priori de supposer les transi-
tions instantane´es comme nous l’avons fait, surtout si deux zones sont
e´loigne´es ge´ographiquement. Cependant, nous avons conside´re´ qu’a`
partir du moment ou` un individu avait de´cide´ de se de´placer dans une
nouvelle zone, alors sa de´cision e´tait prise de`s l’instant ou` il quittait
l’ancienne zone. Et c’est cela qui compte, puisque dans un e´ve`nement
comme la Feˆte de la Musique par exemple, les messages qu’il e´change
avec ses proches lui servent bien souvent a` leur donner rendez-vous a` tel
ou tel endroit (selon l’aˆge de l’utilisateur, messages du type : ”venez
dans la cour du muse´e Carnavalet, il y a un concert formidable” ou
”rame`ne-toi a` Pigalle, y a trop une ambiance de ouf”). Aussi a` partir
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du moment ou` il se met en route pour une zone donne´e, on peut con-
side´rer qu’il y est virtuellement de´ja`, puisqu’il est de´sormais capable
d’influencer d’autres individus pour venir a` sa suite.
Au-dela` d’une des applications les plus imme´diates, qui est de fournir un
mode`le de mobilite´ facilement imple´mentable pour les simulateurs de re´seau,
voici quelques autres applications qui reposent sur la capacite´ a` pre´voir les
siphonnages et les remplissages :
• mettre de la donne´e en me´moire cache dans des re´seaux ad-hoc denses
Dans un re´seau ad-hoc dense, il peut eˆtre utile d’ajouter quelques
serveurs fixes qui contiennent les donne´es les plus souvent demande´es.
Plusieurs algorithmes existent de´ja` dans ce sens (voir par exemple
[Har01][Har03][Yin06]). La question est : ou` et quand doit-on met-
tre de la donne´e en cache ? L’ide´e est de se´lectionner quelques endroits
strate´giques ou` les individus ont l’habitude de se rassembler. Ce sont
nos K zones. Supposons que de la meˆme manie`re que dans la section
3.4, nous ayons pre´alablement e´value´ α, e´ventuellement a` un autre en-
droit de la ville avec d’autres individus. Alors, en mesurant en temps
re´el le nombre N d’individus et en calculant le temps de siphonnage
correspondant, de`s qu’un regroupement se produit on sait combien de
temps en moyenne il va durer. En d’autres mots, on sait si cela est utile
de placer de la donne´e en cache a` cet endroit. Re´ciproquement, si une
zone est presque vide, en calculant son temps de remplissage on peut
savoir s’il existe un risque d’attroupement a` cet endroit qui obligerait
a` placer de la donne´e en cache.
• allocation dynamique de spectre
L’allocation dynamique de spectre (Dynamic Spectrum Allocation dans
la litte´rature anglo-saxonne, ou DSA), consiste a` allouer des ressources
variables en bande passante selon les zones et les densite´s de population.
Elle constitue aujourd’hui un champ de recherche tre`s actif. Comme
dans le point pre´ce´dent, si nous savons pre´voir a` l’avance le remplissage
ou le siphonnage d’une zone sur le long terme, nous pouvons de´cider
de la quantite´ de ressource a` allouer.
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• ame´liorer la robustesse de certains optimisateurs
Plus ge´ne´ralement, certains algorithmes d’optimisation sont re´pute´s
de´pendre d’un re´glage fin des parame`tres. Par exemple, [Kau07] pro-
pose un algorithme pour optimiser les ressources radio dans un re´seau
802.11, base´ sur un e´chantillonneur de Gibbs (Gibbs sampler). Le
”parame`tre de tempe´rature” de l’e´chantillonneur doit eˆtre re´gle´ tre`s
soigneusement, afin que l’optimisateur puisse re´agir plus rapidement
que le temps d’e´volution typique du syste`me lui-meˆme. Plus concre`te-
ment, dans notre cas, supposons que l’on veuille prendre en compte la
mobilite´ des utilisateurs dans un re´seau 802.11; si l’on peut anticiper
une de´sagre´gation alors on pourra adapter l’optimisateur d’une manie`re
convenable.
Dans le cas d’un algorithme ge´ne´tique e´galement, il peut eˆtre inte´res-
sant d’adapter les taux de mutation et de cross-over de l’optimisateur,
afin de savoir re´agir a` une e´volution soudaine du syste`me. En effet,
plus ces taux sont hauts, plus la diversite´ de la population s’accroˆıt.
Dans notre cas, un e´clatement de population est susceptible de modi-
fier totalement le syste`me a` optimiser, aussi il est bon de pouvoir s’y
pre´parer.
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Chapitre 4
LES PROCESSUS
DE´TERMINANTAUX
Re´sume´
Nous nous inte´ressons ici a` des foules un peu particulie`res ou` les individus semblent
vouloir se repousser. Il peut s’agir de vouloir maximiser son espace personnel
(penser a` la distribution spatiale des serviettes de bain sur une plage pleine de
touristes), ou d’un phe´nome`ne de dispersion. Une dispersion peut eˆtre violente
(alerte a` la bombe, e´vacuation sanitaire...) ou plus mesure´e (de´part d’un stade
apre`s un match de football). Quelle que soit l’e´chelle temporelle, nous e´tudions
une classe de processus spatiaux qui sont connus pour exhiber de la re´pulsion
entre les points : les processus de´terminantaux. Ce chapitre s’appuie largement
sur les re´sultats de l’excellent [Ben09]. Les re´sultats plus originaux sont le lemme
4.2 sur l’interpre´tation de la mesure factorielle, et toute la partie sur la variation
temporelle des processus de´terminantaux.
Bien suˆr, il existe d’autres techniques que celle-la` pour mode´liser des foules
qui exhibent de la re´pulsion, comme les e´quations aux de´rive´es partielles. Pour
ne citer qu’un exemple, on pourra par exemple penser aux jeux a` champ moyen
(mean field games) progressivement introduits par Lasry et Lions a` partir de 2006
(voir [Las07] ou [Lac11]).
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4.1 Introduction
Commenc¸ons par rappeler la de´finition d’un processus de´terminantal, dans
son acception la plus ge´ne´rale. Soit Λ un espace polonais (ici Λ = R2 = C)
muni d’une mesure de Radon µ (le plus souvent la mesure de Lebesgue).
Nous avons vu dans le chapitre 1 que pour un processus de´terminantal, les
intensite´s jointes (par rapport a` µ) e´taient donne´es par :
ρn(x1, . . . , xn) = det (K(xi, xj)1≤i,j≤n) ,
ou` K est appele´ le noyau du processus. Dans la de´finition comple`te, on
demande que K ve´rifie certaines proprie´te´s techniques, qui permettent de
garantir l’existence du processus.
• on commence par introduire la
De´finition 4.1. K est de carre´ localement inte´grable lorsque pour tout
compact D ⊂ Λ, on a :∫∫
D2
|K(x, y)|2dµ(x)dµ(y) <∞.
On remarque que dans ce cas, pour tout couple de compacts D1 et D2
on peut e´crire :∫∫
D1×D2
|K(x, y)|2dµ(x)dµ(y) ≤
∫∫
(D1∪D2)2
|K(x, y)|2dµ(x)dµ(y) <∞.
Cela permet d’associer un ope´rateur inte´gral a` K :
De´finition 4.2. Si K est de carre´ localement inte´grable, l’ope´rateur
inte´gral K associe´ a` K est de´fini sur L2C(Λ) (les fonctions de carre´
inte´grable a` support compact) par :
Kf : x 7→
∫
Λ
K(x, y)f(y) dµ(y).
Montrons que K est bien de´fini. Si on note D le support de f , alors
par l’ine´galite´ de Cauchy-Schwarz on a :( ∫
y∈D
|K(x, y)f(y)| dµ(y)
)2
≤ ‖f‖2
∫
y∈D
|K(x, y)|2 dµ(y).
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En inte´grant cette ine´galite´ sur un voisinage compact de x et en utilisant
le fait que K est de carre´ localement inte´grable, on obtient que∫
y∈D
|K(x, y)f(y)| dµ(y) <∞
pour presque tout x de ce voisinage, ce qui le´gitime la de´finition de
Kf . En revanche, Kf n’a aucune raison d’eˆtre a` support compact.
Mais donnons-nous un compact D ⊂ Λ, et restreignons-nous a` l’espace
L2(D), qui s’identifie au sous-espace de L2(Λ) des fonctions a` support
dans D. Alors pour tout f dans L2(D), on peut conside´rer la restriction
de Kf a` D, et elle est de carre´ inte´grable comme on s’en convainc en
re´utilisant l’ine´galite´ ci-dessus :∫
x∈D
|(Kf)(x)|2dµ(x) ≤
∫
x∈D
(
‖f‖2
∫
y∈D
|K(x, y)|2dµ(y)
)
dµ(x) <∞.
On obtient ainsi un endomorphisme de L2(D), qu’on note KD et qu’on
appelle par commodite´ la restriction de K a` D.
• pour que les ρn soient re´elles, une condition suffisante simple est que
K ait la syme´trie hermitienne. En effet, la matrice K(xi, xj)1≤i,j≤n est
alors hermitienne quelle que soit la famille (xi), donc son de´terminant,
qui est e´gal au produit de ses valeurs propres, est re´el.
Si K posse`de la syme´trie hermitienne, nous allons voir que cela im-
plique toute une se´rie de conse´quences. Pour commencer KD devient
un ope´rateur auto-adjoint :
〈KDf, g〉 =
∫
x∈D
KDf(x)g(x) dx
=
∫
x∈D
∫
y∈D
K(x, y)f(y)dy g(x) dx
=
∫
y∈D
∫
x∈D
K(y, x)f(y)g(x) dx dy
=
∫
y∈D
f(y)(Kg)(y) dy
= 〈f,KDg〉.
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Ainsi, par le the´ore`me spectral, on sait que KD est diagonalisable dans
une base orthonormale1 (ψk). Notons {λk} la famille des valeurs pro-
pres associe´es. Pour presque tout x ∈ D, on a vu que l’inte´grale∫
y∈D |K(x, y)|2 dµ(y) e´tait finie. Comme les ψl forment aussi une base
orthonormale, il existe des fonctions ul(x) telles que
K(x, y) =
∑
l
ul(x)ψl(y).
Elles sont mesurables, car elles sont e´gales au produit scalaire des ψl
avec le terme de gauche. Par ailleurs, elles sont de carre´ inte´grable,
car :∫
x∈D
(∫
y∈D
|K(x, y)|2dµ(y)
)
dµ(x) =
∫
x∈D
(∑
l
|ul(x)|2
)
dµ(x)
=
∑
l
‖ul‖2 <∞,
si bien qu’il existe des complexes λk,l tels que ul =
∑
k λk,lψk. Autre-
ment dit :
K(x, y) =
∑
k,l
λk,lψk(x)ψl(y).
On peut alors e´crire :
(Kf)(x) =
∑
k,l
λk,lψk(x)〈ψl(y), f(y)〉 ⇔ Kf =
∑
k,l
λk,l〈ψl, f〉ψk.
En e´crivant que les ψk sont les fonctions propres de KD, on obtient que
λk,l = 0 si k 6= l, et que λk,k = λk. Ainsi, la forme finale de K est :
K(x, y) =
∑
k
λkψk(x)ψk(y) presque partout sur D
2.
Au passage on a de´montre´ que re´ciproquement, si les KD e´taient des
ope´rateurs auto-adjoints, alors K posse´dait la syme´trie hermitienne.
1 cette base sera de´nombrable car L2(D) est se´parable (conside´rer par exemple son
syste`me de Haar).
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• on veut aussi que les ρn soient positives. Pour cela, une condition
suffisante simple est que les λk soient positives ou nulles. En effet, en
e´crivant par continuite´ du de´terminant :
det(K(xi, xj)) = lim
K→∞
det
(
K∑
k=1
λkψk(xi)ψk(xj)
)
,
il suffit de remarquer que
∑K
k=1 λkψk(xi)ψk(xj) est une matrice de
Gram associe´e a` une forme quadratique dont les valeurs propres sont
pre´cise´ment les λk, et qui est donc positive.
• pour des raisons techniques, on demande que soit satisfaite la
De´finition 4.3. K est dit ”localement a` trace” lorsque pour tout com-
pact D ⊂ Λ, KD est a` trace, c’est-a`-dire que
∑
k |λk| <∞.
• on peut enfin de´finir un processus de´terminantal :
De´finition 4.4. Un processus de´terminantal de noyau K est un pro-
cessus tel que :
– les intensite´s jointes par rapport a` µ sont donne´es par
ρn(x1, . . . , xn) = det (K(xi, xj)1≤i,j≤n)
– K est de carre´ localement inte´grable
– chaque restriction KD est auto-adjointe, a` trace, et a` valeurs pro-
pres positives ou nulles.
Rappelons que nous avons prouve´ dans le chapitre 1 que la famille des
intensite´s jointes ρn suffisait a` caracte´riser le processus, ce qui donne un sens
a` une expression comme ”le processus de´terminantal de noyau K”. Pour ce
qui est de l’existence, on renvoie a` [Sos00]. Par exemple, on a le
The´ore`me 4.1 (Macchi, Soshnikov). Si K hermitien de´finit un ope´rateur
inte´gral K localement a` trace, alors il existe un processus de´terminantal de
noyau K si et seulement si le spectre de chaque KD est inclus dans [0, 1].
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On pourra trouver dans [Ben09] une de´monstration de ce the´ore`me (the´o-
re`me 4.5.5.). Cet ouvrage donne d’ailleurs un tour d’horizon tre`s complet
des processus de´terminantaux en proposant de nombreux exemples. Parmi
ceux-ci, deux en particulier sont susceptibles de fournir une ge´ne´ralisation
spatio-temporelle inte´ressante : le processus de Ginibre, et la fonction analy-
tique gaussienne (GAF, pour gaussian analytic function) hyperbolique. Pour
chacun, nous proposons une version spatio-temporelle et nous e´tudions son
comportement.
4.2 Les processus de´terminantaux et la
re´pulsion
Les processus de´terminantaux restent aujourd’hui encore assez myste´rieux,
car on connaˆıt beaucoup de situations ou` ils apparaissent, sans pour autant
saisir la re´alite´ profonde qui les unit. On comprend encore mal ce qui fait
qu’un de´terminant apparaˆıt subitement dans une formule d’intensite´ jointe.
En revanche, il existe plusieurs raisons (plus ou moins heuristiques) de com-
prendre pourquoi ces processus exhibent une re´pulsion, au moins a` courte
distance.
Avant de les examiner, comprenons pourquoi on peut souvent lire l’in-
terpre´tation suivante : ρn(x1, . . . , xn) serait la probabilite´ limite de trouver
un point de Φ dans n petits volumes autour des xk. Formellement, on peut
e´crire cela de la manie`re suivante :
ρn(x1, . . . , xn) = lim
ǫ→0
P(Φ(x1 +Bǫ) 6= 0, . . . ,Φ(xn +Bǫ) 6= 0)
m(Bǫ)n
,
ou` Bǫ est une boule de rayon ǫ centre´e sur 0, et m la mesure de Lebesgue. Ce
re´sultat est en ge´ne´ral faux, mais sous certaines hypothe`ses supple´mentaires
de re´gularite´, il devient vrai. Tout le proble`me est de pouvoir appliquer le
the´ore`me de convergence domine´e a` un point crucial de la de´monstration.
A` ce sujet, on peut consulter les pages 9 et 10 de [Ben09], qui sont assez
techniques. Voici une de´monstration plus simple dans le cas d’hypothe`ses
fortes sur les ρn.
Lemme 4.2. Donnons-nous x1, x2, . . . deux a` deux distincts, et supposons
que les ρn sont continues (toujours vrai dans le cas ou` K l’est) et ve´rifient :
∀n, ρn(x1, . . . , xn) ≤ n! U
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pour un meˆme re´el U inde´pendant de n. Alors la formule est vraie.
De´monstration - La de´monstration se fait en plusieurs temps :
• a` l’ordre 1
On introduit la variable ale´atoire Nǫ = Φ(x1 +Bǫ). On a :
1(Nǫ ≥ 2) ≤ 1
2
6=∑
z1,z2∈Φ
1(z1 ∈ x1 +Bǫ, z2 ∈ x1 +Bǫ)
P(Nǫ ≥ 2) ≤ 1
2
M (2)((x1 +Bǫ)× (x1 +Bǫ))
=
1
2
∫
x1+Bǫ
∫
x1+Bǫ
ρ2(z1, z2)dz1 dz2
≤ (m(Bǫ))2U.
Plus ge´ne´ralement :
1(Nǫ ≥ k) ≤ 1
k!
6=∑
z1,...,zk∈Φ
1(z1 ∈ x1 +Bǫ, . . . , zk ∈ x1 +Bǫ)
P(Nǫ ≥ k) ≤ 1
k!
M (k)((x1 +Bǫ)× . . .× (x1 +Bǫ))
=
1
k!
∫
x1+Bǫ
. . .
∫
x1+Bǫ
ρk(z1, . . . , zk)dz1 dzk
≤ (m(Bǫ))kU.
Finalement :
E[Nǫ]
m(Bǫ)
− P(Nǫ > 0)
m(Bǫ)
=
1
m(Bǫ)
E[Nǫ − 1(Nǫ > 0)]
=
1
m(Bǫ)
∑
k≥2
(k − 1)P(Nǫ = k)
=
1
m(Bǫ)
∑
k≥2
P(Nǫ ≥ k)
≤ U
m(Bǫ)
∑
k≥2
(m(Bǫ))
k
=
U m(Bǫ)
1−m(Bǫ)
→ 0.
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Or :
E[Nǫ]
m(Bǫ)
=
1
m(x1 +Bǫ)
∫
x1+Bǫ
ρ1(z)dz
→ ρ1(x1) par continuite´.
Ainsi :
P(Nǫ > 0)
m(Bǫ)
→ ρ1(x1).
• cas ge´ne´ral
Fondamentalement, le raisonnement est le meˆme. On introduit :
Nǫ =M
(n)((x1 +Bǫ)× . . .× (xn +Bǫ)).
De`s que ǫ est suffisamment petit, on a :
Nǫ = Φ(x1 +Bǫ) . . .Φ(xn +Bǫ),
car les xi sont deux a` deux distincts. Ensuite, on a toujours :
E[Nǫ]
m(Bǫ)n
− P(Nǫ > 0)
m(Bǫ)n
=
1
m(Bǫ)n
∑
k≥2
P(Nǫ ≥ k).
Reste a` majorer P(Nǫ ≥ k). On sait que :
Nǫ ≥ k ⇔ au moins l’un des Φ(xi +Bǫ) est ≥ ⌈k1/n⌉.
Du coup, en utilisant le re´sultat pre´ce´dent :
P(Nǫ ≥ k) ≤
n∑
i=1
P(Φ(xi + Bǫ) ≥ ⌈k1/n⌉)
≤ nm(Bǫ)⌈k1/n⌉U.
Pour conclure, il suffit maintenant de montrer que :
lim
V→0
1
V n
∑
k≥2
V ⌈k
1/n⌉ = 0.
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Regroupons les k par ⌈k1/n⌉ e´gaux :∑
k≥2
V ⌈k
1/n⌉ =
∑
l≥2
∑
⌈k1/n⌉=l
V l
=
∑
l≥2
∑
k∈](l−1)n,ln]
V l
=
∑
l≥2
(ln − (l − 1)n)V l
= V 2
∑
l≥0
((l + 2)n − (l + 1)n)V l
≤ V 2
∑
l≥0
(l + 2)n V l.
Or, on a par exemple : (l + 2)n = o(2l), ce qui ache`ve la preuve. 
Remarque 4.1. Remarquons que la condition de majoration des ρn sera
toujours ve´rifie´e par un processus de Poisson typiquement (dans ce cas elles
valent toutes 1). Pour les processus de´terminantaux, on pourra utiliser
l’ine´galite´ de Hadamard au cas par cas :
| det(X1, . . . , Xn)| ≤ ‖X1‖2 . . . ‖Xn‖2.
Revenons maintenant aux raisons de croire a` la re´pulsion exhibe´e par les
processus de´terminantaux :
• premie`re raison : l’intensite´ jointe d’ordre 2 ve´rifie
ρ2(z, w) = K(z, z)K(w,w)−|K(z, w)|2 ≤ K(z, z)K(w,w) = ρ1(z)ρ1(w).
Heuristiquement, il y a donc une corre´lation ne´gative qui est introduite
par le rapprochement de deux points.
• deuxie`me raison : si on se donne n points z1, . . . , zn et si K est continue,
ρn(z1, . . . , zn) tend vers 0 lorsque l’un des zi tend vers un autre zj .
• troisie`me raison, plus rigoureuse : on peut lire dans [Kri11] un re´sultat
selon lequel, pour le processus de Ginibre comme pour la GAF hyper-
bolique :
P(on peut trouver deux points dans D(z, ǫ)) ∼ ǫ6 lorsque ǫ→ 0,
alors qu’on a un exposant 4 pour le processus de Poisson.
134 Chapitre 4. Les processus de´terminantaux
4.3 La classe des processus de Ginibre
Pour commencer, rappelons le re´sultat de Ginibre (voir [Gin64]) :
De´finition 4.5. Le m-e`me processus de Ginibre est le processus planaire Φm
des m valeurs propres d’une matrice m×m, dont les entre´es sont gaussiennes
complexes standard i.i.d. Φm est de´terminantal de noyau :
Km(z, w) =
m−1∑
k=0
(zw)k
k!
par rapport a` la mesure gaussienne dµ(z) = 1
π
e−|z|
2
(qui est de masse totale
1 comme on le voit par un calcul en coordonne´es polaires). De manie`re
e´quivalente, c’est le processus de noyau
Klebm (z, w) =
1
π
e−
1
2
(|z|2+|w|2)
m−1∑
k=0
(zw)k
k!
par rapport a` la mesure de Lebesgue2. On peut en voir une re´alisation sur
la figure 4.1.
Montrons que Km(z, w) de´finit bien un processus de´terminantal. Tout
d’abord, K est hermitien, et il est e´videmment de carre´ localement µ-inte´-
grable puisqu’il est continu. Ensuite on a le
Lemme 4.3. Les fonctions ψk(z) =
zk√
k!
(0 ≤ k ≤ m − 1) forment une
famille orthonormale de L2(C, µ).
De´monstration - Tout d’abord, si k 6= l, montrons que 〈ψk, ψl〉 = 0 :
〈zk, zl〉 =
∫
C
zkzl
1
π
e−|z|
2
dz
=
1
π
∫ ∞
r=0
∫ 2π
θ=0
rk+lei(l−k)θe−r
2
r dr dθ
=
1
π
(∫ ∞
r=0
rk+l+1e−r
2
dr
)(∫ 2π
θ=0
ei(l−k)θ dθ
)
︸ ︷︷ ︸
=0
= 0.
2 en effet, si on se donne une famille de m points z1, . . . , zm, la matrice des K
leb
m (zi, zj)
est conjugue´e a` la matrice des Km(zi, zj) par la matrice diagonale A de terme ge´ne´ral
aii =
1√
π
e−
1
2
|zi|2 . Comme det(A⋆A) = 1
πm
e−
∑ |zi|2 =
∏
1
π
e−|zi|
2
, on a le re´sultat.
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Fig. 4.1: Le processus de Ginibre pour m = 100. On observe que, comme
dans tout processus de´terminantal, les points semblent se re-
pousser a` courte distance (on n’observe pas de clusters comme
pour le processus de Poisson par exemple).
Maintenant, si k = l ≥ 1, une inte´gration par parties montre que :
〈zk, zk〉 = 2
∫ ∞
r=0
r2k+1e−r
2
dr
=
[
−r2ke−r2
]∞
0
+ 2k
∫ ∞
r=0
r2k−1e−r
2
dr
= k
∫ ∞
r=0
r2k−1e−r
2
dr.
Comme 〈z0, z0〉 = 1, une re´currence imme´diate montre que 〈zk, zk〉 = k!, ce
qui ache`ve la preuve. 
Corollaire 4.4. Kn de´finit un processus de´terminantal.
De´monstration - Si on adjoint a` la famille (ψk) une famille (φi) pour en faire
une base hilbertienne de L2(C, µ), on peut e´crire
Kn(z, w) =
∑
k
1 · ψk(x)ψk(w) +
∑
i
0 · φi(x)φi(w),
136 Chapitre 4. Les processus de´terminantaux
et les calculs faits en introduction montrent que l’ope´rateur inte´gral K associe´
a` K est la projection orthogonale sur Vect(ψk)0≤k≤m−1. Ainsi, pour tout D
compact, on a
∀f ∈ L2(D), ‖KDf‖D = ‖Kf‖D ≤ ‖Kf‖C ≤ ‖f‖C = ‖f‖D,
ce qui montre que les valeurs propres de KD sont infe´rieures ou e´gales a` 1.
Par ailleurs, on a bien suˆr
〈f,KDf〉 = 〈f,Kf〉 ≥ 0
ce qui montre que les valeurs propres sont positives ou nulles. Enfin, K e´tant
de rang fini, il en est de meˆme de KD, qui est donc a` trace. On conclut alors
par le the´ore`me 4.1. 
4.3.1 Le processus de Ginibre infini
Lorsque m tend vers l’infini, on peut donner un sens au processus limite
obtenu. En effet, d’une part, le noyau Km converge simplement vers :
K(z, w) = ezw.
D’autre part, on montre ci-dessous que K de´finit un processus de´terminantal
Φ. Ainsi, par continuite´ du de´terminant, les intensite´s jointes de Φ sont les
limites de celles de Φm, et comme elles caracte´risent le processus, on peut en
ce sens conside´rer Φ comme la limite des Φm.
Proposition 4.5. K de´finit un processus de´terminantal.
De´monstration - Comme dans le cas fini, K est hermitien de carre´ localement
inte´grable, et K est le projecteur orthogonal de L2(C) sur Vect(ψk)k∈N. De
meˆme, les KD sont hermitiens positifs a` spectre dans [0, 1]. Il ne reste donc
plus qu’a` montrer qu’ils sont a` trace.
Si on diagonalise KD dans une base orthonormale (φk) de L2(D), on sait
qu’on a la de´composition suivante :
K(z, w) =
∑
k
λkφk(z)φk(w).
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On en de´duit :
K(z, z) =
∑
k
λk|φk(z)|2∫
D
K(z, z) dµ(z) =
∑
k
λk
∫
D
|φk(z)|2 dµ(z) par positivite´ des λk
=
∑
k
λk.
Or : ∫
D
K(z, z) dµ(z) =
∫
D
e|z|
2
dµ(z) <∞,
ce qui ache`ve la preuve. On voit au passage que l’inte´grale sur C tout entier
est divergente, et on retrouve le fait que K n’est pas a` trace, mais seulement
localement a` trace. 
Le processus de Ginibre infini est inte´ressant pour mode´liser une popu-
lation, car il est isotrope et stationnaire. C’est ce que nous montrons main-
tenant.
The´ore`me 4.6. Φ est isotrope et stationnaire.
De´monstration - Pour plus de commodite´, on rede´finit de manie`re e´quiva-
lente le noyau de Φ par rapport a` la mesure de Lebesgue :
K(z, w) =
1
π
e−
1
2
(|z|2+|w|2)+zw.
Si nous notons Φ˜ le processus apre`s une rotation d’angle arbitraire θ, il s’agit
de montrer que
Φ
loi
= Φ˜.
De meˆme, si on note Φa (a ∈ C fixe´) le processus translate´, il s’agit de
montrer que :
Φ
loi
= Φa.
Or on sait que les processus auxquels nous nous inte´ressons sont caracte´rise´s
par les fonctions ρn. Il suffit alors de montrer que les ρn sont les meˆmes pour
Φ, Φ˜ et Φa.
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Pour l’isotropie, le re´sultat est imme´diat. En effet, le noyau de Φ˜ est
donne´ par :
K˜(z, w) = K(ze−iθ, we−iθ)
=
1
π
eze
−iθweiθ− 1
2
(|ze−iθ|2+|we−iθ|2)
=
1
π
ezw−
1
2
(|z|2+|w|2)
= K(z, w).
A fortiori, on a donc :
ρ˜n(z1, . . . , zn) = det(K˜(zi, zj)) = ρn(z1, . . . , zn).
Passons a` la stationnarite´. Le noyau de Φa est donne´ par :
Ka(z, w) = K(z − a, w − a).
La preuve est un peu plus longue, car les noyaux ne sont plus e´gaux. On a :
(z − a)(w − a)− 1
2
(|z − a|2 + |w − a|2) = zw − za− aw + |a|2 − 1
2
|z|2
+
1
2
za +
1
2
az − 1
2
|a|2 − 1
2
|w|2
+
1
2
wa+
1
2
aw − 1
2
|a|2
= zw − 1
2
(|z|2 + |w|2)
+
1
2
(za− za + wa− aw).
D’ou` :
Ka(z, w) = K(z, w) e
1
2
(za−za+wa−aw).
Fixons alors z1, . . . , zn ∈ C, et introduisons la matrice diagonale :
A =

e
1
2
(z1a−z1a) 0
. . .
0 e
1
2
(zna−zna)

 .
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On peut e´crire :

...
. . . Ka(zi, zj) . . .
...

 = A


...
. . . K(zi, zj) . . .
...

 A⋆,
si bien que :
det(Ka(zi, zj)) = det(AK(zi, zj)A
⋆)
= det(AA⋆︸︷︷︸
In
K(zi, zj))
= ρn(z1, . . . , zn),
ce qui ache`ve la preuve. 
Remarque 4.2. Le noyau peut aussi s’exprimer ezw par rapport a` la mesure
gaussienne, qui est elle-meˆme isotrope. On a alors imme´diatement l’inva-
riance par rotation. Le meˆme raisonnement montre que toutes les fois que
K(z, w) s’exprimera comme une fonction de zw par rapport a` une mesure
isotrope, le processus sera lui-meˆme isotrope.
Signalons au passage un re´sultat duˆ a` Kostlan :
The´ore`me 4.7 (Kostlan). Notons (zk)1≤k≤m les points de Φm. Alors l’en-
semble des |zk|2 (sans tenir compte de l’ordre) suit la meˆme loi que m vari-
ables inde´pendantes Xk ∼ Γ(k, 1). Le re´sultat est encore vrai pour le proces-
sus de Ginibre infini.
On rappelle que la loi Γ(k, 1) est de densite´ x
k−1e−x
(k−1)! sur R
+ par rapport
a` la mesure de Lebesgue3. La preuve de ce re´sultat se trouve dans [Kos92]
(article original) ou dans [Ben09] (the´ore`me 4.7.3., comme conse´quence du
the´ore`me 4.7.1.).
D’apre`s la remarque pre´ce´dente, les processus de Ginibre finis sont iso-
tropes. Joint au the´ore`me de Kostlan, cela permet d’appre´cier un peu mieux
l’apparence re´gulie`re de la figure 4.1.
3 attention au fait que dans [Kos92], les gaussiennes complexes ne sont pas normalise´es
de la meˆme manie`re.
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4.3.2 Variation temporelle des processus de Ginibre
Cela dit, en pratique, on voit mal comment simuler le processus de Ginibre
infini. Aussi, on pourra sans trop de dommage se restreindre a` des processus
de Ginibre d’ordrem avec m grand, d’autant plus que le processus de Ginibre
infini peut eˆtre vu comme la limite des processus finis, en un sens rigoureux
qui a e´te´ pre´cise´ plus haut.
Il suffit donc de se donner une matrice m×m dont les coefficients varient
dans le temps, de manie`re a` rester a` chaque instant des gaussiennes stan-
dard iid. Par exemple, on peut prendre des processus d’Ornstein-Uhlenbeck
inde´pendants (voir [Uhl30]) :
aij(t) = e
−t/2W
(
et
)
, avec W (t) =
B1(t) + iB2(t)√
2
,
ou` B1 et B2 sont des browniens re´els standard (pour t > u, B(t)−B(u) est
centre´ de variance t− u).
Pour des questions de re´alisme, il est souhaitable que les trajectoires de
notre processus spatio-temporel soient continues. Ce sont les racines du
polynoˆme caracte´ristique de la matrice, polynoˆme dont les coefficients sont
des fonctions polynomiales des aij(t), eux-meˆmes continus selon t. Tout
revient donc a` montrer que si les coefficients d’un polynoˆme unitaire varient
continuˆment au cours du temps, alors ses racines aussi. C’est ce que nous
proposons maintenant. La cle´ pour controˆler la localisation des racines est
l’utilisation du the´ore`me de Rouche´ en analyse complexe.
Remarque 4.3. On a vu dans le chapitre 1 qu’un processus de´terminantal
e´tait presque suˆrement simple, car l’ensemble {(z, w) ∈ C2/z = w} e´tant de
mesure de Lebesgue nulle, il est aussi M (2)-ne´gligeable. Une autre manie`re
de voir les choses est de remarquer que ρ2(z, w) est nulle sur cet ensemble. A
priori, cela ne nous garantit pas que dans la version spatio-temporelle, c’est
l’ensemble des processus qui sont presque suˆrement simples a` chaque instant,
car il existe une infinite´ inde´nombrable d’instants. Pour donner une analogie,
a` chaque instant le brownien est presque suˆrement non nul, et pourtant la
trajectoire d’un brownien passe par 0 avec une probabilite´ non nulle.
Ici, il n’est pas exclu que Pt, le polynoˆme qui varie continuˆment au cours
du temps, ait des racines multiples. Pour s’en assurer, on peut conside´rer
le discriminant de Pt, qui n’est autre que le re´sultant de Pt et P
′
t . C’est
donc un polynoˆme en les aij , et le lieu des m
2-uplets (aij) qui annulent
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ce discriminant est une varie´te´ alge´brique. Tout revient alors a` savoir si
la trajectoire complexe m2-dimensionnelle (e−t/2W11(et), . . . , e−t/2Wmm(et))
intersecte cette varie´te´ a` un moment donne´. En particulier, par continuite´,
si le discriminant est non nul a` un instant, alors il le reste localement. Cette
remarque nous permettra ulte´rieurement de de´finir l’e´quation diffe´rentielle
ve´rifie´e par les ze´ros de Pt.
Pour commencer, montrons le
Lemme 4.8 (continuite´ des racines en un point). Soit P un polynoˆme uni-
taire de degre´ m ≥ 1 :
P = (X − λ1) . . . (X − λm)
(les racines peuvent eˆtre multiples). Soit Q un polynoˆme unitaire qui tend
vers P . Alors on peut e´crire
Q = (X − µ1) . . . (X − µm),
avec ∀k, µk → λk.
De´monstration - Isolons chaque racine λ de P (multiple ou non) dans un
disque ouvert D(λ, ǫ) de centre λ et de rayon ǫ, de telle sorte que les dis-
ques soient deux a` deux disjoints. Prenons un disque D(λ, ǫ) en particulier,
le raisonnement e´tant le meˆme sur les autres. Supposons qu’il isole une
racine λ d’ordre p. Sur le cercle ∂D(λ, ǫ) qui est compact, |P (z)| est mi-
nore´ par un δ > 0. Par ailleurs, on se convainc aise´ment que la fonction
P 7→ supz∈∂D(λ,ǫ) |P (z)| est une norme sur l’espace vectoriel des polynoˆmes
(le caracte`re de´fini venant de l’infinite´ de points sur ∂D(λ, ǫ)). Comme toutes
les normes sont e´quivalentes sur Cn[X ], on en de´duit que pour Q assez proche
de P on a
sup
z∈∂D(λ,ǫ)
|P (z)−Q(z)| ≤ δ
2
.
On peut alors appliquer le the´ore`me de Rouche´, et en de´duire que Q posse`de
p racines dans D(λ, ǫ). Comme il y a un nombre fini de disques D(λ, ǫ), il
existe un η > 0 tel que si ‖P − Q‖ ≤ η, alors ce sont tous les disques qui
contiennent le meˆme nombre de racines de P et Q (avec leur multiplicite´).
Comme P et Q posse`dent m racines en tout, et que celles de P sont fixe´es,
on est alors certain que toutes les racines de Q se trouvent dans un D(λ, ǫ).
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Il suffit ensuite de faire tendre ǫ vers 0 : pour toute valeur de ǫ suffisam-
ment petite (c’est-a`-dire telle que les D(λ, ǫ) soient disjoints), on introduit le
η associe´. Puis pour tout Q tel que ‖P −Q‖ ≤ η, on sait que les racines de
Q sont re´parties dans les D(λ, ǫ) selon les ordres de multiplicite´ des λ. Pour
chaque racine λ de P d’ordre p, il existe p indices tels que λk1 = . . . = λkp = λ.
On se´lectionne alors les p racines de Q qui se trouvent dans D(λ, ǫ) et on les
nume´rote µk1, . . . , µkp (peu importe l’ordre). Ce proce´de´ est bien de´fini, et il
assure que ∀k, µk → λk. 
On a ainsi prouve´ la continuite´ ponctuelle des trajectoires des racines.
Tout le proble`me maintenant est de trouver une nume´rotation des µk qui
assure une continuite´ globale. Avant de s’attaquer a` ce proble`me, reformulons
pre´cise´ment cette ide´e de continuite´ ponctuelle.
On pourrait conside´rer l’ensemble des racines comme un compact non
vide de C, et parler de continuite´ au sens de la distance de Haussdorff. Mais
cela ne nous permettrait pas de traiter correctement la notion de racine
multiple. On va donc plutoˆt conside´rer l’ensemble des m racines comme un
multi-ensemble {{λ1, . . . , λm}} de cardinal m. Formellement, on conside`re le
groupe syme´trique Sm d’ordre m, et son action sur C
m : si z = (z1, . . . , zm)
est un point de Cm, σ ∈ Sm agit sur z par zσ = (zσ(1), . . . , zσ(m)). On pose
alors la
De´finition 4.6. {{z1, . . . , zm}} est la classe d’e´quivalence de z dans Cm/Sm.
On conside`re alors la fonction :
dm(z, z
′) = min
σ∈Sl
‖z − z′σ‖∞.
Intuitivement, dm est petite si et seulement si, quitte a` re´ordonner z
′, tous
les |zk − z′k| sont petits. Pour en faire une distance, il reste a` ve´rifier qu’elle
passe au quotient pour l’action de Sm. Or :
∀τ, τ ′ ∈ Sm, dm
(
zτ , z′τ
′
)
= min
σ∈Sm
max
1≤k≤m
|zτ(k) − z′τ ′(σ(k))|
= min
σ∈Sm
max
1≤k≤m
|zk − z′(τ ′◦σ◦τ−1)(k)|
= min
σ∈Sm
max
1≤k≤m
|zk − z′σ(k)|
= dm(z, z
′).
On peut donc de´finir dm sans ambigu¨ıte´ sur les multi-ensembles, et elle de-
vient alors une distance comme on le voit facilement.
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Ve´rifions les quatre axiomes :
• elle est positive
• elle est syme´trique, car
dm({{z}}, {{z′}}) = min
σ∈Sm
max
1≤k≤m
|zk − z′σ(k)|
= min
σ∈Sm
max
1≤k≤m
|zσ−1(k) − z′k|
= min
σ∈Sm
max
1≤k≤m
|zσ(k) − z′k|
= dm(z
′, z).
• elle est de´finie, car si elle est nulle, alors il existe une permutation qui
envoie z sur z′, si bien que {{z}} = {{z′}}
• enfin, elle ve´rifie l’ine´galite´ triangulaire. Si on se donne {{z}}, {{z′}}
et {{z′′}}, conside´rons la permutation τ qui minimise la distance de z
a` z′. Sans perte de ge´ne´ralite´, on peut supposer τ = Id. Alors
∀σ ∈ Sm, max
k
|zk − z′′σ(k)| ≤ max
k
(|zk − z′k|+ |z′k − z′′σ(k)|)
≤ max
k
|zk − z′k|+max
k
|z′k − z′′σ(k)|
= dm(z, z
′) + max
k
|z′k − z′′σ(k)|.
En particulier, en choisissant σ qui minimise la distance de z′ a` z′′, on
obtient
max
k
|zk − z′′σ(k)| ≤ dm(z, z′) + dm(z′, z′′).
Donc a fortiori, on a bien l’ine´galite´ triangulaire.
On peut maintenant conside´rer l’application
Φm : Cm[X ]→ Cm/Sm, P 7→ {{λ1, . . . , λm}},
et le lemme 4.8 exprime tre`s exactement que Φm est continue. En effet, pour
Q assez proche de P , on peut nume´roter les racines µk de Q de telle sorte
que chaque µk soit proche de chaque λk, ce qui signifie que
dm({{λ}}, {{µ}})→ 0.
Une fois cette formalisation effectue´e, on de´montre un lemme qu’on peut
retrouver dans [Kat76] (chapitre 2, paragraphe 5.2) :
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Lemme 4.9. Soit I un intervalle ouvert de R, et Φ une fonction continue
de I dans Cm/Sm. On note Φ(t) = {{λk(t)}}. Alors on peut relever, Φ au
sens ou` il existe m trajectoires continues φ1(t), . . . , φm(t) telles que
∀t ∈ I, {{λk(t)}} = {{φk(t)}}.
De´monstration - Le re´sultat se de´montre par re´currence forte sur m. Pour
m = 1, comme les multi-ensembles de cardinal 1 s’identifient aux singletons,
on a imme´diatement le re´sultat en posant φ1 = Φ. Soit maintenant m ≥ 2,
et supposons le re´sultat vrai aux rangs infe´rieurs.
Conside´rons d’abord A = {t ∈ I/φ1(t) = . . . = φm(t)}. Soit t ∈ A,
et donnons-nous une suite d’e´le´ments tn ∈ A qui tend vers t. Supposons
qu’il existe i et j tels que λi(t) 6= λj(t), et isolons λi(t) et λj(t) dans deux
voisinages V1 et V2 disjoints. Par continuite´ de Φ, on voit que pour n assez
grand, on pourrait trouver un λk(tn) dans V1 et un λk′(tn) dans V2, d’ou`
contradiction. Ainsi, A est ferme´.
Pour t ∈ A, on peut poser φ1(t) = . . . = φm(t) = λ1(t) = . . . λm(t). En
effet, si λ1(t) = . . . = λm(t), dire que Φ(u) est proche de Φ(t) signifie que
tous les points de Φ(u) sont dans un petit disque autour de l’unique valeur
de Φ(t), et la continuite´ de Φ en t nous assure donc celle des φk, quel que
soit le choix ulte´rieur qui sera fait pour les φk sur I\A.
Pour t ∈ I\A, les points de Φ(t) ne sont pas tous confondus. Donc on
peut les isoler en deux sous-ensembles contenus dans des voisinages disjoints
V1 et V2. Sans perte de ge´ne´ralite´, supposons qu’on a λ1(t), . . . , λp(t) ∈ V1
et λp+1(t), . . . , λm(t) ∈ V2, et choisissons ǫ > 0 tel que chaque disque ouvert
D(λk(t)) soit inclus dans V1 ou V2. Alors par continuite´ de Φ en t, on sait
qu’il existe un petit voisinage ]t − α, t + α[ sur lequel, quitte a` renume´roter
les points de Φ(u), on a λk(u) ∈ D(λk(t), ǫ). Comme I\A est ouvert, quitte
a` diminuer α on peut supposer ]t − α, t + α[⊂ I\A. Sur ]t − α, t + α[,
Φ(u) contient toujours p points dans V1 et m − p points dans V2. Quitte
a` renume´roter les λk(u), on peut supposer qu’on a λ1(u), . . . , λp(u) ∈ V1 et
λp+1(u), . . . , λm(u) ∈ V2. Il est alors le´gitime de conside´rer l’application Φ1
de ]t − α, t + α[ dans Cp/Sp, qui a` u associe {{λ1(u), . . . , λp(u)}}. Si u est
proche de u′, alors les points de Φ(u) sont proches de ceux de Φ(u′), donc
a fortiori les points de Φ1(u) sont proches de ceux de Φ1(u
′). Donc Φ1 est
continue, et on peut lui appliquer l’hypothe`se de re´currence, en la relevant
par p trajectoires φ1(u), . . . , φp(u). De meˆme, on de´finit Φ2 continue qu’on
rele`ve par m − p trajectoires φp+1(u), . . . , φm(u). Ainsi, on a releve´ Φ sur
]t− α, t+ α[.
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Soit maintenant un intervalle [a, b] ⊂ I\A. On peut relever Φ sur un petit
voisinage ouvert autour de chaque t ∈ [a, b]. Par compacite´, on extrait alors
un sous-recouvrement fini de [a, b], et par recollements successifs on rele`ve
Φ sur [a, b]. Allons plus loin : si on se donne ]c, d[⊂ I\A, alors on construit
une suite tn strictement de´croissante telle que t0 =
c+d
2
et tn → c. On a
un rele`vement sur chaque [tn+1, tn], donc par recollement on a un rele`vement
sur
]
c, c+d
2
]
. De meˆme, on a un rele`vement sur
[
c+d
2
, d
[
, et par un ultime
recollement on a un rele`vement sur ]c, d[.
Enfin, on partitionne I\A en composantes connexes. Comme c’est un
ouvert, ses composantes connexes (qui sont des ouverts pour la topologie
induite) sont des ouverts de R, donc ce sont des intervalles ouverts. D’apre`s
la construction pre´ce´dente, on sait relever Φ sur chacun d’entre eux, ce qui
ache`ve la preuve. 
Cela permet d’arriver finalement au
The´ore`me 4.10. Les points de notre processus de Ginibre spatio-temporel
suivent des trajectoires continues au cours du temps.
4.3.3 E´quation diffe´rentielle des trajectoires
Pour aller plus loin, on peut s’inte´resser a` la re´gularite´ des trajectoires. Il
existe plusieurs re´sultats sur ce sujet, notamment dans le cas des polynoˆmes
hyperboliques (c’est-a`-dire a` racines re´elles), mais ils s’appuient tous bien
suˆr sur une hypothe´tique re´gularite´ des coefficients du polynoˆme en fonction
du temps. Le lecteur inte´resse´ pourra consulter avec profit [Rai06] pour en
savoir plus.
Notons Pt(z) =
∑n
k=0 ck(t)z
k le polynoˆme, et inte´ressons-nous a` la tra-
jectoire z(t) d’une racine, qui est presque suˆrement simple et qui le reste
localement. Sans perte de ge´ne´ralite´, plac¸ons-nous en t = 0. Quelle que
soit la re´gularite´ des ck(t), on peut toujours regarder la re´gularite´ de z non
pas en fonction de t, mais en fonction des ck vus comme des variables. Plus
pre´cise´ment, le the´ore`me de Rouche´ nous donne l’existence d’un voisinage
ouvert V de z(0) tel que, si les ck e´voluent dans un petit ouvert U ⊂ Cm+1
autour de (c0(0), . . . , cm(0)) alors il existe une unique solution dans V a`
l’e´quation polynomiale
∑
k ckz
k = 0. On de´finit alors la fonction :
F : U × V → C, (c0, . . . , cm, z) 7→
∑
k
ckz
k,
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qui est C∞ et qui ve´rifie{
F (c0(0), . . . , cn(0), z(0)) = 0
∂F
∂z
(c0(0), . . . , cn(0), z(0)) 6= 0
car z(0) est une racine simple. Le the´ore`me des fonctions implicites montre
alors que l’unique z solution de F (c0, . . . , cm, z) = 0 est une fonction C∞ des
ck (au sens de l’holomorphie). On peut la noter sans ambigu¨ıte´ z(c0, . . . , cm).
En de´rivant la relation
F (c0, . . . , cm, z(c0, . . . , cm)) = 0
par rapport a` chacun des ck, on obtient :
∀k, ∂F
∂ck
+
∂F
∂z
· ∂z
∂ck
= 0⇔ ∂z
∂ck
= −∂F/∂ck
∂F/∂z
= − z
k
∂F/∂z
.
Dans le cas ide´al ou` les coefficients de Pt sont de classe C1, on obtient pour
les trajectoires l’e´quation diffe´rentielle suivante :
z′(t) =
∑
k
∂z
∂ck
c′k(t) = −
∂
∂t
Pt(z(t))
P ′t (z(t))
.
Malheureusement, dans notre cas les coefficients sont tout sauf re´guliers,
puisque ce sont des trajectoires browniennes. Cependant, dans la meˆme
veine, on peut essayer d’obtenir une e´quation diffe´rentielle stochastique (ou
EDS). Pour une bonne introduction au calcul stochastique, on pourra par
exemple consulter [Kar02]. Commenc¸ons par de´montrer le
Lemme 4.11. Le processus d’Ornstein-Uhlenbeck a(t) = e−t/2W (et) ve´rifie
l’EDS suivante :
da(t) = −1
2
a(t) + dW (t).
De´monstration - Re´solvons cette EDS. Elle ve´rifie les hypothe`ses du the´o-
re`me de Cauchy-Lipschitz stochastique, donc elle admet une unique solution
que l’on note a(t). Par la me´thode de variation des constantes, en appliquant
la formule d’Itoˆ au processus X(t) = a(t)et/2 on obtient :
dX(t) =
1
2
a(t)et/2dt+ et/2da(t) = et/2dW (t).
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On en de´duit :
X(t) = X(0) +
∫ t
0
es/2dW (s).
En particulier, le processus X(t) est a` trajectoires continues, a` accroissements
gaussiens (car l’inte´grand est de´terministe, il s’agit d’une inte´grale dite de
Wiener), inde´pendants, centre´s, et de variance :
E[|X(u)−X(t)|2] = E
[∣∣∣∣
∫ u
t
es/2dW (s)
∣∣∣∣2
]
=
∫ u
t
esds = eu − et
par de´finition de l’inte´grale d’Itoˆ. Donc a` une translation pre`s, il a la loi
de W (et). En imposant X(0) = W (1) comme condition initiale, l’unique
solution de l’EDS est donc donne´e par le processus d’Ornstein-Uhlenbeck. 
Remarque 4.4. Attention, il faut comprendre la relation donne´e par l’EDS
comme une e´galite´ en loi, pas comme une e´galite´ entre trajectoires. Elle
signifie pre´cise´ment :
e−t/2W (et)−W (1) loi= −1
2
∫ t
0
e−s/2W (es)ds+W (t).
Pour appliquer la formule d’Itoˆ, nous avons besoin que a(t) soit adapte´, donc
on retiendra la de´finition a` partir de l’EDS, c’est-a`-dire qu’on posera :
a(t) = e−t/2X(t) = e−t/2
(
a(0) +
∫ t
0
es/2dW (s)
)
.
En revanche, pour les simulations, on pourra retenir indiffe´remment cette
de´finition ou la formule a(t) = e−t/2W (et).
Ici, chaque aij(t) ve´rifie la meˆme EDS :
daij(t) = −1
2
aij(t)dt+ dWij(t),
ou` les Wij(t) sont des browniens standard inde´pendants. Ce sont des pro-
cessus adapte´s par rapport a` la filtration naturelle des browniens, et on
peut donc appliquer la formule d’Itoˆ vectorielle a` z(t) (voir par exemple
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le the´ore`me 7.2.1 de [Kar02]), ou` z(t) est interpre´te´e comme une fonction
de´terministe des aij(t) :
dz(a11(t), . . . , amm(t)) =
m∑
i,j=1
∂z
∂aij
(t)daij(t)
+
1
2
m∑
i,j,k,l=1
∂2z
∂aij∂akl
(t)〈daij(t), dakl(t)〉 dt.
Dans les termes du second ordre, toutes les covariances croise´es s’annulent,
car les Wij(t) sont deux a` deux inde´pendants. Quant aux termes non croise´s
∂2z
∂a2ij
(t)〈daij(t), daij(t)〉, ils s’annulent aussi car on travaille avec des gaussi-
ennes complexes4. On en de´duit finalement le
The´ore`me 4.12. z(t) est solution de l’EDS suivante :
dz = −1
2
m∑
i,j=1
∂z
∂aij
(t)aij(t) dt+
m∑
i,j=1
∂z
∂aij
(t)dWij(t).
Les de´rive´es de z par rapport aux aij se calculent en passant par les ck comme
variables interme´diaires, et en utilisant la relation :
∂z
∂ck
= − z
k
P ′t (z)
.
4.4 La GAF hyperbolique
4.4.1 De´finition
Conside´rons une famille de gaussiennes complexes standard idd (ak), et in-
troduisons la se´rie entie`re (ale´atoire) :
f(z) =
∞∑
k=0
akz
k.
f s’appelle la GAF hyperbolique (de parame`tre 1). Notons D le disque
unite´ ouvert. On va voir que presque suˆrement, f converge sur D et pas a`
l’exte´rieur :
4 en identifiant C a` R2, on peut voir cela comme une conse´quence du fait que la partie
re´elle d’une fonction holomorphe est harmonique.
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Lemme 4.13. Presque suˆrement, le rayon de convergence de f vaut 1.
De´monstration - Introduisons bk = max(0, log |ak|). Les bk sont iid, d’espe´-
rance l < ∞ (car 0 ≤ bk ≤ |ak|). La loi forte des grands nombres dit alors
que presque suˆrement :
b0 + . . .+ bk−1
k
→ l.
De meˆme, on a :
b0 + . . .+ bk
k
=
k + 1
k
· b0 + . . .+ bk
k + 1
→ l.
Finalement, par soustraction :
bk
k
→ 0.
Soit An l’e´ve`nement : ”tous les |ak| a` partir du rang n sont ≤ 1”, et An,N
l’e´ve`nement : ”tous les |ak| entre les rangs n et n + N sont ≤ 1”. Alors les
An,N forment une suite de´croissante selon N , et :
An =
⋂
N≥0
An,N ⇒ P(An) = lim
N
P(An,N)
= lim
N
P(|B| ≤ 1)︸ ︷︷ ︸
<1
N+1
= 0,
ou` B est une gaussienne standard quelconque. On en de´duit :
P
(⋃
n
An
)
≤
∑
P(An) = 0.
Conclusion par l’absurde : aussi loin que l’on aille chercher, on peut (presque
suˆrement) trouver des |ak| > 1; en conse´quence :
lim sup
log(|ak|)
k
= lim sup
bk
k
= lim
bk
k
= 0.
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Ainsi, lim sup |ak|1/k = 1 presque suˆrement. Soit z ∈ D, et introduisons
η > 1 tel que η|z| < 1. On a |ak|1/k < η a` partir d’un certain rang, soit
|akzk| < (η|z|)k, si bien que la se´rie
∑
akz
k converge. De meˆme, si |z| > 1,
on conside`re une suite extraite (aφ(k)) telle que |aφ(k)|1/φ(k)|z| > 1, et on
conclut que la se´rie diverge grossie`rement. 
Donc presque suˆrement, f de´finit une fonction analytique sur D. On a
alors le
The´ore`me 4.14 (Peres et Vira´g). L’ensemble des ze´ros de f sur D est un
processus de´terminantal. Son noyau par rapport a` la mesure de Lebesgue, le
noyau de Bergman, est donne´ par :
K(z, w) =
1
π(1− zw)2 =
1
π
∞∑
k=0
(k + 1)(zw)k.
On trouvera une de´monstration de ce re´sultat (qui est loin d’eˆtre imme´-
diat) dans [Ben09] au chapitre 5.
Remarque 4.5. La relation 1
π(1−zw)2 =
1
π
∑∞
k=0(k+1)(zw)
k s’obtient imme´-
diatement en de´rivant la relation 1
1−t =
∑∞
k=0 t
k et en l’appliquant a` t = zw.
Remarque 4.6. On pourrait eˆtre tente´ de croire que le processus contient
un nombre fini de points, car sinon la pre´sence d’un point d’accumulation
dans D obligerait f a` eˆtre la fonction nulle. Sauf que ce point d’accumulation
peut eˆtre situe´ sur le cercle unite´. En fait, c’est exactement ce qui se passe
avec une probabilite´ non nulle, puisque dans [Ben09], on trouve en 5.1.3. le
The´ore`me 4.15. Pour r < 1, le nombre de ze´ros de f dans le disque D(0, r)
suit la loi de
∑∞
k=1Xk, ou` les Xk suivent des lois de Bernoulli inde´pendantes
de parame`tre r2k.
On en de´duit par convergence monotone que l’espe´rance du nombre de
ze´ros dans D(0, r) vaut r
2
1−r2 , puis que l’espe´rance dans D, qui est supe´rieure
a` l’espe´rance dans n’importe quel D(0, r), est infinie.
Comme pour le processus de Ginibre, on peut aussi conside´rer le noyau
de Bergman tronque´ :
Km(z, w) =
1
π
m∑
k=0
(k + 1)(zw)k.
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Comme pre´ce´demment, on montre que Km etK de´finissent bien des processus
de´terminantaux Ψm et Ψ sur D :
• on commence par remarquer que les fonctions z 7→ zk sont deux a` deux
orthogonales, l’inte´grale
∫
D
zkzldz e´tant nulle pour k 6= l par syme´trie
radiale. Pour calculer leur norme, on passe en coordonne´es polaires et
on trouve :
1
π
∫
D
|z|2k dz = 2
∫ 1
r=0
r2k+1 dr =
1
k + 1
.
Ainsi, les fonctions z 7→ √k + 1 · zk forment une famille orthonormale,
et l’e´criture Km(z, w) =
1
π
∑m
k=0(k + 1)(zw)
k montre que Km est un
projecteur orthogonal. De meˆme pour K. Ce sont e´videmment des
ope´rateurs positifs, donc les spectres de leurs restrictions a` des com-
pacts sont inclus dans [0, 1].
• ces meˆmes restrictions a` des compacts sont a` trace, puisque les inte´-
grales
∫
Km(z, z)dz et
∫
K(z, z)dz sont alors finies.
• enfin, Km converge simplement vers K, ce qui permet de conside´rer Ψ
comme la limite des Ψm.
4.4.2 Simulation
De la meˆme manie`re, on simulera Ψm avec m grand, en prenant garde a`
supprimer les ze´ros qui sortent de D. Notons que le processus reste isotrope
(car le noyau s’e´crit comme une fonction de zw, ou encore plus simplement,
il s’agit de l’ensemble des ze´ros d’une fonction isotrope), mais il n’est plus
stationnaire (puisqu’il n’est de´fini que sur D). En revanche, Ψ est invariant
par les transormations de Mo¨bius :
z 7→ αz + β
βz + α
,
avec |α|2 − |β|2 = 1 (ces transformations forment un groupe de bijections
de D), d’ou` le nom de GAF hyperbolique. Pour une de´monstration, voir le
the´ore`me 2.3.4. de [Ben09].
Notons qu’on connaˆıt aussi la distribution des distances au centre :
The´ore`me 4.16 (Peres et Vira´g). Notons (zk)1≤k≤m les points de Ψm. Alors
l’ensemble des |zk|2 (sans tenir compte de l’ordre) suit la meˆme loi que m
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variables U
1/2
1 , . . . , U
1/2m
m , ou` les Uk sont iid uniformes sur [0, 1]. Le re´sultat
est encore vrai pour la GAF hyperbolique infinie.
Il s’agit encore d’un corollaire du the´ore`me 4.5.1. de [Ben09].
Fig. 4.2: Les ze´ros de la GAF hyperbolique pour m = 100. On notera le
contraste avec la figure 4.1.
Tre`s rapidement, les U
1/2k
k vont avoir tendance a` se rapprocher de 1, si
bien que la plupart des points vont eˆtre masse´s sur le pourtour de D (voir
figure 4.2). Une autre manie`re de s’en rendre compte est de conside´rer la
premie`re intensite´ jointe :
ρ1(z) = Km(z, z) ≈ K(z, z) = 1
π(1− |z|2) .
On voit que ρ1 explose au voisinage du bord. Aussi, la GAF hyperbolique sera
adapte´e pour repre´senter des mouvements de foule tre`s particuliers (panique,
e´vacuation subite...ou corrida). Pour les mouvements plus classiques, on lui
pre´fe`rera le processus de Ginibre. Pour en savoir plus sur les diffe´rences de
fond entre le processus de Ginibre et la GAF hyperbolique, on consultera
avec profit [Kri11].
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Pour introduire une de´pendance temporelle, on proce`de de la meˆme mani-
e`re que pre´ce´demment : on introduit m+ 1 processus d’Ornstein-Uhlenbeck
standard iid pour les ak(t), ce qui fournit des trajectoires continues pour
les ze´ros. En revanche, il faut eˆtre prudent au fait que cette fois, les tra-
jectoires peuvent sortir de D, donc le processus ne posse`de pas toujours m
points. Cependant, on peut toujours s’inte´resser a` l’e´quation locale de leur
trajectoire, et par la formule d’Itoˆ on obtient :
dz =
m∑
k=0
∂z
∂ak
(t) dak
= − 1
P ′t (z)
∑
k
zk dak
= − 1
P ′t (z)
∑
k
zk
(
−1
2
ak(t) dt+ dWk
)
= −Pt(z)
P ′t (z)
dt− 1
P ′t (z)
∑
k
zk dWk
En se souvenant que Pt(z) = 0, on obtient le the´ore`me suivant, que [Ben09]
obtient d’une autre manie`re (voir 8.3.2) :
The´ore`me 4.17. z(t) est solution de l’EDS :
dz = −
∑
k z
k dWk
P ′t (z)
.
4.5 Techniques de branchement
Supposons qu’on est en train de simuler un processus spatio-temporel qui ne
pre´sente pas particulie`rement de re´pulsion, par exemple un processus de Pois-
son ou le processus de lignes de´crit dans le chapitre 2. On peut souhaiter
simuler une re´pulsion soudaine qui correspond a` une situation re´elle sous-
jacente (mouvement de panique, e´vacuation d’un stade, etc.). Selon qu’on
cherche a` mode´liser un processus extreˆme ou non, on choisira la GAF hyper-
bolique ou le processus de Ginibre. Voici comment s’y prendre dans les deux
cas.
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4.5.1 Avec le processus de Ginibre
On se donne m points z1, . . . , zm qui repre´sentent notre e´tat initial. On peut
les interpre´ter comme les valeurs propres de la matrice diagonale dont les
termes sont les zk. Cela nous donne m
2 valeurs initiales pour les aij :{
aii(0) = zi
aij(0) = 0 sinon.
Il suffit ensuite de construire m2 processus d’Ornstein-Uhlenbeck issus des
aij(0). L’ide´al est de faire une perfect simulation, c’est-a`-dire de commencer
directement dans l’e´tat stationnaire. Pour cela, il suffit de poser :
aij(t) = e
−t/2
(
aij(0) +
∫ t
0
es/2dWij(s)
)
.
Les aij(t) varieront bien continuˆment et ils seront directement dans l’e´tat
stationnaire.
Si l’on souhaite obtenir un passage plus progressif vers le processus de´ter-
minantal, on peut aussi utiliser la formule aij(t) = e
−t/2Wij(et), en ge´ne´rant
des browniens issus de 0 en 1. Comme chaque trajectoire de´marre au point
Wij(1) = 0, qui est a priori diffe´rent de aij(0) pour i = j, on pourra intro-
duire des drifts temporaires5 sur les Wii(t) qui permettront de rejoindre la
trajectoire e−t/2Wii(et) aussi progressivement que l’on veut.
4.5.2 Avec la GAF hyperbolique
La technique est exactement la meˆme : il suffit de conside´rer le polynoˆme∏
(z − zk) qui fournit les ak(0), puis de simuler des processus d’Ornstein-
Uhlenbeck de la meˆme manie`re que pre´ce´demment. De meˆme, on pourra
introduire des drifts temporaires pour lisser la transition. Ces meˆmes drifts
pourront eˆtre utilise´s pour rejoindre un nouveau processus-cible a` la fin de
la simulation.
4.6 Conclusion
Apre`s avoir e´tudie´ en de´tail la de´finition des processus de´terminantaux, nous
en avons se´lectionne´ deux particuliers qui e´taient susceptibles de donner
5 par exemple de la forme t0−t
t0
aii(0) avec t0 > 0.
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une ge´ne´ralisation spatio-temporelle inte´ressante. Pour chacun, nous avons
montre´ comment les simuler et nous avons e´tudie´ l’e´quation des trajectoires
de leurs points. Nous avons e´galement explique´ comment encapsuler cette
simulation dans un segment temporel au milieu d’une simulation plus large,
ce qui nous permet de faire le lien avec les autres processus spatio-temporels
que nous avons pre´sente´s dans les chapitres pre´ce´dents.
156 Chapitre 4. Les processus de´terminantaux
CONCLUSION
A` travers trois exemples pre´cis, nous avons pu examiner trois comportements
de foule :
• un comportement dit ordinaire, a`-travers notre mode`le de Poisson-
lignes. Ce mode`le d’une grande souplesse se de´cline facilement en de
nombreux cas de figure, tout en permettant a` chaque fois d’obtenir une
formule analytique pour la probabilite´ de couverture. De plus, il donne
lieu a` une ge´ne´ralisation spatio-temporelle prometteuse.
• un comportement plus exceptionnel lie´ a` des manifestations festives, le
mode`le des moutons et des fortes teˆtes. Nous avons pu conjuguer la
dimension spatiale et la dimension temporelle de notre proble´matique
pour obtenir des dynamiques inte´ressantes et pas ne´cessairement pe´-
riodiques. De plus, nous avons obtenu des formules analytiques pour
la plupart des grandeurs typiques d’e´volution, et nous avons indique´
comment calibrer le mode`le a` partir de celles-ci.
• enfin, un comportement extreˆme qui exhibait une tre`s forte re´pulsion,
par l’usage des processus de´terminantaux. De meˆme nous en avons tire´
une ge´ne´ralisation spatio-temporelle, et nous avons obtenu les e´quations
diffe´rentielles stochastiques qui re´gissaient la trajectoire des individus.
Dans tous les cas de figure, la prise en compte d’une composante ale´atoire
s’est re´ve´le´ primordiale, nous permettant de mode´liser des comportements
complexes avec un minimum de parame`tres. Nous en avons tire´ des re´sultats
analytiques pre´cis susceptibles de pre´dire a` l’avance des phe´nome`nes col-
lectifs comme les agre´gations et les dispersions. Enfin, nous avons montre´
comment brancher ces mode`les les uns a` la suite des autres, afin d’introduire
des perturbations limite´es dans le temps.
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Cette the`se ne se veut pas un travail exhaustif en la matie`re, et cer-
taines directions me´riteraient certainement d’eˆtre e´tudie´es plus avant. Parmi
d’autres citons :
• une ge´ne´ralisation de nos re´sultats a` d’autres varie´te´s que R2, notam-
ment par l’utilisation de la ge´ome´trie diffe´rentielle stochastique. Par
exemple, on pourrait vouloir s’inte´resser a` la trajectoire des flottes
d’avions a` la surface de la Terre, voire a` celle de particules atomiques
dans un espace-temps courbe ;
• une compre´hension plus fine de la re´alite´ sous-jacente qui unit les pro-
cessus de´terminantaux entre eux, car comme nous l’avons indique´, on
comprend encore mal aujourd’hui ce qui les sous-tend, a` part quelques
arguments heuristiques ;
• la calibration des mode`les sur des donne´es en temps re´el. En effet, les
ope´rateurs mobiles disposent maintenant de sondes dans leurs re´seaux
2G (GSM) et 3G (UMTS, HSDPA), qui permettent de remonter des
informations de ge´olocalisation instantane´ment. Il serait inte´ressant
de concevoir des algorithmes d’apprentissage qui sachent reconnaˆıtre
le type de foule auquel ils sont confronte´s, et calculer ses parame`tres
d’une manie`re adaptative ;
• une meilleure description de l’e´volution temporelle des grandeurs radio
dans le mode`le de Poisson-lignes ;
• le de´veloppement d’algorithmes qui permettraient de mieux prendre
en compte la mobilite´ des utilisateurs pour leur allouer des ressources
radio.
Nous ne pouvons qu’espe´rer que ces quelques points soient e´tudie´s dans
le futur et donnent lieu a` des travaux encore plus fe´conds.
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