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Abstract
We analyze theoretically a network of all-to-all coupled polariton modes, realized
by a trapped polariton condensate excited by a comb of different frequencies. In the
low-density regime the system dynamically finds a state with maximal gain defined
by the average intensities (weights) of the excitation beams, analogous to active mode
locking in lasers, and thus solves a maximum eigenvalue problem set by the matrix
of weights. The method opens the possibility to tailor a superposition of populated
bosonic modes in the trapped condensate by appropriate choice of drive.
Control over bosonic light-matter systems known as exciton-polariton condensates1,2,
has increased dramatically over the recent years making them an excellent condensed matter
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candidate to study open many-body systems within semiclassical mean field theory. Exciton-
polariton (or simply polariton) condensates can be generated either via resonant (coherent)
excitation using an optical beam which creates a coherent ensemble of polaritons at a given
energy and momenta, or by nonresonant excitation. The latter initially creates a reservoir
of excitonic states, which, at high enough intensities, can macroscopically populate a lower
energy polariton state via bosonic stimulated scattering. Polariton condensates can then be
typically described by a macroscopic wave function governed by the appropriate mean-field
dynamical equations which account for gain, dissipation, reservoir blueshift, and interactions
between polaritons. Of much interest is the possible application of polaritons in optoelec-
tronic devices3–5, such as all-optical logic6, switches7–12, and lasers13–17. Recently, polaritonic
lattices have also drawn attention as analog simulators18–20, where the steady-state solution
for the driven-dissipative polariton lattice emulates a classical system of interacting spins.
Being analogous to optical networks21–23, the prospect of using polariton condensates for
analog computing24, which relies on solving continuous time dynamics rather than operat-
ing digitally through a universal set of logic gates, could lead to new hybrid analog-digital
computation devices with both fast analog simulation and digital accuracy. As an example,
research devoted to spatial graphs of coupled polariton condensates25–28 has revealed their
ability to interfere and phase lock through inter-modal interactions29,30 in the process of
finding an optimal state which minimizes decay. The coherent coupling strength between
neighbouring condensates is then tunable by either changing the separation distance, poten-
tial barriers between them, or the excitation strength18,19. On the other hand, going beyond
nearest neighbour type coupling is a non-trivial task.
In this paper we study theoretically a system of driven-dissipative polaritonic modes lin-
early coupled to each other with an all-to-all connectivity. As a possible realization for the
setup we propose a trapped polariton condensate in a microcavity driven by overlapping
tight nonresonant beams modulated at multiple discrete frequencies. The system can be
described by coupled differential equations for the internal modes and is similar to active
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mode locking in laser systems31. We show that the emergent network dynamically optimizes
linear problems imprinted by the intensities (weights) of the excitation beams. Namely, it
can find the maximal eigenvalue of the matrix imprinted by the weights. Similarly to the
application of continuous Hopfield networks in optimizing complex problems through the
Lyapunov function32,33, the system optimizes the Lyapunov exponent (Lyapunov energy, or
net gain) in order to condense. Physically, this optimization comes from the bosonic stimu-
lated scattering where the rate of polaritons populating a state increases with its occupation
number. By controlling the weights associated with the oscillating nonresonant excitation
one can tailor the distribution of bosons in each polariton mode making up the condensate.
Theory
We work with a scalar order parameter Ψ corresponding to a macroscopic coherent field of
polaritons. For simplicity, we will consider a one-dimensional system such as a polariton
microwire as studied by several groups9,34–36. However, our results are readily generalized to
higher dimensions. The one dimensional Hamiltonian Hˆ0 reads
Hˆ0 = − ~
2m∗
∂2
∂x2
+ V (x), (1)
where m∗ denotes the effective mass of lower branch exciton-polaritons, V (x) corresponds
to the introduced confinement potential, and we choose to work in frequency units. The
system is characterized by time independent eigenstates ϕn(x) of Hˆ0, which in general have
a non-degenerate and monotonically varying discrete spectrum, ~ωn.
We now consider the nonlinear Schro¨dinger equation describing a condensate of polari-
tons nonresonantly driven by a superposition of time-dependent tightly spatially localized
non-resonant pumps P (x, t) [see Fig. 1]. Low energy polaritons are then fed into the system
by scattering from an active excitonic reservoir37 induced by the pump. Assuming that the
reservoir relaxes much faster than the polariton condensate we can apply a quasi-stationary
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Figure 1: (a) Energy-coordinate (E-x) schematic showing a polariton potential well with the
first eight standing wave eigenstates ϕm(x) and a delta shaped nonresonant pump P (x, t)
feeding particles into the system. The tight shape of the pump causes negligible overlap
with odd states (low opacity) as opposed to even states (high opacity). (b) The pump is a
superposition of many delta shaped pumps with different maximal intensities Wij oscillating
with the frequency difference of the system eigenstates [see Eq. (3)].
approximation which allows us to write a single equation of motion for the polariton con-
densate:
i
∂Ψ
∂t
=
[
Hˆ0 + α|Ψ|2 + i
2
(
GP (x, t)(1− gI |Ψ|2)− Γ
)]
Ψ, (2)
P (x, t) = δ(x)
(
W0 +
∑
i<j
Wij cos
2
(
(ωi − ωj)t+ φij
2
))
, (3)
where G = gI− igR and gI , gR > 0 are phenomenological parameters accounting for reservoir
gain and blueshift respectively, Γ is the inverse of polariton lifetime, α is the polariton-
polariton interaction strength, and δ(x) is the Dirac-delta function. The oscillating nonres-
onant excitation is described by the weights Wij with phases φij, and W0 corresponding to a
static excitation source. Such a form of excitation can be arranged by driving a microcavity
with a frequency comb of discrete frequencies38. Previously, coherent frequency combs pro-
duced by the polariton system were predicted39, while driving of a polaritonic system at more
than one frequency has been used to realize parametric amplifiers40, two fluid-switches8, or
four-wave mixing spectroscopic techniques41. We note that the main reason to assume a fast
relaxing reservoir is to bring a single clear equation to the dynamics of the polariton system.
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The validity of Eq. (2) is addressed in Sec. S1 in the supplemental material (SM).
We write the order parameter in the basis of the bare eigenstates,
Ψ(x, t) =
N∑
n=1
An(t)ϕn(x), (4)
where the coefficients An(t) capture the dynamics of the condensate internal modes. Being
a non-Hermitian problem the energies are complex where the net gain of the n-th mode, or
its Lyapunov energy, is denoted λn.
By slowly increasing the values of the weights in time, the system will eventually condense
when gain overtakes losses and the net gain becomes positive. This process relies on the
order parameter finding the optimal solution through classical (thermal) fluctuations while
in the uncondensed regime. The method is sometimes referred to as ground state approach
from below 42 where a solution with the lowest decay rate (highest λ) condenses ahead of
others. Once found, bosonic stimulated scattering quickly populates the mode(s) to form a
macroscopic condensate.
We transform the macrocopic wavefunction to an appropriate basis and reduce our coor-
dinate dependent complex Gross-Pitaevskii equation [Eq. (2)] to a set of nonlinear equations
describing the bosonic populations in each mode of the quantum well. The infinite quantum
well eigenstates (standing wave basis) are written as
ϕn(x) =
√
2
L
sin
[
npi
(
x
L
+
1
2
)]
. (5)
The assumption of a spatially localized non-resonant pump means that odd parity states are
not excited since they have no overlap with the pump. The problem thus reduces to only
states of even parity and all indexing and summation is to be only taken over n = 1, 3, 5, . . .
from here on. Substituting Eq. (4) into Eq. (2), integrating over the spatial coordinate and
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exploiting the orthogonality of the basis we get
i
∂Am
∂t
=i
GP (t)
L
[∑
n
pnmAn − 2gI
L
∑
jkl
MmjklA
∗
jAkAl
]
+
(
ωm − iΓ
2
)
Am +
α
2L
∑
jkl
TmjklA
∗
jAkAl, (6)
where the delta-function pump gives a simple expression for the overlap elements pnm =
sgn [ϕn(0)ϕm(0)] and Mmjkl = sgn [ϕm(0)ϕj(0)ϕk(0)ϕl(0)]. The nonlinear elements Tmjkl ∈
{3, 2, 1,−1, 0} belonging to the polariton-polariton interaction term have a more complicated
structure since the integration is not confined at origin. It is in principle possible to continue
the development with a pump of different spatial shape with only the cost of calculating an
extra set of overlap elements between the pump and the linear states. It is a good assump-
tion that each mode possesses the same reservoir gain/saturation rate gI if the microcavity
photons are sufficiently detuned from the exciton resonance (see Sec. S2 in the SM).
Even in the absence of nonlinearity a general analytical solution method does not exist
to Eq. (6) due to the non-commutativity of the problem. Instead, we show an approximate
method based on time-averaged equations of motion which can correctly predict solutions of
largest net gain.
We assume that the optimal gain of the system belongs to a superposition of modes
coupled together by the modulated excitation source analogous to active mode locking in
lasers. Our ansatz is then written,
Ψ(x, t) =
N∑
n=1
[An + δn(t)]ϕn(x)e
−iωnt. (7)
Here we have assumed that the final state is characterized by a comb of energies ~ωn whose
average population An experiences periodic fluctuations δn(t) whose contribution is zero in
the time average limit. We point out that An can depend on time, such as the transient
process of going from an uncondensed state to condensed, but at a much slower rate than
6
its characteristic frequencies, i.e. A˙n  ωnAn. Furthermore, we work close to threshold in
order to minimize the blueshift coming from polariton-polariton nonlinearities.
Performing time averaging over fast oscillating terms around the mode average values An
and keeping only resonant terms we have
i
∂Am
∂τ
= i
G
L
[(
W0 +
∑
n,m
Wnm
2
)
×
(
Am − 2gI
L
∑
Gm
MmjklA
∗
jAkAl
)
+
∑
Tm
Wqk
4
pnmAn±e
±iφqk
− gI
2L
∑
Km
WnqMmjklA
∗
j±AkAle
±iφnq
]
− iΓ
2
Am +
α
2L
∑
Gm
TmjklA
∗
jAkAl. (8)
Here, τ is a slow time variable such that ∂τWnq  ω1Wnq. Tm,Gm,Km are sets of indices
which are solutions to the following diophantine equations, respectively,
n± =
√
m2 ± (q2 − k2), (9)
j =
√
k2 + l2 −m2, (10)
j± =
√
k2 + l2 −m2 ± (n2 − q2). (11)
The plus-minus notation necessarily arises to keep the coupling between modes symmetric.
The first and second term in the RHS of Eq. (8) (second curved bracket) correspond to
gain and saturation due to the static nonresonant pump terms respectively. The third and
fourth term correspond to gain and saturation coupling between different modes due to the
oscillating pump terms respectively. The fifth term is the average dissipation equal for all
modes. The sixth term represents polariton-polariton interactions.
Finally, we address the feasibility of the proposed scheme by considering the possible
size of the all-to-all connected network. In modern GaAs samples43 the polariton decay
rate can be as low as ~Γ = 6.5 µeV and determines the minimum energy spacing between
the system eigenmodes. The tight nonresonant beam profile only excites even modes of the
system due to negligible overlap with odd modes. For this reason we are only interested in
even modes of the system throughout the remainder of the paper. Let us then consider the
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infinite quantum well as depicted in Fig. 1a. A spacing E3 − E1 = 6.5 µeV between the
ground state and second excited state can be achieved for a polariton mass m∗ = 10−4×m0,
where m0 is the free electron mass, and the well of width L = 70 µm. Operating over a 5
meV bandwidth (less than the GaAs exciton binding energy) the maximum possible mode
quantum number is then n ≈ 80 giving possible control over 40 even modes through the
nonresonant excitation. Even though this may not seem like many, we note that previous
examples of polariton networks have been restricted to nearest neighbour type coupling. It
is generally expected that nearest neighbour coupled systems need to be orders of magnitude
larger in size to represent the same complexity as all-to-all coupled networks (for example,
40 all-to-all coupled nodes would need ∼ 104 nodes to be represented in a nearest neighbour
graph44). Higher numbers of modes could be feasible in two-dimensional geometries or other
material systems, e.g., carbon nanotube based polaritons have shown record Rabi splitting
exceeding 300 meV allowing to operate over a wider bandwidth45.
Results
In this section we present results on the dynamics of the polariton condensate by slowly
increasing the excitation intensity and populating the state of highest gain. We then com-
pare the results with optimal states predicted by the time averaged theory. We note that
below condensation threshold the dynamics of the wavefunction are determined by a weak
stochastic field (not shown in equations) in congruity with the truncated Wigner approach46.
Let us consider the N = 6 mode system and investigate the example of a nonresonant
pump slowly increased in time to the mark values W0 = 0.4 µm
−1 and W35 = W37 = 3W0,
with phases φ35 = pi and φ37 = 0. The linear time averaged coupling then looks like explicitly
8
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Figure 2: Time integrated results from Eqs. (2),(6), and (8) in panels (a),(b), and (c) re-
spectively. Weights are increased slowly in time to their mark values W0 = 0.4 µm
−1 and
W35 = W37 = 3W0. Pump phases were set to φ35 = pi and φ37 = 0. The oscillating condensed
state is characterized by a hierarchy predicted by Eq. (13) as the optimal state of the time
averaged couplings between different modes. (d) Comparison of the normalized spectrum
from the final state in panel (b) [red], and Eq. 13 [blue]. In our calculations there is a small
blueshift due to polariton-polariton interactions, which remains limited as we operate only
slightly above threshold.
as
H =
G
4L

W 0 0 0 0 0
0 W W35 W37 0 0
0 W35 W 0 0 0
0 W37 0 W 0 0
0 0 0 0 W −W37
0 0 0 0 −W37 W

, (12)
where W = 4W0 + 2(W35 +W37−ΓL/G). It becomes now clear why the pump [Eq. (3)] was
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chosen with such time dependence. Weights Wqk now act as couplings between modes Aq
and Ak. Using similar reasoning with extra nonresonant pump then allows for the realization
of an all-to-all coupled dissipative bosonic network. Solving the eigenvalue problem of this
matrix gives a maximal λ for the following eigenvector,
A =

A1
A3
A5
A7
A9
A11

=
1
2

0
√
2
1
1
0
0

(13)
Performing numerical integration of Eqs. (2),(6),(8) for the chosen weights and keeping
otherwise previous parameters unchanged47 we plot the results in Fig. 2(a-c) respectively.
As expected the condensed state is composed of dominant populations in A3, A5 and A7
which have the highest gain on average with the oscillating pump. The slight mismatch
between panel (a) and (b) comes from the fact that a finite width pump (FWHM ∼ 1.4 µm)
is used in Eq. (2) whereas delta peak pump is assumed in Eqs. (6), (8). The hierarchy
of the bosonic populations is predicted correctly by Eq. (13) showing the abilities of the
system to find the optimal state in the time average. We additionally show in Fig. 2d
comparison between the spectrum of the final state in Fig. 2b (red lines) and Eq. 13 (blue
lines) respectively. Results from all stages in the theory show good agreement with the
predicted optimal state [Eq. (13)] underlining that the system works as an optimizer for
the coupled equations of motion where one can deterministically create specific bosonic
distributions by an appropriate choice of weights.
We point out that in the time average the reservoir blueshift gR does not affect the
optimal solution coming from the linear terms in Eq. (8). However, in Eq. (6) the presence
of a pump induced potential gRP (t)/L perturbs the trap dispersion ωn and consequently
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Figure 3: A repeat of the simulation presented in Fig. 2b. Here, we set gR = 4α in accordance
with the Hartree-Fock theory and gI = 0.008 ps
−1 µm in order to produce a condensation
blueshift ∼ 100 µeV. In panel (a) the trap width is L = 60 µm and in (b) L = 30 µm.
For the former the system finds a state corresponding to the second biggest eigenvalue of
Eq. (12) whereas the latter shows a resemblance to the optimal state of the time average,
demonstrating that when the energies ωn are small then perturbation from the pump induced
potential (gRP (t)/L) affects the outcome.
causes discrepancy between the output solution from Eq. (6) and the optimal time average
solution from Eq. (8). As an example, in Fig. 3 we repeat the simulation presented in Fig. 2b,
but now choose gR = 4α in accordance with the Hartree-Fock theory
37 and gI = 0.008 ps
−1
µm. This choice of parameters produces a condensation blueshift of ∼ 100 µeV and a
strong pump induced potential of ∼ 200 µeV similar to experiments in GaAs systems13 and
previous theoretical works48. In Fig. 3a the resulting condensed state is characterized by
approximately equal populations in A9 and A11 mode corresponding to the second biggest
eigenvalue of Eq. (12). By increasing the system energies (e.g. decreasing trap width L) and
minimizing the perturbing effects of the pump induced potential one retrieves the optimal
11
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Figure 4: (a-d) Benchmarking of Eq. (6) and (e-h) Eq. (8) showing the probability distri-
bution for the energy deviation from the optimal (maximal eigenvalue) solution S(A). We
used 1000 random trials in each panel and considered different sparsity of the problem.
solution as is shown in Fig. 3b. Exact calculations on the perturbed dispersion ω′n is beyond
the scope of this paper and we focus on the case where this perturbation is small.
Benchmarking
The ability of the system to produce an output in agreement with the optimal state coming
from the linear couplings of Eq. (8) is influenced by the pump induced potential gR and
nonlinear effects upon condensation. This influence can be characterized by benchmarking
both Eq. (6) and Eq. (8) considering different sparsity of couplings. We will set W0 = 0 since
it creates equal gain for all modes and is therefore not important. Other parameters are given
in Ref.47. We limit ourselves to a system of first six even modes {A1, A3, A5, A7, A9, A11}
which can be driven by 15 distinct weights. Each numerical trial uses a random set of weights
and random initial conditions. The weights are picked from a uniform random distribution
∈ [0, 1], and are normalized consequently by their sum. This ensures that the net intensity
of the nonresonant excitation is fixed in every random trial.
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As in Fig. 2 we slowly raise the value of the weights to their mark values. At the end
of each trial we measure the success of the equations in producing the optimal state from
the linear couplings given by the weights. The linear coupling matrix J to be benchmarked
comes from the third term in Eq. (8),
Jnm =
∑
Tm
WqkpnmAn±e
±iφqk , (14)
which is analogous to H in Eq. (12) without diagonal elements and a multiplication factor
(which does not affect the hierarchy of the eigenvalues). A Lyupunov energy λ is associated
with J for some given vector A,
λA =
(A,JA)
(A,A)
, (15)
where the brackets denote inner product. The matrix J is Hermitian with maximum and
minimum real eigenvalue denoted λmax and λmin, respectively, which are found using the QR
algorithm. We then define the normalized distance from the maximum eigenvalue as
S(A) =
λmax − λA
λmax − λmin . (16)
Results are presented in Fig. 4(a-b) and Fig. 4(e-f) for Eq. (6) and Eq. (8) respectively for a
different number of weights in the system. We note that generally the fewer the number of
weights the more sparse the problem becomes and the chances of finding the optimal solution
increase. The specific benchmarking scenario where gR and/or α are zero is addressed in
Sec. S3 in the SM. We point out the different scales on the vertical axes between the upper
and the lower panels. It is not surprising to see a greater success in the time averaged model
since it already assumes that the system will find a solution of the form given by Eq. (7).
The effects of various errors in the nonresonant excitation is addressed in Sec. S4 in the SM.
Overall we find good performance of the system where the average deviation from all panels
Fig. 4[a-d] is 〈S〉 ≈ 8%.
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Conclusions
We have studied a method of creating a network of all-to-all coupled bosonic modes in a
trapped condensate of exciton-polaritons. An optimal solution to the network corresponds to
a lasing state of lowest decay (optimal gain) found by an approach from below method. This
method relies on slowly activating an external excitation source which allows the condensate
to form in a solution of optimal gain similar to active mode locking.
We show that the couplings can be realized using a nonresonant excitation source with
oscillating intensity at resonance with the trap energy level spacing. The couplings between
bosonic modes are then directly tunable via the excitation method. This allows one to create
optimal gain conditions for a state characterized by a distribution of polaritons in selected
trap modes. We showed that the system dynamically simulates the competition process
between modes, and solves a max-eigenvalue problem for dense matrices J.
The outlook towards future investigations can include biased problems where an addi-
tional set of coherent beams create, on average, a nonhomogeneous problem for the conden-
sate equation of motion. Recently, phase modulated optical resonators were theoretically
shown to produce dynamics analogous to the Haldane model49 which raises the question
whether modulated polariton traps are suitable for such synthesized lattices. Also, investi-
gation into implementing constrained problems where the system settles for a minimum in
a limited state space would be advantageous in the context of quadratic programming prob-
lems,50 which are related to optimization of NP-hard complex systems51. Such constraints
can possibly be introduced by additional nonlinear terms to the equations of motion derived
from an appropriate Hamiltonian density and will be the subject of our future works.
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S1 Quasi-stationary reservoir approximation
The equations of motion for the polariton field Ψ and active exciton reservoir nR are written
as37:
i
∂Ψ
∂t
=
[
Hˆ0 + α|Ψ|2 + i
2
(G′nR − Γ)
]
Ψ, (S17)
∂nR
∂t
= −(ΓR + g′I |Ψ|2)nR + P (x, t). (S18)
Here G′ = g′I − ig′R and g′I , g′R > 0 are phenomenological parameters depicting polariton
scattering rate from the reservoir into the condensate and reservoir interactions respectively,
Γ and ΓR are the polariton and reservoir inverse lifetimes, respectively, and α is the polariton-
polariton interaction strength.
Assuming that the reservoir relaxes much faster than the condensate and follows the
excitation intensity, we can apply a quasi-stationary approximation ∂tnR = 0 which tells us
that at each moment in time the reservoir follows the pump intensity. This is valid when
ΓR is much larger than the frequencies characterizing the pump. Additionally, staying close
to the condensation threshold (low condensate intensity |Ψ|2) a Taylor expansion of the
stationary reservoir gives
n
(0)
R =
P (x, t)
ΓR + g′I |Ψ|2
≈ P (x, t)
ΓR
(
1− g
′
I |Ψ|2
ΓR
)
. (S19)
15
In Fig. S5 we show results on the validity of Eq. (S19) neglecting spatial degrees of freedom.
We have chosen Γ = 0.01 ps−1, ΓR = 100Γ, g′I = α = 0.001 ps
−1 µm, gR = 10gI . Here we
write the pump as
P (t) = W0 +W13 cos
2
(
ω1 − ω3
2
t
)
+W15 cos
2
(
ω1 − ω5
2
t
)
, (S20)
where ~ω1 = 6.5 µeV is the ground state energy of the infinite potential well. A maximum
period is then T = 2pi/(ω3 − ω1) ≈ 79.6 ps. Fixing W13 = 1 ps−1 µm−1 and W15 =
2W13 we find that threshold takes place around W0 = Wth ≈ 8.55 ps−1 µm−1. Below
threshold (W0 = 0.93Wth) only the reservoir is active in the sytem [Fig. S5a]. Slightly above
threshold (W0 = 1.05Wth) the condensate forms, with Eq. (S19) remaining valid [Fig. S5b].
Further above threshold (W0 = 1.17Wth) a deviation between the true reservoir nR and the
approximate reservoir n
(0)
R becomes apparent [Fig. S5c].
S2 Mode dependent gain rates
We investigate the effects of mode dependent gain/saturation rates. The origin of different
rates from the reservoir stems from varying Hopfield coefficients of the polariton state. For
larger modes the excitonic fraction becomes more dominant and consequently experiences
a higher saturation rate from the reservoir. If the cavity photon mode is detuned from
the exciton reservoir then this change in Hopfield fractions can be minimal as is shown in
Fig. S6a. In the figure we show the first 8 even eigenmodes of the infinite quantum well in
reciprocal space (colormap) and the lower polariton branch (black dashed line) in a trap-
free system, and the exciton (blue dot-dashed line) and photon (red dotted line) Hopfield
coefficients. Here we have chosen a Rabi splitting of 4 meV and negative detuning of -10
meV, and a cavity photon mass m∗ = 5m0 × 10−5 where m0 is free electron mass.
As a first approximation we take the change in the saturation rates as linear in mode
16
Figure S5: Dynamics of the true reservoir nR against the quasi-stationary approximated
reservoir n
(0)
R for an oscillating nonresonant pump. (a) Below condensate threshold, (b)
5% above threshold, and (c) 17% above threshold. Results show that when ΓR is chosen
sufficiently large and one stays close to threshold the quasi-stationary approximation is valid
(nR ≈ n(0)R ).
energy where Eq. (6) in the main text is now written
i
∂Am
∂t
=i
P (t)
L
[∑
n
(gIwnm − igRpnm)An − 2gI
L
∑
jkl
(gINmjkl − igRMmjkl)A∗jAkAl
]
+
(
ωm − iΓ
2
)
Am +
α
2L
∑
jkl
TmjklA
∗
jAkAl. (S21)
Here, Mmjkl = sgn [ϕm(0)ϕj(0)ϕk(0)ϕl(0)] and pnm = sgn [ϕn(0)ϕm(0)] as usual but we write
the new elements Nnjkl and wnm as
Nmjkl = sgn [ϕm(0)ϕj(0)ϕk(0)ϕl(0)]× [1 + (m2 + j2 + k2 + l2)], (S22)
wnm = sgn [ϕn(0)ϕm(0)]× [1 + (n2 +m2)]. (S23)
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Here,  is a tunable parameter to investigate the effect of modes experiencing gain and
saturation at different rates. Results are presented in Fig. S6 where we show the dynamics
analogous to Fig. 2b in the main text but using Eq. (S21) with  = 0.001 (b), and  = 0.002
(c). Results show when  is sufficiently small the original optimal solution is retrieved
[Fig. S6b]. When  is increased a different state becomes optimal due to the coupling
matrix, Eq. (12) in main manuscript, being altered as predicted by the time average theory.
We finally point out that in the case where different modes experience different lifetimes
on average then we replace Γ→ Γn. If Γn increases fast with mode number then the system
starts favoring populations only in low energy modes and it becomes increasingly difficult to
tailor states with arbitrary time average bosonic distributions.
Figure S6: (a) First 8 even parity eigenmodes of the infinite quantum well of width L = 60
µm in reciprocal space (colormap) with the lower polariton branch (black dashed line) in a
trap free system, and the exciton (blue dot-dashed line) and photon (red dotted line) Hopfield
coefficients. (b) Repeat of simulations from Fig. 2b in main manuscript using Eq. (S21) with
 = 0.001 and (c)  = 0.002. In both cases the time average theory correctly predicts the
optimal state which are different in each panel because of the gain rates biasing the weights
towards a solution occupying higher modes.
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Figure S7: Benchmarking of Eq. (6) in main text for 5 weights with different configuration
of gR and α given in each panel.
S3 Benchmarking with α and/or gR zero
In Fig. S7 we investigate the success probability of Eq. (6) in the main text when α and/or
gR are neglected. For the given set of parameters
47 the results show greatly enhanced
performance when reservoir blueshift is absent (Fig. S7[b,d]), but when only polariton-
polariton interactions are absent (Fig. S7c) they are almost unchanged. The perturbation
coming from the pump induced potential is therefore the dominant cause of deviation between
the output state and the expected optimal state. This is in favor of systems where the
reservoir gain rate gI is a dominant parameter. In organic microcavities the gain rate has been
reported much higher then in inorganic GaAs microcavities (see e.g. review by Sanvitto and
Ke´na-Cohen4) and could therefore be ideal candidates for creating the dissipative polariton
networks suggested here.
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S4 Modulational errors
In this section we investigate the effects of errors in the modulation element (nonresonant
excitation beam) on the performance of the system in finding the expected state of optimal
gain. First, error in the amplitudes of various frequencies (weight error) can be written
W ′ij = Wij × (1 + θWij ), (S24)
where θWij is a uniformly distributed random variable on the interval [−∆,∆] with ∆ < 1.
Second, error in the frequencies of the weights is introduced as,
ω′i = ωi + ω1θ
F
i (σ), (S25)
where θFi (σ) is a normal distributed random variable with standard deviation σ.
Third, error when unwanted weights are generated,
∑
ij
[(1−D)Wij +DWij] = const (S26)
whereWij are unwanted weights corresponding to frequency peaks with random phase, ran-
dom frequency within the bandwidth of the problem, and random amplitude. The coefficient
D corresponds to the fraction of input power going into the unwanted weights.
Results are shown in Fig. S8 for various strength of error. In Fig. S8[a-b] we have
∆ = 0.1, 0.3, 0.5 respectively. In [d-e] we have σ = 0.001, 0.003, 0.005 respectively. In [g-i]
we have D = 0.1, 0.3, 0.5 respectively. The system shows low sensitivity towards changes
in the weights [a-b] and the presence of unwanted weights [g-i] indicated by the low drop
in success. Changes in the frequencies show a higher sensitivity where fluctuations around
∼ 1% of the ground state energy (ω1) can dramatically decrease the performance [d-f]. In
our setup of L = 60 µm and typical polariton mass, this would correspond to a ∼ 1/2 GHz
error in frequencies.
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Figure S8: Benchmarking of Eq. (6) in main text for 5 weights. Errors are introduced
using Eqs. (S24)-(S26) in top, middle and bottom row of panels respectively. (a-c) ∆ =
0.1, 0.3, 0.5, (d-f) σ = 0.001, 0.003, 0.005, (g-i) D = 0.1, 0.3, 0.5.
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