Abstract. In this paper, we are interested in several questions raised mainly in [17] (see also [18, 20] ). We consider the perturbed Moser-Trudinger inequality I g α (Ω) below, at the critical level α = 4π, where g, satisfying g(t) → 0 as t → +∞, can be seen as a perturbation with respect to the original case g ≡ 0. Under some additional assumptions, ensuring basically that g does not oscillates too fast as t → +∞, we identify a new condition on g for this inequality to have an extremal. This condition covers the case g ≡ 0 studied in [3, 12, 23] . We prove also that this condition is sharp in the sense that, if it is not satisfied, I g 4π (Ω) may have no extremal.
Introduction
Let Ω be a smooth, bounded domain of R 2 and let H Throughout the paper, Ω is assumed to be connected. Let g be such that g ∈ C 1 (R) , lim s→+∞ g(s) = 0 , g(t) > −1 and g(t) = g(−t) for all t .
(1.1)
Then, we have that C g,α (Ω) := sup
is finite for 0 < α ≤ 4π and equals +∞ for α > 4π. This result was first obtained by Moser [19] in the unperturbed case g ≡ 0. Still by [19] , we easily extend the g ≡ 0 case to the case of g as in (1.1). At last, [19] gives also the existence of an extremal for (I g α (Ω)) if 0 < α < 4π (see Lemma 3.1) . If now α = 4π, getting the existence of an extremal is more challenging; however Carleson-Chang [3] , Struwe [23] and Flucher [12] were also able to prove that (I 0 4π (Ω)) admits an extremal in the unperturbed case g ≡ 0. Yet, surprisingly, McLeod and Peletier [18] conjectured that there should exist a g as in (1.1) such that (I g 4π (Ω)) does not admit any extremal function. Through a nice but very implicit procedure, Pruss [20] was able prove that such a g does exist. Observe that, since g(u) → 0 as u → +∞ in (1.1), (1 + g(u)) exp(u 2 ) in (I g α (Ω)) sounds like a very mild perturbation of exp(u 2 ) as u → +∞ and then, this naturally raises the following question: (Ω)) really depend on asymptotic properties of the function t → exp(t 2 ) as t → +∞ ?
To investigate this question, we may rephrase it as follows: for what g satisfying (1.1) does (I g 4π (Ω)) admit an extremal ? This is Open problem 2 in Mancini and Martinazzi [17] , stated in this paper for Ω = D 2 , the unit disk of R 2 . In order to state our main general result, we introduce now some notations. For a first reading, one can go directly to Corollary 1.1, which aims to give a less general but more readable statement. We let H : (0, +∞) → R be given by We set tH(t) = 0 for t = 0, so that t → tH(t) is continuous at 0 by (1.1). This function H comes into play, since the Euler-Lagrange associated to (I g α (Ω)) reads as ∆u = λuH(u) exp(u 2 ) in Ω , u = 0 in ∂Ω , (1.4) where λ ∈ R is a Lagrange multiplier and ∆ = −∂ xx − ∂ yy (see also Lemma 3.1 below). Now, we make some further assumptions on the behavior of g at +∞ and at 0. First, we assume that there exist δ 0 ∈ (0, 1) and a sequence of real numbers A = (A(γ)) γ such that (1.6)
Observe that we may have B(γ) = o(γ −1 ) as γ → +∞, in which case the precise formula for F is not really significant. Since t → (1 + g(t)) exp(t 2 ) is an even C in view of (1.3) and (1.6). Following rather standard notations, we may split the Green's function G of ∆, with zero Dirichlet boundary conditions in Ω, according to G x (y) = 1 4π log 1 |x − y| 2 + H x (y) , (1.8) for all x = y in Ω, where H x is harmonic in Ω and coincides with − log 1 |x−·| 2 in ∂Ω. Then the Robin function x → H x (x) is smooth in Ω, and goes to −∞ as x → ∂Ω, so that we may set M = max x∈Ω H x (x) ,
K Ω = {y ∈ Ω s.t. H y (y) = M } and
S = max
z∈KΩ Ω G z (y)F (4πG z (y))dy ,
where F is as in (1.6) . For N ≥ 1, we let g N be given by
(1 + g N (t)) exp(t 2 ) = (1 + g(t))(1 + t 2 ) + (1 + g(t)) 10) so that g N ≤ g, g N (0) = g(0) for all N ≥ 1, while g = g N for N = 1. We also set Λ g (Ω) := max
≤4π Ω
(1 + g(u))(1 + u 2 ) − (1 + g(0)) dx (1.11)
We are now in position to state our main result, giving a new, very general and basically sharp picture about the existence of extremals for the perturbed MoserTrudinger (I g 4π (Ω)). Theorem 1.1 (Existence and non-existence of an extremal). Let Ω be a smooth bounded domain of R 2 . Let g be such that (1.1) and (1.5)-(1.6) hold true for H as in (1.2), and let A, B and F be thus given. Assume that Observe that, for all given N ≥ 1, g N satisfies (1.1) and (1.5)-(1.6), with the same A, B and F as the original g. Moreover it is clear that Λ gN (Ω) ≤ Λ g (Ω). Then, this second assertion in Theorem 1.1 proves that the assumptions on g in the first assertion are basically sharp to get the existence of an extremal for (I g 4π (Ω)). As a remark, Pruss concludes in [20] that the existence of an extremal for the critical Moser-Trudinger inequality is in some sense accidental and relies on non-asymptotic properties of exp(u 2 ). Theorem 1.1 clarifies this tricky situation: the existence or nonexistence of an extremal for (I g 4π (Ω)) may really depend on a balance of the asymptotic properties of g both at infinity (given by A(γ)) and at zero (given by B(γ)). Yet, it may also depend on the non-asymptotic quantity Λ g (Ω) (see Corollary 1.2). Observe that Λ 0 (Ω) = (4π)/λ 1 (Ω) in the unperturbed case g ≡ 0, where λ 1 (Ω) is the first Dirichlet eigenvalue of ∆ in Ω.
From now on, we illustrate Theorem 1.1 by two corollaries dealing with less general but more explicit situations. Let c, c
Let R ′ > 0 be a large positive constant. If one picks g such that 14) l in (1.12) of Theorem 1.1 can be made more explicit. Indeed, we can then set 
, is not satisfied. In some sense, this is an additional motivation for the nice approach of [3] , proving the existence of an extremal for (I 0 4π (D 2 )) via asymptotic analysis. As an illustration and a very particular case of Theorem 1.1, we get the following corollary.
Let c ′ = 0 and (a ′ , b ′ ) ∈ E be given, where E is as in (1.13). Let g ∞ be as in (1.14).
(1) If we assume a ′ > 2 or c ′ > 0 , then for all even function g ∈ C 2 (R), zero in a neighborhood of 0, such that g > −1 and
(2) If we assume a ′ < 2 and c ′ < 0 , there exists an even function g ∈ C 2 (R), zero in a neighborhood of 0, such that g > −1 and such that (1.17) holds true, while (I g 4π (D 2 )) admits no extremal.
Our main concern in Corollary 1.1 is to write a readable statement. In this result, the existence of an extremal in the unperturbed case g ≡ 0 is recovered for quickly decaying g's, namely if a ′ > 2 (see [17] ). But a threshold phenomenon appears (only if c ′ < 0) and there are no more extremal for slowlier decaying g's, namely for a ′ < 2. Note that Theorem 1.1 also allows to point out the existence of a threshold c ′ < 0 in the border case a ′ = 2, b ′ = 0. Indeed, proving Corollary 1.1 basically reduces to give an explicit formula for l in (1.12), which only depends on Ω and on the asymptotics of g at +∞ and at 0. On the contrary, we do not care about the precise asymptotics of g in the following corollary, thus illustrating the role of Λ g (Ω) in Theorem 1.1.
Let Ω be a smooth bounded domain of R 2 . Let λ 1 (Ω) > 0 be the first Dirichlet eigenvalue of ∆ in Ω and M be given as in (1.9) . LetĀ be such that 4(1 +Ā) > λ 1 (Ω) exp(1 + M ) and let C >Ā be given. Then there exists R ≫ 1 such that (I g 4π (Ω)) admits an extremal for all g satisfying (1.1) and
(1.18)
As a remark, in the process of the proof below (see Remark 2.1), we answer the very interesting Open problem 6 of [17] . This paper is organized as follows. Theorem 1.1, and Corollaries 1.1 and 1.2 are proved in Section 2. Theorem 1.1 follows from Propositions 2.1 and 2.2, proved in Section 4. Both Propositions 2.1 and 2.2 are consequences of key Lemma 3.3, which is proved in Section 3, using some radial analysis results obtained in Appendix A.
Proof of the main results
We begin by proving Corollary 1.1, assuming that Theorem 1.1 holds true.
Proof of Corollary 1.1. The first part of Corollary 1.1 is a straightforward consequence of the first part of Theorem 1.1: plugging the formulas of (1.15) in (1.12), we get that l > 0 for g as in Case (1) of Corollary 1.1. In order to prove the second part of Corollary 1.1, we apply the second part of Theorem 1.1. Let χ be a smooth nonnegative function in R such that χ(t) = 0 for all t ≤ 1/2 and χ(t) = 1 for all t ≥ 1. By the Sobolev inequality and standard integration theory, we can check that
Then, by (1.15), (1.16), assuming a ′ < 2, c ′ < 0, the second part of Theorem 1.1 applies, starting from g = g R , for R ≫ 1 fixed sufficiently large. Observe that, for all given N ≫ 1, (g R ) N (given by (1.10) for g = g R ) satisfies (1.17). Corollary 1.1 is proved.
Proof of Corollary 1.2. Let Ω,Ā, λ 1 (Ω), C be as in the statement of the corollary. By Theorem 1.2, it is sufficient to prove that there exists R ≫ 1 such that for all g satisfying (1.1) and (1.18), we have that Λ g (Ω) ≥ π exp(1 + M ), where Λ g (Ω) is as in (1.11) . Let v > 0 in Ω be the first eigenvalue of ∆ normalized according to v
For all g satisfying (1.18), we have that
and, since we have
as R → +∞, we get the result using that 4(1 +Ā) > λ 1 (Ω) exp(1 + M ).
The following proposition is the core of the argument to get the existence of an extremal in Theorem 1.1, Part (1). Its proof is postponed in Section 4. It uses the tools developed in Druet-Thizy [9] that allow us to push the asymptotic analysis of a concentrating sequence of extremals (u ε ) ε further than in previous works. In the process of the proof of Proposition 2.1 (see Lemma 4.1), we show first that a concentration pointx of such u ε 's realizes M in (1.9). But in the case where |B(γ)| matters in (1.12) or, in other words, where
|B(γ)| as γ → +∞, we also show that S in (1.9) has to be attained atx.
Proposition 2.1. Let Ω be a smooth bounded domain of R 2 . Let g be such that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given. Let (u ε ) ε be a sequence of nonnegative functions such that u ε is a maximizer for
2)
and we have that
Moreover, we have that
and that
as ε → 0, where 6) where |Ω| stands for the volume of the domain Ω and where M and S are as in (1.9).
Remark 2.1. Let g, H be such that (1.1), (1.2), (1.5)-(1.7) hold true. Let u ε be a maximizer for (I g 4π(1−ε) ) such that (2.1) holds true, as in Proposition 2.1. Then, for such a sequence (u ε ) ε satisfying in particular (2.2) and (2.3), we get in the process of the proof (see (3.16) 
ε ) is sharp, in the sense that this term may be for instance of size γ
, for all given a ′ ∈ (0, 2]. This can be seen by picking an appropriate g such that I g 4π (Ω) has no extremal, as in Corollary 1.1, and by using Proposition 2.1. Observe that, for such a g, assumption (2.1) is indeed automatically true. This gives an answer to Open Problem 6 in [17] .
Proof of Theorem 1.1, Part (1): existence of an extremal for (I g 4π (Ω)). We first prove the existence of an extremal stated in Part (1) of Theorem 1.1. Let g be such that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given. Assume either that l > 0 in (1.12) or that Λ g (Ω) ≥ π exp(1 + M ). Using Lemma 3.1, let (u ε ) ε be a sequence of nonnegative functions such that u ε is a maximizer for (I g 4π(1−ε) (Ω)), for all 0 < ε ≪ 1. Then, up to a subsequence, (u ε ) ε converges a.e. and weakly in H 1 0 to some u 0 . Independently, we check that lim
where C g,α (Ω) is as in (I g α (Ω)). Indeed, if one assumes by contradiction that the C g,4π(1−ε) (Ω)'s increase to somel < C g,4π (Ω) as ε → 0, then we may choose some nonnegative u such that u
< 4π, and
by the dominated convergence theorem, using (
. But this contradicts the definition ofl and concludes the proof of (2.7). Now, by (2.7) and since u 0 2 H 1 0 ≤ 4π, in order to get that u 0 is the extremal for (I g 4π (Ω)) we look for, it is sufficient to prove that
If u 0 = 0, then Proposition 2.1 gives a contradiction: either by (2.4) and (2.7) if The following proposition is the core of the argument to get the non-existence of an extremal in Theorem 1.1, Part (2) . Its proof is postponed in Section 4. Proposition 2.2. Let Ω be a smooth bounded domain of R 2 . Let g be such that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given. Assume that Λ g (Ω) < π exp(1+M ), where M is as in (1.9) and Λ g (Ω) as in (1.11). Assume that there exists a sequence of positive integers (N ε ) ε such that
and such that (I gN ε 4π (Ω)) admits a nonnegative extremal u ε for all ε > 0, where g Nε is as in (1.10). Then we have (2.1) and that u ε
Moreover, we have u ε ∈ C 1,θ (Ω) (0 < θ < 1), (2.3) and that
as ε → 0, where I(γ ε ) is given by (2.6).
Proof of Theorem 1.1, Part (2): non-existence of an extremal for (I gN 4π (Ω)), N ≥ N 0 . Let g be such that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given. Assume l < 0 and Λ g (Ω) < π exp(1 + M ), where l is as in (1.12), Λ g as in (1.11) and M as in (1.9) . In order to prove Part (2) of Theorem 1.1, we assume by contradiction that there exists a sequence (N ε ) ε of positive integers satisfying (2.9) and such that (I gN ε 4π (Ω)) admits an extremal, for g Nε as in (1.10).
We let (u ε ) ε be a sequence of nonnegative functions such that u ε is a maximizer for (I gN ε 4π (Ω)), for all ε > 0. But this is not possible by Proposition 2.2, since u ε 2 H 1 0 = 4π contradicts (2.10), since we also assume now l < 0. This concludes the proof of Part (2) of Theorem 1.1.
Blow-up analysis in the strongly perturbed Moser-Trudinger regime
In this section, we aim to prove the main blow-up analysis results that we need to get both Propositions 2.1 and 2.2. The following preliminary lemma deals with the existence of an extremal for the perturbed Moser-Trudinger inequality (I g α (Ω)) in the subcritical case 0 < α < 4π. Its proof relies on integration theory combined with (I 0 4π (Ω)), and on standard variational techniques. It is omitted here and the interested reader may find more details in the proof of Proposition 6 of [17] . 
The following lemma investigates more precisely the behavior of g and H, when we assume (1.1) together with (1.5).
Lemma 3.2.
Let Ω be a smooth bounded domain of R 2 . Let g be such that (1.1), (1.5) and (1.6) hold true, for H as in (1.2), and let A, B and δ 0 , δ ′ 0 , F, κ be thus given. Then we have that
for all γ ≫ 1 and all 0 ≤ t ≤ γ .
In particular, we have that
Proof of Lemma 3.2. We first prove (3.3). Using (1.3), we write
for all r ≥ 0. Then, as γ → +∞, setting r = γ, we can write
using (1.5). This proves (3.3) since g satisfies (1.1). Observe that parts a) and b) of (3.1) follow from (1.6) and (3.4) with r = t/γ, while part c) of (3.1) is a straightforward consequence of (1.1). We prove now part b) of (3.2). As γ → +∞, we write for all 0 ≤ t ≤ γ
using b) in (1.5). Multiplying the above identity by exp(−(γ − (t/γ)) 2 ), using t ≤ γ, (1.1) and (3.3), part b) of (3.2) easily follows. Using now a) of (1.5) in the above before last inequality, we also get part a) of (3.2).
In the sequel, for all integer N ≥ 1, we let ϕ N be given by (see also (3.38) below)
The main results of this section are stated in the following lemma.
Lemma 3.3. Let Ω be a smooth bounded domain of R 2 . Let g be such that (1.1) and (1.5)-(1.6) hold true, for H as in ( 1.2), and let A, B and F be thus given. Let (α ε ) ε be a sequence of numbers in (0, 4π]. Let (N ε ) ε be a sequence of positive integers. Assume that lim ε→0 α ε = 4π and that u ε is an extremal for (I
for all 0 < ε ≪ 1, where g Nε is as in (1.10). Assume in addition that we are in one of the following two cases:
for all ε , and
where Λ g (Ω) is as in (1.11) and M as in (1.9), or (Case 2) N ε = 1 for all ε and (2.1) holds true .
Then, up to a subsequence,
where
2t . Moreover, we have (2.4), that 11) and that
as ε → 0, where x ε , γ ε satisfy
as ε → 0, where ξ ε is given by (3.14)
and whereζ ε is given byζ
At last, (3.137)-(3.139) below hold true, for µ ε as in (3.42) and t ε as in (3.43).
Observe that N ε = 1 in (Case 2) reduces to say that g Nε = g. From (3.31) obtained in the process of the proof below, we get that
as discussed in Remark 2.1.
Proof of Lemma 3.3. We start by several basic steps. First, a test function computation gives the following result.
Step 3.1. For all g such that (1.1) holds true, we have that
) and where M is as in (1.9). Proof of Step 3.1. In order to get (3.17) , it is sufficient to prove that there exists functions
as ε → 0. In order to reuse these computations later, we fix any sequence (z ε ) ε of poins in Ω such that
For 0 < ε < 1, we let v ε be given by v ε (y) = log 1 ε 2 +|y−zε| 2 + H zε,ε , where H zε,ε is harmonic in Ω and such that v ε is zero on ∂Ω. Then, by the maximum principle and (1.8), we have that
where H zε is as in (1.8). Then, integrating by parts, we compute
where the change of variable z = |y − z ε |/ε, (3.19), (3.20) and
(see for instance Appendix B in [9] ) are used. Let f ε be given by 4πv
, we get
as ε → 0, using (1.1), (3.20) and (3.22), whereť ε (y) = log 1 +
and wherě
using (1.8), (3.20) and our definition ofř ε , so that we also get
as ε → 0, by the dominated convergence theorem, using (1.1). Property (3.18) and then Step 3.1 follow from (3.23) and (3.24), choosing z ε ∈ K Ω as in (1.9) .
From now on, we make the assumptions of Lemma 3.3. In particular, we assume that either (Case 1), or (Case 2) holds true. Given an integer N ≥ 1, observe that Step 3.1 applies to g N , since g N satisfies (1.1), if g does. Then, using α ε = 4π in (Case 1), or (2.7) and g Nε = g in (Case 2), we get that
as ε → 0 + , where C g,α (Ω) is as in formula (I g α (Ω)) and where M is as in (1.9). Let us rewrite now (3.9) in a more convenient way. Let Ψ N be given by
Observe in particular that
for all t and all N , by (1.1). Using (1.2), (1.3) and (1.10), we may rewrite (3.9) as
Indeed, in (3.9), it turns out that
Observe that by (1.1) and (3.3), using the first line of (3.28), we clearly have that there exists C > 0 such that
for all t ≥ 0 and all ε. In (Case 2), (2.1) is assumed to be true. We prove now that (2.1) also holds true in (Case 1).
Step 3.2. Assume that we are in (Case 1). Then (2.1) holds true. Moreover, we have that
and, in other words, that
where γ ε = ess sup u ε and ϕ N is as in (3.5).
Proof of Step 3.2. By (3.6) and (3.25), we get that
Writing now
and using (1.1), we also get
where Λ g is as in (1.11). Then by (1.1) and (3.7), we get from (3.33) and (3.34) that lim inf
Independently, by Moser-Trudinger's inequality, we have that 
. Then, by standard integration theory, since ϕ Nε ≤ exp in [0, +∞) and since N ε → +∞ in (Case 1), we get
as ε → 0, which proves (2.1), in view of (3.35) . Noting that the function t → ϕ N (t) exp(−t) increases in [0, +∞), we can write
and conclude that (3.31) holds true by (3.35) and Moser's inequality. Observe that
The next steps applies in both (Case 1) and (Case 2).
Step 3.3. We have that (3.8), (3.9) hold true, and that u ε is in C 1,θ (Ω).
. By (3.6) and the considerations as in Lemma 3.1, either (3.8) and (3.9) hold true, or Ψ ′ Nε (u ε ) = 0 almost everywhere in Ω. Then, if we assume by contradiction that this second alternative holds true, since Ψ ′ Nε is continuous, we get that
Then, since Ψ Nε (0) = 1, there must be the case that
as ε → 0. This is merely a consequence of Step 3.2 in (Case 1). In (Case 2), (2.1) is assumed. Thus, up to a subsequence, u ε → 0 a.e. and if we assume by contradiction that γ ε = O(1), we contradict (3.6) and (3.25) by the dominated convergence theorem. This concludes the proof of (3.40). Then (3.39) contradicts that g(t) → 0 as t → +∞ in (1.1), which proves (3.8) and (3.9). By (3.37), the regularity of u ε comes from (3.9) under its form (3.27), by (1.1), (3.3), (3.28) and standard elliptic theory (see for instance Gilbarg-Trudinger [14] ).
The previous steps give in particular that (3.13) makes sense and holds true.
Step 3.4. There holds that λ ε > 0 for all 0 < ε ≪ 1. Moreover
as ε → 0, where λ ε is as in (3.9).
Proof of Step 3.4. By (3.6) and (3.25), we have that
so that, by (1.1), (2.1), (3.3), (3.26), (3.28) and integration theory
But by (1.1), (2.1) and Rellich-Kondrachov's theorem, we get that
Then, multiplying (3.27) by u ε and integrating by parts, we get that λ ε > 0 and
which proves (3.41).
Then, using (3.3), we may let µ ε > 0 be given by
where ϕ N is as in (3.5) . Before starting the core of the proof, we would like to make a parenthetical remark. 
Then, in the regime 0 ≤ u ε ≤γ ε , at least formally, (3.27) looks at first order like the Lane-Emden problem, namely
for which very interesting, but very different concentration phenomena were pointed out (see for instance [2, 6, 7, 11, 21, 22] ). A real difficulty to conclude the subsequent proofs is to extend the analysis developed in [1, 8, 9] for the Moser-Trudinger "purely critical" regime, in order to deal also with such other intermediate regimes. As a last remark, a much simpler version of the techniques developed here permits also to answer some open questions about the Lane-Emden problem, as performed in [10] .
We let t ε be given by
Here and in the sequel, for a radially symmetric function f around of x ε (resp. around 0), we will often write f (r) instead of f (x) for |x − x ε | = r (resp. |x| = r).
Step 3.5. We have that
where γ ε , x ε are as in (3.13) and µ ε is as in (3.42) . Moreover, we have that
At this stage, we can observe that 
Then, since ∆τ ε = −µ 2 ε γ ε (∆u ε )(x ε + µ ε ·), we get from (3.27), (3.42) and (3.48), that there exists C > 0 such that |∆τ ε | ≤ C, while τ ε ≥ 0, τ ε (0) = 0. As in [8, p .231], we have that µ ε = o(d(x ε , ∂Ω)). Then, by standard elliptic theory, there exists τ 0 such that
as ε → 0. Note that for all Γ, T > 0 and all N , we have that 
loc and resuming the arguments to get (3.48), we get that ∆(−τ 0 ) = 4 exp(−τ 0 ) (3.52) using also (3.27), (3.31) and (3.42). Now, choosing R ≫ 1 such that |g(t)| < 1 and H(t) > 0 for all t ≥ R, we easily see that
by (1.1), (3.3) and (3.28), where t − = − min(t, 0). Then, we have that
by (3.6), (3.27), (3.41) and (3.53), where t + = max(t, 0). Then, for all A ≫ 1, we get that
by (3.50) and, since A is arbitrary, we get from (3.54) that R 2 exp(−τ 0 )dy < +∞. Then, by the classification result Chen-Li [4] , since τ 0 ≥ 0 and τ 0 (0) = 0, we get that τ 0 (y) = log(1 + |y| 2 ). Thus (3.44) is proved by (3.50). Similarly, we may also choose some A ε 's, such that A ε → +∞ and such that
for all t ≥ 0, and since C g,4π (Ω) < +∞, we get (3.45) from (1.1) and (3.55). This concludes the proof of Step 3.5.
By
Step 3.5 and estimates in its proof, since we assume u ε
We let Ω ε be given by
Now, despite the difficulty pointed out in Remark 3.2, we are able to get the following weak, but global pointwise estimates.
Step 3.6. There exists C > 0 such that
and such that
for all ε, where Ω ε is as in (3.57).
In (Case 2), it is not so difficult to adapt the arguments of [8, §3,4 ] to get Step 3.6. Thus, in the proof of Step 3.6 just below, we assume that we are in (Case 1). Then observe that Ω ε = ∅ by Step 3.2. Given η 0 ∈ (0, 1), writing
Nε e . Then, since ϕ Nε−1 /(1 + ·) increases in (0, +∞), we clearly get that
Proof of Step 3.6, Formula (3.58). As aforementioned, we still assume that we are in (Case 1). Thus, in particular, we assume that N ε → +∞ as ε → 0. Assume now by contradiction that
as ε → 0, for some y ε 's such that y ε ∈ Ω ε . First for all sequence (ž ε ) ε such thať z ε ∈ Ω ε , we have that
as ε → 0, using (1.1), (1.5), (3.3), (3.28) and (3.60). Besides, we have that
as ε → 0. Let ν ε > 0 be given by
Then, in view of (3.61) and (3.64), we have that
and, in view of Step 3.5, that
For R > 0, we set Ω R,ε = B yε (Rν ε ) ∩ Ω andΩ R,ε = (Ω R,ε − y ε )/ν ε . Up to harmless rotations and since Ω is smooth, we may assume that there exists B ∈ [0, +∞] such thatΩ 0,R → (−∞, B) × R as R → +∞, whereΩ ε,R →Ω 0,R as ε → 0. In this proof, for z ∈Ω R,ε , we write z ε = y ε + ν ε z ∈ Ω R,ε . Letũ ε be given bỹ
so that we get
First, we prove that for all R > 0, there exists C R > 0 such that
for all 0 < ε ≪ 1. Otherwise, by (3.68), assume by contradiction that there exists
by definition of Ω ε and since ϕ N /(1 + ·) increases in [0, +∞), and then that
Nε (u ε (y ε )) , using (1.1), (3.3), (3.28), (3.62) and y ε ∈ Ω ε again. This contradicts (3.70) and then it must be the case that z ε ∈ Ω ε . Thus, since y ε is a maximizer on Ω ε in (3.61), we get from (3.65) and (3.70) that u ε (z ε ) ≪ u ε (y ε ). But this is not possible by (3.62) and (3.70), which proves (3.69). Now we prove that, for all R > 0,
Until the end of this proof, we setγ ε := u ε (y ε ). If (3.71) does not hold true, sincẽ u ε (0) = 0 and by continuity, we may assume that there exist z ε ∈ Ω R,ε such that
as ε → 0. Since u ε (z ε ) > u ε (y ε ) for 0 < ε ≪ 1 by (3.72), we have that z ε ∈ Ω ε . Moreover, since y ε is maximizing in (3.61), we then get from (3.62), (3.63) and (3.65) that
Independently, since ϕ N is convex, we get that Moreover, by standard elliptic theory,ũ ε (0) = 0, (3.69), (3.71) and (3.75) give that
as ε → 0, for some u 0 ∈ C 1 (R 2 ). Given R > 0, we prove now that
Using (3.28), (3.63) and (3.76), we have that
uniformly in Ω R,ε . Then, coming back to (3.68), using (3.62) and y ε ∈ Ω ε , we get that
uniformly in z ∈Ω R,ε . Now, we write (3.51) with Γ =γ 2 ε and T = u 2 ε . Then, in order to conclude the proof of (3.77), using also (3.38), it is sufficient to check that there exists η R < 1 such that
for all 0 < ε ≪ 1, uniformly in Ω R,ε , whereÑ ε = N ε − 1. If u ε ≥γ ε , the last inequality in (3.78) is obvious. If now u ε <γ ε , we write
using (3.76), where I ε is as in (3.78). We get the last inequality using (3.60) and y ε ∈ Ω ε : (3.78) and then (3.77) are proved in any case. But (3.63), (3.65), (3.66), (3.76) and (3.77) clearly contradict (3.56), which concludes the proof of (3.58).
Proof of Step 3.6, Formula (3.59). Remember that we assume that (Case 1) holds true. Assume then by contradiction that there exists (y ε ) ε such that y ε ∈ Ω ε and
as ε → 0. Then, by (3.60), (3.63) holds true. Let ν ε > 0 be given by
For all R > 1 and all ε, we let Ω R,ε andΩ R,ε be given by the formulas above (3.67). Let w ε be given by w ε (z) = u ε (y ε + ν ε z). 
for all ε. Now, for any given R > 1 and all sequence (z ε ) ε such that z ε ∈ Ω R,ε \{x ε } (i.e.z ε := (z ε − y ε )/ν ε ∈Ω R,ε \{x ε }), we get that
using (3.58) for the first line, and (3.28) for the second one. Then, using either (3.60) or (3.41) with (3.83), we get that
, we easy get that
νε . Observe that |x ε | ≥ 1. Now, we claim that up to a subsequence,
as ε → 0. In particular, by (3.81), this implies that ν ε = |x ε − y ε |. Now we prove (3.86). Indeed, if we assume by contradiction that (3.86) does not hold, for all R ≫ 1 sufficiently large, we get that the (w ε /u ε (y ε ))'s converge locally out of Bx ε (1/2) to some C 1 function which is 1 at 0 and 0 on the non-empty and smooth boundary of lim R→+∞ lim ε→0ΩR,ε (maybe after a harmless rotation). We use here the Harnack inequality and elliptic theory with (3.63), (3.84) (with p > 2) and (3.85), since u ε = 0 in ∂Ω. This clearly contradicts (3.85) and (3.86) is proved. Up to a subsequence, we may now assume that
as ε → 0. By (3.63), (3.84), (3.85), and similar arguments including again Harnack's principle, we get that
using also (3.86). By (3.83) and (3.88), we get that for all p ≥ 1
as ε → 0. Let noww ε be given byw ε = wε−wε (0) νε|∇uε(yε)| , so that |∇w ε (0)| = 1. For any given R > 1 and all sequence (z ε ) ε such thatz ε := (z ε − y ε )/ν ε ∈Ω R,ε \Bx(1/R), we get that
for all ε, using (3.58), (3.80) and (3.88). Then, by (3.41), (3.80), (3.86) and (3.89) (with p ≥ 4), we get that
as ε → 0. By (3.80), (3.87) and (3.88), given R > 1 andz ε ∈Ω R,ε \Bx(1/R), we get that
for all 0 < ε ≪ 1. Then, by (3.90), (3.91) and sincew ε (0) = 0, there exists a harmonic function H in R 2 \{x} such that lim ε→0wε = H in C 1 loc (R 2 \{x}) . Now, for all given β > 0, integrating by parts, we get that ∂ ν Hdσ = 0. Then, also by (3.91), β being arbitrary, H is bounded around x and then the singularity atx is removable. By the Liouville theorem, H is constant in R 2 , which is not possible since |∇w ε (0)| = |∇H(0)| = 1. This concludes the proof of (3.59). [1, 5, 13, 15] do not apply. We use in the proof below the variational characterization (3.6) of the u ε 's to get thatx ∈ K Ω , K Ω as in (1.9), and that, in particular,x ∈ ∂Ω in (3.12).
Let B ε be the radial solution around x ε of
where γ ε is still given by (3.13). Letū ε be given bȳ
(3.95) By (3.3), (3.41), (3.42) and (3.45), we have that
Let r ε be given by
Observe that r ε ≫ µ ε by Step 3.5 and Appendix A. Then, we state the following key result.
Step 3.7. We have thatū
and then that r ε = ρ ε for all 0 < ε ≪ 1. Moreover, there exists C > 0 such that
for all 0 < ε ≪ 1, where (x ε ) ε is as in (3.13), B ε as in (3.93),ū ε as in (3.94), ρ ε as in (3.95) and r ε as in (3.97).
Since B ε (x ε ) = u ε (x ε ) = γ ε , (3.99) obviously implies that
100) for all 0 < ε ≪ 1. Then, combined with Appendix A, Step 3.7 provides pointwise estimates of the u ε 's in B xε (ρ ε ).
Proof of Step 3.7. The proof of Lemma 3.7 follows the lines of [9, Section 3] . We only recall here the argument in the more delicate (Case 1). Let v ε be given by
By Appendix A, we have that B ε is well defined, radially decreasing in B xε (ρ ε ), and that
uniformly in B xε (ρ ε ) as ε → 0. Then, we get from (3.96) and (3.97) that
First, (3.103) combined with (3.32), with (3.60) and with our assumption ε 2 0 > 1/e implies that B xε (r ε ) ⊂ Ω ε . Then, we can use (3.59) to get also from (3.103) that
which implies by (3.97) that
by the mean value property. Therefore, since
in B xε (r ε ) and by (1.1), (1.5), Lemma 3.2, (3.27), (3.28), (3.93), (3.97), (3.102) and (3.103), we get that there exists C, C ′ > 0 such that
an then that
by (3.31), (3.42) and (3.47). Observe that, for all Γ, δ > 0, 
• (1) In this first point, we aim to get pointwise estimates of the u ε 's out of B xε (ρ ′ ε ). Let G be the Green's function in (1.8) . It is known that (see for instance [9, Appendix B]) there exists C > 0 such that
for all x, y ∈ Ω, x = y. By (3.99) and since u ε 2 H 1 0 ≤ 4π, it is possible to prove (see for instance the proof of [9, Claim 4.6] 
Let now (z ε ) ε be any sequence of points in B xε (ρ ′ ε ) c . By the Green's representation formula and (3.27), we can write that
By (3.111), we have that there exists C > 0 such that
, for all ε. By (3.46) and (3.96), we have that
as ε → 0, and then, by (3.100), (A.9) holds true for v ε as in (3.101). Independently, using (3.30), (3.42), (3.100) and (A.3) with (A.7), we clearly get that there exists C > 0 such that
for all ε. Then, we get that
where p ′ is fixed in (3.113),ζ ε is given by (3.15) and x ε by (3.14). Concerning the first estimate of (3.118), (3.115), (3.117) and a rough version of (A.9) are used to get the first two terms, while (3.30), (3.111), (3.112) and Hölder's inequality are used to get the last one. Concerning the second estimate of (3.118), (3.41), (3.46), (3.96), (A.2)-(A.4), ε 0 > 1/2, the dominated convergence theorem, (A.9) and (3.117) are used. Using first that u ε ≤ γ ε and (3.96) in B xε (ρ ε ), and then (3.118) with (3.111) in Ω\B xε (ρ ε ), we get that
Summarizing, we get from (3.118) and (3.119) that
• (2) In this second point, we prove that
as ε → 0, for M as in (1.9). Observe that (3.120) implies that
in Ω\B xε (ρ ε ). Then, by (1.1), (3.111) and (3.122), our definition of ρ ε and the dominated convergence theorem, we get that
Independently, (A.7) and (3.100) give that
in B xε (ρ ε ), since µ ε ≪ ρ ε . Then, using (3.31), (3.47), ε 2 0 > 1/e and resuming the arguments to get (3.62), we have that
. Independently, we get that
as ε → 0, by (3.31), (3.42), (3.124), (3.125), with (3.51) for |y − x ε | µ ε , or with (3.108) and the dominated convergence theorem for |y − x ε | ≫ µ ε . Then, because of (3.6), we get that (3.121) holds true, by combining (3.123), (3.126) with (3.25).
• (3) In this point, we conclude the proof of (3.10), and prove (2.4) and (3.12). For R > 1, let χ ε,R be given in Ω ε,R := Ω\B xε (Rµ ε ) by
for Λ ε,R > 0 to be chosen later such that
Integrating by parts, we can write that
where ν is the unit outward normal to the boundary of B xε (Rµ ε ), using (3.128). Indeed, by [9, Appendix B] for instance, since d(x ε , ∂Ω) ≫ µ ε by Step 3.5, we have that (1) by (3.95), arguing as in (3.22), since d(x ε , ∂Ω) > ρ ε by Step 3.7. Now, by (1.8), (3.130), (3.46) and (3.96) again, we compute and get that
using also (3.131). Independently, we compute ≤ 4π by (3.6), by (3.129), (3.132) and (3.133), we get that
Moreover, using also the definition (1.9) of M , (3.121), δ ε ≤ 1 and that R > 0 may be arbitrarily large, we get together that
and that (3.10) and (3.12) hold true. Observe that (3.134) can be obtained directly (Case 2). Then, (2.4) follows from (3.10), (3.123) and (3.126).
• (4) Now we prove (3.11). Since ε ′ 0 > ε 0 , we get from (3.96), (3.100), (3.110) and (A.7) that
, using also (A.3). Then, noting that the averages of (3.120) and (3.135) have to match on ∂B xε (ρ ′ ε ), we compute and get that
by (3.12), (3.134) and (3.42) with (3.3) and (3.47), observing that
, by (3.109) and (3.110) with (1.8) and (3.12). By (3.10) and (3.136), (3.11) is proved.
• (5) Here, we conclude the proof of Lemma 3.3. As an immediate consequence of (3.120), we get that
c . Pushing now one step further the above computations with very similar arguments, we easily get that
, where the S i,ε 's are as in (A.5). At last, using in particular (3.10) with (1.6) to improve the estimates in Point (1) of this proof, we get that 
Proof of Proposition 2.1
Proof of Proposition 2.1. Let Ω be a smooth bounded domain of R 2 . Let g be such that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A(γ), B(γ) and F be thus given. Let (u ε ) ε be a sequence of nonnegative functions such that u ε is a maximizer for (I g 4π(1−ε) (Ω)), for all 0 < ε ≪ 1. Assume that (2.1) holds true. Then, we apply Lemma 3.3, (Case 2): (3.8) holds true for α ε = 4π(1 − ε); there exists a sequence (λ ε ) ε of real numbers such that u ε is C 1,θ and solves (2.2) in H 1 0 , using (3.9); (2.3) holds true by (3.13), (2.4) is also true. Moreover, (3.10)-(3.13), (3.137)-(3.139) and (A.9) (v ε as in (3.101)) hold true still by Lemma 3.3. In order to conclude the proof of Proposition (2.1), it remains to prove (2.5)-(2.6). At last, we let µ ε be given by (3.42) , for N ε = 1, since we consider here (Case 2)
In view of (3.139), for z ∈ Ω, we let now U ε,z be given by
where the A i , B i are as in (A.3), where H is as in (1.8) , where theH i,ε are the unique harmonic functions in Ω such that the expressions involved in brackets (⋆), (⋆⋆), (⋆ ⋆ ⋆) of (4.1) were zero at the boundary, and whereμ ε is given by
The following result concludes the proof of Proposition 2.1.
Lemma 4.1. We have that
as ε → 0, where S is as in (1.9) andx as in (3.12). Moreover, (2.5) holds true in any case.
Proof of Lemma 4.1. Let K be a compact subset of Ω and (z ε ) ε be a given sequence of points of K. For simplicity, we let in the proof belowζ ε be given by
Observe also that we get from (3.16), (3.138) and (A.3) that
• (1) We first derive the following more explicit expression of theμ ε from (4.2):
as ε → 0. By the maximum principle and (A.3), we get that there exists C K > 0 such that |H j,ε,zε | ≤ C K in Ω, so that, by elliptic theory, theH j,ε,zε 's are also bounded in C 1 loc (Ω) for all ε and j. We get from (4.2) that log
for all 0 < ε ≪ 1 and j ∈ {−1, ..., 2}, by the maximum principle, (1.8) and (A.3). Rewriting then (4.2) as
we easily get (4.6), using (3.16) and (A.3) with
• (2) We prove now that
as ε → 0, where I zε (γ ε ) is given by
and where U ε,zε is given by (4.1)-(4.2). By (1.6) and elliptic theory,
By construction of theH j,ε,zε , we can write that
We use also here (1.8) with (3.16) , and the estimates of Point (1) of this proof, including (4.6)-(4.7). The integral on {t ε ∈ (γ ε , γ ε (γ ε − 1))} gives a o(γ −4 ε ) term. Estimate (4.9) follows from (4.12), Appendix A and some computations that we do not develop here again (see also [17] , §5).
• (3) We prove now that
as ε → 0, where I xε (γ ε ) is given by (4.10), for (x ε ) ε as in (3.13) . Now, we can push one step further the argument involving (3.136), writing now that both formulas (3.138) and (3.139) must also coincide on ∂B xε (ρ ′ ε ), where ρ ′ ε > 0 is as in (3.109). We compute and then get for µ ε in (3.42) the analogue of (4.6) forμ ε 
(4.15)
In order to get the second equality and to apply the dominated convergence theorem, it may be useful to split Ω according
, where δ ′ 0 is as in (1.6), and to use the first line of (4.14) with (1.5) (resp. with (3.30)) in the first region (resp. in the second region), or (1.6)-(1.7) in the last region. Observe that the argument here is to show that U ε,xε (resp. ∆U ε,xε ) is in some sense the main part of the expansion of u ε (resp. ∆u ε ). Thus we get (4.13) from (4.9) and (4.15).
• (4) We prove now that, for any fixed sequence (η ε ) ε of real numbers such that
where κ is as in (1.6) and where V ε,zε ≥ 0 is given by 17) where U ε,zε is given in (4.1). Computations in the spirit of the proof of (4.15) give that
not only by combining (1.1), (1.5)-(1.6), Lemma 3.2, (3.12), (3.137)-(3.139) and Appendix A, and by splitting Ω as in (4.12), but also by using (4.6) and (4.14). In particular, once (4.16) is proved, choosing η ε = 0 and z ε = x ε , we get from (4.18) that
It remains to prove (4.16). We compute and get that
for all y such thatt ε (y) ≤ γ ε , using (1.7), (4.1)-(4.2), (4.6), (4.11) and (A.3). Then we get
(1 +t 
Independently, we get from (1.6), (3.1) (part c) in {y , 4πG zε (y) ≤ γ ε /2}, or parts a) and b) otherwise), (4.1), (4.6) and the dominated convergence theorem that
Combining (4.21) and (4.22), we conclude that (4.16) holds true, using (3.3) and (4.6).
• (5) We are now in position to conclude the proof of Lemma 4.1. Letx 0 be a point in the compact K Ω ⊂⊂ Ω where S is attained in the third equation of (1.9). Let η ε be given by
First, we can check that
so that the condition η ε = o(γ −2 ε ) above (4.16) is satisfied, using (1.7), (3.6), (3.16), (4.9) and (4.13). Besides, we have that V ε,x0
, by our choice (4.23) of η ε , and then, by (3.6) , that Proof of Proposition 2.2. Let Ω be a smooth bounded domain of R 2 . Let g be such that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given. Assume that Λ g (Ω) < π exp(1 + M ), where M is as in (1.9) and Λ g (Ω) as in (1.11) . Assume that there exists a sequence of positive integers (N ε ) ε such that (2.9) holds true and such that (I gN ε 4π (Ω)) admits a nonnegative extremal u ε for all ε > 0, where g Nε is as in (1.10). Then, by Lemma 3.3 in (Case 1), we have (2.1) and that (3.8) holds true for α ε = 4π, for all 0 < ε ≪ 1. Moreover, we have u ε ∈ C 1,θ (Ω) (0 < θ < 1) and (2.3) by (3.13). In order to conclude the proof of Proposition 2.2, it remains to prove (2.10). Still by Lemma 3.3 in (Case 1), (3.137)-(3.139) and (A.9) (v ε as in (3.101)) hold true. Concerning (3.137)-(3.139) and (A.9), observe that, contrary to (Case 2), the term ξ ε cannot be neglected in (Case 1) we are facing here. Indeed, using also now (3.31), (3.42), (3.108) and (A.9), we can resume computations of (4.12), (4.15) and Appendix A to get that
so that (2.10) holds true, which concludes.
Appendix A. Radial analysis
Let (x ε ) ε be a sequence of points in R 2 and (γ ε ) ε be a sequence of positive real numbers such that (3.40) holds true. Let g be such that (1.1) and (1.5) holds true for H as in (1.2), and let A be thus given. Let (N ε ) ε be a sequence of integers. We assume that we are in one of the following two cases:
N ε → +∞ as ε → 0, and (3.31)-(3.32) hold true, (Case 1)
Let B ε be the radial solution around x ε in R 2 of (3.93), for Ψ N as in (3.26) , where (λ ε ) ε is any given sequence of positive real numbers. Let T 0 be given in R 2 by
Let S i , i = 0, 1, 2, be the radially symmetric solutions around 0 in R 2 of
such that S i (0) = 0. In the sequel, we will use the asymptotic expansions of the S i 's given by log t 1 − t dt , and the expansions in (A.3) are derived in [16, 17] . Let ε 0 ∈ ( 1/e, 1) be given. Let µ ε be given by (3.42) and t ε by (3.43). Let ρ ε > 0 be given by (3.95) and satisfying (3.96). Let S i,ε be then given by F ε (r ε ) = 2t ε (r ε )ξ ε exp(−2t ε (r ε )(1 + o(1))) , if t ε (r ε ) = o(γ ε ) , O (t ε (r ε )ξ ε exp (−(1 + ε 0 + o(1))t ε (r ε ))) if γ ε = O (t ε (r ε )) .
(A.32)
Now we prove (A.31). We start with the first estimate of (A.31). Then, we assume that B ε (r ε ) 2 ≥Ñ ε + Ñ ε , and thus in particular that
Writing now F ε according to the first formula of (A.23), using (3.106), (A.17) and log(1 + t) ≤ t for all t > −1 , (A.34)
we get first that and conclude the proof of the first estimate of (A.31), by (3.32), (A.13) and (A.33). In order to prove the second estimate of (A.31), it is sufficient to write F ε according to the second formula of (A.23), to check that and to use (A.10), (A.13) and (3.31). Now we turn to the proof of (A.32). Then, we assume that (Case B) in (A.29) holds true and in particular that
Writing F ε according to the third estimate of (A.23), we get that at r ε . Expanding the log, we easily get the first estimate of (A.32) from (A.13), (A.37), (A.38) and the assumption t ε (r ε ) = o(γ ε ). The second estimate of (A.32) can also be obtained from (A.38) by (A.13), (A.34), (A.36) and (A.37). This concludes the proof of (A.32). Now, we prove that, in (Case A) of (A.29), we have that 
