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Resumen
Esta línea de investigación (dentro del proyecto de Procesamiento Concurrente, Paralelo y
Distribuido del LIDI) se coordina con la Universidad Autónoma de Barcelona estudiando los
modelos de predicción de perfomance en sistemas paralelos y analizando algunas
modificaciones a los mismos según el tipo de arquitectura y paradigma de paralelismo
utilizado.
En el estudio se analiza la respuesta de los modelos para “clases” de arquitecturas
reconocidas (Memoria compartida, Memoria Distribuida, Memoria compartida Distribuida)
con diferentes esquemas de comunicación: punto a punto, bus, múltiple bus. Asimismo se
considera  en cada caso la adaptación de diferentes paradigmas de programación paralela
al modelo de arquitectura utilizado.
El aporte de la línea de investigación tiende a  la especificación de un modelo unificador
para la predicción de perfomance, en particular para procesos asincrónicos bajo el
paradigma cliente-servidor y sobre una arquitectura tipo cluster de workstations.
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Introducción
El paralelismo, asociado con multiprocesamiento en hardware y concurrencia en software
requiere especificar e implementar procesos explotando la concurrencia implícita o explícita
en el problema a resolver, y al mismo tiempo optimizar la adaptación del algoritmo
desarrollado a la arquitectura física de soporte.
Los paradigmas de expresión de algoritmos paralelos se asocian entonces en forma directa
con la arquitectura de procesamiento que soporta la ejecución, dando lugar a la noción de
sistema de procesamiento paralelo, que incluye el software propio de la aplicación y el
modelo de hardware y comunicaciones elegido.
Cuatro paradigmas básicos relacionados con los sistemas de procesamiento paralelo son
los modelos master-worker, pipeline, single processor multiple data y divide and conquer.
Cada uno de estos paradigmas (con sus variantes particulares) se adapta mejor a clases de
problemas en programación paralela.
Avanzando en el concepto anterior, existen patrones de solución a problemas de
procesamiento paralelo utilizando cada uno de estos cuatro paradigmas básicos, y dentro
de cada uno de ellos hay un modelo de prestación o perfomance que nos puede indicar los
límites alcanzables en cuanto a speedup, eficiencia y rendimiento de la solución paralela, en
función de los parámetros propios de la aplicación y la arquitectura física de soporte.
Un área importante de investigación es la predicción de perfomance alcanzable por un
sistema paralelo (normalmente asociado a uno de los patrones mencionado anteriormente).
La especificación, transformación, optimización  y evaluación de algoritmos distribuidos y
paralelos, según las predicciones realizadas marca una posibilidad de optimización de
soluciones en función de distintos modelos de arquitectura y el estudio de métricas de
complejidad y eficiencia.
En el cómputo secuencial, el modelo RAM ha sido prácticamente aceptado como un
estándar. En el procesamiento distribuido/paralelo no hay un modelo teórico unificador.
Precisamente el objetivo de esta línea de investigación es profundizar el estudio de los
modelos actualmente utilizados (PRAM, LOGP, BSP, CCM, BSPRAM, OBBSP)
especialmente considerando arquitecturas MIMD débilmente acopladas, con procesadores
homogéneos. En particular interesan los procesos asincrónicos bajo el paradigma cliente-
servidor,  sobre una arquitectura tipo cluster de workstations.
La performance obtenida en un sistema paralelo está dada por una compleja relación en la
que intervienen una gran cantidad de factores (el tamaño del problema, la arquitectura de
soporte, la distribución de procesos en procesadores, la existencia o no de un algoritmo de
balanceo de carga, etc). Por otra parte, existen varias métricas para evaluar sistemas
paralelos, tales como el tiempo de ejecución paralelo; el speedup; la eficiencia; la
escalabilidad o la isoeficiencia, métricas que pueden tener mayor o menor importancia
según la aplicación particular del sistema paralelo.
En este marco, interesa predecir y evaluar performance de sistemas paralelos, utilizando
modelos de propósito general y medir la calidad de las estimaciones sobre diferentes
arquitecturas reales.
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Temas de Investigación
! Sistemas Paralelos. Paradigmas de Programación paralela. Estudio de patrones para
los  paradigmas master-worker, pipeline, single processor multiple data y divide and
conquer.
! Modelos de predicción de perfomance clásicos: PRAM, LOGP, BSP, CCM, OBSP,
BSPRAM
! Análisis del ajuste de los modelos a “clases” de sistemas paralelos. Desarrollos
experimentales.
! Métricas de perfomance en sistemas  paralelos.
! Dependencia de los modelos respecto del balance de carga en los procesadores y la
homogeneidad / heterogeneidad de los mismos.
! Análisis de la dependencia de los resultados obtenidos en función de cambios en la
arquitectura de soporte. En particular pasar de la red homogénea con memoria
distribuida y comunicación vía bus a un esquema multiprocesador con memoria
compartida distribuida.
! Análisis de la escalabilidad de las soluciones para los diferentes patrones.
! Análisis de las extensiones necesarias para tener un modelo de predicción de
perfomance para procesos asincrónicos bajo el paradigma cliente-servidor.
! Aplicaciones paralelas de tratamiento de imágenes: Transformadas aplicables en la
codificación de imágenes con pérdida, Clustering, Reconocimiento de patrones, Análisis
de similitud de imágenes.
Equipamiento de experimentación
En el LIDI se dispone de un cluster de PCs con 16 equipos homogéneos. Por otra parte se
puede utilizar la computadora Clementina que tiene 40 procesadores con memoria
compartida distribuida.
Naturalmente también se puede experimentar con arquitecturas seudo-paralelas tal como
redes heterogéneas con un soporte de comunicaciones tipo PVM o MPI.
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