Periodic elliptic operators with asymptotically preassigned spectrum by Khrabustovskyi, Andrii
ar
X
iv
:1
20
1.
37
29
v2
  [
ma
th.
SP
]  
3 F
eb
 20
12
Periodic elliptic operators with asymptotically
preassigned spectrum
Andrii Khrabustovskyi
Mathematical Division, B. Verkin Institute for Low Temperature Physics and Engineering of the National Academy of
Sciences of Ukraine, Lenin avenue 47, Kharkiv 61103, Ukraine, tel.: +38 057 3410986
e-mail: andry9@ukr.net
Abstract. We deal with operators in Rn of the form
A = − 1b(x)
n∑
k=1
∂
∂xk
(
a(x) ∂
∂xk
)
where a(x), b(x) are positive, bounded and periodic functions. We denote by Lper the set of such operators.
The main result of this work is as follows: for an arbitrary L > 0 and for arbitrary pairwise disjoint intervals
(α j, β j) ⊂ [0, L], j = 1, . . . ,m (m ∈ N) we construct the family of operators {Aε ∈ Lper}ε such that the
spectrum of Aε has exactly m gaps in [0, L] when ε is small enough, and these gaps tend to the intervals
(α j, β j) as ε → 0. The idea how to construct the family {Aε}ε is based on methods of the homogenization
theory.
Keywords: periodic elliptic operators, spectrum, gaps, homogenization.
Introduction
Our research is inspired by the following well-known result of Y. Colin de Verdie`re [4]: for
arbitrary numbers 0 = λ1 < λ2 < · · · < λm (m ∈ N) and n ∈ N \ {1} there is a n-dimensional
compact Riemannian manifold M such that the first m eigenvalues of the corresponding Laplace-
Beltrami operator −∆M are exactly λ1, . . . , λm. In the work [16] we obtained an analogue of this
fact for non-compact periodic manifolds: for an arbitrary m pairwise disjoint finite intervals on the
positive semi-axis (m ∈ N) a periodic Riemannian manifold is constructed such that the spectrum
of the corresponding Laplace-Beltrami operator has at least m gaps, moreover the first m gaps are
close (in some natural sense) to these preassigned intervals.
The goal of the present work is to solve a similar problem for the following operators in Rn
(n ≥ 2):
A = −b−1div (a∇) = − 1
b(x)
n∑
k=1
∂
∂xk
(
a(x) ∂
∂xk
)
, a, b ∈ Hper
where Hper is a set of measurable real functions in Rn satisfying the conditions
f ∈ Hper :
∃C
−,C+ > 0 : C− ≤ f(x) ≤ C+, ∀x ∈ Rn (boundedness from above and form below)
∀i ∈ Zn, ∀x ∈ Rn : f(x + i) = f(x) (periodicity)
The operator A acts in the space L2,b(Rn) =
{
u ∈ L2(Rn), ‖u‖2L2,b(Rn) =
∫
Rn
|u(x)|2b(x)dx
}
, it is self-
adjoint and positive. We denote by Lper the set of such operators.
1
2Operators of this type occur in various areas of physics, for example in the case n = 3 the
operator A governs the propagation of acoustic waves in a medium with periodically varying mass
density (a(x))−1 and compressibility b(x).
It is well-known (see e.g. [17]) that the spectrum σ(A) of the operator A ∈ Lper has band struc-
ture, i.e. σ(A) is the union of compact intervals [a−k , a+k ] ⊂ [0,∞) called bands (a−0 = 0, a−k ր
k→∞
∞).
In general the bands may overlap. The open interval (α, β) is called a gap if (α, β)∩σ(A) = ∅ and
α, β ∈ σ(A).
The main result of this work is the following
Theorem 0.1 (Main Theorem). Let L > 0 be an arbitrary number and let (α j, β j) ( j = 1, . . . ,m, m ∈
N) be arbitrary intervals satisfying
0 < α1, α j < β j < α j+1, j = 1,m − 1, αm < βm < L (0.1)
Let n ∈ N \ {1}.
Then one can construct the family of functions
{
aε ∈ Hper
}
ε
and the function b ∈ Hper such that
the spectrum of the operator Aε = b−1div(aε∇) has the following structure in the interval [0, L]
when ε is small enough:
σ(Aε) ∩ [0, L] = [0, L] \

m⋃
j=1
(αεj , βεj)
 (0.2)
where the intervals (αεj , βεj) satisfy
∀ j = 1, . . . ,m : lim
ε→0
αεj = α j, lim
ε→0
βεj = β j (0.3)
Moreover, aε(x), b(x) are step-functions having at most m + 1 values.
Remark 0.1. It follows from (0.1)-(0.3) that the operator Aε has exactly m gaps in [0, L] when
ε is small enough. In general, the existence of gaps in the spectra of operators from Lper is not
guaranteed, for instance in the case of constant a(x), b(x) the spectrum σ(A) coincides with [0,∞).
Various operators from Lper with gaps in their spectrum were studied in the works [5–11, 22, 27]
(see also the overview [12]). In these works spectral gaps are the result of high contrast either in
the coefficient a(x) [6, 9, 11, 27] or in the coefficient b(x) [7, 8] or in both coefficients [5, 10, 22]
(the last three works deal with the Laplace-Beltrami operator in Rn with conformally flat periodic
metric; obviously, this operator belongs to Lper).
The operator Aε constructed in the present work also has high contrast in the coefficients (namely,
lim
ε→0
(
maxx∈Rn a
ε(x)
minx∈Rn aε(x)
)
= ∞), but their form essentially differs from the form of the coefficients in the
works mentioned above.
The idea how to construct the functions aε(x), b(x) has come from the homogenization theory.
We briefly describe this construction.
Let ε > 0 be a small number. Let Gε = ⋃
i∈Zn
m⋃
j=1
Gεi j be a union of pairwise disjoint spherical shells
Gεi j lying in Rn. It is supposed that the following conditions hold (see also Fig. 1):
• for any fixed j ∈ {1, . . . ,m} the shells Gεi j are centered at the nodes of ε-periodic lattice in
R
n
,
• the shells Gε0 j ( j = 1, . . . ,m) belong to the cube {x = (x1, . . . , xn) ∈ Rn : 0 < xk < ε, ∀k}.
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Fig. 1.
The external radius of the shells is equal to rε = rε (r > 0), the thickness of their walls is equal to
dε = εγ (γ > 3). By Bεi j we denote the sphere interior to Gεi j. We set Bε =
⋃
i∈Zn
m⋃
j=1
Bεi j.
We define the functions aε(x), bε(x) by the formulae
aε(x) =
1, x ∈ R
n \Gε,
a jεγ+1, x ∈ Gεi j,
bε(x) =
1, x ∈ R
n \ (Bε ∪Gε) ,
b j, x ∈ Bεi j ∪Gεi j,
(0.4)
where a j, b j ( j = 1, . . . ,m) are positive constants, which will be chosen later on. We consider the
operator
Aε = −(bε)−1div (aε∇) = − 1bε(x)
n∑
k=1
∂
∂xk
(
aε(x) ∂
∂xk
)
It will be proved (see Theorem 1.1 below) that the spectrum of Aε converges to the spectrum of
some operator A0 acting in the Hilbert space L2(Rn) ⊕
j=1,m
L2,ρ j/σ j(Rn), where ρ j, σ j ( j = 1, . . . ,m)
are positive constants. The spectrum of A0 coincides with the set [0,∞) \
(
m⋃
j=1
(σ j, µ j)
)
, where the
intervals (σ j, µ j) satisfy
0 < σ1, σ j < µ j < σ j+1, j = 1,m − 1, σm < µm < ∞
and depend in a special way on a j and b j.
More precisely, we will prove that for an arbitrary L > µk the spectrum of the operator Aε has
the following structure in the interval [0, L] when ε is small enough:
σ(Aε) ∩ [0, L] = [0, L] \

m⋃
j=1
(σεj , µεj)

where the intervals (σεj , µεj) satisfy
∀ j = 1, . . . ,m : lim
ε→0
σεj = σ j, lim
ε→0
µεj = µ j
4Furthermore, we will prove (see Theorem 1.2 below) that for arbitrary intervals (α j, β j) ( j =
1, . . . ,m, m ∈ N) satisfying (0.1) one can choose such a j, b j in (0.4) that the following equalities
hold:
∀ j = 1, . . . ,m : σ j = α j, µ j = β j (0.5)
Finally we set (below y ∈ Rn)
aε(y) = ε−2aε(x), b(y) = bε(x), where x = yε
(obviously, b(y) is independent of ε). It is clear that aε, b belong to Hper and are step-functions
having at most m + 1 values. It is easy to see that the spectra of the operator
Aε = b−1div(aε∇)
and the operator Aε coincide (in fact, Aε is obtained from Aε via change of variables x = yε).
It follows from Theorem 1.1-1.2 that σ(Aε) satisfies (0.2)-(0.3).
We remark that the gaps open up in the spectrum of Aε because of the high contrast in the
coefficient aε(x). The coefficient b(x) is independent of ε and it is needed only in order to control
the behavior of the gaps as ε → 0. In fact, the operator −div(aε∇) also has at least m gaps when ε
is small enough, but in general they do not converge to (α j, β j) as ε→ 0.
Heuristic arguments. The classical problem of the homogenization theory (see e.g. [1–3, 18, 24–
26]) is to describe the asymptotic behaviour as ε → 0 of the operator Aε which acts in L2(Ω)
(Ω ⊂ Rn is a bounded domain) and is defined by the operation
Aε
Ω
= −div (aε∇)
and either Dirichlet or Neumann boundary conditions on ∂Ω. Here
aε(x) = a(xε−1), where a ∈ Hper (0.6)
It is well-known that Aε strongly resolvent converges to the operator (so-called ”homogenized
operator”)
A0
Ω
= −
n∑
k,l=1
âkl
∂2
∂xk∂xl
where the constants âkl satisfy: ∃C−,C+ > 0 s.t. ∀ξ ∈ Rn C−|ξ|2 ≤ âklξkξl ≤ C+|ξ|2.
It is interesting to study the asymptotic behaviour of the operator Aε when aε has more com-
plicated form comparing with (0.6). In particular interest is the case when aε is bounded below
but not uniformly in ε. This is just our situation (see (0.4)): for fixed ε one has min
x∈Rn
aε(x) > 0,
but lim
ε→0
(
min
x∈Rn
aε(x)
)
= 0. Such type problems were widely studied in [18, Chapter 7]. In particu-
lar, the authors considered the operator AD,ε
Ω
which acts in L2(Ω) and is defined by the operation
AD,ε
Ω
= −div(aε∇) and the Dirichlet boundary conditions on ∂Ω. Here Ω ⊂ Rn is a bounded
domain, aε is defined by (0.4) (only the case m = 1 was considered). It was proved that AD,ε
Ω
converges as ε→ 0 (in some sense which is close to strong resolvent convergence) to the operator
AD,0
Ω
acting in the space L2(Ω) ⊕ L2,ρ/σ(Ω) and being defined by the operation
AD,0
Ω
=
(
−̂a∆ + ρ −ρ
−σ σ
)
(0.7)
and the definitional domain D(AD,0
Ω
) =
{
(u, v) ∈ H2(Ω) ⊕ L2,ρ/σ(Ω) : u|∂Ω = 0
}
. Here â, ρ, σ are
positive constants that do not depend on Ω. A similar result is valid for the operator AN,ε
Ω
(the
5superscripts ”D” and ”N” mean Dirichlet and Neumann boundary conditions): the corresponding
homogenized operator AN,0
Ω
is defined by operation (0.7) and the definitional domain D(AN,0
Ω
) ={
(u, v) ∈ H2(Ω) ⊕ L2,ρ/σ(Ω) : ∂u∂n
∣∣∣
∂Ω
= 0
}
.
Although in general the strong resolvent convergence of operators does not imply the Hausdorff
convergence of their spectra (see the definition at the beginning of Section 5), but suppose for a
moment that this is true for the operators AD,ε
Ω
and AN,ε
Ω
, i.e.1
σ(AD,ε
Ω
) →
ε→0
σ(AD,0
Ω
), σ(AN,ε
Ω
) →
ε→0
σ(AN,0
Ω
) in the Hausdorff sense
We denote ΩR = {x ∈ Rn : |x| < R}. One can prove (for example, it follows from [15, Proposition
2.3]) that
∀Ω ⊂ Rn : (σ, µ) ∩ σ(AD/N,0
Ω
) = ∅
∀[d−, d+] ⊂ [0,∞) \ (σ, µ) ∃Rd > 0 : σ(AD/N,0ΩR ) ∩ [d−, d+] , ∅ for R > Rd
where D/N is either D or N, µ = σ + ρ. These suggest that when ε is small enough the operator
Aε has a gap in the spectrum and this gap tends to the interval (σ, µ) as ε→ 0.
The close problem was also considered in [21] where the authors studied the asymptotic be-
haviour of the attractors for semilinear hyperbolic equation ∂2ttu +AD,εΩ u + f ε(u) = hε.
We remark that the proof of the resolvent convergence in [18] is based on the method of so-called
”local energy characteristics”. This method is well adapted for both periodic and non-periodic
operators but it is quite cumbersome. Therefore in the present work following [16] we carry out
the proof in more simple fashion via the substitution of a suitable test function into the variational
formulation of the spectral problem.
In the next section we describe precisely the operatorAε and formulate Theorems 1.1-1.2. Their
proofs are carried out in Sections 2-7.
1. Construction of operatorsAε and main results
Let n ∈ N \ {1}, m ∈ N. Let the points x j ∈ Rn ( j = 1, . . . ,m) and the number r > 0 be such that
the closed balls B j =
{
x ∈ Rn : |x − x j| ≤ r
}
are pairwise disjoint and belong to the open cube
Y = {x = (x1, . . . , xn) ∈ Rn : 0 < xk < 1, ∀k}
Let ε > 0. We introduce the following notations (below i ∈ Zn, j = 1, . . . ,m):
xεi j = ε(x j + i)
Gεi j =
{
x ∈ Rn : rε − dε < |x − xεi j| < rε
}
, Bεi j =
{
x ∈ Rn : |x − xεi j| < r
ε − dε
}
where
rε = rε, dε = εγ, γ > 3
We also denote
Gε =
⋃
i∈Zn
m⋃
j=1
Gεi j, Bε =
⋃
i∈Zn
m⋃
j=1
Bεi j, F
ε
= R
n \
(
Gε ∪ Bε
)
1We will prove this statement in Section 5 (the only difference is that we will consider quasi-periodic boundary
conditions, but for Dirichlet and Neumann boundary conditions the proof is similar.)
6We define the piecewise constant functions aε(x), bε(x) by the formulae
aε(x) =
1, x ∈ F
ε ∪ Bε,
aεj ≡ a jε
γ+1, x ∈ Gεi j (i ∈ Zn, j = 1, . . . ,m),
(1.1)
bε(x) =
1, x ∈ F
ε,
b j, x ∈ Bεi j ∪Gεi j (i ∈ Zn, j = 1, . . . ,m),
(1.2)
where a j, b j ( j = 1, . . . ,m) are positive constants.
Now we define precisely the operator Aε. By L2,bε(Rn) we denote the Hilbert space of functions
from L2(Rn) with the following scalar product:
(u, v)L2,bε (Rn) =
∫
Rn
u(x)v(x)bε(x)dx,
Remark that
C−‖ · ‖L2(Rn) ≤ ‖ · ‖L2,bε (Rn) ≤ C
+‖ · ‖L2(Rn) (1.3)
where the positive constants C−,C+ are independent of ε. By ηε
Rn
[u, v] we denote the sesquilinear
form in L2,bε(Rn) which is defined by the formula
ηε
Rn
[u, v] =
∫
Rn
aε(x) (∇u,∇v) dx
with dom(ηε
Rn
) = H1(Rn). Here (∇u,∇v) =
n∑
k=1
∂u
∂xk
∂v
∂xk
. The form is densely defined, closed
and positive. Then (see e.g. [14]) there exists the unique self-adjoint and positive operator Aε
associated with the form ηε
Rn
[u, v], i.e.
(Aεu, v)L2,bε (Rn) = ηεRn[u, v], ∀u ∈ dom(Aε), ∀v ∈ dom(ηεRn) (1.4)
Its domain dom(Aε) consists of functions u belonging to the spaces H2(Fε), H2(Gεi j), H2(Bεi j) (for
any i ∈ Zn, j = 1, . . . ,m) and satisfying the following conditions on the boundaries of the shells
Gεi j: 
(u)+ = (u)− and
(
∂u
∂n
)+
= aεj
(
∂u
∂n
)−
, x ∈ ∂
(
Bεi j ∪Gεi j
)
,
(u)+ = (u)− and aεj
(
∂u
∂n
)+
=
(
∂u
∂n
)−
, x ∈ ∂Bεi j
(1.5)
where by + (resp. −) we denote the values of the function u and its normal derivative on the
exterior (resp. interior) side of either ∂
(
Bεi j ∪Gεi j
)
or ∂Bεi j. For sufficiently smooth u the operator
Aε is defined locally by the formula
Aεu = −
1
bε(x)
n∑
k=1
∂
∂xk
(
aε(x) ∂u
∂xk
)
(1.6)
By σ(Aε) we denote the spectrum of the operator Aε. In order to describe the behaviour of
σ(Aε) as ε→ 0 we introduce some additional notations.
7In the domain F = Y \
m⋃
j=1
B j we consider the following problem (below k = 1, . . . , n):

∆vk = 0, x ∈ F
∂vk
∂n
= nk, x ∈ ∂

m⋃
j=1
B j

vk, Dvk are Y-periodic, i.e. ∀α = 1, n :

vk(x) = vk(x + eα)
∂vk
∂xα
(x) = ∂vk
∂xα
(x + eα)
for x = (x1, x2, . . . , 0, . . . , xn)
↑
α-th place
(1.7)
where n = (n1, . . . , nn) is the outward unit normal to
m⋃
j=1
B j, eα = (0, 0, . . . , 1, . . . , 0)
↑
α-th place
. It is known
(see e.g. [3]) that the unique (up to a constant) solution vk(x) of this problem exists. We denote
âkl =
1
|F |
∫
F
(∇(xk − vk),∇(xl − vl)) dx, k, l = 1, . . . , n
The matrix Â =
{̂
akl
}
is symmetric and positively defined (see e.g. [3, Chapter 1, Proposition 2.6]).
Remark 1.1. In the case when m = 1 and the center of ball B1 coincides with the center of the cube
Y the matrix Â =
{̂
akl
}
has more simple form, namely Â = âI where I is the identity matrix, â > 0.
This follows easily from the symmetry of the domain F.
We denote
σ j =
na j
rb j
, ρ j =
a j|∂B j|
|F |
(1.8)
We assume that the numbers a j and b j in (1.1)-(1.2) are such that σi , σ j if i , j. For definiteness
we suppose that σ j < σ j+1, j = 1, . . . , n − 1.
And finally let us consider the following equation (with unknown λ ∈ C):
F (λ) ≡ 1 +
m∑
j=1
ρ j
σ j − λ
= 0 (1.9)
It is easy to prove (see Section 4) that this equation has exactly m roots µ j ( j = 1, . . . ,m), they are
real, moreover they interlace with σ j, i.e.
σ j < µ j < σ j+1, j = 1,m − 1, σm < µm < ∞
Now we are able to formulate the theorem describing the behaviour of σ(Aε) as ε→ 0.
Theorem 1.1. Let L be an arbitrary number such that L > µm. Then the spectrum σ(Aε) of the
operator Aε has the following structure in [0, L] when ε is small enough:
σ(Aε) ∩ [0, L] = [0, L] \

m⋃
j=1
(σεj , µεj)
 (1.10)
where the intervals (σεj , µεj) satisfy
∀ j = 1, . . . ,m : lim
ε→0
σεj = σ j, lim
ε→0
µεj = µ j (1.11)
8The set [0,∞) \
(
m⋃
j=1
(σ j, µ j)
)
coincides with the spectrum σ(A0) of the self-adjoint operator A0
which acts in the space L2(Rn) ⊕
j=1,m
L2,ρ j/σ j(Rn) and is defined by the formula
A0U =

−
n∑
k,l=1
âkl
∂2u
∂xk∂xl
+
m∑
j=1
ρ j(u − u j)
σ1(u1 − u)
σ2(u2 − u)
. . .
σm(um − u)

, U =

u
u1
u2
. . .
um

∈ dom(A0) = H2(Rn) ⊕
j=1,m
L2,ρ j/σ j(Rn)
To complete the proof of Theorem 0.1 we have to choose such a j and b j in (1.1), (1.2) that (0.5)
holds.
Theorem 1.2. Let (α j, β j) ( j = 1, . . . ,m) be arbitrary intervals satisfying (0.1).
Then (0.5) holds if we choose
a j =
|F |
|∂B j|
(β j − α j)
∏
i=1,m|i, j
(
βi − α j
αi − α j
)
, b j =
n|F |
r|∂B j|
β j − α j
α j
∏
i=1,m|i, j
(
βi − α j
αi − α j
)
(1.12)
Remark 1.2. Since the intervals (α j, β j) satisfy (0.1) then
∀ j : β j > α j, ∀i , j : sign(βi − α j) = sign(αi − α j) , 0
Therefore (β j − α j) ∏
i=1,m|i, j
(
βi − α j
αi − α j
)
> 0 and thus the choice of a j and b j is correct.
The scheme of the proof of these theorems is as follows.
In Section 2 we introduce the functional spaces and operators that are used throughout the proof.
Also we present well-known results describing the spectrum of the operator Aε
In Section 3 we prove several technical lemmas.
In Section 4 we show that
σ(A0) = [0,∞) \

m⋃
j=1
(σ j, µ j)
 (1.13)
Section 5 is a crucial part of the proof: we show that as ε → 0 the set σ(Aε) converges in the
Hausdorff sense to the set σ(A0).
In Section 6 we prove that for an arbitrary L > 0 the spectrum σ(Aε) has at most m gaps within
the interval [0, L] when ε is small enough. Together with the Hausdorff convergence this fact
implies the statements of Theorem 1.1.
And finally in Section 7 we prove Theorem 1.2.
Remark 1.3. We present the proof of Theorem 1.1 for the case n ≥ 3 only. For the case n = 2
the proof is repeated word-by-word with some small modifications (for example in formula (3.10)
below r2−n has to be replaced by ln r).
2. Preliminaries: functional spaces and operators
Below Ω is a domain in Rn with Lipschitz boundary (if ∂Ω , ∅), for simplicity we suppose that
∂Ω ∩
⋃
i, j
Gεi j = ∅. Throughout the paper we will use the following functional spaces:
9• L2,bε(Ω) be the Hilbert space of functions from L2(Ω) with the scalar product
(u, v)L2,bε (Ω) =
∫
Ω
u(x)v(x)bε(x)dx
•
◦
H1(Ω) be the subspace of H1(Ω) consisting of functions vanishing on ∂Ω,
•
◦
C∞(Ω) be the space of functions from C∞(Ω) compactly supported in Ω,
• H2,ε(Ω) be the space of functions belonging to H2(Ω ∩ Gεi j), H2(Ω ∩ Bεi j) (i ∈ Zn, j =
1, . . . ,m), H2(Ω ∩ Fε) and satisfying conditions (1.5) for all shells Gεi j belonging to Ω,
• C2,ε(Ω) be the space of functions belonging to C2(Ω ∩ Gεi j), C2(Ω ∩ Bεi j) (i ∈ Zn, j =
1, . . . ,m), C2(Ω ∩ Fε) and satisfying conditions (1.5) for all shells Gεi j belonging to Ω.
For u, v ∈ H1(Ω) we denote
ηε
Ω
[u, v] =
∫
Ω
aε(x) (∇u,∇v¯) dx (2.1)
By ηN,ε
Ω
(resp. ηD,ε
Ω
) we denote the sesquilenear form defined by formula (2.1) and the definitional
domain H1(Ω) (resp.
◦
H1(Ω)).
Similarly to the operator Aε (see (1.4)) we define the operator AN,ε
Ω
(resp. AD,ε
Ω
) as the operator
acting in L2,bε(Ω) and associated with the form ηN,εΩ (resp. ηD,εΩ ). The definitional domain dom(AN,εΩ )
(resp. dom(AD,ε
Ω
)) consists of functions from H2,ε(Ω) satisfying the condition ∂u
∂n
∣∣∣
∂Ω
= 0 (resp.
u|∂Ω = 0) that justifies the upper index ”N” (resp. ”D”) which indicates the Neumann (resp.
Dirichlet) boundary conditions.
The spectra of the operators AN,ε
Ω
, A
D,ε
Ω
are purely discrete. We denote by
{
λ
N,ε
k (Ω)
}
k∈N
(resp.{
λ
D,ε
k (Ω)
}
k∈N
) the sequence of eigenvalues of AN,ε
Ω
(resp. AD,ε
Ω
) written in the increasing order and
repeated according to their multiplicity.
Now let us describe the structure of the spectrum σ(Aε) of the operator Aε. The operator Aε is
periodic with respect to the periodic cell
Yε0 = {x ∈ R
n : 0 < xk < ε, ∀k}
We denote Tn = {θ = (θ1, . . . , θn) ∈ Cn : |θk| = 1, ∀k}. For θ ∈ Tn we introduce the functional
space H1θ (Yε0 ) consisting of functions from H1(Yε0 ) that satisfy the following condition on ∂Yε0 :
∀k = 1, n : u(x + εek) = θku(x) for x = (x1, x2, . . . , 0, . . . , xn)
↑
k-th place
(2.2)
where ek = (0, 0, . . . , 1, . . . , 0).
By ηθ,εYε0 we denote the sesquilenear form defined by formula (2.1) (with Y
ε
0 instead of Ω) and the
definitional domain H1θ (Yε0 ).
We define the operator Aθ,εYε0 as the operator acting in L2,bε(Y
ε
0 ) and associated with the form ηθ,εYε0 .
Its definitional domain dom(Aθ,εYε0 ) consists of the functions from H
2,ε(Yε0 ) satisfying the condition
(2.2) and the condition
∀k = 1, n : ∂u
∂xk
(x + εek) = θk ∂u
∂xk
(x) for x = (x1, x2, . . . , 0, . . . , xn)
↑
k-th place
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The operator Aθ,εYε0 has purely discrete spectrum. We denote by
{
λ
θ,ε
k (Yε0 )
}
k∈N
the sequence of
eigenvalues of Aθ,εYε0 written in the increasing order and repeated according to their multiplicity.
From the min-max principle (see e.g. [23]) and the enclosure H1(Yε0 ) ⊃ H1θ (Yε0 ) ⊃
◦
H1(Yε0 ) one
can easily obtain the inequality
∀k ∈ N : λN,εk (Yε0 ) ≤ λθ,εk (Yε0 ) ≤ λD,εk (Yε0 ) (2.3)
The following fundamental result (see e.g. [17]) establishes the relationship between the spectra
of the operators Aε and Aθ,εYε0 .
Theorem. One has
σ(Aε) =
∞⋃
k=1
Jk(Aε) (2.4)
where Jk(Aε) = ⋃
θ∈Tn
{
λ
θ,ε
k (Yε0 )
}
. The sets Jk(Aε) are compact intervals.
Remark 2.1. It is clear that if ε−1 ∈ N then Aε is also Y-periodic operator, i.e. aε(x + i) = aε(x),
bε(x + i) = bε(x) for any i ∈ Zn, x ∈ Rn. So in this case we have an analogous representation
σ(Aε) =
∞⋃
k=1
ˆJk(Aε) (2.5)
where ˆJk(Aε) = ⋃
θ∈Tn
{
λθ,εk (Y)
}
, λθ,εk (Y) is the k-th eigenvalue of the operator Aθ,εY which acts in
L2,bε(Y) and is defined by the operation (1.6) and the definitional domain
dom(Aθ,εY ) =
u ∈ H2,ε(Y) : ∀k = 1, n

u(x + ek) = θku(x)
∂u
∂xk
(x + ek) = θk ∂u
∂xk
(x) for x = (x1, x2, . . . , 0, . . . , xn)↑
k-th place

Studying the Hausdorff convergence of σ(Aε) as ε → 0 we will use the representation (2.5),
while estimating the number of gaps in the interval [0, L] we will use the representation (2.4).
3. Auxiliary lemmas
In this section we prove some technical lemmas. In order to formulate them we introduce some
additional notations.
We denote
κ =
1
2
min
j=1,m
dist
B j, ∂Y ∪
⋃
k, j
Bk


Recall that the closed balls B j are pairwise disjoint and belong to the open cube Y , hence κ > 0.
We introduce the following sets (below i ∈ Zn, j = 1, . . . ,m):
• Yεi = {x = (x1, . . . , xn) ∈ Rn : iε < xk < (i + 1)ε, ∀k}
• Fεi = Y
ε
i \
m⋃
j=1
(
Bεi j ∪Gεi j
)
• Rεi j =
{
x ∈ Rn : rε < |x − xεi j| < r
ε
+ κε
}
• Dεi j =
{
x ∈ Rn : |x − xεi j| < r
ε
+ κε
}
= Bεi j ∪Gεi j ∪ Rεi j
• S εi j =
{
x ∈ Rn : |x − xεi j| = r
ε
+ κε
}
= ∂Dεi j
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• ˆCεi j =
{
x ∈ Rn : |x − xεi j| = r
ε
}
• ˇCεi j =
{
x ∈ Rn : |x − xεi j| = r
ε − dε
}
We also denote
Iε =
{
i = (i1, . . . , in) ∈ Zn : 0 ≤ ik ≤ (ε−1 − 1),∀k
}
and set
GεY =
⋃
i∈Iε
m⋃
j=1
Gεi j, BεY =
⋃
i∈Iε
m⋃
j=1
Bεi j, F
ε
Y =
⋃
i∈Iε
Fεi
Remark that if ε−1 ∈ N then Y = ⋃
i∈Iε
Yεi .
By 〈u〉B we denote the average value of the function u over the domain B ⊂ Rn (if |B| , 0), i.e.
〈u〉B =
1
|B|
∫
B
u(x)dx. If Σ ⊂ Rn is a (n − 1)-dimensional surface then the Euclidean metrics in Rn
induces on Σ the Riemannian metrics and measure. We denote by ds the density of this measure.
Again by 〈u〉Σ we denote the average value of the function u over Σ, i.e 〈u〉Σ =
1
|Σ|
∫
Σ
uds (here
|Σ| =
∫
Σ
ds).
If η[u, v] is a sesquilinear form then we preserve the same notation η for the corresponding
quadratic form, i.e η[u] = η[u, u].
By χ
Ω
we denote an indicator function of the domain Ω, i.e. χ
Ω
(x) = 1 for x ∈ Ω and χ
Ω
(x) = 0
otherwise.
In what follows by C,C1... we denote generic constants that do not depend on ε.
Lemma 3.1. Let D be a convex domain in Rn, d be the diameter of D, X and Y be arbitrary
measurable subsets of D. Then for any v ∈ H1(D) the following inequality holds:
|〈v〉X − 〈v〉Y |
2 ≤ C‖∇v‖2L2(D)
dn+2
|X| · |Y |
Proof. The lemma is proved in a similar way as Lemma 4.9 from [18, p.117]. 
Lemma 3.2. Let ε = εN = 1N , N = 1, 2, 3 . . . Let v
ε ∈ H1(Y), ‖vε‖2H1(Y) < C, vε →ε→0 v ∈ H
1(Y)
strongly in L2(Y). Then ∀ j = 1,m:∑
i∈Iε
〈vε〉S εi jχYεi
→
ε→0
v strongly in L2(Y) (3.1)∑
i∈Iε
〈vε〉Fεi χYεi
→
ε→0
v strongly in L2(Y) (3.2)
Proof. For an arbitrary i ∈ Iε and j ∈ {1, . . . ,m} one has the following inequalities:∥∥∥vε − 〈vε〉Yεi ∥∥∥2L2(Yεi ) ≤ Cε2‖∇vε‖2L2(Yεi ) (3.3)
εn
∣∣∣〈vε〉Yεi − 〈vε〉Fεi ∣∣∣2 ≤ Cε2‖∇vε‖2L2(Yεi ) (3.4)
εn
∣∣∣∣〈vε〉Yεi − 〈vε〉Rεi j ∣∣∣∣2 ≤ Cε2‖∇vε‖2L2(Yεi ) (3.5)
εn
∣∣∣∣〈vε〉S εi j − 〈vε〉Rεi j ∣∣∣∣2 ≤ Cε2‖∇vε‖2L2(Rεi j) (3.6)
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Inequality (3.3) is the Poincare´ inequality, inequalities (3.4)-(3.5) follow directly from Lemma 3.1.
Let us prove inequality (3.6). We introduce in Rεi j the spherical coordinates (r,Θ), where r is a
distance to xεi j, Θ are the angle coordinates. Below by Sn−1 we denote the (n − 1)-dimensional unit
sphere, by dΘ we denote the Riemannian measure on Sn−1. One has
vε(rε + κε,Θ) − vε(r,Θ) =
rε+κε∫
r
∂vε
∂ρ
(ρ,Θ)dρ, r ∈ (rε, rε + κε)
We multiply this equality by rn−1drdΘ, integrate from rε to rε+ κε (with respect to r) and over Sn−1
(with respect to Θ), divide by |Rεi j| and square. Using the Cauchy inequality we obtain
∣∣∣∣〈vε〉S εi j − 〈vε〉Rεi j ∣∣∣∣2 =
∣∣∣∣∣∣∣∣∣
1
|Rεi j|
∫
Sn−1
rε+κε∫
rε

rε+κε∫
r
∂vε
∂ρ
(ρ,Θ)dρ
 rn−1drdΘ
∣∣∣∣∣∣∣∣∣
2
≤
≤ C

∫
Sn−1
rε+κε∫
rε
∣∣∣∣∣∂vε∂ρ (ρ,Θ)
∣∣∣∣∣2 ρn−1dρdΘ
 ·

rε+κε∫
rε
dρ
ρn−1
 ≤ C1‖∇vε‖2L2(Rεi j)ε2−n
and thus (3.6) is proved.
It is clear that (3.1) follows from (3.3), (3.5), (3.6), and (3.2) follows from (3.3), (3.4). 
Lemma 3.3. The following inequality is valid for an arbitrary v ∈ H1(Dεi j):
‖v‖2L2(Gεi j) ≤ Cε
γ−1
{
ηεGεi j
[v] + ε2ηεRεi j[v] + ‖v‖
2
L2(Rεi j)
}
(3.7)
Proof. As in the proof of Lemma 3.2 we introduce in Gεi j the spherical coordinates (r,Θ). One has
v(r,Θ) = v(rε,Θ) +
r∫
rε
∂v
∂ρ
(ρ,Θ)dρ, r ∈ (rε − dε, rε) (3.8)
Taking into account (1.1) we obtain from (3.8)
∫
Sn−1
rε∫
rε−dε
|v(r,Θ)|2rn−1drdΘ ≤ 2

rε∫
rε−dε
rn−1dr
 ·
(rε)1−n
∫
Sn−1
|v(rε,Θ)|2 (rε)n−1dΘ+
+
∫
Sn−1

rε∫
rε−dε
∣∣∣∣∣∂v∂ρ(ρ,Θ)
∣∣∣∣∣2 ρn−1dρ ·
rε∫
rε−dε
dρ
ρn−1
 dΘ
 ≤ C
(
εγ‖v‖2L2( ˆCεi j)
+ εγ−1ηεGεi j
[v]
)
Similarly we obtain
‖v‖2L2( ˆCi j) ≤ C
(
ε−1‖v‖2L2(Rεi j) + ε‖∇v‖
2
L2(Rεi j)
)
The statement of the lemma follows directly from the last two inequalities. 
Lemma 3.4. lim
ε→0
λD,ε1 (Dεi j) = σ j, where σ j ( j = 1, . . . ,m) are defined by (1.8).
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Proof. Let vεi j ∈ dom(AD,εDεi j ) be the eigenfunction corresponding to λ
D,ε
1 (Dεi j) and such that∫
Bεi j
vεi j(x)dx = |Bεi j| (3.9)
Instead of calculating vεi j in the exact form we construct a convenient approximation vεi j for it.
We introduce in Dεi j the spherical coordinates (r,Θ), r ∈ [0, rε + κε). Let ϕ : R → R be a
twice-continuously differentiable function such that ϕ(ρ) = 1 as ρ ≤ 1/2 and ϕ(ρ) = 0 as ρ ≥ 1.
We define the function vεi j by the formula (below we assume that 3r
ε
4 < r
ε − dε that is true for ε
small enough)
vεi j(r,Θ) =

1, r ∈
[
0, rε2
)
1 + ˇAεjr2−n
(
1 − ϕ
(
|x−xεi |−r
ε/2
rε/4
))
, r ∈
[ rε
2 , r
ε − dε)
Aεjr
2−n
+ Bεj , r ∈
[
rε − dε, rε)
ˆAεjr2−nϕ
(
|x−xεi |−r
ε
κε
)
, r ∈
[
rε, rε + κε
) (3.10)
We choose the coefficients Aεj , ˇAεj , ˆAεj , Bεj in such a way that vεi j satisfies conditions (1.5):
Aεj =
1
1 − aεj
[
(rε − dε)2−n − (rε)2−n
]−1
∼
rn−1εn−1−γ
n − 2
ˇAεj = ˆAεj = aεjAεj , Bεj = Aεj(rε)2−n(aεj − 1)
It is clear that vεi j ∈ dom(AD,εDεi j ) and A
εvεi j = 0 in Dεi j \
{
x : |x − xεi j| ∈
[
5rε
8 ,
3rε
4
]
∪
[
rε + κε2 , r
ε
+ κε
]}
.
Direct calculations lead to the following asymptotics as ε→ 0:
ηεDεi j
[vεi j] ∼ a j|∂B j|εn, ‖vεi j‖2L2,bε (Bεi j) ∼ b j|B j|ε
n (3.11)
‖Aεvεi j‖L2(Dεi j) = O(εn), ‖vεi j − 1‖2L2(Bεi j) + ‖v
ε
i j‖
2
L2(Gεi j∪Rεi j) = o(ε
n) (3.12)
Using the min-max principle we get
λ
D,ε
1 (Dεi j) =
ηεDεi j
[vεi j]
‖vεi j‖
2
L2,bε (Dεi j)
≤
ηεDεi j
[vεi j]
‖vεi j‖L2,bε (Dεi j)
∼
a j|∂B j|
b j|B j|
=
na j
rb j
= σ j (3.13)
One has the following estimates for the eigenfunction vεi j:
‖vεi j‖
2
L2(Rεi j) ≤ Cε
2ηεRεi j
[vεi j] (3.14)
‖vεi j − 1‖2L2(Bεi j) ≤ Cε
2ηεBεi j
[vεi j] (3.15)
‖vεi j‖
2
L2(Gεi j) ≤ Cε
γ−1
{
ηεGεi j
[vεi j] + ε2ηεRεi j[v
ε
i j] + ‖vεi j‖2L2(Ri j)
}
(3.16)
The first one is the Friedrichs inequality, the second one is the Poincare´ inequality and the third
one follows from Lemma 3.3. Furthermore one has the equality
ηεDεi j
[vεi j] = λD,ε1 (Dεi j)
(
‖vεi j‖
2
L2(Rεi j) + b j‖v
ε
i j‖
2
L2(Gεi j) + b j
(
‖vεi j − 1‖2L2(Bεi j) + |B
ε
i j|
))
(3.17)
It follows from (3.13)-(3.17) that
ηεDεi j
[vεi j] = O(εn), ‖vεi j − 1‖2L2(Bεi j) + ‖v
ε
i j‖
2
L2(Gεi j∪Rεi j) = o(ε
n) as ε→ 0 (3.18)
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Moreover (3.9), (3.18) imply
‖vεi j‖
2
L2,bε (Bεi j) ∼ b j|B j|ε
n (3.19)
Now let us estimate the difference wεi j = vεi j − vεi j. One has
‖wεi j‖
2
L2(Dεi j) ≤ 2
(
‖vεi j‖
2
L2(Gεi j∪Rεi j) + ‖v
ε
i j‖
2
L2(Gεi j∪Rεi j)
)
+ 2
(
‖vεi j − 1‖2L2(Bεi j) + ‖1 − v
ε
i j‖
2
L2(Bεi j)
)
and thus in view of (3.12), (3.18) we conclude that
‖wεi j‖
2
L2(Dεi j) = o(ε
n) (3.20)
Furthermore using inequality (3.13) we get
ηεDεi j
[wεi j] ≤ −2(Aεvεi j,wε)L2,bε (Dεi j) +

ηεDεi j
[vεi j]
‖vεi j‖
2
L2,bε (Dεi j)
‖vεi j‖
2
L2,bε (Dεi j) − η
ε
Dεi j
[vεi j]

and in view of (3.11), (3.12), (3.18)-(3.20) we conclude that
ηεDεi j
[wεi j] = o(εn) (3.21)
The statement of the lemma follows directly from (3.11), (3.20), (3.21). 
Lemma 3.5. lim
ε→0
λ
D,ε
2 (Dεi j) = ∞
Proof. We denote:
Bε =
{
y ∈ Rn : 0 ≤ |y| < r − εγ−1
}
, B = {y ∈ Rn : 0 ≤ |y| < r}
Gε =
{
y ∈ Rn : r − εγ−1 < |y| < r
}
R = {y ∈ Rn : r < |y| < r + κ} , D = {y ∈ Rn : 0 ≤ |y| < r + κ}
Also we introduce the functions aε(y), b(y):
aε(y) = aε(yε + xεi j), b(y) = bε(yε + xεi j), y ∈ D
(it is clear that b in independent of ε).
By AD,εD we denote the operator acting in L2,b(D) and being defined by the operation
AD,εD = −
1
b(y)
n∑
k=1
∂
∂yk
(
aε(y) ∂
∂yk
)
and the definitional domain dom(AD,εD ) which consists of functions v belonging to H2(Bε), H2(Gε),
H2(R) and satisfying the conditions
(v)+ = (v)− and
(
∂v
∂n
)+
= aεj
(
∂v
∂n
)−
, y ∈ ∂B
(v)+ = (v)− and aεj
(
∂v
∂n
)+
=
(
∂v
∂n
)−
, y ∈ ∂Bε
v = 0, y ∈ ∂D
We denote by λD,εk (D) the k-th eigenvalue of the operator AD,εD . It is clear that
∀k ∈ N : λD,εk (D) = ε2λD,εk (Dεi j) (3.22)
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Below we will prove that
∀k ∈ N : λD,εk (D) → λk (3.23)
where λk is the k-th eigenvalue of the operator A which acts in the space L2(R) ⊕ L2,b j (B) and is
defined by the formula
A = −
(
∆
D,N
R 0
0 b−1j ∆NB
)
Here the operator ∆D,NR (resp. ∆NB) is defined by the operation ∆ and the definitional domain con-
sisting of functions v ∈ H2(R) (resp. v ∈ H2(B)) satisfying the conditions
v|∂D = 0,
∂v
∂n
∣∣∣∣∣
∂R\∂D
= 0 (resp. ∂v
∂n
∣∣∣∣∣
∂B
= 0)
It is clear that λ1 = 0 (λ1 coincides with the first eigenvalue of −b−1j ∆NB) while
λ2 > 0 (3.24)
(λ2 coincides either with the first eigenvalue of −∆D,NR or with the second eigenvalue of −b−1j ∆NB).
Then the statement of the lemma follows directly from (3.22)-(3.24).
To complete the proof of lemma we have to prove (3.23). For that we use the following
Theorem (see [13]). Let Hε,H0 be separable Hilbert spaces, let Lε : Hε → Hε, L0 : H0 →H0
be linear continuous operators, imL0 ⊂ V ⊂ H0, where V is a subspace in H0.
Suppose that the following conditions C1 −C4 hold:
C1. The linear bounded operators Rε : H0 → Hε exist such that ‖Rε f ‖2Hε →ε→0 ̺‖ f ‖
2
H0
for any
f ∈ V. Here ̺ > 0 is a constant.
C2. Operators Lε,L0 are positive, compact and self-adjoint. The norms ‖Lε‖L(Hε) are bounded
uniformly in ε.
C3. For any f ∈ V: ‖LεRε f − RεL0 f ‖Hε →
ε→0
0.
C4. For any sequence f ε ∈ Hε such that sup
ε
‖ f ε‖Hε < ∞ the subsequence ε′ ⊂ ε and w ∈ V
exist such that ‖Lε f ε − Rεw‖Hε −→
ε=ε′→0
0.
Then for any k ∈ N
µεk →
ε→0
µk
where {µεk}∞k=1 and {µk}
∞
k=1 are the eigenvalues of the operatorsLε and L0, which are renumbered in
the increasing order and with account of their multiplicity.
Let us apply this theorem. We set Hε = L2,b(D), H0 = L2(R) ⊕ L2,b j (B), Lε = (AD,εD + I)−1,
L0 = (A + I)−1, V = H0. We introduce the operator Rε : H0 → Hε by the formula
[Rε f ](y) =
 fR(y), y ∈ R,fB(y), y ∈ B, f = ( fR, fB) ∈ H0
Evidently conditions C1 (with ̺ = 1) and C2 hold. Let us verify condition C3.
At first we introduce the operator Qε : H1(Bε) → H1(Rn) by the formula
[Qεv](y) = [Qv˜ε](kεy)
where kε = (r − εγ−1)−1r, the function v˜ε ∈ H1(B) is defined by the formula v˜ε(y) = v(y/kε) and
Q : H1(B) → H1(Rn) is the operator with the following properties:
∀v ∈ H1(B) : [Qv](y) = v(y) for y ∈ B, ‖Qv‖H1(Rn) ≤ C‖v‖H1(B)
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(such an operator exists, see e.g. [19]). One has
∀v ∈ H1(Bε) : [Qεv](y) = v(y) for y ∈ Bε
Since kε ∼ 1 as ε→ 0, then, obviously,
∀v ∈ H1(Bε) : ‖Qεv‖H1(Rn) ≤ C1‖v‖H1(Bε) (3.25)
Let f = ( fR, fB) ∈ H0. We set f ε = Rε f , vε = Lε f ε. It is clear that
‖vε‖L2,b(D) ≤ ‖ f ε‖L2,b(D) = ‖ f ‖2H0 (3.26)
One has the following integral equality:∫
D
[
aε(y)(∇vε,∇wε) + b(y) (vεwε − f εwε) ]dy = 0, ∀wε ∈ ◦H1(D) (3.27)
Substituting into (3.27) wε = vε and taking into account (3.26) we obtain∫
D
aε|∇vε|2dy ≤ C (3.28)
Let vεR ∈ H
1(R) (resp. vεB ∈ H1(B)) be the restrictions of vε onto R (resp. the restrictions of
Qεvε onto B). Since vε ∈ dom(AD,εD ) then vεR|∂D = 0. It follows from estimates (3.25), (3.26), (3.28)
that the set
{
(vεR, vεB)
}
ε
is bounded in H1(R) ⊕ H1(B) uniformly in ε. Therefore the set
{
(vεR, vεB)
}
ε
is weakly compact in H1(R) ⊕ H1(B) and in view of the embedding theorem it is compact in
L2(R) ⊕ L2(B). Let ε′ ⊂ ε be an arbitrary subsequence for which
vεR −→ε=ε′→0
vR ∈ H1(R) weakly in H1(R) and strongly in L2(R), vR|∂D = 0
vεB −→ε=ε′→0
vB ∈ H1(B) weakly in H1(B) and strongly in L2(B) (3.29)
We will prove that
v = L0 f , where v = (vR, vB) (3.30)
We define the function wε ∈
◦
H1(D) by the formula
wε(x) = (wB(x) − wR(x)) ϕ
 |x − xεi j| − (r − εγ−1)εγ−1
 + wR(x)
Here wR,wB ∈ C∞(Rn) are arbitrary functions, supp(wR) ⊂ D, ϕ : R → R be a smooth function
such that ϕ(ρ) = 1 as ρ ≤ 1/2 and ϕ(ρ) = 0 as ρ ≥ 1. Substituting wε into (3.27) we get∫
R
[(
∇vεR,∇wR
)
+ vεRwR − fRwR
]
dy +
∫
B
[(
∇vεB,∇wB
)
+ b j
(
vεBwB − fBwB
) ]dy + δ(ε) = 0 (3.31)
where
δ(ε) = −
∫
Gε
[(
∇vεB,∇wB
)
+ b j
(
vεBwB − fBwB
) ]dy + ∫
Gε
[
aεj
(
∇vε,∇wε
)
+ b j
(
vεwε − f εwε)]dy
It is clear that ∫
Gε
aεj |∇w
ε|2dy + ‖wε‖2L2(Gε) ≤ C(ε2 + εγ−1)
17
and due to (3.25), (3.26), (3.28) we get δε → 0 as ε → 0. Taking into account (3.29) we pass to
the limit as ε = ε′ → 0 in (3.31) and obtain∫
R
[(
∇vR,∇wR
)
+ vRwR − fRwR
]
dy +
∫
B
[(
∇vB,∇wB
)
+ b j (vBwB − fBwB)
]
dy = 0
Hence −∆D,NR vR + vR = fR and −b−1j ∆NBvB + vB = fB. Therefore (3.30) holds. In view of (3.30)
(vR, vB) is independent of the subsequence ε′ and thus (vεR, vεB) converges to (vR, vB) as ε→ 0.
Making the substitution x = yε + xεi j in estimate (3.7) we get
‖vε‖2L2(Gε) ≤ Cε
γ−1
ε−2
∫
Gε
aεj |∇v
ε|2dy +
∫
R
|∇vε|2dy + ‖vε‖2L2(R)

and therefore in view of (3.26), (3.28) we obtain (recall that γ > 3)
‖vε‖2L2(Gε) →ε→0
0 (3.32)
Taking into account (3.29), (3.30), (3.32) we get
‖LεRε f − RεL0 f ‖2Hε ≤ ‖vεR − vR‖2L2(R) + ‖vεB − vB‖2L2,b j (Bε) + 2
(
‖vε‖2L2(Gε) + ‖vB‖
2
L2(Gε)
)
→
ε→0
0
and thus C3 is proved.
Finally let us verify condition C4. Let sup
ε
‖ f ε‖Hε < ∞. We denote vε = Lε f ε, it is clear that the
set {vε}ε is bounded in H1(D) uniformly in ε. Then the set
{
(vεR, vεB)
}
ε
is bounded in H1(R)⊕H1(B)
uniformly in ε and therefore the subsequence ε′ ⊂ ε and w = (wR,wB) ∈ H1(R) ⊕ H1(B) ⊂ H0
exist such that
vεR −→
ε=ε′→0
wR weakly in H1(R) and strongly in H1(R)
vεB −→
ε=ε′→0
wB weakly in L2(B) and strongly in L2(B)
Moreover vε satisfies (3.32), therefore lim
ε=ε′→0
‖L0 f ε − w‖2 = 0. C4 is proved.
We have verified the fulfilment of conditions C1−C4. Thus the eigenvalues µεk of the operatorLε
converge to the eigenvalues µk of the operatorL0 as ε→ 0. But λD,εk (D) = (µεk)−1−1, λk = (µk)−1−1
that implies (3.23). The lemma is proved. 
4. Structure of σ(A0)
In this section we prove equality (1.13).
At first we show that
λ ∈ σ(A0) \
m⋃
j=1
{
σ j
}
⇐⇒ λF (λ) ∈ σ(Â) (4.1)
where σ(Â) is the spectrum of the operator Â = −
n∑
k,l=1
âkl
∂2
∂xk∂xl
, the function F (λ) is defined by
(1.9)
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Fig. 2. The graph of the function λF (λ) (for m = 3).
Indeed let λ ∈ σ(A0) \
m⋃
j=1
{
σ j
}
. Then there is nonzero F =

f
f1
. . .
fm
 ∈ L2(Rn) ⊕j=1,m L2,ρ j/σ j(Rn) such
that
F < im(A0 − λI) (4.2)
Let us suppose the opposite, i.e. λF (λ) < σ(Â). Then for any g ∈ L2(Rn) there is u ∈ dom(Â)
such that
Âu − λF (λ)u = g (4.3)
We set g = f +
m∑
j=1
ρ j f j
σi − λ
. It follows from (4.3) that
A0U − λU = F, where U =

u
u1
. . .
um
 , u j =
σ ju + f j
σ j − λ
( j = 1, . . . ,m)
We obtain a contradiction with (4.2), hence λF (λ) ∈ σ(Â). Converse assertion in (4.1) is proved
similarly.
It is well-known that σ(Â) = [0,∞), therefore
λ ∈ σ(A0) \
m⋃
j=1
{
σ j
}
iff λF (λ) ≥ 0 (4.4)
At first we study the function λF (λ) on R. It is easy to get (see Fig. 2) that there are the points
µ j, j = 1, . . . ,m such that
F (µ j) = 0, j = 1, . . . ,m − 1
σ j < µ j < σ j+1, j = 1, . . . ,m − 1, σm < µm < ∞λ ∈ R \
m⋃
j=1
{
σ j
}
: λF (λ) ≥ 0
 = [0,∞) \

m⋃
j=1
[σ j, µ j)

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Let us consider the equation λF (λ) = a, where a ∈ [0,∞). One the one hand it is equivalent
to the equation
(
m∏
j=1
(σ j − λ)
)−1
Pm+1(λ) = 0, where Pm+1 is a polynomial of the degree m + 1, and
therefore inC this equation at most m+1 roots. On the other hand on [0,∞) the equation λF (λ) = a
has exactly m + 1 roots (see Fig. 2). Thus the set {λ ∈ C : λF (λ) ≥ 0} belong to [0,∞).
We conclude that λ ∈ σ(A0) \
m⋃
j=1
{
σ j
}
iff λ ∈ [0,∞) \
(
m⋃
j=1
[σ j, µ j)
)
. Since σ(A0) is a closed set
then the points σ j, j = 1,m also belong to σ(A0). This completes the proof of equality (1.13).
5. Proof of Hausdorff convergence
This section is a main part of the proof: we show that the set σ(Aε) converges in the Hausdorff
sense to the set σ(A0) as ε→ 0, that is the following conditions (AH) and (BH) hold:
if λε ∈ σ(Aε) and lim
ε→0
λε = λ then λ ∈ σ(A0) (AH)
for any λ ∈ σ(A0) there exists λε ∈ σ(Aε) such that lim
ε→0
λε = λ (BH)
5.1. Proof of condition (AH). Let λε ∈ σ(Aε), lim
ε→0
λε = λ. We have to prove that λ ∈ σ(A0).
If λ ∈
m⋃
j=1
{
σ j
}
then (AH) holds true since
m⋃
j=1
{
σ j
}
⊂ σ(A0). Therefore we focus on the case
λ <
m⋃
j=1
{
σ j
}
.
We consider the sequence εN ⊂ ε, where εN = 1N , N = 1, 2, 3. . . For convenience we preserve
the same notation ε having in mind the sequence εN .
Taking into account Remark 2.1 we conclude that there exists θε ∈ Tn such that λε ∈ σ(Aθε,εY ).
We extract a subsequence (still denoted by ε) such that θε →
ε→0
θ ∈ Tn.
Let uε ∈ dom(Aθε,εY ) be the eigenfunction corresponding to λε and such that
‖uε‖L2,bε (Y) = 1 (and therefore ηεY [uε] = λε) (5.1)
We introduce the operator Πε : H1(FεY) → H1(Y) such that for each u ∈ H1(FεY ):
Π
εu(x) = u(x) for x ∈ FεY
‖Πεu‖H1(Y) ≤ C‖u‖H1(FεY )
(5.2)
It is known (see e.g. [3, 18]) that such an operator exists.
Also we introduce the operators Πεj : L2(∪i∈IεBεi j) → L2(Y) ( j = 1, . . . ,m) by the formula
i ∈ Iε, x ∈ Yεi : Π
ε
ju(x) = 〈u〉Bεi j
(recall that Y = ⋃
i∈Iε
Yεi ). Using the Cauchy inequality we obtain
‖Πεju‖L2(Y) ≤ C‖u‖L2(∪i∈Iε Bεi j) (5.3)
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It follows from (5.1)-(5.3) and the embedding theorem that a subsequence (still denoted by ε),
u ∈ H1(Y) and u j ∈ L2(Y) ( j = 1, . . . ,m) exist such that
Π
εuε →
ε→0
u weakly in H1(Y) and strongly in L2(Y)
Π
ε
ju
ε →
ε→0
u j weakly in L2(Y) ( j = 1, . . . ,m)
Moreover due to the trace theorem
Π
εuε →
ε→0
u strongly in L2(∂Y) (5.4)
and therefore u belong to H1θ (Y), i.e.
∀k = 1, n : u(x + ek) = θku(x), for x = (x1, x2, . . . , 0, . . . , xn)
↑
k-th place
(5.5)
We denote by ÂθY the operator which is defined by the operation ÂθYu = −
n∑
k,l=1
âkl
∂2u
∂xk∂xl
and the
definitional domain dom(ÂθY) consisting of functions belonging to H2(Y) and satisfying θ-periodic
boundary conditions, i.e.
∀k = 1, n :

u(x + ek) = θku(x),
n∑
l=1
âkl
∂u
∂xl
(x + ek) = θk
n∑
l=1
âkl
∂u
∂xl
(x), for x = (x1, x2, . . . , 0, . . . , xn)↑
k-th place
It is clear that σ(ÂθY) ⊂ [0,∞).
Lemma 5.1. One has
u ∈ dom(ÂθY) and ÂθYu = λF (λ)u (5.6)
Proof. One has the following integral equality:∫
Y
(
aε(x)(∇uε(x),∇wε(x)) − λεbε(x)uε(x)wε(x))dx = 0, ∀wε ∈ H1
θε
(Y) (5.7)
In order to prove (5.6) we plug into (5.7) a function wε of special type and then pass to the limit as
ε→ 0.
We introduce some additional notations. Let vk ∈ C2(F) (k = 1, . . . , n) be a function that solves
the problem (1.7) in F. We denote by v̂k the function that belongs to C2(Y) and coincides with
vk in F (such a function exists, see e.g. [19]). Then we extend v̂k by periodicity to the whole Rn
preserving the same notation for the extended function. Using a standard regularity theory one can
easily prove that v̂k ∈ C2(Rn). We set
vεk(x) = ε̂vk(xε−1)
Let vεi j ∈ C2,ε(Dεi j) (i ∈ Zn, j = 1, . . . ,m) be the function which is defined in Dεi j by formula
(3.10), supp(vεi j) ⊂ Dεi j. We redefine it by zero in Rn \ Dεi j. Recall that vεi j was constructed in
Lemma 3.4 as an approximation for the eigenfunction vεi j of the operator A
D,ε
Dεi j
which corresponds
to the first eigenvalue λD,ε1 (Dεi j) and satisfies (3.9).
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Let ϕ : R → R be a twice-continuously differentiable function such that ϕ(ρ) = 1 as ρ ≤ 1/2
and ϕ(ρ) = 0 as ρ ≥ 1. We set
ϕεi (x) = 1 −
m∑
j=1
ϕ
(
|x − xεi j| − (rε − dε)
dε
)
, x ∈ Rn
Its clear that
ϕεi (x) = 0 for x ∈
m⋃
j=1
Bεi j, ϕ
ε
i (x) = 1 for x ∈ Rn \
(
m⋃
j=1
(Gεi j ∪ Bεi j)
)
|Dαϕεi | < Cε−αγ (|α| = 0, 1, 2, . . . ) in
m⋃
j=1
Gεi j
(5.8)
We cover Rn by the cubes
Y˜εi =
{
x ∈ Rn : iε < xk < (i + 1)ε + ε3/2
}
, i ∈ Zn
Let
{
ψεi (x)
}
i∈Zn
be a partition of unity associated with this covering, that is
ψεi (x) ∈ C2(Rn), 0 ≤ ψεi (x) ≤ 1,
∑
i∈Zn
ψεi (x) = 1, ψεi (x) = 1 if x ∈ Y˜εi \
⋃
l,i
Y˜εl , ψ
ε
i (x) = 0 if x < Y˜εi
Moreover, analyzing a standard procedure of the construction of the partition of unity (see e.g. [20])
we can easily construct the partition of unity satisfying the following additional conditions
∀i ∈ Zn,∀x ∈ Rn : ψεi (x) = ψε0(x + iε) (5.9)
Dαψε0(x) < Cε−3α/2 (α = 0, 1, 2) for x ∈ Y˜0 ∩
⋃
l,0
Y˜l
 (5.10)
We consider the function wε of the following form:
wε(x) =
∑
i∈Zn
ψεi (x)
(
gεi (x) + hεi (x)
) (5.11)
where
gεi (x) = g(xi,ε) + ϕεi (x)
 n∑
k=1
∂g
∂xk
(xi,ε)(xk − xi,εk − vεk(x))+
+
1
2
n∑
k,l=1
∂2g
∂xk∂xl
(xi,ε)(xk − xi,εk − vεk(x))(xl − xi,εl − vεl (x))
 (5.12)
hεi (x) =
m∑
j=1
(h j(xεi j) − g(xεi j))vεi j (5.13)
Here xi,ε is the center of Yεi , g(x), h j(x) are arbitrary functions from C2(Rn) satisfying
∀x ∈ Rn, ∀i = (i1, . . . , in) ∈ Zn :
g(x + i) = θ
i1
1 · . . . · θ
in
n g(x)
h j(x + i) = θi11 · . . . · θinn h j(x), j = 1, . . . ,m
(5.14)
Remark that
∂gεi
∂n
= 0 on ∂Gεi j. Taking this into account we conclude that wε(x) belongs to C2,ε(Rn)
and in view of (5.9), (5.14) and the periodicity of vεk we get
∀x ∈ Rn, ∀i ∈ Zn : wε(x + i) = θi11 · . . . · θinn wε(x)
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We also introduce the notations
gε =
∑
i∈Zn
ψεi (x)gεi (x), hε =
∑
i∈Zn
ψεi (x)hεi (x)
The function wε belong to H1
θ
(Y). In order to obtain the function from H1
θε
(Y) we modify wε
multiplying it by the function which is very close to 1 in Y as ε → 0. Namely, we define the
function 1ε ∈ C∞(Rn) by the following recurrent formulae:
1ε(x1, . . . , xn) = An(x1, . . . , xn−1)xn + Bn(x1, . . . , xn−1),
α = 2, . . . , n :
Bα(x1, . . . , xα−1) = Aα−1(x1, . . . , xα−2)xα−1 + Bα−1(x1, . . . , xα−2),Aα(x1, . . . , xα−1) = (θεα/θα − 1)Bα(x1, . . . , xα−1),
B1 = 1, A1 = θε1/θ1 − 1.
It is easy to see that
max
x∈Y
|1ε(x) − 1| +max
x∈Y
|∇1ε(x)| →
ε→0
0
1ε ∈ H1
θε/θ
(Y), where θε/θ := (θε1/θ1, . . . , θεn/θn)
(5.15)
Finally we set
wε(x) = wε(x) + (1ε(x) − 1)wε(x)
It is clear that wε ∈ H1
θε
(Y).
Substituting wε into (5.7) and integrating by parts we obtain∫
Y
(
uεAεwε − λεuεwε
)
bεdx+
+
∫
∂Y
uε
∂wε
∂n
ds +
∫
Y
(
aε
(
∇uε,∇((1ε − 1)wε)) − λεbεuε(1ε − 1)wε)dx = 0 (5.16)
Further we will prove that the second and the third integrals in (5.16) tend to zero as ε → 0.
Now we focus on the first integral in (5.16). Using Lemma 3.3 and taking into account (5.1), (5.8)
we obtain the estimates
‖uε‖2L2(GεY ) ≤ Cε
γ−1
∑
i∈Iε
(
ηεGεi j
[uε] + ε2ηεRεi j[u
ε] + ‖uε‖2L2(Rεi j)
)
≤ C1εγ−1 (5.17)
‖Aεgε‖2L2(GεY ) ≤ Cε
3−γ (5.18)
Since Aεhε = 0 in Gεi j then in view of (1.3), (5.17), (5.18)∣∣∣(uε,Aεwε)L2,bε (GεY )∣∣∣ ≤ Cε →ε→0 0 (5.19)
Similarly we obtain
lim
ε→0
(uε,wε)L2,bε (GεY ) = 0 (5.20)
We denote
F˜εi =
{
x ∈ Fεi : iε + ε
3/2 < xk < (i + 1)ε
}
, F˜εY =
⋃
i∈Iε
F˜εi
It is clear that F˜εi = Fεi \
(⋃
l,i
Y˜εl
)
.
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Firstly we estimate gε in FεY \ F˜εY . We represent gε in FεY \ F˜εY in the form
gε(x) =
∑
i∈Zn
ψi(x)

gi,ε +
n∑
k=1
gi,ε
,k
(
xk − x
i,ε
k
)
+
1
2
n∑
k,l=1
gi,ε
,kl
(
xk − x
i,ε
k
)(
xl − x
i,ε
l
)
− g(x)
−
−
n∑
k=1
gi,ε,k + n∑
l=1
gi,ε
,kl
(
xl − x
i,ε
l
)
− g,k(x)
 vεk(x) + 12
∑
k,l=1
(gi,ε
,kl − g,kl(x))vεk(x)vεl (x)
+
+ g(x) −
n∑
k=1
g,k(x)vεk(x) +
1
2
n∑
k,l=1
g,kl(x)vεk(x)vεl (x) (5.21)
Here gi,ε = g(xi,ε), g,k(x) = ∂g
∂xk
(x), gi,ε
,k = g
ε
,k(xi,ε), g,kl(x) =
∂2g
∂xk∂xl
(x), gi,ε
,kl = g
ε
,kl(xi,ε). It follows
from (5.10), (5.21) that |∆gε(x)| < C for x ∈ FεY \ F˜εY . Since dist
(
m⋃
j=1
Dεi j, ∂Y
ε
i
)
≥ κε then hε = 0 in
FεY \ F˜
ε
Y when ε is small enough and therefore∣∣∣∣(uε,Aεwε)L2,bε (FεY \F˜εY )
∣∣∣∣ ≤ C‖∆gε‖L2(FεY\F˜εY ) ≤ C1
√
|FεY \ F˜
ε
Y | ≤ C2ε
1/4 (5.22)
Similarly we obtain
lim
ε→0
(uε,wε)L2,bε (FεY \F˜εY ) = 0 (5.23)
Let us study gε and hε in F˜ε. It is clear that
∆gε =
n∑
k,l=1
gi,ε
,kl
(
∇(xk − vεk),∇(xl − vεl )
) for x ∈ F˜εi (5.24)
In view of Lemma 3.1 and the Poincare´ inequality one has the following estimate:∥∥∥∥uε − 〈uε〉F˜εi
∥∥∥∥2
L2(F˜εi )
+ εn
∣∣∣∣〈Πεuε〉Yεi − 〈uε〉F˜εi
∣∣∣∣2 + ∥∥∥Πεuε − 〈Πεuε〉Yεi ∥∥∥2L2(Yεi ) ≤ Cε2 ‖∇Πεuε‖2L2(Yεi ) (5.25)
Using (5.24), (5.25) and the Poincare´ inequality we get
(uε,Aεwε)L2,bε (F˜εY ) = −
n∑
k,l=1


∫
F
(
∇(xk − vk),∇(xl − vl))dx
 εn
∑
i∈Iε
gi,ε
,kl〈Π
εuε〉Yεi
 + o(1) =
= −
n∑
k,l=1
âkl|F |
∫
Y
uε
∂2g
∂xk∂xl
dx + o(1) →
ε→0
−
n∑
k,l=1
âkl|F |
∫
Y
u
∂2g
∂xk∂xl
dx (5.26)
In the same way using Lemma 3.2 (for vε = Πεuε) we obtain
(uε, gε)L2,bε (F˜εY ) =
∑
i∈Iε
g(xi,ε)〈uε〉Fεi |F |εn + o(1) →ε→0 |F |
∫
Y
u(x)g(x)dx (5.27)
(here we also use the estimate εn‖〈uε〉F˜εi −〈u
ε〉Fεi ‖
2 ≤ Cε2‖∇Πεuε‖2L2(Yεi ) which follows from Lemma
3.1).
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Let us study hε in F˜εY . Integrating by parts and taking into account the form of the function vεi j
(in particular, we have the estimate ‖Aεvεi j‖L2(Yεi ) < Cεn), the Poincare´ inequality and Lemma 3.2
we obtain
(uε,Aεhε)L2,bε (F˜εY ) = (u
ε,Aεhε)L2,bε (FεY ) =
m∑
j=1
∑
i∈Iε
〈uε〉Fεi
∫
ˆCεi j
∂vεi j
∂r
(
h j(xεi j) − g(xεi j)
)
ds+
+
∑
i∈Iε
(
uε − 〈uε〉Fεi ,A
εhεi
)
L2,bε (Fεi )
=
m∑
j=1
a j
∣∣∣∂B j∣∣∣∑
i∈Iε
〈uε〉Fεi
(
g(xεi j) − h j(xεi j)
)
εn + o(1) →
ε→0
→
ε→0
m∑
j=1
a j
∣∣∣∂B j∣∣∣ ∫
Y
u(x)
(
g(x) − h j(x)
)
dx (5.28)
(here r = |x − xεi j|). In the same way we get
lim
ε→0
(uε, hε)L2,bε (F˜εY ) = 0 (5.29)
Let us study hε in BεY (gε = 0 in BεY). Integrating by parts and using the Poincare´ inequality we
obtain
(uε,Aεhε)L2,bε (BεY ) = −
m∑
j=1
∑
i∈Iε
〈uε〉Bεi j
∫
ˇCεi j
∂vεi j
∂r
(
h j(xεi j) − g(xεi j)
)
ds + o(1) =
=
m∑
j=1
a j
∣∣∣∂B j∣∣∣ ∫
Y
Π
ε
ju
ε(x)(h j(x) − g(x))dx + o(1) →
ε→0
m∑
j=1
a j
∣∣∣∂B j∣∣∣ ∫
Y
u j(x)
(
h j(x) − g(x)
)
dx (5.30)
In the same way we get
lim
ε→0
(uε, hε)L2,bε (BεY ) =
m∑
j=1
|B j|b j
∫
Ω
u j(x)h j(x)dx (5.31)
Finally, let us estimate the remaining integrals in (5.16). One can easily obtain that
ηεY [wε] + ‖wε‖2L2,bε (Y) < C
and therefore in view of (5.15)
lim
ε→0
∫
Y
(
aε
(
∇uε,∇((1ε − 1)wε)) − λεbεuε(1ε − 1)wε)dx = 0 (5.32)
It is easy to see that the function pε = ∂w
ε
∂n
∣∣∣∣∣
∂Y
is bounded in L2(∂Y) uniformly in ε and therefore
there is a subsequence (still denoted by ε) and p ∈ L2(∂Y) such that
pε →
ε→0
p weakly in L2(∂Y) (5.33)
Moreover it is clear that ∀k = 1, n: pε(x + ek) = −θεk pε(x) for x = (x1, x2, . . . , 0, . . . , xn)
↑
k-th place
. Therefore
∀k = 1, n : p(x + ek) = −θk p(x) for x = (x1, x2, . . . , 0, . . . , xn)
↑
k-th place
(5.34)
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Taking into account (5.4), (5.5), (5.33), (5.34) we get
lim
ε→0
∫
∂Y
uε
∂wε
∂n
ds =
∫
∂Y
up ds = 0 (5.35)
Then taking into account (5.19), (5.20), (5.22), (5.23), (5.26)-(5.32), (5.35) we pass to the limit
in (5.16) and obtain the equality
∫
Y
−u(x)|F |
n∑
k,l=1
âkl
∂2g
∂xk∂xl
(x) − λ|F |u(x)g(x) +
m∑
j=1
(
a j|∂B j|
(
g(x) − h j(x))u(x) +
+a j|∂B j|
(h j(x) − g(x))u j(x) − λ|B j|b ju j(x)h j(x))) dx = 0 (5.36)
Recall that g, h j ∈ C2(Rn) are arbitrary functions satisfying (5.14).
Plugging g = 0, h j = 0 for j , k into (5.36) and taking into account the equality |∂B j| = |B j|nr−1
we get
uk =
σk
σk − λ
u, k ∈ {1, . . . ,m} (5.37)
Then setting h j = 0 for all j = 1, . . . ,m, integrating by parts and taking into account (5.37) we get∫
Y

n∑
k,l=1
âkl
∂u
∂xk
∂g
∂xl
− λF (λ)ug
 dx = 0 (5.38)
where the function F (λ) is defined by (1.9).
Equality (5.38) is valid for an arbitrary g belonging to C∞(Rn) and satisfying (5.14). It is clear
that the set of such functions is dense in H1
θ
(Y). Therefore equality (5.38) implies (5.6). Lemma
5.1 is proved. 
Lemma 5.2. u , 0.
Proof. Let us introduce the spherical coordinates (r,Θ) in Dεi j and the function uεi j by the formula
uεi j(ρ,Θ) = 〈uε〉S εi j(ρ), where S εi j(ρ) =
{
x ∈ Rn : |x − xεi j| = ρ
}
One has the following Poincare´ inequality:
‖uε − uεi j‖
2
L2(S εi j(ρ)) ≤ Cρ
2‖∇Θu
ε‖2L2(S εi j(ρ)) ≤ C1ε
2‖∇uε‖2L2(S εi j(ρ))
(here ∇Θ is a gradient on S εi j(ρ): for example in the case n = 2 one has ∇Θu = 1ρ2 ∂u∂θ ). Integrating it
by ρ from 0 to rε − dε and summing by i we get∑
i∈Iε
‖uε − uεi j‖
2
L2(Bεi j) ≤ Cε
2‖∇uε‖2L2(⋃
i
Bεi j) ≤ C1ε
2λε (5.39)
We denote uεi j = uεi j − 〈uε〉S εi j . Clearly u
ε
i j ∈ dom(AD,εDεi j ) and
A
D,ε
Dεi j
uεi j − λ
εuεi j = λ
ε〈uε〉S εi j
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Recall that λ <
m⋃
j=1
{σ j}. Then in view of Lemmas 3.4, 3.5 λε < σ(AD,εDεi j ) when ε is small enough.
Therefore we have the following expansion:
uεi j =
∞∑
k=1
Iki j(ε), where Iki j(ε) = vDk (Dεi j)
(
λε〈uε〉S εi j , v
D
k (Dεi j)
)
L2,bε (Dεi j)∥∥∥∥vDk (Dεi j)∥∥∥∥2L2,bε (Dεi j)
(
λD,εk (Dεi j) − λε
) (5.40)
Here
{
vDk (Dεi j)
}m
k=1
is a system of eigenfunctions of AD,εDεi j corresponding to
{
λ
D,ε
k (Dεi j)
}m
k=1
and such
that
(
vDk (Dεi j), vDl (Dεi j)
)
L2,bε (Dεi j)
= 0 if k , l.
Using Lemmas 3.2, 3.5 we get (for j ∈ {1, . . . ,m})
∑
i∈Iε
∥∥∥∥∥∥∥
∞∑
k=2
Iki j(ε)
∥∥∥∥∥∥∥
2
L2(Bεi j)
≤ C max
k=2,∞
∣∣∣λD,εk (Dεi j) − λε∣∣∣−2 ∑
i∈Iε
∣∣∣∣〈uε〉S εi j ∣∣∣∣2 εn →ε→0 0 (5.41)
As in Lemma 3.4 we denote vεi j = vD1 (Dεi j) assuming that vεi j is normalized by condition (3.9).
Using estimates (3.16), (3.18) and Lemma 3.2 we get
∑
i∈Iε
∥∥∥I1i j(ε)∥∥∥2L2(Bεi j) ∼
∑
i∈Iε
λ2|B j|
∣∣∣∣〈uε〉S εi j ∣∣∣∣2
(σ j − λ)2 ε
n ∼
λ2|B j|‖u‖2L2(Y)
(σ j − λ)2 (5.42)
as ε→ 0. It follows from (5.40)-(5.42) that
lim
ε→0
∑
i∈Iε
∥∥∥uεi j∥∥∥2L2(Bεi j) = λ
2|B j|‖u‖2L2(Y)
(σ j − λ)2 (5.43)
Similarly we obtain ∫
Bεi j
uεi jdx ∼
〈uε〉S εi jλ|B j|
σ j − λ
εn as ε→ 0 (5.44)
Using (3.16), (3.18), (5.43), (5.44) and Lemma 3.2 we get
∑
i∈Iε
∥∥∥uεi j∥∥∥2L2,bε (Bεi j) =
∑
i∈Iε

∥∥∥uεi j∥∥∥2L2(Bεi j) + 2〈uε〉S εi j
∫
Bεi j
uεi j(x)dx +
∣∣∣∣〈uε〉S εi j ∣∣∣∣2 · |Bεj |εn
 b j →ε→0
→
ε→0
[
λ2|B j|
(σ j − λ)2 +
2λ|B j|
σ j − λ
+ |B j|
]
b j‖u‖2L2(Y) = |B j|b j
(
σ j
σ j − λ
)2
‖u‖2L2(Y) (5.45)
Using the Poincare´ inequality and Lemma 3.2 one can easily prove that
‖uε‖2L2,bε (FεY ) = |F |
∑
i∈Iε
〈uε〉Fεi ε
n
+ o(1) →
ε→0
|F | · ‖u‖2L2(Y) (5.46)
Furthermore in view of Lemma 3.3
lim
ε→0
‖uε‖2L2,bε (GεY ) = 0 (5.47)
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Finally taking into account (5.39), (5.45)-(5.47) we obtain
1 = ‖uε‖2L2,bε (Y) →ε→0 ‖u‖
2
L2(Y)
|F | +
m∑
j=1
(
σ j
σ j − λ
)2
|B j|b j

and therefore u , 0. Lemma 5.2 is proved. 
It follows from Lemmas 5.1-5.2 that λF (λ) belong to the spectrum σ(ÂθY) of the operator ÂθY .
Therefore λF (λ) ∈ [0,∞) and in view of (4.4) λ ∈ σ(A0). Condition (AH) is proved.
5.2. Proof of condition (BH). Let λ ∈ σ(A0). Let us prove that there is λε ∈ σ(Aε) such that
lim
ε→0
λε = λ.
We assume the opposite: the subsequence (still denoted by ε) and δ > 0 exist such that
dist(λ, σ(Aε)) > δ. (5.48)
Since λ ∈ σ(A0) then the function F =

f
f1
. . .
fm
 ∈ L2(Rn) ⊕j=1,m L2,ρ j/σ j(Rn) exists such that
F < im(A− λI), where I is the identical operator (5.49)
It follows from (5.48) that λ ∈ R \ σ(Aε). Then im(Aε − λI) = L2,bε(Rn) and hence for an
arbitrary f ε ∈ L2,bε(Rn) there is the unique uε ∈ dom(Aε) such that
Aεuε − λuε = f ε (5.50)
We substitute the following f ε(x) ∈ L2,bε(Rn) into (5.50):
f ε(x) =

〈 f 〉Yεi , x ∈ Fεi ,
〈 f j〉Yεi , x ∈ Bεi j,
0, x ∈ ⋃
i. j
Gεi j.
It is clear that the norms ‖ f ε‖L2,bε (Rn) are bounded uniformly in ε. Then in view of (5.48) uε satisfies
the inequality
‖uε‖L2,bε (Rn) ≤ δ
−1‖ f ε‖L2,bε (Rn) ≤ C
Furthermore
‖∇uε‖2L2(Rn) ≤ ‖ f ε‖L2,bε (Rn) · ‖uε‖L2,bε (Rn) + |λ| · ‖uε‖2L2,bε (Rn) ≤ C
Hence a subsequence (still denoted by ε) and u ∈ H1(Rn), u j ∈ L2(Rn) such that
Π
εuε → u weakly in H1(Rn) and strongly in L2(G) for any compact set G ⊂ Rn
Π
ε
ju
ε → u j weakly in L2(Rn) ( j = 1, . . . ,m)
where Πε, Πεj ( j = 1, . . . ,m) are the operators introduced above in the proof of condition (AH).
For an arbitrary wε ∈
◦
C∞(Rn) one has the following integral equality:∫
Rn
(
aε(x)(∇uε(x),∇wε(x)) − λεbε(x)uε(x)wε(x) − bε(x) f ε(x)wε(x))dx = 0 (5.51)
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We substitute into (5.51) the function wε of the form (5.11)-(5.13), but with g, h j ∈
◦
C∞(Rn). Making
the same calculations as in the proof of condition (AH) we obtain∫
Rn
[
− u(x)
n∑
k,l=1
âkl|F |
∂2g
∂xk∂xl
(x) − λ|F |u(x)g(x) − |F | f (x)g(x)+
+
m∑
j=1
(
a j|∂B j|
(
g(x) − h j(x))u(x)+
+ a j|∂B j|
(h j(x) − g(x))u j(x) − λ|B j|b ju j(x)h j(x) − |B j|b j f j(x)h j(x))]dx = 0 (5.52)
for an arbitrary g, h j ∈
◦
C∞(Rn). It follows from (5.52) that
U =

u
u1
. . .
um
 ∈ dom(A0) and A0U − λU = F
We obtain a contradiction with (5.49). Condition (BH) is proved.
6. End of proof of Theorem 1.1
In general the Hausdorff convergence of σ(Aε) to σ(A0) does not imply (1.10)-(1.11)2. However
if we prove that σ(Aε) has at most m gaps in [0, L] when ε is less some εL then this implication
holds true. More precisely the following simple proposition is valid.
Proposition 6.1. Let Bε = [0, L] \
(
mε⋃
j=1
(αεj , βεj)
)
, B = [0, L] \
(
m⋃
j=1
(α j, β j)
)
, where L < ∞ and
0 ≤ αε1, αεj < βεj ≤ αεj+1, j = 1,mε − 1, αεmε ≤ L
0 < α1, α j < β j < α j+1, j = 1,m − 1, αm < L
mε ≤ m
Bε converges to B in the Hausdorff sense as ε→ 0
Then mε = m when ε is small enough and
∀ j = 1, . . . ,m : lim
ε→0
αεj = α j, lim
ε→0
βεj = β j
We introduce the notation [a−k (ε), a+k (ε)] :=
⋃
θ∈Tn
{
λ
θ,ε
k (Yε0 )
}
.
Lemma 6.1. lim
ε→0
a+
m+1(ε) = ∞
Proof. In the same way as in the proof Lemma 3.5 we obtain the following equality
lim
ε→0
ε2λN,εk (Yε0 ) = λk, k = 1, 2, 3... (6.1)
2For example, the set σε := σ(A0) ∩
( ⋃
k∈N
[
εk, ε(k + 12 )
] )
also converges to σ(A0) in the Hausdorff sense, but the
number of gaps in σε ∩ [0, L] tends to infinity as ε→ 0.
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where {λk}k∈N are the eigenvalues of the operator A which acts in the space L2(F) ⊕
j=1,m
L2,b j (B j) and
is defined by the operation
A = −

∆
N
F 0 . . . 0
0 b−11 ∆NB1 . . . 0
...
...
. . .
...
0 0 . . . b−1m ∆NBm

(here ∆NF and ∆NB j are the Neumann Laplacians in F and B j). It is clear that λ j = 0 for j =
1, . . . ,m + 1 while λm+2 > 0. Then using (6.1) and taking into account (2.3) we get
lim
ε→0
a−m+2(ε) ≥ lim
ε→0
λNm+2(Yε0 ) = λm+2 lim
ε→0
ε−2 = ∞
Suppose that there is a subsequence (still denoted by ε) such that the numbers a+
m+1(ε) are
bounded uniformly in ε. Let the numbers L, L1 be such that µm < L < L1 and a+m+1(ε) < L. Since
lim
ε→0
a−
m+2(ε) = ∞ then a−m+2(ε) > L1 when ε is small enough. Hence σ(Aε) ∩ [L, L1] = ∅ when ε is
small enough. We obtain a contradiction with condition (BH) of the Hausdorff convergence. Thus
lim
ε→0
a+
m+1(ε) = ∞. 
Lemma 6.1 implies that for an arbitrary L > 0 the spectrum σ(Aε) has at most m gaps in the
interval [0, L] when ε is small enough:
σ(Aε) ∩ [0, L] = [0, L] \
mε⋃
j=1
(σεj , µεj)
where (σεj , µεj) ⊂ [0, L] are some pairwise disjoint intervals, mε ≤ m. Here the intervals are
renumbered in the increasing order.
We have proved that σ(Aε) converges to [0,∞) \
(
m⋃
j=1
(σ j, µ j)
)
in the Hausdorff sense as ε → 0.
Let L be an arbitrary number such that L > µm. Then, evidently, σ(Aε) ∩ [0, L] converges to
[0, L]\
(
m⋃
j=1
(σ j, µ j)
)
in the Hausdorff sense. By Proposition 6.1 mε = m when ε is small enough and
∀ j = 1, . . . ,m : lim
ε→0
σεj = σ j, lim
ε→0
µεj = µ j
Theorem 1.1 is proved.
7. Proof of Theorem 1.2
Substituting a j, b j (1.12) into (1.8) we get
σ j = α j
(i.e. the first equality in (0.5) holds) and
ρ j = (β j − α j)
∏
i=1,m|i, j
(
βi − α j
αi − α j
)
(7.1)
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Recall that µ j ( j = 1,m) are the roots of equation (1.9), therefore in order to prove the equalities
µ j = β j ( j = 1,m) we have to show that
∀k = 1, . . . ,m :
m∑
j=1
ρ j
βk − α j
= 1 (7.2)
Let us consider (7.2) as a system of m linear algebraic equations (ρ j, j = 1, . . . ,m are unknowns).
It is clear that (7.2) follows from the following
Lemma 7.1. The system (7.2) has the unique solution ρ1, . . . , ρm which is defined by (7.1).
Proof. We prove the lemma by induction. For m = 1 its validity is obvious. Suppose that we have
proved it for m = N − 1. Let us prove it for m = N.
Multiplying the k-th equation in (7.2) (k = 1, . . . , N) by βk − αN and then subtracting the N-th
equation from the first N − 1 equations we obtain a new system
∀k = 1, . . . , N − 1 :
N−1∑
j=1
ρˆ j
βk − α j
= 1
where the new variables ρˆ j, j = 1, . . . , N − 1 are expressed in terms of ρ j by the formula
ρˆ j := ρ j
αN − α j
βN − α j
, j = 1, . . . , N − 1 (7.3)
Hence ρˆ j, j = 1, N − 1 satisfy the system (7.2) with m = N − 1. By the induction
ρˆ j = (β j − α j)
∏
i=1,N−1|i, j
(
βi − α j
αi − α j
)
(7.4)
It follows from (7.3), (7.4) that ρ j ( j = 1, . . . , N − 1) satisfy (7.1) (with m = N). The validity of
this formula for ρN follows easily from the symmetry of system (7.2). Lemma 7.1 is proved. 
Theorem 1.2 is proved.
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