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 要  旨 
近年，PC やスマートフォンの普及により，インターネットを通じた広告配信市場が成長して
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図 1.1 インターネット広告費の内訳 (数値は株式会社 D2C「2017年 日本の広告費 イ
ンターネット広告媒体費 詳細分析」[12]より引用 )
図 1.1中で，全体の 40％を占めているリスティング広告とは，Google [8]等の検索エン
ジンが利用されたときや，webサイトに利用者が訪れたときに，個人の属性や検索ワード
に応じて表示される広告の事を指す．リスティング広告では主に「Real Time Bidding 」












































記法として，ある自然数 n 2 N に対して，[n] = f1; 2;    ; ng とし，ある実数値 x 2 R
以下の最大の整数値を bxc = maxfn 2 Z : n  xg とする．また非負の実数の集合を，
R+ = fx 2 R : x  0gとする．
2.1 複数財市場
一人の売り手が持つそれぞれ異なる m 個の財と n 人の買い手からなる市場において，
売り手の利得を最大化することを考える．ここで，売り手の利得とは，買い手の支払額の
総和を意味する．また，各買い手 i 2 [n]の財 j 2 [m]に対する評価額 vij 2 R+ が与えら
れている．このとき各買い手 i 2 [n] への財の割当を Xi  [m]，各財 j 2 [m] の価格を
pj，それらを並べたものを，X = (X1; X2;    ; Xn)，p = (p1; p2;    ; pm)とする．ここ
でX，pは,
8i; j 2 [n]; i 6= j =) Xi \Xj = ;; (2.1)






































































8i 2 [n]; Xi 2 Di(p);
















する問題である [14]．最小費用流問題は有向グラフ G = (V;E)を用いて表現される．G
と各頂点の供給 (需要) 量 di 2 R (i 2 V )，各辺の容量 uij 2 R ((i; j) 2 E)，各辺の単
位流量あたりのコスト cij 2 R ((i; j) 2 E)が与えられたとき，各辺 (i; j) 2 E の流量を
xij 2 Rとすると，辺の容量についての制約は，
0  xij  cij ; 8(i; j) 2 E (2.8)
で表され，各頂点について，流入する量と流出する量が等しくなる制約を，X
fk:(k;i)2Eg
xki + bi =
X
fj:(i;j)2Eg
xij ; 8i 2 V (2.9)
で表すことができる．式 (2.8)は容量制約，式 (2.9)は流量保存制約と呼ばれ，この 2式



















m 個の財と n 人の買い手において，財の割当を決定することは，財の集合を U =
fu1; u2;    ; umg，買い手の集合をW = fw1; w2;    ; wng，買い手 i 2W に割当て可能
な財の部分集合 C(i)  U で定義される集合を E = f(i; j) : i 2W; j 2 C(i)gとして，こ
れにより構成される 2部グラフ G(U;W;E)上で，
8i 2 U; jf(i; j) 2M : j 2Wgj  1;
8j 2W; jf(i; j) 2M : i 2 C(j)gj  1
を満たす E の部分集合Mを決定することと等しい．Mはマッチングと呼ばれ，jMjが
最大となるMを求める問題を最大マッチング問題と呼ぶ [10]．また，買い手 i 2 W の
パラメータとして bi 2 Nが与えられ，Mの制約を，
8i 2 U; jf(i; j) 2M : j 2Wgj  1;




べる．ある閉区間 [l; u]の値をとるパラメータ が与えられ，によって定まるような実
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数値 V()に対して，V()が性質 P を満たすか否かを判定するアルゴリズムが存在する
と仮定する．また性質 P について，
8; 0 2 [l; u]; P (V()) ^ :P (V(0)) =)  > 0 (2.11)
が成り立つとする．式 (2.11)は，ある境界 edge が存在し，
8 2 [l; u]; edge   =) P (V());
8 2 [l; u]; edge >  =) :P (V())
を満たすことを意味している．edge のイメージを図 2.4に示す．
図 2.4 edge のイメージ
二分探索法とは，この境界 edge を求めるアルゴリズムである．入力として，閉区間




Input: [l0; u0]; L
Output: [lout; uout]
1: [l; u] = [l0; u0]
2: if u  l < L then
3: [lout; uout] [l; u]
4: return [lout; uout]
5: else
6:  l + u
2
















が持つm種の財と，n人の買い手から構成される市場を考える．各買い手 i 2 [n]につい
て，興味を持っている財の集合 Si  [m],財一つあたりの評価額 vi 2 R+，予算 bi 2 R+
が与えられている．このとき，財の単価ベクトルを  = (1; 2;    ; m) 2 Rm+，財の割
当を Xi  [m]とすると，買い手 iの利得関数 ui は
ui(Xi;) =
8>>>>>><>>>>>>:
































同質財であるとする．各買い手 i 2 [n]について，財一つあたりの評価額 vi 2 R+，予算
bi 2 R+ が与えられている．このとき，財一つあたりの価格を p 2 R+，買い手 iに割当
てる財の個数を xi 2 Nとし，買い手 iの利得関数 ui(p; xi)は
ui(p; xi) =
(
xi(vi   pi) (p  xi  bi)
 1 (p  xi > bi)
と定義される．また，価格 pにおける買い手 iの利得関数 ui(p; xi)を，最大化するような
財の個数 xi の候補を示す需要集合 Di(p)は,
Di(p) = fx = arg max
x02N
ui(p; x
















f0g (p > vi)
と表すことができる．この問題における非羨望性は Di(p)を用いて，





Di(p) < m (3.3)
で判別可能である．また，このモデルの非羨望性について，以下の特徴付けが可能である．
定理 3.1. ある価格 pについて非羨望性を満たす割当が存在すると仮定すると，それより
大きい任意の価格 p0 > pにおいて，非羨望性を満たす割当が必ず存在する．
S.Branzeiらは，定理 3.1と二分探索法を用いて，非羨望性を満たす割当が存在する最





財と，n人の買い手から構成される市場を考える．各買い手 i 2 [n]について，興味のあ
る財の集合を返す関数 C : [n] ! 2[m]，C(i) 内の財一つあたりの評価額 vi 2 N，予算
bi 2 Nが与えられている．このとき決定するものは，4.1節で述べる非羨望性を満たした
上で，売り手の利得を最大化する財の割当X と財一つあたりの単価 p 2 Nである．
4.1 非羨望性の定義
非羨望性の議論のために，実行可能な割当を定義する．
定義 4.1. 割当 X = (X1; X2;    ; Xn) が以下を満たすとき，X を実行可能な割当と
呼ぶ．
(8i; j 2 [n]; i 6= j =) Xi \Xj = ;) ^ (8i 2 [n]; Xi  C(i)):
定義 4.1は一つの財は高々一人の買い手にしか割当てられず，各買い手は自身の興味の
ある財からしか割当てられないことを意味している．




jXi [ C(i)j(vi   p) (pjXij  bi)
 1 otherwise (4.1)
とする．これを最大化する Xi は割当てる財の個数 jXijと，評価額 vi と価格 pの関係に
よって定義でき，需要関数 Di(p)を以下で定義する．

























定義 4.2は vi > pのとき，つまり C(i)に含まれる財を一つ割当てたときに増加する利
得が正の場合，予算 bi の中で最大まで割当てることを意味している．また，vi = pのと
き，つまり C(i)に含まれる財を一つ割当てたときに増加する利得が 0のときは，予算 bi
の中で任意の数割当てても良いことを意味している．この需要関数Di(p)を用いて，提案
モデルにおける非羨望性を以下で定義する．
定義 4.3. 価格 pと割当X が以下を満たすとき，(p;X)は非羨望性を満たす．
(8j 2 [n]; jXj j 2 Dj(p)) ^ (X は実行可能な割当):
また，価格 pについての性質として以下を定義する．





定理 4.5. 非羨望可能な価格 pが与えられたとき，
8p0 > p; p0は非羨望可能:
証明. p は非羨望可能なため，(p;X) が非羨望である割当 X が存在する．この X を
元に，(p0;X0) が非羨望性を満たすように X0 を構成することで定理を示す．各買い手
i 2 [n] に対して，X 0i を以下のように構成する．







































よって，Xi から jX 0ij 2 Di(p0)を満たすまでランダムに要素を削除することで X 0i
を構成する．
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(ii) p0  vi となる買い手
Di(p)の定義より，買い手 iに財を割当てなくてもよいため，X 0i = ; とする．
このようにして構成したX0 によって (p0;X0)は非羨望性を満たす．よって定理 4.5は成
り立つ．














定理 4.7. 価格 pが非羨望可能なとき， f(p)は pについて単調非増加である．つまり






jXj j; f(p0) =
nX
j=1
jX 0j j となる X;X 0 を考える．この X;X 0 について，



















fsjg (vj > p)
f0; 1;    ; sjg (vj = p)




ftjg (vj > p0)
f0; 1;    ; tjg (vj = p0)
f0g (vj < p0)
である．ここで vj ; p; p0 の取り得る大小関係すべてに対して jXj j  jX 0j jを示す．
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(i) vj < p < p
0 のとき
Dj(p) = Dj(p
0) = f0gとなるため jXj j = jX 0j j = 0.
(ii) vj = p < p
0 のとき
Dj(p); Dj(p
0)の定義より，jXj j 2 [sj ]; jX 0j j = 0となるため jXj j  jX 0j j.
(iii) p < vj < p
0 のとき
Dj(p); Dj(p
0)の定義より，jXj j = sj ; jX 0j j = 0となるため jXj j  jX 0j j.
(iv) p < vj = p
0 のとき
Dj(p); Dj(p
0)の定義より，jXj j = sj ; jX 0j j 2 [tj ]であり，sj  tj より jXj j  jX 0j j.
(v) p < p0 < vj のとき
Dj(p); Dj(p
0)の定義より，jXj j = sj ; jX 0j j = tj であり，sj  tj より jXj j  jX 0j j.
以上より常に jXj j  jX 0j jであり，これは任意の j 2 [n]について成り立つ．
関数 f が整数値を取ることと定理 4.5,4.7より，非羨望可能な価格 pにおいて f の形は
図 4.1に示す階段状になる．
図 4.1 f の形状









本節では f の計算方法について述べる．ここでは，価格 p が非羨望可能であるとき，
f(p) の値は 2 部グラフ上の特殊な最大 b-マッチング問題を解くことで得られることを
示す．この問題を Envy-Free-Allocation(以下 EFA)と呼ぶ．厳密な定義は以下の通りで
ある．
定義 4.8. 財の集合を U = fu1; u2;    ; umg, 買い手の集合をW = fw1; w2;    ; wng，
買い手の興味のある財の集合を返す関数を C : W ! 2U として，価格 p に対して辺集
合 E = f(u;w) : u 2 C(w); w 2 fwi : vi  p; wi 2 Wgg で定義される 2 部グラフ
G(U;W;E)上で,以下の 2つを満たす b-マッチングM  E の中で大きさが最大のもの
を求める問題を Envy-Free Allocationと呼ぶ．
非羨望制約: 8j 2 [n]; vj > p ) maxDj(p) = jf(u;wj) 2M : u 2 Ugj : (4.6)
割当制約　: 8i 2 [m]; jf(ui; w) 2M : w 2Wgj  1: (4.7)
2部グラフ Gの大きさは頂点数 O(m+ n)，辺の数 O(mn)となる．式 (4.6)で表され
る非羨望制約は Gの定義から vi > pとなる買い手についてのみ考慮すればよく，この制
約を満たした解Mは定義 4.3で示した本モデルにおける非羨望性も満たす．
次に EFAの解を求める方法として補助グラフ G0 を構成し，そのグラフ上で最小費用
流問題を解くことを考える．補助グラフ G0 を以下で定義する．
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定義 4.9. 価格 pによって定まる買い手の部分集合として，
Wvj>p = fwj : vj > p; j 2 [n]g;
Wvj=p = fwj : vj = p; j 2 [n]g;
Wvj<p = fwj : vj < p; j 2 [n]g
を定義し，補助グラフを G0(U [W [ fs; t; dg; E0)と定義する．ただし，s; tは最小費用
流問題のソースとシンク，dはダミーノードである．このとき，辺集合 E0 を，
E0 = E [ f(u; d) : u 2 Ug
[ f(s; u) : u 2 Ug
[ f(w; t) : w 2W [ fdgg








jC(w)j = jf(u;w) 2 E0 : u 2 U;w 2Wv=pgj
を定義する．また各辺の容量を返す関数 capacity と単位流量あたりのコストを返す関数
costを e = (a; b) 2 E0 に対して，
capacity(e) =
8>>><>>>:
1 (a = s)
1 (a 2 U)
maxDj(p) (a 2W;a = wj)
m (a = d);
cost(e) =
8>>>>>>>><>>>>>>>>:
0 (a = s)
1 (b 2Wv>p)
A+ 1 (b 2Wv=p)
1 (b 2Wv<p)
B(A+ 1) +A+ 1 (b = d)
0 (b = t)
と定義する．EFAに対して生成される補助グラフ G0 のイメージを図 4.3に示す．





定理 4.10. EFAの最適解は，補助グラフ G0 上で sから tへ流量mを流す最小費用流問
題を解くことで得ることができる．
ここから定理 4.10の証明のために幾つかの補題を示す．また今後，補助グラフ G0 上で
sから tへ流量mを流す最小費用流問題をMCFと呼ぶ．まず EFAの許容解からフロー
への変換と，MCFの許容解から割当への変換を手順 4.11，4.12として定義する．
手順 4.11. EFAの許容解X から以下の手順で対応するフロー F を得る．
1. 各財 i 2 [m]，各買い手 j 2 [n] について，j 2 Xj ならば (s; ui); (ui; wj); (wj ; t)
にフローを 1流す．
2. 各財 i 2 [m]，各買い手 j 2 [n]について，j =2 Xj ならば (s; ui); (ui; d); (d; t)にフ
ローを 1流す．
手順 4.12. MCFの許容解 F から以下の手順で対応する割当X を得る．




補題 4.13. EFAの許容解X に対応したフロー F はMCFの許容解である．






EFAの許容解集合  MCFの最適解集合: (4.8)
この関係の証明のために補助グラフ G0 の性質として，補題 4.14,4.15を示す．フロー F
において，辺 (a; b)に流れている量を Fab とすると，以下の補題が成り立つ，
補題 4.14. MCFのフロー F に対応する割当 X が EFAの許容解であることと
8w 2Wv>p; Fwt = maxDw(p) (4.9)
は同値．
証明. 割当からフローを構成する方法より，買い手 w 2 Wv>p に割当てられた財の個数
と Fwt は等しくなる．このとき，式 (4.9)は EFAの非羨望制約と同値であるため，補題
4.14は成り立つ．























を満たすフロー F が存在すると仮定する．補助グラフ G0 はコストの定義より，











善することができる．これは F  の最適性と矛盾する．よって補題 4.15は成り立つ．
これらの補題を用いて式 (4.8)が表す関係を補題 4.16によって示す．
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補題 4.16. MCFの最適解 F  に対応した割当X は EFAの許容解である．
証明. 背理法を用いる．つまりMCFの最適解 F  に対応した割当X が EFAの許容解
ではないと仮定する．このとき，補題 4.14より，F  は
9w 2Wv>p; F wt 6= maxDw(p)
を満たしている．これは補助グラフの容量制約より，


















となる．ここで EFAの許容解 ~X を一つ取り，対応するフロー ~F を考える．補題 4.13よ
り ~F は EFAの許容解であるため，補題 4.14から,






















が得られる．これは補題 4.15 より，F  の最適性と矛盾するため，補題 4.16 が成り立
つ．
次に以下の関係を示す．
MCFの最適解集合  EFAの最適解集合: (4.13)
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補題 4.17. EFAの最適解X に対応したフロー F  はMCFの最適解である
証明. 背理法を用いる．ある EFAの最適解X に対応したフロー F  がMCFの最適解
でないと仮定する．つまり (F のコスト) > (F のコスト) を満たすMCFの最適解 F が
少なくとも 1つ存在する．ここで，X は，Wv>p に含まれる買い手に  個，Wv=p に
含まれる買い手に  個の財を割当てていて，m      個の財を誰にも割当てていな
いものとする．
また，F に対応した割当X を考える．X も同様にして，Wv>p に含まれる買い手に 
個，Wv=p に含まれる買い手に  個の財を割当てていて，m    個の財を誰にも割当
てていないものとする．ただし，補題 4.16よりMCFの最適解 F に対応した割当X は
EFAの許容解であるため，非羨望制約より
 =  (4.14)
である．また，X は EFAの最適解であるため，
 +   + :
式 (4.14)より
   (4.15)
である．このとき，F  と F のコストは，
(F のコスト) =  + (A+ 1) + (B(A+ 1) +A+ 1)(m     );
(F のコスト) = + (A+ 1) + (B(A+ 1) +A+ 1)(m    )
であり，コストの差を考えると,
(F のコスト)  (F のコスト) = (A+ 1)(   ) + (B(A+ 1) +A+ 1)(  + )
= (A+ 1)(   )  (B(A+ 1) +A+ 1)(   )
= ((A+ 1)  (B(A+ 1) +A+ 1))(   )
=  B(A+ 1)(   ):
ここで A;B  0と式 (4.15)より，
(F のコスト)  (F のコスト)  0:
よって，
(F のコスト)  (F のコスト):
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これは F がMCFの最適解であることと，F  がMCFの最適解でないことに矛盾する．
よって補題 4.17は示された．
最後に補題 4.18によって，
EFAの最適解集合  MCFの最適解集合 (4.16)
を示すことで，式 (4.13)と合わせて，
EFAの最適解集合 = MCFの最適解集合 (4.17)
を示す．
補題 4.18. MCFの最適解 F  に対応したX は EFAの最適解である
証明. Wv=p = ;とWv=p 6= ;のときを考える．
(i) Wv=p = ;のとき
EFAの非羨望制約を満たした上で，更に b-マッチングを大きくすることができない
ため，EFA の許容解が EFA の最適解となる．補題 4.16 より，MCF の最適解 F 
に対応した割当X は EFAの許容解になるため，X は EFAの最適解でもある．
(ii) Wv=p 6= ;のとき




j=1 jXj j 
Pn
j=1 jXj j
を満たす．ここで，X は，Wv>p に含まれる買い手に  個，Wv=p に含まれる買
い手に  個の財を割当てていて，m       個の財を誰にも割当てていないも
のとする．
またX も同様にして，Wv>p に含まれる買い手に 個，Wv=p に含まれる買い手に
 個の財を割当てていて，m       個の財を誰にも割当てていないものとする．
ここで，X;X はどちらも EFAの許容解であるため， =  であり，X の最適
性より  > ．このときX;X の対応するフロー F，F  のコストを考える．な
お，補題 4.13と補題 4.17より，F はMCFの許容解であり，F  はMCFの最適解
である．ここで F と F  のコストは，
(F のコスト) =  + (A+ 1) + (B(A+ 1) +A+ 1)(m     );
(F のコスト) = + (A+ 1) + (B(A+ 1) +A+ 1)(m    )
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となる．このとき，コストの差を考えると，
(F のコスト)  (F のコスト) = (A+ 1)(   ) + (B(A+ 1) +A+ 1)(  + )
= (A+ 1)(   )  (B(A+ 1) +A+ 1)(   )
= ((A+ 1)  (B(A+ 1) +A+ 1))(   )
=  B(A+ 1)(   ):
Wv=p 6= ;より B > 0であり,A+ 1 > 0;     > 0であるため，
(F のコスト)  (F のコスト) < 0:
よって，
(F のコスト) < (F のコスト):
故に，F はMCFの最適解ではないことが示せた．
以上より補題 4.18は成り立つ．















4.2 節で述べたように目的関数 pf(p) において，f は階段状になっており，最適解は，
その階段の先端に存在する．そこで，ある非羨望可能な p0 が与えられたとき，p0 が位置
している段の先端の価格，
pedge = maxfp : f(p0) = f(p)g (5.1)
を求めるアルゴリズム 2 を示す．このアルゴリズムは二分探索の区間の幅 として" を与
えて，
(f(p0) = f(pedge)) ^ (f(p0) > f(pedge + ")) (5.2)
を満たす pedge を求める．今回は価格 p を自然数の中で決定するため，" = 1 とする．
pedge は図 5.1で示すように，p0 と同じ段であり，"だけ値を足すと違う段に降りる値の
最大値になっている．
図 5.1 f の形状




1: procedure 先端価格検索アルゴリズム (p0; [plb; pub]; ")
2: step f(p0)
3: pmiddle  plb + pub
2
4: if step = f(pmiddle) ^ step = f(pmiddle + ") then
5: return pmiddle
6: else
7: if step > f(pmiddle) then
8: 先端価格検索アルゴリズム (p0; [plb; pmiddle]; ")
9: else









図 5.2 アルゴリズム 3の動作イメージ
25
アルゴリズム 3 利得最大化アルゴリズム
Input: hm;n;v; b; C; "i
Output: hp;Xi
1: revenue 0; pmax  0
2: pub  maxfvi : i 2 [n]g
3: [0; pub]の範囲で二分探索法を用いて，非羨望割当可能な価格の最小値 plb を計算
4: p plb
5: while f(p) 6= 0 do
6: pedge  先端価格検索アルゴリズム (p; [p; pub]; ")
7: if revenue < pedge  f(pedge) then
8: revenue pedge  f(pedge)
9: pmax  pedge
10: end if





アルゴリズム 3 の計算量について議論する．3 行目の非羨望可能な価格 plb の最小
値を求める計算量や，先端価格検索アルゴリズムの計算量を考える．どちらも，区
間 [0; vmax] を二分探索し，価格 p が条件を満たしているかどうかの判定に，頂点数
O(m+ n),辺数 O(mn)の補助グラフ G0 において流量 O(m)の最小費用流問題を解くた
め，O(m(mn+ (m+ n) log(m+ n)))かかる．よって，これらの計算量は
O((mn+ (m+ n) log(m+ n))m log vmax) (5.3)
となる. f の段差の数は高々 m(財の個数) であるため，全体では式 (5.3) かかる処理を
高々m回繰り返す．よって全体の計算量は，
O((mn+ (m+ n) log(m+ n))m2 log vmax)


















candidate priceの要素を昇順にソートし，p1  p2     とする．この数列のインデッ
クスを用いて二分探索法を行うことにより，誤差を取り除くことができる．この場合，全
体の計算量は，
O((m3n+m3 log(m+ n) +m2n log(m+ n)) log(mn)) (5.6)




















f0g (vi < p)
(5.7)
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を考える．また，f(p) を求める際に作成する補助グラフ G0 のコスト関数 cost を e =
(a; b) 2 E0 に対して,
cost(e) =
8>>>>>><>>>>>>:
0 (a = s)
1 (b 2Wv>p [Wv=p)
1 (b 2Wv<p)
A+B + 1 (b = d)
0 (b = t)
とすることで，アルゴリズム 3と同様の流れで最適解を得ることができる．5.1節で述べ
た提案アルゴリズムと，本節で述べた非羨望性を考慮しないアルゴリズムによって得られ
た解を，それぞれ (p;X); (pnotEF ;XnotEF )とする．このとき，非羨望性を考慮した事に
よる売り手側の利得の損失をREV(p;X)とREV(pnotEF ;XnotEF )の比を用いて，
REV(p;X)
REV(pnotEF ;XnotEF ) (5.8)
と定義する．また，社会的総余剰の損失を SW(p;X)と SW(pnotEF ;XnotEF )の比を用
いて，
SW(p;X)
SW(pnotEF ;XnotEF ) (5.9)
と定義し，これらにより評価を行う．REV(pnotEF ;XnotEF )が非羨望制約を緩和した問
















ない．具体例として，財が 1 個，買い手が 2 人の場合を考える．このとき，v1 = v2 =
4; b1 = b2 = 3; C(1) = C(2) = f1gとする．この例を図 5.3に示す．
図 5.3 ワルラス均衡が存在しない例
この例で，財の価格 pが 0  p < 3のとき，D1(p) = D2(p) = f1gとなり，割当制約よ





る [5]．これは DGSオークションと呼ばれている [1]．提案モデルを拡張した「財ごとに
別々の価格を決定するモデル」に対して，DGSオークションを適用することで，ワルラ
ス均衡を求めることを考える．
財 iに対する価格を piとして，p = (p1; p2;    ; pn)とする．また，p1  p2      pn
とする．このとき，買い手 j の需要集合 Dj(p)は，予算 bj を上限として，価格の小さい
順に財を割当てることで定義できる．ここで買い手 j に必ず割当てなくてはならない財の




k=1 pk  bj
o
とすると，X^j = fi 2 [n] : pi < ptg と表せ
る．また，X^j を割当てた後の残りの予算 bj は，bj = bj  
P
i2X^j pi であり，追加で割当
てる財の候補は Xj = fi 2 [n] : pi = ptgとなる．ここで需要集合 Dj(p)は，
(i) pt < vj のとき Dj(p) =
n






(ii) pt = vj のとき Dj(p) =
n





と表せる．Dj(p)は必ず割当てる財の集合 X^j と追加で割当てる財の候補 Xj によって構
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成されている．この需要集合 Dj(p) を用いて DGS オークションにおける需要過多な財








j2[n] Xj = ; のとき，i = jfX^j : i 2 X^jgj，i = jf Xj : i 2 Xjgj と
して，










整数値を生成する確率分布を，U(l; u) とし，平均 ，分散 2 の正規分布を N (; 2)と
する．
一様乱数データ パラメータとしてm;n; vmax; bmax; cmax を与え，それにより n人の買
い手の定数 vi; bi; C(i); (i 2 [n])を，
vi  U(1; vmax);
bi  U(1; bmax)
として，C(i)  [m]は jC(i)j  U(1; cmax)となるように，[m]から一様乱数を用いて選
択する．
区間付き一様乱数データ パラメータとして m;n; vmin; vmax; bmin; bmax; cmin; cmax を
与え，それにより n人の買い手の定数 vi; bi; C(i); (i 2 [n])を，
vi  U(vmin; vmax);
bi  U(bmin; bmax)
として，C(i)  [m]は jC(i)j  U(cmin; cmax)となるように，[m]から一様乱数を用いて
選択する．
正規分布データ パラメータとして m,n,vavg,vstddev,bavg; bstddev; cavg; cstddev を与え，
それにより n人の買い手の定数 vi; bi; C(i); (i 2 [n])を，
vi  N (vavg; vstddev2);
bi  N (bavg; bstddev2)














を，表 6.2 6.7にまとめる．表中のパラメータを用いて，それぞれ 100個データを生成
し，実験を行う．計算機環境は表 6.1のとおりである．
表 6.1 計算機環境
CPU Intel Core i7 3.5GHz
メモリ 16GB
OS macOS 10.14 (Mojave)
使用言語 C++ (clang-1000.11.45.5)
表 6.2 一様乱数データのパラメータ
m n vmax bmax cmax
10 10 100 300 4
20 20 100 300 10
50 50 100 300 20
100 100 100 300 30
200 200 100 300 60
1000 1000 100 300 300
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表 6.3 区間付き一様乱数データのパラメータ
m n vmin vmax bmin bmax cmin cmax
10 10 80 120 250 350 3 5
20 20 80 120 250 350 7 13
50 50 80 120 250 350 15 20
100 100 80 120 250 350 25 35
200 200 80 120 250 350 50 70
1000 1000 80 120 250 350 250 350
表 6.4 正規分布データのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
10 10 100 10 300 20 3 2
20 20 100 10 300 20 6 2
50 50 100 10 300 20 20 4
100 100 100 10 300 20 30 5
200 200 100 10 300 20 60 5
1000 1000 100 10 300 20 300 10
表 6.5 財の個数と買い手の数に差があるデータのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
10 50 100 20 300 40 3 2
20 50 100 20 300 40 6 3
50 50 100 20 300 40 16 4
70 50 100 20 300 40 23 6
100 50 100 20 300 40 33 10
200 50 100 20 300 40 66 20
33
表 6.6 実際の広告配信市場と財と買い手の比率が近いデータのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
10 10 100 20 300 40 3 2
10 20 100 20 300 40 3 2
10 30 100 20 300 40 3 2
10 40 100 20 300 40 3 2
10 50 100 20 300 40 3 2
10 55 100 20 300 40 3 2
表 6.7 買い手の興味のある財の数を変化させたデータのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
50 50 100 20 300 40 5 2
50 50 100 20 300 40 10 3
50 50 100 20 300 40 20 4
50 50 100 20 300 40 30 6
50 50 100 20 300 40 35 7
50 50 100 20 300 40 40 10
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6.3 実験結果
6.1節で示した 6種のタイプと，表 6.2  6.7で示したパラメータを用いて生成した 100
個のデータにより得られた結果をまとめる．
6.3.1 図の見方
買い手の評価値 vと予算 bの分布と，どの買い手に財を割当てられたかを図 6.1のよう




次に，図 6.2 に価格 p で割当てることのできる財の数の最大値を返す関数 f の値の変
動を図示する．4章で示したように，f は階段状の形になっていることが観察できる．ま
た，線上にプロットされている点は，その点に対応する価格が最適解であったことを意味













図 6.5 f の形の例 図 6.6 目的関数の形の例
図 6.76.10に得られた目的関数値の分布をヒストグラムを用いて図示する．財と買い
手の数が増えるに連れて，分布が下に偏っているように観察できるが，m = n = 1000の
場合において，分布が変化していることが観察できる．
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図 6.7 一 様 乱 数 デ ー タ で の
(m,n)=(10,10) で の 目 的 関 数 値 の
分布
図 6.8 一 様 乱 数 デ ー タ で の
(m,n)=(50,50) で の 目 的 関 数 値 の
分布
図 6.9 一 様 乱 数 デ ー タ で の
(m,n)=(200,200) で の 目 的 関 数 値 の
分布
図 6.10 一 様 乱 数 デ ー タ で の







財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 10 100 253.02 75.72 3.67 289.91
20 20 100 460.08 81.88 6.40 534.34
50 50 100 578.76 91.97 6.84 625.23
100 100 100 414.04 96.76 4.34 419.95
200 200 100 553.90 97.91 5.73 559.25
1000 1000 100 1311.6 98.99 13.3 1311.6
表 6.9 一様乱数データの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 10 2.47 10 3 0.001 0.007 100
20 20 7.95 10 3 0.003 0.025 100
50 50 2.40 10 2 0.011 0.173 100
100 100 5.07 10 2 0.035 0.220 100
200 200 2.13 0.163 0.743 100






図 6.11 順位の分布（n=10) 図 6.12 順位の分布（n=20)
図 6.13 順位の分布（n=50) 図 6.14 順位の分布（n=100)
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財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 10 100 0.675 0.624
20 20 100 0.426 0.374
50 50 100 0.196 0.152
100 100 100 0.069 0.050
200 200 100 0.046 0.033
1000 1000 100 0.022 0.016
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表 6.11 一様乱数データの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 10 82 0.530
20 20 62 0.396
50 50 39 0.158























財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 10 100 818.25 106.79 7.67 857.8
20 20 100 2055.41 103.19 19.92 2200.6
50 50 100 5138.16 102.99 49.89 5547.5
100 100 100 10302.6 103.17 99.86 11108.8
200 200 100 20568.2 102.96 199.77 22213.2
1000 1000 100 102901 103.02 998.85 111061
表 6.13 区間付き一様乱数データの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 10 3.54 10 3 0.001 0.132 100
20 20 6.64 10 3 0.005 0.009 100
50 50 3.17 10 2 0.025 0.037 100
100 100 1.37 10 1 0.105 0.156 100
200 200 8.89 10 1 0.664 1.137 100







図 6.24 順位の分布（n=10) 図 6.25 順位の分布（n=20)
図 6.26 順位の分布（n=50) 図 6.27 順位の分布（n=100)
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財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 10 100 0.855 0.834
20 20 100 0.999 1.003
50 50 100 0.999 1.002
100 100 100 0.999 1.002
200 200 100 1.000 1.002
1000 1000 100 1.000 1.001
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表 6.15 区間付き一様乱数データの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 10 70 0.817
20 20 99 0.997
50 50 93 1.000











図 6.33 正 規 分 布 デ ー タ で の
(m,n)=(10,10) で の 目 的 関 数 値 の
分布
図 6.34 正 規 分 布 デ ー タ で の
(m,n)=(50,50) で の 目 的 関 数 値 の
分布
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図 6.35 正 規 分 布 デ ー タ で の
(m,n)=(200,200) で の 目 的 関 数 値 の
分布
図 6.36 正 規 分 布 デ ー タ で の
(m,n)=(1000,1000) で の 目 的 関 数 値
の分布
表 6.16 正規分布データの結果
財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 10 100 716.95 104.1 6.93 756.95
20 20 100 1843.78 102.3 18.03 1959.99
50 50 100 5076.96 101.6 49.96 5428.52
100 100 100 10146.4 101.7 99.77 10864.9
200 200 100 20267.8 101.6 199.47 21679.7
1000 1000 100 101539 101.8 997.83 108602
表 6.17 正規分布データの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 10 2.89 10 3 0.001 0.006 100
20 20 1.51 10 2 0.008 0.122 100
50 50 1.18 10 1 0.075 0.174 100
100 100 5.63 10 1 0.403 0.844 100
200 200 3.52 2.892 4.605 100






図 6.37 順位の分布（n=10) 図 6.38 順位の分布（n=20)
図 6.39 順位の分布（n=50) 図 6.40 順位の分布（n=100)
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財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 10 100 0.786 0.771
20 20 100 0.934 0.930
50 50 100 1.000 1.003
100 100 100 0.999 1.002
200 200 100 0.999 1.001
1000 1000 100 0.999 1.001
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表 6.19 正規分布データの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 10 79 0.750
20 20 68 0.924
50 50 97 1.000























財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 50 100 883.92 128.41 6.96 934.23
20 50 100 2123.19 117.65 18.08 2309.31
50 50 100 5171.4 103.66 49.89 5850.66
70 50 100 6825.35 97.73 69.84 7926.58
100 50 100 8962.86 90.11 99.47 10879.7
200 50 100 12878.9 65.89 195.62 19838.3
表 6.21 財の個数と買い手の数に差があるデータの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 50 3.4310 3 0.001 0.016 100
20 50 9.7710 3 0.005 0.016 100
50 50 4.6910 2 0.035 0.061 100
70 50 9.4310 2 0.060 0.224 100
100 50 2.1410 1 0.164 0.279 100





図 6.47 順位の分布（m=10) 図 6.48 順位の分布（m=20)
図 6.49 順位の分布（m=50) 図 6.50 順位の分布（m=70)
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財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 50 100 0.741 0.735
20 50 100 0.929 0.927
50 50 100 1.000 1.003
70 50 100 1.000 1.002
100 50 100 1.000 1.001
200 50 100 1.000 0.998
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表 6.23 財の個数と買い手の数に差があるデータの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 50 71 0.729
20 50 82 0.913
50 50 94 0.999
70 50 90 1.000
100 50 81 0.997






















財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 10 100 731.00 108.4 6.89 807.3
10 20 100 802.12 118.3 6.88 861.7
10 30 100 881.04 122.2 7.26 937.5
10 40 100 930.89 125.5 7.50 991.2
10 50 100 905.04 127.2 7.15 959.3
10 55 100 838.70 128.8 6.59 889.8
表 6.25 実際の広告配信市場と財と買い手の比率が近いデータの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 10 2.2810 3 0.000 0.005 100
10 20 2.4610 3 0.001 0.005 100
10 30 2.8410 3 0.001 0.006 100
10 40 3.3510 3 0.001 0.006 100
10 50 3.4810 3 0.002 0.006 100






図 6.57 順位の分布（n=10) 図 6.58 順位の分布（n=20)
図 6.59 順位の分布（n=30) 図 6.60 順位の分布（n=40)
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財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 10 100 0.822 0.800
10 20 100 0.766 0.749
10 30 100 0.795 0.779
10 40 100 0.808 0.798
10 50 100 0.768 0.759
10 55 100 0.708 0.703
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表 6.27 実際の広告配信市場と財と買い手の比率が近いデータの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 10 82 0.758
10 20 74 0.723
10 30 81 0.748
10 40 75 0.782
10 50 78 0.752






少ない cavg = 5のデータを除いて，ほぼ全ての財が割当てられている．また，cavg を大
きくするにつれて，計算時間が伸びていることがわかる．
図 6.63 買い手の興味のある財の数を変化
させたデータの cavg = 5 での目的関数値
の分布
図 6.64 買い手の興味のある財の数を変化




させたデータの cavg = 35 での目的関数値
の分布
図 6.66 買い手の興味のある財の数を変化
させたデータの cavg = 40 での目的関数値
の分布
表 6.28 買い手の興味のある財の数を変化させたデータの結果
財の数 買い手の数 cavg データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
50 50 5 100 3774.52 109.4 34.87 4205.43
50 50 10 100 5107.76 103.6 49.31 5833.44
50 50 20 100 5169.55 103.6 49.90 5857.67
50 50 30 100 5177.96 103.6 49.98 5870.04
50 50 35 100 5180.54 103.7 49.94 5888.10
50 50 40 100 5173.90 103.6 49.93 5875.69
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表 6.29 買い手の興味のある財の数を変化させたデータの計算時間
財の数 買い手の数 cavg 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
50 50 5 2.99410 2 0.017 0.051 100
50 50 10 4.60410 2 0.03 0.172 100
50 50 20 4.97410 2 0.028 0.07 100
50 50 30 6.06110 2 0.043 0.092 100
50 50 35 6.70310 2 0.043 0.081 100





図 6.67 順位の分布（cavg = 5) 図 6.68 順位の分布（cavg = 10)
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図 6.69 順位の分布（cavg = 20) 図 6.70 順位の分布（cavg = 30)








財の数 買い手の数 cavg データ数 REVREVnotEF の平均
SW
SWnotEF の平均
50 50 5 100 0.816 0.795
50 50 10 100 0.997 1.000
50 50 20 100 0.999 1.003
50 50 30 100 1.000 1.004
50 50 35 100 1.000 1.003
50 50 40 100 0.999 1.003
表 6.31 買い手の興味のある財の数を変化させたデータの配分効率性の検証
財の数 買い手の数 cavg ワルラス均衡が存在した数 SWSWDGS の平均
50 50 5 43 0.750
50 50 10 83 0.992
50 50 20 94 0.999
50 50 30 99 1.000
50 50 35 94 1.000
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m n vavg vstddev bavg bstddev cavg cstddev
50 10 100 20 300 40 16 4
50 20 100 20 300 40 16 4
50 50 100 20 300 40 16 4
50 70 100 20 300 40 16 4
50 100 100 20 300 40 16 4























財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
50 10 100 2716.27 59.41 45.98 4594.62
50 20 100 4166.09 84.38 49.39 5241.23
50 50 100 5163.83 103.55 49.87 5888.71
50 70 100 5437.22 108.92 49.92 6065.06
50 100 100 5714.63 114.36 49.97 6277.38
50 200 100 6102.00 122.04 50 6598.82
表付録 A.3 財の数を固定し買い手の数を変化させたデータの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
50 10 6.10710 2 0.043 0.078 100
50 20 4.95710 2 0.032 0.078 100
50 50 4.87910 2 0.033 0.158 100
50 70 4.75510 2 0.032 0.062 100
50 100 5.06310 2 0.036 0.067 100






図付録 A.5 順位の分布（n=10) 図付録 A.6 順位の分布（n=20)
図付録 A.7 順位の分布（n=50) 図付録 A.8 順位の分布（n=70)
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財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
50 10 100 1.000 1.000
50 20 100 0.999 1.002
50 50 100 0.999 1.001
50 70 100 0.999 1.003
50 100 100 1.000 1.003
50 200 100 1.000 1.005
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表付録 A.5 財の数を固定し買い手の数を変化させたデータの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
50 10 62 0.932
50 20 85 0.992
50 50 90 1.000
50 70 95 1.000
50 100 98 1.000
50 200 100 1.000
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