We explore how to control the dynamical instability of a quasi-one dimensional (1D) stationary state Bose-Einstein condensate (BEC) consisting of fixed N atoms with arbitrary time-independent external potential and atomic scattering length. The dependence of the perturbed solutions on the velocity field, external potential, condensed atom number, and the initial perturbations is demonstrated analytically, that shows the stability, instability and undetermined stability of the system. Some sufficient conditions on the stability and controlling criteria to the instability are established. We take a BEC held in an optical lattice potential as an example establishing the stability regions on parameter space and illustrating the scheme for controlling instability. The results contain the known stability assertions for the lattice potential case and agree with the recent experimental findings qualitatively. It is demonstrated that the realization of the former needs to decrease energy or chemical potential for the considered system, and the latter can be performed by repeatedly using a controllable perturbation as a control signal to keep the energy that is similar to whip a top gently. We will establish the sufficient conditions on the stability and controlling criteria to the instability, and give an example of the BEC held in an lattice potential to evidence them.
Introduction
Experimental observation of atomic gas Bose-Einstein condensates (BECs) has caused significant stimulation to the study of macroscopic quantum phenomena with nonlinearity. In the mean field regime where the BECs are governed by the Gross-Pitaevskii equations (GPE), the BEC of a stationary state can be observed carefully in experiments only for the stable solutions of GPE. For the purpose of applications, the studies on the stability and instability of the solutions of GPE are necessary and important [1] - [14] . Recently, BEC instabilities have attracted much interest and the corresponding experimental [1, 2, 3] and theoretical [4] - [11] works were reported for various BEC systems. Several different definitions such as the Landau instability [5, 6] , dynamical instability [11] , parametric instability [9] and modulational instability [15] were employed. The used research methods concerned the characteristic exponent technique [4] , Gaussian variational approach [7] , and the numerical simulations to the partial differential equations [5, 11, 10] . The reported results showed that the instabilities are associated with the BEC collapse [15, 16] , implosion and chaos [17, 18, 19, 20, 21, 22] , dynamical superfluid-insulator transition [23] , and the formation and evolution of the matter-wave bright solitons [24, 25, 26] . In order to stabilize the BECs [14] , some stability criteria [13] and pa-2 rameter regions [4, 5, 27] were demonstrated. Most of the works focus in the stabilities under random perturbations. Experimentally [3] and theoretically [5] exploring the stabilities under the controllable perturbations have also become a challenging problem.
In the sense of Lyapunov, the instability entails that the initially small deviations from the unperturbed state grow without upper limit. We shall restrict the dynamical instability to the particular case of nonzero characteristic exponents such that the minor deviations from the unperturbed state grow exponentially rapid in time [5, 11] . Most of above-mentioned investigations on the stabilities and instabilities are based on such a type of instability. By the control of instability we mean either to induce the transitions from unstable states to stable ones or to elongate the lifetimes of the unstable states. Realization of the former needs to decrease energy or chemical potential for the considered system, and the latter can be performed by initially using a controllable perturbation as a control signal to keep the higher energy that is similar to whip an top gently. Any experiment always contains a degree of noise, that leads to the random perturbations to the system. So in order to further elongate the lifetime of an unstable state, we have to repeat the control by using the control signal being stronger than the noise. %
In the previous work, we have investigated the stabilities of BECs for the chaotic states [20, 22] and dissipative cases [27] . In this paper, we shall consider the dynamical stability of a quasi-1D stationary state BEC consisting of fixed N atoms with arbitrary time-independent external potential and atomic scattering length. It will be demonstrated that the bounded perturbed solutions depend on the velocity field, external potential, condensed atom number, and the initial disturbances. The dependence implies that the stationary state BEC is certainly stable only for some parameter regions and the possible instability can be controlled by adjusting the initial sets and system parameters to fit the given criteria. We take the BECs held in an optical lattice as an exemplification to illustrate the general results on the stability, instability and undetermined stability. The results contain the known analytical assertions for the optical potential case [11, 5] and supply a scheme for controlling the dynamical instabilities. The controllability prediction agrees with the reported experimental results qualitatively [3] .
Linearized equations
We start with the dimensionless quasi-1D nonlinear GPE
where V (x) denotes the external potential, the quasi-1D interaction intensity g 1 is related to the s-wave scattering length, atomic mass m and the transverse trap frequency ω r [28] for the normalized wave-function ψ with norm |ψ| 2 being the density of atomic number. It is well known that different solutions of a nonlinear equation may possess different stabilities. Here we study stability only for the stationary state solution of the form
where µ is the chemical potential, R(x) and θ(x) represent the module and phase, which are both real functions. In the considered units withh = m = 1, the phase gradient θ x is equal to the flow velocity field [28] . Given the module, we define the useful operators [11]
with integer n = 1, 3 and arbitrary constant J. Then inserting Eq. (2) into Eq. (1) gives the equations
The second of Eq. (4) means the constant J = R 2 θ x being the atomic flow density, which is determined by the initial current.
We now investigate the stability of stationary state Eq. (2) by using the linear stability analysis, which is associated with boundedness of the perturbed solution [13, 11] 
where the perturbed correction εφ i (x, t) is real function with constant |ε| ≪ 1. Substituting
Eqs. (5) and (4) into Eq. (1) yields the linearized equations [11] 
For most of external potentials V (x) we cannot derive the exact solutions from Eq. (1) or Eq.
(4) such that the operators L n and S cannot be determined exactly. In some special cases, say, for a BEC in an optic lattice potential, the exact solutions have been found [11, 10, 28] , however, solving Eq. (6) for the general solution is still difficult. Therefore, we have to focus our attentions to the special dynamical stability, which is associated with the perturbed solutions of space-time separation,
Note that the real function φ i limits T i and ϕ i to real or imaginary simultaneously, the difference between both is only a sign of φ i . We take real T 1 , ϕ 1 , T 2 , and ϕ 2 without loss of generality, since the changes of the signs of φ i cannot affect the stability analysis. We shall discuss how to suppress the dynamical instabilities respectively for the trivial phase solutions and nontrivial phase ones.
Control of instability in the trivial phase case
The trivial phase, θ = constant, means J = 0 and S = 0 in Eqs. (3) and (4) . In such a case, combining Eq. (6) with Eq. (7), we get the coupled ordinary differential equationṡ
Here λ i is the real eigenvalue determined by the initial perturbationsṪ i (0),
is the Hermitian operator. The corresponding decoupled equations are derived easily from the coupled ones as
Obviously, the general solutions of Eq. (8) can be written as the exponential functions (¡¡) Instability: One can find a negative eigenvalue associated with a set of bounded eigenstates of Eq. (9) that makes T i the real exponential function. The dynamical instability can be controlled by adjusting the initial disturbances to obey A i = 0 that will suppress the exponentially rapid growth. From Eqs. (10) and (8) we establish the controlling criteria for the instability asṪ
(¡¡¡) Undetermined stability: One cannot determine whether all eigenvalues of the bounded eigenstates of Eq. (9) are positive. In this case, we can use criterion (11) to control the possible instability of case (¡¡). If the system parameters may be in the stability region, the control criterion of the undetermined stability readṡ
This initial set leads to the stability as in case (¡).
We are interested in determining the eigenvalues of operators L where α g and β g express the corresponding ground state eigenvalues respectively. From Eq. (3) we know the relation L
Therefore, we give the stability conditions for the two different cases.
Case g 1 > 0: The sufficient condition of stability is given by α g ≥ 0, since such a ground state eigenvalue implies α ≥ 0 and β > 0 for all of eigenstates such that the well known spectral theorem gives [11, 10, 29 ] λ 1 λ 2 ≥ 0. The sufficient condition of instability reads as α g < 0, β g ≥ 0 that makes α g β < 0 and λ 1 λ 2 < 0.
Case g 1 < 0: Similarly, the stability sufficient condition is β g ≥ 0 that leads to β ≥ 0, α > 0 and λ 1 λ 2 ≥ 0 thereby. The sufficient condition of instability is obviously α g ≥ 0, β g < 0.
These stability and instability conditions result in the corresponding stability and instability regions on the parameter space. In all of the other cases, we don't know whether λ 1 λ 2 is certainly positive or negative, so the linear stabilities are analytically undetermined. It is worth noting that Eq. (4) infers R(x) to be one of the eigenstates of L ′ 1 with eigenvalue α R = 0. Therefore, if R(x) is a ground state, the above stability and instability conditions indicate that the system is stable for g 1 > 0, and unstable for g 1 < 0. These contain some of the previous analytical results for the lattice potential case [11] . We will take the lattice potential as an example to evidence the above-mentioned conditions.
The BEC held in an optical lattice is a concrete physical example [3, 11, 5] . For the lattice potential R(x) may be a periodic solution [11, 10, 28] . In the periodic R(x) case, the eigenequation L ′ 1 u = αu can be rewritten as the integral form [30] u = u 1 + u 2 ,
where q > 0 is a real constant. This integral equation can be directly proved by taking the second derivative from its both sides. The periodic solution u must satisfy the boundedness condition lim x→±∞ e ∓qx f udx = 0. Under this condition we can apply the l'Höpital rule to get the superior limit [22] lim x→±∞ u ≤ lim
For the case lim x→±∞ u > 0 Eq. (13) implies 2q
After using 3g 1 instead of g 1 , the same calculations give
When the constants C 1 and C 3 are greater than or equal to zero, we establish the sufficient conditions of stability as α g ≥ 0 for g 1 > 0 and β g ≥ 0 for g 1 < 0, while C 1 ≥ 0 and C 3 ≥ 0 lead the stability conditions to
By the sufficient conditions we mean that the stationary state R(x)e −iµt is certainly stable for the µ values in any region fixed by Eq. (16), and the dynamical stabilities are undetermined outside.
Noticing the dependence of R = R(x, µ) on µ in Eq. (4), the normalization condition On the other hand, given conditions (11) and (12), we can experimentally set and adjust the initially controllable perturbations as a control signal [3] to suppress the exponentially fast growth of T i (t) for stabilizing the unstable states. For a positive λ the unstable mode in Eq. (10) is proportional to A i . Once Eq. (11) is satisfied in the adjustments to the initial perturbations, we get A i = 0 such that the known instability is suppressed. Although the phase θ and amplitude R are time-independent in the considered case, the initial perturbations can lead to the nontrivial and time-dependent corrections to the phase and atomic-number density.
From Eq. (5) we find the first corrections as
which are initially proportional to T 1 (0) and T 2 (0) respectively. Therefore, the adjustments to the initially controllable perturbations can be performed by trimming the number density |ψ| 2 , velocity field △θ x and their time derivatives being proportional to the trimming velocities.
Experimentally, the number density can be adjusted by varying the condensed atom number, and the adjustments to superfluid velocity may be related to a displacement △x of trapping potential [3] . For a positive λ Eq. (11) impliesṪ i (0)/T i (0) < 0. The control fitting to Eq. (11) will elongate lifetimes of the unstable states as in the case of whipping an unstable top.
Control of instability in the nontrivial phase case
By the nontrivial phase we means J = 0 and S = 0 in Eqs. (3) and (6) . Inserting Eq. (7) into Eq. (6) and noticing φ i the real functions, the solvability of the coupled equations imposes 9 a direct coupling between the time functions, T 2 (t) = νT 1 (t), and consequently leads to the decoupled equationsṪ
with star sign denoting the complex conjugate. The real exponent λ indicates the general instability of the solutions. However, the instability from λ > 0 can be varied by initially inverting the flow velocity. In fact, when we keep the atomic number density which is proportional to T 1 (0), and invert the flow velocity
the operator S (proportional to J) and constant ν [proportional to T 2 (0)] in Eq. (18) will vary signs, then the invariability of the eigenequations under the transformation
leads to the negative λ and the boundedness of perturbed solution T i (t). Conversely, if the system is initially in the bounded state with λ < 0, such an operation will bring the positive λ and the consequent loss of stability. The inversion of flow velocity, of course, requires the initial perturbation to be greater than a critical value, which corresponds to the critical velocity
Only if the absolute value of counter velocity is greater than that of the critical velocity, the total velocity is inverted and the initial stability is broken down. When the arbitrary constant J is small enough but nonzero (nontrivial), this operation needs perturbation to be still sufficiently small. In the experiment reported by Burger and coworkers [3] for a BEC in an optical lattice, existence of the critical perturbation △x c associated with the superfluid velocity [5] has been demonstrated.
Conclusions and discussions
In conclusion, we have investigated the dynamical stability, instability and undetermined stability of a quasi-1D stationary state BEC for arbitrary time-independent external potential and atomic scattering length, and fixed atomic number. After space-time separation of variables, we derive the general solutions of the linearized time equations for the trivial phase case. In the nontrivial phase case, we find the invariability of the eigenequations under the inversion transformation of the velocity field and characteristic exponent associated with the stability.
Several sufficient conditions of stability are established that imply different stability regions on the parameter space. The dependence of stability on the initial perturbations are revealed and the criteria for controlling such instabilities are established. As an important example, we evidence the stability conditions and controlling scheme analytically for the BEC held in the optical lattice potential. Our results contain some known analytical assertions [11, 5] and qualitatively agree with Burger's experimental results in the lattice potential case [3] . The other predictions can be tested with current experimental setups.
Finally, we stress again that our control of instability means either to induce the transitions from unstable states to stable ones or to elongate the lifetimes of the unstable states. For the considered BEC systems the former can be realized by adjusting the strength of potential V (x)
to enter the stability regions of Eq. (16), and the latter can be performed by applying Eq. (17) to fit the criteria stated in Eqs. (11) and (12) for the trivial phase case or by using Eqs. (19) and (20) to vary sign of flow velocity for the nontrivial phase case. The further elongation of lifetime of an unstable state needs repeat performances of the control, that is similar to whip an unstable top.
