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ABSTRACT 
This thesis employs econometric methods to determine the optimal hedge ratios 
of futures contracts. The econometric methods include the parametric models proposed 
in the literature as well as nonparametric models. The parametric models used are 
simple regression model, error correction model and bivariate models with 
heteroskedastic error structures. On the other hand, local polynomial fitting are 
employed in the estimation of nonparametric models. The performance of the models is 
evaluated in terms of hedging effectiveness. Daily series on Nikkei Stock Average and 
its futures contracts traded in Singapore International Monetary Exchange are used as 
illustration. Data of lower frequencies are generated from these daily series and are 
investigated. We found that if the bandwidths are selected with Fan-Gijbels rule of 
thumb procedure, nonparametric models are able to provide superior estimation of 
hedge ratio to parametric models. However, if the bandwidths are chosen with the least 
squares cross-validation method, the performance of nonparametric models is poor in 
general. This suggests the importance of the bandwidth selection method used in 
nonparametric estimation. In addition, the temporal aggregation effect is found in the 
estimation of bandwidths. This thesis is the first attempt to apply local polynomial 
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A forward contract is an agreement to buy or sell an asset at a certain time in 
the future for a certain price. A futures contract is one type of forward contract with 
highly standardized and closely specified contractual terms. Investors who have 
agreed to buy enter a long futures position while those who have agreed to sell enter a 
short futures position. The price specified in the contract is known as the futures price 
which is determined at the initial time of contracting. Basically, all futures contracts 
can be categorized as either commodity futures contracts, where the underlying assets 
are commodities, or financial futures contracts, where the underlying assets are 
financial assets such as bonds or a portfolio of stocks. 
One kind of financial futures contracts is stock index futures contract. As 
indicated by its name, this type of futures contract has stock index (for example, 
Standard and Poor's 500, Nikkei Stock Average, and Hang Seng Index) as the 
underlying asset. One of the special features of a stock index futures contract is that 
actual delivery of the underlying asset does not occur. An investor's obligation must 
be fulfilled by a reversing trade (by entering the opposite position) or a cash 
settlement. The spot as well as the futures prices are quoted in terms of index points, 
with one point representing a certain amount of value. 
The first stock index futures contract was introduced by Kansas City Board of 
Trade in the United States in 1982, with Value Line Average as the underlying asset. 
In the same year, Standard & Poor's 500 futures contract and New York Stock 
Exchange Composite futures contract were traded in Chicago Mercantile Exchange 
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and New York Futures Exchange. Since then this kind of financial futures contract has 
gained much popularity. In addition to those in the United States, many exchanges 
began trading in stock index futures contracts. The most successful ones are those in 
London, Japan, Singapore and Hong Kong. Moreover, some exchanges also trade 
futures contracts based on overseas stock market indices. For example, Singapore 
International Monetary Exchange and Chicago Mercantile Exchange began trading of 
futures contracts on Nikkei Stock Average on September 3, 1986 and September 25, 
1990 respectively. 
The existence of futures markets helps in price discovery of assets — the 
revealing of information about future spot market prices. This is because there is a 
relationship between the futures price and the price that people expect to prevail for 
the asset at the delivery date specified in the futures contract. Stock index futures 
contracts certainly provide such information on people's expectation about the stock 
markets. 
One of the reasons for the success of stock index futures contracts is that they 
are useful in managing large stock portfolios and controlling risk. Indeed, the basic 
function of any kind of futures contracts is hedging - the transfer of risk from the 
hedgers to the speculators - and stock index futures contracts have performed this job 
well. They are especially important to the institutional investors who are active traders 
and manage a substantial portion of assets in the stock markets. Stock index futures 
provide them with an alternative investment vehicle which is low in cost but effective 
in mimicking the underlying stock index. In fact, many index equity fund managers 
make use of stock index futures contracts, together with other investment tools, in 
order to "make up" diversified stock portfolios. 
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How do futures contracts achieve hedging and hence reduce the risk exposure 
of investors? For instance, in order to minimize the risk of a long position in the spot 
market, an investor would enter a, generally short, position in the futures market. 
Assume that both spot and futures markets move in the same direction. Then when the 
spot market moves adversely, the investor can cover the loss in the spot market by the 
gains in the futures market and vice versa. However, one thing has to be determined 
before the above strategy can be employed effectively. This is the hedge ratio - how 
many futures contracts that an investor should enter for a particular position in the 
spot market such that the risk is minimized. 
With the knowledge of what futures contracts are, it is quite straight forward to 
think that if one tries to hedge a long (short) position of Q units of an asset in the spot 
market, he/she should short (long) a futures contract of Q units of that asset. This 
naive hedging strategy, however, has assumed that the price movements (directions 
and magnitudes) are the same in both spot and futures markets. In other words, the 
basis - defined as the difference between the spot and futures prices - is assumed to be 
unchanged over time. In reality, this is not the case. Theoretically, the basis reflects 
the "cost of carry" for holding the asset from now to the delivery date specified in the 
futures contract. If interest rate and dividend yield are both positive and remain 
unchanged, this cost of carry or basis should decrease over time and become zero on 
delivery date. This, again, does not match the reality. We can see that the basis 
fluctuates within a trading day or even minutes and it is documented that mispricing 
of futures contracts was observed in different markets. It is then natural to ask the 
question of what the optimal hedge ratio is and how it should be determined 
econometrically. 
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Various methods were proposed in the literature in determining the optimal 
hedge ratio. They include simple regression approach, error correction model, and 
bivariate error correction model with a GARCH error structure. All these methods 
belong to parametric models which rely on particular functional forms of the 
underlying variables. 
Unlike parametric models, nonparametric models do not specify the 
relationship among variables and are robust to functional form assumptions. These 
models allow the data themselves to determine how they are related. One of the 
nonparametric models is the local polynomial estimation which, as given by its name, 
approximates the relationship locally with a polynomial. 
Apart from the many strengths of nonparametric estimation, local polynomial 
fitting is design-adaptive. It can handle random and some unusual designs 
automatically while such designs often restrict the application of other nonparametric 
estimation methods. In addition, it can correct boundary effect automatically. Local 
polynomial fitting also attains certain minimax properties in efficiency. It also 
provides an intuitive way in estimating the derivatives of a function. Furthermore, 
compared with other nonparametric estimation techniques, it can be extended easily to 
multidimensional analysis. See Hastie and Loader (1993) for a detailed exploration on 
these advantages about local polynomial fitting. 
The objective of this thesis is to apply local polynomial estimation to derive 
the optimal hedge ratios, using Nikkei Stock Average and its futures contracts (traded 
in Singapore International Monetary Exchange, SIMEX) as illustration. The results 
are evaluated by comparing their hedging effectiveness with that of the parametric 
hedge ratios. 
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The coming chapters are organized as follows: Chapter two will give a review 
of literature on various parametric models in estimating the optimal hedge ratios, and 
the topics on nonparametric estimations that are relevant to this thesis. Chapter three 
will present both the parametric and nonparametric models that will be applied in the 
thesis. Chapter four will give a brief description of the data used and the estimation as 
well as the evaluation results. Finally, conclusion will be presented in chapter five. 
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CHAPTER TWO 
THE LITERATURE REVIEW 
This chapter is divided into two parts. In the first part, the literature on the 
parametric models will be reviewed while the works for nonparametric models will be 
discussed in the second part. The parametric models considered in this thesis include 
simple regression model, error correction model, and bivariate model with a GARCH 
error structure. Detailed frameworks of the models and the estimation techniques will 
be presented in the following chapters. 
Parametric Models 
Parametric models are models which specify the functional forms for and 
hence the numeric relationships among the variables involved. The parameters are 
then estimated using various methods and algorithms that accord to the models 
specified. The most common methods include ordinary least squares, generalized least 
squares and maximum likelihood estimation among many others. 
In general, these parameters are estimated globally (that is, estimated with the 
whole data set) and hence cannot vary at different locations or time. Therefore, if the 
assumptions to the model specification are inappropriate, and the postulated 
functional forms are far from the actual relationships, such rigidity could lead to poor 
estimations and misleading results. 
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Simple Regression Model 
According to the traditional hedging theory, spot and futures prices generally 
move together, so that the basis movement will be very small and can be ignored. 
With the emphasis of risk avoidance, traditional hedging theory suggests that hedgers 
should take futures market positions equal in magnitude but of opposite sign to their 
positions in the spot market. As explained in chapter one, this is called the naive 
hedging strategy and would achieve a perfect hedge (net retum always equals zero) if 
the change in basis tums out to be zero. 
With the aid of the theory of adaptive expectation, Ederington (1979) showed 
that any change in the spot price will be accompanied by a proportional but unequal 
movement of the futures price. Therefore, such naive hedging strategy cannot attain 
perfect hedge under this theory. 
On the other hand, if the basis itself is small enough, price change risk can also 
be completely eliminated under naive strategy by making or taking delivery on the 
futures contracts sold or bought. However, in reality, there are only a few fixed 
delivery periods per year (e.g. 4 times a year) available in the futures markets. 
Therefore investors are always unable to hedge over the desired time period. In 
addition, such desired time period may be uncertain to the investors themselves or 
may change over time. 
By applying the basic portfolio theory of Johnson (1960) and Stein (1961)， 
Ederington (1979) argued that holdings in spot and futures markets should not be 
viewed as substitutes. Instead, investors would view futures contract just as one kind 
of security available in the marketplaces, and therefore, investors' decisions to buy or 
sell futures contracts have the same risk and retum reasons as that for other securities. 
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With the assumption that holdings in spot market are fixed, the question then becomes 
by how much these holdings should be hedged such that the risk of the whole 
portfolio is minimized. The answer to this question is defined as the optimal hedge 
ratio. And Ederington (1979) showed that this optimal hedge ratio would be equal to 
the ratio of the covariance between spot and futures price changes to the variance of 
the futures price changes. 
Econometrically, this ratio can be attained by simply regressing the spot price 
changes on a constant and the futures price changes linearly and that is why this 
approach is referred to as the simple regression model. By defining the hedging 
effectiveness as the percentage reduction in the variance of net retum (hedged verses 
unhedged positions), Ederington (1979) showed that such measure is indeed the 
coefficient of determination (R^) of the simple regression in obtaining the optimal 
hedge ratio. 
Using Government National Mortgage Association (GNMA) 8% Pass-
Through Certificates and 90 Day Treasury Bills futures contracts as illustration, 
Ederington (1979) found that hedging effectiveness was higher for longer hedging 
horizons, and for using more nearby futures contracts. The author also found that the 
estimated hedge ratio is statistically significantly different from one, the naive hedge 
ratio. In addition, he discovered that the hedging effectiveness was insensitive to small 
changes in the optimal hedge ratio - a 10% change in optimal hedge ratio would result 
in only 1% change in hedging effectiveness. 
The work of Ederington (1979) was the first one that adopted econometric 
method in estimating the optimal hedge ratio and hedging effectiveness. This 
approach has attracted a great deal of attention from academics and market 
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participants, and was then followed by much literature including Hill and Schneeweis 
(1982, 1984), Figlewski (1984, 1985), Witt, Schroeder and Hayenga (1987), Myers 
and Thompson (1989), Castelino (1990a, 1990b, 1992) and Viswanath and Chatterjee 
(1992). While all the authors applied similar frameworks, observations from different 
futures markets were used such as various stock index futures contracts, foreign 
currency futures contracts and various commodity futures contracts. 
On the other hand, Dale (1981) suggested that price levels, rather than changes, 
should be used in optimal hedge ratio determination. However, Hall and Schneeweis 
(1981) criticized that Dale's approach was misspecified and led to many statistical 
problems like inefficient estimation of optimal hedge ratios and over-estimation of 
hedging effectiveness. 
Error Correction Model 
Engle and Granger (1987) showed that if there exists long mn relationship 
between two quantities, there will be an error correction representation between them. 
Any deviation from the equilibrium will influence the short mn dynamics of the 
variables in the system. As a result, such an "error" will be "corrected" and hence the 
long run relationship is maintained. Whether the relationship exists between two 
variables can be tested econometrically with the two-step procedures proposed by 
Engle and Granger (1987) or the maximum likelihood technique developed in 
Johansen (1988). 
Given the intimate linkage between spot and futures market, it is not surprising 
that the spot and futures prices have such a long run relationship and hence an error 
correction representation. This concept was then applied to optimal hedge ratio 
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estimation by Ghosh (1993a, 1993b, 1995), Ghosh and Clayton (1996), and Chou, Fan 
and Lee (1996) etc. using data from different financial futures markets. It was argued 
that simple regression approach proposed by Ederington (1979) was misspecified 
because it ignored both the disequilibrium from the long run relationship and the short 
mn dynamics. Therefore, the optimal hedge ratio estimated under error correction 
model should outperform that from simple regression approach. Since R^ is a non-
decreasing function of additional independent variables, such a measure of 
performance will favour error correction model. Instead of R ,^ the authors adopted 
measures like adjusted R?, root mean squared error, and total portfolio risk (defined as 
the variance of the hedged position) for evaluation. These studies found that 
empirically, error correction model was at least as good as the simple regression 
approach. The differences in performance became more obvious when out-of-sample 
data were used to evaluate the models. 
Bivariate Error Correction Model with GARCHError Structure 
Kroner and Sultan (1993) argued that simple regression approach is not only 
misspecified, but also making an incorrect assumption on the risk in spot and futures 
markets, that is, a constant risk over time. Although the error correction model can 
help remove the first problem, it leaves the second problem untackled. This 
assumption of constant risk implies that the optimal hedge ratio will be the same 
irrespective of when the hedging is undertaken (that is, time invariant). However, 
when new information arrives the market, the riskiness of each of these assets may 
change. Therefore, the "optimal" hedge ratios estimated from either simple regression 
approach or error correction model may not be risk minimizing. 
10 
Assuming that an elementary investor faces a time-separable and mean-
variance utility function, and that the futures prices are a martingale (that is, 
E, (P,{^) = P/), Kroner and Sultan (1993) showed that the utility-maximizing (or risk 
minimizing) hedge ratio at time t is the same as that derived by Ederington (1979), 
with the exception that the conditional moments (covariance between spot and futures 
price changes and variance of futures price changes) are now time-varying, reflecting 
the arrival of new information in the market. In fact, this new model will reduce to the 
simple regression approach if thejoint distribution of spot and futures is constant over 
time. 
Kroner and Sultan (1993) modelled the first moments with a bivariate error 
correction model, which was able to capture both the long run relationship between 
the spot and futures prices and the short mn dynamics, and the second moments with a 
bivariate constant correlation GARCH(1,1) model, which captured the time-varying 
conditional moments and hence the hedge ratio. Making use of foreign currency 
futures contracts as an example and total portfolio risk as a performance measurement, 
the authors found that the dynamic hedging strategy was a potentially superior one to 
those proposed under simple regression approach and error correction model. 
Baillie and Myers (1991) also tried to capture this dynamic property with a 
bivariate GARCH model. However, their model does not incorporate the error 
correction term and hence cannot consider the long mn relationship between the spot 
and futures prices. 
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Nonparametric Estimation Techniques 
In contrast to parametric models, nonparametric estimation techniques do not 
assume particular functional forms for the interested quantities and they "let the data 
speak for themselves". In general, for observations {Xi Yf), i = 1, 2,..., n, it is 
assumed that: 
Y^=f(x,)^sr, 
where the only assumptions about X ' ) are that it is "smooth" enough (such that its 
derivatives exist) and si are independent errors (this assumption can also be relaxed) 
with mean zero and variance cr^. Compared with parametric models, nonparametric 
models have much less restrictive assumptions about the functional forms and the 
distributions of the interested quantities. Therefore it can avoid many problems 
encountered in parametric models. On the other hand, nonparametric techniques can 
also be combined with parametric models to handle some regression problems (e.g. 
semi-parametric models). 
In fact, it is nothing mysterious about the techniques. In general, it is done 
with locally weighted regressions. The original studies of Nadaraya (1964) and 
Watson (1964) proposed to estimate a function by locally weighted averaging. Their 
works were then modified by many others. Today, various nonparametric techniques 
are developed and applied to different areas of research. Here, I will only briefly 
discuss those that are relevant to the thesis. 
Local Polynomial Estimation 
Local polynomial estimation has been widely discussed in the literature. The 
idea of local polynomial regression has existed for a long time. The classical works of 
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Stone (1977) and Cleveland (1979) provide the building blocks for the development 
of such techniques. Stone (1977) systematically studied the asymptotic properties of 
nonparametric regression. Cleveland (1979), on the other hand, applied polynomial 
fitting locally and developed a procedure so-called LOWESS (LOcally WEighted 
Scatter plot Smoothing) that avoids distortions resulting from deviant observations. 
Two later works of Stone (1980, 1982) studied the rates of convergence for local 
regression in detail. These works were then followed by much literature and the ideas 
of local polynomial estimation were applied to many areas of research. The detailed 
discussion of Cleveland, Devlin and Grosse (1988) about the methods, statistical 
properties and computational algorithms of local regression further enhances the 
application of the techniques. 
Simple nonparametric estimators encounter problems under certain 
circumstances. For example, in estimating a function near the boundary with 
Nadaraya-Watson estimator, serious bias will occur. It is because the kemel function 
is symmetric, and no observation outside the boundary would receive weights. Gasser 
and Mtiller (1979) developed another estimator which reduces such bias but increases 
the variance instead. Similar problems occur if the observations are unequally spaced. 
Such estimators are therefore not design-adaptive. These problems are particularly 
severe and difficult to handle when the predictors are multidimensional. Some special 
kemel functions (e.g. the boundary kemel functions) were then developed to solve the 
problems. Other methods like the extrapolation methods and reflection methods 
developed by Rice (1984) and Hall and Wehrly (1991) respectively can be used to 
reduce the boundary bias. 
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On the other hand, as noted in Hastie and Loader (1993)，local polynomial 
fitting is design-adaptive. It can automatically correct the boundary bias without 
increasing the variance. It is also insensitive to the design in a sense that the 
observations need not be equally spaced. These features are particular important in 
practical issues. 
In addition, Fan (1993) showed that local polynomial, particularly linear, 
fitting attains high asymptotic minimax efficiency properties among other linear 
estimators including those established by Nadaraya (1964), Watson (1964) and Gasser 
and Miiller (1979). This minimax efficiency is measured in terms of linear minimax 
risk. To put it simple, a 70% efficient estimator uses only about 70% of the available 
observations in estimation. In other words, such an estimator based on a sample of 
size 100 performs equivalently to the best linear estimator (which has 100% efficiency) 
with sample size 70. The following table gives a comparison of such minimax 
efficiency among several linear estimators with different kemel functions. 
Table 1: Comparison ofMinimax Efficiency among Linear Estimators. 
Kemel Function Local Linear Gasser- Miiller Nadaraya-Watson 
Epanechnikov 100 66.67 0 
Gaussian 95.12 63.41 0 
Uniform 92.95 61.97 0 
Source: Fan and Gijbels (1996), p 86. 
Modification of the kemel functions can be used to estimate the derivatives of 
a function. The higher order kemel function established by Gasser and Miiller (1984) 
is an example able to achieve this goal. However, with the aid of Taylor's expansion, 
local polynomial fitting provides a much intuitive and convenient way for derivative 
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estimation. Miiller (1987) found that derivative estimation with higher order kemel 
functions will be asymptotically equivalent to that of local polynomial fitting if the 
design is well-behaved. Yet, if it is not the case, for instance, under random design, 
higher order kemel estimation will be more variable. 
As it was shown in Fan, Gijbels, Hu and Huang (1996)，in order to estimate 
the vth derivative of a function, it is optimal to fit a local polynomial of degree p such 
that p-v is odd. Therefore, if the first derivative is to be estimated, it is best to be done 
with fitting a local polynomial of degree 2，4, 6 and so on. Such a fitting also attains 
minimax efficiency similar to that discussed before. Ruppert and Wand (1994) 
extended the discussion to a multivariate setup and drew similar conclusions. 
Bossaerts and Hillion (1997) have recently applied local polynomial 
estimation to options analysis. But they found that the performance of the local 
polynomial estimates was inferior to that of local parametric estimates. This local 
parametric estimation technique is done by fitting a parametric model (the Black-
Scholes formula in Bossaerts and Hillion (1997)) locally and combines the merits of 
both parametric and nonparametric modelling. 
In this thesis, I will consider hedge ratio as the first derivative of spot price 
changes with respect to futures price changes and both local linear and local quadratic 
fits are adopted to estimate the optimal hedge ratio. 
Many other nonparametric methodologies have been established, such as 
spline smoothing and orthogonal series based methods. Yet, they are not considered in 
this thesis and hence are not discussed here. 
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Bandwidth Selection 
Before any estimation is carried out, this section and the one followed will 
discuss two topics which are crucial to all nonparametric methodologies. 
As mentioned, these techniques involve locally weighted regressions. The 
problem is how "local" it is such that the regressions are carried out. The quantity 
which controls this is called the bandwidth. When the bandwidth is small, few 
observations within the neighbourhood will be used in estimation at each particular 
point. The estimated function will be very "bumpy" and similar to interpolation of the 
observations. On the other hand, when the bandwidth is larger, more observations are 
considered and the resulting estimator will be more "smooth". Indeed, if the 
� . 
bandwidth is so large that covers the range of the observations, nonparametric 
estimation techniques will be equivalent to parametric modelling. Therefore, the 
performance of the estimator largely depends on the bandwidth selected. 
To be more precise, the selection of bandwidth involves the tradeoff between 
bias and variance of the estimator - the larger the bandwidth, the larger the bias and 
the smaller the variance. Certainly, the bandwidth can be chosen subjectively. Yet, in 
order to get a balance between bias and variance, a data driven (automatic) bandwidth 
will be selected with mean squared error (MSE) criterion, mean integrated squared 
error (MISE) criterion and other similar criteria. Since mean squared error can be 
rewritten as variance plus the square of bias, minimizing this quantity potentially 
gives an appropriate bandwidth. However, MSE and other similar criteria involve 
estimations of other quantities like the derivatives of the function to be estimated. This 
then leads to different methodologies in deriving the bandwidth. 
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One of the most popular automatic bandwidth selection methods is called the 
cross-validation which uses the ideas of Allen (1974) and Stone (1974). It involves the 
minimization of the cross-validation criterion which is similar to the MSE criterion. 
Several modified versions of cross-validation were also developed, such as the 
generalized cross-validation by Wahba (1977) and Craven and Wahba (1979), least 
squares cross-validation by Rudemo (1982) and Bowman (1984) and biased cross-
validation method by Scott and Terrel (1987). As noted in Sheather (1992) and Fan 
and Gijbels (1996), the performance of the bandwidths under different cross-
validation methods is similar. 
Another commonly used data driven bandwidth selection method is called the 
plug-in method. There are also several versions of such method as those proposed by 
Park and Marron (1990) and Sheather and Jones (1991). As mentioned, the estimation 
of the derivatives of the original function is always needed for selecting the 
appropriate bandwidth. For plug-in methods, it is done with replacing the derivatives 
with consistent estimates. 
Sophisticated mathematics and computations are needed for both cross-
validation and plug-in methods. The method proposed by Silverman (1986), on the 
other hand, is much simpler in usage. Because of this feature, the method is called the 
"rule of thumb". It assumes that the distribution of the observations is normal and 
hence reduces many computational issues. Therefore, this method is also referred to as 
normal reference method. The idea was originally used by Bickel and Doksum (1977) 
for the uniform kemel density estimator and Deheuvels (1977) for histogram type 
estimators. Silverman's rule of thumb was also established for density estimation. Fan 
and Gijbels (1995b) extended the usage to local polynomial fitting. 
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Other bandwidth selection methods were also proposed. But they were used 
less frequently in the literature. One example is the root-n convergent method 
proposed by Hall, Sheather, Jones and Marron (1991) which involves estimated of 
higher derivatives. 
Sheather (1992) compared various types of data driven bandwidth selection 
methods including least squares and biased cross-validation methods, two mentioned 
plug-in methods, rule of thumb and the root-n convergent method. The author applied 
these methods to several real data sets and concluded that for most cases, cross-
validation methods were inferior to other methods and sometimes even impracticable. 
Despite of its simplicity, the resulting estimators from rule of thumb were comparable 
with those from the plug-in methods and root-n convergent method. This result is 
particular robust when the original function does not have a complex structure. 
In this thesis, least squares cross-validation method and Fan-Gijbels rule of 
thumb procedure will be used to choose the bandwidth. 
The bandwidths selected from the methods above are global bandwidths, 
which apply to the whole range of estimation. On the other hand, local bandwidth 
selection methods were also adopted in the literature. The simplest one is called the 
nearest neighbour method. Under this method, a certain number ^>ercentage) of 
observations which are nearest to the point of estimation are considered. The one 
proposed by Fan and Gijbels (1992, 1995a) involves much complicated methodology. 
Yet the goal of variable bandwidth is the same - to adjust the bandwidth locally to the 
properties of the data structure and minimize MSE and similar criteria locally. Under 
these methods, the bandwidth will be small at complex structures (e.g. peaks and 
troughs) and large at simple structures (e.g. tails). 
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Kernel Functions 
After deciding how "local" it is for nonparametric estimations, it is time to ask 
how the weights are assigned to each observation within the neighbourhood. Within 
the context of nonparametric estimation techniques, such a weighting function is 
called the kemel function {K). In general, it is a symmetric probability density 
function. 
Marron and Nolan (1988) stated that Gaussian kemel and those derived from 
the symmetric Beta family are the most widely used kemel functions. The Gaussian 
kemel is defined as: 
K{u) = (V^)-i exp(-wV2)； 
while the symmetric Beta family is defined as: 
眷 崎 1 2 , ” 1 ) ( 1 - 々 + ",1，...,. 
The subscript + denotes the positive part, which is assumed to be taken before the 
exponentiation. The function Beta{ •, •) generates a constant so that K is a density 
function. When y is equal to 0，1, 2, and 3, the function above will generate the 
uniform, Epanechnikov, biweight (quartic), and triweight kemel functions 
respectively. The constants attached to the function i^-u^Y+ will then be 1/2, 3/4, 
15/16 and 35/32 respectively. Gaussian kemel function is also a member of the Beta 
family as y— oo. 
The minimization of MSE or similar criteria also depends on what kemel 
function is used. Gasser, Mtiller and Mammitzsch (1985) and Granovsky and Milller 
(1991) showed that the minimization problems for the asymptotic MSE and MISE are 
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very complicated in forms. However, within the framework of local polynomial fitting, 
Fan, Gasser, Gijbels，Brockmann and Engel (1995) proved that Epanechnikov kemel 
function is optimal which minimizes the variance of the estimators. 
However, as noted in Fan and Gijbels (1996)，the choice of the kemel function 
K is not very important for the performance of the resulting estimators, both 
theoretically and empirically. If other things being the same, the asymptotic MISE's 
resulting from different kemel functions relative to that from Epanechnikov kemel 
function are as follows: 
Table 2: MISE's from Different Kemel Functions. 
Kemel Function y Form Asymptotic MISE 
Epanechnikov 1 | ( l - w ^ ) ^ 1 
Biweight 2 | | ( l_2^2): 1.0061 
Thweight 3 | | (1_^2^3 1.0135 
Gaussian oo (V^r)"' exp(-wV2) 1.0513 
Uniform 0 i 1.0758 
~~Source: Simonoff(1996), p 44. 
While it is almost the same as the Epanechnikov kemel function in terms of 
efficiency, biweight kemel is used in most of the softwares specialized for 
nonparametric estimation techniques. In this thesis, biweight kemel function will be 




In this chapter, analytical frameworks will be discussed. With the exception of 
the first parametric model (simple regression model with price levels), all of the 
models presented here will be applied to estimate the optimal hedge ratio. 
Parametric Models 
Simple Regression Approach with Price Levels 
Dale (1981) modified the work of Ederington (1979) (which will be discussed 
below) by using price levels, rather than changes, in estimating the optimal hedge 
ratio. The regression relationship adopted by Dale was: 
P； =a + /3P/ +f,; 
where P: = spot price of the assets at time t; 
P/ = futures price of the assets at time t; 
and the optimal hedge ratio is given by the estimator of p. The estimated hedge ratio 
as well as hedge effectiveness (defined below) is in general higher than those under 
the framework suggested by Ederington. However, Hill and Schneeweis (1982) 
criticized that this model is misspecifled: as in theory, the objective of hedging is to 
reduce the risk exposure to changes, not levels, in price. In addition, the residuals 
from the regression above in general will have high degree of autocorrelation. This in 
tum leads to many statistical problems, such as inefficiency in estimating the 
parameters and inapplicability of various test statistics. In fact, Dale's model receives 
little recognition in the literature. 
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Because of the problems and deficiencies stated above, this model 
specification will not be used in the coming sections. 
Simple Regression Approach with Price Changes 
Following the basic portfolio theory of Johnson (1960) and Stein (1961), 
which argued that one buys or sells futures for the same risk-retum reasons that one 
buys any other security, Ederington (1979) proposed the following framework: 
Let R, represent the retums on a portfolio for period t, then 
E(R,) = QMP： - P:—\ ] + QfE[P/ - P.U ] - K(Qf) 
where Q^ = spot market holdings (the amount of the assets held in spot market); 
Qj = futures market holdings (the amount of the underlying assets specified in 
the futures contract); 
K{Qj ) = brokerage and other costs of engaging in futures transactions; 
E{-) = the expectation operator; 
and P , , P/ defined as in previous section. Then 
Var{R) = Q]cj] + Q)a] + 2Q,Qf^,j 
where c r �= t h e variance of possible spot price changes from time t-1 to time t; 
crj = the variance of possible futures price changes from time t-1 to time t; 
a j^- = the covariance of possible spot price changes and futures price changes 
from time t-1 to time t; 
and Var{R) = variance of retums. 
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-Qf . . . 
Let b = — represent the proportion of the spot position which is hedged, i.e. the 
Qs 
hedge ratio and it is usually positive. Rewriting the variance of retums in terms of b 
yields: 
Var{R) = Q]{a]+h'cj]-2bG,^} 
The inclusion of the futures contract is to minimize the risk of the portfolio. The first 
order condition is then derived from: 
^ar{R) n^c^r2 ^^ . n . 
~ ~ - ^ = 65{2^^/ -2cr . / l = 0 , ^ 
and for risk minimizing b, b*, the optimal hedge ratio is 
A* � b = ^ 
^f 
In practice, this b* can be obtained by fitting simple regression: 
[p;-P;_^] = a^j3[P/-P/_,]^s,; 
or to be more concise, 
MODEL P1 AP； =a^/3AP/ +s, (3.1) 
where AP； = P； — P,% ； 
AP/=P/-P/_,. 
The estimator of p will then be the estimator of the population b*, i.e., the optimal 
hedge ratio. 
Other than the derivation of the optimal hedge ratio, Ederington (1979) also 
suggested a measure ofhedging effectiveness, H.E., defined as: 
H,E. = l - " ^ . 
Var{U) 
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U is the unhedged position with the same Q^ (i.e., Qj^ and hence b equal zero) and R* 
is the hedged position with b = b*. Therefore, 
Var(U) = Q�c7�; 
^2 CTr 
and so, H.E. = ^ ^ = p 
^s^f 
and p^ is the population coefficient of determination between the changes in the cash 
price and the change in the futures price. H.E. is estimated with the sample coefficient 
of determination, which is equivalent to the R^ for the regression stated above. As 
mentioned in Chapter 2, however, this measure is no longer valid when it is used to 
compare among different models. Hence, it will not be considered in this thesis. 
Cointegration and Error Correction Model 
When two quantities have long run relationship, there exists an error 
correction representation for these quantities (Engle and Granger, 1987). The long run 
relationship is defined in terms of cointegration and can be tested econometrically 
with the two-step procedure proposed by Engle and Granger (1987) or Johansen's 
(1988) procedure. If two series are cointegrated, we say that the long run relationship 
exists between them. In this thesis, Engle and Granger's (1987) two-step procedure 
will be applied. 
Therefore, before setting up the error correction model (ECM), it is important 
to test whether the variables are cointegrated or not. If a series is weakly stationary 
after its d^ difference, this series is integrated of order d, and denoted as 1(d). If two 
series (here P/ and P/) are both 1(1), and if there exists a linear combination 
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e, = P' -yP/ such that e, is I(0) (i.e., e, itself is weakly stationary), then we can 
conclude that P: and P/ are cointegrated. 
Hence the first step is to test whether both P/ and P/ are I(1) or not. The 
Augmented Dickey-Fuller (ADF) test and Phillips-Perron (PP) test for the presence of 
unit root can be applied. The ADF test is achieved by performing the regression: 
AP/ = a �+ a,P;_, +f,bjAP;_j + s, (3.2) 
7=1 
where i - s or f , depending on which series is to be tested, and k is the lag order 
selected under two information criteria, the Akaike information criterion (AIC) and 
Schwarz information criterion (SBC). These lag terms are included to ensure s, to be 
white noise. However, if k is sufficiently large, the power of the test will be reduced. 
Under the ADF test, the distribution of the errors s, is assumed to be 
statistically independent with constant variance. However, it may not be the case in 
practice. Particularly, serial correlation and heteroskedasticity are often observed in 
financial time series. Therefore, the ADF test may not be appropriate in testing the 
existence of unit roots in these series like P' and P/. On the other hand, Phillips 
(1987) and Phillips and Perron (1988) developed a generalization of Dickey-Fuller 
procedure which allows for a less restrictive assumption about the distribution of the 
errors. With nonparametric correction for serial correlation and heteroskedasticity of 
errors, the PP test is conducted by carrying out the following regression: 
P ;=a l^a ;p ;_ ,+M, (3.3) 
where i = s or / , and //, is white noise. Another appealing feature of the PP test is that 
the critical values for the PP test statistics are precisely those applied to the ADF test. 
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If one unit root exists in these series, they are integrated of order one. Then, 
the second step of the Engle and Granger (1987) two-step procedure to test whether 
P' and P/ are cointegrated is to obtain the residuals e, from the regression: 
p : = r , + r , p / + u , (3.4), 
and test if e, is I(0). If no unit root exists for e, (i.e., e, is I(0)\ we can conclude that 
P/ and P/ are cointegrated. In this thesis, both the ADF test and the PP test will be 
carried out. 
If cointegration (long mn relationship) exists between P: and P/ , the simple 
regression model P1 is misspecified. It is because it excludes the error correction term 
and therefore ignores the effect of last period's equilibrium error. Short run dynamics 
is ignored too, since it excludes the lagged values. The proper representation for the 
cointegrated relationship should be: 
m n 
MODEL P2 AP, = oe,_i + P^P / +2]6>,AP,!, + ^ ^ . A P / . + s, (3.5) 
/=1 7=1 
where e,_^ = P,!, -{y^ +y^P/_^), is the error correction term {e, is the residuals from 
the regression (3.4)). 
The error correction term e,_^  captures the long run equilibrium relationship, 
while the first difference (AP/ ) and the lagged changes (AP,:) 's and ISJP/_-'s) capture 
the short run dynamics. The lagged changes are included to ensure s, to be white 
noise, and m and n are again selected by the AIC and SBC. The coefficient p is the 
hedge ratio, which, in general, differs from that obtained from model P1. 
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Bivariate Models with GARCH Error Structure 
Kroner and Sultan (1993) argued that models P1 and P2 are appropriate only if 
the joint distribution of spot and futures price is constant over time. Ifthe distribution 
is time varying, they showed that the optimal hedge ratio at time t should be rewritten 
as: 
A* ^sfj 
‘ = 7 . G" 
This optimal hedge ratio is similar to that derived in model P1. However, the 
conditional moments (a^j , and o", ,) and hence the hedge ratio are now time-variant 
and conditional on information available at time t. The authors used a bivariate error 
correction model and obtained the time-varying conditional moments with a 
GARCH(1,1) error structure as follows: 
AP/ = ^ Ov + ^lv^/-l + v^/ ,�，\ 
MODEL P3B i ； 0� i � ' i (3.6), 
AP/ =ofo/ + ^ i / V i +S/, 
、 ? , _ 1〜雄所） （3.7)， 
//'」 
^ J^s,t Kf,t]lKt o ] p pJKt 0 ] (3 8) 
‘ ~ [ K f , " / / J - [ o ^fAiP i J L � ^ f A • ’ 
^lt = c^ + ¥:卜1 + bJil_i 
1 1 2 2 1 1 2 W-^/' � � = & + ¥ " - i + ¥ v ， / - i 
where 4^ , = the information set at time 广-1， 
广一1 ) 
e,_j = the error correction term, i.e.,尸二 - (/^ + /\^1-\), 
p 二 the correlation coefficient between s^, and s” which is assumed to be 
constant over time. 
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Equation (3.6) is the heart of the bivariate error correction model with the error 
correction term e,_^  to capture the long run relationship. On the other hand, equations 
(3.7), (3.8) and (3.9) are the specifications of the error structures. Particularly, 
equation (3.9) postulates the GARCH(1,1) error structures. The dynamic hedge ratio 
at time t is then estimated as: 
A A A 八 
f i ^ = p h : ) " (3.10). 
hff,i hf,t 
Indeed, models P1 and P2 are just particular cases of model P3B. Model P1 
can be attained be imposing the restrictions a^^ = a^j- = a^ = aj - b^ = bj- = 0 in 
model P3B; while model P2 is equivalent to imposing the restrictions 
a^ - Qj - bs = b j = 0 in model P3B. For both cases，the optimal hedge ratios are then 
A / A A 
0 "\/ C • C f 
equal to \ � and should be equal to those estimated in models P1 and P2 
Cf 
respectively. 
This model can be extended to include the lagged terms (^P'_j and AP/,) in 
the basic equations to capture the short run dynamics: 
‘ m n 
AP/ =^0. +aiA_i ^^Y^ei^%+Yj^js<j +"�., 
MODEL P3C ] '•：； ":i (3.11). 
AP/ =aoj +a,^e,_, +X^,^AP,%+X^j^^'-J-^^f^ 
/=1 7=1 
Or to be simplified as: 
AP^ 二 r/ _L P 
MODEL P3A 广-仅0、十"、， (3.12) 
AP/ = �+ Sfl 
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to ignore the long run relationship between P' and P/ and dynamics is only allowed 
in second conditional moments. 
On the other hand, the error structure can also be specified in other ways to 
capture the time varying condition moments. In this thesis, various specification for 
error structures were tried, and an ARCH(2) error structure is finally adopted in 
combination with models P3A, P3B and P3B respectively, that is: 
, 2 2 2 
K,t - ^s + ^s^s,t-X + ^s^s,t-2 /o 11、 
1,2 2 L 2 (j.l:J). 
h,t=Cf+afS"_Y+bfSf,t] 
Nonparametric Models 
Local Polynomial Estimation 
The most primitive nonparametric technique is the Nadaraya-Watson fNfW) 
estimator which is based on locally weighted averaging. Given the observations (X/, 
Yi) and a kemel function K(.), if we assume that ¥• = f{X.) + s^, the NW estimator 
at X is: 
±K,{x-X^)Y, 




where K^ (.) = ~ - — — - , f (.) is the estimator of f (.), and h is the smoothing 
h 
parameter (i.e., the bandwidth) which controls how "smooth" the regression function 
is. The NW estimator is indeed come from the locally weighted least square problem: 
/ ( x ) = G = arg min J (1^ . - Of 4 ^ ^ ] ； 
“ M �h 
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Local polynomial estimation is an extension of the NW estimator. The NW 
estimator uses local constant {6 above) in estimation, while local polynomial, as 
indicated by its name, uses local polynomial regression. Within the context of optimal 
hedge ratio estimation, if local linear estimation is used, the minimization problem at 
X (some location within the range of AP/ 's) is defined as: 
“ ( / ^ f _ r ^ 
MODEL N1 y { A P / -a,(x)-b,(x)AP/yK�—— （3.14) 
t r 1 h ) 
where a! (x) and b, (x) are the coefficients optimal at x. In particular, b! (x) is the 
local optimal hedge ratio under this scheme. Theoretically, x can be any point within 
the range of the realization of the independent variable AP/ . In practice, the range of 
the regressor is divided into a certain number of grid points and evaluation of equation 
(3.14) is made at each of them. 
With Taylor's expansion, a regression function / ( x ) can be locally 
approximated by: 
P f^J)(y\ P 
f ( x ) « E ^ - ^ (z -沙三 Z Pj (^ -力'， 
7=0 J' j=0 
for z in a neighborhood of x. This indeed models / ( z ) locally by a simple polynomial 
model and this suggests a locally weighted polynomial regression to estimate the 
derivatives: 
i l ^ | - t / ^ j ( ^ ) ( ^ i - ^ ) 4 ^ f ^ ^ l (3.15)， 
/=i [ 7=0 J V “ y 
A 
where P j (x) are the minimizers of the equation above and depend on the location of 
X. The estimator of the v^ derivative o f / x ) is then given by: 
r W = v!A (3.16). 
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Fan, Gijbels, Hu and Huang (1996)，Ruppert and Wand (1994) showed that the local 
V^  derivative can be best estimated with a local polynomial of degree v+l, v+3, and so 
on. 
From the regression relationship between AP' and AP/ (derived by 
Ederington (1979)), the hedge ratio can be thought as the first derivative:己让' . 
dAP/ 
Therefore, we can also estimate the local optimal hedge ratio with polynomial of 
degree 2, 4, and so on. In this thesis, polynomial of degree 2 is also used. The 
minimization problem then becomes: 
n ( /^f _ v ^ 
MODELN2 ^{AP； -a^(x)-b^{x)AP/ -c^{x){^P/YYK 丄 ~ ~ (3.17), 
,=i V h 
and the local optimal hedge ratio at x is then given by the estimator of b^ (x). 
Both local linear estimation (model N1) and local quadratic estimation (model 
N2) will be applied in this thesis to obtain the optimal hedge ratio. 
Bandwidth Selection 
As mentioned in Chapter 2, this thesis will adopt both the least squares cross-
validation method and Fan-Gijbels rule of thumb procedure in determining the 
bandwidth. 
Least squares cross-validation method 
This cross-validation method was independently proposed by Rudemo (1982) 
and Bowman (1984). It derives the bandwidth by minimizing a so-called cross-
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validation criterion. Such a criterion is indeed modified from integrated squared error 
(ISE) criterion which is defined as: 
I S E = [ U M - m f d u 
J-00 
/N 
where Y^ = / ( X . ) + ^. for observations {X^,Y.), i = 1, 2, ... , n and /；,(•) is an 
estimator of f (.) with bandwidth h. Expanding the quadratic term will give: 
ISE = �f ( u y d u + �} h (ufch - 2�又{u)f{uyiu . 
J-CO J-00 J-00 
“ A A 
The unbiased estimator of the third term is (2/w)^/ ; , _,.(X,.) where /；, _, (•) is an 
/=i 
estimator of f (•) with bandwidth h, but without using the 产 observation. Since the 
first term is independent of the bandwidth chosen, minimizing the ISE is equivalent to 
minimize the least squares cross-validation criterion (LSCV) which is defined as: 
lSCV(k) = r l{ufdu--Yf,^_XX,). 
“ nti 
In this thesis, the bandwidth selected under this scheme will be denoted by h^y. In 
practice, h^y is derived from the minimization of the criterion: 
LSCV{hf=n ' f ,{Y,-A_, (X,) )^>v(X,) (3.18) 
/=i 
where w(.) is a given weighting function and can be replaced by a kemel function. In 
/v A 
this thesis, a biweight kemel function is adopted. On the other hand, f^(.) and f^ _.(.) 
are estimated with Nadaraya-Watson kemel estimator. 
Fan-Gijbels rule of thumb procedure 
The rule of thumb procedure developed by Fan and Gijbels (1995b) starts from 
the minimization of the conditional weighted MISE: 
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MISE 二 [{[Bias{f {x) X}]' + [Var{f (x) X)])w{x)dx 
V 
A 
where /、，(.）= the estimator of the v derivative of f (•), 
X = (X, , . . . ,XJ,and 
w(.) = a given weighting function. 
Here, the objective is to estimate the v^ derivative of f (.). The resulting bandwidth 
(denoted by h^,) is then asymptotically optimal and has the expression: 




where cr^  (.) = the conditional variance ofX, 
g{') = the design density ofX, 
产 ( • ) = the；？+lth derivative of / ( . ) , and 
p = the degree of polynomial used in estimation. 
C^ p (K) is a constant which solely depends on v, p and the kernel function K used. 
The following table lists the values for given v, p and K. 
Table 3 The Constants C”(K) for Different v,p and Kemel function K. 
V p Gaussian Uniform Epanechnikov Biweight Triweight 
~~0 i 0 ? m L3M r 7 I 9 2.036 2.312~~~ 
0 3 1.161 2.813 3.243 3.633 3.987 
1 2 0.884 1.963 2.275 2.586 2.869 
2 3 1.006 2.604 2.893 3.208 3.503 
Source: Fan and Gijbels (1996), p 67. 
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The unknown quantities are cr^(-),g(-) and /"+】（•）• Different estimation 
methods lead to different bandwidth selection method. For Fan-Gijbels rule of thumb, 
this is done by fitting a polynomial of degree p+l> globally to f (x), leading to the 
parametric fit: 
f (x) = a�+ a^x + …+ ^p+3X"+3 
The standardized residual sum of squares from this fit (denoted by a ^ ) is then used to 
substitute cr^(x) by regarding the conditional variance as a constant. In addition, by 
differentiating the fit p+\ times with respective to x, we can obtain a quadratic 
� 1 
function (denoted by /"+ (.) ) in x: 
户+1 � =( p +1)!5— + (p + 2)la^^,x + ^^1^4+3x2 
This function is then use to replace /"+!(•). Finally, for a given w{-), we can find a 
specific function w^(-) such that w(x) = g(x)Wo(x). Putting all together, we are able 
to express h^ ,^ as: 
� ~ 2 n l / (2 / '+3) 
cr w^ {x)dx 
‘ 二 C” ⑷ nUf^^\x)rw,(x)g(x)dx . 
_ J -








a w. (x)dx 
KoT = c.A^) - ^ r - ^ (3.19) 
1{户+1(幻}2狄。(幻 
_ /=1 -
Hardle and Marron (1995) also developed a rule of thumb bandwidth selector. 
Instead of the global parametric fitting, a piecewise polynomial fitting is used to 
replace the unknown quantities. 
Kernel Function 
As mentioned in Chapter 2, biweight kemel function will be used in all 
nonparametric estimations and is defined as: 
_ = | 糾 - � 2 , ^ H ^ 1 (3.20) 
0, otherwise. 
Similar to other kemel functions, biweight kemel function is a density function 
which assigns different weights to different observations: the more distant from the 




To assess the empirical relevance of the approaches discussed in chapter three, 
we present application to the hedging of the NSF on the NSA in this chapter. The 
background of the data used will be reviewed and the characteristics of the data will 
be presented first. These data are then applied to various models discussed in the 
previous chapter. The results are finally evaluated and discussed. 
Data 
Nikkei Stock Average 
Since 1980, Japan has been playing an important role in the world economy. 
In addition, by comparing the stock market capitalizations worldwide in 1974 and 
1994, one would understand why Japanese stock markets are significant to 
international investors. In 1974, stock markets of the United States represented 57% 
of total world stock market capitalizations, but declined to 36% by 1994. For the 
European stock markets, the share changed from 22% to 26%. The share of the 
Japanese stock markets, on the other hand, increased from 13% to 29%. 
When the stock markets are well developed, the prospects of the country's 
economy can be revealed, to a certain extent, by the trading activities in these markets. 
In Japan, the most important stock exchange is the First Section of Tokyo Stock 
Exchange (TSE) which accounts for about 86% of the trading value and volume on all 
stock exchanges there. Indeed, the TSE is the largest stock exchange in the world in 
terms ofboth market capitalization and daily trading volume. On the other hand, there 
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are 225 stocks traded in the First Section of Tokyo Stock Exchange (TSE) that make 
up the Nikkei Stock Average (NSA). The market capitalization for these 225 stocks 
accounts for about 50% of the overall capitalization (and about 75% in terms of 
volume) of the First Section. 
Similar to the Dow Jones Industrial Average in the United States, the NSA is a 
price-weighted index. The index has the longest history in Japanese stock markets and 
its root can be dated back to September 1950. It is now computed and published by 
the Nihon Keizai Shimbun, Inc., a leading Japanese financial information services 
firm. Since October 1985, the index has been calculated and announced every minute 
during trading hours. The 225 issues are selected from various industries and all of 
them have high liquidity. Since October 1991, the component issues have been 
checked every year and those of relatively low liquidity have been replaced by those 
ofhigher liquidity. Therefore, the index can reflect changes in the market environment 
and maintain consistency. Because of the calculation method and its constitution, the 
index is also referred to as the Nikkei Dow-Jones Stock Price Average (or simply the 
Nikkei Dow) and the Nikkei 225. The NSA is the most frequently cited and popular 
index for the Japanese stock markets. In fact, it also has important meaning to the 
Japanese economy. 
Futures Contracts on Nikkei Stock Average 
Although the NSA is being made up from stocks selected from the TSE, its 
fixtures contracts are not traded there. On September 3, 1986, Singapore International 
Monetary Exchange (SIMEX) started trading on the NSA futures contracts (NSF). It 
is the first case that the underlying index and the futures contracts are traded in 
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different countries. Two years later on September 3, 1988, Osaka Securities Exchange 
(OSE) began to trade the NSF and became the first Japanese exchange to do so. 
Started on September 25, 1990, the NSF has also been traded in Chicago Mercantile 
Exchange (CME). The trading volumes of the NSF in the SIMEX and the OSE are 
comparable, but much lower in the CME. 
When the futures price of the NSF changes by one point, it worths ¥500. The 
minimum price fluctuation is 5 points, that is, ¥2500. Only contracts delivered in 
March, June, September and December (the contract months) are traded. Before 
August 1990, contracts for every month were also traded. However, the trading 
volumes were low and such spot contracts were abolished. The farthest contract that 
an investor can trade is the one with delivery date 5 quarters head. The last trading day 
of each contract is the day before the second Friday of the contract month. These 
terms are standardized and the same wherever the NSFs are traded. 
However, legal restrictions, trading mechanisms, and other cost considerations 
can be different across exchanges. Because of these, the NSF in the SIMEX gains 
much popularity among international institutional investors. For example, the margin 
requirement is almost triple if an investor wants to long or short one NSF in the OSE 
rather than in the SIMEX. In recent years, the trading volume of the SIMEX NSF is 
comparable to, and sometimes even higher than, that in the Osaka Exchange. Yet, the 
prices for both futures move synchronously. 
On the other hand, the difference in daily price limit is the most importance 
consideration for analytical purpose. Daily price limit is the maximum magnitude that 
the futures price can change within one day. At current market level (around 15000 
points), the SIMEX allows for a maximum fluctuation of 12.5% of previous day's 
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settlement price while the OSE only allows for 6.67%. When the markets are 
particularly volatile, the OSE may suspend the trading of the NSF for the whole day. 
This impedes the transmission of information to the markets and the futures price 
quotation becomes unreliable. 
Data Source and Compilation 
Daily settlement prices from January 1, 1989 to October 31，1997 for both the 
NSA and the SIMEX NSF were supplied by Jardine Fleming Securities. Prices of 
regular futures contracts, i.e. those delivered in March, June, September and 
December are used. In addition, only the futures prices of the nearby contracts (i.e., 
the futures contracts that would be ended in the nearest future) were collected. This is 
because the trading volumes in general were very low for farther contracts. In some 
studies (e.g. Kroner and Sultan (1993)), the authors would use the futures prices of the 
next nearest contract a certain period prior to the expiration of the nearby contract. 
They adopted such a practice in order to avoid thin markets for the nearby contracts 
when they were going to expire shortly. However, this problem did not exist in the 
NSF. Therefore, data from the nearby futures contracts were used until they expired. 
The raw data are then transformed with natural logarithms. Out of total 2146 
observations, 1923 (from January 1, 1989 to December 31, 1996) are used for in-
sample estimation and the remaining 223 are used for out-of-sample forecast and 
evaluation. On the other hand, data with lower frequencies such as weekly, biweekly, 
triweekly, monthly (4-week) and 5-week data are constructed from the daily series. 
These series are used to see if there is any impact of temporal aggregation on the 
estimation ofhedging models. 
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As noted in Jaffe and Westerfield (1985a and 1985b), and Kato (1990), day-of-
the-week effect existed in Japanese stock markets. In this thesis, this effect is tested 
with the procedure proposed by Aggarwal and Rivoli (1989) by performing the 
regression: 
AP/ = a + fi,DTUE + p^DWED + p,DTHU + P,DFRI + s, (4.1); 
where i = sox / ; and DTUE, DWED, DTHU DFRI are dummies for Tuesday, 
Wednesday, Thursday and Friday respectively. 
If the F-statistic is significant for the regression, day-of-week effect exists for 
the series. The results are positive for both spot and futures price series and are 
reproduced in Table 4. 
Since significant day-of-week effect is found in the daily series, Wednesday 
closing prices are used in making up the weekly data. If Wednesday was a holiday, 
Tuesday data are used; and ifTuesday was a holiday too，Thursday data are used. This 
method strictly follows that in Chou, Fan and Lee (1996). Figure 1 to Figure 6 display 
the daily to 5-week series (in-sample) respectively. Summary statistics for price 
changes are available in Table 5 A and Table 5 B. The basic characteristics are similar 
to the findings in Chou, Fan and Lee (1996). In general, the futures price changes are 
more volatile than the spot price changes. For the in-sample data, the daily price 
changes are highly leptokurtic in distribution. With the exception of the 5-week data, 
the kurtosis coefficients become smaller as a result of temporal aggregation. Yet, such 
phenomenon is not obvious for out-of-sample data. The unconditional distributions 
for all in-sample retum series are non-normal, as evidenced by high skewness, 
kurtosis, and significant Bera-Jarque test statistics for normality. The non-normalities 
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of the spot and futures retums suggest that to avoid the introduction of a wrong 
parametric model, a nonparametric approach is therefore proposed. 
Estimation Results 
Parametric Models 
The estimation results are reported in tables 6 to 12. For simple regression 
model (model P1), the coefficients of AP/'s, i.e., P � s , can be directly interpreted as 
the optimal hedge ratios for different data frequencies. As shown in Table 6, this 
hedge ratio increases as the level of aggregation increases. This suggests that when the 
hedging time interval becomes longer, the hedge ratio should be higher in order to 
minimize risk. This phenomenon is also observed in Ederington (1979) and Chou, Fan 
and Lee (1996). Other than the estimates of the coefficients, adjusted R^ and log-
likelihood for the regression are also reported. In addition, the residuals are tested for 
ARCH effect (of order five) using Engle's (1982) LM test, and tested for serial 
correlation (of order one, two and five) using simple LM test. These statistics 
generally suggest that under this simple regression model, the residuals are correlated 
with one another. Moreover, with the exception of 4-week and 5-week series, the 
variances of the residuals are found to be time-varying. 
Before the error correction model is estimated，we apply Engle and Granger's 
(1987) two-step procedure to test whether P/ and P/ are cointegrated or not. The 
results of the first step are reported in Table 7. Using the ADF test and PP test, both 
P' and P/ are found to have only one unit root and thus of I(1). In Table 8，the 
results of the second step of the test are reported. We find that the residuals from the 
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regression of equation (3.4) is of I(0) and hence we can conclude that P' and P/ are 
cointegrated. 
We then move onto the estimation of the error correction model (model P2) 
and the results are reported in Table 9. Again, the coefficients of AP/ ’s are the 
optimal hedge ratios under this model. Similar to simple regression model, this 
optimal hedge ratio increases as the hedging time interval becomes longer. In addition, 
the coefficients for the error correction term {e,_^) and other lag changes (AP/_/s and 
AP/_j 's) are all statistically significant, indicating that last period's equilibrium error 
as well as short mn dynamics have significant impact in the adjustment process. LM 
tests for serial correlations (of order one, two, and five) are carried out and the test 
statistics suggest that serial correlations no longer exist. However, ARCH effects do 
not vanish in daily, weekly, biweekly and 4-week series and so time-varying variances 
still persist. 
For bivariate models with ARCH(2) error structures (models P3A, P3B and 
P3C), hedge ratios are time-varying and cannot be obtained directly from the 
estimation of the coefficients. The hedge ratios are governed by equation (3.13) which 
specifies the ARCH(2) error structure. Equation (3.13), on the other hand, is estimated 
simultaneously with (3.12), (3.6) and (3.11) for models P3A, P3B and P3C 
respectively. The estimation is done by maximizing log likelihood functions 
(Bollerslev (1990)) with iteration algorithm developed by Bemdt, Hall, Hall and 
Hausman (1974). The results are reported in tables 10, 11 and 12 respectively. 
Although the coefficients estimated do not have direct implications for optimal 
hedge ratios, they have to be interpreted carefully. For example, model P3A indeed is 
a simple regression model with a heteroskedastic error structure. However, if the 
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residuals from simple regression model are not heteroskedastic, model P3A may not 
be appropriate. This can be evidenced for 4-week and 5-week series. As mentioned 
before, ARCH effects do not exist for these lower frequency series under simple 
regression model and it is not surprising that the coefficients estimated for equation 
(3.13) {a^, bp Qj and b j ) are not statistically significant for these series. Similar 
results are obtained for models P3B and P3C. Moreover, when error correction terms 
(e,_i) are incorporated into the models, their coefficients are not all significant. These 
estimated coefficients are of wrong signs and wrong magnitudes in some cases. For 
equations (3.6) and (3.11), c^!/s should be negative, a ! / s should be positive, and 
both a^ / s and cc” ’s should have absolute values smaller than one. Yet, violations of 
these conditions are observed in model P3B for 3-week and 4-week series and in 
model P3C for 3-week, 4-week and 5-week series as well. Such problems also existed 
in Kroner and Sultan (1993). Although models P3A, P3B and P3C can generate time-
varying hedge ratios, these models may lead to problematic estimates. This in fact is 
also one weakness of parametric modelling. 
Figure 7 to Figure 24 display the estimated hedge ratios, as a function of time, 
under these models for different frequencies. Hedge ratios from models P1 and P2 are 
also imposed on each of these figures for comparison. Since hedge ratios obtained 
from models P1 and P2 are time-invariant, they are represented by straight lines. For 
each series, the estimated hedge ratios are comparable among models P3A, P3B and 
P3C. The patterns of fluctuations are similar. When the hedge ratio estimated under 
model P3A is high, those estimated under models P3B and P3C also tend to be high, 
and vice versa. This is particularly true for series of higher frequencies (i.e., low level 
of aggregation). The inclusion of the error correction term {e,_^) and lag changes 
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(AP:, 's and ^P/—�'s) affects the estimation ofhedge ratios only marginally. In fact, as 
mentioned above, the estimated coefficients for these variables are statistically 
insignificant in many cases. Nevertheless, take a closer look of the figures will 
discover that the variability of estimated hedge ratios is the highest for model P3A, 
followed by model P3C, and the smallest for model P3B. 
Nonparametric Models 
\ 
In this thesis, local linear and local quadratic models are estimated to 
determine optimal hedge ratios. Prior to any estimation, the least squares cross-
validation method and Fan-Gijbels rule of thumb procedure are used to obtain the 
necessary bandwidths for each nonparametric model. For the least squares cross-
A 
validation method, we use the NW kemel estimator in estimating /々 —,(•）in equation 
(3.18), therefore the h^y will be the same for local linear and local quadratic models. 
However, /z^ ^^  's are different for each case, since a ^ , 7"+i(.), and C^ ^ (•) are 
different. The resulting bandwidths are reported in Table 13. We can see that for all 
series, h^y 's are much smaller than “船 / s . Smaller bandwidth implies that the 
resulting estimates will have smaller biases but larger variances. In addition, the 
estimated bandwidths (both /z r^ 's and 17隨's) generally increase with the level of 
aggregation. This may be because smaller number of observations is used as the level 
increases and the data become sparser and more thinly scattered. In order to obtain a 
smooth estimation, the schemes will select a larger bandwidth to reduce the variance. 
For each data frequency, the range of the independent variable (AP/ ) will be 
divided into 1000 grid points and equations (3.14) and (3.17) are estimated at each of 
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these grid points for models N1 and N2, respectively. The resulting hedge ratios are 
shown in Figure 24 to Figure 48. The estimated hedge ratios under simple regression 
model (P1) are also plotted on each figure for comparison. Since the estimated hedge 
ratios from model P1 (and model P2 as well) are not only independent of when the 
hedge is placed (i.e., time-invariant), but also independent of where the hedge is 
placed (i.e., independent of how largeAP/ 's are). They therefore can serve as good 
benchmarks for both parametric and nonparametric models. 
For all series, the estimated hedge ratios are highly variable if the bandwidths 
are selected under the least squares cross-validation method. This is the same for both 
local linear and local quadratic models and is the direct effect of using a smaller 
bandwidth in estimation. As mentioned, the resulting estimates will be very bumpy 
for smaller bandwidth. In addition, some absurd estimates would be obtained under 
this bandwidth selection method. For example, for daily series, some estimated hedge 
ratios are negative while some are positive, but too large in magnitude (e.g., greater 
than 4). These illogical estimates usually appear in the regions where the observations 
are thinly scattered. 
On the other hand, by comparing the estimated hedge ratios between those 
from model N1 and those from model N2 with bandwidths selected under the least 
squares cross-validation method, one would discover that the estimates for each series 
are almost identical and the patterns of fluctuations look very alike. In general, the 
estimated hedge ratios are highly variable at extreme (particular high and low) values 
of AP/ 's. Again, it is due to the sparse distribution of observations in these regions. 
When Fan-Gijbels rule of thumb procedure is used to select the bandwidths, 
the resulting estimates from model N1 and those from model N2 are also similar in 
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pattern, but not as alike as the case under least squares cross-validation method. 
Moreover, for each estimated model, the estimated hedge ratios now become a much 
smoother function of AP/ 's. It is simply because the bandwidths used are larger 
under Fan-Gijbels rule of thumb procedure. If local quadratic estimation (model N2) 
is applied, the resulting function seems to be an exaggerated version of that under 
local linear estimation (model N1). It is particularly the case at extreme values of 
AP/ ’s. 
Although estimation with this bandwidth selection scheme appears to be quite 
different from that with the least squares cross-validation method, they both have 
similar problem near the extreme values. At these extreme values, the estimated hedge 
ratios will have abnormal values and tendencies, especially under model N2. 
Evaluation of Model Performance 
This section discusses the approaches which are applied to evaluate the 
performance of various models in estimating the optimal hedge ratios. 
Hedging Effectiveness 
The goal of various models is to estimate the optimal hedge ratios which can 
minimize the risk exposure of a particular position in the spot market. One good and 
direct measure of the performance of the models is the variance of the retums of the 
hedged position: 
Var{hP; -b.AP/) (4.2); 
where b/s represent the estimated hedge ratios under different models with i = Pl， 
P2, P3A, P3B, P3C, N1 and N2. The smaller the variance, the smaller the risk and 
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hence the more effective of the hedge. This approach was used by Kroner and Sultan 
(1993) and Chou, Fan and Lee (1993). 
The parametric models (P1, P2, P3A, P3B and P3C) are evaluated first and the 
results are reported in Table 14. For in-sample series, we cannot find a parametric 
model which can consistently outperform the others in all cases. Yet, for series of 
higher frequencies (that is，daily, weekly and biweekly series)，simple regression 
model (P1) and error correction model (P2) are able to attain the minimum variance 
and hence the highest hedging effectiveness. On the other hand, the bivariate models 
(P3A, P3B and P3C) outperform models P1 and P2 for series of lower frequencies. 
For each case, the difference of variances between the best and the poorest models is 
not large, ranging from 3.17% to 11.54%. Therefore we cannot conclude which 
parametric model is the best. 
Both parametric models and nonparametric models are then evaluated, with 
naive hedging strategy (i.e., hedge ratio is always equal to one) as a benchmark. As 
mentioned in the previous section，the estimated hedge ratios with nonparametric 
models are problematic when AP/ 's are extremely large or small. Therefore, for 
evaluation purpose, we will exclude those observations. The results are reported in 
Table 15. Without those outliners, the relative performance of the parametric models 
remains unchanged. It should be noted that for weekly and 3-week series, some 
parametric models are outperformed by the naiVe strategy. 
As mentioned, we do not estimate models N1 and N2 at each observation. 
Rather, we estimate them at 1000 different grid points over the range of AP/ 's. 
Therefore, the hedge ratio used for each observation is one at the grid point which is 
nearest to that observation. 
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When we compare the hedging effectiveness of parametric models with that of 
the nonparametric models, interesting results are obtained. When the bandwidths are 
selected with the least squares cross-validation method, the hedging effectiveness of 
the nonparametric models (both N1 and N2) are much inferior to the parametric 
models, and even worse than that of naiVe hedging strategy for all series. However, 
when Fan-Gijbels mle of thumb procedure is applied, except the 4-week series, both 
local linear and local quadratic estimation outperform all parametric models. This 
suggests that when nonparametric models are applied properly with good bandwidth 
selection methods, they can provide potentially superior estimation to that from 
parametric models. When the best nonparametric model is compared with the worse 
parametric model, the reductions in variance range from 2.97% to 18.46%. Ifthe best 
nonparametric model is compared with the best parametric model, the reductions in 
variance range from 1.58% to 11.72%. On the other hand, for all series, local linear 
estimation (model N1) is marginally better than local quadratic estimation (model N2) 
in terms of variance reduction. 
Although the variance of the net retums on hedged positions can provide an 
easy and direct way for measuring the hedging effectiveness of various models, this 
measure may provide distorted information when there are only a few observations 
with large net retums. This problem is particular serious when the difference in 
variances is not substantial. Therefore, in this thesis, another measure is used in order 
to give a more detailed picture about the hedging effectiveness of various models. 
For each observation, we first take the square of the net retum of the hedged 
position under each model: 
(7r:r=(AP;-b,AP/y; 
48 
where n\ is the net retum for the 产 observation under model i, and i 二 P1, P2, P3A, 
P3B, P3C, N1 and N2, representing different models. This step is to remove the sign 
ofthe net retums. If we want to compare two models, say model i and m0del7, we can 
compute the ratio of {7rl )^  to (;7r/ )^: 
piJ - «)2 (4 3) 
A - ( - / ) 2 ( ) . 
If <^i'j is greater than one, the magnitude of the net retum under model i is larger than 
that under model j for the 产 observation and hence model i is worse than m0del7 in 
terms of hedging effectiveness for this observation. Under this method, we will obtain 
a series of < " for t = 1, 2, ... , N. We therefore can calculate the mean, median, 25% 
and 75% quartiles etc for ‘，" ’s and hence can have a much clearer view about the 
relative hedging effectiveness of two models. For example, if the median is less than 1, 
we can say that model i is better than model j for more than 50% of the observations 
and so on. The mentioned statistics are reported in Table 16 and Table 17 respectively 
for evaluating the performance of model N1 and model N2 (with bandwidths selected 
with Fan-Gijbels rule of thumb procedure) relative to other parametric models. Box 
plots are produced from these measures and displayed in Figure 49 to Figure 60. As 
regards the nonparametric models estimated with the bandwidths selected under the 
least squares cross-validation method, their performance is very poor when evaluated 
with simple variance of the net retums. This situation is unlikely to change if it is 
evaluated with equation (4.3) and hence no further evaluation exercise is done. 
In general, the results are consistent with those from simple variance 
measurement. For most cases, the medians o f � “’ s are less than one, where / = N1 or 
N2 with Fan-Gijbels rule of thumb bandwidth and j = Pl，P2 or P3. This implies that 
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the nonparametric models are better than the parametric models for more than 50% of 
the observations. However, the medians are very close to one, especially for series of 
higher frequencies. This agrees with the small variance reductions for nonparametric 
models when compared with parametric models. Nevertheless, we now have more 
confidence to conclude that the nonparametric models are potentially better than the 
parametric models for in-sample estimation when used properly. 
It should be noted that observations of extreme values have been excluded for 
evaluation purpose. If these outliners were also included, the performance of all 
nonparametric models could have been much worse than any parametric models. At 
regions where observations are thinly scattered, the nonparametric models can only 
provide poor and unreliable estimates, even when the bandwidths are selected with 
Fan-Gijbels rule of thumb procedure. 
Out-of-Sample Forecast and Evaluation 
In order to obtain a better understanding of how the nonparametric models 
perform relative to the parametric models, this section will evaluate the out-of-sample 
performance of the models and see if the conclusions drawn above are still valid. 
Hedge Ratios for Out-of-Sample Observations 
To obtain the hedge ratios for the out-of-sample period, one can carry out one-
step ahead forecast. For example, let N be the number of in-sample observations. 
Then in order to forecast the hedge ratios for the N+^ observation (i.e., i period(s) 
ahead), one has to use the N+/-1 observations to estimate the models. Therefore, if 
there are M out-of-sample observations, one have to estimate each model M-1 times 
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for one-step ahead forecast. This approach is optimal in a sense that it makes use of 
the maximum amount of information available. However, i f M is not large (relative to 
N), the incorporation of out-of-sample observations in the estimation may only have 
little impact on the results. 
Since the number of out-of-sample observations over the period of January 1, 
1997 to October 31, 1997 is small relative to that of in-sample observations (about 
one-tenth), we do not carry out one-step ahead forecast. Rather, we use the 
coefficients estimated with in-sample data directly to obtain the out-of-sample hedge 
ratios for parametric models. Therefore, for models P1 and P2, the hedge ratios for the 
out-of-sample period are the same as those for in-sample data. In addition, for models 
P3A, P3B and P3C, time-variant hedge ratios for out-of-sample data are computed 
with parameters estimated with in-sample data. The resulting hedge ratios are 
displayed in Figure 61 to Figure 66. For nonparametric models, similar approaches are 
employed. Given AP/+, (i.e., i period(s) ahead), we use the hedge ratio (estimated 
with in-sample data) at the grid point which is nearest to AP/+,.. 
Evaluation for Out-of-Sample Performance 
Methods employed for in-sample evaluation are also applied to evaluate out-
of-sample performance. Table 18 reports the variances of net retums under different 
parametric models. Again, none of the parametric models can outperform the others 
for all data frequencies. The out-of-sample performance of the bivariate models (P3A, 
P3B and P3C) seems to be better than that for in-sample series. On the other hand, the 
performance of model P2 (error correction model) is quite good during the out-of-
sample period. It attains the minimum variance for 2-week and 4-week series，and the 
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second minimum for daily and 5-week series. The performance of the other models 
varies when they are applied to different data frequencies. Yet we cannot conclude 
that model P2 is the best among the parametric models. 
Similar to Table 15, Table 19 reports the hedging effectiveness of both 
parametric and nonparametric models, together with the naiVe hedging strategy. Again, 
observations of extreme values are excluded. When bandwidths are selected under the 
least squares cross-validation method, the performance of the nonparametric models 
(N1 and N2) is as poor as the in-sample performance. On the other hand, if 
bandwidths are selected with Fan-Gijbels rule of thumb procedure, the performance is 
much better. Yet, the nonparametric models cannot dominate the parametric ones as 
before and they perform variably across different data frequencies. Therefore, we 
cannot have a definite conclusion when we only evaluate the variances of the net 
retums. 
We then compute the ratios of the squares of net retums from models N1 and 
N2 (with Fan-Gijbels rule of thumb procedure) to those obtained from other 
parametric models. The results are reported in Table 20 and Table 21. We find that the 
performance of the nonparametric models in general is better for series of higher 
frequencies. Similar to the in-sample comparison, the differences are not very large. 
For series of lower frequencies, the performance of the nonparametric models is 
mixed and some is quite poor. It may be due to the small number of observations used 
for evaluation. In addition, the number of observations for in-sample estimation is also 
small for these lower frequency data. For example, for 4-week and 5-week series, the 
sample sizes used for estimation are only 103 and 83, respectively. As mentioned, in 
regions where the observations are thinly scattered, the performance of the 
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nonparametric models is in general quite poor. For these series, these regions may be 
significant when the in-sample estimation is carried out and therefore, we are unlikely 
to expect good performance for the nonparametric models using lower frequency data. 
This may suggest that considerable amount of data are required for in-sample 




The basic function of futures contracts is hedging. This thesis analyses various 
econometric methods in determining the optimal hedge ratio which can be used to 
minimize the risk of a particular position in the spot market. These methods are 
applied to the Nikkei Stock Average and its futures contracts traded in the Singapore 
International Monetary Exchange. Their performance is then evaluated by comparing 
the hedging effectiveness of the estimated hedge ratios. 
These econometric methods include the traditional simple regression model, 
from which intuition can be obtained on the econometric relationship among the 
optimal hedge ratio, spot and futures price changes, the error correction model that 
allows for the long mn relationship between the spot and futures prices. The proposal 
of bivariate models with heteroskedastic error structures, on the other hand, suggests 
that optimal hedge ratios should be time variant such that the arrival of any new 
information to the market can be incorporated in the estimation. All the mentioned 
econometric methods are parametric and assume particular functional forms for the 
underlying variables. These methods are direct but their rigidity induces many 
shortcomings especially if the assumed functional forms are inappropriate. 
On the contrary, nonparametric models do not impose any functional forms for 
the underlying quantities and "let the data speak for themselves". Among many 
nonparametric estimation techniques, this thesis employs local polynomial (local 
linear and local quadratic) estimation techniques to obtain the optimal hedge ratios. 
One essential input for any nonparametric model is the bandwidth which determines 
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how "local" it is in estimation. In this thesis, two automatic or data-driven bandwidth 
selection methods are used and they are the least squares cross-validation method and 
the rule of thumb procedure of Fan and Gijbels. Our results show that, in general, the 
bandwidths selected with the former method are much smaller than those chosen 
under the latter, and the resulting estimates of the hedge ratios are much more variable 
with the former method. 
The estimated hedge ratios under different methods are evaluated by 
comparing the risks of the hedged positions. The smaller the risk, the better the hedge. 
For in-sample data series, we find that when the bandwidths are selected with the Fan-
Gijbels rule of thumb procedure, nonparametric methods are marginally superior to 
the parametric ones. However, the performance of the nonparametric methods is much 
inferior when the bandwidths are chosen under the least squares cross-validation 
method. From these results, we can conclude that the performance of nonparametric 
estimation techniques depends crucially on the method used to compute the 
bandwidth. Other bandwidth selection methods, like the plug-in method, may give 
bandwidths which lead to better estimates. However, they are not considered here. 
Observations of extreme values are excluded in the evaluation process. Ifthese 
observations were included, the performance of the nonparametric models would have 
been worse, even the bandwidths selected with the Fan-Gijbels rule of thumb 
procedure were used. This phenomenon suggests that nonparametric estimation 
methods may provide poor and unreliable estimates when the observations are thinly 
scattered. Yet this problem may also be overcome by employing different bandwidth 
selection methods. For example, the nearest neighbour method is one type of local 
bandwidth selection method which lengthens the bandwidths where the observations 
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are sparse. The estimates then would become more stable at these regions and may 
provide better results. 
For out-of-sample data series, the performance of nonparametric models in 
general are unstable and are not as good as those for in-sample data series. This is 
particularly the case for data with lower frequencies, such as 4-week and 5-week data. 
It may be due to the fact that there are insufficient numbers of observations locally 
over the range of estimation. 
This thesis is the first effort to provide applications of nonparametric models 
to hedge ratio estimation. A glance on the plots of the data series (figures 1 to 6) may 
lead to an impression that the global modelling using parametric models is sufficient. 
However, results of this study indicate that local modelling approach can bring 
significant improvement in model performance and are superior to the parametric 
models in many cases. On the other hand, local estimation techniques can be applied 
to model other financial data, such as the options models in Bossaerts and Hillion 
(1997). Local modelling is particularly suitable to model data exhibiting relationship 
that may be difficult to model properly with global modelling technique. It is because 
nonparametric techniques are able to relax the restrictive assumption about function 
form specifying the relationship among variables. In addition, they provide a useful 
tool for validating or suggesting a parametric form. Examples can be easily found in 
any book discussing nonparametric or smoothing techniques, such as Silverman 
(1986), Hardle (1995), Fan and Gijbels (1996) and Simonoff (1996). Among many 
nonparametric techniques, local polynomial estimation can correct boundary effect 
/: 
automatically and attain certain minimax properties in efficiency. It is also intuitive in 
estimating derivatives and design-adaptive. Hastie and Loader (1993) illustrated these 
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advantages of local polynomial fitting thoroughly. This thesis can be viewed as one of 
the many examples of applications of nonparametric techniques, or more specifically, 
of local polynomial fitting. 
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Table 4: Test for Day-of-the-Week Effect 
Spot Price Changes Futures Price Changes 
Constant -0.00240 -0.00256 
(0.00074) (0.00076) 
DTUE 0.00299 0.00311 
(0.00103) (0.00107) 
DWED 0.00211 0.00195 
(0.00104) (0.00107) 
DTHU 0.00360 0.00414 
(0.00103) (0.00107) 
DFRI 0.00201 0.00227 
(0.00104) (0.00107) 
R^ 0.00719 0.00858 
adj-R2 0.00512 0.00651 
F-statistics 3.47053 4.14922 
[0.000] [0.002] 
Note: 1. Day-of-week effect is tested by performing the regression: 
^P； = a + P^ D TUE + P2 D WED + /3^ DTHU + P^ DFRI + s, (4.1); 
where i = s o r / ; DTUE, DWED, DTHU and DFRI are dummies for 
different days of the week. 
2. Standard errors of the estimated coefficients are given in parentheses. 
3. Values in brackets are the p-values. 
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Table 5: Summary Statistics (for Price Changes) _______«„»_^_««««__»»„_»_=_^_»«__„_»»_=»—««»__«—==~~~«——«=—=«===—~~~~~~~~"~~~~~"^~~=~~~ 
A. In-Sample Data  
Sample Standard Bera-
Series Size Mean Deviation Skewness Kurtosis-3 Jarque 
" D ^ S j ^ ~ ~ ~ l 9 2 r ~ -0.00023 0.01428 0.39839 5.52371 2494.344 
Futures 1922 -0.00024 0.01475 0.20057 3.31822 894.6465 
lWeek Spot 413 -0.00106 0.02934 -0.17799 1.92543 65.97532 
Futures 413 -0.00110 0.02996 -0.17528 1.95293 67.74445 
2Week Spot 207 -0.00198 0.04203 0.18615 1.85272 30.80121 
Futures 207 -0.00205 0.04318 0.10698 1.47662 19.20096 
3Week Spot 138 -0.00296 0.05237 -0.28191 0.07349 1.85893 
Futures 138 -0.00308 0.05301 -0.30315 0.10523 2.17737 
4Week Spot 103 -0.00370 0.06002 0.13861 0.75813 2.79650 
Futures 103 -0.00386 0.06092 0.16680 0.80759 3.94352 
5Week Spot 83 -0.00493 0.07474 -0.88552 1.57968 19.47652 
Futures 83 -0.00512 0.07457 -0.89214 1.77065 21.85249 
B. Out-of-Sample Data  
Sample Standard Bera-
Series Size Mean Deviation Skewness Kurtosis-3 Jarque 
~ D ^ ^ ~ ~~~^22~~ -0.00068 0.01646 -0.18817 ~~1.16732 13.91476 
Futures 222 -0.00067 0.01745 -0.11697 1.51727 21.79954 
lWeek Spot 46 -0.00429 0.02648 -0.22952 -0.57480 1.03714 
Futures 46 -0.00418 0.02814 -0.30839 -0.26910 0.86793 
2Week Spot 23 -0.00914 0.03577 0.36391 -0.16298 0.53311 
Futures 23 -0.00900 0.03557 0.40651 -0.27963 0.70840 
3Week Spot 15 -0.01576 0.05404 -0.05774 2.07255 2.69296 
Futures 15 -0.01654 0.05595 -0.20658 2.05254 2.73974 
4Week Spot 11 -0.01570 0.04787 -0.03712 -1.42482 0.93297 
Futures 11 -0.01551 0.04793 -0.01210 -1.45431 0.96964 
5Week Spot 9 -0.02626 0.06754 0.37474 0.30523 0.24558 




Table 6: Estimation Results for Model P1 (Simple Regression Model) 
'^ Daily 1 Week 2Week 3Week 4Week 5Week 
^ ^ -1.35817E-5 -6.86223E-6 2.40534E-6 5.55135E-5 7.97823E-5 0.00019 
； (0.00011) (0.00030) (0.00043) (0.00056) (0.00068) (0.00077) 
,，. p 0.90732 0.95801 0.96274 0.97959 0.97877 0.99799 
: (0.00771) (0.01003) (0.00996) (0.01051) (0.01124) (0.01041) 
丨 loglikelihood 12842.2 2384.39 1117.62 709.721 509.791 392.947 
a d j - R 2 0.87828 0.95679 0.97841 0.98447 0.98673 0.99116 ), 
ARCH(5) 200.47986 32.10062 11.09970 32.09689 8.18321 9.05736 '^  
[0.000] [0.000] [0.050] [0.000] [0.146] [0.107] ？ 
：•] 
LM Test LM(1):57.9537 LM(1):62.3569 LM(1):23.6802 LM(1):3.61290 LM(1):14.6176 LM(1):19.3457 ' 
[0.000] [0.000] [0.000] [0.057] [0.000] [0.000] 
LM(2):13.5718 LM(2):83.7877 LM(2):26.9021 LM(2):31.3927 LM(2):32.9771 LM(2):27.3595 | 
； [ 0 . 0 0 0 ] [ 0 . 0 0 0 ] [0.000] [0.000] [ 0 . 0 0 0 ] [ 0 . 0 0 0 ] .丨： 
： LM(5):49.4883 LM(5):89.1434 LM(5):58.6919 LM(5):61.5870 LM(5):36.6470 LM(5):35.2247 1, 
: [0.000] [0.000] [0.000] [0.000] [0.000] [0.000] •-' 一 ， 
Note: 1. Based on the regression: AP'' = a + j3AP/ + s, (3.1). :�i 
2. Standard errors of the estimated coefficients are given in parentheses. / 
； 3. Values in brackets are the p-values. 丨， 
1 M 
:i i 
. i ;1 1 :i^  1 -V 
::i ^ 









Table 7: Tests for Unit Root for Spot and Futures Price Level and Changes 
..:3B?>>8^sg^==^^^^^^==^=^=^^^^^^===s=aaa=aa^=ga^=^^=^B=s=sgassaaaasa8aa8Bae^BgBaaagg3aaaB8agaaaag^Baasas8ggsa=^^^^^^^^^^^^^^=±g8aaaaaaaanr:: j;. •! ^ . ' a g a g = a a s a a ^ ^ ^ = s s a a a a a s = ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
A. Spot Prices 
- Daily 1 Week 2Week 3 Week 4Week 5Week 
^ AOT W AOT W AOT ^ AOT ^ AOT W AOT P ^ 
,：Level - T ^ -L58 - T ^ -L50 A^ -L54 '^5 -L58 ^ ^ -L61 - T ^ -L66 
' j Changes -18.53 -42.60 -20.19 -20.19 -14.12 -14.12 -11.06 -11.06 -8.53 -8.54 -9.46 -9.46 
u Critical -2.86 -2.87 -2.88 -2.88 -2.89 -2.90 
Value (5%) 
B. Futures Prices :| 
— Daily 1 Week 2 Week — 3 Week 4Week 5 Week \ 
ADF ^ ADF ^ ADF ^ ADF ^ ADF ^ ADF ^ ;: 
i level ^ L ^ -L59 -1.52 -1.52 -1.56 -1.56 -1.57 -1.59 -1.56 -1.62 -1.69 -1.67 ‘ 
3 Changes -18.28 -44.55 -20.33 -20.33 -14.43 -14.43 -11.07 -11.07 -8.78 -8.79 -9.40 -9.40 ; 
3 Critical -2.86 -2.87 -2.88 -2.88 -2.89 -2.90 ' 
；V a l u e (5%) 
~5 : ‘ k ‘ 
Note: 1. The ADF Test based on the regression: AP/ = a^ + a^P/_, + V ~AP/_, + s, (3.2); ]-^~f -：丨 
. / = 1 丨 
:.: _ _ / 
the PP Test based on the regression: P; = a*Q + aJ>/_i + ^, (3.3); �i 
where i = s or f . i 
2. Critical values (5%) are the same for both ADF and PP Test and are taken from MacKinnon (1991). , ； ) 
:;i I 




Table 8: Tests for Unit Root for Error Correction Term (ECT) ‘ 
^ ~ = = — Daily 1 Week 2 Week 3 Week 4 Week 5 Week 
i AOT ^ AOT ^ AOT ^ AOT ^ AOT ^ AOT P ^ 
i, ECT - 1 ^ 8 - 1 0 9 -T^0 -l22S - ^ -9.64 -8.09 -8.20 -7.60 -7.58 -7.34 -7.33 
)Critical -2.86 -2.87 -2.88 -2.88 -2.90 -2.90 
_ Value (5%) 
“ k 
, Note: 1. The ADF Test based on the regression: AP/ = a^ + a^P,'_^ +^Z>yAP/_, + s, (3.2); 
t ./=1 . 
I the PP Test based on the regression: P; 二 a^ + a^P|_^ + ju, (3.3); 
where i — s or f . 
I 2. ECT's are the residuals from the regression: P' 二 /o + 7\P/ + "/ (3.4). 
3. — — e — — — — 
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Table 9: Estimation Results for Model P2 (Error Correction Model) 
Daily 1 Week 2 Week 3 Week 4 Week 5 Week 
} 6.49223E-5 1.80632E-5 9.61717E-5 7.48612E-5 0.00014 8 .10634E-5~ 
(0.00095) (0.00025) (0.00032) (0.00039) (0.00050) (0.00059) 
0： -0.16138 -0.40312 -0.25788 -0.32326 -0.42108 -0.51196 
(0.01931) (0.05522) (0.10123) (0.11392) (0.12388) (0.15475) 
p 0.90310 0.96360 0.97056 0.97689 0.98466 0.99751 
(0.00644) (0.00847) (0.00756) (0.00739) (0.00828) (0.00808) 
e, -0.37181 -0.23913 -0.60343 -0.29873 -0.35850 -0.36217 
(0.02687) (0.05703) (0.11084) (0.10770) (0.11102) (0.14142) 
O2 -0.15771 -0.11440 -0.52621 -0.44230 -0.35752 -0.20493 
‘ (0.02770) (0.04894) (0.10623) (0.08453) (0.08910) (0.11021) 
0^ -0.08099 - -0.53767 -0.44703 - -
(0.02731) - (0.09585) (0.07602) - -
04 -0.08811 - -0.57093 - - -
(0.02679) - (0.08683) - - -
0^ -0.06451 - -0.50522 - - -
(0.02584) - (0.08034) - - -
0^ -0.04797 - -0.18950 - - -
(0.02290) - (0.06804) - - -
¢^ 0.43038 0.23243 0.60171 0.29614 0.37226 0.37083 
(0.02602) (0.05643) (0.10883) (0.10610) (0.10976) (0.14002) 
¢^ 0.16234 0.12101 0.53306 0.44673 0.37120 0.20717 
“ (0.02734) (0.04827) (0.10483) (0.08340) (0.08799) (0.11029) 
¢^ 0.07251 - 0.54583 0.45900 - -
(0.02697) - (0.09442) (0.07540) - -
¢^ 0.08191 - 0.58235 - - -
(0.02643) - (0.08593) - - -
¢5 0.04836 - 0.50747 - - -
(0.02554) - (0.07983) - - -
¢6 0.04690 - 0.19966 - - -
(0.02296) - (0.06718) - - -
¢- 0.01405 - - - - -
‘ (0.00683) - - - - -
¢,^  0.00969 - - - - -
(0.00648) - - - - -
如 -0.01289 - - - - -
(0.00647) - - - - -
log likelihood 13154.4 2449.79 1161.12 750.062 538.272 410.959 
‘adj-R- 0.91641 0.96970 0.98880 0.99277 0.99330 0.99509 
ARCH(5) 283.32722 29.44311 22.84563 4.03532 9.84573 4.14962 
[0.000] [0.000] [0.000] [0.544] [0.080] [0.530] 
L M T e s t LM(l): 1.4077 LM(l):2.2070 LM(1):0.55911 LM(1): 3.0496 LM(l):0.0090 LM(l):0.1209 
‘ [0.235] [0.137] [0.455] [0.081] [0.924] [0.728] 
LM(2): 2.5080 LM(2): 2.9469 LM(2): 1.8391 LM(2): 3.0505 LM(2): 1.9208 LM(2):4.2159 
[0.285] [0.229] [0.399] [0.218] [0.383] [0.121] 
LM(5): 8.3633 LM(5):5.1198 LM(5): 2.7128 LM(5): 9.5584 LM(5): 5.4200 LM(5): 7.8023 
[0.137] [0.401] [0.744] [0.089] [0.367] [0-167] 
m n 
Note: 1. Based on the regression: A?/�=v + ae,_, +P^P,丨 +^0,AP/_, +^^p,AP/^ +s, (3.5) 
/=i 7=1 
2. Standard errors of the estimated coefficients are given in parentheses. 
3. Values in brackets are the p-values. 
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Table 10: Estimation Results for Model P3A 
(Bivariate Simple Regression Model with ARCH(2) Error Structure) 
Daily 1 Week 2 Week 3 Week 4 Week 5 Week 
^ 0.00029 0.00021 0.00023 -0.00238 -0.00226 -0.00558~~ 
(0.00024) (0.00130) (0.00233) (0.00406) (0.00597) (0.01061) 
aof 0.00031 0.00019 0.00014 -0.00235 -0.00230 -0.00556 
(0.00025) (0.00133) (0.00242) (0.00417) (0.00596) (0.01036) 
Cs 0.00012 0.00064 0.00112 0.00197 0.00378 0.00513 
(3.29782E-6) (4.04978E-5) (0.00013) (0.00029) (0.00051) (0.00092) 
as 0.25237 0.05685 0.20154 0.18707 -0.06875 0.05416 
(0.01505) (0.03064) (0.05150) (0.06889) (0.04015) (0.09495) 
bs 0.12660 0.16287 0.15397 0.10114 0.07201 0.02578 
(0.01286) (0.03420) (0.06426) (0.05222) (0.08306) (0.11065) 
cf 0.00014 0.00068 0.00125 0.00198 0.00397 0.00519 
(3.83395E-6) (4.47080E-5) (0.00014) (0.00030) (0.00055) (0.00088) 
af 0.20486 0.05763 0.18925 0.17464 -0.06109 0.03434 
(0.01542) (0.02976) (0.05583) (0.07180) (0.03566) (0.09950) 
bf 0.11129 0.14643 0.11816 0.12536 0.03067 0.02840 
(0.01121) (0.02533) (0.05830) (0.05663) (0.06788) (0.11256) 
p 0.93375 0.97656 0.98875 0.99310 0.99429 0.99585 
(0.00196) (0.00158) (0.00152) (0.00130) (0.00100) (0.00114) 
log likelihood 13025.9 2388.91 1119.31 711.688 502.560 385.223 
AP/ =Q:Ov+£�./ ,. ,^. 
Note: 1. Based on the model: \ , (3.12), 
^P/ 二《0/ +^ // 
E.s' 中,_1 〜帅，恥 (3.7), 
/ / / � 
“ ' K s j KfA \Ki � ] � 1 pjKt 0 ] .. o^  
H| = , j = „ , 1 A , (3.8)， 
LV/ "/ / ’ /�L ^ "“丄厂 iJ_o ""J 
< ^.v,/ = ,^v + ^,V^.V-1 + ^ , v ^ / - 2 ( 3 1 3 ) 
h�j=Cf+cifs}j-\+bfS�j-i • _ 
2. Standard errors of the estimated coefficients are given in parentheses. 
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Table 11: Estimation Results for Model P3B 
(Bivariate Error Correction Model (without Lag Changes) with ARCH(2) Error Structure) 
Daily 1 Week 2 Week 3 Week 4 Week 5 Week 
^ 0.00045 0.00107 0.00023 -0.00382 -0.00297 -0 .00659~" 
(0.00025) (0.00131) (0.00233) (0.00441) (0.00635) (0.01015) 
ais -0.26500 -2.87276 -0.00084 -0.80329 0.58896 -0.60958 
(0.03659) (0.19877) (0.00249) (0.66151) (1.08451) (1.62765) 
ccof 0.00041 0.00096 0.28181 -0.00390 -0.00296 -0.00670 
(0.00027) (0.00135) (0.44960) (0.00445) (0.00633) (0.01008) 
ajy (0.04853) 0.26442 0.89896 -0.18927 1.28538 0.18338 
(0.03783) (0.20760) (0.46011) (0.65841) (1.11386) (1.66221) 
Cs 0.00012 0.00063 0.00117 0.00229 0.00380 0.00555 
(3.29700E-6) (4.27374E-5) (0.00013) (0.00036) (0.00052) (0.00097) 
as 0.23702 0.04456 0.23332 0.10843 -0.05889 -0.02041 
(0.01534) (0.02608) (0.05641) (0.05654) (0.06317) (0.06963) 
bs 0.11373 0.19049 0.09811 0.04354 0.03279 0.02543 
(0.01248) (0.03737) (0.05779) (0.05254) (0.06342) (0.09984) 
cf 0.00015 0.00067 0.00125 0.00223 0.00393 0.00555 
(3.86907E-6) (4.61126E-5) (0.00014) (0.00035) (0.00053) (0.00096) 
af 0.19725 0.04491 0.23417 0.11541 -0.05350 -0.02030 
(0.01498) (0.02764) (0.06059) (0.05460) (0.05379) (0.07862) 
bf 0.10153 0.17388 0.07994 0.07691 0.01249 0.02635 
(0.01066) (0.03263) (0.05541) (0.05421) (0.05849) (0.10051) 
p 0.94397 0.98319 0.99238 0.99528 0.99612 0.99742 
(0.00176) (0.00127) (0.00102) (0.00090) (0.00073) (0.00066) 
log likelihood 13193.7 2458.56 1158.63 736.228 523.811 403.951 
�T 1 n j 丄 , , [AP/. 二 «o.v + «1‘、.已卜1 + .^v/ ( . . . 
Note: 1 Based on the model: \ . K -^o), 
AP/ =«0 / +^1/^/-1 +^// 
and (3.7), (3.8), and (3.13) as defined in Table 10. 
2. Standard errors ofthe estimated coefficients are given in parentheses. 
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Table 12: Estimation Results for Model P3C 
(Bivariate Error Correction Model (with Lag Changes) with ARCH(2) Error Structure) 
Daily 1 Week 2 Week 3 Week 4 Week 5 W e e ~ 
^ 0.00032 0.00072 -0.00048 -0.00165 0.00513 -0.00847~~ 
(0.00026) (0.00135) (0.00285) (0.00475) (0.00653) (0.11002) 
a i s -0.10332 -0.21866 0.13862 1.42744 -0.53155 0.21671 
(0.05388) (0.28910) (0.97610) (1.47824) (1.38046) (2.48376) 
Qls -0.21498 -0.02911 0.03997 -1.50415 0.09200 -1.83854 
(0.06712) (0.29787) (1.06960) (1.20508) (1.22217) (2.50523) 
Q � -0.09737 0.01880 -0.07950 -1.52037 -0.73038 2.51281 
“ (0.06957) (0.25176) (1.06110) (1.06300) (0.85104) (1.52723) 
Q^ ^ -0.03643 - -0.83519 -1.10899 - -
s (0.07126) - (0.93262) (0.90946) - -
Q^ ^ -0.06754 - 0.31429 - - -
(0.07078) - (0.76864) - - -
Q^ ^ -0.11619 - -0.57495 - - -
^ (0.06500) - (0.67632) - - -
Qes -0.17036 - 0.26836 - - -
(0.05094) - (0.57520) - - -
^ s 0.22307 0.02284 -0.01993 1.42557 0.14827 1.87221 
s (0.06414) (0.29865) (1.05045) (1.17404) (1.21273) (2.46910) 
¢^^ 0.10820 0.05050 0.07200 1.38838 0.47185 -2.55503 
s (0.06821) (0.25378) (1.03934) (1.06570) (0.82691) (1.52836) 
如^ 0.02825 - 0.82238 1.12615 - -
s (0.07122) - (0.91903) (0.87923) - -
¢^^ 0.07936 - -0.36211 - - -
(0.07203) - (0.77667) - - -
¢^^ 0.05306 - 0.47978 - - -
(0.06647) - (0.66174) - - -
¢^^ 0.15784 - -0.28064 - - -
s (0.05150) - (0.58089) _ - -
¢^, 0.02376 - - - - -
(0.01630) _ - - - -
•8s 0.00132 - - - - -
(0.01499) - - - - -
¢9, 0.00694 - - - - _ 
(0.01550) - - - - -
0.00030 0.00063 -0.00043 -0.00182 0.00487 -0.00865 
^Of 
(0.00029) (0.00138) (0.00289) (0.00485) (0.00649) (0.01076) 
„ 0.05466 0.18989 0.37547 1.73167 -0.12383 0.73439 ^lf 
(0.05716) (0.29803) (0.97858) (1.51131) (1.38536) (2.48894) 
Q 0.16303 0.21008 0.69630 -1.14443 0.47768 -1.48363 
lf (0.07677) (0.31129) (1.08079) (1.22838) (1.21791) (2.46489) 
Q) 0.06492 0.12840 0.46486 -1.06247 -0.29700 2.68807 
'^ (0.07512) (0.26606) (1.04026) (1.07197) (0.84337) (1.51080) 
Q 0.05306 - -0.26391 -0.66386 - -
^ (0.07485) - (0.93639) (0.90021) - -
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Table 12 (Continued) 
Daily 1 Week 2 Week 3 Week 4 Week 5 Week •‘ 
^ 0.00699 - 0.98825 - - -
(0.07528) - (0.77177) - - -
Q f^ -0.07927 - -0.05151 - - -
(0.06974) - (0.68812) - - -
Q^^  -0.12627 - 0.47958 - - -
(0.05690) - (0.58451) - - -
伞1了 -0.21720 -0.21347 -0.68125 1.07483 -0.24949 1.50797 
(0.07644) (0.31127) (1.06322) (1.19738) (1.21099) (2.42292) 
伞对 -0.05359 -0.06977 -0.47808 0.92687 0.02914 -2.73190 
(0.07670) (0.26946) (1.02070) (1.07579) (0.82343) (1.51012) 
中对 -0.05626 - 0.24461 0.67226 - -
(0.07578) - (0.92088) (0.87172) - -
¢^^ 0.00960 - -1.03963 - - -
(0.07651) - (0.78015) - - -
¢^^ 0.02135 - -0.04605 - - -
(0.07072) - (0.67443) - - -
^6j 0.11449 - -0.50877 - - -
(0.05652) - (0.58903) - - -
(j>jj 0.01204 - - - - -
(0.01828) - - - - _ 
A , -0.00704 - - - - -
(0.01686) - _ - - -
(t>9f 0-01949 - - - - _ 
(0.01666) - - - - -
c^  0.00012 0.00063 0.00100 0.00260 0.00277 0.00489 
(3.48433E-6) (4.39978E-5) (0.00014) (0.00046) (0.00058) (0.00136) 
a, 0.23078 0.04824 0.21442 0.14617 0.26246 -0.04397 
• (0.01770) (0.02750) (0.06743) (0.08076) (0.15506) (0.11200) 
bs 0.10441 0.17837 0.20427 -0.10006 0.02648 0.10489 
(0.01333) (0.03689) (0.08810) (0.06335) (0.07026) (0.99747) 
cj- 0.00015 0.00068 0.00106 0.00259 0.00289 0.00480 
(4.19324E-6) (4.90244E-5) (0.00014) (0.00046) (0.00059) (0.00127) 
af 0.20142 0.04586 0.22345 0.14631 0.27942 -0.04026 
(0.01659) (0.02743) (0.07065) (0.07711) (0.16272) (0.10253) 
bj- 0.09883 0.16512 0.17578 -0.07213 -0.00426 0.11906 
(0.01177) (0.03283) (0.08037) (0.07218) (0.06757) (0.15385) 
0.95237 0.98375 0.99462 0.99704 0.99715 0.99747 
(0.00159) (0.00130) (0.00092) (0.00603) (0.00073) (0.00078) 
log likelihood 13284.3 2454.31 1168.76 750.180 529.892 400.798 
… ” 
AP,�=ao.�. +«,v^,-, +^6 ' , ,AP, : , +^<zJ,,AP/, + f, , 
/ = i / = i 
Note: 1 Based on the model: „, „ 
A/>/ =«0/ +^1/^/-1 + Z ^ ' / ^ ' - ' ^ Z ^ i A ^ ^ ' - / +£/ ' 
/=1 7=1 
(3.11), 
and (3.7), (3.8), and (3.13) as defined in Table 10. 
2. Standard errors ofthe estimated coefficients are given in parentheses. 
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Table 13: Bandwidths Used for Nonparametric Estimation 
Local Linear Local Quadratic 
Series h^,y K()'r K.v ^nor 
Daily 0.005—44 0.03050 0.00M4 0.02792 
1 Week 0.01168 0.05732 0.01168 0.06379 
2 Week 0.01213 0.05670 0.01213 0.05834 
3 Week 0.02087 0.07290 0.02087 0.07186 
4 Week 0.01938 0.08099 0.01938 0.08794 
5 Week 0.02267 0.07806 0.02267 0.07824 
Note: 1. h^  y 's are obtained from the minimization of the least squares cross-
validation criterion (LSCV): 
LSCV{h)*=n-'^{Y; -A,_,(^y))'w(^,) (3.18). 
/=i 
2. hj^ Qj 's are calculated from: 
厂 "]l/(2^+3) 
� 2 
a vvg {x)dx 




Table 14: In-Sample Evaluation ofHedging Effectiveness 
for All Parametric Models 
= ^ ^ ^ = = a S S S = S S = = S = S B S S S S S 3 S S S S S S S = S S S S = S = ^ = ^ = ^ = B = a = B S S S S S S a B S S S S B S S a B 8 S S 8 8 ! ^ S S B B ^ S ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ = S 3 S S = ^ ^ ^ ^ = a a S S S a S S B ^ = B S ^ ^ ^ ^ ^ ^ ^ ^ ^ S S : 
A. Daily Series B. 1-Week Series 
Model Variance Rank Variance Rank 
Pl 2.49198E-05 ~ T " 3.74222E-05 1 
P2 2.49237E-05 2 3.74501E-05 2 
P2A 2.61742E-05 5 3.85723E-05 4 
P3B 2.59040E-05 4 3.83089E-05 3 
P2C 2.55462E-05 3 3.86468E-05 5 
C. 2-Week Series D. 3-Week Series 
Model Variance Rank Variance Rank 
— Pl 3.81371E-05 一丁 4.13540E-05 " T " 
P2 3.82633E-05 2 4.13741E-05 3 
P3A 4.11084E-05 5 4.14112E-05 4 
P3B 3.95326E-05 4 4.14178E-05 5 
P3C 3.84686E-05 3 3.95099E-05 1 
E. 4-Week Series F. 5-Week Series 
Model Variance Rank Variance Rank 
— Pl 4.59109E-05 " T " 4.87118E-05 ^ T " 
P2 4.60548E-05 4 4.87086E-05 2 
P3A 4.38121E-05 2 4.72626E-05 1 
P3B 4.37466E-05 1 4.91201E-05 4 
P3C 4.94533E-Q5 5 5.14164E-05 5 
Note: 1. The evaluation is based on the calculation of the variance of the net retums 
of the hedged position: 
Var(AP� -b|AP/) (4.2); 
where bj 's represent the estimated hedge ratios under different models 
with i = Pl, P2, P3A, P3B, and P3C. 
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Table 15: In-Sample Evaluation of Hedging Effectiveness 
for Parametric and Nonparametric Models 
^ ^ s ^ ^ ^ s ^ s ^ s s s s = s s = s s s E B = s = s = = s = s s s s a s a s s a = s a = s a s s a = s s s s a = a ^ s s s s = s s s e s s a e s a s s s B s s s a s s s a B ^ B ^ B ^ ^ ^ s s = = s s = s s ^ E ^ ^ ^ ^ ^ ^ ^ = ^ ^ a s s s s = ^ = B = a a a s s s a = a s = s = s 
A. Daily Series B. 1-Week Series 
Model Variance Rank Variance Rank 
N a ^ 2.f8723E-05 ^ 3.65624E-05 6 
Nl(ROT) 1.99542E-05 1 3.56842E-05 1 
Nl(CV) 4.15912E-05 9 0.00013 9 
N2(ROT) 2.02335E-05 2 3.57434E-05 2 
N2(CV) 4.57723E-05 10 0.00111 10 
P1 2.05311E-05 3 3.63243E-05 4 
P2 2.05322E-05 4 3.62424E-05 3 
P3A 2.17332E-05 7 3.67435E-05 8 
P3B 2.15641E-05 6 3.64225E-05 5 
P3C 2.13514E-05 5 3.65926E-05 7 
C. 2-Week Series D. 3-Week Series 
Model Variance Rank Variance Rank 
Naive 3.44624E-05 " T ^ 3.85423E-05 5 
Nl(ROT) 2.82424E-05 1 3.58124E-05 1 
Nl(CV) 0.00018 9 0.00012 9 
N2(ROT) 2.98262E-05 2 3.76552E-05 2 
N2(CV) 0.00019 10 0.00014 10 
P1 3.08225E-05 3 3.86452E-05 6 
P2 3.13525E-05 4 3.87436E-05 7 
P2A 3.34553E-05 7 3.78747E-05 4 
P3B 3.24435E-05 6 3.91252E-05 8 
P2C 3.19935E-05 5 3.77236E-05 3 
E. 4-Week Series F. 5-Week Series 
Model Variance Rank Variance Rank 
NaX^ 3.27135E-05 T 3.51411E-05 8 
Nl(ROT) 3.02453E-05 1 3.12112E-05 1 
Nl(CV) 0.00011 9 7.59522E-05 9 
N2(ROT) 3.06536E-05 3 3.34912E-05 2 
N2(CV) 0.00012 10 0.00040 10 
PI 3.13421E-05 6 3.48712E-05 6 
P2 3.17912E-05 7 3.48132E-05 3 
P3A 3.03841E-05 2 3.49141E-05 7 
P3B 3.10241E-05 4 3.48344E-05 4 
P3C 3.12111E-05 5 3.48741E-05 5 
Note: The evaluation is based on the calculation of the variance of the net returns ofthe hedged position: 
Var{AP; -b,AP/) (4.2); 
where b| 's represent the estimated hedge ratios under different models with i = P1, P2, P3A, 
P3B, P3C, N1 and N2. For naive hedging strategy, b is always equal to one. 
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Table 16: In-Sample Evaluation of Hedging Effectiveness for Model N1 
(with Fan-Gijbels Rule of Thumb Bandwidth) Relative to Other Parametric Models 
A. Daily Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
Nl-Pl 246711E-06 0.93192 0.99930 —~1.05011~~ 2.45775 0 : 9 ^ 7 
Nl-P2 3.71812E-06 0.96419 0.99972 1.02432 2.47667 0.98717 
Nl-P3A 1.11232E-06 0.77293 0.98115 1.12133 2.49309 0.95519 
Nl-P3B 2.19132E-06 0.81242 0.98545 1.10684 2.47506 0.95140 
Nl-P3C 2.70711E-06 0.85447 0.99120 1.09995 2.49402 0.97126 
B. 1-Week Series  
Models Minimum 25%Quartik Median 75%QuartiIe Maximum M e a n ~ ~ 
M-P7 0.00021 0.97173"" 1.00011 1.01813~~ 2.21533 0.97288 
Nl-P2 0.00025 0.94658 0.99957 1.05009 2.43998 0.99167 
Nl-P3A 0.00078 0.83805 0.98603 1.10158 2.44196 0.98139 
Nl-P3B 0.00065 0.89367 0.99143 1.05912 2.30458 0.97450 
Nl-P3C 0.00094 0.89305 0.99230 1.05040 2.46454 0.97368 
C. 2-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N T J T 0.00035 0.64451 0.97385 1.11284 2.10019 0.88176 
Nl-P2 0.00020 0.57295 0.96527 1.11948 2.04064 0.87968 
Nl-P3A 0.00085 0.47572 0.91669 1.07146 1.96536 0.82992 
Nl-P3B 0.00026 0.48834 0.94748 1.09595 2.08176 0.84828 
Nl-P3C 0.00016 0.48606 0.92898 1.09031 2.05489 0.85244 
D. 3-Week Series  
Models Minimum 25%QuartiIe Median 75%Quartik Maximum Mean 
~NTJr 0.00018 0.70408 0.95005 1.15188 2.24145 0.93502 
Nl-P2 0.00014 0.67854 0.96050 1.17776 2.23592 0.95216 
Nl-P3A 0.00024 0.66547 0.96588 1.12352 2.26535 0.91556 
Nl-P3B 0.00019 0.64495 0.92223 1.04888 2.01308 0.83901 
Nl-P3C 5.96432E-05 0.70818 0.92556 1.08134 2.34239 0.85323 
E. 4-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
Nl-Pl 0.15654 0.68348 0.98207 “1.22656 2.71623 0.95219 
Nl-P2 0.12956 0.64889 0.97286 1.13566 2.96272 0.99920 
Nl-P3A 0.12762 0.76684 0.97486 1.35002 2.33242 1.04878 
Nl-P3B 0.12631 0.70473 0.99380 1.22742 2.34081 0.99079 
Nl-P3C 0.03726 0.62082 0.98251 1.16824 1.58551 0.91072 
F. 5-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
Nl-Pl 0.03303 0.60163 0.94447 "~1.05557 2.209710 0.88549 
m-P2 0.03547 0.60596 0.92568 1.05536 2 .12061 0.88318 
Nl-P3A 0.05503 0.61352 0.90380 1.05627 2.18076 0.88723 
Nl-P3B 0.03223 0.60247 0.96605 1.05986 1.91043 0.88253 
Nl-P3C 0.04616 0.77604 0.95623 1.11600 2.48340 0.94876 
Note: The evaluation is based upon the computation of statistics of f / " = - 7 ¾ - = ^ ~ ^ . ~ / ' f \ (4.3); 
(冗/)2 (AP； -bjAP/y 
where bj 's represent the estimated hedge ratios under different parametric models with j = Pl, P2, P3A, 
P3B, and P3C. bj 's are the estimated hedge ratios under modelNl with rule of thumb bandwidth. 
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Table 17: In-Sample Evaluation ofHedging Effectiveness for Model N2 
(with Fan-Gijbels Rule of Thumb Bandwidth) Relative to Other Parametric Models 
» ~ ~ — " ^ » — ^ — ^ — ~ ~ ^ — - ~ ~ — ^ — ^ ~ r " ~ T ; ? ! ^ ^ ? ; ; ^ ^ ? ^ ^ j : ; ^ ^ j ^ g j ^ ; ^ ^ m t T ; ; ; ^ g 3 ^ g ^ g ; C T g ^ r ? C T r T 3 T m i r m T : ^ T F T T ? ; f ? T T r ~ m T ~ ~ r r ^ ~ T ~ r - ^ T i — — — ^ ~ ~ " ~ ~ ^ — ~ " * " * * — * ™ ^ » " ™ ^ ™ " » ^ = " ^ " ™ * — * = ^ ™ ^ — " - - - * " " ~ * ~ " * ^ * ~ ^ " — ~ ~ ~ ~ ~ ~ ^ ^ ^ ~ " ~ ^ ~ . .   
A. Daily Series 
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N2-P1 3.26712E-05 0.88206 0.99981 ~1.05663^ 2.48454 o797753 
N2-P2 3.65121E-05 0.90829 0.99878 1.04264 2.43847 0.97679 
N2-P3A 1.58511E-05 0.78514 0.98115 1.11266 2.48897 0.95212 
N2-P3B 2.75322E-05 0.82015 0.98542 1.10467 2.48958 0.96031 
N2-P2C 3.14123E-05 0.83774 0.99118 1.08980 2.48676 0.96174 
B. 1-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N2-P1 0.00171 ""^0.95360 0.99998 ^^1.02314 2.23038 0 : ^ S s 
N2-P2 0.00129 0.90473 0.99785 1.08233 2.40545 0.98746 
N2-P3A 0.00225 0.81172 0.98509 1.07193 2.20979 0.93599 
N2-P3B 0.00188 0.84991 0.98922 1.05161 2.37399 0.95700 
N2-P3C 0.00185 0.85963 0.99337 1.05213 2.21346 0.96045 
C. 2-Week Series  
Models Minimum 25%Quartik Median 75%Quartik Maximum Mean 
N2-P1 0.00011 0.61769 0.95467 """1.13669 2.33804 0.89699 
N2-P2 6.24121E-05 0.63725 0.97764 1.19421 2.23191 0.93153 
N2-P3A 0.00075 0.49161 0.95122 1.14548 2.26595 0.89401 
N2-P3B 8.18343E-05 0.50138 0.96228 1.19644 2.13730 0.90362 
N2-P3C 5.15134E-05 0.46913 0.95955 1.14723 2.58847 0.91530 
D. 3-Week Series 
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N2-P1 0.00381 0.67488 0.96858 1.22517 2.54982 0.99610 
N2-P2 0.00341 0.69527 0.96805 1.19014 2.49225 0.99647 
N2-P3A 0.00581 0.69977 0.94555 1.13470 2.17486 0.93513 
N2-P3B 0.01224 0.63182 0.93518 1.09997 2.25617 0.89132 
N2-P3C 0.00510 0.69069 0.94564 1.15238 2.30347 0.94550 
E. 4-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
~ N 2 ^ 0.07008 0.67789 0.94151 “1.13204 2.15569 0.90072 
N2-P2 0.08221 0.62718 0.96395 1.13978 2.43604 0.89695 
N2-P3A 0.06379 0.73427 0.95839 1.15672 1.91892 0.97533 
N2-P3B 0.08072 0.67160 0.99503 1.12956 1.61213 0.90979 
N2-P3C 0.05004 0.64552 0.99946 1.13871 1.55221 0.92032 
F. 5-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N2-P1 —0.06659 0.66685"^ 0.97153 1.11940 1.84778 0.93558 
N2-P2 0.06614 0.67527 0.97337 1.12322 1.85658 0.93644 
N2-P3A 0.05958 0.71672 0.98001 1.14443 2.34417 0.97673 
N2-P3B 0.06517 0.70930 0.99718 1.11287 1.83192 0.94156 
N2-P3C 0.07041 0.67735 0.98757 1.10669 1.56050 0.89072 
Note: The evaluation is based upon the computation of statistics o f � / ’ " =(‘丄 二 ^^;~^�~"‘ , L ^ i (4.3); 
W ) (AP/ - O j ^ P i ' ) 
where bj 's represent the estimated hedge ratios under different parametric models with j = P1, P2, P3A, 
P3B, and P3C. b, 's are the estimated hedge ratios under model N2 with rule of thumb bandwidth. 
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Table 18: Out-of-Sample Evaluation of Hedging Effectiveness 
for All Parametric Models 
ssssssssss I I I sgge=^^^^^^=^=aasaaaaega:^^^^Maagsgag=^=^Beaaag=^^^^agg=^^^^^saaaa^^^^^= 
A. Daily Series B. 1-Week Series 
Model Variance Rank Variance Rank 
P1 1.37528E-05 1 2.05398E-05 2 
P2 1.37887E-05 2 2.08317E-05 3 
P3A 1.45534E-05 5 2.16584E-05 5 
P3B 1.40559E-05 4 2.03757E-05 1 
P3C 1.39458E-05 3 2.08749E-05 4 
C. 2-Week Series D. 3-Week Series 
Model Variance Rank Variance Rank 
—P1 L35120E-05 4 7.08152E-06 4 
P2 1.28570E-05 1 6.87261E-06 3 
P3A L39155E-05 5 6.33567E-06 1 
P3B 1.30906E-05 3 8.20932E-06 5 
P3C 1.29826E-05 2 6.38019E-06 2 
E. 4-Week Series F. 5-Week Series 
~~~Model Variance Rank Variance Rank 
7 T " 3.51812E-06 — � 2.50960E-05 4 
P2 3.07162E-06 1 2.49240E-05 2 
P3A 4.54642E-06 4 2.50547E-05 3 
P3B 3.24455E-06 2 2.44169E-05 1 
P3C 4.76940E-06 5 2.55678E-05 5 
Note: 1. The evaluation is based on the calculation of the variance ofthe net retums 
of the hedged position: 
Var{AP; -bjAP/) (4.2); 
where bj 's represent the estimated hedge ratios under different models 
with i = P1, P2, P3A, P3B, and P3C. 
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Table 19: Out-of-Sample Evaluation of Hedging Effectiveness 
for Parametric and Nonparametric Models 
^^=SS=SSSSSSSSaSS=aaS=aS=S=^^^^^BSSSSSaSSS8Ba^ BSBSS8rSSBSBSSSSSSSSBaBSaBBBSSSSSB88SBBSBBBSOBBSB^^SB=^^SaSSSeSSSBBa!ES^^^^^^SSeSSSBaSSBSSSBBBBB=SS 
A. Daily Series B. 1-Week Series 
Model Variance Rank Variance Rank 
N a m 1.29512E-05 ~ T ~ 1.99021E-05 8 
Nl(ROT) 1.44120E-05 8 1.72311E-05 2 
Nl(CV) 0.00014 9 3.61412E-05 9 
N2(ROT) 1.21131E-05 1 L67122E-05 1 
N2(CV) 0.00023 10 3.82142E-05 10 
P1 1.23001E-05 2 1.82122E-05 6 
P2 1.24101E-05 4 1.82934E-05 7 
P3A 1.30412E-05 6 1.78430E-05 5 
P3B 1.27131E-05 5 1.74603E-05 3 
P3C 1.23133E-05 3 1.78234E-05 4 
C. 2-Week Series D. 3-Week Series 
Model Variance Rank Variance Rank 
N a ^ 1.19620E-05 7 6.47312E-06 8 
Nl(ROT) 1.14222E-05 4 6.29211E-06 7 
Nl(CV) 8.58112E-05 10 1.75601E-05 9 
N2(ROT) 1.17214E-05 5 5.95513E-06 3 
N2(CV) 7.68341E-05 9 2.89013E-05 10 
P1 1.12723E-05 3 6.08322E-06 6 
P2 1.12432E-05 2 6.06512E-06 5 
P3A 1.11823E-05 1 6.03122E-06 4 
P3B 1.17302E-05 6 5.85633E-06 2 
P3C 1.19901E-05 8 5.65843E-06 1 
E. 4-Week Series F. 5-Week Series 
Model Variance Rank Variance Rank~ 
Naive 2.51101E-06 " T " 1.38711E-05 6 
Nl(ROT) 2.22204E-06 1 1.27323E-05 2 
Nl(CV) 0.00013 9 4.56814E-05 10 
N2(ROT) 6.92234E-06 8 1.25523E-05 1 
N2(CV) 0.00018 10 2.99902E-05 9 
P1 3.32001E-06 5 1.36520E-05 5 
P2 2.92812E-06 3 1.36221E-05 4 
P3A 3.84713E-06 6 1.41802E-05 8 
P3B 2.9481E-06 4 1.35434E-05 3 
P3C 4.25214E-06 7 1.41833E-05 7 
Note: The evaluation is based on the calculation of the variance of the net retums ofthe hedged position: 
Far(AP; - 6 , A P / ) (4.2); 
where Z>, 's represent the estimated hedge ratios under different models with i = P1, P2, P3A, 
P3B, P3C, N1 and N2. For naive hedging strategy, b is always equal to one. 
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Table 20: Out-of-Sample Evaluation ofHedging Effectiveness for Model N1 
(with Fan-Gijbels Rule of Thumb Bandwidth) Relative to Other Parametric Models 
=^^^^^=Ba^B^^^^^aBBaBBaBaaeBS3aBBBsantaEra^^^K^^^a^^sBaaBnaBBnaaaM»enHanmaaa:sH«nnDBaaBaBBiMsa9maanBnv^^^^^^^^^Bsas=SBSss9aeNsasa9KSBSBEsaese3asaB^B^^^^^^^^^^^^Baes=sssssa3=s==sssB^=^^^^^^^^s 
A. Daily Series 
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
Nl-Pl 0.00389 0.89047 0.99812 "^1.09785 2.22716 0.99330 
Nl-P2 0.00486 0.93445 1.00070 1.08833 2.39421 1.01608 
Nl-P3A 0.00249 0.72677 0.98753 1.18986 2.46668 0.98192 
Nl-P3B 0.00611 0.81344 0.99675 1.13591 2.30560 0.96385 
NI-P3C 0.00469 0.82351 0.99577 1.16290 2.10299 0.97972 
B. 1-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
—Nl-Pl 0.02041 """^ 0.92560 0.98998 —~1.01374 1.15845 0.89309 
Nl-P2 0.03139 0.80721 0.95478 1.02051 1.14742 0.84093 
Nl-P3A 0.01048 0.60934 0.90521 0.99903 1.17287 0.79172 
Nl-P3B 0.02736 0.75841 0.96114 1.04532 1.22217 0.86563 
Nl-P3C 0.02384 0.76002 0.96745 1.01449 1.27327 0.86282 
C. 2-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
Nl-Pl 0.06923 0.62024 0.99123 ""1.30682 1.54354 0.93185 
Nl-P2 0.10275 0.67942 0.99495 1.24845 2.13358 0.97385 
Nl-P3A 0.04743 0.56561 0.96273 1.14937 1.45345 0.86082 
Nl-P3B 0.04772 0.61925 0.96812 1.21854 1.47126 0.90332 
Nl-P3C 0.05618 0.57549 0.76698 1.07620 1.56546 0.81723 
D. 3-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
m ^ —0.00308 ^~0.49208 0.84270 ~"0.96870 2.07517 0.82851 
Nl-P2 0.00254 0.50981 0.89634 1.02339 3.44969 1.10050 
Nl-P3A 0.08072 0.63712 0.85022 0.98848 2.67918 0.96235 
Nl-P3B 0.01567 0.75367 0.87877 1.02826 2.57394 1.00461 
Nl-P3C 0.01067 0.80262 0.94894 1.17362 3.70041 1.20863 
E. 4-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
T V 7 ^ 7 0.26517 0.30796 0.94292 ~~1.87909 3.01400 1.27064 
Nl-P2 0.28264 0.40348 0.84744 1.50542 3.62059 1.21018 
Nl-P3A 0.10833 0.16623 1.01787 2.05368 2.62112 1.18051 
Nl-P3B 0.19433 0.30856 0.70933 2.49660 3.46217 1.37759 
Nl-P3C 0.06736 0.15302 0.72245 1.98017 2.53017 1.07065 
F. 5-Week Series  
Models Minimum 25%Quartik Median 75%Quartiie Maximum Mean 
m ^ 1 . 5 9 3 4 4 0.85589 1.02452 ""^1.13788 3.88967 1 . 5 ^ 8 
Nl-P2 0.59752 0.85823 1.02388 1.14878 3.67552 1.46079 
Nl-P3A 0.65810 0.86407 0.92198 1.01260 1.83301 1.05795 
Nl-P3B 0.58962 0.85745 1.02249 1.18692 3.89214 1.50972 
Nl-P3C 0.57606 0.75882 0.92014 1.02548 1.04029 0.86416 
Note: The evaluation is based upon the computation of statistics of < ;^" = ( �) = - ^ ^ ~ ^ ' ^ ' \ (4.3); 
(;r/)2 (AP； -bjAP/y 
where b| 's represent the estimated hedge ratios under different parametric models with j = Pl, P2, P3A, 
P3B, and P3C. bj 's are the estimated hedge ratios under model N1 with rule of thumb bandwidth. 
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Table 21: Out-of-Sample Evaluation of Hedging Effectiveness for Model N2 
(with Fan-Gijbels Rule of Thumb Bandwidth) Relative to Other Parametric Models 
A. Daily Series 
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
—N2-P1 0.00151 ~"0.72743~" 0.99874 ~1.08874 2.07600 0^T^0 
N2-P2 0.00170 0.74888 0.99798 1.09263 2.05304 0.92463 
N2-P3A 0.00140 0.71682 0.97816 1.14834 2.29949 0.94092 
N2-P3B 0.00173 0.69057 0.98215 1.15044 2.06959 0.92394 
N2-P3C 0.00220 0.74980 0.99507 1.16282 2.30564 0.92922 
B. 1-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N2-P1 0.01078 “0.79766"~ 0.97393 “1.01029^ 1.14482 0.84566 
N2-P2 0.00960 0.69310 0.91125 1.03186 1.36692 0.83038 
N2-P3A 0.01444 0.57856 0.87633 1.01352 1.14223 0.74826 
N2-P3B 0.01417 0.63918 0.95713 1.03267 1.15143 0.79276 
N2-P3C 0.01106 0.59684 0.96849 1.02125 1.16041 0.79849 
C. 2-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N2-P1 "0.00690 “0.62500 0.99179 "~1.40529 2.06866 0.99968 
N2-P2 0.00558 0.69969 0.99717 1.27684 1.52830 0.95624 
N2-P3A 0.00918 0.72161 0.94537 1.17135 1.70419 0.88939 
N2-P3B 0.00490 0.60387 0.93874 1.06765 1.51396 0.83675 
N2-P3C 0.00380 0.67500 0.85731 1.04932 1.58670 0.82286 
D. 3-Week Series  
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N2-P1 0.09517 0.31141~" 0.83594 """^ 1.01212 2.13421 0.80782 
N2-P2 0.08512 0.28915 0.84831 1.02829 1.97402 0.78682 
N2-P3A 0.17667 0.62250 0.90613 0.98820 2.75541 1.00852 
N2-P3B 0.45382 0.80996 0.87528 1.01771 3.77983 1.19738 
N2-P3C 0.29022 0.53783 0.89755 1.12933 3.80570 1.17329 
E. 4-Week Series 
Models Minimum 25%Quartile Median 75%Quartile Maximum Mean 
N2-P1 0.43924 ~"1.24669 1.54675 2.32242 2.91483 1.69587 
N2-P2 0.38754 1.01671 1.55123 2.32228 3.16573 1.67893 
N2-P3A 0.14592 0.64730 1.29159 2.14655 2.43207 1.33754 
N2-P3B 0.26175 0.65539 1.36042 2.20025 3.05903 1.49036 
N2-P3C 0.09073 0.61103 1.60839 2.00424 2.32212 1.34073 
F. 5-Week Series  
Models Minimum 25%Quartiie Median 75%Quartik Maximum Mean 
m ^ 0.25684 0.64745 0.93347 “ 1 . 0 7 1 2 0 1.32862 0.85360 
m-P2 0.24270 0.65104 0.93430 1.07884 1.20489 0.83331 
N2-P3A 0.26593 0.44039 0.74819 0.87302 1.01263 0.67123 
N2-P3B 0.25701 0.64502 0.93322 1.02813 1.13358 0.81096 
N2-PSC 0.56542 0.73344 0.90017 1.01382 3.45736 1.25878 
Note: The evaluation is based upon the computation of statistics of f/’" = ( ;.) = - ^ ^ ~ / , l f ^ 2 (4.3); 
(;r/) {AP, -OjAP/ ) 
where bj 's represent the estimated hedge ratios under different parametric models with j = P1, P2, P3A, 
P3B, and P3C. b! 's are the estimated hedge ratios under model N2 with rule of thumb bandwidth. 
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Figure 1 In-Sample Plot of Daily Spot Vs. 
Futures Price Changes 
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Figure 2 In-Sample Plot of 1-Week Spot Vs. 
Futures Prices Changes 
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Figure 3 In-Sample Plot of 2-Week Spot Vs. 
Futures Price Changes 
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Figure 4 In-Sample Plot of 3-Week Spot Vs. 
Futures Price Changes 
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Figure 5 In-Sample Plot of 4-Week Spot Vs. 
Futures Price Changes 
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Figure 6 In-Sample Plot of 5-Week Spot Vs. 
Futures Price Changes 
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Figure 11 Hedge Ratios from Parametric Models (P1, P2 and P3B) 
for Daily Series (In-Sample) 
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Figure 8 Hedge Ratios from Parametric Models (P1, P2 and P3B) 
for Daily Series (In-Sample) 
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Figure 11 Hedge Ratios from Parametric Models (P1, P2 and P3B) 
for Daily Series (In-Sample) 
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Figure 10 Hedge Ratios from Parametric Models (P1, P2 and P3A) 
for 1 -Week Series (In-Sample) 
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Figure 11 Hedge Ratios from Parametric Models (P1, P2 and P3B) 
for 1 -Week Series (In-Sample) 
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Figure 12 Hedge Ratios from Parametric Models (P1, P2 and 
P3C) for 1-Week Series (In-Sample) 
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Figure 11 Hedge Ratios f rom Parametric Models (P1, P2 and P3B) 
for 2-Week Series (In-SampIe) 
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Figure 14 Hedge Ratios from Parametric Models (P1, P2 and 
P3B) for 2-Week Series (In-Sample) 
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Figure 15 Hedge Ratios from Parametric Models (P1, P2 and P3C) 
for 2-Week Series (In-Sample) 
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Figure 16 Hedge Ratios from Parametric Models (P1, P2 and P3A) 
for 3-Week Series (In-Sample) 
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Figure 17 Hedge Ratios from Parametric Models (P1, P2 and P3B) 
for 3-Week Series (In-Sample) 
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Figure 18 Hedge Ratios from Parametric Models (P1, P2 and 
P3C) for 3-Week Series (In-Sample) 
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Figure 11 Hedge Ratios from Parametric Models (P1, P2 and P3B) 
for 4-Week Series (In-Sample) 
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Figure 20 Hedge Ratios from Parametric Models (P1, P2 and 
P3B) for 4-Week Series (In-Sample) 
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Figure 11 Hedge Ratios from Parametric Models (P1, P2 and P3B) 
for 4-Week Series (In-Sample) 
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Figure 22 Hedge Ratios from Parametric Models (P1, P2 and P3A) 
for 5-Week Series (In-Sample) 
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Figure 23 Hedge Ratios from Parametric Models (P1, P2 and P3B) 




• | P2 
2 八 
二 ，'、 P3B 
^ 1 J J \ /\ , .^  ^ A U /\ . 
^ ~ . 1, - ^ J 一 “ \, \ 厂 一 一 \ 广 一 、 , 、一 、乂 ； ； \ / 、 
� ‘ � �‘ V' 、， i 
0.98 -
0.96 -
0.94 \ 1 1 1 1 "T r- 1 i 1 1 ‘ ‘ ‘ ‘ ‘ 
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 
time 
Figure 24 Hedge Ratios from Parametric Models (P1, P2 and 
P3C) for 5-Week Series (In-Sample) 
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Figure 25 Hedge Ratios from Nonparametric Model (N1 with Rule-
of-Thumb Bandwidth) for Daily Series (In-Sample) 
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Figure 26 Hedge Ratios from Nonparametric Model {N1 with 
Cross-validation Bandwidth) for Daily Series (In-Sample) 
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Figure 27 Hedge Ratios from Nonparametric Model (N2 with Rule-
of-Thumb Bandwidth) for Daily Series (In-Sample) 
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Figure 28 Hedge Ratios from Nonparametric Model (N2 with 
Cross-Validation Bandwidth) for Daily Series (In-Sample) 
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Figure 29 Hedge Ratios from Nonparametric Model (N1 with Rule-
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Figure 30 Hedge Ratios from Nonparametric Model (N1 with 
Cross-validation Bandwidth) for 1-Week Series (In-Sample) 
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Figure 31 Hedge Ratios from Nonparametric Model (N2 with Rule-
of-Thumb Bandwidth) for 1-Week Series (In-Sample) 
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Figure 32 Hedge Ratios from Nonparametric Model (N2 with 
Cross-validation Bandwidth) for 1-Week Series (In-Sample) 
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Figure 33 Hedge Ratios from Nonparametric Model (N1 with Rule-
of-Thumb Bandwidth) for 2-Week Series (In-Sample) 
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Figure 34 Hedge Ratios from Nonparametric Model (N1 with 
Cross-Validation Bandwidth) for 2-Week Series (In-Sample) 
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Figure 35 Hedge Ratios from Nonparametric Model (N2 with Rule-
of-Thumb Bandwidth) for 2-Week Series (In-Sample) 
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Figure 36 Hedge Ratios from Nonparametric Model (N2 with 
Cross-validation Bandwidth) for 2-Week Series (In-Sample) 
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Figure 37 Hedge Ratios from Nonparametric Model (N1 with Rule-
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Figure 38 Hedge Ratios from Nonparametric Model (N1 with | 
Cross-Validation Bandwidth) for 3-Week Series (In-Sample) 
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Figure 39 Hedge Ratios from Nonparametric Model (N2 with Rule-
of-Thumb Bandwidth) for 3-Week Series (In-Sample) 
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Figure 40 Hedge Ratios from Nonparametric Model (N2 with 
Cross-Validation Bandwidth) for 3-Week Series (In-Sample) 
hedge ratio 
I A ::I / 
1 ‘ ^ •丨 
11 \ 1 A/1 I ^ 
1 ^ ^ V l \ I V / \ I • N2(CV) V :V 11 
0.6 - • 5 
S 2 grid (dnf) , 1 &S^ — 1 “ 1  
-0.15 -0.1 -0.05 0 0.05 0.1 0.15 
95 
Figure 41 Hedge Ratios from Nonparametric Model (N1 with Rule-
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Figure 42 Hedge Ratios from Nonparametric Model (N1 with 
Cross-Validation Bandwidth) for 4-Week Series (In-Sample) 
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Figure 43 Hedge Ratios from Nonparametric Model (N2 with Rule-
of-Thumb Bandwidth) for 4-Week Series (In-Sample) 
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Figure 44 Hedge Ratios from Nonparametric Model (N2 with 
Cross-validation Bandwidth) for 4-Week Series (In-Sample) 
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Figure 45 Hedge Ratios from Nonparametric Model (N1 with Rule-
of-Thumb Bandwidth) for 5-Week Series (In-Sample) 
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Figure 46 Hedge Ratios from Nonparametric Model (N1 with 
Cross-validation Bandwidth) for 5-Week Series (In-Sample) 
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Figure 47 Hedge Ratios from Nonparametric Model (N2 with Rule-
of-Thumb Bandwidth) for 5-Week Series (In-Sample) 
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Figure 48 Hedge Ratios from Nonparametric Model (N2 with 
Cross-validation Bandwidth) for 5-Week Series (In-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 50 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for Daily Series (In-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 52 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 1-Week Series (In-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 54 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (In-Sample) 
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Figure 55 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 3-Week Series (In-Sample) 
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Figure 56 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 3-Week Series (In-Sample) 
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Figure 55 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 3-Week Series (In-Sample) 
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Figure 58 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 4-Week Series (In-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 60 Performance of Model N2 (with RuIe-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 5-Week Series (In-Sample) 
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Figure 61 Hedge Ratios from Parametric Models for 
Daily Series (Out-Of-Sample) 
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Figure 62 Hedge Ratios from Parametric Models for 
1 -Week Series (Out-Of-Sample) 
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Figure 63 Hedge Ratios from Parametric Models for 
2-Week Series (Out-Of-Sample) 
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Figure 64 Hedge Ratios from Parametric Models for 
3-Week Series (Out-Of-Sample) 
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Figure 65 Hedge Ratios from Parametric Models for 
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Figure 66 Hedge Ratios from Parametric Models for 
5-Week Series (Out-Of-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 68 Performance of Model N2 (with RuIe-of-Thumb Bandwidth) 
Relative to Other Parametric Models for Daily Series (Out-of-Sample) 
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Figure 69 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 1-Week Series (Out-of-Sample) 
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Figure 70 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 1-Week Series (Out-of-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 72 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 74 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 3-Week Series (Out-of-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
4  
j 1 
3 r ^  
� ( 
f 1 
— • - — — n 么 
2 , ~ ~ ^ ~ ~ • i I I I 1 ‘ 丨 I 
I 1 I 
i ； I 
I _ _ 
1 ] 「 p " . T 
！ , _ _ 
“ I I ‘ L _ _ h , _ _ _ 
‘ ‘ ^ I ！ I 
0  
— — — 
N1/P1 N1/P2 N1/P3A N1/P3B N1/P3C 
Figure 76 Performance of Model N2 (with RuIe-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 4-Week Series (Out-of-Sample) 
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Figure 71 Performance of Model N1 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 2-Week Series (Out-of-Sample) 
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Figure 78 Performance of Model N2 (with Rule-of-Thumb Bandwidth) 
Relative to Other Parametric Models for 5-Week Series (Out-of-Sample) 
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