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Introduction
A l’heure actuelle, il ne suffit plus que la structure re´siste sous un chargement impose´,
mais il est ne´cessaire de savoir de´crire pre´cise´ment son comportement. Or, les structures,
de par leur taille et les de´tails qu’elles contiennent, sont de plus en plus complexes. Pour
parvenir a` une analyse correcte du proble`me, il semble impe´ratif de prendre en compte ces
de´tails en respectant scrupuleusement leur forme. Par conse´quent, nous sommes contraints
d’utiliser des maillages de taille importante induisant un nombre de degre´s de liberte´ tre`s
e´leve´. Bien que les moyens nume´riques actuels e´voluent rapidement, il peut s’ave´rer que
le passage des fichiers repre´sentant la ge´ome´trie d’une pie`ce (fichiers CAD) au maillage
soit tre`s difficile. Dans certains cas extreˆmes, les maillages, ne peuvent respecter scru-
puleusement la ge´ome´trie. De plus, le respect de la ge´ome´trie des de´tails, au niveau du
maillage, engendre un temps de re´solution tre`s important. Pour parer a` ces difficulte´s,
de nombreuses me´thodes ont e´te´ de´veloppe´es. Deux voies comple´mentaires peuvent en
eˆtre de´gage´es : les approches multi-e´chelles et le calcul intensif. D’une part, les me´thodes
multi-e´chelles permettent de se concentrer sur l’effet du de´tail permettant de re´duire le
nombre d’e´le´ments finis implique´s ne´cessaires dans la re´solution, et d’autre part, le calcul
paralle`le permet de fournir une capacite´ de calcul accrue.
La premie`re propose d’effectuer l’analyse sur plusieurs e´chelles. Les e´chelles implique´es
sont d’ordre spatial. Elles repre´sentent, d’une part la structure a` analyser et d’autre part,
la ou les discontinuite´s qu’elle comprend. La dissociation de ces e´chelles doit permettre de
re´soudre de fac¸on distincte des proble`mes a` plusieurs e´chelles. Ces discontinuite´s peuvent
eˆtre re´pe´titives ou au contraire ponctuelles. C’est pourquoi, nous conside´rons deux types
d’e´tudes : celles concernant les structures pe´riodiques et celles impliquant l’introduction
de de´tails (cavite´s, inclusions, fissures). De plus, ces deux e´tudes se distinguent par le
fait que les discontinuite´s e´voque´es dans les structures pe´riodiques sont infiniment petites
vis a` vis de la structure alors qu’un de´tail ponctuel repre´sente une partie locale de taille
moindre par rapport a` celle de la structure.
Le deuxie`me axe concerne le calcul multi-domaine. Il s’agit de de´couper le domaine initial,
sur lequel s’applique l’e´tude, en plusieurs parties et de re´soudre un proble`me identique
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sur chacun d’entre eux. Le temps de calcul global se trouve re´duit par la re´partition d’un
grand nombre de donne´es a` traiter entre plusieurs moyens de calcul.
Dans un premier temps nous tentons d’exposer les me´thodes traitant de structures
pe´riodiques.
Lors de l’apparition de structures compose´es de mate´riaux composites, une multitude
de me´thodologies sont apparues afin de de´crire au mieux leur comportement sans repre´-
senter la totalite´ des discontinuite´s telles que, entre autres, la the´orie des modules effectifs
ou des mode`les auto-cohe´rents ([22]),[7]). Une, parmi celles-ci, s’est particulie`rement illus-
tre´e. Il s’agit de la the´orie de l’homoge´ne´isation [5], [56].
La me´thode de´veloppe´e dans [62] propose de de´finir des caracte´ristiques me´caniques ge´-
ne´ralise´es d’une structure comprenant deux mate´riaux ayant des proprie´te´s distinctes. La
structure se de´compose en volumes re´pe´titifs appele´s V.E.R. (volume e´le´mentaire repre´-
sentatif). La re´solution du proble`me microscopique sur le V.E.R., nous permet de de´finir
les caracte´ristiques de la structure entie`re.
Dore´navant et pour la suite du me´moire, nous de´finissons les tenseurs d’ordre supe´rieur
ou e´gal a` 1 en gras.
Deux e´chelles sont de´finies : l’e´chelle microscopique (y) et macroscopique (x). On conside`re
que le champ de de´formations total s’exprime par la somme du champ de de´formations
macroscopique et d’une correction microscopique :
ε(u(x,y)) = εM(x) + ε(um(y)) (1)
Le proble`me microscopique est re´solu en soumettant la cellule de base a` une de´formation
macroscopique et en de´finissant des conditions particulie`res sur le V.E.R. Dans le cadre
de l’homoge´ne´isation pe´riodique, les de´placements sur les faces oppose´s de la cellule sont
e´gaux alors que les contraintes sont oppose´es. Ensuite, les champs microscopiques sont
moyenne´s spatialement pour de´finir les champs macroscopiques. La formulation du pro-
ble`me sur le V.E.R. est de´taille´e dans le premier chapitre.
La plupart des travaux utilise la me´thode des e´le´ments finis afin de re´soudre les proble`mes
d’homoge´ne´isation pe´riodique cf [25], [40], [6] et [18], [19]. Nous pouvons ne´anmoins citer
quelques travaux utilisant la me´thode des e´le´ments frontie`res (BEM) cf [50], [31] ou em-
ployant des transforme´es de Fourier (FFT) cf [45].
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difficulte´s re´sident alors dans la re´alisation des maillages. En effet, bien que toutes les
discontinuite´s de la structure ne soient pas repre´sente´es, il est ne´anmoins ne´cessaire de
de´finir correctement les interfaces au sein de la cellule de base. Nous pouvons ajouter a`
ces difficulte´s la prise en compte d’inclusions positionne´es ale´atoirement au sein du V.E.R.
de´crit dans [62].
Une premie`re alternative aux difficulte´s rencontre´es lors de la repre´sentation des inter-
faces est e´tudie´e dans [29], [33] et [64] ou` l’emploi d’outils complexes permettent de ge´ne´rer
automatiquement les interfaces mate´riaux au niveau du maillage. Les deux premiers tra-
vaux basent leur repre´sentation des interfaces sur une grille de pixels ou de voxels. Dans
[29], on utilise une image digitale de la structure afin de de´terminer le maillage. Chaque
voxel (ou pixel) est identifie´ par un e´le´ment fini. Dans [33], les auteurs e´tendent cette
technique en y associant une fonction (MDIFs) permettant de se situer par rapport a`
l’interface. Ces fonctions sont issues de scans ou sont d’origine analytique. Lorsque des
images sont utilise´es, la densite´ est interpole´e sur une grille et de´finit par conse´quent la
fonction MDIFs. Cette fonction est ensuite employe´e pour de´finir des e´le´ments finis ne
contenant qu’un seul mate´riau par une technique de de´coupe de triangles (te´trae`dres) ou
de de´placement de noeuds.
Une deuxie`me re´ponse a` ces difficulte´s est de permettre a` un e´le´ment fini de contenir
plusieurs mate´riaux. Les approches qui suivent vont dans ce sens.
Dans les travaux pre´sente´s dans [28], les e´le´ments peuvent eˆtre coupe´s par l’interface
(γ). Les fonctions classiques sur les e´le´ments coupe´s par l’interface sont remplace´es par
deux nouvelles fonctions φ1 et φ2 actives seulement sur la partie de l’e´le´ment concerne´ (cf
figure 1) et la condition suivante est impose´e a` l’interface :
∫
γ
(u1 − u2)((σ(u1)− σ(u2)) · n) dγ = 0 (2)
Enfin, nous pouvons citer les me´thodes base´es sur la partition de l’unite´ ([39]) telle
que la me´thode des e´le´ments finis ge´ne´ralise´s et la me´thode des e´le´ments finis e´tendus.
Toutes deux se basent sur la de´composition du champ par la relation suivante :
u(x) =
∑
i∈N
aiφi +
∑
i∈Nenr
biφiF (x) (3)
ou` φi de´finit les fonctions de forme classique, ai les degre´s de liberte´ classiques, bi les
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figure 1 – Principe de de´coupage.
degre´s de liberte´ apportant un enrichissement et F (x) la fonction qui leur est associe´e.
Dans la me´thode des e´le´ments finis ge´ne´ralise´s [59], les fonctions d’enrichissement sont
choisies dans une famille de fonctions suivant la discontinuite´ a` traiter au sein de l’e´le´ment.
Ces fonctions peuvent eˆtre analytiques ou nume´riques. Les fonctions peuvent provenir, par
exemple, de solutions approche´es calcule´es sur un cas simple repre´sentant le comporte-
ment de la discontinuite´ [60]. Ces fonctions sont ensuite re´injecte´es en tant que fonction
d’enrichissement dans un proble`me plus complexe. Les maillages sur lesquels on proce`de
aux calculs sont dissocie´s. Un maillage est utilise´ pour l’approximation des champs et un
plus fin est de´die´ a` l’inte´gration.
La me´thode des e´le´ments finis e´tendus est de´crite dans le chapitre 1.
D’un autre point de vue, la difficulte´ peut se situer au niveau de la liaison de l’e´chelle
microscopique avec l’e´chelle macroscopique. L’approche des EF 2, de´veloppe´e dans [17],
traite de ce proble`me. Cette technique emploie la the´orie de l’homoge´ne´isation pe´rio-
dique mais les conditions cine´matiques, statiques et le comportement ne sont de´finis qu’a`
l’e´chelle microscopique. La relation entre les deux e´chelles s’effectue au niveau des points
d’inte´gration du domaine macroscopique. La me´thode de´finit trois e´tapes : la localisation,
la re´solution du proble`me de la cellule et la moyenne spatiale des contraintes de´finissant
l’homoge´ne´isation.
Pour chaque point d’inte´gration macroscopique, une re´solution sur un maillage micro-
scopique correspondant, prenant en compte l’interface mate´riau, est re´alise´e. Le tenseur
de de´formations E associe´ au point d’inte´gration macroscopique est pris en compte aux
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u(x) = u(x′) + E · (x− x′). (4)
ou` x et x′ repre´sentent deux points sur des faces oppose´es de la cellule. Enfin, la contrainte
macroscopique est de´duite de la solution sur la cellule de base.
Cette approche s’applique au comportement non-line´aire en profitant de chaque ite´ration
macroscopique d’une re´solution Newton-Raphson pour de´finir un proble`me sur la cellule
de base.
Enfin, concernant l’homoge´ne´isation pe´riodique, nous pouvons discerner un dernier
groupe qui tente de repre´senter la liason entre les e´chelles microscopique et macrosopique
au sein meˆme de la formulation des e´le´ments finis.
De nombreuses structures composites sont constitue´es de tissus. Les travaux, de´crit
dans [27], apportent une re´ponse particulie`re a` ces structures. Ils proposent une nouvelle
formulation d’e´le´ment fini tenant compte spe´cifiquement de la forme des interfaces de ces
composites. Le proble`me macroscopique est assimile´ a` une plaque composite sous char-
gement constitue´e d’e´le´ments finis spe´cifiques a` quatre noeuds de´finissant les cellules de
base. La forme des fonctions de´crivant les de´placements sur l’e´le´ment provient directe-
ment d’une technique semi-analytique de´veloppe´e dans [35] et sont de´finies par la relation
suivante :


u(x, y, z)
v(x, y, z)
w(x, y, z)

 =


u0
v0
w0

− z


w0, x
w0, y
0


ou` (u0, v0,w0) se de´composent en (u0, v0,w0)
x, (u0, v0,w0)
y et (u0, v0,w0)
xy repre´sen-
tant les champs de de´placements induits par les e´tats de de´formations macroscopiques e´le´-
mentaires. Graˆce a` cette formulation, les variations microscopiques sont prises en compte
implicitement par l’utilisation des e´le´ments finis spe´cifiques de´finissant le maillage macro-
scopique.
Dans ce cadre nous pouvons aussi citer l’approche de´veloppe´e dans [21], ou` les auteurs
profitent de la partition de l’unite´ [39] pour de´finir la variation microscopique du champ
comme un enrichissement de la formulation e´le´ments finis. Enfin, une autre technique est
the Voronoi cell finite element method de´veloppe´e dans [23], dans laquelle l’effet d’une in-
clusion comprise dans une matrice est induit dans un e´le´ment. Mais, dans cette technique,
les champs des de´placements et des contraintes ont besoin d’eˆtre discre´tise´s.
6 Introduction
Apre`s avoir pre´sente´ diffe´rentes approches impliquant des structures pe´riodiques trai-
te´es avec la the´orie de l’homoge´ne´isation pe´riodique, nous attachons, a` pre´sent, a` de´crire
quelques me´thodes permettant l’analyse d’un de´tail ponctuel au sein d’une structure.
Une premie`re approche permettant la re´solution de proble`mes multi-e´chelles impli-
quant un de´tail est la me´thode ARLEQUIN. Cette me´thode propose de mener des calculs
sur des e´chelles diffe´rentes repre´sentant des zones impliquant une analyse diffe´rente ([1],
[2], [4], [3]). Un des avantages de cette me´thode est d’assembler des zones sans que celles-ci
n’aient de frontie`res ge´ome´triques communes. Une superposition de niveaux d’analyses est
alors possible.
L’approche se re´sume en trois points : superposer diffe´rents e´tats me´caniques, coupler ces
e´tats de manie`re faible et re´partir l’e´nergie globale du syste`me a` travers les diffe´rentes
e´chelles.
Dans [3], [2], [52], pour illustrer la me´thode, deux domaines sont superpose´s en appliquant
les conditions limites en de´placement sur un domaine (Ω1) et le chargement sur l’autre
domaine (Ω2). Une zone S ou` se recouvrent les deux domaines apparaˆıt alors. Dans cette
zone deux nouveaux domaines sont conside´re´s :une zone sans collage et une avec collage
(Sc). Cette zone Sc permet de lier les deux domaines d’analyse en utilisant un espace pivot
associe´ a` un ope´rateur de couplage permettant de comparer les e´tats me´caniques des deux
domaines initiaux. Le couplage est impose´ de manie`re faible en utilisant un champ de
forces fictives. Enfin une distribution de l’e´nergie est effectue´e sur l’ensemble du domaine
en utilisant des parame`tres de ponde´ration affecte´s aux forces de volumes et aux de´pla-
cements sur les deux domaines. Les de´placements dans cet exemple suivent la re´partition
suivante :
u =


u1 sur Ω1 \ Ω2
u2 sur Ω2 \ Ω1
α1u1 + α2u2 sur S


Cette me´thode propose un large e´ventail d’applications. Des zooms localisant une zone
particulie`re d’un maillage peu raffine´ permettent de de´crire correctement un comporte-
ment local. L’approche permet aussi, par exemple, d’ope´rer des jonctions entre deux types
de mode`les (e´le´ments coques et 3D par exemple).
Les travaux de´veloppe´s dans [34] apporte une autre perspective afin de repre´senter les
fortes variations microscopiques en superposant deux maillages. Le maillage de base est
constitue´ d’e´le´ments finis de haut degre´ d’interpolation (p-version). Sur celui-ci vient se
superposer un autre maillage sur lequel le champ de de´placements est de´crit par le biais
de fonctions d’interpolation line´aires (h-version). Ce dernier maillage est raffine´ pre`s de
la zone d’inte´reˆt. Une fois les deux champs superpose´s, la me´thode est capable de tenir
7compte des variations locales du champ. Le syste`me matriciel est re´solu par blocs en dis-
sociant les termes ”p”, ”h” et ”hp”.
Dans [20], deux maillages sont de´finis : un a` l’e´chelle globale et l’autre a` une e´chelle
locale (celle du de´tail). De ce fait le champ de de´placements se de´compose suivant la rela-
tion : u = uG + uL ou` uG de´finit le de´placement a` l’e´chelle globale et uL le de´placement
local. Le maillage local se superpose au maillage global en assurant la continuite´ des de´-
placements (uL = 0 sur la frontie`re entre les deux maillages) et une continuite´ C1 entre
les maillages (u,Ln = 0 sur la frontie`re entre les deux maillages). Les maillages n’e´tant pas
emboˆıte´s, une strate´gie de partitionnement des e´le´ments du maillage global est mise en
oeuvre afin de de´finir l’interface entre les deux maillages.
Le choix de la zone locale est de´finie par l’emploi d’un calcul d’erreur base´ sur la diffe´-
rence de repre´sentation re´alise´e lorsqu’on emploie des fonctions d’interpolation de degre´s
diffe´rents. Si l’erreur de´passe une certaine valeur, un maillage local est cre´e´. Celui-ci doit
permettre de mieux approcher la variation locale. Le type de raffinement choisi pour la
zone locale de´pend alors du type de de´tails a` prendre en compte (de´placement de noeud
pour les fissures, augmentation du degre´ des polynoˆmes d’approximation ...).
Nous pouvons aussi citer la me´thode utilise´e dans [30] et [38], inscrite dans le cadre
d’Arlequin en supeposant deux e´chelles. Une e´chelle macroscopique est repre´sente´e par un
maillage grossier et chaque e´le´ment fini macroscopique est maille´ plus finement de´finissant
ainsi l’e´chelle microscopique. Les quantite´s macroscopiques sont de´duites a` partir des
calculs microscopiques de´finissant ainsi la loi de comportement au niveau de l’e´le´ment
fini et non plus au point de Gauss. Le potentiel e´lastique global est de´compose´ en trois
potentiels diffe´rents :
- Πmicro, repre´sentant l’e´nergie libre a` l’e´chelle microscopique ;
- Πext, repre´sentant l’e´nergie des efforts exte´rieurs macroscopiques et l’e´nergie des
efforts de volume microscopiques ;
- Πint, repre´sentant l’e´nergie d’interface induite par la liaison des champs macrosco-
piques et microscopiques via l’utilisation des multiplicateurs de lagrange.
En de´rivant ce potentiel, les auteurs obtiennent la formulation faible du proble`me mi-
croscopique, la liaison ”micro-macro” ainsi que l’e´quilibre macroscopique en y incluant la
relation de comportement. La liaison ”micro-macro” est assure´e de manie`re forte par les
multiplicateurs de Lagrange uniquement sur l’interface Γ (zone ou` se superposent le bord
des e´le´ments macroscopiques et les areˆtes des e´le´ments microscopiques) impliquant trois
inte´grations :
-
∫
Γ
δumλ dS, au niveau de l’e´quation d’e´quilibre microscopique ;
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-
∫
Γ
δλ(um − uM) dS = 0, repre´sentant la compatibilite´ des de´placements microsco-
piques et macroscopiques ;
-
∫
Γ
δuMλ dS, au niveau de l’e´quation d’e´quilibre macroscopique.
Le syste`me global est re´solu par une e´limination de Gauss permettant de re´soudre, dans
un premier temps, les e´quations locales en fixant les variables globales, puis, dans un
deuxie`me temps d’obtenir la solution microscopique permettant d’enrichir l’approxima-
tion du champ global.
Dans les travaux pre´sente´s dans [26], une approche multi-e´chelle est employe´e pour le
suivi de fissures afin de se´parer les effets locaux engendre´s par la fissure des effets globaux.
Les points recherche´s sont, dans un premier temps, de garder un maillage macroscopique
inchange´ et de ne discre´tiser finement que les zones ne´cessaires. La me´thode repose sur
trois points : un partitionnement de la structure en sous-structures et interfaces, une liai-
son entre les deux e´chelles effectue´e au niveau des interfaces et la ve´rification de l’e´quilibre
des efforts macroscopiques d’interface.
La structure Ω est de´compose´e en sous-structures Ωe et interfaces Γe sur lesquelles des
termes en effort et en de´placement sont de´finis comme la somme respective des termes ma-
croscopiques et microscopiques. Par ce biais une relation est cre´e´e entre les deux e´chelles
permettant de plus une de´finition des conditions de raccord entre les sous-structures voi-
sines.
Le syste`me global a` re´soudre est de´compose´ en deux se´ries d’e´quations : une sur l’interface
et l’autre sur la cellule. Ce syste`me est re´solu par l’algorithme ite´ratif LATIN [36].
Enfin, concernant les approches traitant de proble`mes impliquant un de´tail, Les tra-
vaux pre´sente´s dans [65] et [49] utilisent une approche de´composant le proble`me en deux
e´chelles (macroscopique et microscopique). Une solution est calcule´e a` l’e´chelle macrosco-
pique en utilisant un tenseur d’e´lasticite´ homoge´ne´ise´ (base´ sur la proportion de chaque
mate´riau dans une barre par exemple) sur un maillage peu raffine´. Cette solution est
utilise´e a` une e´chelle plus fine ou` le maillage permet de de´crire les interfaces mate´riaux
dans la barre. La barre est partage´e en sous-domaines et sur chaque bord de ceux-ci le
de´placement macroscopique est impose´ a` condition qu’aucune autre condition limite n’y
soit de´ja` de´finie. La solution, ainsi obtenue, permet alors d’enrichir la solution globale.
Apre`s avoir de´crit une partie des e´tudes concerne´es par l’analyse multi-e´chelle d’un
de´tail pe´riodique ou ponctuel, nous posons succinctement la situation du calcul paralle`le.
Dans un premier temps, nous pouvons citer [16], [15], [11], [12] et [24] pour un e´tat de
l’art dans ce domaine.
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mettant le calcul paralle`le. Deux types de me´thodes se distinguent dans ce domaine :
les me´thodes avec recouvrement dites me´thodes de Schwarz et les me´thodes sans recou-
vrement dites de Schur. La premie`re me´thode implique qu’une ”bande” d’e´le´ments est
commune entre deux parties issues d’une de´composition en deux domaines par exemple
alors que, pour la seconde, seule l’interface (les areˆtes et les noeuds dans le cas d’un
maillage 2D) est commune aux deux parties.
Parmi ces dernie`res, nous pouvons distinguer deux types de re´solution : Schur primal et
Schur dual (FETI cf [16]). La diffe´rence entre ces deux types de re´solutions re´sident dans
les conditions a` l’interface. Pour la premie`re, les de´placements a` l’interface entre deux
sous-structures sont e´gaux. La deuxie`me utilise des inter-efforts (par le biais de multipli-
cateurs de Lagrange) a` l’interface entre deux sous-structures voisines comme inconnues
principales. L’e´galite´ des de´placements est e´crite au sens faible. Nous de´crivons plus en
avant la me´thode de Schur primal que nous utilisons dans le dernier chapitre.
Plusieurs solveurs ite´ratifs peuvent eˆtre employe´s (GMRes, Gradient Conjugue´,...) asso-
cie´s a` divers pre´condtionneurs (ILU, ILUT) pour re´soudre ces proble`mes (cf [55]).
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Apre`s avoir pre´sente´ les domaines multi-e´chelles et du calcul paralle`le, nous pre´sen-
tons, a` pre´sent, le de´roulement du me´moire.
Les travaux pre´sente´s comprennent trois parties : l’e´tude de proble`mes d’homoge´ne´isation
pe´riodique traite´s avec X-FEM, une analyse multi-e´chelle et le de´veloppement de l’ap-
proche X-FEM pour le calcul paralle`le.
En premier lieu, ce me´moire porte sur le domaine de l’homoge´ne´isation pe´riodique qui
s’est de´veloppe´e lors de l’apparition des mate´riaux composites. La me´thode des e´le´ments
finis (FEM) a e´te´ employe´e a` cet usage. Elle est confronte´e a` des ge´ome´tries qui peuvent
eˆtre tre`s complexes et ou a` des repre´sentations de micro-structures ale´atoires. Parfois,
dans certains cas extreˆmes, la ge´ome´trie d’une pie`ce de´finit par les fichiers CAD n’est
pas retranscrit correctement au niveau du maillage. Les ge´ome´tries, cite´es dans ce cadre,
de´finissent l’interface entre deux mate´riaux. L’objectif est donc de proposer une me´thode
permettant de contourner ces difficulte´s.
La me´thode X-FEM (eXtended Finite Element Method) a pour inte´reˆt, dans ce domaine,
de s’affranchir des difficulte´s du maillage dues aux frontie`res entre diffe´rents mate´riaux
(dans l’approche FEM classique, le maillage doit respecter exactement les interfaces entre
mate´riaux). En d’autres termes, les e´le´ments du maillage permettant la discre´tisation ne
sont pas limite´s par l’interface. Contrairement a` la me´thode des e´le´ments finis ou` chaque
e´le´ment du maillage n’est constitue´ que d’un seul mate´riau, X-FEM permet aux e´le´ments
de contenir les deux mate´riaux. Les e´le´ments coupe´s par l’interface sont alors enrichis
afin de repre´senter la discontinuite´ des de´formations au passage de celle-ci. La position
de cette interface est prise en compte par la technique des fonctions de niveau (ou level set).
La partie suivante pre´sente une analyse multi-e´chelle d’une structure comprenant un de´-
tail. Pour traiter ce type de proble`mes, il a souvent e´te´ d’usage d’employer des me´thodes
telle que l’approche globale-locale. A` l’instar de ces me´thodes, nous proposons une ap-
proche a` deux e´chelles : microscopique (a` l’e´chelle du de´tail) et macroscopique (a` l’e´chelle
de la structure). L’objectif est d’apporter une correction au proble`me de la structure,
ne tenant pas compte explicitement du de´tail, de´duite d’une analyse locale de celui-ci.
L’approche X-FEM couple´e a` la technique des fonctions de niveau est utilise´e pour la
re´solution du proble`me microscopique. L’objectif est d’apporter une correction dans la
zone du de´tail tout en laissant le maillage macroscopique inchange´.
Enfin, le dernier de´veloppement traite de re´solutions de proble`mes multi-domaines sur
une machine paralle`le. Il s’agit, dans ce cadre, d’augmenter la capacite´ de calcul pour
la re´solution de proble`mes impliquant une somme de donne´es a` traiter tre`s importante.
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Le but recherche´ n’est pas de de´velopper une me´thode de calcul multi-domaine, mais
de permettre la gestion de l’enrichissement entraˆıne´ par l’approche X-FEM sur plusieurs
domaines. La me´thode de calcul employe´e est une me´thode sans recouvrement de type
Schur primal associe´ a` un solveur GMRes, lui-meˆme accompagne´ d’un pre´conditionneur
ILUT.
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Ce chapitre concerne la re´solution de proble`mes de micro-me´canique et plus particu-
lie`rement de proble`mes d’homoge´ne´isation pe´riodique avec la me´thode des e´le´ments finis
e´tendus. Il se de´roule en cinq parties.
En premier lieu, nous situons notre e´tude dans le cadre de la micro-me´canique. Nous
pre´cisons les spe´cificite´s qu’elle engendre et nous pre´sentons succinctement les facilite´s
que nous procure la me´thode des e´le´ments finis e´tendus pour re´soudre ce type de pro-
ble`mes. Puis, apre`s avoir rappele´ la formulation des proble`mes d’homoge´ne´isation pe´rio-
dique, nous introduisons les fondements de la me´thode des e´le´ments finis e´tendus et le
type de repre´sentation ge´ome´trique utilise´e. Ensuite, nous de´taillons les capacite´s d’une
telle repre´sentation et les performances de l’approche, en terme de convergence. Enfin,
nous appliquons cette me´thode a` des cas d’homoge´ne´isation classiques afin d’en e´valuer
l’efficacite´.
1.1 Contexte
Malgre´ la capacite´ grandissante des moyens nume´riques, le calcul de structure met en-
core en e´vidence, a` l’heure actuelle, certaines lacunes lorsqu’une e´tude comprend plusieurs
degre´s d’analyse. En effet, l’introduction d’un de´tail (imperfections, inclusions, cavite´s, ir-
re´gularite´s, conge´s ...) ou l’utilisation d’un comportement de´crit sur plusieurs e´chelles
(macroscopique, microscopique, mole´culaire, atomique, ...) accroˆıt conside´rablement la
complexite´ de la re´solution. C’est pourquoi de nombreuses approches ont e´te´ de´veloppe´es
dans ces divers domaines et en particulier dans celui de la micro-me´canique.
Ces proble`mes sont souvent rencontre´s dans le cadre des mate´riaux composites. Leur
structure peut souvent eˆtre facilement de´finie par une re´pe´tition de domaines identiques.
Ceux-ci sont appele´s Volumes E´le´mentaires Repre´sentatifs : V.E.R. . Notre e´tude se situe
dans ce cadre, il s’agit de l’homoge´ne´isation pe´riodique de´crit plus particulie`rement dans
[5], [56] et [62]. Le but recherche´ de ces me´thodes est d’obtenir une variation du champ
microscopique en re´ponse a` une sollicitation macroscopique dans le cadre de proble`mes
e´lastiques line´aires.
L’objectif de l’e´tude propose´e est de de´finir un comportement homoge´ne´ise´ de la cellule
a` l’e´chelle microscopique afin de re´percuter cette information sur le comportement global
de la structure, compose´e de ces volumes e´le´mentaires, sous contraintes exte´rieures tout
en s’affranchissant des difficulte´s induites par la prise en compte de la ge´ome´trie des in-
terfaces mate´riaux.
En effet, la majeure partie des e´tudes sur ce sujet utilise la me´thode des e´le´ments finis
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impliquant le fait que le maillage doit se conformer a` ces irre´gularite´s afin de se´parer
les mate´riaux en pre´sence, un e´le´ment du maillage ne doit contenir qu’un seul mate´riau.
Mais la complexite´ des formes des de´tails a` traiter ou le caracte`re ale´atoire (cf [62]) de leur
apparition rend fastidieux et parfois impossible la re´alisation des maillages cense´s repre´-
senter ces formes. Nous avons pu voir dans l’introduction que plusieurs alternatives ont e´te´
apporte´es a` ces proble`mes par l’introduction de me´thodes automatiques de maillage des
surfaces par exemple. La me´thode X-FEM, se distingue de ces me´thodes en introduisant
un enrichissement sur les e´le´ments du maillage proche de l’interface via la partition de
l’unite´ (aussi utilise´e dans les travaux de´veloppe´s dans [59]), permettant ainsi de s’affran-
chir de ces discontinuite´s. Les interfaces n’ont plus besoin d’eˆtre maille´es. A la diffe´rence
des e´tudes de´crites dans [60] et [28], elles sont simplement repre´sente´es implicitement par
une fonction de niveau (cf [57]) a` l’origine de la construction de la fonction d’enrichisse-
ment capable de prendre en compte l’interface au sein d’un e´le´ment. C’est pourquoi nous
de´veloppons par la suite l’application de cette approche pour les proble`mes multi-e´chelles,
et par conse´quent, pour l’homoge´ne´isation pe´riodique. L’objectif principal de cette e´tude
est de de´velopper la the´orie de l’homoge´ne´isation pe´riodique par des calculs sur V.E.R. en
employant la me´thode des e´le´ments finis e´tendus associe´e aux fonctions de niveaux afin
de faciliter ou de rendre possible la prise en compte des interfaces mate´riaux au sein du
maillage.
1.2 Formulation sur le volume e´le´mentaire repre´sen-
tatif
La formulation du proble`me provient des e´tudes re´alise´es pour les mate´riaux compo-
sites a` structure pe´riodique ou ale´atoire de´veloppe´es dans [62].
La micro-structure est de´crite comme l’agencement pe´riodique de volumes e´le´mentaires
repre´sentatifs ou cellules de base note´s Ω. Nous distinguons deux e´chelles : l’e´chelle micro-
scopique (y) et macroscopique (x). Au niveau macroscopique, les champs de contraintes
et de de´formations sont respectivement note´s σM et εM et les champs microscopiques de
contraintes et de de´formations sont respectivement note´s σm et εm. Le point de de´part est
de de´duire une relation liant σM a` εM en tenant compte des variations microscopiques.
Pour cela, on re´sout un proble`me de microme´canique a` conditions aux limites pe´riodiques
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sur le V.E.R. :


divσm = 0
σm = Em : εm
σm anti-pe´riodique et εm pe´riodique
εM =< εm >
(1.1)
ou` < εm > (= 1
|Ω|
∫
Ω
εm dΩ)) repre´sente la moyenne spatiale sur la cellule de base du
champ de de´formations microscopique.
Chercher sur la cellule de base εm pe´riodique sachant que < εm >= εM nous permet de
de´finir la relation suivante :
εm = ε(um) + εM (1.2)
Ce qui nous ame`ne a` chercher um pe´riodique sur la cellule de base et a` introduire la
relation :
u(x,y) = um(y) + εM(x) · y (1.3)
Le comportement homoge´ne´ise´ reliant le champ de contraintes macroscopique σM au
champ de de´formations macroscopique εM est donc construit par localisation, en soumet-
tant successivement la cellule de base a` des cas de de´formations macroscopiques e´le´men-
taires. En effet, nous nous trouvons dans le cadre de l’e´lasticite´ line´aire et par le biais
du principe de superposition, nous pouvons de´composer notre champ de de´placements
total u(x,y) en un champ de´duit de la sollicitation macroscopique et en une perturbation
microscopique (1.3).
Une fois les de´finitions du champ de de´placements et de de´formations e´tablies, Le proble`me
sur la cellule de base, de fac¸on ge´ne´rale, s’e´crit :


divσm(y) = 0
σm(y) = Em(y) : εm(y) = Em(y) : (εM + ε(um(y)))
ε = 1
2
(∇u + (∇u)T )
um pe´riodique
σm · n anti-pe´riodique
(1.4)
ou` pe´riodique signifie que les de´placements sur les faces oppose´es de la cellule de base sont
identiques et anti-pe´riodique le fait que les contraintes sur ces meˆmes faces sont oppose´es.
Le proble`me 1.4 a` re´soudre revient a` trouver um pe´riodique tel que :
∫
Ω
ε(um) : Em : ε(v) dΩ = −
∫
Ω
εM : Em : ε(v) dΩ ∀v pe´riodique (1.5)
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La de´composition de la de´formation macroscopique impose´e en sollicitations e´le´mentaires
revient a` remplacer εM par εMij I
ij, Iij e´tant de´finit par :
I
ij
kl =
1
2
(δikδjl + δilδjk) (1.6)
Ce qui induit les relations suivantes :

ε
M = εMij I
ij
um = εMij χ
ij
(1.7)
ou` χ de´finit les solutions e´le´mentaires des variations du champ de de´placements micro-
scopique. Il s’ensuit la de´composition du champ de de´placements total en champ de de´-
placements e´le´mentaires avec χij solution du proble`me quand εM = Iij
uij = I ij · y + χij (1.8)
Le proble`me 1.4 revient a` chercher χij pe´riodique tel que :

aΩ(χ
ij, v) = −aΩ(Iij, v) ∀v pe´riodique
avec aΩ(u, v) =
1
|Ω|
∫
Ω
ε(u) : E : ε(v) dΩ
(1.9)
Une fois re´solus les six proble`mes e´le´mentaires, nous pouvons en de´duire l’expression de
la de´formation microscopique totale :
εm(u) = (Ikl + εm(χkl))εMkl (1.10)
soit :
εmij (u) = (I
kl + εm(χkl))ijε
M
kl (1.11)
et en de´duire le tenseur de localisation :
Dijkl = I
kl
ij + ε
m
ij (χ
kl) (1.12)
En reprenant l’e´quation 1.4, le champ de contraintes microscopiques peut se de´finir comme :
σm = E : D : εM (1.13)
et en ajoutant la de´finition sur la moyenne spatiale provenant de 1.1, nous pouvons en
de´duire l’expression de la matrice homoge´ne´ise´e Ehom :
σM =< E : D : εM >= Ehom : εM (1.14)
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En pratique la matrice homoge´ne´ise´e est calcule´e par la re´solution de la forme biline´aire
suivante :
Ehomijkl = aΩ(I
kl + χmkl, I
ij + χmij ) (1.15)
Apre`s avoir de´fini les principes me´caniques permettant l’analyse microscopique portant
sur la cellule de base d’une structure pe´riodique et l’effet qui en re´sulte sur le proble`me
a` l’e´chelle macroscopique, nous pre´sentons la me´thode nume´rique employe´e pour calculer
les diffe´rents termes du proble`me, i.e. champ de de´placements, de de´formations et de
contraintes ainsi que le calcul de la matrice homoge´ne´ise´e, et les avantages qu’elle procure.
1.3 Introduction a` la me´thode des e´le´ments finis e´ten-
dus
Dans les me´thodes des e´le´ments finis classiques, le maillage doit se conformer aux
surfaces de discontinuite´. Afin d’apporter une plus grande facilite´ de mise en oeuvre des
maillages, l’approche X-FEM permet la pre´sence de telles discontinuite´s au sein meˆme des
e´le´ments par l’utilisation de la me´thode de la partition de l’unite´ de´veloppe´e par Melenk et
Babuska (1996) [39]. Dans le cadre de l’homoge´ne´isation pe´riodique et plus ge´ne´ralement
dans les proble`mes portant sur les mate´riaux composites, les ge´ome´tries auxquelles on peut
eˆtre confronte´ sont rapidement complexes. C’est pourquoi l’utilisation de cette me´thode
dans ce domaine peut s’ave´rer tre`s avantageuse.
1.3.1 Me´thode des e´le´ments finis e´tendus (X-FEM)
1.3.1.1 Partition de l’unite´ [39]
Le principe premier de la me´thode re´side dans le fait que l’approximation du champ
de de´placements classique ufem est enrichie par une correction uenr sous la forme : u =
ufem + uenr tout en respectant la partition de l’unite´. Tout d’abord, nous rappelons la
de´finition de l’approximation du champ de de´placements de la me´thode des e´le´ments finis :
u(x) =
∑
i∈Nn(x)
∑
α
aαi φ
α
i (x) (1.16)
ou` Nn(x) est l’ensemble des noeuds de l’e´le´ment contenant le point x et a
α
i repre´sente
les degre´s de liberte´ classiques. Le domaine d’influence (support) de la fonction d’interpo-
lation φαi est l’ensemble des e´le´ments connecte´s au noeud i. L’ensemble Nn(x) est donc
e´galement l’ensemble des noeuds dont le support couvre le point x. Cette approxima-
tion de base est enrichie par l’ajout de degre´s de liberte´, pour les e´le´ments concerne´s
par la discontinuite´, multiplie´s par les fonctions de forme classiques et par une fonction
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d’enrichissement repre´sentant au mieux le phe´nome`ne physique a` e´valuer :
u(x) =
∑
i∈Nn(x)
∑
α
φαi a
α
i +
∑
i∈Nn(x)∩NF
∑
α
bαi φ
α
i (x)F (x) (1.17)
ou` NF est l’ensemble des noeuds dont le support a une intersection avec le domaine ΩF
(domaine dans lequel on souhaite un enrichissement) et ou` bαi repre´sente les nouveaux
degre´s de liberte´. Cette dernie`re formulation exprime la partition de l’unite´ : la somme
des fonctions de forme sur le domaine est e´gale a` l’unite´. Ceci permet de repre´senter la
fonction F (x) dans la solution X-FEM.
1.3.1.2 Application premie`re aux fissures
La me´thode des e´le´ments finis e´tendus a` e´te´ introduite, au commencement, pour tenir
compte de fissures au sein d’un domaine. Nous rappelons brie`vement l’inte´reˆt et la mise
en oeuvre d’une telle application de´veloppe´e dans [43] et [41].
Dans les me´thodes classiques, pour repre´senter le saut de de´placement impose´ par la
pre´sence d’une fissure, il est d’usage d’employer la notion de double noeud repre´sente´ sur
la figure (1.1(a)) par le couple 9-10. Celui-ci est remplace´ dans l’approche X-FEM par un
seul noeud 11 (cf. figure 1.1(b)). L’approximation e´le´ments finis peut eˆtre de´finie comme
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(b) Maillage X-FEM
figure 1.1 – Comparaison des maillages utilise´s par l’approche FEM et X-FEM.
suit :
uh =
10∑
i=1
uiφi (1.18)
ou` ui est le de´placement au noeud i et φi est la fonction de forme associe´e au noeud i.
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Toujours dans [41], deux nouveaux termes sont de´finis qui font apparaˆıtre le de´placement
moyen a et le saut de´placement b du double noeud :
a =
u9 + u10
2
; b =
u9 − u10
2
(1.19)
En inversant ce syste`me, il vient :
u9 = a + b u10 = a− b (1.20)
L’approximation e´le´ments finis (1.18) peut alors se re´e´crire
uh =
8∑
i=1
uiφi + a(φ9 + φ10) + b(φ9 + φ10)H(x) (1.21)
ou` H(x) est une fonction discontinue, appele´e Heaviside, donne´e par :
H(x, y) =

1 pour y > 0−1 pour y < 0 (1.22)
La somme des fonctions de forme associe´es aux noeuds 9 et 10 correspond a` la fonction
de forme du noeud 11 (figure 1.1). La relation (1.21) peut donc se re´e´crire comme :
uh =
8∑
i=1
uiφi + u11φ11 + bφ11H(x) (1.23)
Les deux premiers termes du membre de droite correspondent a` une approximation e´le´-
ments finis classique sur le maillage. La fonction intervenant dans le troisie`me terme est
le produit d’une fonction de forme classique φ11 par le la fonction discontinue H(x). Ce
troisie`me terme peut s’interpre´ter comme un enrichissement de la base e´le´ments finis par
une technique de type partition de l’unite´.
Cet exemple illustre la prise en compte d’une fissure qui suit le bord des e´le´ments. A
pre´sent, nous nous inte´ressons au cas ou` la fissure passe au milieu des e´le´ments. La figure
1.2 de´crit ce type de proble`me.
Elle pre´sente deux types de noeuds enrichis. Les noeuds cercle´s sont enrichis par la fonc-
tion Heaviside pre´sente´e pre´ce´demment, les noeuds entoure´s d’un carre´ sont enrichis par
des fonctions discontinues de´duites des modes de de´placements asymptotiques permettant
de repre´senter au mieux le comportement en pointe de fissure.
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Enrichissement discontinu
Enrichissement de pointe de fissure
PSfrag replacements
figure 1.2 – Enrichissement de fissure.
La nouvelle approximation e´le´ments finis enrichie s’e´crit alors :
uh =
∑
i∈I
uiφi(x)+
∑
i∈L
aiφi(x)H(x)+
∑
i∈K1
φi(x)(
4∑
l=1
bli,1F
1
l (x))+
∑
i∈K2
φi(x)(
4∑
l=1
bli,2F
2
l (x))
(1.24)
ou` :
- I est l’ensemble des noeuds du maillage ;
- ui est le degre´ de liberte´ classique au noeud i ;
- φi est la fonction de forme associe´e au noeud i ;
- L est l’ensemble des noeuds enrichis pour tenir compte du passage de la fissure ;
- ai est le degre´ de liberte´ enrichi par la fonction Heaviside ;
- K1 est l’ensemble des noeuds enrichis pour tenir compte de la premie`re pointe de
fissure ;
- K2 est l’ensemble des noeuds enrichis pour tenir compte de la deuxie`me pointe de
fissure ;
- bli,1 sont les degre´s de liberte´ enrichis par la fonction F
1
l (x) ;
- bli,2 sont les degre´s de liberte´ enrichis par la fonction F
2
l (x).
avec les fonctions F 1l (x) et F
2
l (x) de´finissant le comportement du front de fissure en
e´lasticite´ telles que :
{F il (x)} ≡ {
√
rsin(
θ
2
),
√
rcos(
θ
2
),
√
rsin(
θ
2
)sin(θ),
√
rcos(
θ
2
)sin(θ)} (1.25)
ou` (r, θ) repre´sentent les coordonne´es polaires dans un repe`re local a` la pointe de fissure.
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1.3.1.3 Application aux trous et interfaces mate´riau
La seconde application directe concerne la mode´lisation des trous et des inclusions
de´veloppe´es dans [61]. Cette extrapolation permet la pre´sence de deux constituants dans
un e´le´ment du maillage. Qu’il s’agisse, pour un domaine, de contenir du vide et de la
matie`re ou deux mate´riaux diffe´rents, la me´thode des e´le´ments finis nous impose de repre´-
senter la frontie`re entre deux zones aux caracte´ristiques me´caniques diffe´rentes. X-FEM,
au contraire, permet de s’affranchir de ces contraintes.
Cas des trous Dans le cadre des trous, l’interpolation du champ va eˆtre modifie´e
en utilisant une fonction spe´cifique F (x) prenant 0 comme valeur dans le trou et 1 dans
la matie`re. L’utilisation de cette fonction n’est effective que pour les e´le´ments qui sont
coupe´s par la frontie`re. Ceux dont le support se trouve totalement dans le vide sont
e´limine´s et ceux dont le support est situe´ totalement dans la matie`re ne subissent aucun
enrichissement. L’approximation pre´ce´dente induit, lorsqu’un e´le´ment est coupe´ par la
discontinuite´, que l’inte´gration se fait seulement sur la partie de l’e´le´ment situe´e dans la
matie`re. Pour que cette approximation soit effective, il est ne´cessaire de se´lectionner les
noeuds a` garder et ceux a` e´liminer. La figure 1.3 illustre cette se´lection.
forme modifiee  
Noeud elimine
Function de  
PSfrag replacements
no ud e´limine´
fonction de forme modifie´e
figure 1.3 – Se´lection des noeuds pour les trous
Nous verrons plus en de´tail dans la section 1.3.2.2 la technique qui nous permet d’effectuer
cette se´lection.
Cas des interfaces mate´riaux Nous venons de de´finir comment X-FEM permet
de mate´rialiser une discontinuite´ du champ de de´placements au sein meˆme d’un e´le´ment
du maillage graˆce a` une fonction d’enrichissement discontinue qu’il s’agisse de fissures
ou de vides. A` pre´sent, nous nous inte´ressons au cas des interfaces mate´riaux, qui elles
n’impliquent pas une discontinuite´ du champ de de´placements mais une discontinuite´ au
niveau des de´formations. C’est pourquoi, l’approximation du champ de de´placements doit
1.3 Introduction a` la me´thode des e´le´ments finis e´tendus 23
contenir des modes de de´formations discontinus au passage de l’interface. Un exemple de
proble`mes impliquant des interfaces mate´riaux est illustre´ figure 1.4. Afin de satisfaire ces
PSfrag replacements
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figure 1.4 – Exemple de proble`mes a` interface mate´riaux
exigences, l’approximation classique est enrichie de la meˆme fac¸on que pour les vides a`
l’exception de la fonction d’enrichissement ρ(x) qui doit permettre de repre´senter le saut
de de´formation :
uh(x) =
∑
i∈I
uiφi(x) +
∑
i∈D
aiφi(x)ρ(x) (1.26)
Un exemple de fonction d’enrichissement est de´crit sur la figure suivante. Cette fonction
PSfrag replacementsρ
|ψ|
1 + δ
x
y
figure 1.5 – Exemple de fonctions d’enrichissement
ρ(x) est constante sur l’ensemble des e´le´ments du domaine a` l’exception de ceux coupe´s
par l’interface. A` cet endroit, ρ(x) est e´quivalente a` la fonction |ψ(x)|, qui repre´sente la
valeur absolue de la distance entre un point du domaine et l’interface. Le choix de cette
24 Chapitre 1. Homoge´ne´isation nume´rique sur VER
fonction n’est pas sans conse´quence. En effet, elle a une grande influence sur le taux de
convergence de la me´thode. Ce choix sera discute´ dans une section ulte´rieure.
Apre`s avoir de´fini les diffe´rents aspects de l’enrichissement, nous allons pre´ciser la me´-
thode de mode´lisation de la ge´ome´trie des frontie`res qui nous permettra, par exemple,
de se´lectionner les noeuds a` enrichir dans les cas de´crits pre´ce´demment. Les level sets ou
fonctions de niveau sont a` l’origine de cette technique.
1.3.2 Fonction de Niveau (Level Set)
Dans la me´thode d’approximation classique par e´le´ments finis, les frontie`res sont de´-
finies explicitement par des entite´s ge´ome´triques (segments de droite, de parabole ...).
La me´thode des Level Sets, introduite par Sethian (1999) [57] et Osher (Osher et Sethian
1988) [51], propose une autre alternative en de´crivant implicitement la ge´ome´trie des fron-
tie`res. Cette technique a e´te´ de´veloppe´e par Sukumar, Chopp, Moe¨s et Belytschko (2001)
[61] dans le cadre de trous et d’inclusions.
1.3.2.1 Description
Une fonction de niveau s’apparente a` un champ de valeurs associe´ a` la frontie`re. Cette
fonction peut eˆtre calcule´e pour n’importe quel point de l’espace. Elle repre´sente alors
la distance qui se´pare ces points de la frontie`re. Dans le cadre de re´solutions nume´riques
de proble`mes me´caniques sur des maillages, la fonction de niveau est calcule´e en chaque
noeud du maillage. Les noeuds se voient alors assigne´s une valeur signe´e donnant la
distance de ceux-ci a` la frontie`re. La fonction de niveau prend, par exemple, une valeur
ne´gative a` l’inte´rieur d’un trou et positive a` l’exte´rieur. Par conse´quent, l’iso-ze´ro de la
fonction de niveau, illustre´e sur la figure 1.6, dans le cas d’un trou, de´finit la frontie`re. En
ce qui concerne les applications qui suivent dans ce chapitre, cette fonction est calcule´e
aux noeuds et interpole´e entre les noeuds par les fonctions d’interpolation classiques :
ψ(x) =
∑
I
ψIφI(x) (1.27)
La fonction de niveau repre´sente donc une fonction continue sur le domaine permettant
de faciliter la de´finition de la fonction d’enrichissement pour les proble`mes incluant une
interface mate´riau. Mis a` part cet aspect, les fonctions de niveau ont pour roˆle de de´finir
implicitement la position de l’interface ou de la frontie`re afin d’effectuer la se´lection des
noeuds a` supprimer ou a` enrichir.
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figure 1.6 – Iso-ze´ro d’une fonction de niveau repre´sentant un trou circulaire.
1.3.2.2 Se´lection des noeuds a` enrichir ou a` supprimer
Nous avons pu voir que l’affectation de l’enrichissement impliquait une se´lection des
noeuds. Concernant les trous, figure 1.3, la fonction de niveau correspondant a` la frontie`re
permet cette se´lection. Si le support d’un noeud, c’est-a`-dire tous les e´le´ments connecte´s
a` celui-ci, n’a pour valeur de level set en ses noeuds que des valeurs ne´gatives, alors celui-
ci sera supprime´. Au contraire, si ses valeurs sont positives il sera conserve´ mais aucun
enrichissement ne lui sera affecte´. Pour les noeuds dont le support est coupe´, c’est-a`-dire
si on est pre´sence de valeurs ne´gatives et positives, alors le noeud sera enrichi. La meˆme
de´marche est applique´e pour les interfaces mate´riau dans le sens ou` si le support d’un
noeud est coupe´ par l’interface, celui-ci est enrichi. Dans le cas contraire, l’interpolation
est identique a` la me´thode des e´le´ments finis. L’imple´mentation pre´cise est discute´e dans
le dernier chapitre concernant le calcul paralle`le.
1.3.2.3 Fonction xFit
L’introduction des fonctions de niveau dans la me´thode des e´le´ments finis e´tendus ne´-
cessite, au niveau nume´rique, une tole´rance. Il est a` noter que si l’interface mate´riau coupe
un e´le´ment en une partie tre`s petite par rapport a` l’autre, il paraˆıt inutile d’effectuer un
enrichissement car il aurait un effet ne´gligeable. Par conse´quent, lorsqu’un noeud se situe
tre`s pre`s de l’interface la valeur de la fonction de niveau calcule´e au niveau de celui-ci
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est ramene´e a` ze´ro. Ainsi, si cela se produit pour deux noeuds d’un triangle, comme le
montre la figure 1.7, celui-ci est conside´re´ totalement dans un mate´riau et les noeuds qui
le composent ne sont pas enrichis. En pratique, on conside`re ls0 et ls1 les valeurs de la
fonction de niveau aux deux noeuds appartenant a` un areˆte coupe´e par l’interface. On
calcule le rapport −ls0
ls1−ls0
si celui est infe´rieur a` TOL, une tole´rance de´finie arbitrairement,
ls0 est mise a` ze´ro et si celui-ci est supe´rieur a` 1 − TOL, ls1 est mise a` ze´ro. Dans la
majorite´ des cas, TOL prend 10−3 comme valeur.
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figure 1.7 – Tole´rance pour l’enrichissement.
Apre`s avoir pre´sente´ la me´thode des e´le´ments finis e´tendus, nous abordons sa mise en
oeuvre pour l’homoge´ne´isation, en de´taillant, dans un premier temps, la de´finition des
fonctions d’enrichissement impliquant les fonctions de niveau, puis en e´valuant la capacite´
de cette approche en terme de convergence via des calculs d’erreurs sur des cas tests et
enfin en de´crivant les diffe´rentes conditions aux limites.
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1.4 X-FEM et homoge´ne´isation
1.4.1 Enrichissement pour les interfaces mate´riaux
Lorsque la me´thode des e´le´ments finis est utilise´e pour repre´senter ces interfaces ma-
te´riaux, le maillage se conforme a` celles-ci dans le sens ou` elles sont de´crites par des
e´le´ments du maillage. Le taux de convergence, base´ sur l’erreur en e´nergie du proble`me,
obtenu alors varie line´airement en fonction de la taille des e´le´ments du maillage (de type
O(h) ou` h repre´sente la taille caracte´ristique des e´le´ments du maillage). A contrario, si le
maillage ne suit pas la discontinuite´, le taux de convergence est tre`s faible. C’est pour-
quoi, comme il est de´crit section 1.3.1.3, l’enrichissement de l’approximation classique doit
rendre possible l’obtention du meˆme ordre de convergence que dans le cas de l’utilisation
de la me´thode des e´le´ments finis classique. Il est donc indispensable, dans notre cas, de
de´finir une fonction d’enrichissement capable d’approcher les convergences obtenues lors
de l’emploi des me´thodes classiques afin d’en garder tous leurs be´ne´fices.
1.4.1.1 Choix de l’enrichissement
La fonction d’enrichissement, capable de repre´senter le saut de de´formation, utilise´e
en tout premier lieu, est de´crite dans [61] et repre´sente la valeur absolue de la fonction de
niveau (φI) interpole´e sur le maillage par l’interme´diaire des fonctions de forme (NI) :
F 1(x) = |
∑
I
φINI(x)| (1.28)
Cette fonction est lisse´e et permet d’obtenir une nouvelle fonction nomme´e F 1+smoothing.
Elle correspond a` la fonction F 1 a` l’inte´rieur de l’e´le´ment coupe´ par l’interface et a` une
fonction constante sur le reste du domaine. Il a e´te´ expose´, dans [61], que celle-ci procurait
un meilleur taux de convergence que la premie`re e´tant donne´ que le lissage de la fonction
d’enrichissement permet de limiter la perturbation sur les e´le´ments voisins de ceux conte-
nant l’interface.
Nous proposons une nouvelle fonction d’enrichissement permettant d’avoir un effet uni-
quement sur les e´le´ments coupe´s par l’interface. Au contraire des pre´ce´dentes, celle-ci
prend une valeur nulle sur les bords des e´le´ments enrichis comme on peut le voir sur la
figure 1.8(b). Ceci permet de limiter l’action de cette fonction aux e´le´ments coupe´s par
l’interface. Elle est de´crite par la relation suivante :
F 2(x) =
∑
I
|φI|NI(x)− |
∑
I
φINI(x)| (1.29)
Les trois fonctions sont repre´sente´es en 1D sur la figure 1.8(a) suivante et la dernie`re en
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2D sur la figure 1.8(b). Sur cette dernie`re, on peut voir que lorsque l’interface (de´finie en
trait gras sur la figure) co¨ıncide avec les areˆtes des e´le´ments, la fonction d’enrichissement
est nulle, alors que lorsqu’un e´le´ment est coupe´ par l’interface elle de´finit un pic au niveau
de l’iso-ze´ro de la fonction de niveau repre´sentant l’interface au sein de l’e´le´ment. Ce
pic permet ainsi de repre´senter le saut de de´formation au sein d’un e´le´ment induit par
l’interface entre les deux mate´riaux. Les re´sultats obtenus, en terme de convergence, pour
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(a) Les diffe´rents choix pour la fonction
d’enrichissement.
(b) Repre´sentation en 2D de la fonction F 2
ces diffe´rentes fonctions d’enrichissement sont de´taille´s dans la section suivante sur des
cas tests classiques.
1.4.1.2 Calculs d’erreurs
Afin d’e´valuer l’efficacite´ de la me´thode sur des proble`mes contenant des vides ou sur
des proble`mes bi-mate´riaux, nous cherchons a` comparer les taux de convergence obte-
nus par celle-ci avec ceux re´alise´s avec la me´thode des e´le´ments finis. Dans un deuxie`me
temps, nous comparons ces meˆmes taux de convergence suivant les diffe´rentes fonctions
d’enrichissement sur des cas tests.
Pour cela, nous allons, tout d’abord, de´finir les calculs d’erreurs utilise´s qui permettent
de connaˆıtre les erreurs effectue´es entre la solution du proble`me traite´ et la solution de
re´fe´rence. Plusieurs solutions de re´fe´rence sont possibles. La solution exacte du proble`me
peut eˆtre prise comme re´fe´rence dans un premier temps, mais le nombre de cas ou` elle est
connue est e´videmment restreint.
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Nous rappelons, au pre´alable, les expressions de l’erreur a` e´valuer. L’erreur en norme
e´nergie sur un e´le´ment du maillage s’e´crit :
Ωe =
√∫
Ωe
ε(uh − uref) : E : ε((uh − uref) dΩe√∫
Ω
εref : E : εref dΩ
(1.30)
ou` Ωe repre´sente l’espace d’un e´le´ment du maillage, les termes indice´s
ref les solutions de
re´fe´rence et les termes indice´s h les solutions calcule´es par la me´thode dont l’erreur est a`
e´valuer. L’erreur totale sur le domaine est de´finie par :
 =
√∑
Ne
2Ωe (1.31)
ou` Ne de´finit l’ensemble des e´le´ments du maillage.
1.4.1.2.1 Erreur exacte
Lorsque la solution du proble`me est connue l’erreur relative sur un e´le´ment est de´finie
en remplac¸ant uref par uex de´finissant la solution exacte du proble`me. L’erreur relative
exacte qui en re´sulte est de´finie par :
exΩ =
√∫
Ω
ε(uh − uex) : E : ε((uh − uex) dΩ√∫
Ω
εex : E : εex dΩ
(1.32)
1.4.1.3 Test de convergence
Les cas traite´s, a` pre´sent, sont des tests classiques qui vont nous permettre d’e´va-
luer, dans un premier temps, l’efficacite´ de la me´thode en terme de convergence, puis,
concernant les proble`mes bi-mate´riaux, d’e´valuer les diffe´rences entre les fonctions d’en-
richissement pre´sente´es auparavant.
1.4.1.3.1 Plaque Perce´e sous tension
Le proble`me que nous conside´rons est une plaque infinie contenant un vide circulaire
de rayon a, soumise a` une traction uniaxiale uniforme. Nous mode´lisons ce proble`me en
imposant une traction e´quivalente a` la contrainte exacte, induite par la traction uniforme
a` l’infini, sur les bords d’un carre´ de dimension finie. Les caracte´ristiques du proble`me
sont E = 10 MPa, ν = 0.3, a = 0.4 mm, σ∞= 1 MPa et L = 2 mm (cf. figure 1.8).
Le graphique suivant (cf figure 1.9) repre´sente les variations des erreurs totales exactes
pour les me´thodes FEM et X-FEM. La convergence (α) de X-FEM, correspondant a` la
pente de la courbe, est e´quivalente a` celle de la me´thode classique et proche de 1. La
me´thode X-FEM converge en O(h).
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figure 1.8 – Plaque contenant un trou circulaire sous tension.
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figure 1.9 – Variation des erreurs exactes pour le proble`me de la plaque avec trou circulaire.
De plus, l’effectivite´, c’est-a`-dire le rapport entre l’erreur estime´e et l’erreur exacte, est
proche de 1 lorsque le nombre d’e´le´ments de´passe 1 000 dans les deux cas. En conse´quence,
il s’ave`re que les re´sultats obtenus par la me´thode X-FEM sont aussi pre´cis que ceux de
la me´thode FEM.
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1.4.1.3.2 Cube contenant une cavite´ sphe´rique sous tension
Sur la figure 1.10, un cube infini contenant une cavite´ sphe´rique de rayon a soumis a`
une traction uniaxiale uniforme est repre´sente´. Nous mode´lisons ce proble`me en imposant
une traction e´quivalente a` la contrainte exacte induite par la traction uniforme a` l’infini
sur les bords d’un cube de coˆte´ L. Les caracte´ristiques du proble`me sont E = 1 MPa, ν
= 0.3, a = 0.4 mm, σ∞= 1 MPa et L = 2 mm.
PSfrag replacements
σ · nσ · n
σ · n
σ · n
σ · n
σ · n
σ∞
σ∞
proble`me de re´fe´rence
proble`me e´le´ments finis
figure 1.10 – Cube contenant une cavite´ sphe´rique sous tension.
Le graphique suivant (cf figure 1.11) repre´sente les variations des erreurs exactes pour les
me´thodes FEM et X-FEM. La convergence de X-FEM est de 0.91 c’est a` dire proche de
la convergence optimale. E´galement dans ce cas, la me´thode semble efficace.
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figure 1.11 – Variation des erreurs exactes pour le proble`me du cube avec cavite´ sphe´rique.
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1.4.1.3.3 Plaque contenant une inclusion circulaire sous tension
Sur la figure de gauche 1.12, un domaine contenant une inclusion circulaire est repre´-
sente´e. Sur la frontie`re Γ2, ux = x ,uy = y est impose´ et sur la frontie`re Γ
1 la continuite´
des tractions et des de´placements est assure´e. Nous mode´lisons ce proble`me en imposant
une traction e´quivalente a` la contrainte exacte (σ) sur les bords d’un carre´ de dimension
finie (figure de droite 1.12). Les caracte´ristiques du proble`me sont E1 = 1 MPa, E2 = 10
MPa, ν1 = 0.3, ν2 = 0.25, a = 0.4 mm, σ∞= 1 MPa et L = 2 mm.
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figure 1.12 – Plaque contenant une inclusion circulaire sous tension.
Le graphique suivant (cf figure 1.13) repre´sente les variations des erreurs exactes pour les
me´thodes FEM et X-FEM (avec la fonction d’enrichissement F 2).
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figure 1.13 – Variation des erreurs exactes pour le proble`me de la plaque avec inclusion.
Les convergences, avec les diffe´rentes me´thodes, sont e´quivalentes. La fonction d’enrichis-
sement choisie, comme pour le cas suivant, est la fonction F 2 cite´e pre´ce´demment.
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1.4.1.3.4 Cube contenant une inclusion sphe´rique sous tension
Le proble`me, que nous conside´rons a` pre´sent, est un cube infini contenant une in-
clusion sphe´rique de rayon a soumis a` une traction uniaxiale uniforme. Nous mode´lisons
ce proble`me en imposant une traction e´quivalente a` la contrainte exacte induite par la
traction uniforme a` l’infini sur les bords d’un cube de coˆte´ L. Les caracte´ristiques pour
l’inclusion et la matrice du proble`me sont Einc = 10 MPa, νinc = 0.25, Emat = 1 MPa,
νmat = 0.3. Les dimensions sont a = 0.4 mm, L = 2 mm et la contrainte a` l’infini σ
∞ =
1 MPa.
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figure 1.14 – Cube contenant une inclusion sphe´rique sous tension.
Le graphique suivant (cf figure 1.15) repre´sente les variations des erreurs exactes pour les
me´thodes FEM et X-FEM (avec la fonction d’enrichissement F 2).
-3.2
-3
-2.8
-2.6
-2.4
-2.2
-2
-1.8
-1.6
-1.4
-3 -2.5 -2 -1.5 -1 -0.5  0
P
S
frag
rep
lacem
en
ts
ln(h)
ln
(
)
erreur exacte FEM (α = 1)
erreur exacte X-FEM (α = 0.91)
figure 1.15 – Variation des erreurs exactes pour le proble`me du cube avec inclusion.
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Pour ce dernier cas, les convergences obtenues avec X-FEM s’ave`rent de nouveau tre`s
proche de la me´thode des e´le´ments finis.
cas test 2D plaque perce´e plaque perce´e inclusion plaque inclusion plaque
FEM X-FEM FEM X-FEM
conv. ex. (??) 0.98 0.98 1 1
eff. (? ? ?) 0.95 0.95 0.95 0.95
cas test 3D cube e´vide´ cube e´vide´ inclusion cube inclusion cube
FEM X-FEM FEM X-FEM
conv. ex. (??) 1 0.91 1 0.91
eff. (? ? ?) 0.95 0.78 0.95 0.83
(??) : convergence de l’erreur exacte.
(? ? ?) : En 2D, effectivite´ pour 1 000 e´le´ments, erreur exacte < 6/100,
En 3D, cube inclusion, effectivite´ pour 140 000 e´le´ments, erreur exacte = 4/100,
En 3D, cube e´vide´, effectivite´ pour 100 000 e´le´ments, erreur exacte = 5/100.
tableau 1.1 – Tableau re´capitulatif
Le tableau 1.1 re´sume les re´sultats obtenus pour les diffe´rents cas teste´s. La convergence
obtenue pour les cas pre´ce´dents avec la me´thode X-FEM est de type O(h) ou en est tre`s
proche. Nous pouvons donc en conclure que la me´thode des e´le´ments finis e´tendus garde
les meˆmes caracte´ristiques, en terme de convergence, que la me´thode des e´le´ments finis
tout en profitant de la mise en oeuvre aise´e de la de´finition des interfaces ou frontie`res.
1.4.2 E´valuation des fonctions d’enrichissement
Nous tentons dans ce paragraphe d’apporter quelques pre´cisions quant au choix de
la fonction d’enrichissement pour les proble`mes bi-mate´riaux. Les taux de convergence
obtenus avec deux choix de fonction d’enrichissement sur les deux cas tests bi-mate´riaux
peuvent eˆtre compare´s sur les figures 1.16 et 1.17 par rapport a` ceux obtenus avec la
me´thode dees e´le´ments finis utilisant un maillage conforme et un autre non conforme.
Quatre approches sont traite´es. La premie`re, note´e FEM, de´signe l’approche e´le´ments
finis standard : le maillage respecte les interfaces. Les trois autres ne respectent pas cette
contrainte. La premie`re d’entre elles, FEM non conforme, ne subit aucun enrichissement.
Simplement, lors de l’inte´gration, suivant ou` le point de Gauss se trouve par rapport a`
l’iso-ze´ro de la level set, la loi de comportement approprie´e est choisie. Pour les deux
dernie`res, nous effectuons un enrichissement, l’un note´ X-FEM 1 (+ smoothing) et l’autre
XFEM 2, correspondant respectivement a` l’emploi des fonctions F 1 + smoothing et F 2
de´crites figure 1.8(a). Ces courbes nous montrent que le taux de convergence, dans le
premier cas, est tre`s mauvais et que l’enrichissement propose´ XFEM 2 ame´liore le taux
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obtenu avec XFEM 1 (+ smoothing) jusqu’a` devenir tre`s proche de celui de la me´thode
des e´le´ments finis.
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figure 1.16 – Taux de convergence pour le proble`me de la plaque avec inclusion.
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figure 1.17 – Taux de convergence pour le proble`me du cube avec inclusion.
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1.4.3 Erreur locale
Les re´sultats e´voque´s pre´ce´demment repre´sentent l’erreur globale sur le domaine. Les
trace´s repre´sente´s sur la figure 1.18 de´finissent l’erreur commise en fonction du rapport
r/a pour les proble`mes a` inclusion avec la fonction d’enrichissement F 2. Le rapport de´finit
la position du point ou` l’erreur est calcule´e avec a le rayon de l’inclusion et r la coordonne´e
radiale du point ; i.e. nous nous situons sur l’interface quand le rapport vaut 1. L’erreur
trace´e est une erreur cumule´e. Elle repre´sente la somme des erreurs relatives exactes au
fur et a` mesure que l’on s’e´carte du centre de l’inclusion. Nous pouvons nous apercevoir
que la majorite´ de l’erreur commise se situe a` proximite´ de l’interface et conclure que
la qualite´ de la solution de´pend, comme dans le cas de la me´thode des e´le´ments finis
classique, essentiellement de l’exactitude du champ de de´formations pre`s de l’interface.
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(b) Cube avec inclusion.
figure 1.18 – Re´partition de l’erreur par rapport a` la position de l’interface.
1.4.4 Pre´cisions sur l’inte´gration
Nous avons e´voque´, dans les sections pre´ce´dentes, l’enrichissement de´fini pour l’ap-
proche X-FEM qui re´git la de´finition du champ solution et l’utilisation de level set capable
de de´crire des ge´ome´tries complexes dans le cadre de l’homoge´ne´isation. Nous de´taillons,
a` pre´sent, quelques points particuliers sur l’imple´mentation de la me´thode au niveau de
l’inte´gration.
En ce qui concerne les frontie`res vide-matie`re, il a e´te´ de´fini une fonction d’enrichisse-
ment discontinue en de´placement pour les noeuds dont le support est coupe´ par celles-ci.
Cette fonction prenait 1 comme valeur pour la partie matie`re et 0 pour la partie vide.
Pour simplifier la re´solution, la prise en compte de la frontie`re est en re´alite´ effectue´e lors
de l’inte´gration. En effet, lorsqu’on rencontre un e´le´ment coupe´ par la frontie`re, un sous
de´coupage est ope´re´ se´parant un triangle, par exemple, en plusieurs sous-triangles. Le de´-
1.4 X-FEM et homoge´ne´isation 37
coupage se fait par l’interme´diaire de la level set, comme il est pre´sente´ sur la figure 1.19,
une areˆte est cre´e´e graˆce aux deux points d’intersection et un certain nombre de sous-
triangles en sont de´duits. L’inte´gration n’est donc effective que pour les sous-triangles se
trouvant dans le solide. Ce qui permet de re´duire le nombre de degre´s de liberte´ de´clare´s
lors de la re´solution.
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figure 1.19 – Principe de de´coupage.
Le meˆme de´coupage est utilise´ pour l’inte´gration pour les proble`mes bi-mate´riaux. Les
e´le´ments sont de´coupe´s en sous-e´le´ments et la loi de comportement ade´quate (mate´riau
A ou mate´riau B) est choisie pour l’inte´gration sur chacun des sous-e´le´ments.
1.4.5 Conditions aux limites des proble`mes d’homoge´ne´isation
1.4.5.1 Conditions pe´riodiques
Dans la premie`re partie de ce chapitre, nous avons e´voque´ les conditions pe´riodiques au
niveau des de´placements ; les noeuds se trouvant sur des faces ou coˆte´s oppose´s prennent la
meˆme valeur de de´placement. Pour ce faire nous utilisons un maillage pe´riodique. La figure
1.20 suivante montre un exemple de cellule de base en deux dimensions. Pour respecter ces
conditions spe´cifiques, les valeurs des noeuds pe´riodiques (noeuds situe´s syme´triquement
sur les faces oppose´es) sont lie´es. Le noeud K et le noeud L sont associe´s. La position de
l’interface, dans ce cas, ame`ne a` enrichir le noeud K puisque son support (les e´le´ments ha-
chure´s) est coupe´ par celle-ci. Le noeud L profite donc implicitement de cet enrichissement
puisque la valeur associe´e a` celui-ci sera identique a` celle du noeud K et les conditions de
pe´riodicite´ a` l’e´chelle du support sont donc respecte´es. Apre`s avoir de´taille´ les diffe´rents
aspects du principe d’homoge´ne´isation pe´riodique ainsi que la me´thode des e´le´ments finis
e´tendus et la technique des fonctions de niveau, nous pre´sentons dans la partie suivante
quelques exemples nume´riques d’homoge´ne´isation pe´riodique afin de confronter les re´sul-
tats obtenus avec ceux de la litte´rature. Les exemples traitent de mate´riaux composites
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figure 1.20 – Support d’un noeud localise´ sur un coˆte´ d’une cellule 2D
bicouches, de mate´riaux contenant une matrice et des fibres de directions orthogonales,
de tissus ainsi que des mate´riaux contenant des inclusions a` positions ale´atoires.
1.4.5.2 Conditions limites pour les domaines infinis
Lors de re´solutions de proble`mes d’homoge´ne´isation, certains travaux emploient la
the´orie des modules effectifs ([22]). Dans ces types de proble`mes, le milieu macroscopique
est parfois conside´re´ comme infini. Les auteurs utilisent alors des conditions aux limites
infinies, donc loin des de´tails de la structure, afin de ne pas perturber la re´ponse de ceux-ci.
L’application pre´sente´e ici ne re´sout pas ce type de proble`mes mais propose un de´veloppe-
ment sur des conditions aux limites a` l’infini pouvant fournir un outil a` la mise en oeuvre
de telles conditions dans les me´thodes cite´es pre´ce´demment.
Cette application concerne des proble`mes a` domaine infini incluant en son centre un
de´tail. Il s’agit ici de trous ou de cavite´s sphe´riques soumis a` une pression. L’effet du
de´tail a` l’infini est suppose´ sans effet sur le proble`me, c’est pourquoi nous imposons un
de´placement nul a` l’infini en utilisant un mapping spe´cifique [48] repre´sente´ figure 1.21.
Ce mapping se compose de deux re´gions, une re´gion centrale de rayon A utilisant un
mapping lagrangien et une couronne de rayon inte´rieur A et de rayon exte´rieur B utilisant
un mapping de´finissant une projection des coordone´es a` l’infini.
L’e´quation suivante de´finit la relation entre les coordonne´es d’un point du maillage et les
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figure 1.21 – De´finition du mapping infini
coordonne´es re´elles pour le mapping de la couronne.
−→x = −→X A(B − A)
R(B − R) (1.33)
ou`
−→
X repre´sente les coordonne´es d’un point d’un e´le´ment du maillage, −→x les coordonne´es
projete´es a` l’infini et R la distance du point au centre de la couronne sur le maillage
initial. En re´sume´, pour passer de l’e´le´ment parent a` l’e´le´ment re´el, nous effectuons deux
transformations : une classique lagrangienne (de u,v,w vers X,Y,Z) et la deuxie`me utili-
sant la relation de´finie pre´ce´demment (de X,Y,Z vers x,y,z). Nous pouvons illustrer cette
transformation par la de´finition de la jacobienne de passage (e´quation 1.34).
J =


∂X
∂u
∂Y
∂u
∂Z
∂u
∂X
∂v
∂Y
∂v
∂Z
∂v
∂X
∂w
∂Y
∂w
∂Z
∂w




∂x
∂X
∂y
∂X
∂z
∂X
∂x
∂Y
∂y
∂Y
∂z
∂Y
∂x
∂Z
∂y
∂Z
∂z
∂Z


(1.34)
Nous tentons, a` pre´sent, d’e´tudier l’influence du mapping sur la convergence de l’erreur en
e´nergie. Pour cela, nous souhaitons que la repre´sentation des coordonne´es re´elles e´volue,
vers l’infini, de la meˆme fac¸on que le de´placement. Dans un premier temps, nous exprimons
le de´placement en fonction des coordonne´es re´elles. Nous nous plac¸ons en une dimension et
dans le cadre d’e´le´ments isoparame´triques. Soient les expressions des coordonne´es re´elles,
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sur le maillage, suivantes : 
x = rcosβX = Rcosβ (1.35)
Si on se place en une dimension, il vient :
x = (
A(B − A)
B − X
cosβ
)cosβ =
A(B − A)
B −X (1.36)
La formulation de l’e´le´ment isoparame´trique s’e´crit :

U = U1
1−ϕ
2
+ U2
1+ϕ
2
X = X1
1−ϕ
2
+X2
1+ϕ
2
(1.37)
d’ou`, il vient :
ϕ =
X − X1+X2
2
X2−X1
2
(1.38)
Si un seul e´le´ment de´crit le proble`me, alors U2 est e´quivalent a` U
∞ soit 0 et X2 = B.
D’ou`, en re´injectant les expressions 1.36 et 1.38 dans la de´finition de U, il vient :
U = U1
A(B − A)
x(X2 −X1) (1.39)
Pour que la coordonne´e re´elle e´volue de la meˆme fac¸on que le de´placement, l’expression
du mapping devient :
−→x = −→X (A
R
)(
B − A
B −R)
1
θ (1.40)
Avec θ suivant l’ordre des de´placements, par exemple, si U tend vers 1/r2 a` l’infini alors
θ = 2. Nous e´valuons l’influence du type de convergence du champ de de´placements (1/r,
1/r2) sur la formulation du mapping sur deux cas en deux et trois dimensions correspon-
dant respectivement a` une pression radiale unitaire dans un trou circulaire et dans une
cavite´ sphe´rique contenue dans un domaine infini (figure 1.22).
Les re´sultats en terme de convergence de l’erreur en e´nergie par rapport a` l’e´nergie exacte
du proble`me sont repre´sente´s sur les figures 1.23 et 1.24
La convergence (α), pour les deux cas, est tre`s proche de l’unite´. Ce mapping permet donc,
pour ce genre de proble`mes, d’atteindre une convergence en O(h). Pour le proble`me de la
cavite´, trois valeurs de θ ont e´te´ utilise´es. Il s’ave`re que le parame`tre θ a peu d’influence
sur les re´sultats obtenus au niveau de la convergence.
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figure 1.22 – Cas tests pour solution avec mapping infini
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figure 1.23 – Trou circulaire sous pression
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figure 1.24 – Cavite´ sphe´rique sous pression
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1.5 Applications
1.5.1 Homoge´ne´isation pe´riodique
Les diffe´rents exemples d’homoge´ne´isation pre´sente´s par la suite proviennent des tra-
vaux de´veloppe´s dans [42] et [9].
1.5.1.1 Mate´riau bicouche
Le premier proble`me est une cellule de base cubique d’un mate´riau bicouche dont
les caracte´ristiques me´caniques pour l’un des mate´riaux sont le module d’Young E = 10
MPa et le coefficient de Poisson ν = 0.25 et pour le second E = 1 MPa et ν = 0.3. Le
maillage utilise´ pour ce cas est un maillage re´gulier de te´trae`dres. La figure 1.25 pre´sente
les donne´es du proble`me (position de l’interface et nature des noeuds) sur une face interne
du maillage. La figure 1.26 pre´sente la de´forme´e due a` une de´formation macroscopique
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figure 1.25 – Plan interne du cube maille´
de cisaillement. Nous pouvons noter que la fonction d’enrichissement nous ame`ne a` une
discontinuite´ des de´formations au sein des e´le´ments coupe´s par l’interface e´tant donne´ que
la de´forme´e est line´aire par morceaux dans ces e´le´ments. Les re´sultats obtenus co¨ıncident
avec les valeurs analytiques donne´es dans [14].
Chacun des exemples suivants traite´s avec X-FEM utilise le meˆme maillage de te´trae`dres
pre´sente´ figure 1.27
1.5.1.2 Mate´riaux a` fibres tridirectionnelles
Cet exemple est issu des travaux de´ve´loppe´s dans [13] utilisant la me´thode des e´le´ments
finis. Le volume e´le´mentaire est de´crit par la figure 1.28. Il s’agit d’un cube de 2 mm de
coˆte´ contenant des fibres de diame`tre 0.45 mm oriente´es selon trois directions orthogonales
dont les surfaces sont repe´sente´es sur la figure 1.28 avec une fonction de niveau. La matrice
e´poxy a pour module d’Young Em = 3.5 GPa, pour module de cisaillement Gm = 1.3 GPa
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figure 1.26 – Mode de glissement yz obtenu pour une cellule a` deux couches de mate´riaux
figure 1.27 – Maillage uniforme
et pour coefficient de Poisson νm = 0.35. Les fibres sont des fibres de verre ayant pour
module d’Young Ef = 72.0 GPa, pour module de cisaillement Gf = 27.7 GPa et pour
coefficient de Poisson νf = 0.30.
La figure 1.29(a) pre´sente les re´sultats obtenus avec FEM ainsi que le maillage utilise´
et la figure 1.29(b) ceux obtenus avec X-FEM. Les re´sultats des deux techniques sont
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figure 1.28 – Exemple d’interface d’une cellule a` fibres orthogonales
compare´s sur les figures 1.29(a) et 1.29(b) pour un mode de de´formation macroscopique
en glissement. Ces figures montrent e´galement, comme dans le cas du bicouche, une de´-
formation microscopique discontinue aux interfaces. Il est a` noter que le maillage utilise´
avec X-FEM est plus fin mais il est uniforme alors que le celui utilise´ dans [13] est opti-
mise´. Enfin, les deux relations 1.41 et 1.42 suivantes de´finissent les matrices homoge´ne´ise´es
(a) exemple de calcul FEM (b) exemple de calcul X-FEM
figure 1.29 – Mode de glissement xy obtenu pour une cellule de composite a` fibres ortho-
gonales
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obtenues suivant respectivement FEM et X-FEM.
[ahomortho] =


21.1 5.3 5.3 0 0 0
5.3 21.1 5.3 0 0 0
5.3 5.3 21.1 0 0 0
0 0 0 3.4 0 0
0 0 0 0 3.4 0
0 0 0 0 0 3.4


(1.41)
[ahomortho] =


21.5 5.6 5.6 0 0 0
5.6 21.5 5.6 0 0 0
5.6 5.6 21.5 0 0 0
0 0 0 3.5 0 0
0 0 0 0 3.5 0
0 0 0 0 0 3.5


(1.42)
1.5.1.3 Composite tisse´
Cet exemple est base´ sur l’e´tude de´veloppe´e dans [25] utilisant la me´thode des e´le´-
ments finis. Le volume e´le´mentaire est de´crit 1.31. Il s’agit d’un cube de 2 mm de coˆte´
repre´sentant la cellule de base compose´ de deux plis d’un composite tisse´. Il contient des
fibres de Bore de diame`tre 0.2 mm, dont l’axe de´crit une fonction sinus, impre´gne´es par
une matrice d’aluminium. Les interfaces fibre-matrice sont repre´sente´es avec une fonction
de niveau sur la figure 1.31. Les proprie´te´s des fibres sont : Ef = 400 GPa, νf = 0.3 et
celles de la matrice sont : Em = 72 GPa, νm = 1/3.
Nous comparons par la suite nos re´sultats avec ceux issus de [25] dont la ge´ome´trie est
de´finie par la figure 1.30 ou` la cellule de base ne contient qu’un seul pli.
figure 1.30 – Exemple de maillage de composite tisse´
46 Chapitre 1. Homoge´ne´isation nume´rique sur VER
X
Y
Z
figure 1.31 – Exemple d’interface d’une cellule de composite tisse´
La figure 1.32 pre´sente les re´sultats obtenus au niveau des de´placements microscopiques
avec X-FEM pour un mode de de´formation macroscopique en glissement. Enfin, les deux
0 0.1370.0687
X
Y
Z
figure 1.32 – Mode de glissement xy obtenu pour une cellule de composite tisse´
relations 1.43 et 1.44 suivantes de´finissent les matrices homoge´ne´ise´es obtenues suivant
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respectivement FEM et X-FEM.
[ahomtiss ] =


119.2 57.8 57.0 0 0 0
57.8 116.7 57.8 0 0 0
57.0 57.8 119.9 0 0 0
0 0 0 30.3 0 0
0 0 0 0 29.8 0
0 0 0 0 0 30.3


(1.43)
[ahomtiss ] =


121.2 58.2 57.4 0 0 0
58.2 117.9 58.3 0 0 0
57.4 58.3 121.3 0 0 0
0 0 0 30.6 0 0
0 0 0 0 29.9 0
0 0 0 0 0 30.6


(1.44)
1.5.1.4 Mate´riau a` inclusions sphe´riques
Le dernier exemple traite de mate´riaux contenant des inclusions. Cette application
provient des travaux effectue´s dans [40]. Les positions des inclusions sphe´riques sont ale´a-
toires, l’objectif e´tant d’obtenir un comportement homoge´ne´ise´ moyen sur la cellule avec
plusieurs de´finitions ge´ome´triques. En effet, dans [40], un certain nombre de tirages de´-
finissant le centre des sphe`res sont exe´cute´s afin d’obtenir ce comportement moyen pour
des nombres d’inclusions diffe´rents. L’approche X-FEM s’ave`re dans ce cas des plus avan-
tageuses puisqu’un seul maillage est utilise´ quel que soit le nombre de tirages re´alise´s (une
nouvelle de´finition de la fonction de niveau est effectue´e pour chaque cas). Comme nous
avons pu voir dans la section 1.4.5.1, les conditions de pe´riodicite´ sont d’emble´e affecte´es
au maillage et ne sont donc pas de´pendantes du tirage ale´atoire. Les positions des sphe`res
sont de´finies par un algorithme ale´atoire et lorsque une nouvelle sphe`re est intersecte´e par
une sphe`re de´ja` pre´sente, une nouvelle position du centre est de´finie ; enfin, lorsque une
sphe`re est coupe´e par une face du cube, son image pe´riodique sur l’autre face est re´alise´e.
Nous pouvons ajouter que cet exemple est tout a` fait applicable a` des cavite´s sphe´riques
si l’enrichissement choisi est celui de´fini section 1.3.1.3.
Les figures 1.33 et 1.34 pre´sentent quelques tirages pour des cellules contenant 8 et 32
sphe`res. Les proprie´te´s des particules sont : Ep = 70 GPa, νp = 0.2 et celles de la matrice
(m) sont : Em = 3 GPa, νm = 0.35. Le volume des sphe`res repre´sente 26.78 % du volume
total dans les deux cas. La figure 1.35 pre´sente les re´sultats obtenus au niveau des de´-
placements microscopiques avec X-FEM pour un mode de de´formation macroscopique en
glissement pour une cellule a` 8 et 32 sphe`res.
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figure 1.33 – Exemples d’interfaces avec 8 particules.
La raideur homoge´ne´ise´e obtenue suivant l’axe x ahom1111 est 7.611 pour 8 sphe`res et 7.711
pour 32 sphe`res. Ces re´sultats sont proches de ceux obtenus dans [40] avec un grand
nombre de tirages, puisqu’ils obtiennent pour 8 sphe`res 7.675, pour 64 sphe`res 7.664 et
pour 420 sphe`res 7.667.
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figure 1.34 – Exemples d’interfaces avec 32 particules.
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(a) Mode de glissement xy obtenu pour une
cellule a` 8 sphe`res
0 0.1970.0985 X
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(b) Mode de glissement xy obtenu pour une
cellule a` 32 sphe`res
figure 1.35 – Mode de glissement xy obtenu pour deux types cellules contenant des sphe`res.
1.5.2 Repre´sentation de frontie`res complexes
1.5.2.1 Strate´gie de raffinement
Nous avons pu voir, dans les sections pre´ce´dentes, que les level sets servent a` la se´lection
des noeuds lors des divers enrichissements et a` la de´finition des fonctions d’enrichissement,
mais par leur roˆle de localisation, elles peuvent permettre aussi une description plus fine
du maillage pre`s des interfaces. En effet, meˆme si la repre´sentation de la ge´ome´trie est
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implicite, l’e´valuation des fonctions de niveau s’effectue par le biais des fonctions de forme
sur le maillage et des erreurs d’approximation sont toujours pre´sentes (comme dans le cas
de la me´thode des e´le´ments finis) et par conse´quent nous pouvons envisager une strate´gie
de raffinement locale afin de pallier ces difficulte´s de´veloppe´es dans [42].
Les crite`res de raffinement utilise´s portent sur des conside´rations de type purement ge´o-
me´trique (erreur de discre´tisation). L’objectif est de respecter le plus fide`lement possible
la ge´ome´trie de l’interface. C’est pourquoi les crite`res retenus sont la courbure des e´le´-
ments et la distance a` la frontie`re en conside´rant que les contraintes sont respecte´es si les
parties les plus courbes de la frontie`re sont ide´alement repre´sente´es.
Le principe est de re´duire la taille des e´le´ments situe´s pre`s des parties courbes de l’interface.
Pour ce faire, le rayon de courbure de l’interface est compare´ a` la longueur caracte´ristique
des e´le´ments proches de celle-ci.
Dans un premier temps, nous calculons, au point de Gauss des e´le´ments, le second gra-
dient de l’interpolation de la fonction de niveau de´finissant le tenseur de courbure affecte´
a` ceux-ci. Nous en de´duisons ensuite, pour ces meˆmes e´le´ments, une moyenne des rayons
de courbure principaux afin d’obtenir un rayon de courbure moyen.
Dans un deuxie`me temps, nous calculons la longueur caracte´ristique de ces e´le´ments de´-
duite de la relation 1.45 suivante :
lc = (V d!)
1/d (1.45)
ou` V est le volume de l’e´le´ment et d la dimension du proble`me.
Enfin, nous affectons une valeur de longueur caracte´ristique (lc) et une valeur de rayon de
courbure (ρ) en chaque noeud, en effectuant une moyenne de ces valeurs de´tenues par les
e´le´ments formant leur support.
Nous re´alisons alors un test, sur chaque noeud, pour savoir si une nouvelle taille d’e´le´ment
doit lui eˆtre affecte´e. Une nouvelle taille est de´finie si :
lc > αρ|ψ| < βltot (1.46)
ou` α et β sont deux parame`tres de raffinement, ltot la longueur la plus grande entre deux
noeuds du maillage et |ψ| la valeur absolue de la fonction de niveau au noeud. A partir de
cette nouvelle taille d’e´le´ment par noeud, un maillage plus fin dans les zones concerne´es
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est re´alise´.
(a) Maillage initial (b) Maillage raffine´
(c) Repre´sentation surfacique du maillage
initial
(d) Repre´sentation surfacique du maillage
raffine´
figure 1.36 – Exemple d’une cellule d’une grille d’appontage.
En pratique, le raffinement se de´roule en plusieurs e´tapes. Les termes a` comparer sont tout
d’abord calcule´s sur un maillage initial grossier constitue´ d’e´le´ments line´aires de taille ho-
moge`ne repre´sente´ sur la figure 1.36(a) ou` la ge´ome´trie concerne´e est une cellule de grille
d’appontage de porte-avions pour he´licopte`re. Pour les noeuds ou` les conditions de raffi-
nement sont satisfaites, une nouvelle taille d’e´le´ments est affecte´e. Apre`s avoir effectue´ le
test pour l’ensemble des noeuds, une nouvelle carte de taille est cre´e´e. Ensuite le mailleur
utilise´, GMSH [53], cre´e, a` partir de cette carte de taille, un nouveau maillage. Cette
ope´ration est re´pe´te´e jusqu’a` ce que, pour aucun noeud, les conditions de raffinement ne
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soient satisfaites. Le maillage final, pour cet exemple (figure 1.36(b)), a e´te´ obtenu pour
α = 0.1 et β = 0.03. Les figures (1.36(c)) et (1.36(d)) de´crivent un maillage surfacique
repre´sentant l’iso-ze´ro de la fonction de niveau pour le maillage initial et final.
Les figures 1.37 suivantes repre´sentent un autre exemple de raffinement. Il s’agit d’une
cellule composite 4D, c’est a` dire une cellule dont les fibres sont oriente´es suivant les 4
plus grandes diagonales d’un cube.
Z
Y
X
(a) Maillage initial
Z
Y
X
(b) Maillage raffine´
Z Y
X
(c) Repre´sentation surfacique du maillage
initial
Z Y
X
(d) Repre´sentation surfacique du maillage
raffine´
figure 1.37 – Exemple d’une cellule composite 4D.
1.5.2.2 Traction axiale sur un caˆble
Sur la figure 1.38, un caˆble me´tallique constitue´ d’une aˆme centrale cylindrique, en-
toure´e de 6 fils he´lico¨ıdaux est de´crit ainsi que la repre´sentation de leur contour par une
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fonction de niveau sur une pe´riode. Contrairement aux ge´ome´tries usuelles de´crites dans
les proble`mes d’homoge´ne´isation pe´riodique, la re´pe´tition spatiale n’a lieu que dans une
seule direction. L’aˆme et les fils he´lico¨ıdaux ont une section circulaire de rayon Rc = 2.675
mm et Rw = 2.59 mm respectivement. L’angle d’enroulement est de 8.18
◦, ce qui corres-
pond a` une longueur de pe´riode de 230 mm. Enfin, les caracte´ristiques sont celles d’un
acier de module d’Young de 200 GPa avec un coefficient de Poisson de 0.3. Le maillage
utilise´ correspond a` un paralle´le´pipe`de dont un coˆte´ a la longueur de la pe´riode, les deux
autres e´tant e´gaux, avec la section du caˆble comprise dans ce carre´. Le maillage est re´alise´
avec des e´le´ments te´trae´driques uniforme´ment re´partis.
(a) Repre´sentaion de l’izo-ze´ro de la fonc-
tion de niveau
(c) De´finition de la ge´ome´trie du caˆble.
(d) Zoom de la repre´sentation du maillage
surfacique du cable.
figure 1.38 – De´finition de la ge´ome´trie et repre´sentation de la surface du caˆble.
Cet exemple illustre la re´solution de proble`mes a` ge´ome´trie complexe ([9]). Il ne s’agit
pas ici, re´ellement, d’homoge´ne´isation pe´riodique, le caˆble est soumis a` un effort axial
uniforme´ment re´parti sur une des sections extreˆmes de sa pe´riode tandis que son oppose´e
est encastre´. De plus, la rotation axiale est aussi bloque´e sur cette dernie`re section mais le
contour late´ral est laisse´ libre. Le but est de connaˆıtre le comportement ge´ne´ral du caˆble.
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Une e´tude de sensibilite´ effectue´e par ailleurs dans [47] a montre´ que les hypothe`ses sur
le contact aˆme-fils ont une influence ne´gligeable sur le comportement global du caˆble en
chargement axial. C’est pourquoi, par soucis de simplicite´, le contact est suppose´ collant,
c’est-a`-dire avec un de´placement continu a` l’interface aˆme-fils.
Les isovaleurs du de´placement axial du caˆble en traction, sur la frontie`re, sont pre´sen-
te´es figure 1.39. D’autre part, la raideur axiale calcule´e avec la me´thode pre´sente´e ici,
figure 1.39 – De´placements axiaux du caˆble.
pour diffe´rents maillages, est compare´e dans le tableau 1.2 a` celle obtenue a` l’aide d’une
approche e´le´ments finis ou` l’aˆme et les fils sont mode´lise´s par des poutres [47]. Les carac-
te´ristiques 4x4x58, 8x8x115 et 10x10x230 repre´sentent le nombre d’areˆtes obtenues par
coˆte´ lors du maillage du paralle´le´pipe`de permettant la repre´sentation du cable. On ve´rifie
la convergence des re´sultats vers la valeur de re´fe´rence.
Caracte´ristiques du calcul 4x4x58 8x8x115 10x10x230 ref[Nawrocki]
Raideur axiale (108N) 0.200 0.259 0.280 0.292
tableau 1.2 – Raideur axiale du caˆble
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Conclusion
Ces diverses applications ont permis de mettre en e´vidence l’efficacite´ de la me´thode
X-FEM en ce qui concerne les proble`mes d’homoge´ne´isation pe´riodique ou a` conditions
aux limites infinies pour les domaines contenant des vides. Nous avons vu, dans un premier
temps, que l’approche pre´sente´e permet une repre´sentation re´aliste du saut de de´forma-
tion au sein d’un e´le´ment. La dernie`re fonction d’enrichissement pre´sente´e procure des
re´sultats similaires a` ceux obtenus avec la me´thode des e´le´ments finis classique en terme
de convergence dans le sens ou` l’erreur en e´nergie diminue line´airement en fonction de
la taille du maillage. Lie´e a` l’utilisation de fonctions de niveau, elle a de plus de´mon-
tre´ certains avantages dans le cas de re´alisation de ge´ome´tries complexes des interfaces
mate´riaux par sa simplicite´ d’usage et dans la possibilite´ qu’elle puisse eˆtre dote´e d’une
strate´gie de raffinement ge´ome´trique local. Le fait de ne plus eˆtre contraint de faire co¨ın-
cider les interfaces mate´riaux avec le maillage, graˆce a` l’emploi de la partition de l’unite´,
procure une mise en oeuvre aise´e des proble`mes d’homoge´ne´isation. Le dernier cas d’ho-
moge´ne´isation pe´riodique ale´atoire pre´sente´ est l’exemple qui profite le plus de tous ces
inte´reˆts. Un seul maillage est utilise´ alors que l’emploi de la me´thode des e´le´ments finis
induit une nouvelle construction du maillage a` chaque distribution des particules, qui peut
eˆtre difficile a` re´aliser.
Il est a` noter cependant, que les fonctions level set sont de´termine´es analytiquement et
qu’une perspective possible dans ce cadre, afin de permettre une prise en compte encore
plus aise´e des ge´ome´tries, serait de fournir un moyen de transcrire des fichiers CAD en level
set automatiquement. Enfin, nous nous sommes inte´resse´s a` des proble`mes bi-mate´riau,
mais il serait envisageable d’e´tudier des structures plus complexes en y introduisant plus
de deux types de mate´riaux.
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Ce chapitre concerne la re´solution de proble`mes multi-e´chelles ou` nous tentons d’e´va-
luer l’influence de l’introduction d’un de´tail au sein d’une structure. Il se de´roule en trois
parties.
En premier lieu, nous de´finissons le contexte industriel dans lequel nous nous plac¸ons en
de´crivant les proble`mes usuels rencontre´s et pre´sentons brie`vement les diffe´rents points
de la me´thode employe´e. Puis, apre`s avoir de´fini la nature du proble`me de re´fe´rence,
nous de´taillons l’approche discre`te a` deux e´chelles. Enfin, dans une dernie`re partie, nous
introduisons la mise en oeuvre de l’approche X-FEM et de la technique des fonctions de
niveau pour la re´solution du proble`me microscopique et illustrons la me´thode sur diffe´rents
types d’exemples.
2.1 Description de la me´thode
2.1.1 Contexte
De plus en plus, les structures dont le comportement est e´tudie´ par le biais de me´thodes
nume´riques peuvent atteindre des dimensions tre`s importantes alors qu’elles contiennent
de nombreux de´tails. Les proble`mes a` traiter deviennent alors des plus complexes si l’on
de´sire respecter scrupuleusement la ge´ome´trie de ces de´tails.
Dans une grande majorite´ des cas, afin de re´duire les couˆts de calcul, il est d’usage de
simplifier le proble`me. (au niveau de la ge´ome´trie ou du mate´riau par exemple). En ef-
fet, si on prend l’exemple d’un navire de croisie`re de taille conse´quente, il ne paraˆıt pas
concevable, avec les moyens nume´riques actuels, de prendre en compte tous ses de´tails
(ouvertures, raidisseurs) car le maillage engendre´ pour permettre l’e´tude comporterait
alors un nombre d’e´le´ments trop important. Dans certains cas extreˆmes, les de´tails ne
peuvent eˆtre repre´sente´s au sein du maillage de la structure. Par conse´quent, on ne´glige
l’effet des de´tails ou ceux-ci sont pris en compte de fac¸on simplifie´e (homoge´ne´isation).
Il peut alors s’ave´rer, apre`s une premie`re e´tude simplifie´e, que les re´sultats manquent de
pre´cision. Pour reme´dier a` ces proble`mes, diffe´rentes me´thodes peuvent eˆtre employe´es
telles que des approches de type globale-locale ou des me´thodes de re´solution utilisant un
maillage global avec une zone raffine´e autour du de´tail par exemple.
Dans certains cas, il peut s’ave´rer qu’une fissure ou un de´faut soient repe´re´s au sein d’une
structure de grande taille. Le proble`me a de´ja` e´te´ traite´ avec un maillage de pre´cision sa-
tisfaisante mais sans tenir compte de ces apparitions. On cherche alors e´tudier l’influence
de ce de´tail tout en gardant le meˆme maillage pour la structure.
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Comme la s-Me´thode et la me´thode Arlequin, par exemple, l’approche que nous propo-
sons apporte une correction au proble`me de la structure, tenant compte de ces de´tails,
pour affiner la solution globale. Elle permet ainsi d’e´tudier le comportement du de´tail
puis d’en re´percuter l’effet local sur la structure. Ce type d’approche fait apparaˆıtre deux
e´chelles : microscopique (l’e´chelle du de´tail) et macroscopique (l’e´chelle de la structure).
La re´solution du proble`me du de´tail a pour but d’apporter une information permettant
ensuite de perturber le proble`me global aux alentours du de´tail.
Le type de de´tails peut eˆtre de nature ge´ome´trique ou mate´riau. C’est-a`-dire des structures
contenant des de´fauts (cavite´s par exemple), des conge´s de raccordement, des rainures,
...etc ou alors contenant des inclusions. L’e´tude des proble`mes impliquant des fissures
peut aussi eˆtre envisage´e. Ainsi, on cherche a` savoir, lors de l’apparition d’une fissure, si
la structure est encore capable de supporter les contraintes initiales.
Le domaine d’applications semble, d’emble´e, assez vaste et touche des secteurs d’activite´
tels que l’ae´ronautique ou l’industrie automobile. A pre´sent, nous de´crivons, dans les
grandes lignes, l’approche a` deux e´chelles propose´e.
2.1.2 Approche a` deux e´chelles
Afin d’e´tablir le contexte dans lequel se situe notre approche et les contraintes im-
plique´es par celuli-ci, nous pouvons prendre l’exemple d’une e´tude industrielle mene´e sur
une aile d’avion. Une premie`re e´quipe est charge´e d’e´tudier le comportement de l’aile
sans les de´tails (des fissures par exemple) en utilisant un maillage a` l’e´chelle de celle-ci.
Une deuxie`me e´quipe doit alors permettre de corriger la solution obtenue par la premie`re
e´quipe par une e´tude mene´e a` une e´chelle plus petite sur un maillage tenant compte des
de´tails sans modifier le maillage de´fini pour repre´senter la ge´ome´trie de l’aile.
L’objectif de la me´thode est donc de re´soudre le proble`me sur la structure sur un maillage
grossier, construit inde´pendemment du de´tail. L’influence de celui-ci est e´tudie´e sur un
sous-maillage plus fin par l’approche X-FEM. La premie`re e´tape est donc de se´parer le
proble`me en deux e´tudes se de´roulant a` des e´chelles diffe´rentes : une pour le de´tail et
une pour la structure. L’objectif de la premie`re e´tude, le proble`me du de´tail, est d’obte-
nir des solutions e´le´mentaires traduisant une re´ponse du de´tail lorsqu’il est soumis a` une
sollicitation macroscopique c’est a` dire provenant du proble`me de la structure. Ensuite
ces solutions sont utilise´es afin de perturber la structure pour obtenir une solution globale.
La me´thode peut eˆtre de´finie par les phases suivantes :
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- De´finition du proble`me structurel ;
- Introduction du de´tail et de´finition de la zone locale ;
- De´finition du maillage microscopique ;
- Prise en compte des solutions microscopiques dans les e´le´ments macroscopiques de
la zone locale ;
- Substitution des matrices homoge´ne´ise´es ;
- Re´solution du proble`me structurel ;
- Post-traitement.
En premier lieu, le proble`me de la structure est de´fini sur un maillage grossier (de taille
H) avec les conditions aux limites approprie´es (cf. figure 2.1(a)). La zone locale a` analyser
est ensuite de´finie en fonction de la position du de´tail de´crit par une fonction de niveau
(dont l’iso-ze´ro est repe´re´ sur la figure 2.1(b)). Une fois la zone locale de´finie par l’utili-
sateur par un ensemble d’e´le´ments macroscopiques, nous re´cupe´rons la zone du maillage
macroscopique concerne´e et un sous-maillage microscopique plus raffine´, imbrique´ dans
les e´le´ments du premier maillage, est de´fini (cf. figure 2.1(c)).
Ensuite, la solution microscopique est calcule´e en appliquant une sollicitation macrosco-
pique au maillage microscopique. Pour ce faire, les degre´s de liberte´ des noeuds macro-
scopiques prennent successivement une valeur unite´ alors que les autres restent nuls. Pour
chaque nouveau degre´ de liberte´ active´, un proble`me microscopique est re´solu pour obte-
nir le champ de de´placements solution. Cela correspond a` de´finir une re´ponse du de´tail
a` chaque cas de chargement macroscopique induit par l’activation d’un degre´ de liberte´
macroscopique, on parlera par la suite de modes macroscopiques.
Pour traiter cette analyse du de´tail, l’approche X-FEM est utilise´e. Elle permet d’e´viter
de mailler des de´tails de forme ge´ome´trique complexe, de prendre en compte plusieurs
de´tails sur le meˆme maillage et de pouvoir faire varier facilement la ge´ome´trie du de´tail
(lorsque le de´tail est une fissure qui se propage par exemple). En effet, avec X-FEM, les
surfaces physiques n’ont pas besoin d’eˆtre maille´es. La ge´ome´trie des de´tails est de´crite
graˆce a` l’utilisation des fonctions de niveau (ou Level Set).
Apre`s avoir re´solu les diffe´rents proble`mes microscopiques, les champs solutions per-
mettent de de´finir les matrices homoge´ne´ise´es qui vont se substituer aux matrices de
raideur des e´le´ments macroscopiques de la zone locale. Le proble`me global est ensuite
re´solu graˆce aux nouvelles matrices de raideurs homoge´ne´ise´es.
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figure 2.1 – Les diffe´rentes e´tapes de la proce´dure d’analyse a` deux e´chelles.
Enfin, un post-traitement est effectue´ pour visualiser les champs macroscopiques initiaux
sur tout le domaine, les champs microscopiques de la zone locale, et les champs totaux
autour du de´tail.
Notons que l’approche que nous proposons rejoint la s-Me´thode, tout en traitant la redon-
dance (c.f. section 2.2) et tout en utilisant l’approche X-FEM a` l’e´chelle locale. Par rapport
a` la me´thode Arlequin, elle apporte des simplifications pratiques. En contre-partie, son
spectre d’applications est plus re´duit que celui d’Arlequin.
Apre`s avoir de´fini le contexte dans lequel nous nous situons, le type de proble`mes vise´s
par notre approche et son principe ge´ne´ral, nous de´crivons a` pre´sent la formulation du
proble`me ainsi que la mise en e´quations de l’approche a` deux e´chelles.
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2.2 Formulation du proble`me
2.2.1 Proble`me de re´fe´rence
Le proble`me de base est un proble`me d’e´lasticite´ line´aire dont les caracte´ristiques sont
de´crites sur la figure 2.2 ou` les donne´es cine´matiques, statiques et loi de comportement
sont de´finies par les relations 2.1, 2.2 et 2.3 ci-apre`s.
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figure 2.2 – Proble`me de re´fe´rence
cine´matique 

u = 0 sur Γu
ε =
1
2
(∇u + (∇u)T )
(2.1)
statique 
σ · n = F sur Γtdivσ = 0 sur Ω (2.2)
comportement
σ = E : ε sur Ω (2.3)
2.2.2 Proble`me discret a` deux e´chelles
Tout d’abord, nous de´finissons l’espace e´le´ments finis global V H,h(Ω) tel que :
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V H,h(Ω) =


v tel que v ∈ V H(Ω \ ω) sur Ω \ ω
v tel que v ∈ V h(ω) sur ω
et v continu au passage de ∂ω


ou` V h(ω) sur ω (zone d’e´tude locale du de´tail de´finie sur le maillage de taille h) est l’es-
pace e´le´ments finis a` l’e´chelle microscopique et V H(Ω \ω) (domaine de´fini sur le maillage
de taille H) l’espace e´le´ments finis a` l’e´chelle macroscopique. Le maillage de taille h est
emboˆıte´ dans le maillage de taille H (cf. figure 2.3). Afin d’assurer la continuite´ des
de´placements globaux de´finis par la somme du champ microscopique et du champ macro-
scopique, le champ de de´placements microscopique apportant une correction au proble`me
de la structure, est fixe´ a` ze´ro sur la frontie`re entre les deux domaines, c’est a` dire sur le
bord du maillage microscopique de´crivant la zone locale a` analyser.
Le proble`me variationnel s’e´crit : chercher uH,h ∈ V H,h(Ω) tel que :
∫
Ω
ε(uH,h) : E : ε(v) dΩ =
∫
Γt
F · v ds ∀v ∈ V H,h(Ω) (2.4)
Pour la re´solution de ce proble`me discret, nous conside´rons un proble`me a` deux e´chelles.
La solution (uH,h), de´finie sur Ω, est recherche´e sous la forme d’un champ macroscopique
(uH), de´fini sur Ω, corrige´ par un champ micro (uh,⊥) de´fini sur ω. Une autre condition
est donc ne´cessaire a` l’inte´rieur du domaine microscopique. En effet, dans cette zone, les
deux champs de de´placements sont pre´sents. Pour e´viter une de´pendance line´aire entre
ces deux champs, nous introduisons des multiplicateurs de lagrange qui vont permettre
d’e´tablir une condition d’orthogonalite´ entre eux.
uH,h = uH + uh,⊥ avec uH ∈ V H(Ω), uh,⊥ ∈ V h,⊥0 (ω) (2.5)
avec :
V h0 (ω) =


v ∈ V h(ω)
et v = 0 sur ∂ω

 (2.6)
V h,⊥0 (ω) =


v ∈ V h0 (ω)
et
∫
ω
v · λH dω = 0 ∀λH ∈ V H0 (ω)

 (2.7)
V H0 (ω) =


v ∈ V H(ω)
et v = 0 sur ∂ω

 (2.8)
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figure 2.3 – Le proble`me a` deux e´chelles
De meˆme, on de´compose les fonctions tests : vH,h = vH +vh,⊥ et le proble`me de re´fe´rence
(2.4) peut se re´e´crire : chercher uH ∈ V H(Ω) et uh,⊥ ∈ V h,⊥0 (ω) tel que :


aΩ(u
H + uh,⊥, vH + vh,⊥) =
∫
Γ
F · (vH + vh,⊥) ds
∀vH ∈ V H(ω) et ∀vh,⊥ ∈ V h,⊥0 (ω)
aΩ(u, v) =
∫
Ω
ε(u) : E : ε(v) dΩ
(2.9)
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ou en relaˆchant, a priori, la condition d’orthogonalite´ : chercher uH ∈ V H(Ω) et uh ∈
V h0 (ω) tel que :


aΩ(u
H + uh, vH + vh)−
∫
ω
λH · vh dω =
∫
Γ
F · (vH + vh) ds
−
∫
ω
uh · µH dω = 0
∀vH ∈ V H(ω), ∀vh ∈ V h0 (ω) et ∀µH ∈ V H0 (ω)
(2.10)
Les multiplicateurs utilise´s permettent d’imposer une condition d’orthogonalite´ entre les
deux champs afin d’e´viter une relation de de´pendance line´aire entre eux. En se´parant,
plus avant, l’e´chelle fine et grossie`re, le proble`me revient a` chercher uH ∈ V H(Ω), uh ∈
V h0 (ω), λ
H ∈ V H0 (ω) tel que :

aΩ(u
H + uh, vH) =
∫
Γ
F · vH ds ∀vH ∈ V H(Ω)
aΩ(u
H + uh, vh) −
∫
ω
λH · vh dω =
∫
Γ
F · vh = 0 ds ∀vh ∈ V h0 (ω)
−
∫
ω
uh · µH dω = 0 ∀µH ∈ V H0 (ω)
(2.11)
Nous conside´rons, dans les cas suivants e´tudie´s, qu’aucune condition macroscopique en
de´placement et qu’aucun chargement macroscopique ne sont impose´s au niveau de la zone
d’e´tude locale. D’autre part, la zone d’e´tude locale n’est pas intersecte´e par les frontie`res
macroscopiques (correspondant a` l’e´tude de l’influence de conge´s, rainures). Ce type de
proble`mes pourra faire l’objet d’e´tudes ulte´rieures. C’est pourquoi,
∫
Γ
F · vh = 0 car on
conside`re qu’aucun effort global n’est impose´ dans la zone microscopique. L’e´tude concerne
des cas ou` la surface Γ est exte´rieure a` la zone d’e´tude locale.
Le syste`me matriciel qui se de´duit de cette formulation e´quivaut a` :


KHH KHh 0
KhH Khh −ChH
0 −CHh 0




uH
uh
λH

 =


FH
0
0

 (2.12)
ou`KHH repre´sente la matrice de rigidite´ sur le maillage de tailleH ;KHh,KhH les matrices
de rigidite´ de couplage entre les degre´s de liberte´ lie´s aux de´placements microscopiques et
macroscopiques et CHh, ChH les matrices de couplage induites par les multiplicateurs de
lagrange entre les deux domaines.
Ce syste`me se re´sout en deux temps. Nous cherchons d’abord une relation permettant
d’exprimer uh et λH en fonction de uH . Pour cela nous nous inte´ressons plus particulie`re-
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ment aux deux dernie`res relations de l’e´quation (2.11) qui sont exprime´es par le syste`me
matriciel suivant : [
Khh −ChH
−CHh 0
] [
uh
λH
]
=
[
−KhHuH
0
]
(2.13)
Ce syste`me nous permet d’e´liminer uh et λH du proble`me global en conside´rant, pour
celui-ci, que uH est un parame`tre. En effet, nous rappelons que l’objectif est d’obtenir des
solutions e´le´mentaires lorsqu’on impose un chargement duˆ au proble`me de la structure
en activant les modes macroscopiques. Le proble`me total peut eˆtre de´crit par une de´-
composition en diffe´rents proble`mes, comme dans le cas de l’homoge´ne´isation pe´riodique,
mis a` part le fait que les de´formations applique´es au domaine microscopique ne sont pas
des e´tats de de´formations e´le´mentaires mais des de´formations induites par l’activation de
modes aux noeuds macroscopiques. L’approche X-FEM est employe´e pour la re´solution
de ces proble`mes microscopiques.
Nous pouvons prendre l’exemple d’une zone locale a` e´tudier comprenant trois noeuds
macroscopiques pour un proble`me a` deux dimensions. Six modes macroscopiques sont
alors pris en conside´ration et le champ uH se de´compose en champs e´le´mentaires : U1 =
(1,0,0,0,0,0), U2 = (0,1,0,0,0,0), ..., U6 = (0,0,0,0,0,1).
La se´rie de syste`mes suivante de´finit le proble`me a` re´soudre dans ce cas.
[
Khh −ChH
−CHh 0
][
u1
λ1
]
=
[
−KhHU1
0
]
[
Khh −ChH
−CHh 0
][
u2
λ2
]
=
[
−KhHU2
0
]
...
[
Khh −ChH
−CHh 0
][
u6
λ6
]
=
[
−KhHU6
0
]
La re´solution de ces divers syste`mes nous permet d’en de´duire la relation liant uh a` uH :
[
uh
]
=
[
P hH
] [
uH
]
(2.14)
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Enfin, de manie`re ge´ne´rale, le proble`me macroscopique (2.11.1) est re´solu avec le syste`me
suivant : [
KHH +KHhP hH
] [
uH
]
=
[
FH
]
(2.15)
2.3 Mise en oeuvre
2.3.1 Motivations
La mise en e´quation du proble`me a` deux e´chelles donne deux proble`mes a` re´soudre.
Dans un premier temps, nous cherchons a` e´valuer l’influence du de´tail. Pour se faire, nous
employons X-FEM couple´e a` la technique des fonctions de niveaux. L’attrait de cette
me´thode, dans ce cadre, correspond, tout d’abord, a` celui du premier chapitre. Cela nous
permet d’appre´hender des formes complexes sans que les discontinuite´s induites ne doivent
suivre les e´le´ments du maillage. Un inte´reˆt supple´mentaire apparaˆıt cependant. Il s’agit
de la possibilite´ d’introduire des fissures. En effet, le de´tail a` prendre en compte peut
prendre la forme de trous, cavite´s, inclusions mais aussi de fissures. X-FEM rend possible
le fait que celles-ci puissent se propager, tout en restant dans la zone locale se´lectionne´e,
sans avoir besoin de remailler.
Il est donc possible de prendre en compte l’effet de ces de´tails sur une structure sans mailler
finement l’ensemble du domaine. Le maillage macroscopique reste inchange´. Seules les rai-
deurs des e´le´ments du maillage macroscopique de la zone locale sont modifie´es.
De plus, l’approche X-FEM rend possible l’activation de modes la` ou` l’utilisation de la
me´thode des e´le´ments finis ne le permet pas (dans le cas de trou par exemple) sans
modification du maillage macroscopique. Par conse´quent, il n’y pas de degre´s de liberte´
macroscopiques ajoute´s.
2.3.2 De´marche
2.3.2.1 De´roulement
Une fois la zone locale de´termine´e par l’utilisateur et les maillages microscopique et
macroscopique cre´e´s, trois champs d’interpolations sont de´clare´s. Deux champs d’incon-
nues, λH et uH , sont de´finis a` l’e´chelle de la structure et un, uh, a` l’e´chelle microscopique.
Le dernier profite de l’enrichissement apporte´ par X-FEM. Les conditions aux limites, sur
ceux-ci, sont de´finies sur chaque maillage et les efforts exte´rieurs sont applique´s sur le
maillage macroscopique. Le syste`me a` re´soudre est ensuite de´fini par la cre´ation et l’as-
semblage des diffe´rentes matrices simples et de couplage, et le passage des donne´es du
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chargement dans le second membre. Le syste`me re´solu, un post-traitement est effectue´.
2.3.2.2 Construction des matrices de couplage
Le syste`me global a` re´soudre contient plusieurs types de matrices. Elles concernent des
couples d’inconnues de nature et d’e´chelles diffe´rentes. Il existe, d’une part, les matrices
Khh et KHH repre´sentant les matrices de rigidite´ a` l’e´chelle microscopique et macrosco-
pique assemble´es de manie`re classique, et d’autre part les matrices de couplage. Elles
concernent des couplages d’e´chelles. Les premie`res KHh et KhH , sont des matrices assu-
rant le couplage des diffe´rents de´placements et les suivantes CHh et ChH, des matrices
reliant les multiplicateurs a` une e´chelle aux de´placements a` l’autre e´chelle de´finissant la
condition d’orthogonalite´ entre ces deux e´chelles. Les deux types de matrices repre´sentent
des matrices rectangulaires liant les inconnues macroscopiques aux inconnues microsco-
piques.
Par conse´quent, l’inte´gration lie´e a` ces matrices de couplages induit une strate´gie par-
ticulie`re. Nous conside´rons une strate´gie spe´cifique pour l’inte´gration qui concernent des
e´le´ments finis triangulaires. Les termes de ces matrices proviennent d’une inte´gration dont
le point de de´part se situe au niveau des e´le´ments du maillage microscopique. Pour les
cre´er, une boucle est effectue´e, au niveau de l’imple´mentation, sur les e´le´ments de la zone
locale. Pour l’inte´gration, deux coordonne´es re´elles sont ne´cessaires : celles des e´le´ments
du maillage microscopique et celles du maillage initial de la structure. Pre´alablement a`
cette inte´gration, une information est de´finie entre les e´le´ments des deux e´chelles. Graˆce
aux coordonne´es des e´le´ments du maillage de la structure, un algorithme de localisation
nous permet de savoir quel est l’e´le´ment macroscopique qui contient l’e´le´ment du maillage
fin sur lequel nous ite´rons. Le maillage microscopique e´tant imbrique´ dans le maillage ma-
croscopique, les coordonne´es du centro¨ıde de l’e´le´ment microscopique permet de savoir au
sein de quel e´le´ment macroscopique il se trouve. Par ce biais, les deux e´le´ments sont lie´s.
Ainsi, chaque e´le´ment microscopique de la zone locale connaˆıt l’e´le´ment macroscopique
qui le contient. Les deux couples de coordonne´es ne´cessaires sont de´duites de l’association
entre les e´le´ments et permettent le calcul des termes de couplage des matrices.
2.3.2.3 Conditions aux limites
Une des proble´matiques des approches multi-e´chelles re´side dans le choix des condi-
tions aux limites, et en particulier, celles qui sont cense´es lier les deux e´chelles. Dans l’ap-
proche pre´sente´e, nous utilisons des multiplicateurs de Lagrange de´finissant une condition
d’orthogonalite´ entre les champs de de´placements microscopique et macroscopique afin
d’e´viter qu’ils ne s’opposent. De plus, pour assurer une continuite´ du champ de de´place-
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ments solution, les de´placements microscopiques a` la frontie`re de la zone locale sont fixe´s
a` ze´ro en conside´rant le fait qu’au dela` de la zone du de´tail, celui-ci n’a pas d’influence
sur la structure. Ceci implique de de´finir correctement la taille de la zone d’e´tude locale.
La figure 2.4 montre un exemple de calcul d’une plaque contenant un trou et ses deux
maillages ou` les conditions aux limites particulie`res sont pre´cise´es avec les conditions aux
limites usuelles. Le champ uh et celui des multiplicateurs de Lagrange λH sont fixe´s nuls
sur ∂ω. En effet, les multiplicateurs sont de´clare´s sur toute la zone locale mais, du fait
de leur mise a` ze´ro sur le bord, ne sont actifs que sur ω\∂ω. Cet exemple expose un des
inte´reˆts de´crits pre´alablement e´tant donne´ qu’un mode macroscopique est effectif meˆme
a` l’inte´rieur d’un trou puisque uH est de´fini pour le noeud du maillage macroscopique se
situant au centre du trou. Dans cet exemple, 18 modes sont active´s.
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figure 2.4 – Exemple d’une plaque contenant un trou sous tension.
Apre`s avoir de´taille´ le contexte dans lequel se place l’approche a` deux e´chelles, sa formula-
tion ainsi que les diverses spe´cificite´s engendre´es, nous pre´sentons dans la partie suivante
quelques exemples nume´riques afin d’e´valuer les re´sultats obtenus avec notre me´thode. Les
exemples traitent de proble`mes a` deux dimensions de´ja` e´tudie´s dans la premie`re partie
du me´moire ainsi que le traitement d’une plaque contenant une fissure.
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2.3.3 Applications
2.3.3.1 Plaque perce´e sous tension
Nous reprenons dans cet exemple le cas traite´ d’une plaque perce´e sous tension dans
la section 1.4.1.3.1 du premier chapitre concernant l’homoge´ne´isation pe´riodique avec les
proprie´te´s suivantes : rayon r = 0.125 mm, module d’Young E = 10 MPa et coefficient
de Poisson ν = 0.3.
La figure 2.5 de´taille les maillages macroscopique et microscopique utilise´s pour cet exemple.
Le maillage macroscopique est un carre´ de coˆte´ L = 3 mm et la zone microscopique est
inscrite dans un cercle de diame`tre D = 1 mm. 18 modes macroscopiques sont active´s.
PSfrag replacements
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figure 2.5 – Maillages utilise´s pour le cas de la plaque perce´e sous tension.
La figure 2.6 pre´sente la de´forme´e microscopique, apporte´e par l’analyse locale.
figure 2.6 – De´placement microscopique
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Afin d’e´valuer la solution obtenue avec l’approche a` deux e´chelles, nous la comparons a`
deux solutions diffe´rentes. La premie`re est la solution analytique du proble`me. La seconde
est la re´solution du cas de calcul sur un maillage fin avec une approche classique a` une
e´chelle. La me´thode employe´e est l’approche X-FEM mais utilise´e sur un maillage global
macroscopique dont la taille des e´le´ments est e´quivalente a` celle du maillage microsco-
pique de l’approche a` deux e´chelles. Pour la suite, nous attribuons le qualificatif fine a`
cette re´solution.
Nous repre´sentons, figure 2.7, la de´forme´e totale sur la zone d’analyse locale que nous
comparons a` la solution fine sur cette meˆme zone.
(a) De´forme´e obtenue avec l’approche a`
deux e´chelles.
(b) De´forme´e obtenue avec un maillage fin.
figure 2.7 – De´placement total
Nous comparons nos re´sultats, en terme de de´formations au niveau de la zone locale,
d’une part, par rapport a` la solution analytique et d’autre part par rapport a` la solution
fine (figure 2.8). L’erreur en norme d’e´nergie, sur ce proble`me par rapport a` la solution
analytique sur le maillage pre´sente´ pre´ce´demment est de 9,61 %.
La figure 2.9 expose enfin la re´partition de l’erreur commise par rapport a` la solution
exacte. Comme dans le cadre de la me´thode des e´le´ments finis, l’erreur semble eˆtre concen-
tre´e autour du bord du trou.
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(a) De´formations (εeq) obte-
nues avec l’approche a` deux
e´chelles.
(b) De´formations (εeq)
exactes.
(c) De´formations (εeq) obte-
nues avec un maillage fin.
figure 2.8 – Comparaison des de´formations
figure 2.9 – Re´partition de l’erreur
2.3.3.2 Plaque sous tension contenant une inclusion circulaire
Nous reprenons dans cet exemple le cas traite´ d’une plaque contenant une inclusion
sous tension dans la section 1.4.1.3.3 du premier chapitre concernant l’homoge´ne´isation
pe´riodique avec un rayon pour l’inclusion de 0.125 mm.
La figure 2.10 de´taille les maillages macroscopique et microscopique utilise´s pour cet
exemple. Le maillage macroscopique est un carre´ de coˆte´ L = 15 mm et la zone mi-
croscopique est inscrite dans un cercle de diame`tre D = 2 mm. 18 modes macroscopiques
sont active´s.
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figure 2.10 – Maillages utilise´s pour le cas de la plaque sous tension contenant une inclu-
sion.
La figure 2.11 de´crit la de´forme´e microscopique, de´duite de l’analyse locale, due au de´pla-
cement impose´ sur le domaine macroscopique.
figure 2.11 – De´placement microscopique
Enfin, concernant les de´placements, nous repre´sentons, figure 2.12, la de´forme´e totale sur
la zone d’analyse locale que nous comparons a` celle obtenue avec la re´solution fine. Nous
comparons nos re´sultats, en terme de de´formations au niveau de la zone locale, d’une part,
par rapport a` la solution analytique et d’autre part par rapport a` la solution fine (figure
2.13). L’erreur en norme d’e´nergie, sur ce proble`me par rapport a` la solution analytique
sur le maillage pre´sente´ pre´ce´demment est de 9.26 %.
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(a) De´forme´e obtenue avec l’approche a`
deux e´chelles.
(b) De´forme´e obtenue avec un maillage fin.
figure 2.12 – De´placement total
(a) De´formations (εeq) obte-
nues avec l’approche a` deux
e´chelles.
(b) De´formations (εeq)
exactes.
(c) De´formations (εeq) obte-
nues avec un maillage fin.
figure 2.13 – Comparaison des de´formations
La figure 2.14 expose enfin la re´partition de l’erreur commise par rapport a` la solution
exacte. L’erreur est plus disparate que dans le cas du trou mais les erreurs les plus grandes
se situent pre`s de l’interface mate´riau.
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figure 2.14 – Re´partition de l’erreur
2.3.3.3 Plaque fissure´e sous tension
Le proble`me, que nous conside´rons a` pre´sent, est une plaque de coˆte´ L contenant une
fissure de longueur 0.4 mm soumise a` une traction uniaxiale uniforme. Les caracte´ristiques
du proble`me sont E = 10 MPa, ν = 0.3 et L = 2 mm (cf. figure 2.15). Les domaines ma-
croscopique et microscopique sont respectivement note´s Ω et ω.
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figure 2.15 – Plaque fissure´e sous traction uniaxiale
La figure 2.16 pre´sente la de´forme´e microscopique, de´duite de l’analyse locale, due a` la
traction impose´e sur le domaine macroscopique.
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figure 2.16 – De´placement microscopique
Enfin, concernant les de´placements, nous repre´sentons, figure 2.17, la de´forme´e totale sur
la zone d’analyse locale.
figure 2.17 – De´placement total
Afin de comparer nos re´sultats, nous re´solvons le proble`me de cette plaque fissure´e de
manie`re classique, c’est a` dire n’utilisant qu’une seule e´chelle d’analyse mais toujours
en employant l’approche X-FEM pour traiter la fissure. Pour se faire, nous utilisons un
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maillage dont la taille, sur tout le domaine, est similaire a` celle du maillage microscopique
pre´ce´dent. Les re´sultats des deux me´thodes, en termes de de´formations, sont compare´s
sur la figure 2.18 au niveau de la zone locale.
(a) De´formations (εeq) obtenues avec l’ap-
proche a` deux e´chelles.
(b) De´formations (εeq) obtenues sur un
maillage fin.
figure 2.18 – Comparaison des de´formations
2.3.4 Influence du domaine local
Afin d’e´tudier la sensibilite´ de la solution par rapport aux diffe´rents parame`tres ge´ome´-
triques de´finissant le proble`me, nous effectuons une se´rie de calculs d’erreur (par rapport
a` la solution exacte) sur le proble`me de la plaque perce´e sous tension et de la plaque
contenant l’inclusion en faisant varier les parame`tres L, r et D ou` r repre´sente le rayon
du trou, D le diame`tre du cercle dans lequel est inscrit la zone microscopique et L la
longueur du coˆte´ du carre´ de´finissant le domaine macroscopique (cf figure 2.19). Pour la
plaque perce´e les caracte´ristiques sont : module d’Young E = 10 MPa et le coefficient de
Poisson est ν = O.3, et l’erreur est note´e 0. Pour la plaque contenant l’inclusion deux
modules d’Young diffe´rents sont utilise´s pour l’inclusion E1 = 25 MPa et E2 = 50 MPa
avec un coefficient de Poisson commun ν inc = 0.25 alors que la matrice posse`de les meˆmes
caracte´ristiques que pour le cas de la plaque perce´e. Les erreurs respectives pour ces deux
cas sont note´es 1 et 2
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figure 2.19 – Parame`tres du proble`me
Dans un premier temps, nous re´alisons une se´rie de calcul ou` nous calculons l’erreur  (en
norme de l’e´nergie) commise par rapport a` la solution analytique sur le domaine micro-
scopique lorsque D et r sont fixe´s alors que L varie pour la plaque perce´e. Les re´sultats
obtenus sont re´pertorie´s dans le tableau 2.1.
L 3 6 9 12 15 18
0 0.096 0.093 0.093 0.094 0.092 0.093
tableau 2.1 – Influence de L
Les re´sultats nous montre la stabilite´ de l’erreur lorsqu’on augmente la taille du domaine
macroscopique. Pour cette taille de domaine microscopique et de de´tail, l’erreur reste
constante lorsque le de´tail est, dans une certaine mesure, assez loin des conditions aux
limites impose´es a` la structure.
Ensuite, nous e´tudions l’importance de la taille du de´tail sur la solution. Pour cela, nous
calculons l’erreur  (en norme de l’e´nergie) commise par rapport a` la solution analytique
sur le domaine microscopique quand D et L sont fixe´s et r varie pour les trois cas (plaque
perce´e, plaque contenant une inclusion de module d’Young E1 et plaque contenant une in-
clusion de module d’Young E2). Les re´sultats obtenus sont re´pertorie´s dans le tableau 2.2.
r 0.200 0.150 0.125 0.100 0.075
0 0.186 0.122 0.096 0.079 0.068
1 0.140 0.078 0.054 0.034 0.022
2 0.485 0.242 0.161 0.099 0.056
tableau 2.2 – Influence de r
Enfin, pour e´tudier l’importance de la taille de la zone, nous re´alisons une dernie`re se´rie
de calcul lorsque r et L sont fixe´s et D varie pour les trois cas. Les re´sultats obtenus sont
re´pertorie´s dans le tableau 2.3.
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D 1 1.25 1.5 1.75
0 0.092 0.065 0.055 0.044
1 0.054 0.034 0.023 0.017
2 0.162 0.101 0.168 0.050
tableau 2.3 – Influence de D
Les graphiques 2.20 et 2.21 re´sument les re´sultats obtenus lors des diffe´rentes se´ries de
mesure lorsque r et D varient.
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figure 2.20 – E´volution des erreurs en fonction de r
La deuxie`me se´rie nous montre, d’une manie`re ge´ne´rale, l’importance de la taille du de´tail
lorsque l’erreur diminue avec le rayon du trou ou de l’inclusion. Cela peut eˆtre duˆ a` deux
causes : l’erreur diminue lorsque le de´tail est loin du bord de la zone microscopique ou elle
diminue du fait de la taille du de´tail qui de´croˆıt et qui par conse´quent a moins d’influence
sur la structure entie`re.
Il est aussi a` noter que lorsque le rapport entre le module d’Young de l’inclusion et de
la matrice est peu e´leve´, l’e´volution de l’erreur en fonction de la diminution du rayon de
l’inclusion est plus favorable dans le cas de la plaque avec inclusion que la plaque perce´e.
On peut conside´rer dans ce cas que la plaque se rapproche d’un mate´riau homoge`ne et que
l’effet de l’inclusion reste minime. Lorsque le rapport entre les modules d’Young est plus
important, l’effet de la taille du de´tail est plus important pour les proble`mes a` inclusion
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figure 2.21 – E´volution des erreurs en fonction de D
que pour ceux impliquant une plaque perce´e.
Enfin, les derniers re´sultats, pre´sente´s sur la figure 2.21, tendent a` montrer que plus la
zone d’e´tude augmente, plus l’erreur diminue dans les trois cas. Cela semble conforter
l’hypothe`se e´mise avec l’analyse des premiers re´sultats quant a` l’importance de la dis-
tance du de´tail a` la frontie`re du domaine microscopique.
En re´sume´, au-dela` d’un certain rapport, la diffe´rence de raideur pre´sente au sein d’une
plaque est plus difficile a` prendre en compte que l’effet d’un trou par l’approche a` deux
e´chelles.
La figure 2.22 repre´sente la re´partition de l’erreur commise sur la zone microscopique pour
r = 0.125, D = 2 et L =15 dans le cas d’une plaque perce´e. Elle nous montre que lorsque
la zone locale atteint une certaine taille la majeure partie des erreurs se situe pre`s de la
frontie`re du trou de´pendant de la finesse de repre´sentation du bord du trou.
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figure 2.22 – Re´partition de l’erreur pour r = 0.125, D = 2 et L =15.
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Conclusion
Ces diverses applications ont permis d’e´valuer l’inte´reˆt d’une telle approche. Il est
possible de prendre en compte l’effet de de´tails de type trou, inclusion mais aussi des
fissures sur une structure sans mailler finement l’ensemble du domaine.
L’enrichissement assure une repre´sentation des interfaces mate´riaux au sein des e´le´ments
du maillage avec l’utilisation des level sets capable d’introduire des formes ge´ome´triques
complexes et peut permettre la propagation des fissures sans remailler.
Enfin, nous avons mis en e´vidence l’importance de la taille du domaine d’influence vis a`
vis de la taille du de´tail et de la structure. Ces diffe´rents aspects du domaine peuvent eˆtre
conside´re´s comme des parame`tres de l’approximation de la solution par notre approche,
la re´ponse microscopique de´pendant directement des modes macroscopiques active´s donc
de la taille de la zone locale. Une des perspectives directes pourrait eˆtre de de´duire des
crite`res permettant le choix de la taille du domaine d’influence a` partir de ces parame`tres.
De plus, nous avons e´tudie´ l’influence de la taille du domaine mais avec un nombre de
modes macroscopiques constant. Il peut eˆtre envisage´ de poursuivre cette e´tude en y in-
te´grant ce nouveau parame`tre.
En outre, La diversite´ des proble`mes que peut aborder cette approche semble assez vaste.
La re´solution des proble`mes mise en oeuvre dans ce cadre concerne des de´tails se situant
loin des bords de la structure, mais un de´veloppement qui peut eˆtre envisage´, tout en
apportant une nouvelle analyse sur les conditions aux limites, traiterait de de´tails tels
que des conge´s ou des rainures. En restant dans le cadre des proble`mes aborde´s, il serait
aussi possible d’envisager d’autres conditions aux limites au bord de la zone microscopique
comme l’utilisation de multiplicateurs de Lagrange.
Il est aussi envisage´ de de´velopper un outil permettant le maillage automatique de la zone
microscopique a` partir de la zone macroscopique se´lectionne´e.
Enfin, cette e´tude pourrait s’accompagner d’estimateurs d’erreurs capables d’apporter
une information comple´mentaire a` la solution obtenue afin de de´terminer un intervalle
caracte´risant une re´ponse au proble`me pose´ et a` la taille du domaine local a` employer.
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Le but de ce travail est de permettre de re´soudre des proble`mes a` nombre de degre´s
de liberte´ e´leve´ traite´s avec l’approche X-FEM dans une version paralle`le. Les points
aborde´s dans cette partie traiteront des moyens utilise´s (mate´riels et logiciels), de la
logique employe´e, de sa mise en oeuvre et des re´sultats obtenus.
3.1 Machines paralle`les
3.1.1 Situation globale des moyens nume´riques
Dans de nombreux domaines de la simulation nume´rique, la dimension des proble`mes a`
traiter, en terme de degre´s de liberte´, ne cesse d’augmenter. De plus, on cherche toujours a`
diminuer les temps de calcul. La capacite´ des moyens conventionnels ne suffit plus. C’est
pourquoi, pour s’affranchir de ces difficulte´s et se basant sur l’e´volution toujours plus
rapide des moyens informatiques mis a` disposition, deux approches importantes peuvent
eˆtre de´gage´es :
- accroˆıtre la capacite´ de la machine utilise´e ;
- augmenter le nombre de machines utilise´es.
La premie`re approche privile´gie la simplicite´ d’utilisation et de mise en oeuvre mais est
fortement de´pendante du niveau technologique actuel et semble plus rigide. La deuxie`me
est plus longue a` mettre en place, demande plus d’investissements au niveau de l’im-
ple´mentation mais est beaucoup plus souple et permet de limiter notre de´pendance au
mate´riel disponible sur le marche´.
3.1.2 Fonctionnement d’une machine paralle`le
3.1.2.1 Principe ge´ne´ral
3.1.2.2 Me´moire distribue´e et me´moire partage´e
Les deux approches cite´es pre´ce´demment peuvent eˆtre affilie´es a` deux types de sys-
te`me :
- machine a` me´moire partage´e ;
- machine a` me´moire distribue´e.
La figure (3.1) de´crit globalement leur syste`me de fonctionnement. Les machines a` me´-
moire partage´e se composent d’un certain nombre de processeurs acce´dant tous au meˆme
espace de stockage des donne´es. Au contraire, les machines a` me´moire distribue´e sont
constitue´es de noeuds de calcul posse´dant un processeur lie´ a` sa propre me´moire et com-
muniquant entre eux par le biais d’un re´seau de communication a` haut de´bit. Elles re-
pre´sentent ainsi une sorte de grappe d’ordinateurs et sont donc souvent appele´es cluster.
3.1 Machines paralle`les 85
La premie`re situation implique une certaine autonomie du syste`me dans le sens ou` l’acce`s
me´moire est ge´re´ uniquement par la machine. En d’autres termes, l’utilisateur n’a pas
a` s’impliquer dans les processus de gestion de son code de calcul pour l’amener a` eˆtre
utilisable dans une version de type calcul paralle`le. La seconde approche ne´cessite une
communication entre les diffe´rents noeuds de calculs. La gestion de l’acce`s me´moire est
moins automatique, et l’implication de l’utilisateur est d’emble´e effective afin d’organiser
le flot d’informations.
Machine à mémoire distribuée
Processeur Mémoire
Noeud de calcul
Processeur Mémoire
Noeud de calcul
Processeur Mémoire
Noeud de calcul
Processeur Mémoire
Noeud de calcul
Machine à mémoire partagée
ProcesseurProcesseur Processeur Processeur
Mémoire
Connexion et réseau haut débit
figure 3.1 – Principe de fonctionnement
Si l’approche me´moire partage´e est plus aise´e a` mettre en place et a` utiliser, elle semble
beaucoup plus rigide. D’un autre coˆte´, les syste`mes a` me´moire distribue´e offrent une flexi-
bilite´ plus importante ainsi qu’une possibilite´ d’extension a` grande e´chelle mais induisent
une re´flexion au niveau de l’implantation du code a` exe´cuter au sein du syste`me et de son
imple´mentation.
3.1.3 Donne´es mate´rielles et logicielles
Dans cette section nous aborderons les moyens mis a` notre disposition pour nous
permettre de mener a` bien cette e´tude. Dans un premier temps, nous de´crirons succincte-
ment les moyens mate´riels dont nous disposons, puis, nous nous attacherons a` de´finir les
utilitaires nume´riques employe´s.
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3.1.3.1 Architecture du re´seau et type de connexion
La configuration du moyen de calcul adopte´e de´rive des deux approches de´finies au-
paravant puisqu’il se compose d’une machine dite ”frontale” et de 8 noeuds de calculs
bi-processeurs. Il s’agit donc d’un syste`me hybride profitant des aspects des deux me´-
thodes. Les processeurs des noeuds sont des ATHLON 2400 qui sont lie´s a` des zones de
me´moires vives DDR de capacite´ 2.0 Go. Sur la figure (3.2), est repre´sente´e l’implantation
du cluster au sein de la plate-forme de calcul. Chaque noeud est relie´ au frontal par un
re´seau Ethernet et les noeuds entre eux par un re´seau myrinet avec un de´bit noeud a`
noeud possible s’e´levant a` 248 MBytes/seconde soit 2 Go/seconde.
Noeud 0 Noeud 2 Noeud 7Noeud 1 Noeud 6
Frontal
. . . . .
Cluster
Serveur de calclul n°2
Serveur de calclul n°1
NIS/NFS
plateforme de calcul
.
.
.
.
.
.
.
.
.
.
Réseau myrinet
Réseau éthernet
figure 3.2 – Implantation du cluster
Le roˆle du frontal est essentiellement administratif. Il doit permettre une certaine distri-
bution des taˆches, de ge´rer la configuration et les diverses fonctionnalite´s sur les noeuds.
Au niveau du calcul, un noeud ge`re l’envoi de l’exe´cution du programme sur l’ensemble
des noeuds choisis qui communiquent entre eux via myrinet pour re´soudre le proble`me.
Il est a` noter que les logiques de programmation employe´es ulte´rieurement s’adressent
spe´cifiquement aux machines a` me´moire distribue´e.
3.1.3.2 Outils de communication
Cette section concerne les moyens informatiques utilise´s pour la communication d’in-
formations entre les noeuds. De nombreuses approches utilisent des bibliothe`que de trans-
fert de messages telles que PVM ou MPI ([46]). De plus, celles-ci ont pu eˆtre e´tendues pour
donner lieu a` de nombreux outils utilisant leurs fonctions de base comme AUTOPACK
qui est de´crit dans une section suivante.
MPI, version mpich The Message Passing Interface (MPI) [46] est une librairie
permettant l’envoi et la re´ception de messages entre deux processeurs sans partage de
me´moire. Elle permet une communication bipolaire mais peut aussi ge´rer des communi-
cations en groupe. Elle propose une large palette de fonctions de transferts capables de
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synchroniser ceux-ci. La version mpich est une imple´mentation de la librairie MPI per-
mettant de pouvoir utiliser celle-ci sur toutes sortes de syste`mes. Son roˆle est de rendre
portable la librairie MPI. La version utilise´e a e´te´ de´veloppe´e pour profiter au mieux de
la technologie myrinet.
AUTOPACK Cette librairie est utilise´e pour transporter les informations entre les
diffe´rents noeuds du cluster lors de l’exe´cution d’un programme. Elle est base´e sur les
fonctions de´finies par MPI (section 3.1.3.2). Elle a pour objet de perfectionner la commu-
nication en utilisant les fonctions classiques de MPI. Elle permet les envois et re´ceptions
de messages entre les processeurs. Elle s’attache aussi a` ge´rer la taille en me´moire des
messages transfe´re´s et est capable d’envoyer des messages diffe´re´s ou permettant au pro-
cesseur de pouvoir les anticiper.
En effet, les informations a` communiquer sont assemble´es automatiquement afin d’envoyer
des messages de taille plus conse´quente pour des raisons d’efficacite´. En effet, la fabrica-
tion d’un message induit un couˆt au niveau du temps. Afin de limiter leur nombre, donc
ce couˆt, il est pre´fe´rable d’envoyer des paquets plus gros car le temps de transmission est
plus rapide que le temps de pre´paration d’envoi du message. La librairie AUTOPACK
peut de´terminer les messages en attente, allouer dynamiquement la me´moire destine´e aux
messages en partance ou les messages rec¸us. Celle-ci a pour avantage de fournir un moyen
de de´terminer le nombre de messages a` envoyer sans barrie`re de synchronisation entre les
diffe´rents processeurs pour permettre une compilation des messages asynchrone.
Lors de l’envoi, on doit de´finir les informations a` transmettre, vers quel processeur, la
taille du message a` transfe´rer et un nume´ro repre´sentant la communication elle-meˆme.
L’ope´ration est comple`te quand le message a e´te´ traite´ par MPI. Il est a` noter qu’un
message incomplet (en taille) peut eˆtre envoye´ et qu’on a la possibilite´ de garantir l’envoi
d’un message.
Ensuite le message est rec¸u par le processeur concerne´ avec une allocation me´moire auto-
matiquement assure´ par MPI. Enfin, le message est interpre´te´ par la fonction ade´quate.
Il est aussi possible de s’assurer de l’envoi de messages et de controˆler leur nombre afin
de ve´rifier qu’ils ont bien tous e´te´ rec¸us.
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3.2 X-FEM et calculs paralle`les
3.2.1 Le paralle´lisme
3.2.1.1 Principe global de fonctionnement
Par le passe´, les me´caniciens, confronte´s a` des proble`mes impliquant un nombre d’in-
connues de plus en plus important, ont de´veloppe´ des me´thodes de de´composition afin
de re´soudre ces proble`mes en les scindant en proble`mes identiques mais de plus petite
taille. Par ce biais, une fois re´solus chacun des sous-proble`mes, il e´tait possible de de´finir
la solution globale du proble`me de de´part.
D’un autre coˆte´, de nouveaux moyens de calcul, tels que les super-calculateurs et les ma-
chines paralle`les, capables d’exe´cuter un nombre d’ope´rations tre`s e´leve´ ont e´merge´. Ces
me´thodes ont su profiter de l’apparition de ces outils pour se de´velopper de plus en plus.
Le principe des me´thodes paralle`les s’appuie sur l’augmentation de la capacite´ me´moire
des machines via l’utilisation de connexions et de re´seaux a` hautes performances assurant
le transfert de donne´es entre les diffe´rentes zones de stockage.
Pour se faire, les approches paralle`les profitent des me´thodes de de´composition ante´rieures
employant des outils de de´coupage de maillage couple´s a` des me´thodes de re´solution ite´-
rative.
Les me´thodes de de´composition de domaine peuvent se classer en deux cate´gories : les de´-
compositions de domaine avec et sans recouvrement. Nous nous plac¸ons dans le deuxie`me
cas. De`s lors, plusieurs approches ont e´te´ de´veloppe´es. Nous pouvons citer deux me´thodes
largement utilise´es : le comple´ment de Schur primal et dual (appele´ me´thode FETI). Ces
approches impliquent des me´thodes de re´solution ite´rative diverses dont les plus utilise´es
sont GMRes et Gradient Conjugue´ s’accompagnant, pour des raisons d’efficacite´, de pre´-
conditionneurs (ILU, ILUT, ...).
Pour plus de de´tails nous pouvons nous reporter, entre autres, aux travaux de´veloppe´s
dans [24], [12], [55], [37].
Apre`s avoir pre´sente´ les diffe´rents aspects d’un calcul paralle`le impliquant une de´compo-
sition de domaine associe´e a` une re´solution ite´rative, nous de´finissons, a` pre´sent, notre
approche.
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3.2.1.2 Pre´sentation de la me´thode employe´e
Tout d’abord, par rapport aux diffe´rentes architectures paralle`les pre´sente´es aupara-
vant, nous nous situons dans le cadre d’un syste`me hybride, c’est-a`-dire posse´dant les
deux types de me´moire : partage´e et distribue´e. En effet, les moyens employe´s ont trait a`
un syste`me comprenant des noeuds de calcul bi-processeurs donc utilisant les deux types
de me´moire.
L’objectif de la me´thode, dans un premier temps, est de re´soudre des proble`mes dont le
nombre de degre´s de liberte´ implique´s ne peut plus eˆtre pris en charge par des me´thodes
conventionnelles. Dans un deuxie`me temps, il est de diminuer le temps mis a` re´soudre des
proble`mes a` nombre de degre´s de liberte´ e´leve´.
Cette me´thode propose de se´parer le proble`me initial a` re´soudre en plusieurs sous-proble`mes.
La division de celui-ci s’effectue par le biais d’un de´coupage du maillage en plusieurs sous-
domaines. La me´thode doit alors permettre de trouver une solution globale en re´solvant
des proble`mes locaux. Pour re´soudre les proble`mes sur les sous-domaines, une communi-
cation est ne´cessaire.
C’est pourquoi la me´thode utilise´e dans le cadre de notre e´tude est base´e sur des outils de
communication de´ja` fort employe´s dans le domaine du calcul paralle`le : the Message Pas-
sive Interface (MPI) par le biais de la librairie AUTOPACK. Ils sont charge´s de permettre
la description totale de la ge´ome´trie du proble`me, de transporter les donne´es mathe´ma-
tiques du proble`me (les diffe´rents tenseurs) lors de la re´solution ...etc ; en re´sume´, de
permettre la communication de toutes les informations ne´cessaires a` la re´solution du pro-
ble`me.
La figure (3.3) de´crit le de´roulement d’un calcul paralle`le. De manie`re classique, nous
commenc¸ons par de´finir les donne´es du proble`me, c’est-a`-dire le type de mate´riau, le
chargement, les conditions aux limites et le maillage initial. L’exe´cution du programme
peut alors de´buter. Dans un premier temps, le maillage est de´coupe´ en plusieurs sous-
parties dont le nombre est au maximum e´gal a` celui des processeurs disponibles afin de
rester le plus efficace possible. Chaque processeur se voit affecte´ la gestion d’une partie
du calcul global. Le de´roulement du calcul s’effectue donc de la meˆme fac¸on sur tous les
processeurs. Chaque e´tape est re´alise´e identiquement sur chaque processeur. Le maillage
est tout d’abord lu par le processeur concerne´. Puis, une table de connexion est cre´e´e
pour permettre de repe´rer les interfaces des maillages et de situer les entite´s sur chaque
sous-domaine induisant une premie`re utilisation des outils de communication. Dans le
cadre d’X-FEM, la de´finition de discontinuite´s ge´ome´triques, physiques ou mate´riaux est
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ensuite re´alise´e entraˆınant une autre phase de communication qui va permettre de pro-
ce´der a` l’enrichissement. Nous de´clarons alors le champ d’inconnues a` calculer, affectons
les conditions limites et le chargement ; et prenons en compte le type de comportement.
L’assemblage est exe´cute´ et la re´solution du syste`me matriciel, par le biais d’une dernie`re
e´tape de transfert d’informations, peut alors s’ope´rer. Enfin, chaque processeur proce`de a`
une ope´ration de post-traitement des re´sultats.
lancement du programme de calcul
découpage du maillage
chargementmatériaux maillage initial conditions limites
Définition des données du problème
Résolution avec préconditionnement
Assemblage
Prise en compte du comportement
Affectation des conditions limites
Post−traitement
communication inter−processeur
Lecture du maillage
Création de la table de connexion
Maillage 2 Maillage 3Maillage 1
Définition des degrés de liberté
Déclaration du champ à calculer
figure 3.3 – Exemple de la me´thode employe´e pour 3 sous-domaines
Apre`s avoir pre´sente´ succinctement la me´thode utilise´e, nous de´taillons les points spe´ci-
fiques de la partie paralle`le du calcul.
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3.2.2 Les diffe´rents aspects d’un calcul paralle`le
3.2.2.1 Partitionnement de maillage
Le partitionnement est re´alise´ a` partir d’un utilitaire nomme´ split base´ sur la librairie
AOMD [54] utilisant les fonctions de la librairie METIS [32]. Le de´coupage est uniquement
base´ sur des crite`res topologiques. L’algorithme sur lequel est de´veloppe´e cette librairie a
pour objectif de de´finir, a` partir du maillage initial, diffe´rentes partitions e´quilibre´es en
nombre de noeuds tout en minimisant le nombre de communications ulte´rieures induites.
Pour se faire, le principe de de´coupage fournit un moyen qui permet de limiter le nombre
d’”edge-cut”qui repre´sentent les areˆtes partageant un noeud avec plusieurs partitions. Par
ce biais, le nombre de noeuds a` l’interface s’en trouve re´duit. Il s’agit donc ici d’obtenir
un compromis entre maillages e´quilibre´s et communication minimale.
figure 3.4 – Maillage initial et de´coupe´ en 8 domaines
De plus, il est a` noter que les me´thodes de re´solution utilise´es s’appuient sur une de´com-
position sans recouvrement. En effet, comme nous pouvons le voir sur la repre´sentation
d’un des de´coupages utilise´s (figure 3.4), seules les entite´s frontie`res sont connues de part
et d’autre des partitions adjacentes contrairement aux me´thodes avec recouvrement ou`
l’interface entre deux partitionnements peut contenir une certaine bande d’e´le´ments ([12]).
Le domaine initial Ω de frontie`re Γ est de´coupe´ en I Ωi sous domaines par les interfaces
γij tels que :


Ω =
i=I⋃
i=1
Ωi
Ωi ∩ Ωj = ∅
Γij = ∂Ωi ∩ ∂Ωj ∀i, j = 1, ..., I, i 6= j
Γi = ∂Ωi ∩ ∂Ω
(3.1)
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La figure 3.5 repre´sente ces conditions pour un domaine de´compose´ en deux.
PSfrag replacements
Γ12Ω1 Ω2
figure 3.5 – De´composition sans recouvrement en deux domaines
L’aspect re´solution de cette de´composition sera de´veloppe´ dans les sections suivantes.
3.2.2.2 Lecture partielle du maillage
Le de´coupage pre´ce´demment illustre´ nous donne ensuite la possibilite´ d’effectuer une
lecture partielle du maillage. En effet, chaque processeur a en charge une partition et
effectue les diffe´rentes taches du programme afin de re´soudre le proble`me me´canique.
Lors de la re´alisation de cette e´tape, une table de relations inter-entite´s est cre´e´e sur
chaque sous-maillage. Ainsi, chaque processeur connaˆıt toutes les interfaces et les entite´s
qu’il de´tient de´finissant ces interfaces. En re´sume´, a` un instant t, chaque processeur a
connaissance des liaisons entre ses entite´s et celles des sous-domaines adjacents.
3.2.2.3 De´composition de domaines
La de´composition en plusieurs domaines ne´cessite la de´finition d’une me´thode de re´so-
lution globale diffe´rente ([10]). Dans un premier temps, nous cherchons a` isoler les incon-
nues associe´es exclusivement a` chacun des sous-domaines ainsi que celles des noeuds de
l’interface afin de limiter le nombre de communications entre les diffe´rents sous-domaines.
En effet, le proble`me de re´solution a` l’interface est dissocie´ du proble`me local aux sous-
domaines. Afin de re´aliser ce de´couplage, l’assemblage du syste`me global a` re´soudre est
rede´fini afin de se´parer les termes propres a` chaque partition de ceux de l’interface. La
de´composition d’un syste`me AX = B, pour un domaine Ω de´crit figure (3.6), ame`ne au
syste`me suivant :


AΓ1 + AΓ2 AΩ1∪Γ AΩ2∪Γ
AΩ1∪Γ AΩ1\Γ 0
AΩ2∪Γ 0 AΩ2\Γ




XΓ
XΩ1\Γ
XΩ2\Γ

 =


BΓ1 + BΓ2
BΩ1\Γ
BΩ2\Γ

 (3.2)
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PSfrag replacements
Γ
Ω1 Ω2
figure 3.6 – Mode`le de de´composition en deux domaines
Graˆce a` cela, il n’est pas ne´cessaire d’assembler le syste`me complet. On assemble des
syste`mes locaux, en utilisant des matrices de rigidite´ locales. Les diffe´rents termes du
syste`me sont e´change´s le long de l’interface afin de re´soudre le proble`me en imposant une
continuite´ des de´placements a` l’interface.
Apre`s avoir de´fini la me´thode d’assemblage, plusieurs me´thodes de re´solution sont pos-
sibles. Celles-ci impliquent l’utilisation de pre´conditionneurs qui sont, eux aussi, multiples
et jouent un roˆle important sur la capacite´ a` re´soudre un proble`me ainsi que sur le temps
utilise´ pour cette re´solution.
La me´thode de re´solution employe´e est une me´thode ite´rative appele´e GMRes. Afin de
permettre une re´solution plus rapide, nous utilisons un pre´conditionneur ILUT ([55])
associe´ a` ce solveur. De plus, une renume´rotation de McKee est effectue´e sur les matrices
de rigidite´ afin d’en diminuer la largeur de bande.
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3.2.3 Spe´cificite´s de l’approche X-FEM pour le calcul paralle`le
La principale diffe´rence entre X-FEM et la me´thode des e´le´ments finis re´side dans
l’enrichissement et l’utilisation de fonctions de niveau (level sets). En effet, pour affecter
un enrichissement, par l’ajout de degre´s de liberte´ associe´s a` des fonctions d’enrichissement
a` une entite´ du maillage, il est ne´cessaire d’effectuer un classement pre´alable de ces entite´s
pour savoir quelles entite´s doivent eˆtre enrichies. Or, ces entite´s peuvent eˆtre distribue´es
sur plusieurs parties du maillage et une communication est ne´cessaire afin de re´aliser le
classement d’un point de vue global.
Il existe aussi certaines spe´cificite´s dues a` l’utilisation de fonctions de niveau telles que
la mise a` ze´ro d’une valeur de ces fonctions a` un noeud, sa propagation ou la gestion de
sous-maillages qui vont impliquer une communication.
Cette section pre´sente les aspects de la me´thode qui ne´cessitent une nouvelle interpre´ta-
tion afin de permettre des calculs paralle`les. Nous de´crirons, dans un premier temps, les
outils qui traitent de ces aspects et les proble`mes qu’ils engendrent. Ensuite, nous abor-
derons les fonctionnalite´s qui vont nous permettre de re´soudre ces proble`mes et, enfin, la
de´marche employe´e.
Pour faciliter la lecture, introduisons le glossaire suivant :
- une entite´ est un composant du maillage (noeud, areˆte, triangle, te´trae`dres ...) ;
- un e´le´ment est l’entite´ de plus grande dimension du maillage (triangles ou qua-
drangles en deux dimensions, te´trae`dres, hexae`dres ... en trois dimensions) ;
- le support d’une entite´ est l’ensemble des e´le´ments connecte´s a` celle-ci.
3.2.3.1 Proble´matique
3.2.3.1.1 Mise a` ze´ro de valeurs de level set
Cette fonctionnalite´ est repre´sente´e par une classe C++ xFitToVertices qui permet
d’affecter la valeur 0 a` une fonction de niveau pour un noeud lorsque celui-ci est tre`s
proche de l’iso-ze´ro. Elle a pour objet d’e´viter un sous-de´coupage en e´le´ments de taille
infime afin de faciliter l’inte´gration et de syste´matiser les de´cisions pour l’enrichissement
([44])
En s’appuyant sur la figure 3.7, les conditions pour qu’un noeud soit ”mis a` ze´ro” sont :
- une areˆte doit eˆtre coupe´e par l’iso-ze´ro de la level set, autrement dit, le produit des
valeurs de la level set des noeuds doit eˆtre ne´gatif ;
- a
a+b
< .
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figure 3.7 – xFitTovertices.
On conside`re l’exemple de la figure 3.7. Du coˆte´ du maillage pris en charge par le processeur
2, les conditions pour que la valeur de la level set au noeud 1 soit mise a` ze´ro, sont remplies.
De l’autre coˆte´, aucune areˆte connecte´e au noeud 1 n’est coupe´e par l’iso-ze´ro de la level
set. Par conse´quent, sur la partie gauche du maillage la valeur de la level set est laisse´e telle
quelle. Les noeuds 1 et 1 repre´sentent, d’un point de vue global, le meˆme noeud et leurs
valeurs de level set doivent donc eˆtre identiques. Comment, dans ce cas, communiquer au
noeud 1 la valeur de level set (ici 0) du noeud 1 ?
3.2.3.1.2 Enrichissement
Qu’il s’agisse de proble`mes me´caniques incluant la pre´sence de fissures, d’inclusions
ou plus simplement de vides, il est ne´cessaire d’effectuer un tri des entite´s du maillage
utilise´. Ce tri va permettre de faire la diffe´rence entre les entite´s a` enrichir et les entite´s
classiques ou encore d’e´liminer celles qui peuvent se trouver dans le vide. Les fonctions de
niveau sont a` l’origine de ce classement. La section suivante de´crit la proble´matique d’un
tel classement lorsqu’on est confronte´ a` un maillage de´coupe´ en plusieurs sous-domaines.
Vide et inclusion Lorsque des proble`mes de´finis sur une ge´ome´trie incluant des
trous sont a` traiter, le domaine est se´pare´ en deux : vide et matie`re. Les entite´s peuvent
donc eˆtre totalement dans la matie`re, totalement dans le vide ou coupe´es par la fron-
tie`re. De la meˆme fac¸on, pour les proble`mes comprenant des inclusions, le domaine est
se´pare´ en deux : mate´riau A et mate´riau B. Les entite´s peuvent donc eˆtre totalement
dans le domaine A, totalement dans le domaine B ou coupe´es par l’interface. Les enti-
te´s doivent donc eˆtre classe´es en fonction de leur position afin d’eˆtre enrichies ou e´limine´es.
Nous nous inte´ressons, tout d’abord, aux proble`mes que peuvent engendrer les cas com-
prenant des trous. Lorsque la ge´ome´trie du proble`me comporte un trou, les noeuds dont
le support se trouve entie`rement a` l’inte´rieur du trou, sont e´limine´s. La figure 3.8 illustre
le proble`me lorsque le support d’un noeud est partage´ en deux. Le noeud 1, si on ne tient
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compte que de sa situation sur la partie ge´re´e par le processeur 1, doit eˆtre e´limine´. A
contrario, le noeud 1 sur sa partie n’est pas a` e´liminer puisqu’un des e´le´ments de son
support est coupe´ par l’iso-ze´ro de la level set. Par conse´quent ce noeud ne doit pas eˆtre
e´limine´.
PROC 2
la level set
iso−zero de
PROC 1
PSfrag replacements
Noeud e´limine´
1 1
figure 3.8 – Se´lection des noeuds a` e´liminer (note´s o) dans le cas d’un trou.
Comment savoir, pour un noeud, si son support se trouve entie`rement dans le trou si
celui-ci est partage´ entre deux parties de maillage diffe´rentes ?
Lorsque le proble`me comporte une interface mate´riau, les noeuds, dont au moins un e´le´-
ment de son support est coupe´ par cette interface, sont enrichis. La figure 3.9 illustre le
proble`me lorsque le support d’un noeud est partage´ en deux. Le noeud 1, si on ne tient
compte que de sa situation sur la partie ge´re´e par le processeur 1, doit eˆtre enrichi. A
contrario, le noeud 1 sur sa partie n’est pas enrichi puisqu’aucun des e´le´ments de son
support n’est coupe´ par l’iso-ze´ro de la level set. D’un point de vue global, le noeud doit
donc eˆtre enrichi.
Comment savoir, pour un noeud, si son support est coupe´ par l’interface si celui-ci est
partage´ entre deux parties de maillage diffe´rentes ?
Pour re´sumer, en ce qui concerne les cas comprenant des trous ou inclusions, chaque entite´
doit savoir a` quel ensemble elle appartient meˆme si son support est partage´ sur diffe´rents
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figure 3.9 – Se´lection des noeuds a` enrichir (note´s o) dans le cas d’une interface mate´riau.
sous-domaines.
Fissure De la meˆme manie`re que pour les trous et les inclusions, un tri des entite´s
est ne´cessaire afin d’effectuer l’enrichissement pour les fissures. Il existe deux cate´gories
majeures pour l’enrichissement duˆ a` la pre´sence de fissures : un enrichissement de type
Heaviside pour les supports coupe´s par la fissure et un enrichissement pour les supports
contenant le front de fissure.
La figure 3.10 illustre le proble`me lorsque le support d’un noeud est partage´e en deux. Le
noeud 1, si on ne tient compte que de sa situation sur la partie ge´re´e par le processeur 1,
doit eˆtre enrichi par la fonction Heaviside puisque son support est totalement traverse´ par
la fissure. A contrario, le noeud 1 sur sa partie est enrichi pour tenir compte du compor-
tement en pointe de fissure puisque son support contient le front de fissure. D’un point de
vue global, le support du noeud contient le front de fissure et le noeud 1 doit eˆtre enrichi
par la meˆme fonction d’enrichissement que le noeud 1 pour tenir compte de la pointe de
la fissure.
Comment les noeuds 1 et 2 savent-ils que leur support contient la pointe de fissure, et
qu’il n’est donc pas traverse´ entie`rement par la fissure ?
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1
23
1
2 3
PROC 1 PROC 2
fissure pointe de fissure
figure 3.10 – Enrichissement pour les fissures.
Propagation de champ level set et gestion de sous-maillages Un autre type
de proble`mes peut eˆtre envisage´. Dans certains cas, on a besoin d’interpoler un champ
physique sur un sous-maillage. Un sous-maillage peut eˆtre cre´e´ par l’intersection de l’iso-
ze´ro d’une level set avec un maillage. La figure 3.11 montre un sous-maillage 1D provenant
de l’intersection de la level set avec un maillage 2D initial. Les noeuds 1 et 1 sont, d’un
point de vue global, identiques mais ne se ”connaissent” pas e´tant donne´ qu’ils sont is-
sus d’un maillage 2D partage´ en deux parties : les deux sous-maillages ont e´te´ de´finis
inde´pendamment l’un de l’autre.
Comment lier ces noeuds 1 et 1 pour qu’ils de´tiennent la meˆme valeur de champ physique ?
Enfin, un dernier cas de figure peut se pre´senter, il s’agit de la propagation de level
set. Cette dernie`re peut eˆtre de´compose´e en plusieurs phases. Lors d’une de ces phases,
certaines quantite´s doivent eˆtre e´value´es sur le support entier. A` cet instant, il est donc
ne´cessaire d’e´changer des informations entre deux processeurs si deux parties d’un support
sont traite´es respectivement par ceux-ci.
En re´sume´, pour ces diffe´rents cas, nous avons besoin de savoir ou` se situe le support d’un
noeud par rapport a` une discontinuite´ ge´ome´trique, physique, ou mate´riau en prenant en
conside´ration le fait que celui-ci peut eˆtre divise´ en plusieurs parties.
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intersection de la
level set avec le
maillage 2D
maillage 1D =
PROC 1 PROC 2
1 1
figure 3.11 – gestion des sous-maillages.
Apre`s avoir pre´sente´ les diffe´rents aspects de l’approche X-FEM relatifs au calcul paral-
le`le, nous allons voir la manie`re de proce´der afin de reme´dier a` ces proble`mes et plus
pre´cise´ment ceux en rapport avec la fonction mise a` ze´ro et la gestion de l’enrichissement.
Dans un premier temps, nous e´voquerons la gestion de l’enrichissement d’un point de
vue global, puis, la me´thode de´veloppe´e permettant de tenir compte de la pre´sence de
plusieurs domaines, et enfin sa mise en oeuvre.
3.2.3.2 Gestion de l’enrichissement sur plusieurs domaines
3.2.3.2.1 Me´thode de tri initiale
Cette section concerne la repre´sentation de sous-ensembles d’entite´s permettant la
gestion de l’enrichissement par le biais d’un tri des entite´s.
Trous et inclusions Nous de´finissons, dans un premier temps, les diffe´rentes cate´-
gories dans lesquelles sont distribue´es les entite´s, permettant par la suite d’e´liminer des
entite´s dans le cas de vides ou d’affecter un enrichissement dans le cas d’inclusions.
Les ensembles utilise´s pour ces deux cas sont les suivants :
- in traduisant le fait que le support de l’entite´ a au moins une partie dans la matie`re
(dans le domaine A) ;
- out traduisant le fait que le support de l’entite´ est totalement dans le vide (dans le
domaine B) ;
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- boundary traduisant le fait que le support de l’entite´ est coupe´ par la frontie`re
(par l’interface) ;
- boundary strict traduisant le fait qu’un des e´le´ments du support de l’entite´ est
coupe´ par la frontie`re (par l’interface).
La figure 3.12 illustre ces quatre cas en de´crivant l’appartenance d’une entite´ aux diffe´rents
groupes. Pour chaque cas, les noeuds et les areˆtes de´finis en gras (et en vert) ainsi que les
triangles hachure´s (en vert) appartiennent au groupe note´ sous les figures concerne´es.
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figure 3.12 – Exemples d’appartenance aux diffe´rents groupes.
Ces diffe´rentes cate´gories peuvent eˆtre repre´sente´es sous forme d’ensembles et de sous-
ensembles (cf. figure 3.13).
Soit l’entite´ e a` classifier, appartenant au maillage M , dont le support Se comprenant un
certain nombre d’e´le´ments E connecte´s entre eux par des noeuds n, ls(n) la valeur de la
fonction de niveau en ces noeuds (figure 3.14) et les de´finitions suivantes :
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PSfrag replacements
in
out
boundary
boundary strict
figure 3.13 – Description des ensembles d’entite´s


mm = min
∀E∈Se
(min
∀n∈E
(ls(n)))
MM = max
∀E∈Se
(max
∀n∈E
(ls(n)))
mM = mm ∗MM
mmM = min
∀E∈Se
(min
∀n∈E
∗max
∀n∈E
(ls(n)))
(3.3)
iso−zéro de la level set
ls(n) = − 0.5
ls(n) =  0.5
élément E
noeud n
maillage M
PSfrag replacements
support Se de l’entite´ e (=noeud n)
figure 3.14 – Description des termes employe´s.
Les ensembles sont de´finis, en terme de level set, par les relations suivantes :


e ∈ out ⇐⇒ mm > O
e ∈ in ⇐⇒ mm < O
e ∈ boundary ⇐⇒ mM < O
e ∈ boundary strict ⇐⇒ mmM < O
(3.4)
en se plac¸ant dans l’hypothe`se ou` ∀E la condition (mm = 0 et MM = 0) n’est jamais
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re´alise´e ; spe´cifiant le fait qu’un e´le´ment ne peut avoir toutes ses valeurs de level set aux
noeuds e´quivalentes a` 0 (cf figure 3.15).
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figure 3.15 – Cas interdit pour la de´finition des ensembles.
L’annexe A de´finit, en pratique, la fac¸on se´quentielle de de´finir les diffe´rents ensembles
pour le cas des trous et des inclusions.
Pour les vides, seules les entite´s appartenant a` la cate´gorie in seront conserve´es. Pour
les cas comprenant des interfaces mate´riaux seules les entite´s appartenant a` l’ensemble
boundary strict seront enrichies, les autres types pouvant servir a` des inte´grations di-
verses ou des post-traitements de re´sultats.
Fissures De la meˆme manie`re que pour les trous et les inclusions, un tri des entite´s
est ne´cessaire afin d’effectuer l’enrichissement pour les fissures.
Il existe deux cate´gories majeures pour l’enrichissement duˆ a` la pre´sence de fissures : un
enrichissement de type Heaviside pour les supports coupe´s par la fissure et un enrichisse-
ment base´ sur les modes asymptotiques en pointe de fissure pour les supports contenant
le front de fissure.
Suivant leur position par rapport a` la fissure, les entite´s vont eˆtre classe´es dans les cate´-
gories suivantes :
- touched by crack traduisant le fait que le support de l’entite´ est touche´ par la
fissure ;
- touched by front traduisant le fait que le support de l’entite´ est touche´ par le
front de fissure ;
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- cut by crack traduisant le fait que le support de l’entite´ est coupe´ par la fissure ;
- cut by crack to delete comprenant les entite´s a` enlever a` cut by crack pour
obtenir cut thru by crack ;
- cut thru by crack traduisant le fait que le support de l’entite´ est coupe´ entie`rement
par la fissure ;
- integrate repre´sente les entite´s contenues par touched by crack auquel on ajoute
les entite´s des supports connecte´s a` celles-ci.
La figure 3.16 de´crit les ensembles pre´sente´s pre´ce´demment. Pour chaque cas, les noeuds
et les areˆtes de´finis en gras (et en vert) ainsi que les triangles hachure´s (en vert) appar-
tiennent au groupe note´ sous les figures concerne´es.
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figure 3.16 – Entite´s a` se´lectionner pour chaque cate´gorie
La repre´sentation des fissures s’effectue a` l’aide de deux level sets : lsn repre´sentant la
distance normale au plan de fissure et lst repre´sentant la distance normale au front de
fissure. Un maillage de ”de´coupe” (maillage primaire) est tout d’abord de´fini en fonction
de lsn. Ce maillage re´sulte de l’intersection de l’iso-ze´ro de la level set avec le maillage
de de´part. La deuxie`me level set est applique´e au maillage de ”de´coupe” afin de de´finir le
front de fissure (maillage secondaire) (cf. figure 3.17). Cette repre´sentation est a` l’origine
de la construction des ensembles pre´ce´dents. L’annexe B de´finit, en pratique la fac¸on
se´quentielle de de´finir les diffe´rents ensembles.
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PSfrag replacements
lst
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figure 3.17 – Repre´sentation de fissure en deux dimensions
Concernant l’enrichissement, les entite´s appartenant a` la cate´gorie supports cut thru
by crack seront enrichies par le biais de la fonction Heaviside et celles appartenant aux
cate´gories supports touched by front et integrate front seront enrichies pour tenir
compte de la pointe de fissure. La diffe´rence entre ces deux ensembles re´side dans leur
taille de domaine. En effet le deuxie`me concerne un nombre d’entite´s un peu plus grand
autour de la pointe de fissure que le premier. Les autres types peuvent servir a` des inte´-
grations diverses, des post-traitements de re´sultats ou ne sont uniquement construits que
pour la de´finition des ensembles pre´ce´dents.
3.2.3.2.2 Me´thode de tri multi-domaine et logique de communication
L’objectif de la me´thode est de faire communiquer les diffe´rentes parties du maillage
afin que les diffe´rents ensembles puissent eˆtre construits pour permettre l’enrichissement.
Plus pre´cise´ment, les entite´s qui partagent leur support sur plusieurs parties du maillage
doivent avoir les informations ne´cessaires pour de´finir leur appartenance a` un ou des en-
sembles.
Pour transfe´rer les informations d’une partie du maillage a` une autre pour les entite´s se
trouvant sur l’interface, nous nous appuyons sur une communication base´e sur des ope´ra-
tions logiques.
Mise a` ze´ro de valeurs de level set Dans un premier temps, nous reprenons le
cas de la fonction permettant de mettre a` ze´ro une valeur de level set aux noeuds. Pour
permettre la communication de la mise a` ze´ro, les entite´s se trouvant sur l’interface sont
lie´es a` un boole´en. Celui-ci prend la valeur vrai lorsque sur la partie du maillage ou` son
entite´ se trouve, les conditions pour la mise a` ze´ro sont remplies. Nous e´changeons et
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sommons les boole´ens sur chaque sous-domaine pour que la valeur soit mise a` ze´ro sur
l’ensemble du maillage. La relation logique est donc OR. Nous reprenons la figure 3.7
pour illustrer ce cas. Le boole´en b2, attache´ au noeud 1, prend vrai comme valeur alors
que b1, le boole´en attache´ au noeud 1, prend faux. De chaque coˆte´ de l’interface nous
e´changeons les boole´ens et re´alisons l’ope´ration b1 OR b2. Le re´sultat est vrai et l’entite´
1 posse`de donc la meˆme valeur de level set sur chaque partition du maillage.
Trous et inclusions De la meˆme manie`re que pre´ce´demment, des boole´ens sont
e´change´s et sur chaque partition, des ope´rations logiques sont effectue´es. Pour ce cas, nous
avons quatre informations a` e´changer. Ces informations correspondent a` l’appartenance
ou non, aux groupes in, out, boundary et boundary strict. Pour chaque groupe, un
boole´en est cre´e´ : bi, bo, bb et bbs. Chaque entite´ situe´e sur l’interface est associe´e a` ces
quatre boole´ens. Si une entite´ appartient au groupe in alors le boole´en bi qui lui est associe´
prend la valeur vrai. Nous proce´dons de la meˆme manie`re pour les autres groupes. Une
fois les quatre valeurs de boole´ens de´finies pour chaque entite´ sur l’interface, celles-ci vont
eˆtre e´change´es de part et d’autre de l’interface. Enfin, une ou plusieurs ope´rations sont
effectue´es pour de´terminer une nouvelle valeur du boole´en repre´sentant l’appartenance
ou non a` un groupe a` l’e´chelle du maillage entier. Le tableau 3.1 de´finit l’ensemble des
ope´rations a` effectuer lors d’un e´change entre deux partitions (P1 et P2).
Groupe Boole´en sur P1 Boole´en sur P2 Ope´ration
in b1i b
2
i b
1
i OR b
2
i
out b1o b
2
o b
1
o AND b
2
o
(b1b OR b
2
b)
boundary b1b b
2
b OR (b
1
i AND b
2
o)
OR (b1o AND b
2
i )
boundary strict b1bs b
2
bs b
1
bs OR b
2
bs
tableau 3.1 – Ope´rations effectue´es entre deux partitions dans le cas de trous et d’inclusions
Par exemple, en prenant en compte la totalite´ du maillage, une entite´ est classe´e dans le
groupe in si la valeur de la premie`re ope´ration (b1i OR b
2
i ) est vrai.
Fissures Le tri pour les fissures est similaire au pre´ce´dent. Cinq boole´ens sont a`
cre´er pour les six groupes permettant l’enrichissement pour les fissures. Les cinq premiers
groupes sont : touched by crack, touched by front, cut by crack, cut by crack
to delete et integrate et les boole´ens se rapportant a` eux sont : btc, btf , bcc, bd, bit. Le
dernier groupe est cut thru by crack et est de´fini en fonction de cut by crack et cut by
crack to delete. Par conse´quent il de´pend des valeurs de boole´ens bcc et bd. Le tableau
3.2 de´finit l’ensemble des ope´rations a` effectuer lors d’un e´change entre deux partitions
(P1 et P2).
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Groupe Boole´en sur P1 Boole´en sur P2 Ope´ration
touched by crack b1tc b
2
tc b
1
tc OR b
2
tc
touched by front b1tf b
2
tf b
1
tf OR b
2
tf
cut by crack b1cc b
2
cc b
1
cc OR b
2
cc
cut by crack to delete b1d b
2
d b
1
d OR b
2
td
integrate b1it b
2
it b
1
it OR b
2
it
cut thru by crack (b1tc OR b
2
tc)
NOT (b1d OR b
2
td)
tableau 3.2 – Ope´rations effectue´es entre deux partitions dans le cas de fissures
3.2.3.2.3 Mise en oeuvre
Principe de communication La me´thode re´side dans le fait que l’e´change s’effec-
tue uniquement a` l’interface des diffe´rentes partitions du maillage. Les donne´es communi-
que´es ne peuvent eˆtre e´change´es que par l’interme´diaire des entite´s se trouvant sur cette
interface. Lors de la lecture des diffe´rentes partitions du maillage, en de´but de programme,
une initialisation des donne´es a` l’interface est re´alise´e. Une table de connexion est cre´e´e
entre les partitions. Cela permet a` chaque process de se repe´rer par rapport au reste du
maillage. Dans le meˆme temps, chaque entite´ se constitue une certaine somme d’informa-
tions. A la fin de cette e´tape, chaque entite´ connaˆıt celle qui est sense´e la repre´senter sur
le(s) autre(s) partie(s) du maillage. Cette communication est re´alise´e via AUTOPACK
(pre´sente´e dans la section 3.1.3.2) qui permet d’envoyer un message d’un processeur a` un
autre, et qui re´interpre´te´, de´finit l’information lie´e a` une entite´.
Il est possible d’e´changer toutes sortes de donne´es : vecteurs d’entiers, matrices d’entiers,
boole´ens ... D’un point de vue global, chaque donne´e e´change´e est lie´e a` une entite´ de
l’interface et pour chaque partition. La me´thode pre´sente deux aspects : les donne´es a`
transfe´rer et leur traitement. Le traitement des donne´es peut eˆtre, lui aussi, se´pare´ en
deux cate´gories : l’envoi et la re´ception.
Le tableau (3.3) pre´sente la fac¸on d’ope´rer un e´change. Dans un premier temps une asso-
ciation entre l’entite´ et les donne´es est accomplie. Ce couple de´finit les donne´es qui vont
eˆtre e´change´es entre deux ou plusieurs partitions du maillage. Ensuite, la pre´paration du
message de´bute. Tout d’abord, la fonction ENV, dont le roˆle est pre´sente´ sur la figure
3.18, de´finit la taille de l’entite´ et des donne´es se rapportant a` celle-ci afin de de´terminer
la taille totale du message a` envoyer. Puis, le nume´ro du processeur (e´quivalent au nume´ro
de partition traite´e par celui-ci), vers qui le message s’adresse, est re´cupe´re´. Une fois ces
informations collecte´es, cette meˆme fonction cre´e le message et l’envoi. Le message trans-
mis, via le re´seau, au processeur concerne´ est ensuite traite´ par la fonction REC. Il est
de´crypte´ pour se saisir de l’information attache´e a` l’entite´ pour permettre son traitement
afin d’en tirer le re´sultat final. Toute cette proce´dure est inversement de´veloppe´e afin que
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REC
ENV
Entité 1/PROC 2
données B
Entité 1/PROC 1
données A
PROC 1 PROC 2
Résultat XRésultat X
figure 3.18 – Repre´sentation de l’e´change a` l’interface.
le re´sultat soit identique pour l’information concerne´e sur la partition voisine.
Ayant de´fini le type de communication utilise´, nous pouvons maintenant nous attacher
a` pre´senter la me´thode qui va nous fournir le moyen de de´crire le positionnement de
n’importe quelle entite´ du maillage par rapport a` une discontinuite´.
De´marche Nous avons vu pre´ce´demment que la premie`re e´tape est de de´finir le
stockage des donne´es a` e´changer, c’est a` dire la liaison entite´ - donne´es. Les donne´es a`
e´changer de´finies pre´alablement sont des boole´ens. La me´thode propose´e est de cre´er,
pre´alablement a` la communication, diffe´rents containers reliant une entite´ a` un boole´en.
L’approche ge´ne´rale pour de´finir les diffe´rents ensembles se de´roule en trois phases : une
e´tape de pre´-e´change ou initialisation, l’e´change, et une de post-e´change ou d’actualisation.
PROC 1 PROC 3PROC 2
PSfrag replacements
pre´-e´changepre´-e´changepre´-e´change
e´change
post-e´changepost-e´changepost-e´change
figure 3.19 – Repre´sentation de la me´thode de classement avec 3 processeurs.
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association entite´ - donne´es
↓
calcul de la taille du message (= taille de l’entite´ + taille des donne´es)
↓
re´cupe´ration du nume´ro de processeur de destination
↓
cre´ation du message a` envoyer
↓
envoi du message
↓
re´ception du message
↓
de´cryptage
↓
traitement des donne´es
↓
re´sultat apre`s e´change
tableau 3.3 – Logique de l’e´change.
En pratique, pour des raisons de simplicite´ au niveau de l’imple´mentation, seules les
ope´rations OR sont effectue´es lors de l’e´change. Il nous est ensuite possible (apre`s e´change)
d’effectuer les ope´rations AND ou NOT par l’utilisation de tests ou de soustractions
d’ensembles. Cela revient a` respecter la meˆme logique que pre´ce´demment.
Dans un premier temps, chaque ensemble induit la cre´ation d’un container, appele´ map,
qui contient une entite´ relie´e a` un boole´en qui prend faux comme valeur lors de l’initialisa-
tion. Ensuite, si le test sur une entite´ s’ave`re juste, le boole´en affilie´ a` celle-ci est mis a` vrai.
Par exemple, si l’entite´ re´pond aux conditions pour appartenir a` l’ensemble boundary,
celle-ci sera associe´e a` vrai au sein de la map mapboundary. Une fois ces map entie`rement
de´finies, l’e´change peut avoir lieu. Comme il est pre´cise´ dans la section 3.2.3.2.3, pour
toutes les entite´s de l’interface, un message va eˆtre cre´e´ par la fonction ENV. Celle-ci
re´cupe`re le boole´en associe´ a` l’entite´ dans mapboundary , calcule la taille du boole´en ainsi
que celle de l’entite´ et se saisit du nume´ro de la partition de destination. Une fois toutes
ces informations collecte´es, elle pre´pare le message et l’envoi. La fonction REC prend
ensuite le relais en de´cryptant le message au niveau du processeur concerne´. En effet, s’ef-
fectue alors une somme entre le boole´en rec¸u et celui existant sur la partition qui rec¸oit
le message pour la meˆme entite´. Le re´sultat de l’ope´ration permet de dire si cette entite´
appartient bien a` l’ensemble boundary. Cette somme de´finit la manie`re de traiter l’infor-
mation. La partie e´change ainsi acheve´e, l’entite´ situe´e dans mapboundary se retrouve lie´e
a` une nouvelle valeur boole´enne, il s’agit de l’actualisation. Cette proce´dure est re´pe´te´e
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pour chaque map. Nous obtenons donc, apre`s ces trois e´tapes, une nouvelle version des
maps qui vont permettre de de´finir les ensembles finaux d’entite´s.
L’algorithme en annexe C pre´sente la de´marche de l’e´change dans le cas des trous et des
inclusions.
Exemple sur le cas des trous Nous pouvons reprendre le sche´ma 3.8 repre´sentant
la proble´matique dans le cadre des trous et le rede´finir par le sche´ma 3.20 suivant. Celui-
ci nous pre´sente la re´alisation de la communication entre deux processeurs. L’entite´ 1
d’apre`s le test sur sa partition se trouve dans le vide. Mais sur la partition voisine, l’entite´
1ˆ, repre´sentant d’une manie`re ge´ne´rale la meˆme entite´ que 1, se situe dans la matie`re.
Apre`s le transfert du boole´en attache´ a` ces deux entite´s, repre´sentant l’appartenance
ou non a` la matie`re, l’entite´ 1 a actualise´ l’information lui dictant son appartenance a`
l’ensemble matie`re. Une fois la communication e´tablie, l’entite´ 1 se situe dans la matie`re
et ne sera donc pas e´limine´e.
PSfrag replacements
Noeud e´limine´
communication
PROC 1PROC 1 PROC 2PROC 2
1 1 1ˆ1ˆ
figure 3.20 – Re´sultat de la communication sur l’e´limination de noeuds.
Cette me´thode est applique´e de la meˆme fac¸on pour les fissures et la mise a` ze´ro de valeurs
de level set.
Apre`s avoir entame´ la mise en oeuvre de la me´thode X-FEM au calcul paralle`le, d’une
part par la description du principe ge´ne´ral, d’autre part par les spe´cificite´s propres d’X-
FEM et sa proble´matique, nous avons pu pre´senter la mise en oeuvre des me´thodes de
communication inter-processeurs permettant son application. Nous illustrerons enfin notre
e´tude par des cas tests et aborderons son analyse en terme de capacite´ et de temps.
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3.3 Applications
Diffe´rentes applications sont teste´es en version paralle`le afin de pouvoir e´valuer la
capacite´ a` traiter divers types de proble`mes et les performances en temps des me´thodes
employe´es, pour connaˆıtre leur efficacite´ et permettre de pointer les aspects a` ame´liorer.
Les applications sont exe´cute´es sur l’architecture pre´sente´e dans la section 3.1.3.1.
3.3.1 Crite`res de performance
D’emble´e, il est indispensable de pre´ciser les parame`tres le´gitimant l’analyse des re´sul-
tats obtenus. Les variables disponibles pour mener a` bien notre e´tude portent en premier
lieu sur le temps. Il s’agit des temps de restitution, effectif de calcul, de communication
et d’attente. Ensuite, peuvent eˆtre cite´s le nombre de degre´s de liberte´, d’e´le´ments, de
sous-domaines, d’ite´rations pour la re´solution et l’aspect du de´coupage. Ces temps sont
re´cupe´re´s par l’interme´diaire d’un programme de´veloppe´ dans [58] qui de´crypte les donne´es
de mpip [63]. mpip est un outil permettant d’obtenir les temps passe´s dans l’exe´cution
des diffe´rentes fonctions MPI. Il est aussi possible de dissocier le type de re´solution de
la me´thode e´le´ments finis employe´e ou encore de comparer les diffe´rentes cate´gories de
proble`mes me´caniques.
Le temps de restitution TRes c’est a` dire la pe´riode qui correspond a` l’intervalle de temps
entre le lancement du calcul et l’obtention des re´sultats, se de´compose comme suit :
TRes = TCPU + Ttsf + Tatt (3.5)
ou` TCPU repre´sente le temps de calcul, et la somme du temps de transfert avec le temps
d’attente (Ttsf + Tatt) symbolise Tcom le temps de communication.
Il est souvent fait usage de l’acce´le´ration dans ce genre d’observations. Elle peut eˆtre
de´finie par un des deux rapports suivants :


URES =
T 0Res
maxin(TRes)
UCPU =
T 0CPU
maxin(TCPU)
(3.6)
ou` n de´crit le nombre de processeurs, donc de partitions, utilise´s pour le calcul et T 0
le temps mis pour exe´cuter le programme par un seul processeur employant la meˆme
me´thode de re´solution. La premie`re de´finition est d’ordre ge´ne´ral. Dans ce cadre, l’utili-
sateur s’attend a` voir le temps diminuer de fac¸on inversement proportionnelle au nombre
de processeurs utilise´s. La seconde est un peu plus fine car elle ne prend en compte que
le temps mis re´ellement a` l’exe´cution du calcul. Ces acce´le´rations sont trace´es en fonction
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du nombre de partitions et permettent d’e´valuer notre syste`me (partitonnement, me´thode
de re´solution et gestion de l’enrichissement).
Une autre ressource que nous pouvons utiliser est le temps effectif repre´sente´ comme la
somme des temps CPU : Teff =
n∑
i
T iCPU
3.3.2 Exemples
Les diffe´rents exemples suivants traitent de domaines varie´s. Dans un premier temps,
nous pre´sentons un cas de calcul simple en trois dimensions qui sert de re´fe´rence par
rapport aux autres applications puisqu’il utilise la me´thode des e´le´ments finis alors que
les autres sont destine´s a` eˆtre traite´s par la me´thode des e´le´ments finis e´tendus. Les
diffe´rents cas de calculs sont effectue´s sur des maillages compose´s d’e´le´ments triangles
line´aires pour les proble`mes en deux dimensions et d’e´le´ments te´trae`dres line´aires pour
les cas en trois dimensions.
3.3.2.1 Calcul d’un champ de tempe´ratures
Le premier de ces exemples permet, en quelque sorte, de de´finir le cas de calcul de
re´fe´rence pour les cas suivants. Il s’agit d’un cube, dont le coefficient de conduction s’e´le`ve
a` 1 W/mK, soumis a` un gradient de tempe´rature nulle sur une de ses faces et e´gale a` 200◦
K sur celle qui lui fait face. La figure 3.21 de´taille le de´coupage d’un des maillages re´guliers
utilise´s en quatre parties (ou` les e´le´ments sont des te´trae`dres regroupe´s, au niveau de la
visualisation, en cubes).
figure 3.21 – Exemple de maillage utilise´ et repre´sentation d’un partitionnement en quatre
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La figure (3.22) donne un exemple de repre´sentation de re´sultats sur deux partitions et
combine´e.
figure 3.22 – Repre´sentation du champ de tempe´rature (K).
Trois tests ont e´te´ re´alise´s pour ce proble`me conside´rant trois nombres de degre´s de liberte´
diffe´rents. En premier lieu, nous trac¸ons, figure 3.23 le temps effectif en fonction du nombre
de partitions employe´es. Il nous permet de noter qu’il est sensiblement identique pour
chaque cas de partitionnement excepte´ lors de l’utilisation d’un seul processeur.
Les acce´le´rations, pre´sente´es figure (3.24), ont globalement une pente tre`s proche de la
pente unitaire, mais au dessus de celle-ci de´finissant ainsi une sur-acce´le´ration en de´but
de trace´.
3.3.2.2 Plaque perce´e d’un trou sous tension
Les re´sultats pre´sente´s dans cette section, ont e´te´ dans de´veloppe´s dans [8].
Nous reprenons dans cet exemple le cas traite´ d’une plaque perce´e sous tension dans la
section 1.4.1.3.1 du premier chapitre concernant l’homoge´ne´isation pe´riodique. Nous utili-
sons de nouveau cet exemple afin de s’assurer, dans un premier temps, de la validite´ de la
solution globale obtenue. Le maillage utilise´ est un carre´ de 200 e´le´ments par coˆte´ maille´
de fac¸on re´gulie`re. Le proble`me contient 71293 degre´s de liberte´.
Les champs de de´placements et de contraintes obtenus sont repre´sente´s sur la figure 3.25.
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figure 3.23 – Temps effectif en fonction du nombre de partitions.
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(b) Facteur d’acce´le´ration Res.
figure 3.24 – Facteur d’acce´le´ration en fonction du nombre de partitions.
La figure 3.26 repre´sente l’e´volution des deux types d’acce´le´ration. Leur pente est glo-
balement e´quivalente a` l’unite´ jusqu’a` sept sous-domaines, puis, apparaˆıt une le´ge`re sur-
acce´le´ration. De plus la diffe´rence entre les deux types d’acce´le´ration est tre`s faible ; ce
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(a) De´placement. (b) Contrainte de Von Mises.
figure 3.25 – Champs de de´placements et de contraintes.
qui permet d’en de´duire que la communication n’alte`re pas l’extensibilite´ de la me´thode
dans ce cas.
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figure 3.26 – Facteurs d’acce´le´rations en fonction du nombre de partitions.
La figure 3.27 pre´sente les re´sultats obtenus pour les temps de calcul et effectif. A` par-
tir d’environ dix sous-domaines les deux temps atteignent un palier. Malgre´ tout, il est
important de noter sur la figure 3.28 que le nombre d’ite´rations pour converger vers la
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figure 3.27 – Temps de calcul et effectif.
solution augmente avec le nombre de sous-domaines.
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figure 3.28 – Nombre d’ ite´rations en fonction du nombre de sous-domaines.
3.3.2.3 Plaque contenant une inclusion circulaire sous tension
Les re´sultats pre´sente´s dans cette section, ont e´te´ dans de´veloppe´s dans [8].
Nous reprenons dans cet exemple le cas traite´ d’une plaque contenant une inclusion sous
tension dans la section 1.4.1.3.3 du premier chapitre concernant l’homoge´ne´isation pe´rio-
dique. Nous utilisons de nouveau cet exemple afin de s’assurer, dans un premier temps, de
la validite´ de la solution globale obtenue. Les maillage utilise´s sont des carre´s de 50 et 200
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e´le´ments par coˆte´ maille´s de fac¸on re´gulie`re. Les proble`mes contiennent respectivement
5655 et 84781 degre´s de liberte´ pour le proble`me traite´ avec l’approche X-FEM.
Les champs de de´placements et de contraintes obtenus avec le second maillage sont repre´-
sente´s sur la figure 3.29.
(a) De´placement. (b) Contrainte de Von Mises.
figure 3.29 – Champs de de´placements et de contraintes.
La figure 3.30 repre´sente l’e´volution de l’acce´le´ration pour diffe´rents cas de calcul.
Le premier, note´ 200 FEM, repre´sente le proble`me de l’inclusion traite´ avec la me´thode
des e´le´ments finis classique sur un maillage 200 x 200. Le deuxie`me est re´solu, sur le
meˆme maillage avec X-FEM et les deux derniers sur des maillage 50 x 50 avec les deux
approches. Les nombres de degre´s de liberte´ implique´s avec une re´solution par e´le´ments
finis sont tre`s proches de ceux de´finis pre´ce´demment.
Ce graphique permet de comparer les re´sultats obtenus avec les deux me´thodes avec des
maillages diffe´rents. Tout d’abord, on peut noter que les acce´le´rations sont infe´rieures a`
celles obtenues pour le cas pre´ce´dent. Ensuite, l’augmentation du nombre de degre´s de
liberte´ ame`ne a` une acce´le´ration plus importante. Enfin, les acce´le´rations avec FEM et
X-FEM sont proches.
Dans un premier temps, il aurait e´te´ possible de penser que l’enrichissement apporte´ dans
ce cas, contrairement au pre´ce´dent ou` une e´limination de noeuds et une sous-inte´gration
sont simplement effectue´es, de´te´riore le niveau d’acce´le´ration. Cependant, les re´sultats
obtenus avec FEM tendraient a` prouver que les conditions aux limites et la pre´sence de
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figure 3.30 – Facteurs d’acce´le´rations en fonction du nombre de partitions.
deux mate´riaux seraient a` l’origine de cette perte d’acce´le´ration.
Les figures 3.31 et 3.32 pre´sentent les re´sultats obtenus pour les temps de calcul et effectif
pour le maillage 200 avec X-FEM.
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figure 3.31 – Temps de calcul.
Le temps effectif, contrairement au cas pre´ce´dent, augmente avec le nombre de partitions
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employe´es.
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figure 3.32 – Temps effectif.
Identiquement au proble`me pre´ce´dent, la figure 3.33 expose l’augmentation du nombre
d’ite´rations pour converger vers la solution en fonction du nombre de sous-domaines pour
le maillage 200 avec X-FEM.
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figure 3.33 – Nombre d’ ite´rations en fonction du nombre de sous-domaines.
3.3.2.4 Domaine a` deux dimensions contenant une fissure
Les re´sultats pre´sente´s dans cette section, proviennent de proble`mes contenant diffe´-
rentes sortes de fissures a` ge´ome´trie et conditions aux limites diverses de´veloppe´s dans [58].
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Le premier de ces proble`mes traite´s concerne une plaque de forme octogonale contenant
une fissure circulaire et charge´e sur trois de ces areˆtes. Le maillage comporte 46220 noeuds.
Le second de´crit un cisaillement impose´ sur une plaque rectangulaire contenant une fis-
sure droite. Le maillage comporte 47946 noeuds. Enfin, le dernier expose un carre´ avec
une fissure droite soumis a` une traction uniaxiale avec deux conditions aux limites en
de´placement diffe´rentes. Le maillage raffine´ aux alentours de la fissure comporte 40562
noeuds. Tous ces cas sont pre´sente´s sur les figures 3.34.
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30° 45°
1 2
1
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(c) Carre´ sous tension.
figure 3.34 – Description des diffe´rents cas.
L’ensemble des figures 3.35 pre´sente les champs de de´placements solutions des diffe´rents
cas teste´s.
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Les figures (3.36 et 3.37) de´taillent les acce´le´rations obtenues pour les cas pre´sente´s au-
(a) Plaque rectangulaire sous cisaillement. (b) Octogone contenant une fissure circu-
laire sous traction.
(c) Carre´ sous tension.
figure 3.35 – Repre´sentation des de´placements.
paravant. Dans l’ensemble, les facteurs d’acce´le´ration tant au niveau du temps CPU que
celui de restitution, sont tre`s proches et globalement e´gaux a` une pente 1/2. L’introduction
d’une fissure semble abaisser la vitesse d’exe´cution du calcul mais toujours dans le meˆme
ordre de grandeur. L’approche X-FEM, dans sa version paralle`le, est extensible dans le
cas des fissures mais implique une baisse de performance de la me´thode de re´solution.
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figure 3.36 – Facteur d’acce´le´ration CPU en fonction du nombre de partitions.
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figure 3.37 – Facteur d’acce´le´ration Res en fonction du nombre de partitions.
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La courbe (3.38) permet d’e´valuer plus pre´cise´ment cette perte d’acce´le´ration. En effet, le
lecteur notera que le temps effectif augmente re´gulie`rement. Les fissures impliquent donc
un temps de calcul supple´mentaire sur chaque processeur au fur et a` mesure que le nombre
de ceux-ci implique´s dans la re´solution augmente.
Nombre de sous-domaines
Te
m
ps
 e
ffe
ct
ifs
 (s
)
0
100
200
300
400
500
600
700
800
900
1000
1100
1200
1300
1400
1500
1600
1700
1800
1 2 3 4 5 6 7 8 9 10 11 12 13 14
×•
∆
×
•
∆
×•
∆
×•
∆
×
•
∆
×
•
∆
×
•
∆
×
•
∆
×
•
∆
×
•
∆
×
•
∆
×
•
∆
×
•
∆
×•
∆
Octogone
Rectangle
Carré (bord bloqué)
Carré (coins bloqués)
•
×
∆
figure 3.38 – Temps effectif en fonction du nombre de partitions.
Figure (3.39), la variation du nombre d’ite´rations globales, sur l’ensemble du domaine,
vient apporter une confirmation sur l’augmentation des temps effectifs.
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figure 3.39 – Nombre d’ite´rations en fonction du nombre de partitions.
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3.3.2.5 Domaine a` trois dimensions contenant une fissure
Les re´sultats pre´sente´s dans cette section proviennent de proble`mes contenant diffe´-
rentes sortes de fissures a` ge´ome´trie et conditions aux limites diverses de´veloppe´s dans [58].
Le premier de ces proble`mes traite´s concerne un cube sous tension contenant une fissure
elliptique. Le maillage comporte 18240 noeuds. Le second de´crit une torsion impose´e sur
un arbre contenant deux fissures. Le maillage comporte 17102 noeuds. Enfin, le dernier
expose une poutre en I contenant, une fissure de´finissant une portion de sphe`re, soumise
a` une flexion. Le maillage comporte 17455 noeuds. Les ge´ome´tries des deux derniers cas
sont pre´sente´s en annexe D. Afin d’e´valuer l’impact de l’enrichissement, nous effectuons
aussi ces meˆmes calculs sur des domaines ne contenant pas de fissure.
La figure (3.40) de´taille les acce´le´rations obtenues pour les cas pre´sente´s auparavant avec
et sans fissure. Les cas sans fissure sont traite´s par la me´thode des e´le´ments finis clas-
sique puisqu’aucun enrichissement n’est implique´ dans la re´solution. Dans un premier
temps, nous pouvons remarquer que les re´sultats obtenus pour des domaines avec et sans
fissure sont proches. Le facteur d’acce´le´ration pour le cube est au-dessus de la pente unite´.
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figure 3.40 – Facteur d’acce´le´ration CPU en fonction du nombre de partitions.
Concernant l’arbre, les acce´le´rations sont proches de la pente unite´ jusqu’a` 8 sous-domaines,
puis atteignent un palier comme nous avons pu le constater pour un des cas de calcul im-
pliquant une inclusion. Enfin, l’exemple de la poutre implique une e´volution de l’acce´le´ra-
tion tre`s faible et repre´sente le cas le plus de´favorable. Nous pouvons, cependant, exposer
quelques remarques. E´tant donne´e la faible diffe´rence des re´sultats entre les cas avec et
sans fissure, la cause semble porter sur des conside´rations autres que celles implique´es par
l’enrichissement. Nous pouvons e´mettre l’hypothe`se que les conditions de chargement non
triviales et la forme du domaine induisant un de´coupage ine´gal (les diffe´rentes partitions
de´tenant un nombre de degre´s de liberte´ tre`s disparate) sont peu favorables a` la me´thode
de re´solution.
Dans l’ensemble, les temps effectifs, figure 3.41, augmentent re´gulie`rement en fonction du
nombre de sous-domaines.
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(a) Cube sous tension.
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figure 3.41 – Temps effectif pour les trois cas.
Figure (3.42), la variation du nombre d’ite´rations globales du syste`me a` re´soudre, sur
l’ensemble du domaine, vient apporter une confirmation sur l’augmentation des temps
effectifs.
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figure 3.42 – Nombre d’ite´rations en fonction du nombre de partitions.
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Conclusion
Nous avons, par le biais de ces diffe´rentes applications, expose´ la re´alisation de calculs
paralle`les avec l’approche X-FEM en proposant une strate´gie permettant la gestion de
l’enrichissement sur plusieurs domaines. Nous avons tente´ d’e´valuer les possibilite´s de la
me´thode en traitant divers domaines (trous, inclusions, fissures). Dans un second temps
une analyse en temps a e´te´ de´veloppe´e afin d’estimer l’efficacite´ de l’approche. Pour les
proble`mes comprenant des vides, la me´thode posse`de une acce´le´ration line´aire. Pour les
domaines a` deux dimensions impliquant inclusion et fissure, elle propose des acce´le´rations
de l’ordre de 1/2. Enfin, suivant les cas de chargement et les formes de domaines impli-
que´es, les cas en trois dimensions avec fissure(s) apportent des re´sultats qui peuvent eˆtre
tre`s diffe´rents. D’emble´e, on peut noter que l’enrichissement n’est pas la cause principale
de ces variations du niveau d’acce´le´ration puisque les cas re´solus avec une me´thode par
e´le´ments finis classique entraˆınent les meˆmes re´sultats. Ces diffe´rences semblent dues aux
conditions aux limites en de´placement ou en chargement ainsi qu’au de´coupage ine´gal
engendre´ par des formes de domaine complexes.
De plus, il pourrait eˆtre inte´ressant d’utiliser une autre me´thode de re´solution. Nous avons
employe´ une me´thode de re´solution ge´ne´raliste du gradient conjugue´. Il peut eˆtre envisage´
de re´soudre ces cas avec des approches de type Schur duale.
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Conclusion
Les travaux pre´sente´s ont aborde´ diffe´rents domaines de calcul impliquant plusieurs
e´chelles ou domaines.
Dans un premier temps, nous avons apporte´ une alternative aux proble`mes impliquant
des ge´ome´tries complexes ou ale´atoires dans le cadre de l’homoge´ne´isation pe´riodique en
s’assurant de l’efficacite´, en terme de convergence, de l’approche X-FEM avec la fonc-
tion d’enrichissement F 2 employe´e pour repre´senter au mieux le saut de de´formation au
sein des e´le´ments. Les applications traite´es nous ont permis de confronter notre approche
aux approches utilisant la me´thode des e´le´ments finis pour re´soudre ces proble`mes micro-
me´caniques.
Ensuite, nous avons mis en place une me´thode capable de prendre en compte l’influence
d’un de´tail sur une structure de grande envergure graˆce a` une approche a` deux e´chelles
en re´solvant le proble`me microscopique a` l’aide de la me´thode des e´le´ments finis e´tendus.
Par le biais des exemples expose´s, nous avons e´value´ l’efficacite´ de la me´thode par rap-
port a` une re´solution base´e sur un maillage fin de la structure ainsi que par rapport a`
une solution exacte pour les proble`mes impliquant une plaque perce´e ou contenant une
inclusion.
De plus, nous avons mis en e´vidence l’importance des parame`tres de´finissant la zone
d’e´tude du de´tail ainsi que la pre´ponde´rance du contraste mate´riau au sein de la plaque
(vide-matie`re, mate´riau A - mate´riau B) sur les erreurs commises par rapport aux solu-
tions exactes.
Enfin, nous nous sommes attache´s a` de´velopper une strate´gie permettant de ge´rer l’enri-
chissement apporte´ par X-FEM sur un ensemble de sous-maillages dans le but de re´soudre
des proble`mes sur multi-domaines sur une machine paralle`le avec cette approche. Nous
avons, par le biais d’exemples, expose´ la capacite´ de cette me´thode a` traiter des proble`mes
varie´s tels que l’e´tude de structures comprenant vides, inclusions et fissures.
Une e´valuation des diffe´rents parame`tres temporels effectue´e a permis de caracte´riser l’ef-
ficacite´ de la me´thode globale (type de partitionnement + type de re´solution + gestion
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de l’enrichissement lie´ a` l’approche X-FEM). Pour certains de ces cas, celle-ci a permis de
mettre en e´vidence les aspects de la me´thode a` ame´liorer.
A` ce stade, de nombreuses perspectives peuvent eˆtre envisage´es.
Concernant le premier chapitre, nous avons utilise´ des fonctions analytiques permettant
de de´finir les fonctions de niveau. Afin de simplifier leur construction, un outil permettant
le transfert de fichiers CAD ou d’images de scanner en fonctions de niveau pourrait eˆtre
de´veloppe´.
Une premie`re perspective directe dans la mise en oeuvre de l’approche a` deux e´chelles se-
rait de de´velopper un outil permettant le maillage automatique de la zone microscopique
a` partir de la zone macroscopique se´lectionne´e.
Ensuite, l’approche a permis d’e´tudier des de´tails se situant loin des bords de la structure.
Tout en apportant une nouvelle analyse sur les conditions limites, nous pourrions traiter
des types de de´tails diffe´rents tels que des conge´s ou des rainures.
Il serait aussi possible d’envisager d’autres conditions aux limites au bord de la zone
microscopique comme l’utilisation de multiplicateurs de Lagrange permettant une liason
plus souple a` l’interface des deux maillages utilise´s admettant un variation du champ mi-
croscopique au bord de la zone d’e´tude locale.
A` partir de l’e´tude de la taille du domaine microscopique, il pourrait eˆtre envisage´ de
de´finir un parame`tre capable de de´finir la taille optimale de ce domaine pour diminuer
le nombre d’e´le´ments microscopiques implique´s dans la re´solution tout en assurant une
taille suffisante induisant une faible erreur sur l’e´nergie calcule´e du syste`me. Enfin, cette
e´tude pourrait s’accompagner d’estimateurs d’erreurs capables d’apporter une informa-
tion comple´mentaire a` la solution obtenue afin de de´terminer un intervalle caracte´risant
une re´ponse au proble`me pose´ (borne infe´rieure et supe´rieure de l’erreur).
Ces perspectives pourront faire l’objet de travaux ulte´rieurs.
Enfin, dans le cadre des calculs paralle`les, il serait inte´ressant d’utiliser des solveurs et
pre´conditionneurs diffe´rents afin de voir si le niveau d’acce´le´ration peut eˆtre augmente´.
Il serait aussi possible d’envisager l’utilisation de la me´thode FETI pour les calculs traite´s
dans ce chapitre.
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A
Tri se´quentiel des entite´s
dans le cas de trous et
d’inclusions
En pratique, pour effectuer le tri tout en respectant les conditions cite´es dans le chapitre
3, la manie`re de proce´der pour le tri (cf. algorithme 1) est la suivante : tous les e´le´ments
du maillage sont d’abord classe´s, puis, en fonction de ce pre´-classement, les entite´s du
maillage sont effectivement trie´es.
138 Annexe A. Tri se´quentiel des entite´s dans le cas de trous et d’inclusions
Pour ∀E ∈M faire
Si (min
∀n∈E
(ls(n)) > 0) Alors
rien
Sinon
Si (max
∀n∈E
(ls(n)) 6 0) Alors
E ∈ in
Sinon
E ∈ in, E ∈ boundary, E ∈ boundary strict
Fin Si
Fin Si
Fin Pour
Pour ∀ e ∈ M faire
on re´cupe`re son support Se
Pour ∀E ∈ Se faire
Si (E ∈ in) Alors
in test = vrai
Sinon
out test = vrai
Fin Si
Si (E ∈ boundary) Alors
boundary test = vrai
Fin Si
Fin Pour
Si (in test = vrai) Alors
e ∈ in
Sinon
e ∈ out
Fin Si
Si (boundary test = vrai ou (in test = vrai et out test = vrai)) Alors
e ∈ boundary
Fin Si
Si (boundary test = vrai) Alors
e ∈ boundary strict
Fin Si
Fin Pour
Algorithme 1: Classement se´quentiel des entite´s pour les trous et inclusions
B
Tri se´quentiel des entite´s
dans le cas de fissures
La fac¸on de de´finir les diffe´rents ensembles est plus complexe que pour le cas des trous
et des inclusions et peut eˆtre qualifie´e de ”topologique”. D’un point de vue ge´ne´ral, il existe
un certain nombre de fonctions prenant comme donne´e le maillage primaire ou secondaire
(cf chapitre 3) qui vont permettre de trier la totalite´ des entite´s du maillage en de´finis-
sant les ensembles de´crits pre´ce´demment. L’algorithme 2 suivant de´crit succinctement la
proce´dure.
140 Annexe B. Tri se´quentiel des entite´s dans le cas de fissure
Proce´dure Classification(maillage primaire, maillage secondaire)
Proce´dure Cre´ation de touched by crack(maillage primaire)
test sur level set ;
Retourner touched by crack ;
Fin
Proce´dure Cre´ation de touched by front(maillage secondaire)
test sur level set ;
Retourner touched by front ;
Fin
Proce´dure Cre´ation cut by crack(maillage primaire)
test sur level set ;
Retourner touched by crack ;
Fin
Proce´dure Cre´ation cut by crack to delete(maillage primaire)
test sur level set ;
Retourner cut by crack to delete ;
Fin
Proce´dure Cre´ation cut thru by crack(cut by crack to delete, cut by crack)
cut thru by crack = cut by crack - cut by crack to delete ;
Retourner cut thru by crack ;
Fin
Proce´dure Cre´ation integrate(touched by front)
connected = entite´s connecte´es a` celles de touched by front ;
integrate = touched by front + connected ;
Retourner integrate ;
Fin
Fin
Algorithme 2: Classement se´quentiel des entite´s dans le cas de fissure
C
Tri paralle`le des entite´s dans
le cas de trous et d’inclusions
L’algorithme suivant de´crit les diffe´rentes e´tapes de l’e´change : pre´-e´change, e´change
et actualisation.
142 Annexe C. Tri paralle`le des entite´s dans le cas de trous et d’inclusions
pre´-e´change, initialisation des maps :
Pour ∀E ∈M faire
Si (min
∀n∈E
(ls(n)) > 0) Alors
rien
Sinon
Si (max
∀n∈E
(ls(n)) 6 0) Alors
E ∈ in
Sinon
E ∈ in, E ∈ boundary, E ∈ boundary strict
Fin Si
Fin Si
Fin Pour
Pour ∀ map faire
Pour ∀ e faire
map[e] = faux
Fin Pour
Fin Pour
Pour ∀ e ∈ M faire
on re´cupe`re son support Se
Pour ∀E ∈ Se faire
Si (E ∈ in) Alors
mapin[e] = vrai
Sinon
mapout[e] = vrai
Fin Si
Si (E ∈ boundary) Alors
mapboundary [e] = vrai
Fin Si
Fin Pour
Fin Pour
143
e´change :
Pour ∀ map faire
Proce´dure Echange(map)
Pour ∀ e ∈ l’interface faire
e´change de map[e]
Fin Pour
Fin
Fin Pour
actualisation :
Pour ∀ map faire
Si (mapin[e] = vrai) Alors
e ∈ in
Sinon
e ∈ out
Fin Si
Si (mapboundary[e] = vrai ou (mapin[e] = vrai et mapout[e] = vrai)) Alors
e ∈ boundary
Fin Si
Si (mapboundary−strict[e] = vrai) Alors
e ∈ boundary strict
Fin Si
Fin Pour
144 Annexe C. Tri paralle`le des entite´s dans le cas de trous et d’inclusions
D
De´finitions des cas 3d
contenant une fissure
Cette annexe de´crit les ge´ome´tries utilise´es pour la poutre en flexion et l’arbre en
torsion.
146 Annexe D. De´finitions des cas 3d contenant une fissure
figure D.1 – De´finition de la ge´ome´trie de l’arbre en torsion contenant deux fissures.
147
figure D.2 – De´finition de la ge´ome´trie de la poutre en flexion contenant une fissure.
