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We propose a novel quantum algorithm for the general approximate simulation of Galton machines
with polynomial depth in terms of the number of qubits and with bounded error, obtaining exponen-
tial quantum advantage over the corresponding classical algorithm. This work enables the efficient
preparation of input distributions, which is particularly important in quantum algorithms for tasks
ranging from option pricing to machine learning. To this end, we prove that the proposed procedure
may be directly used to efficiently load normal distributions into quantum registers. Moreover, to the
best of our knowledge, our work is the first to leverage the power of Mid-Circuit Measurement and
Reuse (MCMR) technology in a way that is broadly applicable to a range of state-preparation prob-
lems, including those relating to finance. Specifically, our algorithm employs a repeat-until-success
scheme, and only requires a constant-bounded number of repetitions in expectation. Furthermore,
the algorithm is provably resistant to both phase-flip and bit-flip errors, leading to a first-of-its-kind
empirical demonstration on a real quantum computer, the MCMR-enabled Honeywell System Model
H0.
I. INTRODUCTION
A wide range of quantum algorithms, such as
those for amplitude estimation [1], option pric-
ing [2], principal-component analysis [3], matrix in-
version [4], and machine learning [5], all offer the po-
tential for quantum advantage so long as their initial
distributions may be generated without introducing
computational bottlenecks. However, constructing
an arbitrary quantum state necessitates exponential-
depth circuits [6]. As a result, any efficient technique
must either be approximate in nature, or exploit in-
formation specific to the distribution being gener-
ated.
Moreover, as described by John Preskill in 2018,
the quantum computers of the foreseeable future be-
long to the class of Noisy Intermediate-Scale Quan-
tum (NISQ) hardware, characterized by small qubit
counts, limited two-qubit gate fidelity, and short co-
herence times [7]. As a result, for an algorithm to
offer quantum advantage in the near future, it is
even more important that state-generation proce-
dures use as few resources as possible (in terms of
both circuit depth and number of required ancillary
qubits), and produce high-fidelity states even in the
presence of low gate execution fidelity.
A. Techniques for Approximate Distribution
Generation
Initially proposed by Lloyd and Weedbrook in
2018 for the purpose of generating quantum states,
quantum generative adversarial networks (QGANs)
employ two agents: a generator and a discrimina-
tor [3]. The generator is tasked with producing
the desired distribution, which is then evaluated by
the discriminator. For a survey of classical genera-
tive adversarial networks (GANs), see [8]. Numer-
ous papers have since built upon Lloyd and Weed-
brook’s work, demonstrating QGANs on real quan-
tum processors, and extending QGANs for both
classical sampling as well as for loading coherent
quantum states [9, 10]. Similarly, it is conceiv-
able that algorithms originally proposed for quan-
tum variational minimization, such as the Varia-
tional Quantum Eigensolver (VQE) [11], ADAPT-
VQE [12] and Evolutionary VQE (EVQE) [13], could
also be used to produce distributions by substitut-
ing the expectation-value-based cost function with
one measuring the cross-entropy of the output and
target distributions. It may also be possible to use
these variational algorithms to load a distribution
generating a given a data set by defining the cost
function as the difference of squares between the in-
put samples and the corresponding measured prob-
abilities. However, as such a procedure relies on ob-
taining precise measurements of specific state ampli-
tudes, it would have exponential complexity, at best,
scaling as O(√N) thereby still allowing polynomial
quantum advantage (noting the intrinsic challenges
in providing rigorous error-bounds and asymptotic
scaling proofs for variational algorithms).
In the creation of exact distributions, or those
motivated analytically, a wide range of approaches
have been explored. In 2002, Grover and Rudolph
published a procedure for generating efficiently in-
tegrable (e.g., log-concave) probability-density func-
tions [14]. While there are some conflicting opin-
ions regarding the theoretical asymptotic efficiency
of the described procedure (see Refs. [1, 15]), all
agree that this work does not offer an approach that
is efficiently realizable in practice on extant NISQ
hardware. In 2009, Kitaev and Webb built upon
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2the aforementioned work by Grover and Rudolph,
describing a method of generating multivariate nor-
mal distributions through a procedure called resam-
pling [16]. Resampling is similar to the qubit-scaling
procedure we will present in this paper, but differs
in a fundamental way that causes their approach to
rapidly accumulate error. Moreover, it only allows
for the creation of Gaussian distributions with small
variances, whereas our approach has no such lim-
itation. It should also be observed that their ap-
proach requires the use of multiple ancillary qubits,
while our algorithm only requires the use of one an-
cilla. In 2018, Ha¨ner et al. presented a number of
quantum circuits with polynomial depth implement-
ing commonly encountered functions through piece-
wise polynomial approximations [17]. Nevertheless,
as stated in Ref. [1], this approach comes with a sig-
nificant overhead in both required ancillary qubits,
and resulting circuit depths. Moreover, we do not
expect this approach to efficiently implement a range
of functions, such as the exponential function (and
thus normal distributions), as the piece-wise polyno-
mial approach would require an infeasible number of
pieces to create accurate models on near-term hard-
ware.
Furthermore, non-unitary transformations may be
exploited to enable distributions to be obtained more
efficiently [18, 19]. There are two ways to imple-
ment non-unitary transformations that we are aware
of, (1) scaling to higher dimensional spaces through
the use of ancillary qubits (as is done in [17]), and
(2) introducing non-linearities by performing partial
measurements throughout the coherent execution of
a circuit. The use of an asymptotic number of ancil-
lary qubits is not desirable for the purpose of intro-
ducing non-unitary transformations, as qubit counts
are limited in the NISQ era. As such, we believe
it is preferable to use mid-circuit partial measure-
ments, called Mid-Circuit Measurement and Reuse
(MCMR), for this purpose. In particular, in the con-
text of this work, the MCMR-free approach requires
a number of ancillas that scales asymptotically in the
variance of the target distribution being generated.
As a result, the MCMR-based solution we propose in
this paper uses 2× fewer total qubits and 6× fewer
ancillary qubits than its MCMR-free counterpart,
thereby making it a more usable state-preparation
procedure in NISQ era.
B. Novel Contributions of This Paper
In summary, this work offers five primary contri-
butions.
1. A novel algorithm for both the exact and ap-
proximate simulation of Galton machines, the
FIG. 1: Galton Machine Visualization. Visual
demonstration of a Galton machine generating a
normal distribution. Figure adapted from Option
Pricing and Volatility, by Sheldon Natenberg [20].
latter of which runs with O(n2) circuit depth,
with n being the number of qubits in the out-
put quantum register.
2. The efficient generation of normal distribu-
tions in quantum registers, with the only
source of error (from the central limit theorem
approximation) vanishing exponentially in the
number of qubits.
3. The first widely applicable state-preparation
algorithm to either utilize, or be demonstrated
utilizing MCMR technology on real hardware.
Specifically, the algorithm uses a repeat-until-
success scheme combined with MCMR, with a
constant-bounded expected rate of success.
4. Theoretical error detection and mitigation us-
ing only one ancillary qubit, validated by ex-
periments on real quantum hardware.
5. A demonstration of the potential of the
MCMR technology to enable existing qubit
resources to be used asymptotically more ef-
ficiently in the introduction of non-unitary
transformations. This property is particu-
larly important when working on today’s NISQ
computers.
II. THE ALGORITHM
Our algorithm receives as its input three parame-
ters, µˆ, σˆ2 and l, where µˆ and σˆ2 specify the normal
3distribution N (µˆ, σˆ2), and l gives the width of the
interval under consideration such that the domain
is given by [µ − l2 , µ + l2 ]. The algorithm aims to
produce a quantum state |ψ〉 such that,
| 〈x|ψ〉|2 = 1√
2piσˆ2
∫ x+∆x
x
exp
[
− (x
′ − µˆ)2
2σˆ2
]
dx′,
where for an n-qubit system, ∆x = l/N , with N =
2n. As quantum computers operate on discrete state
spaces, we will label the set of N basis states with
{|x〉}x. Moreover, we will assume that µ and σ2 are
in units corresponding to the integer-valued basis
states, while µˆ and σˆ2 are in units corresponding to
the input domain. As such, a conversion between
the two conventions may be computed as,
µˆ =
l
N
µ, σˆ2 =
l2
N2
σ2.
Now that the necessary notation has been in-
troduced, we will provide the intuition motivating
the state generating algorithm. According to the
de MoivreLaplace theorem, a binomial distribution
B(t, p) converges to a normal distribution with mean
tp and standard deviation
√
tp(1− p) as t → ∞.
This property is exploited by Galton machines, such
as the one shown in Figure 1, to generate normal
distributions by dropping balls through a sequence
of rows, where in each row the falling ball may have
its position shifted by either one bin to the left, or
one bin to the right. As a result, the transition dy-
namics of a single row in a Galton machine may be
described by the transition matrix H defined as (up
to a normalization factor)
H |x〉 = |x− 1〉+ |x+ 1〉 . (1)
It is worth noting that the quality of the approxima-
tion of the normal distribution produced by a Galton
machine improves as more balls are dropped through
the system. However, in the quantum approach we
describe, by virtue of maintaining a superposition of
states representing various “bins”, we are simulating
an infinite number of balls falling through the sys-
tem, and so we avoid this type of error entirely. As a
result, combined with the exponential growth in the
number of bins in terms of the number of qubits, the
distributions we produce are indistinguishable from
the target normal distributions (i.e. our only source
of error is that incurred by the central limit theorem
approximation, and the central limit theorem error
vanishes exponentially in the number of qubits, and
so our approximation rapidly becomes exact).
Intuitively then, applying Ht to some initial state
produces a normal distribution (on the amplitudes)
equivalent to that produced by a Galton machine
with t rows. As such, the mean of the produced
distribution is given by µ = t2 , while the standard
deviation is given by σ = 12
√
t. Note that if we wish
to obtain a given variance in the probability distribu-
tion rather than in the amplitudes, by property of a
normal distribution, we may simply produce 2× the
desired probability variance as the amplitude vari-
ance. Throughout the remainder of this document,
unless we explicitly state otherwise (e.g. by writing
a probability mass function explicitly), we assume
that our distributions are in terms of the amplitudes
of quantum states rather than their probabilities.
Then, we may compute the number of applications
of H required to obtain a normal distribution with
variance corresponding to σˆ2 as follows,
σˆ2 =
l2
N2
σ2 =
l2
4N2
t,
=⇒ t = 4N
2
l2
σˆ2. (2)
Equation 2 may appear to suggest that to obtain
a distribution on n qubits corresponding to a vari-
ance σˆ2, a number of applications of H scaling with
O(22n) would be required. This would be problem-
atic, as even if each individual application ofH could
be implemented in polynomial depth (which as we
later show, it can) the overall circuit would necessi-
tate exponential depth in general. Fortunately, as we
show in Appendix A 3, it is possible to avoid this ex-
ponential blowup by loading a low-resolution version
of the distribution on some small constant number of
qubits to get the overall “shape” of the distribution,
and then by iteratively adding a qubit to transfer
the distribution onto a state-space of twice the size
(with the mapping |x〉 → |2x〉 + |2x+ 1〉, ensuring
that adjacent states in the new Hilbert space share
the amplitude of the state in the previous Hilbert
space) and applying a polynomial number of correc-
tion iterations. The mapping |x〉 → |2x〉 + |2x+ 1〉
may be performed withO(1) gates, simply by adding
a qubit initialized in the state |+〉 as the least-
significant qubit. Moreover, the correction iterations
may simply be implemented by applying H without
any modifications. While this again directly follows
from the central limit theorem, some care must be
taken in balancing the number of iterations ofH that
are applied at each qubit count in order to obtain the
user-specified variance. The correctness of this pro-
cedure, as well as well as the analysis of the variance
as a function of the number of correction iterations,
is provided in Appendix A 3. Furthermore, the error
in this qubit-scaling approximation may be entirely
corrected, meaning that no additional error is intro-
duced by this optimization. This procedure is actu-
4ally rather general, and we expect it to be applica-
ble to generating any distributions satisfying certain
properties, namely those for which it is possible to
efficiently perform correction iterations. Character-
izing these families of distributions in greater detail
will be a subject of future discussion.
As just mentioned, to ensure the efficiency of this
procedure, it is essential that H be implementable
with a polynomial depth circuit. We have explored a
number of approaches to do so which may be broken
into to two high-level categories, MCMR-based ap-
proaches and MCMR-free approaches. The MCMR-
based approach requires only a single ancillary qubit
to produce the desired distribution at the cost of
requiring a constant-bounded number of expected
circuit evaluations, as proven in Appendix A 5. The
circuit for the MCMR-based approach is derived and
presented in Section II A. The MCMR-free approach
requires a number of ancilla qubits scaling linearly
in the number of applications of H required. This
approach is also briefly discussed in Section II A.
Additionally, all approaches require the implemen-
tation of an adder-plus-one gate, which can be im-
plemented either with additional ancillary qubits, or
with no additional ancillary qubits. When not us-
ing ancillary qubits, the adder-plus-one gate may be
implemented in Fourier space (requiring a QFT at
the start of the overall circuit, and an inverse-QFT
at the end) resulting in O(n) CX gates per applica-
tion of H. Alternatively, without additional ancillas,
the adder-plus-one gate may be implemented with
O(n2) CX gates per application ofH. As a result, we
use the QFT adder approach throughout this doc-
ument, resulting in a circuit depth of O(n2 + nt),
which due to the qubit-scaling procedure already dis-
cussed is bounded by O(n2). Alternatively, if O(n)
ancilla qubits are allowed, each adder may be imple-
mented in O(n) CX gates, without the need to enter
the Fourier basis, however, this does not change the
algorithm’s asymptotic scaling.
Finally, the primary variant of the algorithm, the
MCMR-based approach, has provable resistance to
hardware errors by virtue of the formulation of H.
This property is discussed in detail in Appendix A 4,
and follows from the probability of the ancilla qubit
collapsing to the |1〉 state in each application of H.
The cancellation property of the |1〉 ancilla state is
discussed in greater depth in Sections II A, II A 1,
and Appendix A 5. In summary, the |0〉 and |1〉 an-
cilla states are used to produce a non-unitary trans-
formation in the main register. When the |0〉 ancilla
state is measured, it is known that the operation
was applied successfully. When the ancilla is mea-
sured in the |1〉 state, it is known that the operation
was not applied successfully, and so the result is dis-
carded. Of essence to the efficiency of this procedure
is that the probability of measuring the |1〉 state de-
cays exponentially in the number of iterations ap-
plied. The amplitudes produced on the |1〉 state
cancel near-optimally, and so if any hardware errors
occur, with limited exceptions, they can reduce the
destructive interference, thus increasing the proba-
bility of measuring the ancilla in the |1〉 state, and
thereby increasing the probability of discarding the
error-affected execution. This discussion is treated
more rigorously in the aforementioned appendix en-
try.
It is worth briefly mentioning that we explored
another variant of the algorithm simulating eHt in-
stead of Ht to obtain the desired normal distribu-
tion. This approach will be discussed in an update
to this paper, but in summary, it utilizes Imaginary
Time Evolution (ITE) to simulate eHt, as proposed
by McArdle et al. in 2019 [21].
All together, we have shown how to generate
a normal distribution with an arbitrary variance
(within the boundary conditions) on a quantum reg-
ister with sub-linear expected circuit executions and
with a polynomial circuit depth, all with provable
resistance to hardware noise.
A. Implementing H as a Quantum Circuit with
Mid-Circuit Measurement and Reuse (MCMR)
In order to make the implementation of H as a
quantum circuit more straight forward, we will re-
define the transition matrix. Instead of performing
the transformation H |x〉 = |x− 1〉+ |x+ 1〉, we will
now perform the mapping H |x〉 = |x〉 + |x+ 1〉. In
so doing, we must pay additional attention to en-
sure that the mean of the generated distribution is
configured correctly, and in exchange, we reduce the
complexity of certain sections of the analysis. First,
observe that this transition matrix still generates a
normal distribution in the same way as the first ma-
trix, only that instead of alternating between zero
amplitude even and odd states with each applica-
tion of H, all states are utilized without the need for
the input state to contain a superposition of adja-
cent states (or without the need of additional ancil-
lary qubits). We will now define an addition oper-
ator, A+1n+1, where the subscript indicates the con-
trol qubit, and the superscript indicates the quan-
tity added to each state in the first n-qubit regis-
ter. For example, A+1n+1 |x〉 |1〉 = |x+ 1〉 |1〉, and
A+1n+1 |x〉 |0〉 = |x〉 |0〉. We then derive the quantum
circuit as follows. First we apply a Hadamard gate
on the ancilla qubit,
I⊗n ⊗H |x〉 |0〉 = |x〉 (|0〉+ |1〉).
5Then we apply the +1 gate on the main register,
controlled on the ancilla,
A+1n+1 |x〉 (|0〉+ |1〉) = |x, 0〉+ |x+ 1, 1〉 .
Finally, we apply another Hadamard gate on the an-
cilla,
I⊗n ⊗H(|x, 0〉+ |x+ 1, 1〉)
= |x, 0〉+ |x, 1〉+ |x+ 1, 0〉 − |x+ 1, 1〉
= (|x〉+ |x+ 1〉) |0〉+ (|x〉 − |x+ 1〉) |1〉 .
We see that upon measuring the ancilla qubit in the
|0〉 state, the main register will contain the state
|x〉 + |x+ 1〉 as desired. However, if we measure
the ancilla in the |1〉 state, the main register will be
found in the incorrect state |x〉 − |x+ 1〉. Initially,
methods for correcting this error were explored, how-
ever, we realized that |x〉−|x+ 1〉 actually represents
a pattern of destructive interference that exponen-
tially approaches net zero amplitude as a function
of the number of iterations applied. As a result, a
single iteration of the circuit implementation of H
may be produced by following the procedure just
described, and by measuring the ancilla qubit, con-
tinuing if the desirable ancilla state is measured,
and terminating execution if the undesirable state
is measured. As will be proved shortly, this proce-
dure requires an increase in the expected number of
circuit evaluations growing sub-linearly in the num-
ber of iterations performed, and therefore results in a
polynomially bounded total number of circuit execu-
tions for the algorithm as a whole. These claims are
motivated in Section II A 1, and proven in the Ap-
pendix. In contrast, in the MCMR-free approach,
as the single ancilla is not reused subsequently to
being measured, a new ancilla qubit must be added
for each application of H. Each ancilla may be mea-
sured at the end of the application of H, or by the
principle of deferred measurement, all added ancil-
las may be simultaneously measured at the end of
the circuit’s execution. A more detailed explanation
of the MCMR-free approaches, as well as an asymp-
totic analysis of the number of required trials, will
be provided in a future version of this document.
1. Ancilla |1〉 State Cancellation Analysis
The implementation of H just described relies
upon performing a partial measurement on the state,
(|x〉+ |x+ 1〉) |0〉+ (|x〉 − |x+ 1〉) |1〉. If the ancilla
is measured in the |0〉 state, the desired transfor-
mation yielding |x〉 + |x+ 1〉 has been obtained in
the main register. If the ancilla is measured in the
|1〉 state, the undesired state of |x〉 − |x+ 1〉 is ob-
tained. We claim, and prove in Appendix A 5, that
FIG. 2: Amplitude Cancellation
Demonstration. This figure demonstrates the
interference pattern produced when an initial
distribution f(x) is mapped to f(x)− f(x+ 1) at
various qubit counts.
the probability of measuring the |1〉 ancillary state
rapidly vanishes as a function of the number of ap-
plications of H performed, and that as a result, we
only need to repeat the algorithm’s execution a num-
ber of times sub-linear in the number of applications
of H (and in the case of qubit scaling approach, a
constant-bounded number of times). To understand
this, it may be more clear to understand an equiv-
alent statement. Given a distribution on n qubits
obtained by computing Ht, with t computed taking
into account n and the input variance, the behavior
of the mapping |x〉 → |x〉 − |x+ 1〉 may be simi-
larly expressed in terms of functions of the ampli-
tudes as f(x)→ f(x)− f(x+ ∆x), where ∆x = l2n .
As such, given a fixed variance σˆ2, as we increase
the number of qubits, we are exponentially decreas-
ing the relative shift between distributions f(x) and
−f(x + ∆x), and so the two distributions rapidly
approach f(x) and −f(x), meaning that the inter-
ference pattern on the |1〉 ancilla state exponentially
approaches complete destructive interference as the
number of qubits increase. Indeed, in Appendix A 6
we have shown that this cancellation property holds
for any continuous function f . This principle is
clearly illustrated in Figure 2, where the interfer-
ence pattern produced rapidly approaches complete
destructive interference as the number of qubits in-
6|x〉n : +1
ancilla→ |0〉 : H • H
c :
FIG. 3: Quantum circuit implementation of H,
with the definition H |x〉 = |x〉+ |x+ 1〉 (up to a
normalization factor). Note that circuit execution
only proceeds if the ancilla is measured in the |1〉
state.
crease up to 8.
2. Quantum Circuit Implementation of H
Again, the mapping we wish to perform is given
by H |x〉 = |x〉+ |x+ 1〉. To perform such mapping,
we will use four components the QFT, the (Fourier
space) adder gate, the Hadamard gate, and the mid
circuit measurement and reuse. Assuming we are in
the Fourier space, (i.e. a QFT has already been per-
formed previously in the circuit), H is implemented
as shown in Figure 3. As the adder gate may be
implemented with O(n) two-qubit gates and depth,
one iteration according to H is also implemented in
linear depth and with linear two-qubit gates. The
adder gate and its quantum circuit, along with the
corresponding controlled adder gate, is presented in
Appendix A 1 and Appendix A 2.
B. Algorithm Quantum Circuit
Implementation
We first present a basic circuit used to implement
Ht, proceed to give the implementation of the full
quantum circuit, including the qubit scaling proce-
dure. The naive circuit (which is used for the exact
simulation of Galton machines) uses two quantum
registers: one with n = nm qubits for the output
and the other 1-qubit register as the ancilla. The
two registers are initialized in joint state |0〉n+1. We
then apply QFT on the n-qubit register to bring the
quantum register into Fourier space. Subsequently,
we apply H which consists of a Hadamard gate on
the ancilla qubit, followed by a controlled +1 gate
(A+1j ) controlled on the ancilla and a measurement
on the ancilla. The application of H is repeated t
times, with the value of t given by Equation 2. In
the end, we apply an inverse-QFT on the output
register to go back to the real space. The success
of the circuit depends on the measurement results
on the ancilla qubit. We repeat the circuit until all
measurement results come out as 0.
As discussed at the beginning of Section II,
the naive implementation without qubit scaling de-
scribed above would require exponential number of
H applications, which renders the algorithm ineffi-
cient. To address this issue, we use a qubit scaling
scheme which significantly reduces the circuit depth
with only nominal sacrifices in accuracy. The circuit
is illustrated in Figure 4. We start with a small, con-
stant, number of qubits n1, and apply H t1 times to
get close to the desired variance of the distribution.
Then we add one qubit to the least significant end in
the sate |+〉, and apply H t2 times. We repeat the
process of adding qubits and applying H untill we
reach the desired number of qubits nm. The values
of t1, t2, . . . , tm are determined by the scaled vari-
ance σˆ2 of the distribution, the formulas of which are
given in Appendix A 3. Note that the total number
of applications of H, i.e. ∑mr=1 tr scales as O(nm),
as discussed at the beginning of Section II, and in
Appendix A 3.
To avoid going back and forth between the real
space and the Fourier space when increasing the
number of qubits, we perform QFT on the entire nm
qubit register and inverse-QFT at the very end. Ac-
cordingly, the controlled +1 gates in the r-th stage
with nr qubits would be changed to a controlled
+2m−r gate on the nm qubit register. Note that
this still amounts to nr controlled-U1 operations in
the controlled adder gate, as U1 gates with angles
that are multiples of 2pi amount to the identity gate.
In the case where the mean of the outcome dis-
tribution needs to be adjusted, an additional adder
gate +x0 may be added on the nm-qubit register in
the Fourier space, as shown in Figure 4.
III. EXPERIMENTAL DEMONSTRATIONS
In this section, we present and analyze the results
from running the MCMR version of the algorithm on
the Honeywell System Model H0 [22]. In this exper-
iment, we use an initial qubit count of n1 = 2, with
a total of 3 qubit scaling stages leading up to a final
qubit count of n3 = 4, and one additional ancillary
qubit, resulting in a total of 5 utilized qubits. H
was applied two times at each qubit count, meaning
that t1 = t2 = t3 = 2. We used the optimized ver-
sion of algorithm, as presented in Section II B. The
resulting circuit had 75 U1 gates, 60 CX gates, 22
U2 gates, and 10 measurements. Figure 5 shows all
of the samples that are obtained after discarding all
trials in which the ancilla was, at any point, mea-
sured in the |1〉 state. The average probability of
experimentally measuring the ancilla in the |1〉 state
7repeat t1 times repeat t2 times repeat tm times
|+〉m−1 ⇒q1 :
QFT +x0 +2m−1 +2m−2 . . . +20 QFT† ⇒ |ψ〉nm
|0〉n1 ⇒ q2 :
. . .
ancilla : H • Ry •
. . .
H •
c :
c1 c2 ct

FIG. 4: Quantum circuit implementing the quantum Galton machine with qubit scaling.
after each iteration is compared against the theoret-
ically predicted value in Figure 6.
A total of 2500 samples were taken in this experi-
ment, among which 532 occurred with all of the an-
cillary measurements yielding the |0〉 state. This cor-
responds to a post-selection rate of 21.28%. In con-
trast, theoretical calculations indicate that perform-
ing this experiment in noiseless simulation would re-
sult a post-selection rate of ≈ 31.86%. Thus, there is
approximately a 10% deviation from the theoretical
prediction and the experimental observations. To
better understand this deviation, we will first dis-
cuss the data as they are presented in Figure 6. In
Figure 6, the y-axis shows the selection rate at the
measurement of the tth application of H. The selec-
tion rate at t is defined as the probability of mea-
suring a |0〉 at that specific iteration given that all
prior measurements in the same experiment yielded
|0〉. In general, the selection rates observed on the
ancillary qubit match the theoretical predictions, es-
pecially for the first three applications of H, with
the relatively small deviations well explained by the
intrinsic stochastic variation given the limited quan-
tity of samples collected. After the third application
ofH, the theoretical results and the experimental re-
sults start to differ more significantly, insofar as the
experimental results reject more samples than error-
free analysis predicts. First, we observe that the
number of CX gates in the circuit grows with each
application of H, thus increasing the total probabil-
ity of an error occurring. There are two factors that
well explain this deviation. A small number of shots
were taken, and more significantly, as predicted in
Appendix A 4 as the probability of obtaining an er-
ror increases, the probability of discarding a circuit
execution also increases, in agreement with the ob-
servation. Indeed, this experimental deviation from
the theoretical prediction supports the claim of the
algorithm being noise resistant.
IV. CONCLUSION
This work presents a novel algorithm for both the
exact and approximate simulation of Galton ma-
chines, the latter of which runs with O(n2) cir-
cuit depth, with n being the number of qubits in
the output quantum register. The algorithm uses a
repeat-until-success scheme combined with MCMR
technology, with a constant-bounded expected rate
of success. Moreover, we demonstrate how the ap-
proximate Galton simulator may be used to produce
normal distributions in quantum registers, with the
only source of error (from the central limit theorem
approximation) vanishing exponentially in the num-
ber of qubits. In addition, this work also demon-
strates the potential of MCMR technology in the
NISQ era by highlighting how it can enable exist-
ing qubit resources to be used asymptotically more
efficiently in the introduction of non-unitary trans-
formations, and by demonstrating how it can en-
able qubit-efficient error detection and error miti-
gation techniques. The MCMR-based approach re-
quires only a single ancillary qubit, independent of
the variance of the target distribution to generate.
On the other hand, the MCMR-free alternative re-
quires a number of ancillary qubits scaling asymp-
totically as a function of the number of applications
of the non-unitary transformation, and thus scales
linearly in the number of bits required to write the
variance of the target distribution, with our qubit-
scaling scheme. Without our qubit-scaling scheme, a
number of ancillas exponential in the number of bits
used to write the target variance are required. As
a result, in the experiment conducted on real quan-
tum hardware, the MCMR-based approach used 2×
fewer total qubits than would have been required by
the MCMR-free approach (and 6× fewer ancillary
qubits). In simulated experiments that will be in-
cluded in an updated version of this document, the
MCMR-based approach used up to 20× fewer total
qubits (and up to 128× fewer ancillary qubits). Fi-
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FIG. 5: Samples Drawn from a 5-Qubit
Implementation of the Algorithm on the
Honeywell System Model H0. In this
experiment, the algorithm is configured with
n1 = 2, n2 = 3, n3 = 4, and t1 = t2 = t3 = 2. The
distribution is then loaded into a quantum register
using the proposed algorithm’s MCMR variant,
and then samples are drawn from the output.
Thus, a total of 5 qubits are used in the
experiment. A total of 2500 samples are taken, of
which only 532 are kept in the algorithm’s
post-selection process. The bar-plots represent the
results from the hardware-execution presented as a
normalized histogram. The blue line represents the
distribution obtained in statevector simulation of
the algorithm configured with the aforementioned
values. The orange line represents the probability
density function of a normal distribution produced
by computing the effective mean and variance
corresponding to the aforementioned values. Both
plots are only assigned values directly on the
integer grid points.
nally, we have successfully executed our algorithm
on real quantum hardware, the Honeywell System
Model H0, demonstrating the potential of the tech-
niques introduced in this work.
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FIG. 6: Selection Rate from a 4-Qubit
Demonstration of the Algorithm. This figure
corresponds to the same data shown in Figure 5,
and as such, corresponds to an execution of the
algorithm configured with n1 = 2, n2 = 3, n3 = 4,
and t1 = t2 = t3 = 2. The figure is produced by
processing the sequence of ones and zeros measured
on the ancilla throughout each execution, and
appropriately conditionally computing the
probability of measuring a |0〉 at any iteration given
that all prior measurements in that experiment
yielded |0〉. The selection rates are shown as crosses
in the plot and the corresponding theoretical values
are then plotted with filled circles. The colors of
the circles indicate different qubit scaling stages in
the algorithm (n1 - blue, n2 - orange, n3 - green).
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Appendix A: The Algorithm
1. The Adder Gate
The circuit implementation of the +d gate is shown in Figure 7. The general form of the +d gate, with d
being an integer, is
⊗n
k=1 U1(2pid/2
k), where n is the number of qubits in the main register [23]. Moreover,
as our adder gates are conditioned on the state of the ancillary qubit, the general form of the controlled
adder gate A+dj is given by,
A+dj =
n∏
k=1
U1kj (2pi
d
2k
),
where a U1ba gate is a U1 gate with a control on qubit a, a target on qubit b, and identity on all other qubits.
Moreover, a U1 gate is defined as follows,
U1(λ) =
(
1 0
0 eiλ
)
,
and is equivalent to an Rz(λ) gate up to a global phase of e
iλ2 , as defined by Barenco et al. in 1995 [24].
The circuit for A+dj is shown in Figure 8. For a more comprehensive discussion of the adder gate, see
Appendix A 2.
2. The General Adder Gate
Let x ∈ {0, 1}n. When applying the QFT to such a binary-labelled standard basis vector, we obtain:
1
2n/2
n−1⊗
l=0
(|0〉+ e2piix 2
l
2n |1〉).
Thus, the action of the +1 gate is given by:
1
2n/2
n⊗
l=1
U1(2pii
2l
2n
)(|0〉+ e2piix 2
l
2n ) |1〉
=
1
2n/2
n⊗
l=1
[
|0〉+ exp
(
2pii(x+ 1)
2l
2n
)
|1〉
]
.
A subsequent application of the inverse QFT would yield the desired state of |x+ 1〉. Note that multiple
adder gates may be chained together while in the amplitude space, meaning that only one QFT would be
required at the start of the circuit, and only one inverse QFT is requried at the end of the circuit. It is also
worth noting that the periodicity of the imaginary exponential implies that this addition is actually addition
|q〉n : +d ≡
q1 : U1(2pid21 )
q2 : U1(2pid22 )
... ... ... ...
qn : U1(2pid2n )
FIG. 7: Quantum circuit implementing the Fourier space adder gate +d.
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|q〉n : +d
control : •
≡
q1 : U1(2pid21 )
q2 : U1(2pid22 )
... ... ... ...
qn : U1(2pid2n )
control : • • •
FIG. 8: Quantum circuit implementing the Fourier space controlled adder gate A+dcontrol.
modulo 2n, and so our H operation encounters a boundary condition when there are non-zero amplitude
states |x = 0〉 or |x = 2n〉 (in practice, the boundary condition only becomes significant when the amplitudes
of these extreme states are much greater than zero). However, it would not be expected for any algorithm
to be able to circumvent this limitation, as it is intrinsic to the finite quantum mechanical system. Finally
we can model a A+k gate (adder +k) as follows,
A+k =
n⊗
l=1
U1(2pii
2l
2n
k).
3. Efficient Scaling Through Qubit Addition
As discussed, if we wish to execute Ht on the quantum processor, naively we would expect that to obtain
a given variance we require a number of applications of H that grow exponentially in the number of qubits
in the final quantum register, nm, in accordance with Equation 2. However, instead of performing all t
iterations in the space of nm qubits, we can produce a distribution with the same variance σˆ
2 on a small,
constant number of qubits. In doing so, we essentially produce a “low-resolution” version of the distribution
that has the overall correct shape of the final distribution. We subsequently add a qubit in the |+〉 state to
the least significant qubit, apply a number of correction iterations implemented directly as the H operator,
and repeat this addition and iteration procedure nm − n1 times. To understand how applying H some
number of times increases the resolution of the distribution after adding the |+〉 qubit, it is important to
better understand the distribution obtained after the addition. Figure 9 demonstrates both the distribution
obtained immediately after adding a qubit in the |+〉 state (in the panel on the left), and the distribution
obtained after adding a qubit in the |+〉 state followed by performing two correction iterations (directly
implemented as applications of H). As expected, by virtue of mapping the amplitude of state |x〉 to states
|2x〉 and |2x+ 1〉, each pair of two states shown in the figure have the same amplitude, resulting in the
step-pattern shown. The panel on the right illustrates that it only takes two correction iterations to almost
perfectly match the exact distribution. This is consistent with the theory discussed shortly. Moreover, while
not shown in the figure, applying a couple more correction iterations would make the scaling approximation
and exact distributions completely indistinguishable.
First, we define the i-qubit grid as, {Xi}. Then, the grid on i + 1-qubits (obtained simply by adding a
qubit in the |+〉 state) is given by, {2Xi, 2Xi + 1}. Allow the i-qubit mean to given by µi. Upon doubling
the number of qubits (with adjacent even and odd states sharing their amplitudes), the mean becomes
µi+1 = 2µi + 0.5. From the definition of variance, we have
σ2i =
∑
x∈Xi
(x− µi)2P (x).
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FIG. 9: Demonstration of Correction Iterations in the Efficient Scaling Procedure. Two
Gaussians generated by the algorithm on 6 qubits are shown. The scaling approximation curve in the left
panel is obtained with t1 = 70 and t2 = 0, meaning that no correction iterations are performed after the
scaling qubit is added to the least significant bit. The scaling approximation curve in the right panel is
obtained with t1 = 70 and t2 = 2, meaning that two correction iterations are applied after the scaling qubit
is added. In both panels, the exact curve is generated by applying teff iterations on only the final qubit
count (meaning that the scaling procedure is not used), where teff = 281 in the panel on the left, and
teff = 283 in the panel on the right.
Thus we can compute the variance of the resulting distribution with,
σ2i+1 =
∑
x∈Xi+1
(x− µi+1)2P (x)
=
1
2
(∑
x∈Xi
(2x− µi+1)2P (x) +
∑
x∈Xi
(2x+ 1− µi+1)2P (x)
)
=
1
2
∑
x∈Xi
[
(2x− 2µi − 0.5)2 + (2x− 2µi + 0.5)2
]
P (x)
=
∑
x∈Xi
[
4(x− µi)2 + 0.52
]
P (x)
= 4
[∑
x∈Xi
(x− µi)2P (x)
]
+ 0.52,
Therefore,
σ2i+1 = 4σ
2
i + 0.25. (A1)
Moreover, define ti to be the number of iterations performed on ni qubits, with n1 ≤ ni ≤ nm, and let |ψi〉
be the state obtained on ni qubits after ti iterations have been performed. Thus, assuming that H is acting
on the appropriately sized quantum system |ψi+1〉 and |ψi〉 are related as follows,
|ψi+1〉 = Hti+1 |ψi〉 |+〉 .
Moreover, the variance of the distribution represented by |ψi〉 |+〉 is stated in Equation A1. First, the grid
on ni qubits is constant, given by {Xi}. Before applying H, our distribution is simply over {Xi}, with a
mean and variance given by
µi =
∑
x∈Xi
xP (x), σ2i =
∑
x∈Xi
(x− µi)2P (x).
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Upon applying H, we obtain two distributions, one equal to the original distribution, and one equal to the
original distribution shifted by one state to the right. The probability mass function of the new distribution
would therefore be given by,
F (x) = pP (x− 1) + (1− p)P (x).
Therefore, the mean of the new distribution would be given by,
µ′i =
∑
x∈Xi
xpP (x− 1) + x(1− p)P (x) = p(µi + 1) + (1− p)µi = p+ µi,
and the variance would be given by,
σ2′i =
∑
x∈Xi
(x− µ′i)2F (x)
=
∑
x∈Xi
(x− µi − p)2[pP (x− 1) + (1− p)P (x)]
= p
∑
x∈Xi
(x− µi)2P (x− 1) + (1− p)
∑
x∈Xi
(x− µi)2P (x)
+
∑
x∈Xi
[−2xp+ 2µip+ p2][pP (x− 1) + (1− p)P (x)]
= σ2i + p
∑
x∈Xi
P (x)− 2p
∑
x∈Xi
pP (x) +
∑
x∈Xi
p2P (x)
= σ2i + p(1− p).
Thus, the variance on i-qubits corresponding to the distribution obtained after ti iterations of H, σ2′i , is
given by
σ2′i = σ
2
i + tip(1− p) = 4σ2i−1 + 0.25 + tip(1− p). (A2)
It is straight forward to use this equation to both compute the effective variance obtained after performing a
number of iterations at various qubit counts, and to compute the iterations required at various qubit counts
to obtain a given variance. It is important to emphasize that Equation A2 implies that the qubit scaling
procedure incurs no additional error beyond that already incurred by the central limit theorem approximation
to the normal distribution, as it allows for an arbitrary exact variance to be obtained. Intuitively, if you
wish to obtain a distribution corresponding to t iterations performed on n1 qubits, if you first performed t
iterations on the n1 qubits, and then performed some number of iterations on subsequent qubit counts, the
total variance produced would exceed the desired variance. This expression describes how the number of
iterations performed on the first qubit count may be reduced, and the number of removed iterations may
then be translated to a number of correction iterations at higher qubit counts, allowing for the exact desired
distribution to be obtained whilst still allowing for the correction iterations in the qubit scaling procedure to
be made. Finally, Equation A2 shows that an arbitrary variance on n-qubits may be obtained while setting
each ti to essentially an arbitrary constant value, so long as t1 is set to give the desired variance on n1
qubits. As such, it is clear that this approach implies a total number of iterations scaling polynomially in
the number of qubits to obtain an arbitrary variance.
4. Resistance to Hardware Noise
The variant of the algorithm utilizing MCMR is also expected to be resistant to both bit-flip and, to
a lesser extent, phase-flip errors by automatically discarding results in which such errors occur with high
probability. The subsequent analysis assumes a simple noise model where errors in the execution of the
algorithm are dominated by the fidelity of two-qubit gate executions. Allow  to represent the two-qubit
gate infidelity such that when executing any given two-qubit gate either a X or a Z gate (implementing
a bit-flip and phase-flip error, respectively) gets subsequently randomly executed on either the control or
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FIG. 10: 8 Qubit Demonstration of Rejection Probability as Function of Phase-Flip Errors. In
this simulated experiment, the operator HZjHt is applied to an initial state |0〉. The probability of
measuring the |0〉 ancillary state in the final application of H, and thus the probability of rejecting a circuit
execution in which an error occurred, is shown as p(|1〉).
target qubit. The probability of executing d such gates without obtaining any errors is therefore given by
(1− )d.
For expository clarity, the following argument will concern itself with logical operations, such as mapping
the state |x〉 to |x+ 1〉, and we will not consider the Fourier basis entered by the QFT. Precisely, we will
assume that the QFT and inverse QFT are applied in a noiseless channel, and that in-between these two
operations the channel is subject to both phase-flip and bit-flip errors. As a result, a bit-flip error occurring
in the hardware is experienced as a phase-flip error in the conceptual analytical space, and a phase-flip error
on the hardware is similarly experienced as a bit-flip error in the conceptual space. This is similar to how
a bit-flip error correcting code may be applied to correct a phase-flip error by applying a set of Hadamard
transforms before and after the noisy channel.
Finally, we model the execution of a single iteration of H as a single quantum gate, and so an error
occurring in the execution of H is modelled as one of Zj or Xj being executed after H with j selected
uniformly at random. Note that here the notation Aj means gate A is executed on qubit j, and an identity
gate is executed on all other qubits. Moreover, we assume that such errors occur with probability equal to
the probability of any of the 2n CX gates implementing H experiencing an error. Thus, the infideltiy of
the H operation is given by 1 − (1 − )2n. In the following analysis, we will use this model to examine the
impact of the first occurrence of an error after t successful applications of H. We will not examine the case
where multiple errors occur in detail, but a similar argument holds in such cases nevertheless. We will now
proceed by considering the two types of conceptual errors separately.
a. Analysis of Phase-Flip Errors We now assume that we are given an initial state |ψi〉, apply t iterations
of H to obtain some state Ht |ψi〉, apply an error Zj on some qubit with 0 ≤ j < n, and finally apply one
last iteration of H, giving the final state HZjHt |ψi〉. Figure 10 shows the result of this experiment, showing
the probability of measuring the |1〉 ancillary state plotted for various j and t. As can be seen in this figure,
the occurrence of any error strictly increases the probability of measuring the |1〉 ancillary state, and thus of
discarding the obtained error-affected result in post selection. We will now provide a general analysis of this
type of error, and use the analysis to explain the plotted figure in greater detail. First, we define two new
operators, Am = Z ⊗ I ⊗ ...⊗ I, where there are m− 1 identity gates and one Z gate, and Bk = I ⊗ ...⊗ I
where there are k identity gates, and such that k +m = n. We may then write,
Zj = Bj ⊗An−j ,
where we implicitly assume that B0 ⊗ An = An, and that m ≥ 1, as there must be at least one Z gate in
the Zj operator. First, we observe that Am = diag (1 1 . . . − 1 − 1), where there are 2m−1 consecutive +1
elements from the start, followed by 2m−1 elements with value −1. Furthermore, Bj = diag (1 1 . . . 1) where
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FIG. 11: 8 Qubit Demonstration of Rejection Probability as Function of Bit-Flip Errors. In
this simulated experiment, the operator HXjHt is applied to an initial state |0〉. The probability of
measuring the |0〉 ancillary state in the final application of H, and thus the probability of rejecting a circuit
execution in which an error occurred, is shown as p(|1〉).
there are 2j elements with value +1. By definition of the tensor product, Bj⊗An−1 thus represents a diagonal
sign pattern consisting of 2j repetitions of the pattern given by Am – meaning that the period of the pattern
is 2m. For example, in the extreme cases, Z0 = An represents a 2
n × 2n diagonal matrix where the first half
of the diagonal terms are all 1 and the second half of the diagonal terms are all −1 (thus having a period
of 2n), and Zn−1 represents a 2n × 2n diagonal matrix with the pattern diag (1 − 1) repeated 2n−1 times.
It is clear that the application of Zj to a state Ht |ψi〉 will introduce a discontinuity to the wave function
(beyond the negligible discontinuity already imposed by the discretization) at each pair of states x, x+ 1 for
which sign(〈x|Zj |x〉) 6= sign(〈x+ 1|Zj |x+ 1〉). In particular, there is one such sign change in each pattern
given by the diagonal of An−j , and so there are a maximum of 2j possible discontinuities introduced by Zj .
Moreover, after t iterations according to H, only states |0〉 through |t− 1〉 will have non-zero amplitudes,
and so the number of discontinuities introduced by Zj is given by b t2n−j c. This may be made more clear by
considering an example. After the application of Zj a possible state associated with the |0〉 ancillary state
may look like |ψ〉 = |x〉 − 2 |x+ 1〉 + |x+ 2〉, and so |ψ〉 − |ψ + 1〉 = |x〉 − 3 |x+ 1〉 + 3 |x+ 2〉 − |x+ 3〉, as
opposed to the error free state of |x〉+ |x+ 1〉 − |x+ 2〉 − |x− 3〉, clearly illustrating how the sign-flip error
leaves greater amplitude on the |1〉 state because of the shift discontinuous negated distribution. Indeed,
Appendix A 6, shows that the cancellation property of the |1〉 ancilla state only holds if the wave function
is continuous. This analysis well explains the data shown in Figure 10. Of note, as j increases, as predicted
by the increase in the number of discontinuities introduced, the probability of measuring the |1〉 ancillary
state increases, up to a near-1 probability of discarding the execution when a Z7 error occurs (in an 8-qubit
system, numbered [0, 7]). Furthermore, when the period of the error operator’s sign pattern is greater than
t (in particular, when it is greater than the number of states with amplitude >> 0) the action of Zj is
that of identity and so no error is incurred, hence why each of the Zj curves follows the error-free curve for
some number of t. For example, this explains why the Z0 operator follows the error-free curve until t ≈ 220
(observing that 28 = 256).
Moreover, by applying the normal approximation for the distribution produced by t iterations of H, it
would be straight-forward to continue this analysis and obtain a close-form expression for the probability of
measuring the |1〉 state after experiencing a Zj error, and we will do so in a future version of this document.
b. Analysis of Bit-Flip Errors The analysis for conceptual bit-flip errors follows a similar argument
as that presented for the conceptual phase-flip errors, only with a couple small differences. Primarily, the
discontinuities introduced by inserting an Xj operator come from swapping the amplitudes of two states
|x0 . . . xj . . . xn−1〉 and |x0 . . . xj . . . xn−1〉. As such, as j increases X is applied to less-and-less significant
qubits, meaning that the distance between swapped states decreases exponentially. As a result, we would
expect the error introduced by the Xj operator to increase as j decreases, and thus for the probability of
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measuring the |1〉 ancillary state to increase as j decreases. In the extreme, for large n, the distribution given
by Ht |ψi〉 is essentially continuous, and so swapping the amplitude on states |x〉 and |x+ δ〉 is essentially
equivalent to an identity transformation, hence why the X7 operator is identical to the error-free line in
Figure 11. The fact that Xj introduces more subtle discontinuities than Zj is also reflected in Figure 11,
noting that the probability of measuring the |1〉 ancillary state (and thus of discarding a result in which an
error occurred) is, in general, less than the corresponding probability for the Zj operator. A future version
of this document will include a more comprehensive analysis, provided an expression for the net cancellation
incurred for a given Xj and t.
5. Asymptotic analysis on the expected number of trials
In this section we analytically derive the expected number of trials to successfully load the desired distri-
bution into a quantum register.
a. Without qubit scaling
First we look at the case where we do not perform qubit scaling in the state generation process. Suppose
that we have a n-qubit quantum register originally in the computational basis state |x0〉, where x0 is an
integer in the range of [0, 2n − 1]. Assume that x0 + t < 2n, after t − 1 iterations of H on the quantum
register, the state becomes
Ht−1 |x0〉 = 1√
ct−1
t−1∑
k=0
(
t− 1
k
)
|x0 + k〉 ,
where
ct−1 =
t−1∑
k=0
(
t− 1
k
)2
is the normalization factor. On the next iteration, the state we have before measuring the ancilla qubit is
1
2ct−1
t−1∑
k=0
[(
t− 1
k
)
|x0 + k〉+
(
t
k
)
|x0 + k + 1〉
]
|0〉+ 1
2ct−1
t−1∑
k=0
[(
t− 1
k
)
|x0 + k〉 −
(
t
k
)
|x0 + k + 1〉
]
|1〉
=
1
2ct−1
t∑
k=0
(
t
k
)
|x0 + k〉 |0〉+ 1
2ct−1
t−1∑
k=0
[(
t− 1
k
)
|x0 + k〉 −
(
t
k
)
|x0 + k + 1〉
]
|1〉
The probability of measuring |0〉 in the ancilla qubit is
Pt(|0〉) = 1
4c2t−1
t∑
k=0
(
t
k
)2
=
c2t
4c2t−1
Using the ChuVandermonde identity, we have
c2t =
t∑
k=0
(
t
k
)(
t
k
)
=
(
2t
t
)
.
Therefore,
Pt(|0〉) =
(
2t
t
)
4
(
2t−2
t−1
) = 1− 1
2t
. (A3)
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Consequently, the probability of getting a successful state with t applications of H is
ps(t) =
t∏
k=1
(
1− 1
2k
)
, (A4)
and the expected number of trials to get one successful run with t iterations is given by the inverse of ps(t),
i.e.
Et[T ] =
1
ps(t)
=
1∏t
k=1
(
1− 12k
) .
We take the logarithm of Et[T ] and expand the additive terms into Taylor series at ∞,
log(Et[T ]) = −
t∑
k=1
log
(
1− 1
2k
)
=
t∑
k=1
(
1
2k
+O
(
1
k2
, k →∞
))
=
1
2
t∑
k=1
1
k
+O(1, t→∞).
The last equality holds because the series of the inverse squares and higher order powers converge absolutely.
Then with the asymptotic development of harmonic series, we have
log(Et[T ]) =
1
2
log(t) +O(1, t→∞).
Therefore, we have
Et[T ] = C
√
t(1 +O(1, t→∞)). (A5)
We will now consider an upper bound, as for any x > −1, log(1+x) ≥ x1+x . In our case, log
(
1− 12k
) ≥ −12k−1
Thus,
log(Et[T ] = −
t∑
k=1
log
(
1− 1
2k
)
≤
t∑
k=1
1
2k − 1
= 1 +
t−1∑
k=1
1
2k + 1
≤ 1 +
t−1∑
k=1
1
2k
Using the upper bound of the harmonic series,
log(Et[T ]) ≤ 1
2
log(t− 1) + 3
2
Therefore,
Et[T ] ≤ e 32
√
t− 1 (A6)
Therefore the number of expected trials to get a successful state after t applications of H grows sub-linearly
with t.
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b. With qubit scaling
First we show that the addition of a qubit in the |+〉 state on the least significant end decreases the
probability of measuring the ancilla in the |1〉 state in the subsequent application of H by 1/2, thereby
increasing the algorithm’s overall probability of success. Let an,t(x) be the amplitude of the n qubit basis
state |x〉n after t applications of H, i.e. the state in the n-qubit quantum register is
|ψt〉n =
t∑
x=0
an,t(x) |x〉n . (A7)
Now we perform another application of H less the measurement, and we arrive at the state
1
2
t∑
x=0
an,t(x) (|x〉n + |x+ 1〉n) |0〉+
1
2
t∑
x=0
an,t(x) (|x〉n − |x+ 1〉n) |1〉 ,
therefore the probability of measuring |1〉 in the ancilla qubit is
Pt+1(|1〉) = 1
4
{
a2n,t(0) + a
2
n,t(t) +
t−1∑
x=0
[an,t(x)− an,t(x+ 1)]2
}
(A8)
On the other hand, adding a qubit in the |+〉 state to Equation A7, we have
|φt〉n+1 =
1√
2
t∑
x=0
an,t(x)
(|2x〉n+1 + |2x+ 1〉n+1) .
Now we perform another application of H less the measurement on |φt〉n+1, and we arrive at the state
1
2
√
2
t∑
x=0
an,t(x)
(|2x〉n+1 + 2 |2x+ 1〉n+1 + |2x+ 1〉n+2) |0〉
+
1
2
√
2
t∑
x=0
an,t(x)
(|2x〉n+1 − |2x+ 2〉n+1) |1〉 ,
therefore the probability of measuring |1〉 in the ancilla qubit is
P ′t+1(|1〉) =
1
8
{
a2n,t(0) + a
2
n,t(t) +
t−1∑
x=0
[an,t(x)− an,t(x+ 1)]2
}
. (A9)
Comparing Equation A9 with Equation A8, we have
P ′t+1(|1〉) =
1
2
Pt+1(|1〉). (A10)
Therefore adding a qubit before applying H in the |+〉 state on the least significant end decreases the
probability of measuring the ancilla in the |1〉 state in the subsequent application of H by 1/2.
We now derive the expected number of trials in the context of qubit scaling. Suppose that we start with
n1 qubits, and gradually increase the number of qubits to nm in m stages. The qubit count increases by 1 in
each subsequent stage, and the number of applications of H is given by t1, t2, . . . , tm, respectively. From the
analysis in Equation A 3 we know that t1 is determined by the scaled variance σˆ of the target distribution,
and t2, . . . , tm are bounded by some constant number that is independent of the number of qubits in the final
state. In other words, let tmax = max tr, r = 2, . . . ,m, then tmax is independent of nm. With this setting,
the probability of getting one successful state from the process described above would be
ps =
m∏
r=1
ps,r(tr),
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where ps,r(tr) is the probability of success during stage r. From Equation A4 we have
ps,1(t1) =
t1∏
k=1
(
1− 1
2k
)
. (A11)
On the other hand, Equation A10 indicates that
ps,r(tr) >Pr,1(|0〉)tr
=
[
1− 1
2
Pr−1,tr−1+1(|1〉)
]tr
≥
[
1− 1
2r−1
P1,t1+1(|1〉)
]tr
=
[
1− 1
2r−1
1
2t1
]tr
≥
[
1− 1
t1
1
2r
]tmax
, (A12)
where Pr,k(|0〉) and Pr,k(|1〉) are the probabilities of measuring |0〉 and |1〉 in the ancilla qubit after the k-th
application of H in stage r. Substituting Equation A12 into Equation A 5 b, we have
ps >ps,1(t1)
m∏
r=2
[
1− 1
t1
1
2r
]tmax
=ps,1(t1)
(
1− 1
2t1
)−tmax m∏
r=1
[
1− 1
t1
1
2r
]tmax
=ps,1(t1)
[
( 1t1 ;
1
2 )m
1− 12t1
]tmax
>ps,1(t1)

(
1
t1
; 12
)
∞
1− 12t1
tmax ,
where (a; q)n =
∏n
k=1(1− aqk) is the q-Pochhammer symbol. And the expected number of trials to get one
successful state is
E[T ] =
1
ps
<
1
ps,1(t1)
[
1− 12t1(
1
2 ;
1
2
)
∞
]tmax
. (A13)
Without loss of generality, we may assume that t1 ≥ 2, therefore
ps > ps,1(t1)
[(
1
2 ;
1
2
)
∞
1− 14
]tmax
≈ 0.385tmaxps,1(t1),
which is independent of nm. Consequently, the expected number of trials to get one successful state would
be
E[T ] =
1
ps
<
1
ps,1(t1)
[
3
4
(
1
2 ;
1
2
)
∞
]tmax
≈ 2.597
tmax
ps,1(t1)
.
Therefore we have proved that the expected number of trials to get one successful state is bounded by a
number that is independent of the number of qubits in the final state.
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Now we derive an upper bound for
(
1
t1
; 12
)
∞
in terms of t1. To do that, we take the logarithm of the
q-Pochhammer symbol, and expand each log term into Taylor series
log
(
1
t1
;
1
2
)
∞
=
∞∑
r=1
log(1− 1
t1
1
2r
)
=−
∞∑
r=1
[ ∞∑
k=1
1
k
(
1
t12r
)k]
=−
∞∑
k=1
1
ktk1
[ ∞∑
r=1
(
1
2k
)r]
=−
∞∑
k=1
1
ktk1
1
2k − 1
=− 1
t1
−
∞∑
k=2
1
ktk1
1
2k − 1
>− 1
t1
−
∞∑
k=2
1
ktk1
1
2k − 2
=− 1
t1
− 1
2t1
∞∑
k=1
1
ktk1
1
2k − 1
=− 1
t1
− 1
2t1
log
(
1
t1
;
1
2
)
∞
.
It immediately follows that
log
(
1
t1
;
1
2
)
∞
> − 2
2t1 − 1 ,
or equivalently, (
1
t1
;
1
2
)
∞
> e−
2
2t1−1 . (A14)
Substituting Equation A14 back into Equation A13, we have
E[T ] <
1
ps,1(t1)
[(
1− 1
2t1
)
e
2
2t1−1
]tmax
. (A15)
6. General Proof of |1〉 Ancillary State Cancellation
Consider some probability amplitude function function f : R→ R, such that we obtain a superposition
(f(x) |x〉+ f(x+ δ) |x+ δ〉) |0〉+ (f(x) |x〉 − f(x+ δ) |x+ δ〉) |1〉 ,
where δ is some small real value. The ratio of the amplitude on the |1〉 ancillary state to the total amplitude
on both ancillary states may then be written as,
lim
δ→0
f(x)− f(x+ δ)
f(x) + f(x+ δ) + f(x)− f(x+ δ) = limδ→0
f(x)− f(x+ δ)
2f(x)
= lim
δ→0
[
1
2
− 1
2
f(x+ δ)
f(x)
]
. (A16)
Suppose that f is a continuous function, meaning that limδ→0 f(x + δ) = f(x). Then, Equation A16
reduces to 0 and consequently the probability of measuring the |1〉 state is 0 for a small shift δ when f is a
continuous function. Now suppose that f is not continuous at point x, thus limδ→0 f(x + δ) 6= f(x), then
Equation A16 does not necessarily simplify to zero. Indeed, it is straightforward to construct an example in
which f(x+ δ)/f(x) can assume an arbitrarily large or small value (by defining f to be piece-wise with the
left and right hand limits at x being different), and thus the probability of measuring the |1〉 could be an
arbitrary zero or non-zero constant.
