Geometric Interpretation
Summarizing, the linear discriminant decision rule 0 if ( ) 0 g x > ⎧ with has the following properties 
Linear Discriminants & Separable Data
We have a classification error if We have a classification error if • y = 1 and g(x) < 0 or y = -1 and g(x) > 0
• i e if y g(x) < 0 • i.e., if y g(x) < 0
We have a correct classification if • y = 1 and g(x) > 0 or y = -1 and g(x) < 0 y 1 and g(x) > 0 or y 1 and g(x) < 0
• i.e., if y g(x) > 0
Note that if the data is linearly separable given a training set Note that, if the data is linearly separable, given a training set D = {(x 1 ,y 1 ), ... , (x n ,y n )} we can have zero training error.
The necessary & sufficient condition for this is that 4 ( ) 0, ···, 1,
The Margin
The margin is the distance from the boundary to the closest point There will be no error on the training set if it is strictly greater than zero: y=-1 set if it is strictly greater than zero:
Note that this is ill-defined in the sense
Note that this is ill-defined in the sense that γ does not change if both w and b are scaled by a common scalar λ
We need a normalization
Support Vector Machine (SVM)
A convenient normalization is to make |g(x)| = 1 for the closest point, i.e. w y=1 under which min 1
The Support Vector Machine (SVM) is the linear discriminant classifier that y 1 w maximizes the margin subject to these constraints:
Duality
We must solve an optimization problem with constraints There is a rich theory on how to solve such problems • We will not get into it here (take 271B if interested)
• The main result is that we can often formulate a dual problem which is easier to solve dual problem which is easier to solve 
The Dual Problem
There are various possibilities for determining b* There are various possibilities for determining b . For example:
• Pick one point x + on the margin on the y = 1 side and i t i th 1 id one point xon margin on the y = -1 side • Then use the margin constraint
• The maximum margin solution guarantees that there is always at least one point "on the margin" 1/|| *|| x y p g on each side
• If not, we could move the hyperplane and get an even larger margin (see figure on the right) 1/||w*|| 1/||w*|| x 9 a e e a ge a g (see gu e o t e g t)
Support
Vectors
It turns out that:
An inactive constraint always
Hence α i > 0 only for points
which are those that lie at a distance equal to the margin (i e those that are "on the margin") 10 (i.e., those that are on the margin ). These points are the "Support Vectors"
Support Vectors
The points with α i > 0 "support" the optimal hyperplane (w*,b*).
This why they are called "Support Vectors"
Note that the decision rule is
the set of support vectors
Support Vectors and the SVM
Si
Since the decision rule is * ( ) sgn 2
, y need the support vectors to completely define the classifier! W lit ll th
We can literally throw away all other points!!
The Lagrange multipliers can The Lagrange multipliers can also be seen as a measure of importance of each point 12 Points with α i = 0 have no influence-a small perturbation does not change the solution
The Robustness of SVMs
We talked a lot about the "curse of dimensionality"
• In general, the number of examples required to achieve certain precision of pdf estimation, and pdf-based classification, is exponential p p , p , p in the number of dimensions It turns out that SVMs are remarkably robust to the dimensionality of the feature space dimensionality of the feature space • Not uncommon to see successful applications on 1,000D+ spaces Two main reasons for this: Two main reasons for this:
• 1) All that the SVM has to do is to learn a hyperplane.
Although the number of dimensions may be x Although the number of dimensions may be large, the number of parameters is relatively small and there is not much room for overfitting
In fact, d+1 points are enough to specify the decision rule in R d !!
Robustness: SVMs as Feature Selectors
The second reason for robustness is that the data/feature space effectively is not really that large p y y g
• 2) This is because the SVM is a feature selector 
SVMs as Feature Selectors
Geometrically, we have: 
Non-Separable Problems
So far we have assumed linearly separable classes This is rarely the case in practice This is rarely the case in practice A separable problem is "easy" most classifiers will do well
We need to be able to extend the SVM to the non-separable case Basic idea:
With l l t f ("h d") i • With class overlap we cannot enforce a ("hard") margin.
• But we can enforce a "soft margin"
• For most points there is a margin. But there are a few outliers 18 p g that cross-over, or are closer to the boundary than the margin. So how do we handle the latter set of points? 
Soft Margin Optimization

Note that, as it stands, the problem is not well defined By making ξ i arbitrarily large, w ≈ 0 is a solution! Therefore, we need to penalize large values of ξ i Thus, instead we solve the penalized, or regularized, optimization problem: The quantity is the penalty, or regularization, term. The positive parameter C controls how harsh it is. 
Support Vectors
Th h i i h 0
They are the points with α i > 0
As before, the decision rule is
The box constraint on the Lagrange multipliers: Lagrange multipliers:
• makes intuitive sense as it prevents any single support vector outlier from having an unduly large impact in the 22 having an unduly large impact in the decision rule.
Summary of the soft-margin SVM
SVM training: SVM training:
• 1) Solve the optimization problem: Consider the following transformation of the feature space:
• Introduce a mapping to a "better" 
The Inner Product Implementation
In the transformed space, the learning algorithms only requires inner products y q p
Note that we do not need to store the φ (x j ), but only Note that we do not need to store the φ (x j ), but only the n 2 (scalar) component values of the inner product matrix
Interestingly, this holds even if φ (x) takes its value in an infinite dimensional space.
• We get a reduction from infinity to n 2 ! We get a reduction from infinity to n ! • There is, however, still one problem: This is usually called "the kernel trick" 26 This is usually called the kernel trick
Question?
What is a good inner product kernel?
• This is a difficult question (see Prof Lenckriet's work) This is a difficult question (see Prof. Lenckriet s work)
In practice, the usual recipe is:
• Pick a kernel from a library of known kernels y
• some examples Kernelization of the SVM Notes: Notes:
• As usual, nothing we did really requires us to be in R d .
We could have simply used <x i ,x j > to denote for the inner product We could have simply used x i ,x j to denote for the inner product on a infinite dimensional space and all the equations would still hold • The only difference is that we can no longer recover w* explicitly The only difference is that we can no longer recover w explicitly without determining the feature transformation φ , since 
Limitations of the SVM
The SVM is appealing, but there are some limitations:
• A major problem is the selection • A major problem is the selection of an appropriate kernel. There is no generic "optimal" procedure to find the kernel or its parameters p • Usually we pick an arbitrary kernel, e.g. Gaussian
• Then determine kernel parameters Then, determine kernel parameters, e.g. variance, by trial and error • C controls the importance of outliers (larger C = less influence) ( g )
• Not really intuitive how to choose C SVM is usually tuned and performance-tested using lid ti Th i d t lid t ith 31 cross-validation. There is a need to cross-validate with respect to both C and kernel parameters
Practical Implementation of the SVM
In practice, we need an algorithm for solving the optimization problem of the training stage p p g g • This is a complex problem • There has been a large amount of research in this area Therefore, writing "your own" algorithm is not going to be competitive • Luckily there are various packages available, e.g.: END END
