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UNIQUENESS OF CONVEX ANCIENT SOLUTIONS TO
MEAN CURVATURE FLOW IN HIGHER DIMENSIONS
SIMON BRENDLE AND KYEONGSU CHOI
Abstract. In this paper, we consider noncompact ancient solutions
to the mean curvature flow in Rn+1 (n ≥ 3) which are strictly convex,
uniformly two-convex, and noncollapsed. We prove that such an ancient
solution is a rotationally symmetric translating soliton.
1. Introduction
Throughout this paper, we fix an integer n ≥ 3. Our goal in this paper is
to classify all noncompact ancient solutions to mean curvature flow in Rn+1
which are convex, uniformly two-convex, and noncollapsed in the sense of
Sheng and Wang [9]:
Theorem 1.1. Let Mt, t ∈ (−∞, 0], be a noncompact ancient solution of
mean curvature flow in Rn+1 which is strictly convex, uniformly two-convex,
and noncollapsed. Then Mt is a rotationally symmetric translating soliton.
If we evolve a closed, embedded, two-convex hypersurface by mean curva-
ture flow, then it is well known that any blow-up limit is an ancient solution
which is weakly convex, uniformly two-convex, and noncollapsed (see [4],
Theorem 1.10, or [10],[11]). If we combine this result with Theorem 1.1, we
obtain the following result:
Corollary 1.2. Consider an arbitrary closed, embedded, two-convex hyper-
surface in Rn+1, and evolve it by mean curvature flow. At the first singular
time, the only possible blow-up limits are shrinking round spheres; shrinking
round cylinders; and the unique rotationally symmetric translating soliton.
In a recent paper [2], we obtained a classification of noncompact ancient
solutions in R3 which are convex and noncollapsed. The proof of Theorem
1.1 draws on similar techniques. In Section 2, we derive asymptotic estimates
for the solution in the cylindrical region. These estimates tell us that, for
−t large, the rescaled surface (−t)− 12 Mt ∩ B5n(0) is O((−t)− 12 )-close to a
cylinder of radius
√
2(n − 1). In Section 3, we combine this estimate with a
barrier argument in the spirit of [1] to conclude that lim inft→−∞Hmax(t) >
0, where Hmax(t) denotes the supremum of the mean curvature of Mt.
The first author was supported by the National Science Foundation under grant DMS-
1649174 and by the Simons Foundation. The second author was supported by the National
Science Foundation under grant DMS-1811267.
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In Section 4, we establish a higher-dimensional version of the Neck Im-
provement Theorem in [2]. This step requires significant modifications in
the higher-dimensional setting. In order to formulate the Neck Improve-
ment Theorem, we need a notion of ε-symmetry in higher dimensions, which
generalizes the one introduced in [2]. We say that a point (x¯, t¯) in space-
time is ε-symmetric if there exists a collection of rotation vector fields
K = {Kα : 1 ≤ α ≤ n(n−1)2 } (with a common axis of rotation) such that|Kα|H ≤ 10n at (x¯, t¯) and |〈Kα, ν〉|H ≤ ε in the parabolic neighborhood
of Pˆ(x¯, t¯, 10, 100). The main difference between the two-dimensional case
and the higher-dimensional case is that, instead of a single rotation vector
field in ambient space, we need to consider a collection of rotation vector
fields which share a common axis. The statement of the Neck Improvement
Theorem can be summarized as follows: if (x¯, t¯) lies on a neck and every
point in a sufficiently large parabolic neighborhood of (x¯, t¯) is ε-symmetric,
then the point (x¯, t¯) itself is ε2 -symmetric.
Let us sketch the main ideas involved in the proof of the Neck Improve-
ment Theorem. By scaling, we may assume that H(x¯, t¯) =
√
n−1
2 . By as-
sumption, we can find rotation vector fields K¯α such that |K¯α|H ≤ 10n at
(x¯, t¯) and |〈K¯α, ν〉|H ≤ ε in the parabolic neighborhood of Pˆ(x¯, t¯, 10, 100).
Moreover, the vector fields K¯α have a common axis of rotation, which we
may assume to be the xn+1-axis. One key observation is that the function
uα := 〈K¯α, ν〉 satisfies the linearized equation ∂∂tuα = ∆uα + |A|2uα. The
linearized equation on the cylinder can be analyzed using separation of vari-
ables. The upshot is that we can find coefficients Aα,1, . . . , Aα,n, Bα,1, . . . , Bα,n
such that
|〈K¯α, ν〉 − (Aα,1x1 + . . . +Aα,nxn)− (Aα,1x1 + . . . +Aα,nxn)xn+1| ≪ ε
in the parabolic neighborhood Pˆ(x¯, t¯, 10, 100). For each α, we are able to
offset the terms involving Aα,i and Bα,i if we replace the rotation vector
field K¯α by a new rotation vector field K˜α whose axis of rotation may differ
from that of K¯α. In doing so, we need to be careful to ensure that the
modified rotation vector fields K˜α all share a common axis of rotation. This
is a difficulty which is not present in the two-dimensional case. In order to
overcome this obstacle, we exploit certain relations among the coefficients
Aα,1, . . . , Aα,n, Bα,1, . . . , Bα,n which can be derived from the divergence the-
orem.
In Section 5, we iterate the Neck Improvement Theorem to conclude that
any ancient solution which satisfies the assumption of Theorem 1.1 is rota-
tionally symmetric. Finally, in Section 6, we classify ancient solutions with
rotational symmetry, thereby completing the proof of Theorem 1.1.
2. Asymptotic analysis as t→ −∞
Suppose that Mt, t ∈ (−∞, 0], is a noncompact ancient solution of mean
curvature flow in Rn+1 which is strictly convex, uniformly two-convex, and
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noncollapsed. We consider the rescaled flow M¯τ = e
τ
2 M−e−τ . The surfaces
M¯τ move with velocity −(H − 12 〈x, ν〉)ν. Given any sequence τj → −∞,
Theorem 1.11 in [4] implies that a subsequence of the surfaces M¯τj converges
in C∞loc to a cylinder of radius
√
2(n − 1) with axis passing through the
origin. Let us denote by Σ = {x21 + . . . + x2n = 2(n − 1)} the cylinder of
radius
√
2(n − 1) around the xn+1-axis.
Proposition 2.1. For each τ , we have∫
M¯τ
e−
|x|2
4 ≤
∫
Σ
e−
|x|2
4 .
Proof. A standard calibration argument shows that any convex hy-
persurface (or, more generally, any star-shaped hypersurface) is outward-
minimizing. From this, we deduce that area(M¯τ ∩ Br(p)) ≤ Crn for all
p ∈ Rn+1 and all r > 0. We next consider an arbitrary sequence τj → −∞.
After passing to a subsequence, the surfaces M¯τj converge in C
∞
loc to a cylin-
der of radius
√
2(n− 1) with axis passing through the origin. Consequently,∫
M¯τj
e−
|x|2
4 →
∫
Σ
e−
|x|2
4
as j →∞. On the other hand, the function
τ 7→
∫
M¯τ
e−
|x|2
4
is monotone decreasing in τ by work of Huisken [6]. From this, the assertion
follows.
As discussed above, there exists a smooth function S(τ) taking values in
SO(n + 1) such that the rotated surfaces M˜τ = S(τ)M¯τ converge to the
cylinder Σ in C∞loc. Hence, we can find a function ρ(τ) with the following
properties:
• limτ→−∞ ρ(τ) =∞.
• −ρ(τ) ≤ ρ′(τ) ≤ 0.
• The hypersurface M˜τ can be written as a graph of some function
u(·, τ) over Σ ∩B2ρ(τ)(0), so that
{x+ u(x, τ)νΣ(x) : x ∈ Σ ∩B2ρ(τ)(0)} ⊂ M˜τ ,
where νΣ denotes the unit normal to Σ and ‖u(·, τ)‖C4(Σ∩B2ρ(τ)(0)) ≤
ρ(τ)−4.
As in [2], it is necessary to fine tune the choice of S(τ). Let ϕ ≥ 0 be a
smooth cutoff function such that ϕ = 1 on [−12 , 12 ] and ϕ = 0 outside [−23 , 23 ].
By the implicit function theorem, we can choose S(τ) in such a way that
u(x, τ) satisfies the orthogonality relations∫
Σ∩Bρ(τ)(0)
e−
|x|2
4 〈Ax, νΣ〉u(x, τ)ϕ
(xn+1
ρ(τ)
)
= 0
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for every matrix A ∈ so(n+1). In addition, we can arrange that the matrix
A(τ) = S′(τ)S(τ)−1 ∈ so(n+ 1) satisfies A(τ)ij = 0 for i, j ∈ {1, . . . , n}.
Proposition 2.2. There exists a constant L0 such that for all L ∈ [L0, ρ(τ)]∫
M˜τ∩{|xn+1|≥L}
e−
|x|2
4 −
∫
Σ∩{|xn+1|≥L}
e−
|x|2
4 ≥ −
∫
∆τ∩{|xn+1|=L}
e−
x2
4 |〈ω, νfol〉|.
Here, ω = (0, . . . , 0, 1) denotes the vertical unit vector in Rn+1, νfol denotes
the unit normal to the shrinker foliation in [1], and ∆τ denotes the region
between Σ and M˜τ .
Proof. Analogous to [2], Proposition 2.2.
Proposition 2.3. There exists a constant L0 such that∫
Σ∩{|xn+1|≤L}
e−
|x|2
4 |∇Σu(x, τ)|2 ≤ C
∫
Σ∩{|xn+1|≤L2 }
e−
|x|2
4 u(x, τ)2
and ∫
Σ∩{L
2
≤|xn+1|≤L}
e−
|x|2
4 u(x, τ)2 ≤ CL−2
∫
Σ∩{|xn+1|≤L2 }
e−
|x|2
4 u(x, τ)2
for all L ∈ [L0, ρ(τ)].
Proof. Lemma 4.11 in [1] implies that |〈ω, νfol〉| ≤ CL−1 |x21+ . . .+ x2n−
2(n− 1)| for each point x ∈ ∆τ ∩ {|xn+1| = L}. This gives∫
∆τ∩{|xN+1|=L}
e−
x2
4 |〈ω, νfol〉| ≤ CL−1
∫
∆τ∩{|xn+1|=L}
e−
x2
4 |x21 + . . .+ x2n − 2(n − 1)|
≤ CL−1
∫
Σ∩{|xn+1|=L}
e−
|x|2
4 u2,
hence∫
M˜τ∩{|xn+1|≥L}
e−
|x|2
4 −
∫
Σ∩{|xn+1|≥L}
e−
|x|2
4 ≥ −CL−1
∫
Σ∩{|xn+1|=L}
e−
|x|2
4 u2
by Proposition 2.2. We next observe that∫
M˜τ∩{|xn+1|≤L}
e−
|x|2
4 −
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4
=
∫ L
−L
(∫
Sn−1
e−
z2
4
[
e−
(
√
2(n−1)+u)2
4 (
√
2(n − 1) + u)n−2
·
√
(
√
2(n − 1) + u)2
(
1 +
(∂u
∂z
)2)
+ |∇Sn−1u|2
− e−n−12
√
2(n− 1)n−1
])
dz.
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By assumption, the height function u satisfies |u| + |∂u
∂z
| + |∇Sn−1u| ≤ o(1)
for |xn+1| ≤ L. From this, we deduce that
∫
M˜τ∩{|xn+1|≤L}
e−
|x|2
4 −
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4
≥
∫ L
−L
(∫
Sn−1
e−
z2
4
[
e−
(
√
2(n−1)+u)2
4 (
√
2(n− 1) + u)n−1
− e−n−12
√
2(n − 1)n−1 + 1
C
|∇Σu|2
])
dz
≥
∫ L
−L
∫ 2pi
0
e−
z2
4
[
− Cu2 + 1
C
|∇Σu|2
]
dθ dz
where C > 0 is a large constant that depends only on n. Putting these facts
together, we conclude that
∫
M˜τ
e−
|x|2
4 −
∫
Σ
e−
|x|2
4 ≥
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4
[
− Cu2 + 1
C
|∇Σu|2
]
− CL−1
∫
Σ∩{|xn+1|=L}
e−
|x|2
4 u2.
Using Proposition 2.2, we obtain
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4 |∇Σu|2
≤ C
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4 u2 + CL−1
∫
Σ∩{|xn+1|=L}
e−
|x|2
4 u2.
On the other hand, using the divergence theorem, we obtain
L
∫
Σ∩{|xn+1|=L}
e−
|x|2
4 u2 =
∫
Σ∩{|xn+1|≤L}
divΣ(e
− |x|2
4 u2 xtan)
=
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4
(
u2 − 1
2
x2n+1 u
2 + 2u 〈xtan,∇Σu〉
)
≤
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4
(
u2 − 1
4
x2n+1 u
2 + 4 |∇Σu|2
)
,
and consequently
L2
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4 u2 + L
∫
Σ∩{|xn+1|=L}
e−
|x|2
4 u2
≤ C
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4 |∇Σu|2 + CL2
∫
Σ∩{|xn+1|≤L2 }
e−
|x|2
4 u2.
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To summarize, we have shown that∫
Σ∩{|xn+1|≤L}
e−
|x|2
4 |∇Σu|2
≤ CL−2
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4 |∇Σu|2 + C
∫
Σ∩{|xn+1|≤L2 }
e−
|x|2
4 u2.
If L is sufficiently large, this gives∫
Σ∩{|xn+1|≤L}
e−
|x|2
4 |∇Σu|2 ≤ C
∫
Σ∩{|xn+1|≤L2 }
e−
|x|2
4 u2.
This proves the first statement. Using the inequality
0 ≤
∫
Σ∩{|xn+1|≤L}
e−
|x|2
4
(
u2 − 1
4
x2n+1 u
2 + 4 |∇Σu|2
)
,
the second statement follows.
Let us denote by H the space of all functions f on Σ such that
‖f‖2H =
∫
Σ
e−
|x|2
4 f2 <∞.
We define an operator L on the cylinder Σ by
Lf = ∆Σf − 1
2
〈xtan,∇Σf〉+ f.
This can be rewritten as
Lf = ∂
2
∂z2
f +
1
2(n − 1) ∆Sn−1f −
1
2
z
∂
∂z
f + f.
Let Ym be a basis of eigenfunctions of ∆Sn−1 , and let λm denote the cor-
responding eigenfunctions. Note that λ0 = 0, λ1 = . . . = λn = n − 1,
and λn+1 = 2n. Moreover, Y0 = 1, Y1 = x1, . . . , Yn = xn, up to scaling.
The eigenfunctions of L are of the form Hl
(
z
2
)
Ym, where Hl denotes the
Hermite polynomial of degree l. The corresponding eigenvalues are given
by 1 − l2 − λm2(n−1) . Thus, there are n + 2 eigenfunctions that correspond
to positive eigenvalues of L, and these are given by 1, z, x1, . . . , xn, up to
scaling. The span of these eigenfunctions will be denoted by H+. Moreover,
there are n + 1 eigenfunctions of L with eigenvalue 0, and these are given
by z2 − 2, x1z, . . . , xnz, up to scaling. The span of these eigenfunctions will
be denoted by H0. The span of all remaining eigenfunctions will be denoted
by H−. With this understood, we have
〈Lf, f〉H ≥ 1
2
‖f‖2H for f ∈ H+,
〈Lf, f〉H = 0 for f ∈ H0,
〈Lf, f〉H ≤ − 1
n− 1 ‖f‖
2
H for f ∈ H−.
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As in Lemma 2.4 in [2], we can show that the function u(x, τ) satisfies
∂
∂τ
u = Lu+ E + 〈A(τ)x, νΣ〉,
where E is an error term satisfying |E| ≤ O(ρ(τ)−1) (|u| + |∇Σu|+ |A(τ)|).
We next define uˆ(x, τ) = u(x, τ)ϕ
(xn+1
ρ(τ)
)
. The function uˆ(x, τ) satisfies
∂
∂τ
uˆ = Luˆ+ Eˆ + 〈A(τ)x, νΣ〉ϕ
(xn+1
ρ(τ)
)
,
where Eˆ is an error term satisfying ‖Eˆ‖H ≤ O(ρ(τ)−1) (‖uˆ‖H + |A(τ)|) (cf.
[2], Lemma 2.5).
Lemma 2.4. We have |A(τ)| ≤ O(ρ(τ)−1) ‖uˆ‖H and∥∥∥ ∂
∂τ
uˆ− Luˆ
∥∥∥
H
≤ O(ρ(τ)−1) ‖uˆ‖H.
Proof. Analogous to [2], Lemma 2.6.
We now define
U+(τ) := ‖P+uˆ(·, τ)‖2H,
U0(τ) := ‖P0uˆ(·, τ)‖2H,
U−(τ) := ‖P−uˆ(·, τ)‖2H,
where P+, P0, P− denote the orthogonal projections to H+,H0,H−, respec-
tively. Then
d
dτ
U+(τ) ≥ U+(τ)−O(ρ(τ)−1) (U+(τ) + U0(τ) + U−(τ)),∣∣∣ d
dτ
U0(τ)
∣∣∣ ≤ O(ρ(τ)−1) (U+(τ) + U0(τ) + U−(τ)),
d
dτ
U−(τ) ≤ − 2
n− 1 U−(τ) +O(ρ(τ)
−1) (U+(τ) + U0(τ) + U−(τ)).
Clearly, U+(τ) + U0(τ) + U−(τ) = ‖uˆ‖2H → 0 as τ → −∞.
Lemma 2.5. We have U0(τ) + U−(τ) ≤ o(1)U+(τ).
Proof. The ODE lemma of Merle and Zaag (cf. Lemma 5.4 in [1] or
Lemma A.1 in [8]) implies that either U0(τ)+U−(τ) ≤ o(1)U+(τ) or U+(τ)+
U−(τ) ≤ o(1)U0(τ).
We now explain how to rule out the second case. If U+(τ) + U−(τ) ≤
o(1)U0(τ), then
uˆ(·,τ)
‖uˆ(·,τ)‖H converges with respect to ‖ · ‖H to the subspace
H0 = span{z2 − 2, x1z, . . . , xnz}. The orthogonality relations above imply
that uˆ(·, τ) is orthogonal to 〈Ax, νΣ〉 for each A ∈ so(n + 1). In other
words, uˆ(·, τ) is orthogonal to x1z, . . . , xnz. Therefore, uˆ(·,τ)‖uˆ(·,τ)‖H converges
to a non-zero multiple of z2 − 2.
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Let Ωτ denote the region enclosed by M˜τ , and let A(z, τ) denote the area
of the intersection Ωτ ∩ {xn+1 = z}. By the Brunn-Minkowski inequality,
the function z 7→ A(z, τ) 1n is concave. Since M˜τ is noncompact, it follows
that the function z 7→ A(z, τ) 1n is monotone.
Note that A(z, τ) = 1
n
∫
Sn−1(
√
2(n − 1) + u(·, τ))n for |z| ≤ ρ(τ). Conse-
quently, the function z 7→ ∫
Sn−1 [(
√
2(n− 1) + u(·, τ))n −
√
2(n − 1)n] dθ is
monotone. In particular, we either have∫ −1
−3
(∫
Sn−1
[(
√
2(n− 1) + u(·, τ))n −
√
2(n− 1)n]
)
dz
≤
∫ 1
−1
(∫
Sn−1
[(
√
2(n − 1) + u(·, τ))n −
√
2(n − 1)n]
)
dz
≤
∫ 3
1
(∫
Sn−1
[(
√
2(n− 1) + u(·, τ))n −
√
2(n − 1)n]
)
dz
or ∫ −1
−3
(∫
Sn−1
[(
√
2(n − 1) + u(·, τ))n −
√
2(n − 1)n]
)
dz
≥
∫ 1
−1
(∫
Sn−1
[(
√
2(n− 1) + u(·, τ))n −
√
2(n − 1)n]
)
dz
≥
∫ 3
1
(∫
Sn−1
[(
√
2(n − 1) + u(·, τ))n −
√
2(n− 1)n]
)
dz.
However, this leads to a contradiction since sup |u(·, τ)| → 0 and uˆ(·,τ)‖uˆ(·,τ)‖H
converges to a non-zero multiple of z2 − 2. This is a contradiction. The
proof of Lemma 2.5 is now complete.
Lemma 2.6. For each ε > 0, we have ‖u(·, τ)‖C4(Sn−1×[−10n,10n]) ≤ o(e
(1−ε)τ
2 )
and |A(τ)| ≤ o(e (1−ε)τ2 ).
Proof. Lemma 2.5 gives U0(τ) + U−(τ) ≤ o(1)U+(τ). Substituting this
back into the ODE for U+(τ) gives
d
dτ
U+(τ) ≥ U+(τ)− o(1)U+(τ).
Consequently, for every ε > 0, we have U+(τ) ≤ o(e(1−ε)τ ). Using the
estimate U0(τ) + U−(τ) ≤ o(1)U+(τ), we obtain
‖uˆ‖2H = U+(τ) + U0(τ) + U−(τ) ≤ o(e(1−ε)τ ).
This implies |A(τ)| ≤ o(1) ‖uˆ‖H ≤ o(e
(1−ε)τ
2 ). Moreover, standard interpo-
lation inequalities imply ‖u(·, τ)‖C4(Sn−1×[−10n,10n]) ≤ o(e
(1−ε)τ
2 ).
ANCIENT SOLUTIONS TO MEAN CURVATURE FLOW IN HIGHER DIMENSIONS 9
Consequently, the limit limτ→−∞ S(τ) exists. Without loss of generality,
we may assume that limτ→−∞ S(τ) = id. Then |S(τ)− id| ≤ o(e
(1−ε)τ
2 ).
Lemma 2.7. We have
sup
M¯τ∩{|xn+1|≤e−
τ
10 }
|x21 + . . .+ x2n − 2(n − 1)| ≤ e
τ
10
if −τ is sufficiently large.
Proof. By the previous lemma,
sup
x∈M¯τ∩B5n(0)
|x21 + . . .+ x2n − 2(n − 1)| ≤ o(e
(1−ε)τ
2 ).
In view of the convexity of M¯τ , it follows that
sup
M¯τ∩{|xn+1|≤e−
τ
10 }
(x21 + . . . + x
2
n) ≤ 2(n − 1) + e
τ
10
if −τ is sufficiently large. Let
Σa = {(x1, . . . , xn, xn+1) : x21 + . . .+ x2n = ua(−xn+1)2, −a ≤ xn+1 ≤ 0}
be the self-similar shrinker constructed in [1]. By Lemma 4.4 in [1], ua(2) ≤√
2(n− 1)−a−2. Since M¯τ converges to Σ in C∞loc, the surface M¯τ ∩{xn+1 ≤
−2} encloses the surface Σa∩{xn+1 ≤ −2} if −τ is sufficiently large (depend-
ing on a). On the other hand, the estimate infx∈M¯τ∩B5n(0)(x
2
1 + . . .+ x
2
n) ≥
2(n−1)−o(e (1−ε)τ2 ) guarantees that the boundary M¯τ∩{xn+1 = −2} encloses
the boundary Σa ∩ {xn+1 = −2} provided that −τ is sufficiently large and
a ≤ e− (1−ε)τ4 . By the maximum principle, the surface M¯τ ∩{xn+1 ≤ −2} en-
closes Σa ∩ {xn+1 ≤ −2} whenever −τ is sufficiently large and a ≤ e−
(1−ε)τ
4 .
By Theorem 8.2 in [1], ua(y) ≥
√
2(n− 1)(1 − a−2y2). This gives
inf
M¯τ∩{−e−
τ
10≤xn+1≤−2}
(x21 + . . .+ x
2
n) ≥ 2(n − 1)− e
τ
10
if −τ is sufficiently large. An analogous argument gives
inf
M¯τ∩{2≤xn+1≤e−
τ
10 }
(x21 + . . .+ x
2
n) ≥ 2(n− 1)− e
τ
10
if −τ is sufficiently large. Putting these facts together, we conclude that
inf
M¯τ∩{|xn+1|≤e−
τ
10 }
(x21 + . . . + x
2
n) ≥ 2(n − 1)− e
τ
10
if −τ is sufficiently large. This completes the proof of Lemma 2.7.
Lemma 2.8. Let ε0 > 0 be given. If −τ is sufficiently large (depending
on ε0), then every point in M¯τ ∩ {|xn+1| ≤ 12 e−
τ
10 } lies at the center of an
ε0-neck.
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Proof. This is a consequence of Lemma 2.7.
Proposition 2.9. We have
sup
x∈M¯τ∩B5n(0)
|x21 + . . .+ x2n − 2(n − 1)| ≤ O(e
τ
2 ).
Proof. We repeat the argument above, this time with ρ(τ) = e−
τ
1000 .
As above, we consider the rotated surfaces M˜τ = S(τ)M¯τ , where S(τ) is a
function taking values in SO(n+ 1). We write each surface M˜τ as a graph
over the cylinder, i.e.
{x+ u(x, τ)νΣ(x) : x ∈ Σ ∩B2e− τ1000 (0)} ⊂ M˜τ ,
where ‖u(·, τ)‖C4(Σ∩B
2e
− τ1000 (0))
≤ O(e τ200 ). As above, the matrices S(τ) are
chosen so that the orthogonality relations∫
Σ∩B
e
− τ1000 (0)
e−
|x|2
4 〈Ax, νΣ〉u(x, τ)ϕ(e
τ
1000 xn+1) = 0
are satisfied for all A ∈ so(n+1). Then the function uˆ(x, τ) = u(x, τ)ϕ(e τ1000 xn+1)
satisfies ∥∥∥ ∂
∂τ
uˆ− Luˆ
∥∥∥
H
≤ O(e τ1000 ) ‖uˆ‖H.
Hence, if we define
U+(τ) := ‖P+uˆ(·, τ)‖2H,
U0(τ) := ‖P0uˆ(·, τ)‖2H,
U−(τ) := ‖P−uˆ(·, τ)‖2H,
then
d
dτ
U+(τ) ≥ U+(τ)−O(e
τ
1000 ) (U+(τ) + U0(τ) + U−(τ)),∣∣∣ d
dτ
U0(τ)
∣∣∣ ≤ O(e τ1000 ) (U+(τ) + U0(τ) + U−(τ)),
d
dτ
U−(τ) ≤ −U−(τ) +O(e
τ
1000 ) (U+(τ) + U0(τ) + U−(τ)).
As above, the ODE lemma of Merle and Zaag (cf. Lemma 5.4 in [1]) gives
U0(τ) + U−(τ) ≤ o(1)U+(τ). This gives
d
dτ
U+(τ) ≥ U+(τ)−O(e
τ
1000 )U+(τ),
hence U+(τ) ≤ O(eτ ). Thus, U0(τ) + U−(τ) ≤ o(1)U+(τ) ≤ O(eτ ). Conse-
quently, ‖uˆ‖H ≤ O(e τ2 ). By Lemma 2.4, |A(τ)| ≤ O(e τ2 ). Since limτ→−∞ S(τ) =
id, we obtain |S(τ) − id| ≤ O(e τ2 ). Finally, u satisfies an equation of the
form ∂
∂τ
u = L˜u + 〈A(τ)x, νΣ〉, where L˜ is an elliptic operator of second
order whose coefficients depend on u, ∇u, ∇2u, and A(τ). As τ → −∞,
the coefficients of L˜ converge smoothly to the corresponding coefficients of
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L. Hence, standard interior estimates for parabolic equations imply that
‖u(·, τ)‖C4(Sn−1×[−10n,10n]) ≤ O(e
τ
2 ). Combining this estimate with the es-
timate |S(τ) − id| ≤ O(e τ2 ), we conclude that
sup
x∈M¯τ∩B5n(0)
|x21 + . . .+ x2n − 2(n − 1)| ≤ O(e
τ
2 ).
3. Lower bound for Hmax(t) as t→ −∞
LetMt, t ∈ (−∞, 0], be a noncompact ancient solution of mean curvature
flow in Rn+1 which is strictly convex, uniformly two-convex, and noncol-
lapsed. Let Hmax(t) be the supremum of the mean curvature of Mt.
Proposition 3.1. For each t, Hmax(t) <∞.
Proof. Let us fix a time t and a small number ε. It follows from Proposi-
tion 3.1 in [5] that every point in Mt which lies outside some large compact
set must lie at the center of an ε-neck. Hence, if Hmax(t) = ∞, then the
surface Mt contains a sequence of ε-necks with radii converging to 0, but
this cannot happen in a convex hypersurface.
Corollary 3.2. The function Hmax(t) is continuous and monotone increas-
ing in t.
Proof. It follows from work of Haslhofer and Kleiner [4],[5] that | ∂
∂t
H| ≤
CH3 for some uniform constant C. This implies that Hmax(t) is continu-
ous in t. In particular, Hmax(t) is uniformly bounded from above on every
compact time interval. Consequently, Hmax(t) is monotone increasing in t
by Hamilton’s Harnack inequality [3].
Proposition 3.3. We have lim inft→−∞Hmax(t) > 0.
Proof. The results in the previous section imply that
sup
x∈(−t)− 12 (Mt∩B
5n(−t)
1
2
(0))
|x21 + . . . + x2n − 2(n− 1)| ≤ O((−t)−
1
2 ).
SinceMt has exactly one end, we can assume without loss of generality that
Mt ∩ {xn+1 ≥ 0} is noncompact and Mt ∩ {xn+1 ≤ 0} is compact. There
exists a large constant K with the following property: if −t is sufficiently
large, then the cross-section
(−t)− 12 (Mt ∩ {xn+1 = −2(−t)
1
2})
lies outside the sphere
{x21 + . . .+ x2n = (
√
2(n − 1)−K(−t)− 12 )2, xn+1 = −2}.
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We now recall the self-similar shrinkers constructed in [1]. For a > 0 large,
there exists a self-similar shrinker
Σa = {(x1, . . . , xn, xn+1) : x21 + . . .+ x2n = ua(−xn+1)2, −a ≤ xn+1 ≤ 0}
satisfying H = 12 〈x, ν〉. Consequently, the hypersurfaces
Σa,t := (−t)
1
2 Σa + (0, . . . , 0,Ka
2)
= {(x1, . . . , xn, xn+1) : x21 + . . . + x2n = (−t)ua((−xn+1 +Ka2)(−t)−
1
2 )2,
Ka2 − a(−t) 12 ≤ xn+1 ≤ Ka2}
evolve by mean curvature flow.
As in [2], we can use the hypersurfaces Σa,t ∩ {xn+1 ≤ −2(−t) 12 } as
barriers. In the limit as t→ −∞, the rescaled surfaces (−t)− 12 Mt converge
in C∞loc to the cylinder {x21+ . . .+x2n = 2(n−1)}. Furthermore, the rescaled
surfaces (−t)− 12 (Σa,t∩{xn+1 ≤ −2(−t) 12}) converge to Σa∩{xn+1 ≤ −2} as
t→ −∞. Consequently, Σa,t ∩ {xn+1 ≤ −2(−t) 12} lies inside Mt ∩ {xn+1 ≤
−2(−t) 12 } if −t is sufficiently large (depending on a).
By our choice of K, the cross-section
(−t)− 12 (Mt ∩ {xn+1 = −2(−t)
1
2})
lies outside the sphere
{x21 + . . .+ x2n = (
√
2(n − 1)−K(−t)− 12 )2, xn+1 = −2}.
Moreover, the cross-section
(−t)− 12 (Σa,t ∩ {xn+1 = −2(−t)
1
2 })
is a sphere
{x21 + . . . + x2n = ua(2 +Ka2(−t)−
1
2 )2, xn+1 = −2}.
Using Lemma 4.4 in [1], we obtain ua(2) ≤
√
2(n− 1) and ua(2) − ua(1) ≤
−a−2 if a is sufficiently large. Since the function ua is concave, we obtain
ua(2 +Ka
2(−t)− 12 ) ≤ ua(2) +Ka2(−t)−
1
2 (ua(2) − ua(1))
≤
√
2(n − 1)−K(−t)− 12
for −t ≥ 4K2a2. Consequently, the cross-section Σa,t ∩ {xn+1 = −2(−t) 12 }
lies inside the cross-section Mt ∩ {xn+1 = −2(−t) 12 } whenever −t ≥ 4K2a2
and a is sufficiently large. By the maximum principle, the hypersurface
Σa,t∩{xn+1 ≤ −2(−t) 12} lies inside the hypersurfaceMt∩{xn+1 ≤ −2(−t) 12 }
whenever −t ≥ 4K2a2 and a is sufficiently large. For −t = 4K2a2, the tip
of Σa,t has distance a(−t) 12 −Ka2 = Ka2 = − t4K from the origin. Conse-
quently, the intersection Mt∩{x1 = . . . = xn = 0, xn+1 ≤ t4K } is non-empty
if −t is sufficiently large. In particular, lim supt→−∞Hmax(t) > 0. Since
Hmax(t) is monotone increasing in t, it follows that lim inft→−∞Hmax(t) > 0.
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4. The neck improvement theorem
Definition 4.1. Let K = {Kα : 1 ≤ α ≤ n(n−1)2 } be a collection of vector
fields in Rn+1. We say that K is a normalized set of rotation vector fields if
there exists an orthonormal basis {Jα : 1 ≤ α ≤ n(n−1)2 } of so(n) ⊂ so(n+1),
a matrix S ∈ O(n+ 1) and a point q ∈ Rn+1 such that
Kα(x) = SJαS
−1(x− q).
Note that we do not require that the origin lies on the axis of rotation.
Lemma 4.2. We can find a large constant C and small constant ε0 > 0
with the following property. Let M be a hypersurface in Rn+1, and assume
that, after suitable rescaling, M is ε0-close (in the C
4-norm) to a cylinder
S1 × [−5, 5] of radius 1. Suppose that K(1) = {K(1)α : 1 ≤ α ≤ n(n−1)2 } and
K(2) = {K(2)α : 1 ≤ α ≤ n(n−1)2 } are two normalized sets of rotation vector
fields with the following properties:
• maxα |K(1)α |H ≤ 10n and maxα |K(2)α |H ≤ 10n at the point x¯.
• maxα |〈K(1)α , ν〉|H ≤ ε and maxα |〈K(2)α , ν〉|H ≤ ε in a geodesic ball
around x¯ in M of radius H(x¯)−1.
Then
inf
ω∈O(n(n−1)
2
)
sup
B100H(x¯)−1 (x¯)
max
α
∣∣∣∣K(1)α −
n(n−1)
2∑
β=1
ωαβK
(2)
β
∣∣∣∣H(x¯) ≤ Cε.
Proof. Analogous to [2].
Definition 4.3. Let Mt be a solution of mean curvature flow. We say
that a point (x¯, t¯) is ε-symmetric if there exists a normalized set of rotation
vector fields K = {Kα : 1 ≤ α ≤ n(n−1)2 } such that maxα |Kα|H ≤ 10n
at the point (x¯, t¯) and maxα |〈Kα, ν〉|H ≤ ε in the parabolic neighborhood
Pˆ(x¯, t¯, 10, 100).1
Note that the condition that maxα |Kα|H ≤ 10n at the point (x¯, t¯) en-
sures that the distance of the point x¯ from the axis of rotation of K = {Kα :
1 ≤ α ≤ n(n−1)2 } is at most C(n)H(x¯, t¯)−1.
Theorem 4.4 (Neck Improvement Theorem). There exists a large constant
L and a small constant ε1 with the following property. Suppose that Mt
is a solution of mean curvature flow. Moreover, suppose that (x¯, t¯) is a
point in space-time with the property that every point in Pˆ(x¯, t¯, L, L2) lies
at the center of an ε1-neck and is ε-symmetric, where ε ≤ ε1. Then (x¯, t¯) is
ε
2-symmetric.
1See [7], pp. 189–190, for the definition of Pˆ(x¯, t¯, 10, 100).
14 SIMON BRENDLE AND KYEONGSU CHOI
Proof. Without loss of generality, we assume t¯ = −1 and H(x¯,−1) =√
n−1
2 . We will assume throughout that L is sufficiently large, and ε1 is
sufficiently small depending on L.
Step 1: Given any point (x0, t0) ∈ Pˆ(x¯,−1, L, L2), we can find a normal-
ized set of rotation vector fields K(x0,t0) = {K(x0,t0)α : 1 ≤ α ≤ n(n−1)2 } such
that maxα |〈K(x0,t0)α , ν〉|H ≤ ε on the parabolic neighborhood Pˆ(x0, t0, 10, 100).
Note that the axis of rotation depends on (x0, t0). Using Lemma 4.2, we
obtain
inf
ω∈O(n(n−1)
2
)
sup
B100H(x¯)−1(x¯)
max
α
∣∣∣∣K(x¯,−1)α −
n(n−1)
2∑
β=1
ωαβK
(x0,t0)
β
∣∣∣∣H(x¯) ≤ C(L)ε
for each point (x0, t0) ∈ Pˆ(x¯,−1, L, L2). Without loss of generality, we may
assume
sup
B100H(x¯)−1(x¯)
max
α
|K(x¯,−1)α −K(x0,t0)α |H(x¯) ≤ C(L)ε
for each point (x0, t0) ∈ Pˆ(x¯,−1, L, L2). For abbreviation, we put K¯ :=
K(x¯,−1). Without loss of generality, we may assume that the axis of rotation
of K¯ = {K¯α : 1 ≤ α ≤ n(n−1)2 } is the xn+1-axis; that is, K¯α(x) = Jαx for
some orthonormal basis {Jα : 1 ≤ α ≤ n(n−1)2 } of so(n) ⊂ so(n+ 1).
Step 2: By assumption, every point in Pˆ(x¯, t¯, L, L2) lies at the center of
an ε1-neck. Hence, we may write Mt as a graph over the xn+1-axis, so that{
(r(θ, z, t) θ, z) : θ ∈ Sn−1, z ∈
[
− L
4
,
L
4
]}
⊂Mt.
Moreover, the function r(θ, z, t) − (−2(n − 1)t) 12 is bounded by C(L)ε1 in
the C100-norm. A straightforward computation gives
ν =
1√
1 + r−2 |∇Sn−1r|2 + (∂r
∂z
)2
(
θ − r−1∇Sn−1r,−∂r
∂z
)
,
hence
〈K¯α, ν〉 = − 〈Jαθ,∇
Sn−1r〉√
1 + r−2 |∇Sn−1r|2 + (∂r
∂z
)2
,
where ∇Sn−1r represents the gradient of the function r with respect to
the angular variables. Using the estimates maxα |〈K¯α, ν〉| ≤ C(L)ε and
|∇Sn−1r|+ |∂r
∂z
| ≤ C(L)ε1, we obtain |∇Sn−1r| ≤ C(L)ε and
|〈K¯α, ν〉+ 〈Jαθ,∇Sn−1r〉| ≤ C(L)ε1ε.
Moreover, the identity divS
n−1
(Jαθ) = 0 gives div
Sn−1(r(θ, z, t)Jαθ) = 〈Jαθ,∇Sn−1r〉,
hence
|〈K¯α, ν〉+ divSn−1(r(θ, z, t)Jαθ)| ≤ C(L)ε1ε.
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Step 3: Let us fix an index α ∈ {1, . . . , n(n−1)2 }. For each point (x0, t0) ∈
Pˆ(x¯,−1, L, L2), the vector field K(x0,t0)α satisfies
|〈K(x0,t0)α , ν〉| ≤ Cε (−t0)
1
2
on the parabolic neighborhood Pˆ(x0, t0, 10, 100). There exist real numbers
a1, . . . , an, b1, . . . , bn (depending on (x0, t0)) such that
|a1|+ . . .+ |an| ≤ C(L)ε,
|b1|+ . . .+ |bn| ≤ C(L)ε,
and
|〈K¯α −K(x0,t0)α , ν〉 − (a1x1 + . . .+ anxn)− (b1x1 + . . .+ bnxn)z| ≤ C(L)ε1ε
on the parabolic neighborhood Pˆ(x0, t0, 10, 100). Consequently, the function
u = 〈K¯α, ν〉 satisfies
|u− (a1x1 + . . .+ anxn)− (b1x1 + . . . + bnxn)z| ≤ Cε (−t0)
1
2 + C(L)ε1ε
on the parabolic neighborhood Pˆ(x0, t0, 10, 100).
The function u = 〈K¯α, ν〉 satisfies the evolution equation
∂
∂t
u = ∆Mtu+ |A|2u.
Using the estimate |u| ≤ C(L)ε together with standard interior estimates
for parabolic equations, we obtain |∇u| + |∇2u| ≤ C(L)ε on the parabolic
neighborhood Pˆ(x¯,−1, L2 , L
2
4 ). This implies∣∣∣ ∂
∂t
u− ∂
2
∂z2
u− 1
(−2(n − 1)t) ∆Sn−1u−
1
(−2t) u
∣∣∣ ≤ C(L)ε1ε
for z ∈ [−L4 , L4 ] and t ∈ [−L
2
16 ,−1].
We denote by u˜ the solution of the linear equation
∂
∂t
u˜ =
∂2
∂z2
u˜+
1
(−2(n− 1)t) ∆Sn−1 u˜+
1
(−2t) u˜
in the parabolic cylinder {z ∈ [−L4 , L4 ], t ∈ [−L
2
16 ,−1]} such that u˜ = u on
the parabolic boundary {|z| = L4 } ∪ {t = −L
2
16 }. The maximum principle
gives
|u− u˜| ≤ C(L)ε1ε
in the parabolic cylinder {z ∈ [−L4 , L4 ], t ∈ [−L
2
16 ,−1]}.
In order to analyze the PDE for u˜, we perform separation of variables.
For each m, we put
vm(z, t) =
∫
Sn−1
u˜(θ, z, t)Ym(θ) dθ.
Then
∂
∂t
vm(z, t) =
∂2
∂z2
vm(z, t) +
n− 1− λm
2(n − 1)(−t) vm(z, t).
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Hence, the rescaled function vˆm(z, t) = (−t)
n−1−λm
2(n−1) vm(z, t) satisfies
∂
∂t
vˆm(z, t) =
∂2
∂z2
vˆm(z, t).
We first consider the case when m ≥ n + 1, so that λm ≥ 2n. Using the
estimate
|vm(z, t)| ≤ (Cε+ C(L)ε1ε) (−t)
1
2 ,
we obtain
|vˆm(z, t)| ≤ (Cε+ C(L)ε1ε) (−t)1−
λm
2(n−1)
in the parabolic cylinder {z ∈ [−L4 , L4 ], t ∈ [−L
2
16 ,−1]}. Using the solu-
tion formula for the one-dimensional heat equation with Dirichlet boundary
condition on the rectangle [−L4 , L4 ]× [−L
2
16 ,−1], we obtain
|vˆm(z, t)| ≤ (Cε+ C(L)ε1ε)
(L
4
)2− λm
n−1
+ (Cε+ C(L)ε1ε)L
∫ t
−L2
16
e
− L2
100(t−s) (t− s)− 32 (−s)1− λm2(n−1) ds
≤ (Cε+ C(L)ε1ε)
(L
4
)2− λm
n−1
+ (Cε+ C(L)ε1ε)L
− 1
n−1
∫ t
−L2
16
e
− L2
200(t−s) (−s)
1−λm
2(n−1) ds
≤ (Cε+ C(L)ε1ε)
(L
4
)2− λm
n−1
+ (Cε+ C(L)ε1ε)L
− 1
n−1
∫ (1+ 1√
λm
)t
−L2
16
e
− L2
200(t−s) (−s)
1−λm
2(n−1) ds
+ (Cε+ C(L)ε1ε)L
− 1
n−1
∫ t
(1+ 1√
λm
)t
e
− L2
200(t−s) (−s)
1−λm
2(n−1) ds
≤ (Cε+ C(L)ε1ε)
(L
4
)2− λm
n−1
+ (Cε+ C(L)ε1ε)L
− 1
n−1
(
1 +
1√
λm
) 2n−1−λm
2(n−1)
(−t)
2n−1−λm
2(n−1)
+ (Cε+ C(L)ε1ε)L
− 1
n−1 e
−L2
√
λm
200(−t) (−t)
2n−1−λm
2(n−1)
for z ∈ [−20n, 20n] and t ∈ [−400n2,−1]. This implies
|vm(z, t)| ≤ (Cε+ C(L)ε1ε)
( L2
16(−t)
)1− λm
2(n−1)
+ (Cε+ C(L)ε1ε)L
− 1
n−1
(
1 +
1√
λm
) 2n−1−λm
2(n−1)
+ (Cε+ C(L)ε1ε)L
− 1
n−1 e
−L2
√
λm
200(−t)
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for z ∈ [−20n, 20n] and t ∈ [−400n2,−1]. Summation over m gives
∞∑
m=n+1
|vm(z, t)| ≤ CL−
1
n−1 ε+ C(L)ε1ε
for z ∈ [−20n, 20n] and t ∈ [−400n2,−1].
We next consider the case when 1 ≤ m ≤ n, so that λm = n− 1. In this
case, the function vm(z, t) satisfies
∂
∂t
vm(z, t) =
∂2
∂z2
vm(z, t).
Moreover, given any point (z0, t0) ∈ [−L4 , L4 ] × [−L
2
16 ,−1], we can find real
numbers a1, . . . , an, b1, . . . , bn (depending on (x0, t0)) such that
|a1|+ . . .+ |an| ≤ C(L)ε,
|b1|+ . . .+ |bn| ≤ C(L)ε,
and
|vm(z, t) − (am + bmz)| ≤ Cε(−t0)
1
2 +C(L)ε1ε
for z ∈ [z0 − (−t0) 12 , z0 + (−t0) 12 ] and t ∈ [2t0, t0]. Using interior estimates
for the linear heat equation, we obtain∣∣∣∂2vm
∂z2
(z, t)
∣∣∣ ≤ (Cε+ C(L)ε1ε) (−t)− 12
in the parabolic cylinder {z ∈ [−L4 , L4 ], t ∈ [−L
2
16 ,−1]}. Using the solu-
tion formula for the one-dimensional heat equation with Dirichlet boundary
condition on the rectangle [−L4 , L4 ]× [−L
2
16 ,−1], we obtain∣∣∣∂2vm
∂z2
(z, t)
∣∣∣ ≤ (Cε+C(L)ε1ε)
(L
4
)−1
+ (Cε+ C(L)ε1ε)L
∫ t
−L2
16
e
− L2
100(t−s) (t− s)− 32 (−s)− 12 ds
≤ (Cε+C(L)ε1ε)
(L
4
)−1
+ (Cε+ C(L)ε1ε)L
−2
∫ t
−L2
16
(−s)− 12 ds
≤ (Cε+C(L)ε1ε)L−1
for z ∈ [−20n, 20n] and t ∈ [−400n2,−1]. Consequently, there exist real
numbers A1, . . . , An, B1, . . . , Bn such that
|vm(z, t) − (Am +Bmz)| ≤ CεL−1 +C(L)ε1ε
for z ∈ [−20n, 20n] and t ∈ [−400n2,−1].
Finally, we consider the case m = 0. By the results in Step 2, the function
u = 〈K¯α, ν〉 satisfies
|u(θ, z, t) + divSn−1(r(θ, z, t)Jαθ)| ≤ C(L)ε1ε.
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Integrating over θ ∈ Sn−1 gives∣∣∣∣
∫
Sn−1
u(θ, z, t) dθ
∣∣∣∣ ≤ C(L)ε1ε,
hence
|v0(z, t)| ≤ C(L)ε1ε
for z ∈ [−20n, 20n] and t ∈ [−400n2,−1].
Step 4: To summarize, for each α ∈ {1, . . . , n(n−1)2 } we can find real
numbers Aα,1, . . . , Aα,n, Bα,1, . . . , Bα,n such that
|Aα,1|+ . . .+ |Aα,n| ≤ C(L)ε,
|Bα,1|+ . . .+ |Bα,n| ≤ C(L)ε,
and
|uα − (Aα,1x1 + . . . +Aα,nxn)− (Bα,1x1 + . . .+Bα,nxn)z|
≤ CL− 1n−1 ε+ C(L)ε1ε
for z ∈ [−20n, 20n] and t ∈ [−400n2,−1], where uα(θ, z, t) := 〈K¯α, ν〉.
Step 5: For each point θ ∈ Sn−1, we denote by θ1, . . . , θn the Cartesian
coordinates of θ. For each i ∈ {1, . . . , n}, we define
Ei =
∫
Sn−1
r(θ, 0,−1) θi dθ
and
Fi =
1
2
∫
Sn−1
[r(θ, 1,−1)− r(θ,−1,−1)] θi dθ.
The inequality |∇Sn−1r| ≤ C(L)ε implies |Ei|, |Fi| ≤ C(L)ε for i ∈ {1, . . . , n}.
By the results in Step 2, the function uα = 〈K¯α, ν〉 satisfies
|uα(θ, z, t) + divSn−1(r(θ, z, t)Jαθ)| ≤ C(L)ε1ε.
A direct calculation gives
divS
n−1
(r(θ, z, t)Jαθ) θi = div
Sn−1(r(θ, z, t) θi Jαθ)− r(θ, z, t)
n∑
j=1
Jα,ij θj,
where Jα,ij denote the components of the anti-symmetric matrix Jα. Putting
these facts together, we obtain
∣∣∣uα(θ, z, t) θi + divSn−1(r(θ, z, t) θi Jαθ)− r(θ, z, t)
n∑
j=1
Jα,ij θj
∣∣∣ ≤ C(L)ε1ε
for all i ∈ {1, . . . , n}. Integrating over θ ∈ Sn−1 gives
max
α
∣∣∣∣
∫
Sn−1
uα(θ, 0,−1) θi dθ −
n∑
j=1
Jα,ijEj
∣∣∣∣ ≤ C(L)ε1ε
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and
max
α
∣∣∣∣12
∫
Sn−1
[uα(θ, 1,−1)− uα(θ,−1,−1)] θi dθ −
n∑
j=1
Jα,ijFj
∣∣∣∣ ≤ C(L)ε1ε.
On the other hand, using the estimate for uα − (Aα,1x1 + . . . + Aα,nxn) −
(Bα,1x1 + . . .+Bα,nxn)z in Step 4, we obtain
max
α
∣∣∣∣
∫
Sn−1
uα(θ, 0,−1) θi dθ − c(n)Aα,i
∣∣∣∣ ≤ CL− 1n−1 ε+ C(L)ε1ε
and
max
α
∣∣∣∣12
∫
Sn−1
[uα(θ, 1,−1)− uα(θ,−1,−1)] θi dθ − c(n)Bα,i
∣∣∣∣
≤ CL− 1n−1 ε+ C(L)ε1ε,
where c(n) is a positive constant that depends only on the dimension.
Putting these facts together, we obtain
max
α
∣∣∣c(n)Aα,i −
n∑
j=1
Jα,ijEj
∣∣∣ ≤ CL− 1n−1 ε+ C(L)ε1ε
and
max
α
∣∣∣c(n)Bα,i −
n∑
j=1
Jα,ijFj
∣∣∣ ≤ CL− 1n−1 ε+ C(L)ε1ε.
Substituting this back into the estimate for uα − (Aα,1x1 + . . .+Aα,nxn)−
(Bα,1x1 + . . .+Bα,nxn)z in Step 4, we finally conclude
max
α
∣∣∣c(n) 〈K¯α, ν〉 −
n∑
j=1
Jα,ij(Ejxi + Fjxiz)
∣∣∣ ≤ CL− 1n−1 ε+ C(L)ε1ε
for z ∈ [−20n, 20n] and t ∈ [−400n2,−1].
Step 6: By the results in Step 4 and Step 5, we can find a normalized set
of rotation vector fields K˜ = {K˜α : 1 ≤ α ≤ n(n−1)2 } (with a common axis of
rotation) such that
max
α
|〈K˜α, ν〉| ≤ CL−
1
n−1 ε+C(L)ε1ε
for z ∈ [−20n, 20n] and t ∈ [−400n2,−1]. Note that the axis of rotation of
the vector fields K˜ = {K˜α : 1 ≤ α ≤ n(n−1)2 } is different from the axis of
rotation of the vector fields K¯ = {K¯α : 1 ≤ α ≤ n(n−1)2 }; the change in the
axis of rotation is determined by the coefficients Ei and Fi defined in Step 5.
Consequently, (x¯,−1) is (CL− 1n−1 ε+ C(L)ε1ε)-symmetric. In particular, if
we choose L sufficiently large and ε1 sufficiently small (depending on L), then
(x¯,−1) is ε2 -symmetric. This completes the proof of the Neck Improvement
Theorem.
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5. Proof of rotational symmetry
In this section, we establish rotational symmetry. Let Mt, t ∈ (−∞, 0],
be a noncompact ancient solution of mean curvature flow in Rn+1 which is
strictly convex, uniformly two-convex, and noncollapsed. As in [2], if −t is
sufficiently large, there exists a unique point pt ∈Mt where the mean curva-
ture attains its maximum. Moreover, this is a non-degenerate maximum in
the sense that the Hessian of the mean curvature at pt is negative definite.
Let ε1 and L be the constants in the Neck Improvement Theorem. Recall
that Hmax(t) is uniformly bounded from below. By Proposition 3.1 in [5],
we can find a large constant Λ such that the following holds. If x is a point
on Mt such that |x − pt| ≥ Λ, then x lies at the center of an ε1-neck and
furthermore H(x, t) |x− pt| ≥ 106 L.
Proposition 5.1. There exists a number T with the following property. If
t ≤ T , x ∈Mt and |x− pt| ≥ 2
j
400 Λ, then (x, t) is 2−jε1-symmetric.
Proof. This follows by a repeated application of the Neck Improvement
Theorem. The argument is analogous to [2].
Theorem 5.2. The surface Mt is rotationally symmetric for each t ≤ T .
Proof. The argument is similar to [2]. We fix a time t¯ ≤ T . For each
j, let Ω(j) be the set of all points (x, t) in space-time satisfying t ≤ t¯ and
|x− pt| ≤ 2
j
400 Λ. If j is sufficiently large, then H(x, t) ≥ n · 2− j400 for each
point (x, t) ∈ Ω(j). Proposition 5.1 guarantees that every point (x, t) ∈ ∂Ω(j)
is 2−jε1-symmetric. Consequently, given any point (x, t) ∈ ∂Ω(j), we can
find a normalized set of rotation vector fields K(x,t) = {K(x,t)α : 1 ≤ α ≤
n(n−1)
2 } such that maxα |〈K
(x,t)
α , ν〉|H ≤ 2−jε1 on Pˆ(x, t, 10, 100). Lemma
4.2 allows us to control how the axis of rotation of K(x,t) varies as we vary
the point (x, t). More precisely, if (x1, t1) and (x2, t2) are in ∂Ω
(j) and
(x2, t2) ∈ Pˆ(x1, t1, 1, 1), then
inf
ω∈O(n(n−1)
2
)
sup
B10H(x2,t2)−1(x2)
max
α
∣∣∣∣K(x1,t1)α −
n(n−1)
2∑
β=1
ωαβK
(x2,t2)
β
∣∣∣∣
≤ C 2−j H(x2, t2)−1.
Therefore, we can find a normalized set of rotation vector fields K(j) =
{K(j)α : 1 ≤ α ≤ n(n−1)2 } such that the following holds: if (x, t) is a point in
∂Ω(j) satisfying t¯− 2 j100 ≤ t ≤ t¯, then
inf
ω∈O(n(n−1)
2
)
max
α
∣∣∣∣K(j)α −
n(n−1)
2∑
β=1
ωαβK
(x,t)
β
∣∣∣∣ ≤ C 2− j2
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at the point (x, t). From this, we deduce that maxα |〈K(j)α , ν〉| ≤ C 2−
j
2 for
all points (x, t) ∈ ∂Ω(j) satisfying t¯ − 2 j100 ≤ t ≤ t¯. Finally, we note that
maxα |〈K(j)α , ν〉| ≤ C 2
j
100 for all points (x, t) ∈ Ω(j) with t = t¯− 2 j100 .
For each α ∈ {1, . . . , n(n−1)2 }, we define a function f
(j)
α : Ω(j) → R by
f (j)α := exp(−2−
j
200 (t¯− t)) 〈K
(j)
α , ν〉
H − 2− j400
.
The estimate for |〈K(j)α , ν〉| implies
|f (j)α (x, t)| ≤ C 2−
j
4
for all points (x, t) ∈ ∂Ω(j) satisfying t¯ − 2 j100 ≤ t ≤ t¯ and for all points
(x, t) ∈ Ω(j) with t = t¯− 2 j100 . On the other hand, the function f (j)α satisfies
the evolution equation
∂
∂t
f (j)α = ∆f
(j)
α +
2
H − 2− j400
〈∇H,∇f (j)α 〉−2−
j
400
( |A|2
H − 2− j400
−2− j400
)
f (j)α .
On the set Ω(j), we have
|A|2
H − 2− j400
− 2− j400 ≥ 1
n
H2
H − 2− j400
− 2− j400 ≥ 1
n
H − 2− j400 ≥ 0.
By the maximum principle, we obtain
sup
(x,t)∈Ω(j) , t¯−2 j100≤t≤t¯
|f (j)α (x, t)|
≤ max
{
sup
(x,t)∈∂Ω(j), t¯−2 j100≤t≤t¯
|f (j)α (x, t)|, sup
(x,t)∈Ω(j) , t=t¯−2 j100
|f (j)α (x, t)|
}
≤ C 2− j4
for each α ∈ {1, . . . , n(n−1)2 }. Thus, we conclude that |〈K
(j)
α , ν〉| ≤ C 2−
j
4 for
all points (x, t) ∈ Ω(j) with t = t¯. In particular, the distance of the point pt¯
from the axis of rotation of K(j) = {K(j)α : 1 ≤ α ≤ n(n−1)2 } is bounded from
above by a uniform constant which is independent of j. Sending j → ∞,
the sequence K(j) = {K(j)α : 1 ≤ α ≤ n(n−1)2 } converges to a normalized set
of rotation vector fields which are tangential along Mt¯. This completes the
proof of Theorem 5.2.
Once we know that Mt is rotationally symmetric for −t sufficiently large,
it follows from standard arguments that Mt is rotationally symmetric for all
t ∈ (−∞, 0].
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6. Uniqueness of ancient solutions with rotational symmetry
Let Mt be an ancient solution to the mean curvature flow in R
n+1 which
is strictly convex, uniformly two-convex, and noncollapsed. We may assume
that Mt is symmetric with respect to the xn+1-axis. Let us write Mt as a
graph of a rotationally symmetric function f on Rn. The function f satisfies
the equation
ft =
frr
1 + f2r
+
n− 1
r
fr.
Note that f(r, t) may not be defined for all r.
Conversely, we may write the radius r as a function of (z, t), so that
f
(
r(z, t), t
)
= z.
Then r(z, t) satisfies the equation
rt =
rzz
1 + r2z
− n− 1
r
.
Since Mt is convex, we have
r > 0, rz > 0, rt < 0, rzz < 0.
Without loss of generality, we assume that the tip of M0 is at the origin. In
other words, f(0, 0) = 0 and r(0, 0) = 0.
As in [2], let qt = (0, . . . , 0, f(0, t)) denote the tip of Mt, and let Htip(t)
denote the mean curvature of Mt at the tip qt. By the Harnack inequality,
the limit H := limt→−∞Htip(t) exists. Using results in Section 3, we obtain
|qt| ≥ c (−t) for −t sufficiently large. This gives H > 0.
We first prove that ft(r, t) is monotone increasing in t.
Proposition 6.1. We have ftt(r, t) ≥ 0 everywhere.
Proof. This is a consequence of Hamilton’s Harnack inequality for mean
curvature flow [3]. See [2] for details.
We next show that ft(r, t) is bounded from below.
Proposition 6.2. We have ft(r, t) ≥ H at each point in space-time. More-
over, for each r0 > 0,
lim
t→−∞ supr≤r0
ft(r, t) = H.
Proof. Consider the flowM
(j)
t :=Mt+tj−qtj for some arbitrary sequence
of times tj → −∞. By Theorem 1.10 in [4], the sequence M (j)t converges in
C∞loc to a smooth eternal solution, which is rotationally symmetry. At each
point in time, the mean curvature at the tip of the limit solution equals
H. Consequently, we are in the equality case in the Harnack inequality. By
[3], the limit solution must be a self-similar translator which is moving with
speed H. This gives
lim
j→∞
sup
r≤r0
|ft(r, tj)−H| = 0
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for every r0 > 0. Since ftt(r, t) ≥ 0 by Proposition 6.1, it follows that
ft(r, t) ≥ H for all r and t.
Using the maximum principle, we can show that ft(r, t) is monotone in-
creasing in r.
Proposition 6.3. We have ftr(r, t) ≥ 0 everywhere.
Proof. Consider a time t0 and a radius r0 such that f(r0, t0) is defined.
Denote by QT the parabolic cylinder QT = {x21 + . . .+ x2n ≤ r20, t ∈ [T, t0]}.
It follows from the evolution equations for H and 〈ω, ν〉 that the maximum
supQt H 〈ω, ν〉−1 must be attained on the parabolic boundary of QT . This
gives
sup
x21+...+x
2
n≤r20,t=t0
H 〈ω, ν〉−1
≤ max
{
sup
x21+...+x
2
n=r
2
0,T≤t≤t0
H 〈ω, ν〉−1, sup
x21+...+x
2
n≤r20,t=T
H 〈ω, ν〉−1
}
.
Since ft(r, t) = H 〈ω, ν〉−1, it follows that
sup
r≤r0
ft(r, t0) ≤ max
{
sup
T≤t≤t0
ft(r0, t), sup
r≤r0
ft(r, T )
}
= max
{
ft(r0, t0), sup
r≤r0
ft(r, T )
}
.
Passing to the limit as T → ∞, we obtain supr≤r0 ft(r, t0) ≤ ft(r0, t0), as
claimed.
By assumption, Mt is strictly convex, uniformly two-convex, and noncol-
lapsed. Moreover, Htip(t) is bounded from below by H. Hence, there exists
a small constant ε0 ∈ (0, 120 ) and a decreasing function Λ : (0, ε0]→ R such
that given any ε ∈ (0, ε0], if |x¯− qt| ≥ Λ(ε), then (x¯, t¯) is a center of ε-neck
(cf. [5], Proposition 3.1). We recall three estimates from [2]. These results
were stated for n = 2 in [2], but the arguments carry over directly to higher
dimensions.
Lemma 6.4. In every ε0-neck, rrz =
r
fr
≤ (1 + 2ε0)(n− 1)H−1.
Lemma 6.5. There exists a constant C0 ≥ 1 such that rm
∣∣ ∂m
∂zm
r
∣∣ ≤ C0
holds for m = 1, 2, 3 at center of ε0-necks with r ≥ 1.
Proposition 6.6. If r ≥ C1, then 0 ≤ −rzz(z, t) ≤ C2r(z, t)− 52 .
For each z < 0, we define a real number T (z) by
r(z, t) > 0 for t < T (z), lim
t→T (z)
r(z, t) = 0.
The following result allows us to estimate r(z, t) in terms of T (z)− t.
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Corollary 6.7. We have
2(n− 1) [T (z)− t] ≤ r(z, t)2 ≤ 2(n − 1) [T (z) − t] + 8C2[T (z) − t]
1
4 + C21
if z < 0 and r(z, t) is sufficiently large.
Proof. Let us fix a point (z¯, t¯). The inequality (r2+2(n−1)t)t = 2rrzz1+r2z < 0
implies
r(z¯, t¯)2 ≥ 2[T (z¯)− t¯].
Moreover, if r ≥ C1, then (r2+2(n−1)t)t = 2rrzz1+r2z ≥ −2C2r
− 3
2 by Proposition
6.6. Let t˜ ≤ T (z¯) be chosen so that r(z¯, t˜) = C1. Then
r(z¯, t¯)2 = C21 + 2(n − 1)(t˜− t¯)−
∫ t˜
t¯
(r(z¯, t)2 + 2(n − 1)t)t dt
≤ C21 + 2(n − 1)(t˜− t¯) + 2C2
∫ t˜
t¯
r(z¯, t)−
3
2 dt
≤ C21 + 2(n − 1)(t˜− t¯) + 2C2
∫ t˜
t¯
[T (z¯)− t]− 34 dt
≤ C21 + 2(n − 1)(t˜− t¯)− 8C2[T (z¯)− t˜]
1
4 + 8C2[T (z¯)− t¯]
1
4
≤ C21 + 2(n − 1) [T (z¯)− t¯] + 8C2[T (z¯)− t¯]
1
4 .
This proves the assertion.
Lemma 6.8. Let δ be an arbitrary positive real number. Then
r(0, t)rz(0, t) ≥ (n− 1) (H−1 − δ)
provided that −t is sufficiently large.
Proof. We may assume that R = r(0, t) ≥ C1. Then every point (x, t)
with xn+1 = 0 lies at the center of an ε0-neck. Consequently, |r(z, t)−R| ≤
ε0R for |z| ≤ 2R. Moreover, we have rrz ≤ (1 + 2ε0)H−1 by Lemma 6.4,
and |(rrz)z| = |rrzz+r2z | ≤ C3R−
3
2 for some constant C3 by Proposition 6.6.
Hence, if R
1
2 ≥ 4C3δ−1, then we have
|r(z, t)rz(z, t)− r(0, t)rz(0, t¯)| ≤ 2C3R−
1
2 ≤ δ
2
for all z ∈ [−2R, 2R].
Using Corollary 6.7, we obtain
r(−R, t)2 ≥ 2(n − 1) [T (−R)− t],
r(−2R, t)2 ≥ 2(n − 1) [T (−2R)− t],
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and
r(−2R, t)2 ≤ 2(n − 1) [T (−2R)− t] + 8C2[T (−2R)− t]
1
4 + C21
≤ 2(n − 1) [T (−2R)− t] + 8C2r(−2R, t)
1
2 +C21
≤ 2(n − 1) [T (−2R)− t] + 8C2R
1
2 + C21 .
From this, we deduce that
r(−R, t)2 − r(−2R, t)2 ≥ 2(n − 1) [T (−R)− T (−2R)]− 8C2R
1
2 − C21 .
Moreover, if R is sufficiently large, then
T (−R)− T (−2R) ≥
(
H−1 − δ
2
)
R.
This finally implies
r(−R, t)2 − r(−2R, t)2 ≥ 2(n − 1)
(
H−1 − δ
2
)
R,
hence
sup
z∈[−2R,R]
r(z, t)rz(z, t) ≥ (n− 1)
(
H−1 − δ
2
)
if −t is sufficiently large. Thus,
r(0, t)rz(0, t) ≥ (n− 1) (H−1 − δ)
if −t is sufficiently large.
Proposition 6.9. Given δ > 0, there exists a time t¯ ∈ (−∞, 0] (depending
on δ) such that
r(z, t)rz(z, t) ≥ (n− 1) (H−1 − 2δ),
holds for all z ≥ 0 and t ≤ t¯.
Proof. Let ψ(z, t) denote the solution of the Dirichlet problem for the
one-dimensional heat equation on the half line (see [2], Proposition 6.9). By
Lemma 6.8, we can find a time t¯ so that r(0, t)rz(0, t) ≥ (n − 1) (H−1 − δ)
for t ≤ t¯, and r(z, t) ≥ C1 + C2 for z ≥ 0 and t ≤ t¯. Given any s < t¯, we
define a function ψδ,s(z, t) by
ψδ,s(z, t) = (n− 1) (H−1 − 2δ −H−1 ψ(2z, t − s))
for t ∈ (s, t¯]. We will show that rrz > ψδ,s for all z ≥ 0 and all t ∈ (s, t¯].
It is straightforward to verify that r(0, t)rz(0, t) ≥ (n − 1) (H−1 − δ) >
lim supz→0 ψδ,s(z, t) for each t ∈ (s, t¯]; lim infz→∞ r(z, t)rz(z, t) ≥ 0 >
lim supz→∞ ψδ,s(z, t) for each t ∈ (s, t¯]; and r(z, s)rz(z, s) ≥ 0 > lim supt→s ψδ,s(z, t)
for each z > 0.
On the other hand, for z > 0 and t ∈ (s, t¯], we have , we have 1+rrzz ≥ 0,
hence
(rrz)t ≥ (rrz)zz
1 + r2z
.
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Moreover,
(ψδ,s)t =
1
4
(ψδ,s)zz ≤ (ψ
δ,s)zz
1 + r2z
.
Using the maximum principle, we conclude that rrz > ψ
δ,s for all z ≥ 0 and
all t ∈ (s, t¯]. Sending s→ −∞ gives the desired result.
Corollary 6.10. We can find a time T ∈ (−∞, 0] such that r(z, t)2 ≥
(n − 1)H−1 z for all z ≥ 0 and t ≤ T . In particular, if t ≤ T , then the
function f(r, t) is defined for all r ∈ [0,∞).
Proof. By Proposition 6.9, we can find a time T ∈ (−∞, 0] such that
r(z, t)rz(z, t) ≥ 12 (n − 1)H−1 for all z ≥ 0 and all t ≤ T . From this, the
assertion follows easily.
Proposition 6.11. For each t ≤ T , we have limz→∞ r(z, t)rz(z, t) = (n −
1)H−1.
Proof. It suffices to prove that lim infz→∞ r(z, t)rz(z, t) ≥ (n−1)H−1 for
each t ≤ T . By Proposition 6.9, we know that lim infz→∞ r(z, t)rz(z, t) ≥
(n− 1) (H−1− 2δ) if −t is sufficiently large. On the other hand, Lemma 6.5
gives
|(rrz)t| = |rtrz + rrzt| =
∣∣∣ rzrzz
1 + r2z
+
rrzzz
1 + r2z
− 2rrzr
2
zz
(1 + r2z)
2
∣∣∣ ≤ 4C30
r2
for r ≥ C1. Using Corollary 6.10, we conclude that the quantity lim infz→∞ r(z, t)rz(z, t)
has the same value for all t ≤ T . Putting these facts together, we conclude
that lim infz→∞ r(z, t)rz(z, t) ≥ (n− 1)H−1 for each t ≤ T .
Theorem 6.12. For each t ≤ T , the solution Mt is a rotationally symmetric
translating soliton.
Proof. Since rrz =
r
fr
, Proposition 6.11 implies
lim
r→∞
fr(r, t)
r
=
1
n− 1 H
for each t ≤ T . Using the evolution equation for f(r, t), we obtain
lim
r→∞ ft(r, t) = limr→∞
(n− 1) fr(r, t)
r
= H
for each t ≤ T . Using Proposition 6.3, we conclude that ft(r, t) ≤ H for all
r ≥ 0 and all t ≤ T . Therefore, Proposition 6.2 gives ft(r, t) = H for all
r ≥ 0 and all t ≤ T . Consequently,Mt is a translating solition for each t ≤ T .
Once we know that Mt is a translating soliton for −t sufficiently large,
it follows from standard arguments that Mt is a translating soliton for all
t ∈ (−∞, 0]. This completes the proof of Theorem 1.1.
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