The effective organisation and retrieval of digital images in a networked environment will depend upon the development and use of relevant metadata standards. This paper will discuss metadata formats and digital images with particular reference to the Dublin Core initiative and the standard developed by the Consortium for the Computer Interchange of Museum Information (CIMI). Issues relating to interoperability, the management of resources and digital preservation will be discussed with reference to a number of existing projects and initiatives.
Introduction
index headings. Metadata, therefore, acts as a basis for information retrieval but can also have other roles. The diversity of metadata creating communities, however, results in the existence of many different metadata formats. An approximate typology based upon the underlying complexity of the various formats is outlined in Figure 1 . According to this typology, there is a continuum from simple metadata like that created by Web search engines, through simple structured generic formats like Dublin Core to more complex formats which have definite structure and are specific to one particular domain or part of a larger semantic framework. Examples of these more complex formats are the MARC formats used by libraries and formats based on the Standard Generalised Markup Language (SGML). Different subject communities and market sectors have invested heavily in developing their own metadata formats and systems. Lorcan Dempsey and Rachel Heery have pointed out that considerable effort has been expended on developing specialist formats to ensure fitness for purpose [8] .
Band
... there has been investment in training and documentation to spread knowledge of the format; and, not least, systems have been developed to manipulate and provide services based on these formats. For these reasons, metadata 'format diversity' is likely to be perpetuated over time and, indeed, new metadata formats will periodically be developed to address the perceived needs of other subject domains and communities.
The creation and maintenance of metadata will be an important part of the activity of any image archivewhether digital or non-digital. Image repositories like photographic libraries have traditionally used cataloguing techniques to store metadata about their resources. These will, where possible, record an object's creator and date of creation and may also contain information on its physical form and subject matter. Images also have their own subject indexing requirements so that although general subject classification schemes like the Dewey Decimal Classification (DDC) can be used to index images, some classification schemes have been developed specifically for image-based resources. One of the best known is ICONCLASS, an iconographic hierarchical classification system for classifying works of art developed at the University of Leiden [9] . Text-based indexing schemes include the widely used Art & Architecture Thesaurus (AAT) and the Categories for the Description of Works of Art (CDWA) [10, 11] .
The Dublin Core metadata initiative
The Internet has spurred increased consideration of metadata as an aid to resource discovery. The Dublin Core (DC) is an international and interdisciplinary initiative to develop a metadata element set intended to facilitate discovery of digital resources. Dublin Core was initially conceived as a simple metadata format that could be used by the creators of resource or by Web-site maintainers. It has also, however, become a focus of interest from a variety of communities with wider interests in resource description, including librarians, archivists, museum documentation specialists and computer scientists with an interest in text markup issues [12] .
International representatives of these communities have met at a series of invitational workshops, the first of which met at OCLC's headquarters at Dublin, Ohio in March 1995 which resulted in the initial proposal of an thirteen element metadata set [13] . Dublin Core elements are intended to be optional, repeatable and extensible. The requirement for extensibility was recognised from an early stage because local applications of Dublin Core would need to add additional elements according to special needs [14] . A second workshop, held at the University of Warwick in April 1996, investigated syntactical issues and discussed the development of a architectural framework that could position the Dublin Core in a wider metadata context [15] . It has always been expected that Dublin Core will need to co-exist with metadata created in other formats and created for purposes other than resource discovery. The Warwick Framework container architecture was developed to permit the aggregation of different metadata types [16] .
The third Dublin Core Workshop, the Image Metadata Workshop held in Dublin, Ohio in September 1996 and sponsored by the Coalition for Networked Information (CNI) and OCLC, specifically considered the application of the Dublin Core element set to the description of images. Dublin Core had been originally developed to describe what the initiative itself called "document-like-objects" -as a means of side-stepping what Weibel and Miller called "differences on individual notions of what constitutes a discrete object worthy of separate description" [17] . The workshop concluded that discrete and bounded images could be considered to be document-like-objects when 'fixed' -in the sense of appearing the same to all users. The workshop concluded that Dublin Core could constitute a suitable basis for the resource discovery of networked images. In addition, the workshop noted the benefits of adopting a common set of metadata elements that would support the discovery of both textual and visual resources [18] .
The workshop resulted in a number of changes to the Dublin Core element set which took into account the specific requirements of images. Some of the element descriptions were changed and two new elements were added to the original thirteen. Thus the Subject and Description elements were differentiated and a new Rights Management element added. The result was fifteen core metadata elements (Figure 2) . A reference definition of simple Dublin Core has been published in 1998 as Internet RFC 2413 [19] .
Element name
Brief description Further workshops helped define Dublin Core element structure and formalised additional qualifiers. Three qualifiers were defined at DC-4 in Canberra [20] .
• TYPE -a sub-element name, e.g. DC.Relation.IsPartOf.
• SCHEME -specifies an externally defined scheme or standard. So a DC Subject field could be qualified as a DDC number or LCSH term, e.g. DC.Subject SCHEME="DDC21".
• LANGUAGE -the language of the element value, e.g. DC.Description LANG="en".
Currently, the easiest way to implement metadata on the Web is to embed Dublin Core in HTML META tags. The advantage of this is that metadata is stored within the document itself and could be harvested by metadata-aware Web indexing robots [21] . Future deployment of Dublin Core on the Web, however, will possibly be implemented using the Resource Description Framework (RDF).
The Resource Description Framework
RDF has been developed by the World Wide Web Consortium (W3C), the organisation that co-ordinates standards for the Web, as an architecture for metadata on the Web. The RDF Model and Syntax Specification provides a data model for describing resources and also proposes an Extensible Markup Language (XML) based syntax based on this model [22] . Metadata attributes and semantics are defined as a RDF Schema which provides information about how RDF statements are to be interpreted. RDF aims to facilitate modular interoperability among different metadata element sets by creating what Eric Miller of OCLC calls "an infrastructure that will support the combination of distributed attribute registries" or complementary, independently-maintained metadata packages [23] .
RDF has potential applications in a number of specific areas on the Web. It can be used to describe the content of resources, to model relationships between resources and to enable collections of Web pages to be represented as a single logical "document" -all of which can aid the resource discovery process. RDF also has potential applications for implementing content ratings services, for describing intellectual property rights and for dealing with privacy issues. The RDF Schema Specification additionally points out that "RDF with digital signatures will be key to building the 'Web of Trust' for electronic commerce, collaboration, and other applications" [24] .
Many persons involved in the development of Dublin Core have been actively involved in the development of RDF, which can be understood in Dublin Core terms as an implementation of the conceptual Warwick Framework. A draft RDF schema for Dublin Core has been produced as part of the development of the RDF Schema Specification and it is possible that Dublin Core could be one of the earliest RDF implementations on the Web [25] . The twin development of Dublin Core and RDF has also resulted in a review of the data model that underlies Dublin Core that will feed into future developments of the format.
Integrating access to distributed and heterogeneous information objects
The development of core metadata standards and Web-based infrastructures will not immediately lead to the integration of resource discovery in what is an extremely heterogeneous environment. Historically, different types of repositories have developed their own ways of describing the content of their collections. Libraries have developed standards for describing library-based materials including images, using cataloguing rules like AACR2. This information could then be encoded in one of the Machine Readable Cataloguing (MARC) formats. Archives use a different family of standards including ISAD(G) -the General International Standard Archival Description. Museums and art galleries, if anything, are even more diverse. Individual museum departments might document their own artefacts in a number of different ways depending upon the provenance and format of items. Jim Blackaby and Beth Sandore have commented that for "a variety of reasons -availability of software, variations in standards, the needs of collections -heterogeneity can be expected to persist and in many cases, it should be encouraged" [26] . When other organisations that might hold relevant collections are added -photographic libraries, zoological and botanical gardens, local history societies, individuals, etc. -one gets an idea of the potential diversity and heterogeneity of image-based data and its associated metadata. This necessary heterogeneity is also replicated in the digital environment. User expectations, however, mean that there is a need to work towards integrating the resource discovery process in this diverse environment. Some of these issues have been considered by the UK MODELS project and by the development of a MODELS Information Architecture (MIA) for broker services [27] .
Consortium for the Computer Interchange of Museum Information
Several important metadata initiatives with direct relevance to these issues have originated in the cultural heritage sector, primarily from the museum community. Investigation into standards for the interchange of cultural heritage information has been co-ordinated by the Consortium for the Computer Interchange of Museum Information -the CIMI Consortium. This consortium aims to provide demonstrations of how distributed and heterogeneous data can be accessed in a consistent way. One of CIMI's first projects was CHIO (Cultural Heritage Information Online). This project offered a demonstrator that explored the use of SGML (CHIO Structure) and the utility of the Z39.50 protocol (CHIO Access) [28, 29] . The project resulted in the publication of a CIMI Z39.50
Application Profile for cultural heritage information [30] . Current projects include a Dublin Core testbed that will explore the use of DC qualifiers, the emerging DC data model and the use of RDF.
Museum Educational Site Licensing Project
The Museum Educational Site Licensing Project (MESL) was a collaboration between museums and educational institutions in the United States, with support from the Getty Art History Information Program and MUSE Educational Media, to investigate the capture, distribution and educational use of digital images and their corresponding text descriptions [31] . The project acknowledged the uncertainty that exists with regard to intellectual property rights -particularly for image-based material -and attempted to bring stakeholders together to explore the technical, administrative and legal issues surrounding the educational use of networked digital images. As part of this, MESL developed a means of searching across diverse metadata by mapping these to a data dictionary with thirty-two fields [32] .
Aquarelle
Projects based in Europe have looked at similar issues. The Aquarelle project, funded by the European Union (EU) under its Telematics Applications Programme, investigated technical and architectural solutions to the problem of linking distributed and diverse cultural heritage information sources. In co-operation with the CIMI Consortium, the Aquarelle Consortium developed and designed an architecture for an integrated resource discovery system based on Z39.50, producing a new Z39.50 Application Profile [33, 34] . The project also created an environment for the creation, dissemination and maintenance of documents called 'folders' that contain secondary information about cultural heritage resources [35] .
The Electronic Library Image Service for Europe
Another EU funded project investigating access to distributed and heterogeneous information objects, this time with specific reference to digital images, is the Electronic Library Image Service for Europe (ELISE). This project was primarily concerned with building a complete digital image service that includes support for user registration and validation, rights management and charging mechanisms as well as being able to search across heterogeneous databases, again using Z39.50 [36, 37] .
The Arts and Humanities Data Service
A service with similar aims is the UK Arts and Humanities Data Service (AHDS). The AHDS is funded by the Joint Information Systems Committee of the UK's Higher Education Funding Councils to collect, describe, and preserve the electronic resources which result from research and teaching in the humanities. It consists of five distributed subject-based service providers that give access to a variety of digital information in the subject domains of archaeology, history, literary, linguistic and other textual studies, the visual arts, and the performing arts. All service providers need to give access to catalogues of their own metadata and will need to operate within a resource description context specific to their own subject domain. For example, the Oxford Text Archive -the AHDS service provider for literary and linguistic texts -would normally describe resources using Text Encoding Initiative (TEI) headers -an implementation of SGML [38, 39] . Two of the other providers have a specific interest in image-based information. The Visual Arts Data Service collects digital resources of interest to the visual arts community [40] . The Performing Arts Data Service covers the broad fields of the performing arts including film, theatre, music, dance and the broadcast arts [41] . However at a higher level, the AHDS needs to implement a resource discovery system that will provide unified access to the resource description systems of all service providers.
The AHDS, in conjunction with UKOLN, organised a number of metadata workshops to discuss resource description issues for each of the subject domains covered by the service providers [42] . The eventual technical solution adopted a 'layered' approach to cross-domain resource discovery as outlined in the MODELS workshop series. At the highest layer, a layered system utilises a simple generic metadata format for basic resource discovery. At lower layers, the same system can be configured to use descriptive information from domain-specific metadata formats. Rosemary Russell characterises this as enabling a user, "in a single search environment, to 'drill down' or move progressively through a hierarchy of increasingly rich and specialist metadata as they ... [move] through a continuum from resource discovery to resource evaluation, access, and use" [43] . The AHDS system has been implemented using Dublin Core and a Z39.50 gateway [44] .
4
Further applications of metadata
Models of the research process
It is becoming increasingly realised that metadata has potential applications in areas other than resource discovery. David Bearman and Jennifer Trant, for example, have modelled the different strands of the humanities research process and noted the essential role of metadata within the model [45] . This model proposes a five-stage research process:
In the electronic environment, each one of these stages will depend upon the creation and maintenance of appropriate metadata. The initial discovery stage is almost completely dependent upon the existence of metadata. This data should allow a researcher to make a decision about a resource's likely relevance and whether to request its retrieval. The retrieval stage may require further metadata. In a Web context it may just require the knowledge of an Uniform Resource Locator (URL) or other unique identifier. However, in other environments, there may be a need for technical data about file formats, dependencies on particular pieces of hardware and software and other information necessary to know whether it is possible to retrieve the resource in a meaningful way. Additionally, metadata about rights management -the terms and conditions under which a resource can be used -will also be important. Once a resource has been retrieved, it moves into the 'space' of the user for collation, analysis and representation. The re-presentation of information will result in the creation of new resources which may require further reference to rights management metadata and will also require the creation of further metadata to document the new resource and the processes that led to its creation.
Image standards
Howard Besser of the University of Michigan has proposed several distinct areas where metadata standards need to be developed for digital images. He has said that the library and information community -amongst others -need to take "the steps necessary to ensure that digital images produced today will be viewable well into the future, and a key step in making that happen is the provision of adequate metadata" [46] . This metadata comes in six broad categories [47] .
• The technical information required to view the image. This metadata would comprise information about image types -whether bitmaps, vector files or video -with information on particular file formats (e.g. TIFF, GIF, etc.), compression (e.g. JPEG) and colour metrics.
• Information about the image capture process. This would include metadata about the type of image digitised with information about the size and dimensions of the original object. Technical information about the maker and model of scanner hardware used together with details of what has been done to each image would also be useful.
• Information about the quality and veracity of an image. Users of images may need to know who was responsible for its digitisation. For example, a digital image created by a museum or art gallery from scanning the original or a high-quality surrogate may need to be differentiated from the same image scanned by a private individual at home.
• Information about the original object. It will in many cases to important to know the precise nature and origin of the source object and it link with any surrogates. This descriptive information may include legacy content metadata, including subject classifications.
• Information about an image's authenticity. One of the problems with all digital information is that it is difficult to be sure that an information object is what it claims to be. This is what Peter Graham calls 'intellectual preservation' [48] . How will users know that the digital object that they retrieve is the one that they want? How will administrators of digital repositories know that their holdings have not been subject to unauthorised changes, either accidental or deliberate? Solutions to these problems are likely to depend upon cryptographic techniques or implementations of digital signatures.
• Information about rights management. Rights information is basic to the use and reuse of image resources.
Rights metadata might include information on viewing and reproduction restrictions and contact information for the rights holders. Publishers and other rights owners are beginning to investigate the potential of metadata for rights management [49] .
Howard Besser suggests that standards need to be developed for all of these metadata types. Decisions also need to be made concerning the location of this metadata. Some information, for example core resource discovery data or rights management metadata, might best exist in an image header while other information might more suitably be stored in a separate (but linked) database. It is essential that much of this information is recorded (or captured) at the time when a digital image is created.
The Making of America II Testbed Project
Development of standards in these areas is under progress. The Making of America II (MoA II) testbed project -a US project investigating the creation of an integrated (but distributed) digital library of surrogates of archival material -has defined three distinct types of metadata which can aid the discovery, navigation and administration of resources.
• Descriptive metadata, primarily for resource discovery.
• Structural metadata, which are those metadata relevant to the representation of the digital object to the user.
• Administrative metadata, defined as the information necessary for a repository to manage its digital collections.
The MoA II White Paper identifies many of the metadata types described by Besser as administrative metadata and specifies a list of metadata fields (or elements) [50].
Digital preservation
One other potential application of metadata is in the context of the long-term preservation of digital information objects. The issues that surround digital preservation have been receiving increased attention in recent years and the problems are seen to be as much strategic as technical [51, 52] . It is becoming increasingly apparent that successful preservation strategies will depend upon the creation and maintenance of relevant documentation or metadata [53, 54] . For example, Stephen Robertson has developed a model of a Digital Rosetta Stone (DRS) -a detailed 'metaknowledge archive' that could store "the vast amounts of knowledge needed to recover digital data from ... superseded media and to reconstruct digital documents from their original formats" [55, 56] . Others have coined phrases like 'super-metadata' or 'digital tablets' to describe much the same concepts [57, 58] . A number of projects and initiatives exist which are attempting to identify the metadata types necessary for long-term digital preservation.
The RLG Working Group on Preservation Issues of Metadata
In 1997, the Research Libraries Group constituted a Working Group on the Preservation Issues of Metadata and its final report [59] is a good assessment of the preservation and metadata requirements of digital imaging technology. The working group limited itself to a consideration of the data elements that describe digital image files, arguing that other specialist groups could be constituted to analyse other formats when the need becomes more pressing. The metadata elements deemed crucial for the continued viability of a digital master file are outlined in Figure 3 . The RLG Working Group also examined two 'core' metadata formats, the Dublin Core and the Program for Cooperative Cataloging's USMARC-based core record standard, so that the group could specify the metadata elements extra to these core element lists that would be important to serve preservation needs. The report also published examples of preservation metadata implemented in extended Dublin Core, in an USMARC record and in a simple XML-based format.
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Reference Model for an Open Archival Information System
One of the most influential initiatives in the digital preservation area is the high-level model for a digital archive known as the Reference Model for an Open Archival Information System (OAIS) published by the Consultative Committee for Space Data Systems (CCSDS). OAIS is an ISO initiative (co-ordinated by the CCSDS) that defines a reference model for organisations concerned with the long-term preservation of digital information obtained from observations of terrestrial and space environments, but which should be applicable to other long-term digital archives [60] . The OAIS model has a 'taxonomy of archival information object classes' that includes:
• Content information. The information that is the primary object of preservation. This contains the primary Digital Object and any Representation Information (RI) needed to transform this object into meaningful information.
• Preservation Description Information (PDI). Any information necessary to adequately preserve the Content Information with which it is associated. It includes: -Reference Information, e.g. unique identifiers. -Context Information which may contain details on the subject of the information or its relationships with other objects. -Provenance Information giving details of publishers (or other rights owners) and documenting rights management issues. -Fixity Information that documents authentication mechanisms in use.
• Packaging Information. The information that binds and relates the components of a package into an identifiable entity on a specific media.
• Descriptive Information. The information that allows the creation of Access Aids -to help locate, analyse, retrieve or order information from an OAIS. The OAIS reference model is an important attempt to develop consensus about how repositories can begin to address the long-term preservation of digital information objects.
National Library of Australia PANDORA logical data model
The National Library of Australia (NLA) developed a 'logical data model' for metadata in its PANDORA (Preserving and Accessing Networked DOcumentary Resources of Australia) digital preservation pilot project. This model is based on an entity-relationship diagram that identifies the logical entities that need to be supported by the PANDORA system. The highest level entities are:
• Identification • Selection and negotiation • Capture • Preservation • Rights Management and Access Control Each of these is divided into further entities and each of these into metadata attributes. Preservation metadata is defined as "entities required to support the management of copies within the archive, including activities to ensure both the immediate and long term accessibility of the item". The entities include 'File' and 'File Type' (e.g. HTML, ASCII, JPEG, PDF, TIFF, etc.), 'Format' and 'Format Type' (e.g. Online, Diskette, CD-ROM, etc.). The notes on 'Format' suggest that such information should be recorded at the selection stage as part of a technical assessment. It also recommends that "a history trail is kept of the format of the copy at the time of archiving and any technical processing that has been conducted on the copy to ensure preservation and access" [61] . A copy of a publication may be converted from one format to another to improve accessibility in the host environment or to help the migration of whole categories of publication to a new technology base. Generally a conversion from one format to another will involve tangible formats (e.g., to transfer files from diskette to CD-R) but there may also be a requirement to convert data from a tangible to online format or vice versa. When a format is converted to another format type, a record will be maintained of the conversion process, with a link to the new format type.
The NLA is currently in the process of setting up a Digital Services Project (DSP) that will take on many of the functions of the PANDORA pilot but which will be more fully integrated into the library's other activities [62].
CURL Exemplars in Digital Archives project (Cedars)
Cedars (CURL Exemplars in Digital Archives) is a UK project funded by the Electronic Libraries (eLib) programme and managed by the Consortium of University Research Libraries (CURL) [63] . The project has three complementary aims:
• To promote awareness about the importance of digital preservation, both amongst research libraries and their users, and amongst the data creating and data supplying communities upon which they depend.
• To identify and disseminate appropriate strategies so that individual libraries can develop collection management policies for digital information objects that are appropriate to their needs.
• To investigate and promote appropriate methods for the long-term preservation of different classes of digital resources typically included in library collections.
The Cedars project has recognised the importance of metadata creation and maintenance in ensuring the continuing viability of digital information objects. The Cedars Access Issues Working Group has produced a preliminary study of preservation metadata and the issues that surround it [64, 65] . This study will be used as a basis for the development of a preservation metadata implementation within the project.
Conclusions
This paper has attempted to show that metadata can be useful for a variety of applications with regard to imagebased data. Firstly, despite the ongoing development and growing sophistication of content-based image retrieval techniques, metadata will remain useful for retrieval based on the known content and context of images. If standard formats (Dublin Core, MARC, etc.) or protocols (Z39.50) are utilised, retrieval of images can also be easily integrated with the retrieval of other digital -and non-digital -information objects. In addition, metadata can be utilised to carry out a range of other functions: representation, authentication, rights management and digital preservation. Metadata implementations like RDF/XML offer the means to define metadata schemata to help manage these functions. The main difficulty with metadata is that it can be extremely time-consuming and expensive to create and maintain. The advantage is that when combined with content-based approaches, metadata can enhance information retrieval and fulfil a host of additional, but important, administrative roles.
