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I. INTRODUCTION
Sanderson's principle of electronegativity equalization states that, upon the formation of
a molecule, electrons ow until all electronegativities are equalized.1 Essentially the same
principle is found in density functional theory (DFT), stating that the electronic ground
state has a constant chemical potential.1,2 Starting from basic DFT equations, Mortier et
al. derived the electronegativity equalization method (EEM),3,4 providing an elegant math-
ematical reformulation of Sanderson's principle. EEM assumes a quadratic model for the
molecular energy as function of the atomic charges. A minimization of this energy (with
a constraint on the total charge) leads to a set of linear electronegativity equations, whose
solution yields ab initio quality atomic charges at minimal computational cost. After the in-
troduction of EEM in the seminal paper of Mortier,4 the model was extensively validated and
applied to diverse chemical systems, including inorganic solids,5{12 organic molecules,13{29
biomolecular systems30{33 and metal-organic frameworks.34 These successes are the basis for
the wide-spread adoption of EEM as a polarizable force eld (PFF) used in high-throughput
in-silico screening35 and in molecular mechanics force elds.9,13,15,20,21,24{26,31,36{38 Besides its
practical utility, EEM is also of fundamental importance because it explains the molecular
charge distribution with just a few simple equations and a set of transferable parameters.
Most of the EEM improvements that have been proposed over the past 25 years can
be divided into two broad families. Early extensions of EEM (1986-2000) are renements
that introduced more details to obtain a more accurate model. More recent extensions
(2000-2012) address the fundamental shortcomings of EEM through alternative forms of
the model. Note that the calibration of EEM parameters for new elements or atom types is
not considered as an extension in this context. One should also be aware that dierent names
are commonly used for models that are very similar to EEM, e.g. charge equilibration (QE,
QEq39 or CHEQ29), uctuating charges (FQ or FlucQ)13, chemical potential equalization
(CPE)40, and so on.
The early adjustments of EEM (1986-2000) are straightforward approaches to obtain a
more realistic model. Rappe and Goddard pioneered the use of distributed charge densi-
ties instead of atomic point charges39 to achieve more accurate electrostatic interactions at
short inter-atomic distances, in analogy with Thole's smeared atomic inducible dipoles.41
Originally, Slater-type densities were used, but later works also employed Gaussian-type
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densities16,28,40 or other models.8,15,30,42 The second important generalization was the intro-
duction of atomic s-type and p-type density basis functions.40,43 This allows a much more
detailed description of electronic polarization, e.g. orthogonal to planar molecules, and
is therefore widely used in PFFs.44{49 These PFFs are often used in molecular dynamics
(MD) simulations based on Born-Oppenheimer,15 extended Lagrangian20,36,50 (cfr. Car-
Parrinello51) or predictor-corrector52 approaches to compute atomic charges and/or dipoles
at each time step. The applications of these early extension go beyond a fast computation
of atomic charges and electrostatic interactions. IR and Raman intensities,14 intermolecular
charge transfer53 and chemical reactivity indices54,55 have also been modeled using improved
EEM schemes.
Later model development papers (2000-2012) have focused on the more fundamental
limitations of EEM, which become problematic in simulations of extended systems or when
one studies atomic charges during chemical reactions. The rst problem is that EEM always
predicts a cubic scaling of the dipole polarizability with system size, while dielectric systems
exhibit a linear scaling in the macroscopic limit.56,57 The second problem is that EEM
yields, in general, fractional molecular charges for a system with two or more molecules,
even when these molecules are well separated.58,59 For such systems, one expects integer-
charged molecules because the energy of an isolated molecule is a piece-wise linear function
of the molecular population with derivative discontinuities at integer populations.60{62 Both
problems boil down to one general weakness: EEM always allows long-range (even through-
space) charge transfer, while this is only realistic inside conductor-like systems, e.g. metals
or conjugated hydrocarbons.
Several ad hoc approaches were proposed to solve both EEM problems, e.g., with arti-
cial constraints on molecular charges20,57 or with harmonic restraints on molecular dipoles.47
One can also suppress the impact of electronegativity dierences at long distances.59,63,64 A
promising strategy to obtain correct dissociation limits, is the derivation of EEM variants
from valence bond theory,59,63{65 but to our knowledge no one has yet shown the transfer-
ability of parameters in these models within a broad class of molecular systems.
A turning point in the eld was the atom-atom charge transfer (AACT) paper of Chelli
et al.56 In AACT, atomic charges are expressed in terms of split-charge66 variables. Split
charges (a.k.a. bond charges30 or atom-atom charge transfers56) form a redundant basis
for the atomic charges and are mathematically equivalent to bond-charge increments.67,68 A
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split charge is associated with a pair of atoms and determines the amount of charge that is
transferred from one atom to the other. It can also be seen as a nite dipole, as opposed to a
point dipole. In analogy with the inducible point dipole model,41 the AACT energy contains
quadratic split-charge terms with the bond hardness as a linear parameter. These terms
guarantee a linear scaling of the dipole polarizability.56,57 It is common to associate split
charges only with pairs of atoms that are covalently bonded, which disables intermolecular
charge transfer. Later, Nistor et al. proposed the split-charge equilibration (SQE),66 which
has EEM and AACT as limiting cases. SQE parameters were calibrated for organic28 and
inorganic12,66 systems, and were found to be transferable to other molecules not included in
the training set. The transferability indicates that the bond hardness parameter must have
some physical interpretation. Nistor and Muser provided such interpretation by showing
that the bond hardness correlates with the dielectric constant and the band gap of a solid
in the macroscopic limit.69,70 In analogy with EEM, SQE can also be extended with atomic
inducible dipoles to rene the model.71
In spite of the valuable recent EEM extensions (2000-2012), many practical and funda-
mental questions about these improved EEM schemes remain unanswered, which impedes
their broad application. Currently, the most pressing issues related to SQE are the following:
1. AACT, and by extension SQE, are mathematical generalizations of EEM for which
there are merely some intuitive physical motivations. Unlike EEM, these improved
models are not yet supported by a direct derivation from an underlying and generally
accepted theory, such as DFT. The split-charge variable is the root of this problem.
Split-charges are not dened as atoms-in-molecules (AIM)72,73 quantities that can be
computed directly from the electronic density or wavefunction. If such a denition
would be available, one could try to approximate the DFT energy in terms of split
charges and construct an EEM-like model. Currently split-charges can only be derived
by rst computing AIM charges, followed by a transformation of these charges into
split charges. Furthermore, the transformation to split charges is not even uniquely
dened, i.e. a single set of atomic charges corresponds in general to a manifold of split
charges,74 suggesting that the split charge is merely a mathematical construct instead
of a tangible physical quantity.
2. AACT and SQE only provide an ad hoc solution to x intermolecular charge transfer:
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by convention, one excludes intermolecular split charges. Although some attempts
were made to describe bond-breaking in SQE,75,76 these are troublesome in numerical
applications because they directly follow the suggestion of Cioslowsky58 to let the bond
hardness diverge to innity as atoms separate. This is especially problematic when
one tries to apply these models in the context of reactive force elds. Moreover, there
are only empirical guidelines to determine which split charges should be excluded.
3. Parameters for EEM, AACT, SQE and many related models are determined with
daunting calibration procedures so as to reproduce atomic charges and other properties
for a large training set of molecules. Due to the large number of EEM parameters,
these calibrations are aicted by statistical correlations.8,12,77 The more advanced
the model, the more parameters it contains and the harder it becomes to determine
the parameters. Keeping in mind that extended EEM models will be even more
parameter-laden, one urgently needs an alternative to the conventional calibration of
parameters. Although several authors have suggested direct expressions for the EEM
parameters,78,79 these did not gain a wide-spread adoption.
4. AACT and SQE can only describe neutral molecules. This is a consequence of the
mathematical denition of the split charge. A recent extension, SQE+Q0,33,70 provided
a solution on empirical grounds, but lacks a profound theoretical support.
The goal of this paper is to solve denitively the rst and the second problems. For the
third and fourth problems, this paper provides a solid foundation for future work. These
goals are realized with the derivation of a new atomic charge model from Kohn-Sham DFT,
namely \Atom-Condensed Kohn-Sham DFT approximated to second order" (ACKS2). The
new model completely operates in atom-space,74 e.g. split charges are no longer needed
to reproduce the attractive features of AACT and SQE. Nevertheless, SQE is a limiting
case of ACKS2 and the inverse of the bond hardness is still present as an o-diagonal
parameter. We also show that this model can be used to correctly describe atomic charges
when covalent bonds break or form. In the limit of large separations, ACKS2 predicts
that the charges of molecular fragments become integers. Furthermore, our derivation also
provides AIM expressions for all parameters in the model, enabling a direct computation
of the parameters from a Kohn-Sham wavefunction. An extensive numerical validation of
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these AIM parameter expressions will be published in a subsequent paper. Finally, ACKS2
can also describe charged species.
In Sec. II, ACKS2 is derived from Kohn-Sham DFT. A new derivation of EEM is proposed
and the origins of its weaknesses are analyzed. The derivation of ACKS2 is based on this
analysis. The solution of the ACKS2 model for a system that dissociates into two fragments
is presented in Sec. III. Sec. IV describes the numerical implementation of ACKS2. Sec. V
discusses potential extensions and applications and relates ACKS2 with other recent devel-
opments. The last section summarizes the main conclusions of this work. The equivalence
of the ACKS2 and SQE+Q0 models is shown in the Appendix. Atomic units are used unless
noted otherwise.
II. DERIVATION
The derivation of ACKS2 builds on a new connection between polarizable force elds
(PFFs) and density functional theory (DFT), namely atom-condensed DFT. With this for-
malism, a new derivation of EEM is presented in which every essential approximation is
made explicit. These approximations reveal the origins of the inherent weaknesses of EEM.
Furthermore, this derivation shows how EEM parameters can be computed directly and
how they depend on the molecular environment. The essential problem is that the EEM
approximation cannot be justied for the non-local contributions to the energy functional
in DFT, more specically the kinetic energy. Therefore, a new second-order approximation
is proposed for the Kohn-Sham kinetic energy, in which the atom-condensed DFT plays a
central role. The ACKS2 energy is then dened as the sum of the new kinetic energy model
and an EEM approximation for all other contributions to the DFT energy.
A. Atom-Condensed DFT
In the conventional derivation of a PFF from DFT, one expands the changes in the elec-
tron density in a basis of atom-centered functions. By substituting this expansion in the
DFT energy functional, one develops a model for the rst- and second- order derivatives of
the electronic energy towards the expansion coecients.40,79{82 Although the density basis
expansion is also useful in this paper, the starting point of our derivation is constrained
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DFT.83,84 By imposing constraints on the electron density, people have already successfully
studied charge transfer during bond dissociation,58 long-range charge transfer,85 and inter-
molecular charge-transfer and induction eects.86 Note that these are exactly the phenomena
that EEM cannot describe correctly. Therefore, we will use constraints on the atomic popu-
lations to dene an atom-condensed DFT and use this as the starting point for the derivation
of EEM and ACKS2.
In this work, the charge of an atom is dened as
qA = ZA  NA 8A 2 f1; : : : ;Mg (1)
where ZA is the nuclear charge, M is the number of atoms in the molecule and NA is the
atomic population dened as
NA =
Z
A(r)dr with A(r) = wA(r)(r) (2)
and where wA(r) is a weight function (0  wA(r)  1) that species which part of the
total electron density is attributed to atom A. The function A(r) is called the atoms-in-
molecules (AIM) density of atom A. There are several schemes to derive atomic weight
functions from the electronic density, e.g. Hirshfeld partitioning,87 Becke partitioning,88
Hirshfeld-I partitioning,89 ISA,90 and QTAIM.91 In all these schemes, the weights add up to
unity, so the sum of atomic populations is equal to the total molecular population:
MX
A=1
wA(r) = 1,
MX
A=1
NA = Ntot (3)
In this paper, the summation indexes A, B, C and D will be used for sums over atoms,
which always go from 1 to M , unless noted otherwise.
This AIM partitioning can be coarse-grained towards molecular fragments by dening a
fragment weight function as the sum of the weight functions of the constituting atoms. Sim-
ilarly, one may rene the model with atomic dipoles, quadrupoles and so on. The inclusion
of such degrees of freedom in the derivation below is not dicult but tedious.40,43,92{94 In this
work, the eect of inducible dipoles is neglected and (variations of) AIMs are approximated
as spherically symmetric functions.
A PFF is essentially a model for the molecular electronic energy in terms of atomic
populations (and higher multipoles). One can dene an exact PFF energy by means of the
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variational principle in DFT, combined with a constraint on each atomic population:
Epop(N1; : : : ; NM) = min
NA=
R
wA(r)(r)dr
Ev[] (4)
The dependence of the energy on the nuclear coordinates is implicitly present through the
external potential v. The constrained ground state corresponds to a stationary point of the
Lagrangian:
max
1;:::;M
min

"
Ev[] 
X
A
A
Z
wA(r)(r)dr NA
#
(5)
Hereafter, the populations will be used as degrees of freedom, which | through the concept
of population-constrained DFT | determine all other properties of the electronic system.
The principal quantities we want to model in terms of populations are the energy:
Epop(N1; : : : ; NM) (6)
and the density
pop(N1; : : : ; NM ; r): (7)
The conventional DFT energy functional, which depends on , is hereby condensed in Epop,
which only depends on the atomic populations.
In this work, a PFF is constructed as an empirical model for a second-order expansion
of Epop. The primary application of such a PFF is to compute the charge distribution and
linear response properties of extended molecular systems at a low computational cost. In
the context of molecular mechanics force elds, one must also consider the dependence of
Epop on the nuclear coordinates and include the repulsion between the nuclei:
Emol = Enn + Epop(N1; : : : ; NM) (8)
It is insightful to compare population-constrained DFT with Levy's constrained search
formulation of DFT.95 The ground state populations can be found by minimizing Epop with
a constraint on the total charge. Since Epop is in itself also dened through a constrained
minimization, one may express the ground state energy as a double minimization:
Egs,pop = min
N1;:::;NMP
ANA=Ntot
Epop(N1; : : : ; NM)
= min
N1;:::;NMP
ANA=Ntot
min

NA=
R
wA(r)(r)dr
Ev[]
= min

Ntot=
R
(r)dr
Ev[]
(9)
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The double minimization is presented schematically in Fig. 1. For each set of populations,
(N1; : : : ; NM), Epop is the lowest possible energy of all densities with these populations.
Hence, when the populations of the unconstrained DFT ground state are used, Epop coincides
with the DFT ground state energy, which justies the last equality in Eq. (9), irrespective
of the partitioning scheme used to dene the weight functions, wA(r). This approach is
reminiscent of Levy's constrained search formulation of DFT, which is also written as a
double minimization. In Levy's work, the rst minimization considers all possible Ntot-
representable densities, while the second searches for the minimum energy wavefunction
that corresponds to the given Ntot-representable density.
The derivation of ACKS2 makes use of the duality between the populations (N1; : : : ; NM)
and the Lagrange multipliers (1; : : : ; M). It is assumed that the reader is familiar with
the Legendre transform96 that relates, in general, constrained variables with the correspond-
ing Lagrange multipliers. Note that Eq. (5) is a non-standard Legendre transform of the
following energy expression:
Epop(1; : : : ; M) = min

"
Ev[] 
X
A
A
Z
wA(r)(r)dr
#
(10)
This Legendre transform bears some similarities with Lieb's formulation of DFT.97,98 One
may also construct a PFF by expanding Eq. (10) to second order. This leads to the elec-
tronegativity equalization scheme of Cioslowski.99,100 The fundamental novelty of ACKS2 is
that it uses both the populations and a set of dual variables in a single model.
B. Taylor expansion of the energy and the density in terms of atomic
populations
Below we will introduce a truncated series expansion of the energy and the density in
terms of atomic populations. Hence, we must select a reference point for the expansion,
hereafter called the reference populations, denoted as (N01 ; : : : ; N
0
M). This state has a corre-
sponding reference density and energy dened as:
ref(r) = pop(N
0
1 ; : : : ; N
0
M ; r) (11)
Eref = Epop(N
0
1 ; : : : ; N
0
M) = Ev[ref] (12)
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Deviations from the reference populations will be called relative populations, denoted as
(1; : : : ;M), such that NA = N
0
A+A. One can interpret the reference point as the perma-
nent atomic monopoles, while the relative populations are the induced atomic monopoles.40
When the reference populations correspond to neutral atom populations, i.e. N0A = ZA,
we will use the term neutral reference. EEM4 and SQE,66 use such a neutral reference, while
York and Yang (CPE)40 take the AIM populations of the ground state density as a reference.
More recently, generalizations of the SQE were proposed, e.g. SQE+Q0, that use integer
reference populations corresponding to the oxidation states of the atoms.33,70
In line with the derivation of the CPE and related models,40,79{82 the density is expanded
to rst order:
pop(N
0
1 +1; : : : ; N
0
M +M ; r)  ref(r) +
X
A
A
@pop(r)
@NA

N=N0
(13)
Similarly, the energy is expanded to second order:
Epop(N
0
1 +1; : : : ; N
0
M +M)  Eref +
X
A
A
@Epop
@NA

N=N0
+
1
2
X
AB
A B
@2Epop
@NA@NB

N=N0
(14)
A compact notation with asterisks is used to indicate that the quantier 8A 2 f1; : : : ;Mg
is implicitly assumed, e.g. N = N0 is a shorthand for NA = N
0
A 8A 2 f1; : : : ;Mg.
The expansions of the density and the energy are only useful when one can derive (approx-
imate) expressions for the reference energy and the rst and the second-order derivatives.
The chain rule, involving functional derivatives,101 relates the expansion coecients with
standard DFT quantities:
A =
@Epop
@NA

N=N0
=
Z
[ref](r)fA(r)dr (15)
AB =
@2Epop
@NA@NB

N=N0
=
ZZ
[ref](r; r
0)fA(r)fB(r0)drdr0 (16)
where
[ref](r) =
Ev[]
(r)

=ref
(17)
[ref](r; r
0) =
2Ev[]
(r)(r0)

=ref
(18)
fA(r) =
@pop(r)
@NA

N=N0
(19)
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Note that these equations bear many similarities with an earlier derivation of the CPE
model,79 but that they are now obtained through a constrained DFT formalism. The atomic
chemical potential parameter, A, represents the tendency of atom A to repel electrons. For
example, when A > B in a molecule with reference populations (N = N0 ), the energy will
decrease by transferring (a small amount of) electrons from atom A to atom B. The atomic
hardness parameters, AA, and the o-diagonal hardness parameters, AB, can be interpreted
as force constants that govern the resistance of the atoms to changes in populations. These
parameters are the AIM counterparts of the electronegativity, A(=  A), and hardness
properties of isolated atoms,102 except that (i) Parr and Pearson use nite dierentiation
and (ii) the operational denition of Parr and Pearson of the hardness includes the factor
1
2
from the Taylor series. The function fA(r) will be referred to as the AIM Fukui function
of atom A and will be discussed further below. It is similar (but not identical) to the well-
known (molecular) Fukui function103,104 or the condensed Fukui functions.105 Note that the
following term was not included in Eq. (16) because the density is only expanded to rst
order: Z
[ref](r)
@2pop(r)
@NA@NB

N=N0
dr (20)
Using the notation introduced in Eqs. (15) to (19), the expansion of the density and the
molecular energy, see Eq. (8), may be written compactly as follows:
pop(r) 
X
A
0A(r) + AfA(r) (21)
Emol  Enn + Eref +
X
A
AA +
1
2
X
AB
ABAB (22)
where 0A(r), the AIM reference density of atom A, is obtained by a straightforward par-
titioning of the reference density, i.e. 0A(r) = wA(r)ref(r). In Sec. II C and IID, the
second-order expansion of the molecular energy in Eq. (22) is the basis for the derivation of
the EEM and ACKS2 models.
The AIM Fukui function is a new concept introduced in this work and it is helpful for the
remainder of the text to discuss some properties of the AIM Fukui function explicitly. Note
that analogous concepts, such as perturbations of atomic electron densities, were used by
other authors in the derivation of electronegativity equalization models.79 The AIM Fukui
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function may be nonzero throughout the entire molecule:
fA(r) =
@pop(r)
@NA

N=N0
=
X
B
@B(r)
@NA

N=N0
(23)
However, because the atomic populations are independent variables, the changes in density
of other atoms B integrate to zero. Similarly, the change in density of atom A integrates to
one: Z
@B(r)
@NA

N=N0
dr =
@NB
@NA

N=N0
= 0 8B 6= A (24)Z
@A(r)
@NA

N=N0
dr =
@NA
@NA

N=N0
= 1 (25)
This means that a change in population of atom A leads to density changes mainly near atom
A. The electrons in the surrounding atoms may be polarized, but such changes in density
integrate to zero. This is schematically represented in Fig. 2. Because this work only
considers atomic monopolies, the following two approximations are regularly used below:
@B(r)
@NA

N=N0
 0 8B 6= A (26)
@wA(r)pop(r)
@NA

N=N0
=
@A(r)
@NA

N=N0
 fA(r) (27)
C. EEM
In this subsection, we start from Hohenberg-Kohn (HK) Density Functional Theory
(DFT).106 Step by step, the HK energy will be approximated until it is reduced to the well-
known EEM energy. The primary motivation to analyze each step carefully, is to understand
the origin of the well-known EEM limitations. Furthermore, this detailed derivation also
reveals how one can estimate EEM parameters as AIM expectation values and how atomic
parameters are aected by their molecular environment.
Condensed second-order approximation of HK-DFT energy. The HK electronic
energy is:
EHKv [] =
1
2
ZZ
(r)(r0)
jr  r0j drdr
0 + Etxc[] +
Z
(r)v(r)dr (28)
where Etxc[] is the functional for the sum of the kinetic, exchange and correlation energy.
This is slightly dierent from the conventional notation where the rst two terms are com-
bined in the so-called universal functional, F []. The rst term, i.e. the Hartree term, plays
12
a special role in the EEM derivation and is therefore written explicitly. The last term is the
interaction of the electron density with the external potential. The superscript HK will be
omitted in the remainder of this subsection for the sake of compactness.
As a rst step, one constructs a second-order expansion of the molecular energy in the
HK formalism, as in Eq. (22). The constant term, the rst- and the second-order coecients
are computed by applying the denitions in Eqs. (12), (15) and (16), respectively, to the
HK energy:
Eref =
1
2
ZZ
ref(r)ref(r
0)
jr  r0j drdr
0 + Etxc[ref] +
Z
ref(r)v(r)dr (29)
A =
Z Z
ref(r
0)
jr  r0jdr
0 + vtxc[ref](r) + v(r)

fA(r)dr (30)
AB =
ZZ 
1
jr  r0j + txc[ref](r; r
0)

fA(r)fB(r
0)drdr0 (31)
where fA(r) is dened in Eq. (19) and where the following functions were used:
vtxc[ref](r) =
Etxc[]
(r)

=ref
(32)
txc[ref](r; r
0) =
2Etxc[]
(r)(r0)

=ref
(33)
The constant term (Eref) is not considered in EEM because it is irrelevant for the computa-
tion of the atomic charges. Nevertheless, it does have a large contribution to the dependence
of the energy on the nuclear coordinates, which is potentially valuable for the development
of molecular mechanics models. Therefore, it is treated in this paper at the same level as
the rst- and second-order coecients.
When one has empirical models for the AIM reference densities, 0A(r) = wA(r)ref(r),
and AIM Fukui functions, fA(r), Eqs. (29), (30) and (31) can be used to compute EEM
parameters for any given conguration of the nuclei. Still, these equations do not explain
two appealing EEM results: (i) the transferability of the atomic chemical potential, A, and
the atomic hardness, AA, between dierent molecular geometries and (ii) the approximation
of AB  1=rAB with rAB = jrA rBj. Such insights can only be obtained through additional
approximations. First, we will introduce a set of approximations that leads to a more
advanced spherical atom version of EEM. Later, the spherical atom EEM will be further
simplied to obtain the traditional EEM equations.
Spherical atom and two-body approximations. In order to convert the second-order
expansion of the HK energy into a transferable model, we will rely on two assumptions: (i)
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AIM densities are approximately spherical and (ii) the HK energy can be approximated as
a sum of one- and two-body terms. These assumptions allow us to approximate also Eref,
A and AB as sums of one- and two-body terms, where the one-body terms are constants
and the two-body terms only depend on the distance between atoms.
First, we assume that the atoms-in-molecules (AIM) densities are spherical (centered at
the corresponding nuclei) to avoid the dependence of the HK energy on the orientation of
the AIM densities:
0A(r)  ~0A(jr  rAj) (34)
fA(r)  ~fA(jr  rAj) (35)
The second assumption is that the HK energy can be approximated as a sum of one-body
and two-body terms as follows:
Ev[] 
X
C
EvC

wC

+
1
2
X
CD
0

EvC+vD

(wC + wD)
  EvCwC  EvDwD (36)
where vC is the external potential due to the nucleus of atom C and the primed double
sum excludes terms for which C = D. Indices C and D are used instead of A and B to
avoid confusion when taking derivatives towards NA and NB. The rst sum contains the
one-body terms, which are in general much larger than the two-body (interaction) terms in
the second summation. The two-body terms are dened such that they converge to zero as
atoms C and D separate. Higher many-body terms are neglected. For the Hartree term
and the interaction with the external potential in Eq. (28), the two-body expansion is exact.
One can easily verify this by substituting  =
P
C wC and v =
P
C vC in the rst and
last term of Eq. (28). However, one can in general not justify the two-body approximation
for the functional Etxc[]. One must assume that the functional Etxc[] is semi-local and
that the overlap between AIM densities remains small. A semi-local functional only predicts
an interaction energy when the densities of two or more species overlap. When the AIM
densities are well-localized, there are no regions in a molecule where more than two atoms
contribute signicantly to the density. Under these conditions, one can neglect the higher
many-body terms.
Using the spherical atom and two-body approximations introduced above, we will now
rewrite the second-order expansion of the HK energy. The reference energy { see Eq. (12) {
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of the two-body expansion Eq. (36) becomes:
Eref 
X
C
EvC [
0
C ] +
1
2
X
CD
0

EvC+vD [
0
C + 
0
D]  EvC [0C ]  EvD [0D]

(37)
The one-body terms are constants. Because we assume that the atoms are spherical, each
two-body term becomes a function of only the corresponding inter-atomic distance and one
can write:
Eref 
X
C
Eref;C +
1
2
X
CD
0
Eref,CD(rCD) (38)
This form is similar to the frozen density (or frozen electron gas) approximation in the
Kim-Gordon model, which can be used to estimate intermolecular interactions between
closed-shell systems.107,108 The main dierence is that we are using spherically averaged
AIM densities instead of densities of isolated systems. Like the frozen density approxima-
tion, Eq. (38) does not properly describe covalent interactions (bond stretch, angle bending,
torsion and so on) because rearrangements of the density due to bond formation are ne-
glected. Furthermore, one often relies on local approximations for the kinetic energy, e.g.
the Thomas-Fermi model, which cannot describe covalent bonding.109 This model for the
reference energy can still be used to construct a force eld for intermolecular Pauli repulsion
interactions, provided one uses reasonable GGA approximations for the kinetic, exchange
and correlation functionals.110,111 When a non-neutral reference state is used, this term will
also include an important electrostatic contribution.
The derivation of the rst-order coecients of the two-body energy { see Eq. (15) { is
carried out in the same way. Making use of the chain rule and the approximations in Eqs.
(26) and (27), one obtains the chemical potential parameter in the following compact form:
A = 
0
A +
X
B
0
~BA(rAB) (39)
where the primed sum excludes the term for which B = A and where
0A =
Z
EvA []
(r)

=0A
fA(r)dr (40)
~BA(rAB) =
Z
EvA+vB []
(r)

=0A+
0
B
fA(r)dr  0A (41)
Note that ~BA(rAB) 6= ~AB(rAB).
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For the second-order coecients { see Eq. (16) { one obtains:
AA  0A +
X
B
0
~BAA(rAB) (42)
AB  ~AB(rAB) 8A 6= B (43)
with
0A =
ZZ
2EvA []
(r)(r0)

=0A
fA(r)fA(r
0)drdr0 (44)
~BAA(rAB) =
ZZ
2EvA+vB []
(r)(r0)

=0A+
0
B
fA(r)fA(r
0)drdr0   0A (45)
~AB(rAB) =
ZZ
2EvA+vB []
(r)(r0)

=0A+
0
B
fA(r)fB(r
0)drdr0 (46)
The diagonal coecient, AA, consists of a constant term, the intrinsic atomic hardness of
atom A,4 and a sum of corrections due to interactions with neighboring atoms. In analogy
with the atomic chemical potential, each correction term only depends on an inter-atomic
distance. The o-diagonal coecient, AB, only depends on the distance between atom A
and B.
The parameters in Eqs. (40), (41), (44), (45) and (46) bear many similarities with
Eqs. (15) and (16), but have a fundamental dierence. In the spherical atom EEM, these pa-
rameters are purely based on AIM properties 0A and fA, whereas Eqs. (15) and (16) depend
on the total molecular electronic density. In analogy with Eqs. (29), (30) and (31), one may
substitute the HK functional form in the parameter expressions in Eqs. (40), (41), (44), (45)
and (46). For a given GGA approximation of the kinetic, exchange and correlation function-
als, one can use these expressions to pre-compute all the constants and pairwise functions
in the EEM parameter expressions, which can then be applied to any conguration of the
nuclei. Hence, the problem of dening a transferable second-order expansion for the HK
energy is reduced to nding transferable models for 0A and fA. The transferability of these
quantities will depend in the rst place on the choice of the AIM scheme.112 Nevertheless,
some general remarks can be made. An atom in a molecule is to some extent always similar
to an atom in vacuum, which implies that it should be possible to nd a general 0A for each
element. Changes in atomic population are mainly situated in the valence shell of an atom.
Therefore, 4r2 ~fA(r) will only be signicantly nonzero in a shell around the nucleus with
the size of the covalent radius.79 Given that the covalent radius is a well-dened property of
each element, it should also be possible to nd a transferable fA for each element.
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So far, we have introduced the spherical atom EEM. For the remainder of this paper, the
most important result is that its derivation, through the two-body expansion in Eq. (36),
depends on the assumption that Etxc[] is semi-local. This assumption is essential to obtain
approximate expression for the parameters Eref, A and AB that depend only on transferable
AIM properties and inter-atomic distances.
Besides this principal result, the spherical atom EEM also shows that it is possible to
compute all EEM parameters as AIM properties. This result can be seen as a generaliza-
tion of the expressions proposed by Itskowitz et al.79 Conventionally, EEM parameters are
obtained through daunting least-squares ts, in which correlations between chemical po-
tential and hardness parameters are practically unavoidable.8,12,77 The spherical atom EEM
provides an alternative for these cumbersome calibration procedures. In analogy with the
seminal paper of Mortier,4 we also observe that the intrinsic chemical potential and hardness
of an atom in a molecule must be corrected for the molecular environment. Similar correc-
tions to the atomic parameters were already proposed and modeled earlier.66,78,79,113,114 The
expression for the o-diagonal matrix element ~AB will converge to 1=rAB at large distances,
but at short distances several deviations are present. First of all, because the AIM Fukui
functions, fA and fB, are smooth, the function ~AB will remain nite, which is reminiscent
of the distributed atomic charge densities in Qeq.39 Furthermore, all the contributions to
the pairwise functions due to non-classical terms such as kinetic, exchange and correlation
functionals are similar to the exchange-polarization coupling53 and Huckel-like corrections40
introduced earlier. All these EEM corrections, of which most were proposed empirically by
various authors, are all formally justied with the spherical atom EEM.
Finally, this derivation also reveals the characteristics of a suitable AIM scheme in the
context of EEM. It is reported in the literature that EEM can reproduce atomic charges with
dierent levels of accuracy, depending on which AIM scheme that was used to compute the
charges for a given training set.18,28 Based on the approximations introduced above, a suit-
able AIM scheme partitions the molecular density into atoms that are as spherical as possible
and as local as possible. In practice one must nd a compromise between these two crite-
ria. For example, QTAIM densities are very local, but also very non-spherical.91 The other
extreme is ISA,90 in which the sphericity of the atoms is optimized at the expense of their
locality.115,116 In our experience, Hirshfeld-I partitioning provides a reasonable compromise.
On the one hand, this scheme yields charges that are competitive with electrostatic potential
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(ESP) charges for the reproduction of the molecular electrostatic potential (MEP),28,33,117
indicating that Hirsfheld-I AIMs are close to spherical. On the other hand, computational
benchmarks also point out that Hirshfeld-I charges are only minimally sensitive to confor-
mational changes (especially internal rotations), indicating the AIMs are well-localized.33,118
Despite the encouraging computational results for the Hirshfeld-I method, a word of cau-
tion seems appropriate: most computational assessments of the Hirshfeld-I method consider
organic molecules. A recent calibration of EEM and SQE parameters for silicates revealed
that Hirshfeld-I charges systematically overestimate (in absolute value) the MEP of silica
clusters.12 Similar observations were made during the development of a forceeld for MIL-
53(AL).119 It is clear that there is still room for improved partitioning schemes that enhance
the trade o between the sphericity and locality of the AIMs.
Point atom approximation. We will now introduce one more assumption to obtain the
conventional EEM, namely that the overlap between AIM densities of dierent atoms can be
neglected entirely. This allows several simplications in the pairwise functions in Eqs. (39),
(42) and (43): (i) all contributions due to the functional Etxc[] can be discarded and (ii) the
contributions from the Hartree term and the external potential are reduced to the Coulomb
interaction between point charges placed at the nuclei. At this level of approximation, we
have:
Eref 
X
A
Eref;A +
1
2
X
AB
0N0AN
0
B
rAB
 
X
AB
0N0AZB
rAB
(47)
A  0A +
X
B
0N0B   ZB
rAB
(48)
AA  0A and AB 
1
rAB
if A 6= B (49)
When the atomic reference energies are left out, the point atom approximation coincides
with EEM as it was originally proposed by Mortier.4
EEEM =
X
A
A
0
A +
X
A
2A
2
0A +
1
2
X
AB
0 qAqB
rAB
(50)
with qA = ZA N0A A. This expression also shows that a change in reference population
can always be absorbed into the parameters 0A and 
0
A. In other words, an EEM model
using the neutral reference is fully isomorphic with any other EEM model that is based on a
non-neutral reference. Therefore, EEM is in practice always used with the neutral reference,
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which is conventionally written as:
EEEM =
X
A
qA
0
A +
X
A
q2A
2
0A +
1
2
X
AB
0 qAqB
rAB
(51)
where the intrinsic atomic electronegativity parameters, 0A, is equal to  0A. Although the
choice of the reference populations is not relevant for EEM, it will play an important role
in the ACSK2 model.
Analysis of the approximations. Recently, it became clear that EEM has some fun-
damental limitations. First, EEM predicts that the dipole polarizability of a chain molecule
grows cubically with the chain length, while one expects a linear trend in the macroscopic
limit for dielectric molecules.56,57 Second, one obtains fractional charges when a molecule
dissociates,58,59 while one expects integer-charged fragments.60,62 These errors limit the ap-
plicability of EEM to isolated small molecules where an incorrect polarizability is accept-
able. For other systems, one must introduce ad-hoc constraints to limit the impact of both
errors.20,57
Several approximations were introduced in our EEM derivation, of which some must be
responsible for the well-known EEM limitations. One could hope that the spherical atom
EEM solves these issues, but similar empirical EEM modications were already proposed
earlier and have little eect on the polarizability scaling or the dissociation limits.100,120
Moreover, the spherical atom EEM does not contain a new energy term that is similar to
the bond-hardness term, which is responsible for the correct polarizability scaling limit of
SQE.57
The fundamental problem is that there is no satisfactory semi-local approximation for
Etxc[]. Especially the kinetic energy is problematic. Accurate DFT computations always
rely on the Kohn-Sham model for the kinetic energy, which is not a local functional of the
density. It is also observed that the Kohn-Sham contribution to the linear response kernel
already describes the larger part of the static electronic polarizability.121{123 It was even
suggested by Cioslowski that one could use the atom-condensed Kohn-Sham response kernel
to construct an alternative EEM-like model with improved linear response properties.99
We conclude that the derivation of the (spherical atom) EEM is only accurate for certain
parts of the energy functional, i.e. the Hartree term, the interaction with the external
potential and those parts of Etxc[] for which good semi-local approximations are available.
For all other contributions, a new approach is inevitable to obtain a signicantly improved
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model.
D. ACKS2
Based on the analysis in Sec. II C, we will now start from Kohn-Sham DFT:124
EKSv [] =
1
2
ZZ
(r)(r0)
jr  r0j drdr
0 + Exc[] + Ts[] +
Z
(r)v(r)dr (52)
with
(r) =
X
i2Occ.
ji(r)j2 (53)
Ts[] =  1
2
Z X
i2Occ.
i(r)r2i(r)dr (54)
In these equations, Ts[] is the Kohn-Sham model for the kinetic energy. Exc[] contains
mainly contributions from exchange and correlation functionals, but also from the dierence
between the exact kinetic energy functional and the Kohn-Sham approximation to it. Rea-
sonable semi-local models for the exchange-correlation functional are available, e.g. GGA
approximations such as PBE125 and BLYP.126,127 Therefore, all terms but the Kohn-Sham
kinetic energy can be approximated with the spherical atom EEM from Sec. II C. In this
subsection, a novel second-order expansion is developed for the Kohn-Sham kinetic energy.
As a result of the derivation below, ACKS2 will be dened as a new approximation of the
molecular energy, see Eq. (22):
Emol  EACKS2(1; : : : ;M) = Eref + Enn +
X
A
Ae;A
+
1
2
X
AB
ABe;AB
+ TACKS2(1; : : : ;M)
(55)
The rst term only depends on the nuclear coordinates (and not on relative populations),
so it can be omitted if one is only interested in the charge distribution. The second, third
and fourth term are the spherical EEM approximation of the KS-DFT energy functional
without the kinetic energy contribution. Hence, the parameters e;A and e;AB are obtained
with Eqs. (39), (42) and (43) applied to EKSv []  Ts[] instead of applying them to the HK
energy functional in Eq. (28). The last term is the new model for the kinetic energy that
will be derived below.
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In order to construct a second-order expansion of the kinetic energy in terms of atomic
populations, we consider the energy of non-interacting fermions in a Kohn-Sham-like external
potential u.
Eu[] = Ts[] +
Z
(r)u(r)dr (56)
where the superscript  is used to denote the energy of non-interacting fermions. For a given
Kohn-Sham potential, u, and a xed number of non-interacting fermions, N , the ground
state energy is lower or equal to the energy of any N -particle trial density, ~:
Egs[u;N ]  Ts[~] +
Z
~(r)u(r)dr (57)
Conversely, for a xed N -particle ground state density , the same inequality holds for any
trial potential ~u. After rearranging some terms we obtain a dual inequality
Ts[]  Egs[~u;N ] 
Z
(r)~u(r)dr; (58)
which can also be written as
Ts[] = sup
~u

Egs[~u;N ] 
Z
(r)~u(r)dr

: (59)
A supremum must be used instead of a maximum because the density  may not be v-
representable. The Kohn-Sham kinetic energy can thus also be interpreted as the Legendre
transform96 of the ground state energy of the N non-interacting fermions. This approach
is analogous to Lieb's formulation of DFT.97,98 The Legendre transform of the energy of a
system of non-interacting fermions was already introduced in the adiabatic connection in
DFT128{130 and was recently also implemented in a numerical algorithm by Wu and Yang.131
We are interested in the Kohn-Sham kinetic energy of the population-constrained density,
pop, which is always v-representable. One may thus write:
Ts[pop] = max
~u

Egs[~u;N ] 
Z
pop(r)~u(r)dr

(60)
We will now introduce the essential approximation: the trial potential is expanded in a
limited basis that is compatible with the AIM partitioning scheme in Eq. (2):
~u(r) = uref(r) +
X
A
UAwA(r) (61)
where uref(r) is the reference Kohn-Sham potential, i.e. the one that leads to the reference
density ref(r) = pop(N
0
1 ; : : : ; N
0
M ; r), and the basis functions, wA(r), are the dimensionless
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atomic weight functions from the partitioning scheme. The scalar variable UA can be inter-
preted as the amplitude of the change in Kohn-Sham potential felt by the electrons in atom
A. This is an approximation because one cannot guarantee that this limited potential basis
set is sucient to reproduce exactly pop(r) of the interacting fermion system. However, the
basis is sucient to reproduce the essential characteristics of pop: by tuning the coecients
UA, one can control the atomic populations of the non-interacting ground state, in the same
way as the Lagrange multipliers in Eq. (5) aect the populations of the density pop. The
limited basis for the potential leads to a systematic underestimation of the kinetic energy.
The density pop is also expanded to rst order, in analogy with the derivation of the EEM
model:
pop(r) = ref(r) +
X
A
AfA(r) (62)
With this ansatz we may approximate the kinetic energy as a maximization:
Ts[pop]  max
UP
A UA=0

Egs[~u;N ] 
Z
pop(r)~u(r)dr

(63)
A constraint is added to x the sum of the coecients UA. A change in the sum of UA
would only lead to a trivial change of the reference value of the Kohn-Sham-like potential
~u because the sum of all weight functions is unity. The ACKS2 kinetic energy is dened by
expanding the part between square brackets to second order in A and UA:
TACKS2(1; : : : ;M) = max
UP
A UA=0
"
1
2
X
AB
UAXs;ABUB +
X
A
(s;A   UA)A
#
(64)
where Kohn-Sham contribution to the atomic electronegativity parameter is
s;A =  
Z
fA(r)uref(r)dr (65)
and the matrix of second order coecients
Xs;AB =
ZZ
Xs[uref](r; r
0)wA(r)wB(r0)drdr0 (66)
is the condensed form of the the linear response kernel of the non-interacting fermion system
in a xed Kohn-Sham potential, uref. This kernel is also called the non-interacting or Kohn-
Sham linear response kernel.123,132,133 The simple form cross term,  UAA, originates from
the expansion of the trial potential in AIM weight functions in Eq. (61).
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When the ground state density is used as a reference for the second-order expansion,
the total atomic chemical potential parameter, A = e;A + s;A, is equal to the molecular
chemical potential. Hence, when using the ground state reference, there is little reason to
compute the parameters e;A and s;A separately. For any other reference, e.g. a neutral
reference, these parameters can no longer be ignored. One may construct transferable values
for e;A as outlined in the derivation of the spherical atom EEM (vide supra). There is no
analogous approach to model the parameters s;A in a transferable way. However, one can
compute these parameters for a given molecular reference density, ref. The potential uref
can be derived from ref using the the constrained search method of Wu and Yang,
131 which
can then be used to evaluate Eq. (65).
The non-interacting linear response matrix can be derived from a conventional KS-DFT
computation by applying perturbation theory on the Kohn-Sham wavefunction. In terms of
Kohn-Sham orbitals, i, and orbital energies, i, of the reference system, one writes:
123,133
Xs;AB =
X
i2Occ.
j2Virt.
hi jwAjji hj jwBjii
i   j + c.c. (67)
where \c.c." stands for the complex conjugate of the preceding term. Cioslowski showed
several properties of this matrix, but used a dierent sign convention and a slightly unusual
name, i.e. atom-condensed softness matrix.99 We will refer to this matrix as the KS response
matrix. This matrix is negative semidenite and one can also show that:X
A
Xs;AB = 0 (68)
Hence, the response matrix has (at least) one zero eigenvalue with corresponding eigenvector
d (with dA = 1). This means that the density of the reference system does not respond to
a constant shift of the external potential.
In order to use the ACKS2 kinetic energy as an empirical model, one should at least
propose convenient expressions for the KS response matrix elements that are (simple) func-
tions of the molecular internal coordinates. In the literature, the dependence of the KS
response matrix on the molecular structure is not yet extensively studied for a diverse set
of chemical compounds or solid state systems. Nevertheless, some relations with molecular
geometry are available. Based on a simple model of orbital overlap, it was shown that the o-
diagonal matrix elements must decay exponentially with inter-atomic distance in the limit
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of large separations.58 One has also derived an approximate relation between the Wiberg
bond order134,135 and the KS linear response matrix, which is based on Unsold's theorem:136
Xs;AB    BOABhEABi (69)
with
BOAB =
X
i2Occ.
j2Occ.
hi jwAjji hj jwBjii+ c.c. (70)
The factor hEABi is a weighted average of the denominators in Eq. (67). This relation
implies that an o-diagonal KS response element will be nonzero when it corresponds to
a pair of covalently bonded atoms. The opposite, i.e. that distant pairs of atoms have a
negligible corresponding KS response matrix element, is not always valid when the atoms
are in the same molecule. A detailed analysis of the KS response matrix99,137,138 shows that
the matrix elements decay exponentially with the number of bonds between the atoms in
alkanes. However, in conjugated alkenes, the matrix elements show an oscillatory (and slowly
decaying) trend as function of the number of bonds between the atoms. Also in aromatic
species, the relation between the KS response elements and the inter-atomic distance is
non-trivial. Based on these observations, Sablon et al. interpret the KS response matrix as
a measure for electron delocalization.137,138 At least for some systems, e.g. linear alkanes,
there is numerical evidence that the KS response matrix is near-sighted. In the remainder
of the paper, we will only rely on the exponential decay of the KS response matrix elements
for pairs of atoms in dierent molecules. Nevertheless, it is clear that more insight is needed
in the relation between molecular structure and the properties of KS response matrix.
In the remainder of the paper, the following denition of the ACKS2 energy, in line with
Eq. (55), will be used:
EACKS2(1; : : : ;M) = Eref + Enn +
X
A
AA +
1
2
X
AB
ABe;AB
+ max
UP
A UA=0
"
 
X
A
UAA +
1
2
X
AB
UAXs;ABUB
#
(71)
where the atomic chemical potential parameter, A = e;A + s;A, consists of an EEM-
like contribution (e;A) and a contribution due to the Kohn-Sham kinetic energy (s;A).
This denition includes the maximization over the variables UA. The ACKS2 ground state
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is found by minimizing the ACKS2 energy with a constraint on the sum of the relative
populations:
EACKS2,gs = Eref + Enn + min
P
AA=0
max
UP
A UA=0
"X
A
AA  
X
A
UAA
+
1
2
X
AB
ABe;AB +
1
2
X
AB
UAXs;ABUB
#
(72)
The sum of all A is constrained to zero. This means that the total electronic population of
the system is constrained to the sum of the reference populations. The main motivation for
this choice is that the Kohn-Sham kinetic energy as function of the total population contains
derivative discontinuities. Quadratic models like EEM or ACKS2 can never reproduce these
discontinuities, and therefore any deviation of the total population from the reference point
will yield erratic results. As will be shown in Sec. III, enforcing
P
AA = 0 is also essential
to obtain proper dissociation limits.
III. DISSOCIATION LIMITS
The dissociation limits will be studied with a coarse-grained model for the molecular
charge distribution. Consider a molecule that dissociates into two fragments. Only the total
population of each fragment is modeled as the molecule dissociates. This approach is used
to study the fragment populations at large separation with both EEM and ACKS2.
A. ACKS2 in terms of fragment populations.
The fragment-condensed ACKS2 model is rst developed. An EEM variant is obtained
by omitting the kinetic energy term from the ACKS2 model. The two fragments are dened
through sets of atoms  and . The ACKS2 energy in terms of the relative fragment
populations, see Eq. (71), is dened as:
EACKS2(;) = min

(
P
A2A=)
(
P
B2 B=)
EACKS2(1; : : : ;M) (73)
The fragment-condensed ACKS2 model can be derived in the same way as the atom-
condensed ACKS2 model, based on fragment weight functions instead of atomic weight
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functions:
w(r) =
X
A2
wA(r) (74)
w(r) =
X
B2
wB(r) (75)
The only limitation is that one cannot approximate molecular fragments as spherical charge
distributions. Therefore, the fragment-constrained ACKS2 is only useful for fragments that
are well separated, such that they do not overlap and only the monopole term of the multipole
expansion of each fragment is signicant for the electrostatic interactions. Based on Eq. (67),
the linear response matrix elements of the fragments are simple sums over atomic matrix
elements:
Xs; =
X
A2
X
B2
Xs;AB (76)
In contrast with the nal paragraph of Sec. IID,  +  = tot is initially not forced to
be zero, just to show that nonzero values of tot may lead to undesirable properties of the
ACKS2 model.
B. Reaction coordinate.
The distance between the centers of mass of both fragments, x, is used as the reaction
coordinate for the dissociation. For large values of x (compared to the size of the fragments),
one can approximate all relevant parameters in the ACKS2 model as simple functions of x.
The EEM parameters take the following form:
Enn 
q0q
0

x
where q0 =
X
A2
(ZA  N0A)
and q0 =
X
B2
(ZB  N0B) (77)
  0  
q0
x
where 0 = const. (78)
  0  
q0
x
where 0 = const. (79)
e;  0 = const. (80)
e;  0 = const. (81)
e;  1
x
(82)
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The reference energy is not considered here, because it does not aect the charge distribution.
Hence, one obtains only the charge-transfer and electrostatic contributions to the interaction
energy in this section.
As discussed extensively in Sec. IID, there are strong indications in the literature that,
at large separations, the o-diagonal Kohn-Sham linear response matrix element of the two
fragments decays exponentially with the separation, x:58,139,140
Xs;  X0 exp( x=) (83)
where the rate of decay,  , and the amplitude, X0, are constant parameters. It will be
shown that this model for the long-range behavior of Xs; is essential to obtain the integer
dissociation limits for the populations. Because of Eq. (68) the following equalities hold for
any two-fragment system:
Xs; = Xs; =  Xs; =  Xs; (84)
C. Dissociation in EEM.
For EEM it is sucient to consider only a neutral reference, i.e. q0 = q
0
 = 0. It was shown
in Sec. II C that the EEM energy with a non-neutral reference can always be rewritten as an
EEM energy with a neutral reference. The EEM ground state energy of the two separated
fragments becomes:
EEEM,gs = min
;
+=tot
"

0
 +
0
 +
1
2

2
0
 +
2

0
 +
2
x
#
(85)
The total charge constraint can be satised implicitly through the following substitutions:
 =
tot
2
+ d  =
tot
2
 d (86)
where d is an unconstrained degree of freedom. After substitution and solving for d, one
obtains the following:
d =  
0   0 + tot2 (0   0)
0 + 
0
   2x
(87)
where the term 2
x
vanishes in the limit of large separation. In general, the relative
population in the dissociation limit is a fractional number, as often reported in the
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literature,59,63,64,141{143 while molecules are known to dissociate into integer-charged fragments.60,62,144
Even if the parameters would be crafted such that the limit becomes integer, the convergence
to the limit goes like 1=x. Such slowly decaying intermolecular charge transfer is not found in
ab initio computations.58 EEM is clearly not capable of describing bond breaking/formation
correctly.
D. Dissociation in ACKS2.
In the derivation below we must also consider a non-neutral reference. The ACKS2
ground state energy (see Eq. (72)) of the two-fragment system becomes:
EACKS2,gs   Eref = min
;
+=tot
max
U;U
U+U=0
"
Enn+ +  U  U
+
1
2

2
0
 +
2

0
 +
2
x

  1
2
(U2 + U
2
   2UU)X0 exp( x=)
#
(88)
Both constraints can be satised implicitly through the following substitutions:
 =
tot
2
+ d  =
tot
2
 d (89)
U = Ud U =  Ud (90)
After some trivial rearrangements, one obtains solutions that converge exponentially in the
separation limit:
Ud =
~
2 + 2~X0 exp( x=) (91)
d =   ~
(X0 exp( x=)) 1 + ~ (92)
where
~ = 0 + 
0
   2=x (93)
~ = 0   0 +
q0   q0
x
+
tot
2
(0   0) (94)
For large x, Ud may be approximated as:
lim
x!1
Ud =
~
2
(95)
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which is a very intuitive result: at large separation the dierence in the chemical potential
(~) is compensated by the dierence in the Kohn-Sham potential (2Ud), leaving no incentive
for charge transfer. One should keep in mind that the dierence in electronegativity of two
systems at innite separation becomes ill-dened.145
At large separation, d may be approximated as:
lim
x!1
d = lim
x!1
 ~X0 exp( x=) = 0 (96)
The populations become:
N = N
0
 + = N
0
 +
tot
2
  ~
(X0 exp( x=)) 1 + ~ (97)
N = N
0
 + = N
0
 +
tot
2
+
~
(X0 exp( x=)) 1 + ~ (98)
For large x, the last term vanishes and the populations become constant. In order to
guarantee integer fragment populations in the dissociation limit, it is in principle sucient
to choose parameters such that N0 +
tot
2
and N0 +
tot
2
are integers. However, that would
only work when a molecule is broken into two fragments. Proper dissociation limits in
general may only work when tot = 0 and when the reference populations of the fragments
are integers. A correct dissociation behavior is of fundamental importance when studying
reactions. Therefore, one should always respect these rules for the reference populations and
total population when using ACKS2.
When tot = 0 and the reference populations are integers, we can derive a simple approx-
imation for the inter-fragment potential due to charge-transfer and electrostatic interactions.
The remaining terms in the ground state energy are:
EACKS2,gs   Eref = min
d
max
Ud
"
Enn +d~  2dUd + 
2
d
2
~   2U2dX0 exp( x=)
#
(99)
Because we are only interested in the long-range behavior, the following approximate solution
for the ground state,
Ud  ~
2
(100)
d   ~X0 exp( x=); (101)
and Eqs. (77), (78) and (79) for the parameters are substituted. The ground state energy
becomes:
EACKS2,gs   Eref 
q0q
0

x
+
~2X0
2
   exp( x=) + ~X0 exp( 2x=) (102)
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At suciently large distances the repulsive exponential term can be neglected:
EACKS2,gs   Eref 
q0q
0

x
  ~
2X0
2
exp( x=) (103)
This result shows that the binding energy due to charge-transfer is proportional to the
Kohn-Sham linear response matrix element and the dierence in intrinsic chemical potential
squared. This is analogous to the charge-transfer interaction rst described by Murrel,146
which was later modeled empirically with force elds,147 and which is now also one of the
contributions in the SIBFA model.148 When the dissociated fragments are not neutral, a
trivial Coulomb term is also present. When the atomic structure of each fragment is de-
scribed explicitly, the interaction potential will also contain terms due to the higher-order
multipoles of each fragment.
The dissociation of two fragments in ACKS2 can also be compared with earlier studies
of the energy due to charge transfer through a chemical bond as the bond breaks. It was
observed that the bond hardness of a diatomic molecule, i.e. the second-order derivative of
the energy towards the charge transfer through the bond, diverges exponentially as the bond
is broken.58 One can obtain a similar result by elimination of the variable Ud from Eq. (99).
One obtains the following energy as function of the charge transfer, d:
EACKS2(d)  Eref = Enn +d~+ 
2
d
2
 
~ + (X0 exp( x=)) 1

(104)
The second-order coecient also increases exponentially as the atoms are separated.
E. Numerical example.
Fig. 3 compares the dissociation properties of the EEM and ACKS2 models with reference
data from population constrained CASSCF/6-311++G** computations for hydrogen uo-
ride taken from Ref. 58. The plotted properties are (a) the charge on the hydrogen atom [see
Eq. (92)], (b) the energy due to charge transfer [substitution of Eq. (92) in Eq. (104)], and
(c) the second-order derivative of the energy with respect to charge transfer [see second-order
coecient in Eq. (104)]. The EEM expressions for these parameters are formally recovered
by taking the limit of the ACKS2 expressions for X0 towards innity. CASSCF data is
used for comparison because this method is capable of describing the electronic structure
along the entire bond dissociation path, as opposed to conventional single-reference DFT
computations.
30
The ACKS2 parameters were estimated by minimizing the mismatch with the CASSCF
results for distances larger than 2A. The reference populations are set to zero, as these are
the expected populations at innite separation. In the limit of large separations, ACKS2
agrees quantitatively with the CASSCF reference data. It is impossible to estimate the EEM
parameters in a similar fashion. The optimal EEM parameters are completely unphysical
and still result in a large disagreement between the EEM results and the CASSCF data. In-
stead, experimental chemical potential and hardness values of isolated atoms102 were used as
EEM parameters. All parameters are given in Table I. The estimated ACKS2 chemical po-
tential and hardness parameters are close to the experimental values of Parr and Pearson.102
This is remarkable because earlier studies revealed that calibrated EEM parameters have
no profound physical meaning: they may vary widely for a given element, depending on the
reference data, and hence they do not correlate with the numbers of Parr and Pearson.18,77
This numerical example demonstrates that the ACKS2 model can, unlike EEM, quantita-
tively describe charge transfer between dissociated molecular fragments, using parameters
that are physically reasonable.
It is also noteworthy that the assumption of a simple exponential form for the Xs; starts
to fail as soon as bond length becomes too short, i.e. close the Coulson-Fischer point where
the triplet state is no longer the only relevant contribution to the CASSCF wavefunction.
At distances shorter than the Coulson-Fischer point, the singlet state becomes dominant
and a dierent exponential ansatz may be used for the parameter Xs;.
IV. IMPLEMENTATION
This section discusses the set of equations that must be solved to obtain the ACKS2
ground state. The similarity with the conventional EEM equations and some technical
aspects of their implementation are also briey discussed. The following matrix notation is
used to keep the equations compact.
  2 RMM is the matrix with second-order EEM parameters,
 e 2 RMM is the matrix with second-order EEM parameters excluding the kinetic
energy contribution,
  2 RM1 is a column vector with the relative populations ( = N  N0),
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  2 RM1 is a column vector with the rst-order EEM parameters.
 Xs 2 RMM is the linear response matrix of the reference system,
 U 2 RM1 is a column vector with expansion coecients of the Kohn-Sham potential,
 d 2 RM1 is a column vector with all elements equal to 1, and
 IM is the identity matrix of size M,
The equations below are written in terms of relative populations. Equivalent equations in
terms of atomic charges are provided as supplementary material.149
A. EEM
Atomic populations can be computed with EEM by minimizing the EEM energy with a
constraint on the total charge. In this paper, we will write this total-charge constraint as a
constraint on the sum of all A variables. The bound minimum is a stationary point of the
following Lagrangian:
LEEM = EEEM   mol
 X
A
A  tot
!
(105)
where the Lagrange multiplier is also known as the equalized chemical potential. Setting
the derivatives of the Lagrangian towards C and mol equal to zero, yields the so-called
EEM equations. In block matrix notation these equations become:
 
26666664
  d
 dT 0
37777775
26666664

mol
37777775 =
26666664

tot
37777775 (106)
where the square matrix in the left-hand side (2 RM+1M+1) is called the EEM matrix.
These equations can either be solved directly with standard routines from the LAPACK
library or with an iterative algorithm. Because the solution is a saddle point150 (mini-
mization over relative populations and maximization over the Lagrange multiplier) a simple
conjugate-gradient algorithm is not a suitable. A biconjugate gradient solver or more ad-
vanced generalized minimum residual method should be used instead.151
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B. ACKS2
The computation of atomic charges with ACKS2 is completely analogous. Note that the
sum of the variables A is constrained to zero in order to guarantee proper dissociation
limits. The ACKS2 energy already contains a bound maximization problem, leading to the
following Lagrangian with two Lagrange multipliers.
LACKS2 =
X
A
(AA   UAA)
+
1
2
X
AB
(ABe;AB + UAUBXs;AB)
  mol
X
A
A   U
X
A
UA
(107)
Setting the derivatives of this Lagrangian towards C , mol, UC and U equal to zero, yields
a set of linear equations that must be solved to determine the ACKS2 ground state. This
linear system can be written in block matrix notation as follows:
 
26666666666666666664
e  d  IM 0
 dT 0 0 0
 IM 0 Xs  d
0 0  dT 0
37777777777777777775
26666666666666666664

mol
U
U
37777777777777777775
=
26666666666666666664

0
0
0
37777777777777777775
(108)
The total size of the ACKS2 matrix is (2M + 2  2M + 2). One may, just as with the
EEM equations, either use a LAPACK routine or an iterative solver. However, the latter
is computationally especially attractive because at least two large block matrices in the
ACKS2 equations, namely  IM , are sparse. As discussed above, the Kohn-Sham response
matrix is near-sighted for some systems. In that case the hardness matrix (without kinetic
energy contributions), e, is the only dense submatrix in these equations.
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V. DISCUSSION
Based on the results obtained so far, one can already discuss potential extensions and
applications of ACKS2. This section briey highlights the main perspectives, but also some
limitations of the new model.
In the Appendix it is shown that SQE is a limiting case of ACKS2. SQE was extensively
validated with the calibration of transferable SQE parameters for organic and inorganic
systems.12,28 These studies showed that SQE successfully describes both the equilibrium
charge distribution and the response to an external eld. Furthermore, the clear improve-
ments of SQE compared to EEM were presented. Simply because ACKS2 is a generalization
of SQE, these conclusions are also valid for ACKS2. However, one should be aware that
ACKS2, just like any other PFF with quadratic energy terms, has some intrinsic limita-
tions. A second-order expansion is only valid for small deviations from the reference point.
As a safe guideline, one should not trust quadratic PFFs when the charge on an atom or
a molecule changes by more than one electron. In such cases, one should observe a piece-
wise discontinuity of the energy derivative, which is not present in a quadratic model. This
guideline implies that one cannot use quadratic polarizable models (with a single set of
parameters) to describe redox reactions or dierent ions of a given molecule. While such
guidelines may not be immediately obvious in the EEM context, ACKS2 imposes them ex-
plicitly: for every atom one must dene a reference charge and the total charge of an isolated
molecule is always equal to the sum of these reference charges. These rules are essential for
the correct dissociation limits and linear response properties of ACKS2. We expect that
future improved PFFs will attempt to combine all the benecial ACKS2 properties without
imposing these restrictions. Eorts along these lines can be found in the literature, which
are mostly based on valence bond theory.59,63,64,141{143 One has also proposed to model redox
reactions within the SQE+Q0 as discrete transitions of the reference populations.70 This idea
is also applicable to the ACKS2 model, provided that the discrete transition of a reference
population is accompanied by an update of the related atomic parameters and reference
energies.
Several attempts were made to get correct bond dissociation limits in electronegativity
equalization model, which can be divided into two seemingly very dierent categories: some
authors tried to model how the electronegativity dierence between two atoms goes to zero
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as they separate,59,63,64 while others have tried to let the bond hardness diverge as atoms
separate.58,75,76 Based on our analysis in Sec. III, where it is shown that the dierence in
electronegativity is canceled out by a contribution from the kinetic energy term, one could
argue that ACKS2 belongs in the rst category. However, as soon as one eliminates the
potential variables from the ACKS2 energy (see Eqs. (104) and (A.16)), the second category
seems more appropriate: the correct dissociation limit is completely captured by the long-
range behavior of the KS response matrix. We conclude that both visions are valid and that
they are only dierent mathematical formulations of the same concept. In the rst case one
writes the Legendre transform of the kinetic energy as a maximization, while in the second,
the solution of this maximization is substituted in the energy expression.
VI. CONCLUSIONS
A new semi-empirical model is proposed to estimate atomic partial charges and molec-
ular linear response properties, i.e. \Atom-Condensed Kohn-Sham DFT approximated to
second order" (ACKS2). The derivation is based on a new atom-condensed DFT formalism,
which provides a novel connection between polarizable force elds (PFFs) and DFT. This
formalism is rst used to derive the EEM equations, starting from the Hohenberg-Kohn
(HK) formalism. The approximations required for the derivation of EEM clearly reveal the
origins of its well-known weaknesses: they are unavoidable consequences of the semi-local
approximation for the non-classical terms in the HK energy, i.e. the kinetic, exchange, and
correlation functionals. Especially for the kinetic energy, this is a severe over-simplication.
Based on this analysis, we propose a new model for the kinetic energy, which is derived
by expanding the Legendre transform of the Kohn-Sham kinetic energy to second order in
the atomic populations and a new set of dual atomic variables, the relative atomic Kohn-
Sham potentials. The second order coecients associated with the new variables are matrix
elements of the Kohn-Sham (non-interacting) response kernel. The ACKS2 model is then
dened as the sum of the new quadratic kinetic energy model and an EEM approximation
for all other terms in the KS-DFT energy functional.
ACKS2 solves two major shortcomings of EEM. Obviously, one must rst acknowledge
that EEM has been successfully applied to understand and predict the molecular charge
distribution in terms of a minimal number of atomic parameters and a set of basic linear
35
equations. However, EEM also has two principal drawbacks: it assigns fractional charges
to dissociated molecules and it predicts a cubic scaling of the dipole polarizability with
system size. Both EEM weaknesses are extensively discussed in the literature and several
ad hoc solutions were proposed. By means of analytical derivations, we show that ACKS2
surmounts both limitations. Furthermore, it is also shown that SQE is a limiting case of
the ACKS2 model. The implementation of ACKS2 is very similar to the well-known EEM
equations.
It is to be expected that future developments of semi-empirical atomic charge models will
focus on the remaining limitations of the ACKS2 model. In analogy to similar extensions
of EEM and SQE, one may include atomic inducible dipoles or higher-order multipoles.
Beyond these trivial variations, one also faces more fundamental challenges. ACKS2 cannot
describe redox reactions or dierent ions of a given molecule with a single set of parameters.
These are inherent limitations of all quadratic PFFs.
The derivation of ACKS2 also provides expressions to estimate all the parameters from
a KS-DFT computation as atoms-in-molecules (AIM) expectation values. These expression
provide an alternative to the daunting calibration procedures that are commonly used to
estimate parameters in PFFs. It will be tested in a future paper to what extent this new
parameterization strategy leads to a quantitatively accurate ACKS2 model. The major road-
block is that the structure of the Kohn-Sham linear response matrix is not yet extensively
analyzed for a large variety of substances and materials. Nevertheless, thorough calibrations
and validations of SQE for organic and inorganic systems have already shown that SQE,
and by extension ACKS2, are both accurate models for the prediction of atomic charges and
linear response properties.
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Appendix
Two new concepts are needed to show that SQE is a limiting case of ACKS2: (i) split-
charge variables and (ii) an alternative form of the linear response matrix. The matrix
notation from Sec. IV is used below to keep the notation compact.
Split charges. We will rst introduce the split-charge variables as a set of redundant
degrees of freedom for the relative populations:
A =
X
B
0
PAB (A.1)
where PAB is the amount of electrons transfered from B to A. By convention we require
PAB =  PBA, which guarantees that
P
AA = 0. This denition is actually a generalization
of the original split-charge concept,56,66 which becomes clear when the atomic charges are
written in terms of split charges:
qA = ZA  N0A  
X
B
0
PAB = q
0
A +
X
B
0
PBA (A.2)
The reference charge, q0A, is always zero in the SQE model, see e.g. Eq. (1) in Ref. 66. This
restriction is not imposed here in analogy with the SQE+Q0.33 A similar generalization of
the SQE was also proposed elsewere.70 Reference charges are similar to precharges, which
are used to augment bond-charge increments in xed-charge models and are also needed in
that context to allow local deviations from neutrality.68
In SQE applications, split charges are only allowed to be nonzero for a small subset of
atom pairs, e.g. covalently bonded atom pairs:
L = f(A;B) j 8(A;B) if PAB 6= 0g (A.3)
The main argument for this restriction is that direct through-space charge transfer between
non-bonded atoms is energetically infeasible.58 The mathematical origin of this restriction
will become obvious later in the derivation. The relation between relative populations and
split charges becomes:
A =
X
B if (A;B)2L
PAB (A.4)
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which may be written in matrix notation as follows:
 =  T P (A.5)
where P is a column vector containing all allowed ((A;B) 2 L) and independent (A > B)
split charges, PAB. Let K be the length of this split-charge vector. If split charges would
be allowed between all atom pairs, we would have K =M(M   1)=2. In general, some split
charges may be excluded and one has 0 < K  M(M   1)=2. We will use the compound
index kAB for the elements of the split-charge vector, just to show that each element of P
corresponds to a pair of atoms. The transfer matrix, T 2 RMK , is dened as:
TC;kAB = AC   BC (A.6)
Chen et al. introduced the transfer matrix in the context electronegativity equalization to
transform split-charge models into atomic charge models and vice versa.74
Alternative form of the linear response matrix. Because of Eq. (68), we may
decompose the KS response matrix into M(M   1)=2 terms, where each term is an M M
matrix with only four nonzero elements at positions (A;A), (A;B), (B;A) and (B;B):
Xs =
X
A>B
26666666664
. . .
...
...
: : :  Xs;AB : : : +Xs;AB : : :
...
. . .
...
: : : +Xs;AB : : :  Xs;AB : : :
...
...
. . .
37777777775
(A.7)
This decomposition is inspired by Eq. (30) from Ref. 99. All terms corresponding to pairs
(A;B) for which Xs;AB is zero, may be omitted from Eq. (A.7). We will use this as a new
(more formal) criterion to dene the set L:
L = f(A;B) j 8(A;B) if Xs;AB 6= 0g (A.8)
Using the transfer matrix, T , we may now write the response matrix as:
Xs =  T R2T T (A.9)
where R 2 RKK is a diagonal matrix containing the root of the nonzero sub-diagonal
elements of the response matrix:
R2kAB ;kAB = Xs;AB (A.10)
38
In order to facilitate the derivation below, one must introduce an ane basis transfor-
mation for the split charges:
~P = R 1P (A.11)
The expression for the relative populations and the response matrix can now be written as:
 = T R ~P = S ~P (A.12)
Xs =  SST (A.13)
Link between SQE+Q0 and ACKS2. Using the ingredients introduced above, we
will now show that the ACKS2 ground state is equivalent to the SQE+Q0 ground state.
Using matrix notation, the ACKS2 energy, dened in Eq. (71), minus the reference energy,
becomes:
EACKS2()  Eref = Enn + T+ 1
2
Te
+ max
U;dTU=0

1
2
UTXsU   UT
 (A.14)
In analogy with the derivation of Eq. (51), the rst three terms correspond to the EEM
energy expression and will therefore be compactly written as EEEM(). Because the SQE
energy equals the EEM energy plus a sum of quadratic terms in the split charges,66 we only
have to show that the last term in Eq. (A.14) is equivalent to the bond hardness term of the
SQE model. A particular solution U that maximizes the part between brackets of Eq. (A.14)
may formally be written as:
U = X+s  (A.15)
where X+s is the Moore-Penrose pseudoinverse of Xs. After substitution of this solution into
the energy expression, one gets:
EACKS2()  Eref = EEEM()  1
2
TX+s  (A.16)
This shows explicitly that the ACKS2 model is, just like EEM, a quadratic function of
the relative populations. Next, the relative populations and the linear response matrix are
substituted, using Eqs. (A.12) and (A.13):
EACKS2( ~P )  Eref = EEEM( S ~P ) + 1
2
~P TST  SST + S ~P (A.17)
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which may be written as
EACKS2(P )  Eref = EEEM( S ~P ) + 1
2
~P T (S+S)T (S+S) ~P (A.18)
where S+ is the Moore-Penrose pseudoinverse of S and S+S is a projection on the image
of S. Let us introduce a separation of the split charge vector into two terms, ~P = ~Pk + ~P?,
such that:
~Pk = (S+S) ~P (A.19)
~P? = (IK   S+S) ~P (A.20)
Making use of the identity SS+S = S, one may show that the relative populations are only
determined by ~Pk, and not by ~P?:
 =  S ~P =  SS+S ~P =  S ~Pk (A.21)
Hence, one can show that also the ACKS2 energy only depends on ~Pk:
EACKS2( ~Pk)  Eref = EEEM( S ~Pk) + 1
2
~P Tk ~Pk (A.22)
In order to make the connection with SQE+Q0, one must consider the ground state energy:
EACKS2,gs   Eref = min
~Pk

EEEM( S ~Pk) + 1
2
~P Tk ~Pk

(A.23)
and add additional terms that are zero, such that the ground state can be written as a
minimization over the full split charge vector, ~P , as in the SQE model.66 We make use of
the following identities:
S ~P? = 0 (A.24)
~P T? ~Pk = 0 (A.25)
min
~P?

1
2
~P T? ~P?

= 0 (A.26)
and use these to obtain the following form for the ACKS2 ground state energy:
EACKS2,gs   Eref = min
~Pk; ~P?

EEEM( S ~Pk) + 1
2
~P Tk ~Pk + ~P
T
? ~Pk +
1
2
~P T? ~P?

= min
~P

EEEM( S ~P ) + 1
2
~P T ~P
 (A.27)
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It is straightforward to rewrite the last term in scalar notation because the matrix R is
diagonal. This leads to the familiar bond hardness term from the SQE model, e.g. see the
rst term of Eq. (16) in Ref. 66:
1
2
~P T ~P =
1
2
P TR 2P =
1
2
X
(A;B)2L
P 2AB
R2kAB ;kAB
(A.28)
The main dierence with the original SQE model, is the generalized relation between the
split charges and the atomic charges in Eq. (A.2).
This derivation also reveals the interpretation of the bond hardness parameters, kAB , in
the SQE model. (See Eq. (16) in Ref. 66.)
kAB =
1
R2kAB ;kAB
=
1
Xs;AB
(A.29)
Using Eq. (67), the bond hardness can be derived from a standard DFT computation,
provided one has a method to construct the atomic weight functions. This expression for
the bond hardness also shows why it is numerically infeasible to break bonds in the SQE
model: based on Eq. (83), the bond hardness must diverge exponentially as atoms separate,
as has been proposed in the literature.58,75,76 This problem does not arise in the ACKS2
formalism because it does not explicitly use the inverse of the KS response matrix elements.
Finally, by combining Eqs. (A.29) and (67), one can show that the bond hardness has a
leading term that is proportional to the energy gap between the overlapping occupied and
virtual orbitals at atom A and B. This is in line with the observation of Muser that the bond
hardness parameter correlates with the band gap when the SQE model is used to describe
solids.70 The main result of this Appendix, Eq. (A.27), is not just applicable to ground
states. It remains valid when perturbations like a uniform electric eld are added to the
external potential. Hence, both models will also predict the same linear response properties.
A simple implementation of the ACKS2 and SQE+Q0 model with a set of example input and
output les is provided as supplementary material to oer additional numerical evidence that
both models are equivalent for the computation of equilibrium charges and linear response
properties.152
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TABLES AND FIGURES
Parameter EEM (Parr & Pearson) ACKS2 (tted)
H   F [eV/e] 5.04 3.24
H + F [eV/e
2] 25.60 26.86
1=X0 [eV/e
2] { 0.0672
 [A] { 0.3280
TABLE I. EEM and ACKS2 parameters for the computation of several properties during the
dissociation of hydrogen uoride. (See Fig. 3.) The EEM parameters are based on experimental
atomic properties.102 The ACKS2 parameters were tted to CASSCF reference data. (See text for
more details.)
49
FIG. 1. Schematic presentation of population-constrained DFT. Each subspace corresponds to all
n-representable densities with a pre-dened set of populations. Within each set, pop(N1; : : : ; NM )
(red dot) minimizes the DFT energy over all densities that have populations (N1; : : : ; NM ).
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FIG. 2. Schematic representation of the AIM Fukui function for the second atom, f2(x), in a linear
molecule consisting of four atoms. For the sake of a clear visualization, the gure uses binary
weight functions, wA(x), like the ones used in the QTAIM scheme.
91 The properties of the AIM
Fukui function discussed in the text are also applicable to more general weight functions. In atoms
1, 3 and 4, the AIM Fukui function contains positive and negative contributions that cancel each
other out. The AIM Fukui function in atom 2 integrates to unity and is small in the region of the
core electrons, if those would be present.
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FIG. 3. Numerical results for the dissocation of hydrogen uoride. The following properties are
plotted as function of the internuclear separation: (a) the charge on the hydrogen atom, (b) the
energy due to charge transfer and (c) the hardness of the system with respect to charge transfer.
The reference data (solid black lines) are CASSCF/6-311++G** results taken from Ref. 58. In
part (b), the total CASSCF interaction energy of the diatomic systems is also included (black
dashed line). The reference data are compared with results obtained with EEM (red dash-dot line)
and ACKS2 (green dotted line). The Coulson-Fischer point is indicated by a think black vertical
line. The ACKS2 parameters were tted to reproduce the CASSCF data, leading to reasonable
parameters shown in Table I. No satisfactory parameters were found for the EEM model. For this
gure, the experimental isolated-atom properties from Ref. 102 were used as EEM parameters.
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