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HAMILTON–JACOBI EQUATIONS FOR INFERENCE OF MATRIX
TENSOR PRODUCTS
HONG-BIN CHEN AND JIAMING XIA
Abstract. We study the high-dimensional limit of the free energy associated with
the inference problem of finite-rank matrix tensor products. In general, we bound
the limit from above by the unique solution to a certain Hamilton–Jacobi equa-
tion. Under additional assumptions on the nonlinearity in the equation which is
determined explicitly by the model, we identify the limit with the solution. Two
notions of solutions, weak solutions and viscosity solutions, are considered, each of
which has its own advantages and requires different treatments. For concreteness,
we apply our results to a model with i.i.d. entries and symmetric interactions. In
particular, for the first order and even order tensor products, we identify the limit
and obtain estimates on convergence rates; for other odd orders, upper bounds are
obtained.
1. Introduction
Tensor factorizations or tensor decompositions play important roles in numerous
applications. In this work, we study the inference problem of estimating tensor prod-
ucts of matrices. Let us first describe the model we are concerned with. Fix K ∈ N
and let PXN be the law of X ∈ RN×K , where N ∈ N will be sent to ∞. For a fixed
L ∈ N, we observe
Y =
√
2t
Np−1
X⊗pA+W ∈ RNp×L.(1.1)
where t ≥ 0 is interpreted as the signal-to-noise ratio; ⊗ is the Kronecker product
(hence X⊗p ∈ RNp×Kp); A ∈ RKp×L is a deterministic matrix; and W ∈ RNp×L
consists of independent standard Gaussian entries.
The inference task is to recover the information of X based on the observation of
Y . Hence, we investigate the law of X conditioned on observing Y . Bayes’ rule gives
that, for any bounded measurable g : RN×K → R, we have
E
[
g(X)
∣∣Y ] = ´RN×K g(x)eH◦N (t,x)PXN (dx)´
RN×K
eH
◦
N
(t,x)PXN (dx)
.
Here the Hamiltonian associated with this model is given by
H◦N (t, x) =
√
2t
Np−1
(x⊗pA) · Y − t
Np−1
|x⊗pA|2.(1.2)
Throughout this paper, the dot product between two tensors, matrices or vectors of
the same size is the entry-wise inner product. We denote by | · | the associated norm.
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The goal is to understand the high-dimensional limit as N →∞ of the free energy
EF ◦N (t) =
1
N
E log
ˆ
RN×K
eH
◦
N (t,x)PXN (dx).
We briefly discuss the generality of the model (1.1) and its relation to other mod-
els involving the inference of matrix products. Among the ones widely studied are
the models concerning the second order products. The inference problem of non-
symmetric matrices (or the spiked Wishart model) is given by Y =
√
2t
N
X1X
⊺
2 +W .
Works investigating this model include [23, 4, 3, 14, 20, 8]. When X1 = X2, this
becomes the inference problem of symmetric matrices (or the spiked Wigner model),
which is studied in [17, 10, 24, 25]. A generalization of these spiked matrix mod-
els can be seen in the study of community detection problems and the stochastic
block models. In certain settings, the community detection problem is asymptoti-
cally equivalent to Y =
√
2t
N
XBX⊺ + W where B is deterministic and models the
community interactions (see [30, 31]). More generally, the community detection with
several correlated networks is asymptotically equivalent to the multiview spiked ma-
trix model Yl =
√
2t
N
XBlX
⊺ + Wl for l = 1, 2, . . . , L where each Bl reflects one
network (see [21, 22]). All of these second order models can be represented in the
form of Y =
√
2t
N
X⊗2
√
S +W where S is a positive semidefinite matrix. This model
is studied in [29], and its equivalence to the models above is discussed in more details
therein. Hence, the models so far mentioned can be seen as special cases of (1.1) for
p = 2. In Appendix A, we will demonstrate the representation of the nonsymmetric
matrix inference problem into the form of (1.1). Higher order cases (p ≥ 2) include
Y =
√
2t
Np−1
X⊗p+W with vector X ∈ RN in [3, 24], and Y =
√
2t
Np−1
∑r
k=1X
⊗p
k +W
with each vector Xk ∈ RN in [18]. Again, they can be viewed as special cases of (1.1).
Recently, the powerful method of adaptive interpolations was introduced in [3].
This technique and its improvements have been employed in works including [2, 20,
29]. In this work, we follow the approach via Hamilton–Jacobi equations set forth
in [24, 25, 26, 28, 27]. Let FN(t, h) be the free energy corresponding to an enriched
version of the Hamiltonian (1.2). Here h is an additional variable and the original
free energy satisfies F ◦N(t) = FN (t, 0). We seek to compare the limit of EFN (t, h) as
N →∞ with the solution of the following Hamilton–Jacobi equation(
∂tf − H(∇f)
)
(t, h) = 0.
Here the nonlinearity H is given by a simple formula (2.6) in terms of the interaction
matrix A in (1.1). To make sense of solutions of this equation and the convergence,
two notions have been explored. The notion of viscosity solutions of Hamilton–Jacobi
equations was initially adopted to study convergence of free energies in [24] and later
the notion of weak solutions was taken in [25]. Viscosity solutions are in general
heavier to handle. Bounds from two sides require different treatments, and often one
side is much easier than the other and requires weaker assumptions. The convergence
happens in the local L∞t L
∞
h topology while it takes considerable effort to obtain
convergence rates. On the other hand, weak solutions are simpler and it is easier to
obtain estimates on convergence rates, although the convergence takes place in local
L∞t L
1
h. It can be upgraded to estimates in L
∞
t L
∞
h by giving up some powers (see
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Remark 2.4). A more detailed comparison of these two notions of solutions can be
found in [25, Section 2].
We utilize both notions in this work. For any interaction matrix A (equivalently, for
any H of the form (2.6)), we obtain an upper bound on the limit of the free energy in
Theorem 2.2 via viscosity solutions. This theorem also gives the corresponding lower
bound under an additional assumption that H is convex. Employing weak solutions
as in Theorem 2.1, we obtain convergence and estimates on convergence rates under
an assumption on H which is weaker than convexity.
We emphasize that, different from the usual approach in statistical mechanics, the
existence of a variational formula for the limit of free energies is not a priori needed in
our approach. Instead, the existence of solutions to the Hamilton–Jacobi equation is
sufficient. In the weak solution approach, we prove the existence in a straightforward
manner by verifying that the free energies form a Cauchy sequence. For viscosity
solutions, there are classical tools to ensure existence. Here, we prove that the Hopf
formula is a viscosity solution as a useful fact (see Remark 2.5), and simply use this
to furnish the existence for convenience.
The rest of the paper is organized as follows. We describe the setting and state
main results in Section 2. We apply these results to a special case where X has
i.i.d. entries and the interaction is symmetric in Section 2.3. In Section 3, we show
that the free energy satisfies an approximate Hamilton–Jacobi equation and collect
some basic results of the derivatives of the free energy. Section 4 gives the precise
definition of weak solutions and the uniqueness of solutions. In Section 5, we show the
convergence of the free energy to a weak solution, and finish the proof of Theorem 2.1.
The definition of viscosity solutions and the corresponding well-posedness results are
in Section 6. The ensuing Section 7 studies the convergence of the free energy to the
viscosity solution and proves Theorem 2.2. A special version of the Fenchel–Moreau
biconjugation theorem on the set of positive semidefinite matrices is needed to analyze
the Hopf formula. It is stated and proved in Appendix B.
Acknowledgement. We warmly thank Jean–Christophe Mourrat for many helpful
comments and discussions.
2. Setting and Main results
2.1. Setting. We assume that the random matrix X ∈ RN×K in (1.1) satisfies
|X| ≤
√
NK.(2.1)
For convenience, we use the shorthand notation
x˜ = x⊗pA, ∀x ∈ RN×K .(2.2)
We enrich the Hamiltonian (1.2) by introducing
HN(t, h, x) =
√
2t
Np−1
x˜ · Y − t
Np−1
|x˜|2
+
√
2h · (x⊺Y )− h · (x⊺x).
(2.3)
Here Y = X
√
2h + Z, where h ∈ SK+ , the set of K ×K (symmetric) positive semi-
definite matrices, and entries of Z ∈ RN×K are independent standard Gaussian vari-
ables. This Hamiltonian HN is associated with the law of X conditioned on observing
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both Y and Y . The corresponding free energy is given by
FN (t, h) =
1
N
log
ˆ
RN×K
eHN (t,h,x)PXN (dx).(2.4)
Let FN (t, h) = EFN (t, h) be its expectation.
Set R+ = [0,∞). We consider the Hamilton–Jacobi equation
∂tf − H(∇f) = 0, in R+ × SK+(2.5)
where H : SK+ → R is given by
H(q) =
(
AA⊺
) · q⊗p, ∀q ∈ SK+ .(2.6)
2.2. Main results. To state the results, we need more notation. Let us introduce
SK+,M =
{
h ∈ SK+ : |h| ≤M
}
.(2.7)
We also denote the set of K ×K symmetric matrices by SK , and the set of K ×K
symmetric positive definite matrices by SK++. For N ∈ N and M > 0, we define
KM,N =
(
E sup
(t,h)∈[0,M ]×SK+,M
∣∣FN − FN |2) 12 ,(2.8)
and for any function ψ : SK+ → R,
Lψ,M,N = sup
h∈SK+,M
∣∣FN(0, h)− ψ(h)∣∣.(2.9)
The quantity KM,N measures the concentration of FN . Many tools are available to
estimate this. In view of (2.3) and (2.4), we can recast FN (0, h) as the free energy
corresponding to a decoupled system (inference of X based on the observation of Y
with Y in (2.3)). Hence, Lψ,M,N is also a relatively simple object to analyze.
Throughout, the gradient ∇ is taken in the space variable h ∈ SK+ (sometimes
written as x ∈ SK+ ). To avoid confusion when multiple ∇ are present, we specifically
denote the differential of H by DH. We identify SK with RK(K+1)/2 in an isometric way
(see (4.1)) and endow it with the Lebesgue measure. Let A be the set of real-valued
nondecreasing, Lipschitz and convex functions on SK+ . Here a function u : S
K
+ → R
is said to be nondecreasing provided
u(a) ≥ u(b), if a− b ∈ SK+ .(2.10)
We define
AH =
{
φ ∈ A : ∇ · (DH(∇φ)) ≥ 0},(2.11)
where the inequality is understood in the sense of distribution, namely
´ DH(∇φ) ·
∇η ≤ 0, for all nonnegative smooth function η compactly supported on SK++.
Before stating the theorems, we comment that the assumptions imposed in them
are threefold. The first part is on the concentration, namely, the quantity KM,N .
The second part is on FN (0, ·) or Lψ,M,N , which is about the convergence of the free
energy in the aforementioned decoupled system. The third part is on H (equivalently
on A due to (2.6)) or, further, on AH.
Theorem 2.1. Let p ∈ N. Suppose
— supM≥1,N∈N(KM,N/Mβ) <∞ for some β > 0, and limN→∞KM,N = 0 for each
M ≥ 1;
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— there is a function ψ : SK+ → R such that limN→∞Lψ,M,N = 0 for each M ≥ 1;
— AH is convex and FN(t, ·) ∈ AH for all t ≥ 0 and N ∈ N.
Then there is a unique weak solution f to (2.5) with f(0, ·) = ψ, and there is a
constant C > 0 such that the following holds for all M ≥ 1 and all N ∈ N:
sup
t∈[0,M ]
ˆ
SK+,M
∣∣FN(t, h)− f(t, h)∣∣dh ≤ CMα(Lψ,CM,N +N− 114 + (KCM,N/Mβ) 27),
(2.12)
where α = K(K+1)
2
+ β∨1
2
+ 1.
Theorem 2.2. Let p ∈ N. Suppose that there is ψ : SK+ → R such that FN(0, ·)
converges to ψ pointwise, and that for each M > 0 we have
lim
N→∞
KM,N = 0.(2.13)
Then, for any H of the form (2.6), there is a unique Lipschitz viscosity solution f to
(2.5) with f(0, ·) = ψ, and
lim sup
N→∞
FN(t, h) ≤ f(t, h), ∀(t, h) ∈ R+ × SK+ .
Suppose, in addition, that H is convex, then we have a corresponding lower bound
and thus
lim
N→∞
FN(t, h) = f(t, h), ∀(t, h) ∈ R+ × SK+ .
The proofs of Theorem 2.1 and Theorem 2.2 are in Section 5 and Section 6, respec-
tively.
Remark 2.3 (Assumptions on AH). Lemma 4.4 will show that if H is convex, then
the assumptions on AH in Theorem 2.1 are satisfied. The convexity of H is not needed
when the interaction matrix A is of a certain form and certain entries of X are zero.
In Appendix A, we demonstrate a special model of (1.1) where those assumptions
on AH hold but yet H is not convex. This model is equivalent to the nonsymmetric
matrix inference problem considered in [23, 4, 3, 14, 20, 8].
Remark 2.4 (Local uniform convergence). The local L∞t L
1
x convergence in Theo-
rem 2.1 can be upgraded to local L∞t L
∞
x . Let ξ be a smooth function supported on
−SK+,1, and satisfy 0 ≤ ξ ≤ 1 and
´
ξ > 0. For ǫ ∈ (0, 1), let ξǫ(x) = ǫ−K(K+1)/2ξ(ǫ−1x).
Then, for every Lipschitz g : SK+ → R, we have
‖g‖L∞(SK+,M ) ≤ ‖g ∗ ξǫ‖L∞(SK+,M ) + ‖g − g ∗ ξǫ‖L∞(SK+,M )
≤ Cǫ−K(K+1)/2‖g‖L1(SK+,M+1) + Cǫ‖g‖Lip.
By (3.8), we know FN(t, ·) is Lipschitz uniformly in N and t, and thus f(t, ·) is
also Lipschitz. Replace g in the above by FN(t, ·) − f(t, ·), apply Theorem 2.1 and
optimize the above display over ǫ to see convergence in local L∞t L
∞
x .
Remark 2.5 (Variational formulae). Under the assumptions on ψ in the two theo-
rems, we can show that ψ is Lipschitz, convex and nondecreasing in the sense that
∇ψ ∈ SK+ . By the pointwise convergence FN(0, ·) → ψ and (3.8), (3.10), (3.12),
and the pointwise convergence FN(0, ·) → ψ, we can see ψ is Lipschitz in the two
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theorems above. Proposition 6.3 will show that f in Theorem 2.2 can be represented
by the following variational formula
f(t, x) = sup
z∈SK+
inf
y∈SK+
{
z · (x− y) + ψ(y) + tH(z)}, ∀(t, x) ∈ R+ × SK+ .(2.14)
When H is convex, comparing Theorem 2.1 with Theorem 2.2 in view of Remark 2.4,
we can see that the unique weak solution f coincides with the viscosity solution
pointwise, and thus also admits the representation (2.14). For general H, we believe
weak solutions are still of the form (2.14). The relatively difficult part is to verify
that (2.14) satisfies (2) of Definition 4.1.
2.3. Special case. We apply Theorem 2.1 and Theorem 2.2 to an i.i.d. case. Let P
be a probability distribution in RK supported on {z ∈ RK : |z| ≤ √K}. For each
N ∈ N, let the row vectors of X, namely X1,· , X2,· , . . . , XN,·, be i.i.d. with law P.
Set L = 1 and consider A ∈ RKp×1 given by
Aj =
{
1, if j1 = j2 = · · · = jp,
0, otherwise.
Here, we used the multi-index notation
j = (j1, j2, . . . , jp) ∈ {1, · · · , K}p.(2.15)
Explicitly, (1.1) now becomes
Yi =
√
2t
Np−1
K∑
j=1
p∏
n=1
Xin,j +Wi, i ∈ {1, · · · , N}p,
and (2.6) becomes
H(q) =
K∑
j,j′=1
(
qj,j′
)p
, q ∈ SK+ .(2.16)
Using (2.4) and the fact that rows of X are i.i.d., we can see FN(0, ·) = F 1(0, ·),
for all N ∈ N. Setting ψ = F 1(0, ·), we clearly have Lψ,M,N = 0 for all M and N .
Estimate on KM,N is given in Lemma C.1. When p = 1 or p is even, Lemma 4.4
shows that the assumptions on AH in Theorem 2.1 are satisfied. Applying the main
results, we have the following corollary.
Corollary 2.6. In the special case described above, let f be given by (2.14) with
ψ = F 1(0, ·). Then for all p ∈ N, we have
lim sup
N→∞
FN(t, h) ≤ f(t, h), ∀(t, h) ∈ R+ × SK+ .
If p is even or p = 1, then there is C > 0 such that, for all M ≥ 1 and N ∈ N,
sup
t∈[0,M ]
ˆ
SK+,M
∣∣FN(t, h)− f(t, h)∣∣dh ≤ CM K(K+1)+32 N− 114 .
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3. Approximate Hamilton–Jacobi equations
The goal of this section is to show that FN satisfies an approximate Hamilton–
Jacobi equation, as summarized in Proposition 3.1 below. There is a considerable
overlap between results in this section and [25, Section 3], which follows the approach
of [1]. To simplify our presentation, whenever similar arguments are available in [25,
Section 3], we shall only demonstrate key steps and refer to [25, Section 3] for more
detailed computations.
Proposition 3.1 (Approximate Hamilton–Jacobi equations). There exists C > 0
such that for every N ≥ 1 and uniformly over R× SK+ ,∣∣∂tFN − H(∇FN)∣∣2 ≤ Cκ(h)N− 14(∆FN + |h−1|) 14 + CE∣∣∇FN −∇FN ∣∣2.
Here κ is the condition number of h ∈ SK+ given by
(3.1) κ(h) :=
{ |h||h−1|, if h ∈ SK++,
+∞ otherwise.
3.1. Proof of Proposition 3.1. We start by proving the following identity
∂tFN − H
(∇FN) = 1
Np
(
E
〈
H(x⊺x′)
〉− H(E〈x⊺x′〉)).(3.2)
Proof of (3.2). Let us first compute ∂tFN and ∇FN . Indeed, from (2.4), we can
compute
(3.3) ∂tFN (t, h) =
1
N
〈
2
Np−1
x˜ · X˜ +
√
1
2Np−1t
x˜ ·W − |x˜|
2
Np−1
〉
,
and, for a ∈ SK ,
(3.4) a · ∇FN(t, h) = 1
N
〈
2a · (x⊺X) +
√
2D√h(a) · (x⊺Z)− a · (x⊺x)
〉
.
Here D√h is the differential of the square-root function at h ∈ SK++. More precisely,
for h ∈ SK++ and a ∈ SK , we have
D√h(a) = limǫ→0
(√
h+ ǫa−
√
h
)
.
Using the Gaussian integration by parts (c.f. [25, Lemma 3.3]) and the Nishimori
identity (c.f. [25, Section 3.1]), we can get from (3.3) that
∂tFN =
1
Np
E〈x˜ · x˜′〉.(3.5)
Here x′ is an independent copy (or replica) of x with respect to the Gibbs measure
〈·〉.
To compute ∇FN , we refer to the derivation of [25, (3.17)]. The object x¯ therein
is X in our notation, and our FN (t, h) corresponds to FN(t, 2h) there. Hence [25,
(3.17)] is equivalent to ∇FN = 1NE〈x⊺X〉. A further application of the Nishimori
identity yields
∇FN = 1
N
E〈x⊺x′〉.(3.6)
By (2.2) and (2.6), we have x˜ · x˜′ = H(x⊺x′). This along with (3.5), (3.6) and (2.6)
implies (3.2). 
8 HONG-BIN CHEN AND JIAMING XIA
Now, to prove Proposition 3.1, we only need to estimate the right hand side of
(3.2). Using (2.6) and (2.1), we get∣∣∣E〈H(x⊺x′)〉− H(E〈x⊺x′〉)∣∣∣ ≤ CE〈∣∣∣(x⊺x′)⊗p − (E〈x⊺x′〉)⊗p∣∣∣〉
≤ CNp−1E〈∣∣x⊺x′ − E〈x⊺x′〉∣∣〉,
Jensen’s inequality gives∣∣∣E〈H(x⊺x′)〉− H(E〈x⊺x′〉)∣∣∣2 ≤ CN2p−2E〈∣∣x⊺x′ − E〈x⊺x′〉∣∣2〉.
We need the following estimate
1
N2
E
〈∣∣x⊺x′ − E〈x⊺x′〉∣∣2〉 ≤ Cκ(h)N− 14(∆FN + |h−1|) 14 + CE∣∣∇FN −∇FN ∣∣2.
This is exactly [25, (3.18)], and we shall omit the derivation here. The above two
displays and (3.2) gives the desired result.
3.2. Estimates of derivatives. We finish this section by collecting useful results in
Lemma 3.2 and (3.3). Recall A ∈ RKp×L and W ∈ RNp×L. We define
‖WA⊺‖ = sup
y1, y2, ..., yp∈SNK−1
{
(WA⊺) · (y1 ⊗ y2 ⊗ · · · ⊗ yp)
}
(3.7)
where SNK−1 denotes the unit sphere in RNK .
Lemma 3.2. There exists a constant C > 0 such that the following estimates hold
uniformly over R+ × SN+ :
|∂tFN |+ |∇FN | ≤ C,(3.8)
|∂tFN | ≤ C
(
1 +
‖WA⊺‖√
Nt
)
, and |∇FN | ≤ C
(
1 +
|Z||h−1| 12√
N
)
.(3.9)
Everywhere in R+ × SN+ , we have
∂tFN ≥ 0, ∇FN ∈ SK+ ,(3.10)
∂2t FN ≥ 0.(3.11)
Moreover, for every a ∈ SK, we have
a · ∇(a · ∇FN) ≥ 0,(3.12)
a · ∇(a · ∇FN ) ≥ −C|a|
2|Z||h−1| 32√
N
.(3.13)
Proof of (3.8). It follows easily from (2.1), (3.5) and (3.6). 
Proof of (3.9). In view of (3.7), we have∣∣∣(x⊗pA) ·W ∣∣∣ = ∣∣∣(WA⊺) · (x⊗p)∣∣∣ ≤ ‖WA⊺‖|x|p.
In addition, it can be seen from (2.2) that |x˜| ≤ C|x|p. Using these, (3.3) and (2.1),
we have ∣∣∂tFN(t, h)∣∣ ≤ 〈 2
Np
|x˜||X˜|+
√
1
2tNp+1
∣∣∣(x⊗pA) ·W ∣∣∣+ 1
Np
|x˜|2
〉
≤ C + C‖WA
⊺‖√
Nt
+ C = C
(
1 +
‖WA⊺‖√
Nt
)
.
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For the second estimate in (3.9), we need the following estimate
(3.14) |D√h(a)| ≤ C|a||h−1|
1
2 .
Its proof can be seen from the derivation of [25, (3.7)]. Insert a = ∇FN|∇FN | ∈ SK into
(3.4) and then use (3.14) to see
|∇FN | ≤
〈
2
N
∣∣x⊺X∣∣+ C|h−1| 12
N
∣∣x⊺Z∣∣+ 1
N
|x⊺x|
〉
≤ C
(
1 +
|Z||h−1| 12√
N
)
.

Proof of (3.11). Recall (3.5). Using (2.3), we differentiate ∂tFN one more time in t
to see
Np∂2t FN = E
〈
(x˜ · x˜′)
(
2
Np−1
(
x˜+ x˜′ − 2x˜′′) · X˜ − 1
Np−1
(|x˜|2 + |x˜′|2 − 2|x˜′′|2)
+
1√
2Np−1t
(
x˜+ x˜′ − 2x˜′′) ·W)〉.
Using the symmetry between replicas, the Nishimori identity and the Gaussian inte-
gration by parts, we can compute
N2p−1∂2t FN = 2E
〈
(x˜ · x˜′)(x˜ · x˜′ − 2x˜ · x˜′′ + x˜′′ · x˜′′′)〉
= 2E
∑
i,j,k,l
(
〈x˜i,kx˜j,l〉2 − 2〈x˜i,kx˜j,l〉〈x˜i,k〉〈x˜j,l〉+ 〈x˜i,k〉2〈x˜j,l〉2
)
≥ 0.
This gives (3.11). 
Proof of (3.10). By the independence of the replica x′ from x, we can rewrite (3.5) as
∂tFN =
1
Np
E(〈x˜〉 · 〈x˜〉) and rewrite (3.6) as ∇FN = 1NE〈x〉⊺〈x〉. Then, (3.10) clearly
follows. 
Proof of (3.12). For a ∈ SK , we can compute
Na · ∇(a · ∇FN ) = E
〈(
a · x⊺x′)2〉− 2E〈(a · x⊺x′)(a · x⊺x′′)〉+ E〈a · x⊺x′〉2.
The details of this computation can be seen from the derivation of [25, (3.27)]. Expand
the right hand side of the above display to get
E
∑
i,j,k,m,n,l
aijamn
〈
xkix
′
kjxlmx
′
ln − 2xkix′kjxlmx′′ln + xkix′kjx′′lmx′′′ln
〉
where x′, x′′, x′′′ are replicas of x with respect to the measure 〈·〉. Then, (3.12) follows
if we can show the above is nonnegative. Use the independence and write xˆ = x−〈x〉
to see that the above display is equal to
E
∑
i,j,k,m,n,l
aijamn
(
〈xkixlm〉〈xkjxln〉 − 2〈xkixlm〉〈xkj〉〈xln〉+ 〈xki〉〈xlm〉〈xkj〉〈xln〉
)
= E
∑
i,j,k,m,n,l
aijamn
(
〈xkixlm〉〈xˆkjxˆln〉 − 〈xˆkixˆlm〉〈xkj〉〈xln〉
)
.
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Notice that since a ∈ SK , we can replace i and m by j and n, respectively, in the
second term inside the last pair of parentheses. So the above becomes
E
∑
i,j,k,m,n,l
aijamn
(
〈xkixlm〉〈xˆkjxˆln〉 − 〈xˆkixˆlm〉〈xki〉〈xlm〉
)
= E
∑
i,j,k,m,n,l
aijamn〈xˆkixˆlm〉〈xˆkjxˆln〉 = E
∑
i,j,k,m,n,l
aijamn
〈
(xˆ⊺xˆ′)ij(xˆ⊺xˆ′)mn
〉
= E〈(a · xˆ⊺xˆ′)2〉 ≥ 0.

Proof of (3.13). By (3.4), we can compute
a·∇(a · ∇FN(t, h))
=
1
N
(〈(
H ′N(a, h, x)
)2〉− 〈H ′N(a, h, x)〉2)+ 1N 〈√2D2√h(a, a) · x⊺Z〉,(3.15)
where
H ′N(a, h, x) =
√
2D√h(a) · x⊺Z + 2a · x⊺X − a · x⊺x,
and, for every h ∈ SK++ and a, b ∈ SK ,
D2√
h
(a, b) = lim
ǫ→0
ǫ−1
(
D√h+ǫb(a)−D√h(a)
)
.
Recognizing a variance term in (3.15) and using (2.1), we have
a · ∇(a · ∇FN (t, h)) ≥ −C
∣∣∣D2√h(a, a)∣∣∣ |Z|√N .
The display [25, (3.38)] states∣∣D2√
h
(a, a)
∣∣ ≤ C|a|2|h−1| 32 .
Combining this with the previous display, we obtain (3.13). 
Lastly, we state an elementary lemma characterizing SK+ .
Lemma 3.3. Let a ∈ SK , Then, a ∈ SK+ if and only if a · b ≥ 0 for every b ∈ SK+ .
Proof. If a ∈ SK+ , then for any b ∈ SK+ we have a · b = tr(
√
a
√
b
√
b
√
a) ≥ 0. For
the other direction, by choosing an orthonormal basis, we may assume a is diagonal.
Testing by b ∈ SK+ , we can show that all diagonal entries in a are nonnegative and
thus a ∈ SK+ . 
4. Weak solutions of Hamilton–Jacobi equations
In this section, we study the Hamilton–Jacobi equation (2.5) through the per-
spective of weak solutions. Precise definitions of weak solutions will be stated and
uniqueness of solutions is given in Proposition 4.2.
We identify SK isometrically with RK(K+1)/2 via the orthonormal basis {eij}1≤i≤j≤K
given by, for m,n ∈ {1, 2, . . . , K},
(eij)mn =
(
1i=j +
√
2
2
1i 6=j
)
1{m,n}={i,j}.(4.1)
Here 1 stands for the indicator function. Naturally, we endow SK with the Lebesgue
measure on RK(K+1)/2. Recall the definition of AH in (2.11).
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Definition 4.1. A function f : R+ × SK+ → R is a weak solution to (2.5) if
(1) f is Lipschitz and satisfies (2.5) almost everywhere;
(2) f(t, ·) ∈ AH, for all t ≥ 0.
Proposition 4.2 (Uniqueness). Under the assumption that AH is convex, there is at
most one weak solution to (2.5).
4.1. Proof of Proposition 4.2. The idea of proof is classical and can be seen in
[11, 15, 16]. See also [6] and [12, Section 3.3.3]. Let f and g be weak solutions to
(2.5). Set w = f − g. We proceed in steps.
Step 1. We study the relation which w satisfies. Since f and g are weak solutions,
we have
∂tw = H(∇f)− H(∇g) = b · ∇w.
where the vector b is given by
b =
ˆ 1
0
DH(r∇f + (1− r)∇g)dr.
Here DH is the gradient of H while ∇ is taking derivatives in x. Take v = φ(w) for
some smooth function φ : R→ R+ to be specified later. Summarizing, we have
∂tv = b · ∇v.(4.2)
Step 2. We introduce a family of mollifiers. Let ξ : RK(K+1)/2 → R+ be smooth,
be supported on −SK+,1, and satisfy
´
ξ = 1. For ǫ ∈ (0, 1), set
ξǫ = ǫ
−K(K+1)/2ξ
( ·
ǫ
)
.(4.3)
Define bǫ by the convolution
bǫ(t, x) =
(
b(t, ·) ∗ ξǫ
)
(x) =
ˆ
b(t, x− x′)ξǫ(x′)dx′.(4.4)
Recall the definition of AH in (2.11). Since AH is assumed to be convex and f and g
are weak solutions, by the definition of b, we must have ∇ · b ≥ 0 in the distribution
sense. Then, it is easy to see that
∇ · bǫ ≥ 0(4.5)
holds pointwise everywhere. We finish this step by proving
bǫ ∈ SK+ .(4.6)
This follows from the next lemma, which will also be used later.
Lemma 4.3. For H given in (2.6), its differential DH ∈ SK+ everywhere.
Proof. For simplicity, we write S = AA⊺ ∈ SKp+ . Let a, q ∈ SK , then we can compute
that
a · DH(q) = pS · sym(a⊗ q⊗p−1).
Here sym denotes the symmetrization of tensors given by
sym
(
b1 ⊗ b2 ⊗ · · · ⊗ bp
)
=
1
p!
∑
σ
bσ(1) ⊗ bσ(2) ⊗ · · · ⊗ bσ(p),
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where the summation is taken over all permutations. Since S ∈ SKp+ , to show a ·
DH(q) ≥ 0 it suffices to show a⊗ q⊗p−1 ∈ SKp+ . We only need to check
u⊺
(
a⊗ q⊗p−1)u ≥ 0, ∀u ∈ RKp.
Index u ∈ RKp as {ui}i with i in the form of (2.15). Writing iˆ = (i2, i3, . . . , ip), let us
compute
u⊺
(
a⊗ q⊗p−1)u =∑
i,j
ui
(
a⊗ q⊗p−1)
i,j
uj =
∑
i,j
ui1 ,ˆiai1,j1(q
⊗p−1)ˆ
i,ˆjuj1 ,ˆj
= tr
(
u⊺auq⊗p−1
)
= tr
(√
auq⊗p−1u⊺
√
a
) ≥ 0.
Here, we used the fact that q⊗p−1 is positive semi-definite, which can be proved by
iterating the above arguments. Therefore, we can conclude that a · DH ≥ 0 for every
a ∈ SK+ , which by Lemma 3.3 implies DH ∈ SK+ . 
Step 3. We study the integration of v(t, ·) over a proper region when t varies,
and deduce the desired uniqueness result. On R+ × SK+ , the equation (4.2) can be
expressed as
∂tv = ∇ · (vbǫ)− v∇ · bǫ + (b− bǫ) · ∇v.(4.7)
Let us describe the region for integration. We set
R = 1 + sup
{|DH(p)| : p ∈ SK+ , |p| ≤ ‖f‖Lip ∨ ‖g‖Lip}.
Fix any T, η > 0 and define, for t ∈ [0, T ],
Dt = {x ∈ SK : |x| ≤ R(T − t)} ∩ (ηI + SK+ ),(4.8)
Γt = ∂Dt ∩ {|x| = R(T − t)}.
We are now ready to introduce, for t ∈ [0, T ],
J(t) =
ˆ
Dt
v(t, x)dx.
Using (4.7) and integration by parts, we can compute
d
dt
J(t) =
ˆ
Dt
∂tv − R
ˆ
Γt
v
=
ˆ
Γt
(n · bǫ − R)v +
ˆ
∂Dt\Γt
(n · bǫ)v +
ˆ
Dt
v(−∇ · bǫ) +
ˆ
Dt
(b− bǫ) · ∇v,
where n stands for the outer normal vector. We treat the integrals after the second
equality separately. By the definitions of bǫ and ξǫ, we can see |bǫ| ≤ R. Hence, the
first integral is nonpositive. Due to (4.6) and the fact that −n ∈ SK+ on ∂Dt \ Γt,
the second integral is also nonpositive. In view of (4.5), the third integral is again
nonpositive, while the last one is oǫ(1). Therefore, taking ǫ→ 0, we conclude that
d
dt
J(t) ≤ 0.(4.9)
Since w(0, x) = f(0, x) − g(0, x) = 0, for each δ > 0, we have ‖w(δ, ·)‖∞ ≤
δ(‖f‖Lip + ‖g‖Lip). Let us choose φ to satisfy{
φ(z) = 0, if |z| ≤ δ(‖f‖Lip + ‖g‖Lip),
φ(z) > 0, otherwise.
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Therefore, due to v = φ(w), we have
J(δ) =
ˆ
Dδ
v(δ, x)dx =
ˆ
Dδ
φ(w(δ, x))dx = 0.
Since J(t) is nonnegative, (4.9) implies that J(t) = 0 for all t ∈ [δ, T ]. This together
with the definition of φ guarantees that
|f(t, x)− g(t, x)| ≤ δ(‖f‖Lip + ‖g‖Lip), ∀x ∈ Dt, ∀t ∈ [δ, T ].
Recall the definition of Dt in (4.8) which depends on T and η. Taking δ → 0, η → 0
and T →∞, we conclude that f = g. This completes the proof of Proposition 4.2.
4.2. Assumptions on AH. Lastly, we show that assumptions on AH in Theorem 2.1
are satisfied when H is convex and in the special case considered in Section 2.3 for
p = 1 or p even.
Lemma 4.4. If H is convex, then AH is convex and contains FN (t, ·) for all t and
N . In the special case where H is given in (2.16) and p = 1 or p is even, we have
that H is convex.
Proof. Note that, if φ : SK+ → R is smooth, then we have
∇ · (DH(∇φ)) = D2H(∇φ) · ∇2φ.
If H is convex, a sufficient condition for the above to be nonnegative is the convexity
of φ. Recall that convexity is required in the definition of A given above (2.11).
Hence, by regularizing functions in A, we can see AH = A when H is convex. It is
also clear that A is convex. Due to (3.8), (3.10), and (3.12), we have FN (t, ·) ∈ A
for all t and N . This completes the proof of the first part of the lemma.
Now, let H be given in (2.16). By computing the limit of ǫ−1(H(q+ ǫa)−H(q)), we
can see a · DH(q) = pa · q◦p−1 where ◦ denotes the Hadamard product. Differentiate
one more time to get a · D(a · DH)(q) = p(p − 1)(a◦2) · (q◦p−2) for all a ∈ SK and
q ∈ SK+ . If p = 1 or p is even, this quantity is nonnegative. Hence the convexity of H
follows. 
5. Convergence to the weak solution
The goal of this section is to prove Theorem 2.1. The plan is to first prove the
convergence of FN assuming the existence of a weak solution f to (2.5) with f(0, ·) =
ψ. Next, we prove the existence of solutions by using a similar argument. We adopt
this plan because notation is much simpler in the first part, and the two parts are
independent. Theorem 2.1 follows from Proposition 5.1 and Proposition 5.2 proved
in Section 5.1 and Section 5.2, respectively.
5.1. Convergence when assuming existence of solutions. Let us assume f is
a weak solution to (2.5) satisfying f(0, ·) = ψ. We want to show FN converges to f
as N →∞. The goal can be summarized as follows.
Proposition 5.1. In addition to the assumptions in Theorem 2.1, we assume that
there is a unique weak solution f to (2.5) with f(0, ·) = ψ. Then, there is C > 0 such
that (2.12) holds for all M ≥ 1 and all N ∈ N.
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Step 1. We seek a relation satisfied by wN = FN − f and
rN = ∂tFN − H
(∇FN).(5.1)
We can see that
∂twN = aN · ∇wN + rN(5.2)
where the vector field aN is given by
aN =
ˆ 1
0
DH(r∇FN + (1− r)∇f)dr.
For δ > 0, define φδ : R→ [0,∞) by
φδ(x) = (δ + x
2)
1
2 ,(5.3)
which serves as a smooth approximation of the absolute value. Take vN = φδ(wN)
and multiply both sides of (5.2) by φ′δ(wN) to see
∂tvN = aN · ∇vN + φ′δ(wN)rN .(5.4)
Step 2. We regularize aN using the mollifier ξǫ introduced in (4.3). For ǫ ∈ (0, 1],
we set aǫN = aN ∗ ξǫ in the same way as in (4.4). We can rewrite (5.4) as
∂tvN = ∇ · (vNaǫN)− vN∇ · aǫN + (aN − aǫN ) · ∇vN + φ′δ(wN)rN .(5.5)
Since ‖FN‖Lip and ‖f‖Lip are bounded uniformly in N , and DH is continuous, we
have
‖aN − aǫN‖∞ = oǫ(1);(5.6)
sup
N∈N, ǫ∈(0,1)
‖aǫN‖∞ ≤ C.(5.7)
By Lemma 4.3 and the definition of aǫN , we have
aǫN ∈ SK+ .(5.8)
Recall the definition of AH in (2.11). Since f is a weak solution, FN is assumed to
be in AH and this set is assumed to be convex, we have
∇ · aǫN ≥ 0.(5.9)
Step 3. We investigate the integral of v(t, ·) over a suitable region as t varies. Let
us start by describing the region. Allowed by (5.7), we choose R = 1+ supN,ǫ ‖aǫN‖∞.
Let T ≥ 1 and η ∈ (0, 1) be specified later. Consider the following sets, indexed by
t ∈ [0, T ],
Dt = (ηI + S
K
+ ) ∩ SK+,R(T−t)(5.10)
Γt = {h : |h| = R(T − t)} ∩Dt ⊂ ∂Dt.
For t ∈ [0, T ], we define the integral
Jδ(t) =
ˆ
Dt
vN(t, h)dh =
ˆ
Dt
φδ
(
wN(t, h)
)
dh.(5.11)
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Differentiate Jδ(t) in t and use (5.5) to see
d
dt
Jδ(t) =
ˆ
Dt
∂tvN − R
ˆ
Γt
vN
=
ˆ
Γt
(aǫN · n− R)vN +
ˆ
∂Dt\Γt
(aǫN · n)vN(5.12)
+
ˆ
Dt
(
− vN∇ · aǫN + (aN − aǫN ) · ∇vN + φ′δ(wN)rN
)
.(5.13)
Here in the second identity, we used integration by parts. The first integral in (5.12)
is nonpositive due to the choice of R. The second integral in (5.12) is also nonpositive
due to (5.8) and the fact that −n ∈ SK+ on ∂Dt \ Γt. Applying (5.6) and (5.9) to the
(5.13) and sending ǫ→ 0, we obtain
d
dt
Jδ(t) ≤
ˆ
Dt
φ′δ(wN)rN ≤
ˆ
Dt
|rN |.(5.14)
Here, in the last inequality, we used ‖φ′δ‖∞ ≤ 1 which is evident from (5.3).
Step 4. We estimate
´
Dt
|rN |. Due to the definition of rN in (5.1), Proposition 3.1
gives an upper bound for |rN |2. Hence, writing
γ = K(K + 1)/2,(5.15)
we haveˆ
Dt
|rN | ≤ |Dt| 12
( ˆ
Dt
|rN |2
) 1
2
≤ CT γ/2
(
N−
1
4
ˆ
Dt
κ(h)
(
∆FN + C|h−1|
) 1
4dh +
ˆ
Dt
E
∣∣∇FN −∇FN ∣∣2dh) 12 .(5.16)
Here and henceforth, we absorb R into C. To bound the first integral in (5.16),
recall the definition of κ(h) in (3.1), and use the definition of Dt and invoke Hölder’s
inequality to see
ˆ
Dt
κ(h)
(
∆FN + C|h−1|
) 1
4dh ≤ Cη−1T |Dt| 34
( ˆ
Dt
∆FN + |h−1|
) 1
4
.
In view of (3.8), using integration by parts, we haveˆ
Dt
∆FN ≤ CT γ−1.
The integral
´
Dt
|h−1| is bounded by Cη−1T γ. Therefore, we obtainˆ
Dt
κ(h)
(
∆FN + C|h−1|
) 1
4dh ≤ Cη− 54T 1+γ.
To avoid heavy notation, let us write
K = KRT,n
T β
, L = Lψ,RT,n.(5.17)
Here, β is given in the assumption of Theorem 2.1. For the last integral in (5.16), we
will show in Step 6 that
E
ˆ
Dt
∣∣∇(FN − FN)∣∣2 ≤ CT γ+βη− 32K.(5.18)
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These estimates imply thatˆ
Dt
|rN | ≤ CT γ+
β∨1
2 η−
3
4
(
N−
1
8 +K
1
2
)
.(5.19)
Step 5. We estimate Jδ(t), extend the integration from overDt to S
K
+,R(T−t) (defined
in (2.7)), and conclude the result. Use (5.19) and (5.14) to see
Jδ(t) ≤ Jδ(0) + CT αη− 34
(
N−
1
8 +K
1
2
)
, t ∈ [0, T ],(5.20)
where we set
α = γ +
β ∨ 1
2
+ 1.(5.21)
Recall definitions (2.9), (5.3) and (5.11). Hence, for t = 0, we have
lim
δ→0
Jδ(0) =
ˆ
D0
∣∣FN(0, h)− f(0, h)∣∣dh ≤ CT γL.
Sending δ → 0 in (5.20) and using the above display, we derive that
sup
t∈[0,T ]
ˆ
Dt
∣∣FN(t, h)− f(t, h)∣∣dh ≤ CT α(L+ η− 34 (N− 18 +K 12)).
Due to (3.8) and the fact that FN (0, 0) = 0, we have |FN(t, h)| ≤ C(t + |h|)
uniformly in N . By FN(0, 0) = 0 and the assumption on ψ in Theorem 2.1, we
can see ψ(0) = 0. Since f(0, ·) = ψ and the definition of weak solutions requires f
to be Lipschitz, we have |f(t, h)| ≤ C(t + |h|). In addition, the measure of the set
SK+,R(T−t) \Dt is bounded by CT γ−1η. Hence, we have
sup
t∈[0,T ]
ˆ
SK
+,R(T−t)
\Dt
∣∣FN(t, h)− f(t, h)∣∣dh ≤ sup
t∈[0,T ]
ˆ
SK
+,R(T−t)
\Dt
CT ≤ CT γη,
Therefore, we obtain
sup
t∈[0,T ]
ˆ
SK
+,R(T−t)
∣∣FN(t, h)− f(t, h)∣∣dh ≤ CT α(η + L+ η− 34(N− 18 +K 12 )).
Let us now specify T and δ. We set T proportional to M to ensure [0,M ]× SK+,M ⊂
{(t, h) : t ∈ [0, T ], h ∈ SK+,R(T−t)}. Inserting this T and η = (N−
1
8 + K
1
2 )
4
7 into the
above display to see
sup
t∈[0,M ]
ˆ
SK+,M
∣∣FN(t, h)− f(t, h)∣∣dh ≤ CMα(L+N− 114 +K 27).(5.22)
Recall the notation (5.15), (5.17) and (5.21). This gives the desired result (2.12).
Step 6. To complete the proof, it remains to verify (5.18). Integrating by parts,
we haveˆ
Dt
∣∣∇(FN − FN)∣∣2 = ˆ
∂Dt
(FN − FN)∇(FN − FN) · n−
ˆ
Dt
(FN − FN )∆(FN − FN)
≤ ‖FN − FN‖L∞([0,RT ]×SK+,RT )
( ˆ
∂Dt
∣∣∇(FN − FN)∣∣+ ˆ
Dt
∣∣∆(FN − FN)∣∣),(5.23)
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Let us estimate the last integral. The lower bound (3.12) shows ∆FN ≥ 0, and the
lower bound (3.13) implies that
∆FN + CN
− 1
2 |Z||h−1| 32 ≥ 0.
These yield ˆ
Dt
∣∣∆(FN − FN )∣∣ ≤ ˆ
Dt
∣∣∆FN ∣∣ + ∣∣∆FN ∣∣
≤ CT γN− 12 η− 32 |Z|+
ˆ
Dt
(
∆FN +∆FN
)
.
Applying integration by parts to the last integral and using (3.8) and (3.9), we can
see thatˆ
Dt
(
∆FN +∆FN
) ≤ ˆ
∂Dt
∣∣∇FN |+ |∇FN | ≤ CT γ−1(1 +N− 12 η− 12 |Z|).
This display also serves as a bound for the first integral in (5.23). Insert the above
two displays into (5.23) to getˆ
Dt
∣∣∇(FN − FN )∣∣2 ≤ CT γ‖FN − FN‖L∞([0,RT ]×SK+,RT )η− 32(1 +N− 12 |Z|).
Recall (2.8) and (5.17). Take expectations on both sides of this inequality and invoke
the Cauchy–Schwarz inequality to conclude (5.18).
5.2. Existence of weak solutions. To complete the proof of Theorem 2.1, we need
the following existence result.
Proposition 5.2. Under the assumptions in Theorem 2.1, there is a unique weak
solution f to (2.5) with f(0, ·) = ψ.
The uniqueness part follows from Proposition 4.2. Hence, we only need to prove
the existence. We plan to first show that {FN}n∈N is a Cauchy sequence in the local
uniform topology and then verify that the limit is a weak solution.
5.2.1. The sequence {FN}∞n=1 is Cauchy. We proceed similarly as in the last section.
Recall the definition of rN in (5.1) and φδ in (5.3). Let N,N
′ ∈ N. We take w =
FN − FN ′ , v = φδ(w), a =
´ 1
0
DH(r∇FN + (1− r)∇FN ′)dr and aǫ = a ∗ ξǫ where ξǫ
is the mollifier in (4.3). Similar to the derivation of (5.5), we have
∂tv = ∇ · (vaǫ)− v∇ · aǫ + (a− aǫ) · ∇ + φ′δ(w)(rN − rN ′).
The only difference from (5.5) is that we have an additional −rN ′ in the last term.
Similarly, we can fix R = 1 + supN,N ′,ǫ ‖aǫ‖∞. Set Dt as in (5.10), and take
Jδ(t) =
ˆ
Dt
v(t, h)dh =
ˆ
Dt
φδ(w(t, h))dh.
By similar treatments used to obtain (5.14), we have
d
dt
Jδ(t) ≤
ˆ
Dt
φ′δ(w)(rN − rN ′) ≤
ˆ
Dt
|rN |+ |rN ′|.
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The rest follows the exact same path after (5.14) in the previous section. The only
difference is that we have more terms due to the presence of FN ′, but they are treated
in the same way as for FN . Similar to (5.22), one can see that eventually we obtain
sup
t∈[0,M ]
ˆ
SK+,M
∣∣FN(t, h)− FN ′(t, h)∣∣dh ≤ CMα(Lψ,CM,N +N− 114 + (KCM,N/Mβ) 27
+Lψ,CM,N ′ +N ′−
1
14 + (KCM,N ′/Mβ) 27
)
.
Hence, by the assumption of Theorem 2.1 on the decay of KM,N and Lψ,M,N , we
know that FN is Cauchy in local L
∞
t L
1
h. Due to the argument in Remark 2.4, we can
upgrade this to FN being Cauchy locally uniformly. Let us denote the limit by f .
5.2.2. Verify that f is a weak condition. We check that each property listed in Defi-
nition 4.1 is satisfied by f and that f(0, ·) = ψ.
Firstly, we verify that f is Lipschitz and satisfies the initial condition. Since FN
is Lipschitz uniformly in N due to (3.8), we can conclude that f is Lipschitz. Due to
the assumption limN→∞ Lψ,M,N = 0, we have f(0, ·) = ψ.
Next, we show that f satisfies (2.5) almost everywhere (a.e.). By (3.11) and (3.12),
we have that both FN and f are convex. It is well known that convexity implies
convergence of derivatives at each point of differentiability. The Lipschitzness of f
and Rademacher’s theorem imply that f is differentiable a.e. Hence, from these and
continuity of H, we deduce that ∂tFN −H(∇FN) converges to ∂tf −H(∇f) pointwise
a.e.
Since FN is Lipschitz uniformly in N due to (3.8) and H is continuous, the bounded
convergence theorem implies that, for any compact B ⊂ SK++ and t a.e.,ˆ
B
∣∣∣∂tf − H(∇f)∣∣∣(t, h)dh = lim
n→∞
ˆ
B
∣∣∣∂tFN − H(∇FN)∣∣∣(t, h)dh.
We want to show the right hand side is zero. Recall the definition of Dt in (5.10).
By choosing T and δ in Dt suitably, we can ensure B ⊂ Dt. Then, by (5.1), (5.19)
and the assumption limN→∞KM,N = 0 in the statement of Theorem 2.1, we conclude
that the right hand side of the above display is zero. Since B and t are arbitrary, we
conclude that ∂tf − H(∇f) = 0 a.e.
6. Viscosity solutions of Hamilton–Jacobi equations
In this section, we give the precise definition of viscosity solutions. After that, we
prove the comparison principle which ensures the uniqueness of solutions. In addition,
we verify that the Hopf formula is a solution. Classical references include [12, 9]. See
also [5, 19]. Here, we follow the approach in [27].
A function f : R+ × SK+ → R is said to be nondecreasing if f(t, x) − f(t′, x′) ≥ 0
whenever t ≥ t′ and x− x′ ∈ SK+ . A function ψ : SK+ → R is said to be nondecreasing
if ψ(x)− ψ(x′) ≥ 0 whenever x− x′ ∈ SK+ .
Definition 6.1. (1) A nondecreasing continuous function f : R+ × SK+ → R is
a viscosity subsolution to (2.5) if for every (t, x) ∈ (0,∞) × SK+ and every
smooth φ : (0,∞) × SK+ such that f − φ has a local maximum at (t, x), we
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have {(
∂tφ− H(∇φ)
)
(t, x) ≤ 0, if x ∈ SK++,
∇φ(t, x) ∈ SK+ , if x ∈ SK+ \ SK++.
(2) A nondecreasing continuous function f : R+×SK+ → R is a viscosity supersolu-
tion to (2.5) if for every (t, x) ∈ (0,∞)×SK+ and every smooth φ : (0,∞)×SK+
such that f − φ has a local minimum at (t, x), we have{(
∂tφ− H(∇φ)
)
(t, x) ≥ 0, if x ∈ SK++,(
∂tφ− H(∇φ)
)
(t, x) ≥ 0, or ∇φ(t, x) 6∈ SK+ , if x ∈ SK+ \ SK++.
(3) A nondecreasing continuous function f : R+×SK+ → R is a viscosity solution
to (2.5) if f is both a viscosity subsolution and supersolution.
Proposition 6.2 (Comparison principle). Let u be a subsolution and v be a superso-
lution of (2.5). Assume u and v are Lipschitz. Then, we have
sup
R+×SK+
(u− v) = sup
{0}×SK+
(u− v).
Proposition 6.3 (Hopf formula). Suppose ψ : SK+ → R is convex, Lipschitz and
nondecreasing. Let f be given in (2.14). Then f is Lipschitz and is a viscosity
solution to (2.5) with initial condition f(0, ·) = ψ.
6.1. Proof of Proposition 6.2. Let us argue by contradiction and assume
sup
R+×SK+
(u− v) > sup
{0}×SK+
(u− v).(6.1)
We start by modifying u. For ǫ ∈ (0, 1) to be specified later, we set
uǫ(t, x) = u(t, x) + ǫtr(x)− Cǫt, ∀(t, x) ∈ R+ × SK+
where tr stands for the trace. Let I be the K ×K identity matrix. By choosing C
large and then ǫ small, we can ensure that, if uǫ−φ attains a local maximum at (t, x),
we have {
(∂tφ− H(∇φ))(t, x) ≤ −ǫ, if x ∈ SK++
(∇φ− ǫI)(t, x) ∈ SK+ , if x ∈ SK+ \ SK++.
(6.2)
Since u(t, ·) in nondecreasing for each t, we also have
uǫ(t, x+ y)− uǫ(t, x) ≥ ǫtr(y), y ∈ SK+ .(6.3)
With ǫ sufficiently small chosen, (6.1) still holds with u replaced by uǫ. Next, we
replace uǫ by uǫ − δT−t , where δ is chosen small enough and T > 1 is chosen large
enough by (6.1) to ensure that
sup
[0,T )×SK+
(uǫ − v) > sup
{0}×SK+
(uǫ − v).(6.4)
Also, note that (6.2) still holds. In addition, we have, for every M > 0,
lim
η→0
sup
[T−η,T )×SK+,M
uǫ = −∞.(6.5)
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Next, we introduce some parameters and auxiliary functions. By the formula for
H in (2.6), there is a constant CH such that∣∣H(a)− H(b)∣∣ ≤ CH|a− b|(|a|+ |b|)p−1, ∀a, b ∈ SK+ .(6.6)
Let
L = 1 + ‖u‖Lip + ‖v‖Lip, K = CH(4L)p−1.(6.7)
Due to the definition of uǫ, the following holds for all (t, x) ∈ [0, T )× SK+ ,
uǫ(t, x) ≤ C + L|x|, ‖∇uǫ(t, x)‖ ≤ L.(6.8)
By (6.4), there is (t¯, x¯) such that(
uǫ − v
)
(t¯, x¯) > sup
{0}×SK+
(uǫ − v).(6.9)
Let us set
R =
(|x¯|2 + 1) 12 +Kt¯.
Take χ : R→ R+ to be a smooth function satisfying
(r − 1)+ ≤ χ(r) ≤ r+, |χ′(r)| ≤ 1, ∀r ∈ R,(6.10)
where the positive sign in the subscript indicates taking the positive part. The func-
tion χ can be viewed as a smoothed version of r 7→ r+. Define η : [0, T )× SK+ → R
by
η(t, x) = 2Lχ
(
(|x|2 + 1) 12 +Kt−R
)
.(6.11)
We claim
sup
[0,T )×SK+
(uǫ − v − η) = sup
{0}×SK+
(uǫ − v − η).(6.12)
On the other hand, due to (6.9) and the definitions of R and η, we have
sup
[0,T )×SK+
(uǫ − v − η) ≥
(
uǫ − v
)
(t¯, x¯) > sup
{0}×SK+
(uǫ − v) ≥ sup
{0}×SK+
(uǫ − v − η),
which contradicts (6.12). Hence, the proof is complete once the claim (6.12) is verified.
6.1.1. Proof of (6.12). Again we argue by contradiction and assume
sup
[0,T )×SK+
(uǫ − v − η) > sup
{0}×SK+
(uǫ − v − η).(6.13)
We are going to employ the classical trick of “doubling the variables”. For α ∈ (0, 1),
we introduce
Ψα(t, x, t, x
′) = uǫ(t, x)− v(t′, x′)− φα(t, x, t′, x′), ∀t ∈ [0, T ), t′ > 0, x, x′ ∈ SK+ .
where
φα(t, x, t
′, x′) =
1
2α
(|t− t′|2 + |x− x′|2)+ η(t, x).
Step 1. We show that there exists a maximizer (tα, xα, t
′
α, x
′
α) of Ψα, and they
converge as α→ 0. To start, we seek an upper bound for Ψα. The nondecreasingness
of v gives −v(t, x) ≤ −v(0, 0). The definition of η in (6.11) shows η(t, x) ≥ 2L(|x| +
Kt−R− 1). Using these and the first inequality in (6.8), we have
Ψα(t, x, t
′, x′) ≤ C − L|x| − 1
2α
(|t− t′|2 + |x− x′|2)− 2KLt.
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Here and henceforth, we absorb L, K and R into C. Now, one can see the existence
of a maximizer (tα, xα, t
′
α, x
′
α). Then, we have
Ψα(tα, xα, t
′
α, x
′
α) ≥ Ψα(0, 0, 0, 0) = uǫ(0, 0)− v(0, 0).
Combine the above two displays to see that, for all α < 1, these points (tα, xα, t
′
α, x
′
α)
lie in a bounded set and
|tα − t′α|2 + |xα − x′α|2 ≤ Cα.
By passing to a subsequence, we can assume there is t0 and x0 such that tα, t
′
α → t0
and xα, x
′
α → x0 as α→ 0.
In view of (6.5), we must have t0 < T . The maximality of (tα, xα, t
′
α, x
′
α) yields(
uǫ − v − η
)
(t0, x0) ≤ sup
[0,T )×SK+
(uǫ − v − η)
≤ Ψα(tα, xα, t′α, x′α) ≤ uǫ(tα, xα)− v(t′α, x′α)− η(tα, xα).
Take α→ 0 and use the continuity of uǫ, v and η to see(
uǫ − v − η
)
(t0, x0) = sup
[0,T )×SK+
(uǫ − v − η).
By (6.13), we must have t0 > 0. Henceforth, we fix a sufficiently small α so that
tα, t
′
α > 0.
Step 2. For this fixed α, note that
(t, x) 7→ uǫ(t, x)− v(t′α, x′α)− φα(t, x, t′α, x′α)(6.14)
has a local maximum at (tα, xα). We argue that
xα ∈ SK++.(6.15)
Otherwise, there is y ∈ SK+ with |y| = 1 such that
y · xα = 0.(6.16)
Under this assumption, we want to derive a contradiction to the fact that the maxi-
mum is achieved (tα, xα). For δ > 0, using (6.3), we can see
uǫ(tα, xα + δy)− φα(tα, xα + δy, t′α, x′α)−
(
uǫ(tα, xα)− φα(tα, xα, t′α, x′α)
)
≥ ǫδtr(y)− 1
2α
(
2δy · (xα − x′α) + δ2
)
−
(
η(tα, xα + δy)− η(tα, xα)
)
.(6.17)
The definition of η in (6.11) allows us to compute
∇η(t, x) = x
(|x|2 + 1) 12 2Lχ
′
(
(|x|2 + 1) 12 + Lt−R
)
.(6.18)
By (6.16), we have y · ∇η(tα, xα) = 0. This along with Taylor’s theorem implies
η(tα, xα + δy)− η(tα, xα) = O(δ2).
Apply this, (6.16) and y · x′α ≥ 0 to see that (6.17) is bounded below by
ǫδtr(y)−O(δ2).
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Since ǫ > 0 and tr(y) > 0, this is strictly positive for δ small. This contradicts the
fact that (6.14) achieves a local maximum at (tα, xα). By contradiction, we must
have
xα ∈ SK++.
Using this, (6.2), and the maximality of (6.14) at (tα, xα), we obtain
1
α
(tα − t′α) + ∂tη(tα, xα)− H
(
1
α
(xα − x′α) +∇η(tα, xα)
)
≤ −ǫ.(6.19)
If uǫ(tα, ·) is differentiable at xα, then this maximality implies that the term in the
absolute value on the left of (6.20) can be identified with ∇uǫ(tα, xα). Hence, (6.20)
holds. If xα is not a point of differentiability, we can still use regularizing argument
to see the following is true:∣∣∣∣ 1α(xα − x′α) +∇η(tα, xα)
∣∣∣∣ ≤ ‖uǫ(tα, ·)‖Lip.(6.20)
Step 3. Still for this fixed α, the function
(t′, x′) 7→ v(t′, x′)− uǫ(tα, xα) + φα(tα, xα, t′, x′)(6.21)
attains a local minimum at (t′α, x
′
α). We claim
1
α
(xα − x′α) ∈ SK+ , if x′α ∈ SK+ \ SK++.(6.22)
Allowed by (6.15), we can apply a simultaneous diagonalization procedure to see that
there is an invertible matrix q such that q⊺xαq = I and q
⊺x′αq = λ where I is the
identity matrix and λ is diagonal. For convenience, we assume xα = I and x
′
α = λ.
For i = 1, . . . , K, let ei be the K ×K matrix with ith diagonal entry being 1 and all
other entries 0. Since xα− x′α is now diagonal, to show it is in SK+ , it suffices to show
ei · (xα − x′α) ≥ 0 for all i. If ei · x′α = 0, then this clearly holds. If ei · x′α > 0, then
for δ > 0 sufficiently small, we have x′α − δei ∈ SK+ . Since a local minimum of (6.21)
is achieved at (t′α, x
′
α), by nondecreasingness of v, we have
φα(tα, xα, t
′
α, x
′
α − δei)− φα(tα, xα, t′α, x′α) ≥ v(t′α, x′α)− v(t′α, x′α − δei) ≥ 0.
Setting δ → 0, we obtain ei · 1α(xα− x′α) ≥ 0. This completes our argument and thus
the claim (6.22) is verified. By this claim and the fact that v is a supersolution, we
have
1
α
(tα − t′α)− H
(
1
α
(xα − x′α)
)
≥ 0.(6.23)
Step 4. We compare (6.19) with (6.23) to derive a contradiction. To start, we
derive some estimates. For simplicity, we write
a =
1
α
(xα − x′α), b = ∇η(tα, xα).
By (6.20) and the second inequality in (6.8), we have |a+ b| ≤ L. Due to (6.18) and
the second inequality in (6.10), we get |b| ≤ 2L. Hence, we obtain |a| ≤ 3L. These
along with (6.6) yield ∣∣H(a + b)− H(a)∣∣ ≤ CH|b|(4L)p−1.
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Using the definition of η in (6.11), we can see
∂tη(tα, xα) ≥ K|∇η(tα, xα)| = K|b|.
The above two displays together with the definition of K in (6.7) imply
∂tη(tα, xα)− H(a+ b) + H(a) ≥ 0.
However, from (6.19) and (6.23), we have
∂tη(tα, xα)− H(a + b) + H(a) ≤ −ǫ.
This reaches a contradiction and thus the proof of (6.12) is complete.
6.2. Proof of Proposition 6.3. Let us rewrite the Hopf formula (2.14) as
f(t, x) = sup
z∈SK+
{z · x− ψ∗(z) + tH(z)}(6.24)
= (ψ∗ − tH)∗(x).(6.25)
Here the superscript ∗ denotes the Fenchel transformation over SK+ , namely,
u∗(x) = sup
y∈SK+
{y · x− u(y)}, ∀x ∈ SK+ .(6.26)
We check the following in order: nondecreasingness, initial condition, semigroup
property (or dynamic programming principle), Lipschitzness, f being a subsolution,
and f being a supersolution.
6.2.1. Nondecreasingness. Since the supremum in (6.24) is taken over SK+ , it is clear
from Lemma 3.3 that f(t, ·) is nondecreasing. By the formula of H in (2.6) and the
Schur product theorem, we have H(z) ≥ 0 for all z ∈ SK+ . Hence, from the formula
(2.14), we can see f is also nondecreasing in t.
6.2.2. Verification of the initial condition. The desired identity
ψ(x) = sup
z∈SK+
inf
y∈SK+
{
z · (x− y) + ψ(x)} = ψ∗∗(x), ∀x ∈ SK+ .
follows from a version of Fenchel–Moreau identity stated in Proposition B.1
6.2.3. Semigroup property. Let f be given in (6.24). We want to show, for all s ≥ 0,
f(t+ s, x) = sup
z∈SK+
inf
y∈SK+
{
z · (x− y) + f(t, y) + sH(z)},
or, in a more compact form,
f(t+ s, ·) = (f ∗(t, ·)− sH)∗.(6.27)
In view of the Hopf formula (6.25), this is equivalent to(
ψ∗ − (t+ s)H)∗ = ((ψ∗ − tH)∗∗ − sH)∗.(6.28)
From the definition of the Fenchel transform (6.26), it can be seen that, for any u,
u∗∗ ≤ u.(6.29)
Since the Fenchel transform is order-reversing, (6.29) implies that(
(ψ∗ − tH)∗∗ − sH)∗ ≥ (ψ∗ − (t + s)H)∗.(6.30)
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To see the other direction, we use (6.29) to get
s
t+ s
ψ∗ +
t
t+ s
(
ψ∗ − (t+ s)H)∗∗ ≤ ψ∗ − tH.
For any u, it can be readily checked that u∗ is convex and lower semi-continuous.
Using the argument in Section 6.2.1, we can deduce that u∗ is non-decreasing. Hence
the left hand side of the above display satisfies the condition in Proposition B.1.
Therefore, taking the Fenchel transform twice in the above display and applying
Proposition B.1, we have
s
t+ s
ψ∗ +
t
t + s
(
ψ∗ − (t+ s)H)∗∗ ≤ (ψ∗ − tH)∗∗.
Reorder terms and then use (6.29) to see(
ψ∗ − (t+ s)H)∗∗ − (ψ∗ − tH)∗∗ ≤ s
t
(
(ψ∗ − tH)∗∗ − ψ∗
)
≤ −sH.
This immediately gives(
ψ∗ − (t+ s)H)∗∗ ≤ (ψ∗ − tH)∗∗ − sH.
Taking the Fenchel transform on both sides and invoking Proposition B.1, we have(
ψ∗ − (t + s)H)∗ ≥ ((ψ∗ − tH)∗∗ − sH)∗.
Here, we also used the order-reversing property of the Fenchel transform. This to-
gether with (6.30) verifies (6.28).
6.2.4. Lipschitzness. Since ψ is Lipschitz, we have ψ∗(z) = ∞ outside the compact
set {z ∈ SK+ : |z| ≤ ‖ψ‖Lip}. This together with (6.24) implies that for each x ∈ SK+ ,
there is z ∈ SK+ with |z| ≤ ‖ψ‖Lip such that
f(t, x) = z · x− ψ∗(z) + tH(z).
This yields that, for any x′ ∈ SK+ ,
f(t, x)− f(t, x′) ≤ z · (x− x′) ≤ ‖ψ‖Lip|x− x′|.
By symmetry, we conclude that f is Lipschitz in x, and the Lipschitz coefficient is
uniform in t.
To show the Lipschitzness in t, we fix any x ∈ SK+ . Then, we have, for some z ∈ SK+
with |z| ≤ ‖ψ‖Lip,
f(t, x) = z · x− ψ∗(z) + tH(z) ≤ f(t′, x) + (t− t′)H(z)
≤ f(t′, x) + |t′ − t|
(
sup
|z|≤‖ψ‖Lip
|H(z)|
)
.
Again by symmetry, the Lipschitzness in t is obtained, and its coefficient is indepen-
dent of x.
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6.2.5. The Hopf formula is a subsolution. Let φ : (0,∞) × SK+ → R be smooth.
Suppose f−φ achieves a local maximum at (t, x) ∈ (0,∞)×SK+ . Since ψ is Lipschitz,
we can see ψ∗ is infinite outside a compact set. Hence, by (6.24), there is z¯ ∈ SK+
such that
f(t, x) = z¯ · x− ψ∗(z¯) + tH(z¯).
For the case x ∈ SK++, by (6.24), we have, for s ∈ [0, t] and h ∈ SK sufficiently
small,
f(t, x) ≤ f(t− s, x+ h)− z¯ · h+ sH(z¯).
By the assumption on φ, we have
f(t− s, x+ h)− φ(t− s, x+ h) ≤ f(t, x)− φ(t, x).
for small s ∈ [0, t] and small h ∈ SK . Combine the above two inequalities to get
φ(t, x)− φ(t− s, x+ h) ≤ −z¯ · h+ sH(z¯).(6.31)
Set s = 0 and vary h to see
z¯ = ∇φ(t, x).(6.32)
Then, we set h = 0 in (6.31), take s→ 0 and insert (6.32) to obtain
∂tφ(t, x)− H(∇φ(t, x)) ≤ 0.
If x ∈ SK+ \ SK++, then (6.31) still holds for h ∈ SK+ . Set s = 0 and vary h, we
can see a · ∇φ(t, x) ≥ a · z¯ for all a ∈ SK+ . Since z¯ ∈ SK+ , Lemma 3.3 implies that
∇φ(t, x) ∈ SK+ .
6.2.6. The Hopf formula is a supersolution. The idea of proof in this part can be seen
in [19, Proof of Proposition 1]. Let (t, h) ∈ (0,∞) × SK+ be a local minimum point
for f − φ. Due to (6.24), f is convex in both variables. Since SK+ is also convex, we
have, for all (t′, x′) ∈ (0,∞)× SK+ and all λ ∈ [0, 1],
f(t′, x′)− f(t, x) ≥ 1
λ
(
f
(
t+ λ(t′ − t), x+ λ(x′ − x))− f(t, x)).
For fixed (t′, x′) and sufficiently small λ, the assumption that f − φ has a local
minimum at (t, x) gives
f
(
t + λ(t′ − t), x+ λ(x′ − x))− f(t, x) ≥ φ(t+ λ(t′ − t), x+ λ(x′ − x))− φ(t, x).
Using the above two displays and setting λ→ 0, we obtain
f(t′, x′)− f(t, x) ≥ r(t′ − t) + q · (x′ − x)(6.33)
where
r = ∂tφ(x, t), q = ∇φ(x, t).(6.34)
For fixed s, we set
ηs(x
′) = f(t, x)− rs+ q · (x′ − x), ∀x′ ∈ SK+ .
By (6.33), for s ∈ [0, t], we have
f(t− s, x′) ≥ ηs(x′), ∀x′ ∈ SK+ .(6.35)
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Applying the order-reversing property of the Fenchel transform twice, we obtain from
the above display that (
f ∗(t− s, ·)− sH)∗ ≥ (η∗s − sH)∗.
Due to the semigroup property (6.27), this yields
f(t, ·) ≥ (η∗s − sH)∗, ∀s ∈ [0, t].(6.36)
In the case where x ∈ SK++, by setting s = 0 and x′ = x − h for sufficiently small
h ∈ SK+ in (6.35) and using the fact that f(t, ·) is nondecreasing, we can see q · a ≥ 0
for every a ∈ SK+ . Due to Lemma 3.3 this implies that q ∈ SK+ . From (6.36) and the
definition of the Fenchel transform in (6.26), we can see
f(t, x) ≥ q · x− η∗s(q) + sH(q).
On the other hand, using the definition of ηs, we can compute
η∗s (q) = −f(t, x) + rs+ q · x.
Combine the above two displays with (6.34) and that these hold for all s ∈ [0, t] to
see (
∂tφ− H(∇φ)
)
(t, x) ≥ 0.
In the case where h ∈ SK+ \SK++, if q 6∈ SK+ , then by the definition of supersolutions,
there is nothing to show. Otherwise, since q ∈ SK+ , the above three displays still hold.
7. Convergence to the viscosity solution
The goal of this section is to prove Theorem 2.2. We first state the main result of
this section and deduce Theorem 2.2 from it.
Proposition 7.1. Under the assumptions in Theorem 2.2, suppose there is a subse-
quence {FNn}∞n=1 which converges locally uniformly to some function f : R+× SK+ →
R. Then, f is a viscosity subsolution to (2.5) with f(0, ·) = ψ. If H is convex, then
f is also a supersolution and thus the unique viscosity solution to (2.5).
Proof of Theorem 2.2. By (3.12), (3.8), (3.10) and the assumption that FN(0, ·) con-
verges to ψ pointwise, we have that ψ is convex, Lipschitz and nondecreasing. Hence,
Proposition 6.3 implies that there is a Lipschitz viscosity solution f to the Hamilton–
Jacobi equation (2.5) with f(0, ·) = ψ. Proposition 6.2 ensures the uniqueness.
Since FN (0, 0) = 0 for all N and {FN}N≥1 is Lipschitz uniformly in N due to
(3.8), the Arzelà–Ascoli theorem guarantees that any subsequence of {FN}N≥1 has a
further subsequence that converges in the local uniform topology to some function
g. In addition, we can see that g is Lipschitz. The assumption on ψ in Theorem 2.2
ensures that g(0, ·) = ψ. Proposition 7.1 implies that g is a viscosity subsolution to
(2.5). The upper bound in Theorem 2.2 then follows from Proposition 6.2. When H
is convex, using similar arguments, we can obtain an lower bound. 
We prove the subsolution part of Proposition 7.1 in Section 7.1 and the supersolu-
tion part in Section 7.2.
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7.1. The limit is a subsolution. To lighten the notation, we assume FN converges
to f locally uniformly. We want to show f is subsolution to (2.5).
First, we consider the case where f − φ has a local maximum at (t, h) with t > 0
and h ∈ SK+ \SK++. Then, there is a sequence {(tN , hN)}N∈N in (0,∞)×SK+ such that
(tN , hN) converges to (t, h) and FN − φ has a local maximum at (tN , hN). Note that
a + hN ∈ SK+ for all a ∈ SK+ . So, we can differentiate FN − φ along any direction
a ∈ SK+ to see
a · ∇(FN − φ)(tN , hN) ≤ 0, ∀a ∈ SK+ .
In view of (3.10), this implies
a · ∇φ(tN , hN) ≥ 0, ∀a ∈ SK+ .
Setting N → ∞, by Lemma 3.3, we have ∇φ(t, h) ∈ SK+ , verifying the boundary
condition for subsolutions.
Now, we study the case when f − φ achieves a local maximum at (t, h) with t > 0
and h ∈ SK++. In the following, the constant C is allowed to depend on t, h, f , φ. We
set M = (t ∨ |h|) + 1,
M = (t ∨ |h|) + 1,(7.1)
γ = K(K + 1)/2,(7.2)
δN = ‖FN − f‖
1
4
L∞([0,M ]×SK+,M)
+K
1
2
M,N ,(7.3)
where KM,N is defined in (2.8) and SK+,M is given in (2.7). By the convergence of FN
to f and the assumption (2.13), we have limN→∞ δN = 0. Let us introduce
φ˜(t′, h′) = φ(t′, h′) + |t′ − t|2 + |h′ − h|2.(7.4)
It is immediate that f − φ˜ has a local maximum at (t, h). Due to (7.3), for all
(t′, h′) ∈ [0,M ]× SK+,M , we have(
FN − φ˜
)
(t′, h′) ≤ (f − φ)(t′, h′)− |t′ − t|2 − |h′ − h|2 + δ4N ,(
FN − φ˜
)
(t, h) ≥ (f − φ)(t, h)− δ4N .
Since FN converges locally uniformly to f , for N large, there is a sequence of
(tN , hN) in (0,∞) × SK++, at which FN − φ˜ attains a local maximum, and which
converges to (t, h). From the above display and the fact that f − φ attains a local
maximum at (t, h), we can deduce that
|tN − t|2 + |hN − h|2 ≤ 2δ4N .(7.5)
By the definition of (tN , hN), we also have
∂t
(
FN − φ˜
)
(tN , hN) = 0, ∇
(
FN − φ˜
)
(tN , hN) = 0.(7.6)
We want to apply Proposition 3.1. However the concentration estimate we have
is for FN − FN not for ∇(FN − FN). Therefore, we need to do a local average by
introducing
DN = S
K
+,δN
,(7.7)
GN(t
′, h′) = |DN |−1
ˆ
h′+DN
FN (t
′, h′′)dh′′.(7.8)
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It is clear that GN converges locally uniformly to f . Hence, there is (t
′
N , h
′
N) ∈
(0,∞)×SK++ converging to (t, h) such that GN − φ˜ has a local maximum at (t′N , h′N).
Consequently, we have
∂t
(
GN − φ˜
)
(t′N , h
′
N) = 0, ∇
(
GN − φ˜
)
(t′N , h
′
N) = 0,(7.9)
a · ∇
(
a · ∇(GN − φ˜))(t′N , h′N) ≤ 0, ∀a ∈ SK .(7.10)
Repeating the argument in the derivation of (7.5) yields
|t′N − t|2 + |h′N − h|2 ≤ 2δ4N .(7.11)
We need the following estimates:ˆ
h′
N
+DN
E
∣∣∣∇FN −∇FN ∣∣∣2(t′N , h′)dh′ ≤ Cδγ+1N ,(7.12)
ˆ
h′
N
+DN
∣∣∣∇FN (t′N , h′)−∇GN(t′N , h′N )∣∣∣2dh′ ≤ Cδγ+1N .(7.13)
From the definition of H in (2.6), we can see that |H(a)−H(b)| ≤ C|a− b|(|a| ∨ |b|)p−1
for all a, b ∈ SK+ . By this, Jensen’s inequality and (7.13), we have∣∣∣∣ |DN |−1 ˆ
h′
N
+DN
H
(∇FN(t′N , h′))dh′ − H(∇GN(t′N , h′N ))∣∣∣∣
≤ C
(
|DN |−1
ˆ
h′
N
+DN
∣∣∣∇FN(t′N , h′)−∇GN(t′N , h′N)∣∣∣2dh′) 12 ≤ Cδ 12N .(7.14)
Here, we used the following fact due to (7.2) and (7.7)
|DN | = CδγN .
Recall the definition of κ in (3.1). Due to h ∈ SK++, (7.7) and (7.11), we know that
κ(h′) ≤ C for all h′ ∈ h′N+DN and N large. Take average of (∂tFN−H(∇FN ))(t′N , h′)
over h′N +DN , and use Proposition 3.1 and (7.14) to see(
∂tGN − H
(∇GN))(t′N , h′N ) ≤ Cδ 12N
+ C
(
N−
1
4
 
h′
N
+DN
(
∆FN(t
′
N , h
′) + 1
) 1
4dh′ +
 
h′
N
+DN
E
∣∣∣∇FN −∇FN ∣∣∣2(t′N , h′)dh′
) 1
2
where
ffl
h′
N
+DN
= |DN |−1
´
h′
N
+DN
. By Jensen’s inequality, (7.8) and (7.10), we have
 
h′
N
+DN
(
∆FN(t
′
N , ·) + 1
) 1
4 ≤
(
∆GN (t
′
N , h
′
N) + 1
) 1
4 ≤ C.
The above two displays along with (7.12) give(
∂tGN − H
(∇GN))(t′N , h′N) ≤ C(δ 12N +N− 18).
Invoking (7.11) and (7.9) and sending N to ∞, we obtain(
∂tφ˜− H
(∇φ˜))(t, h) ≤ 0.
Due to (7.4), the derivatives of φ˜ coincide with those of φ at (t, h). This finishes the
core of the verification that f is a subsolution.
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To complete the proof, we derive (7.12) and (7.13).
Proof of (7.12). For any smooth g : SK+ → R and any D ⊂ SK+ with Lipschitz
boundary, integration by parts givesˆ
D
|∇g|2 =
ˆ
∂D
g∇g · n−
ˆ
D
g∆g,(7.15)
where n is the outer normal on ∂D. To lighten our notation, the time variable is
always evaluated at t′N in this proof. Apply (7.15) to getˆ
h′
N
+DN
∣∣∣∇FN −∇FN ∣∣∣2 ≤ ‖FN − FN‖L∞(h′
N
+DN )
×
( ˆ
∂(h′
N
+DN )
∣∣∇FN −∇FN ∣∣ + ˆ
h′
N
+DN
∣∣∆FN −∆FN ∣∣).(7.16)
By limN→∞ h′N = h (due to (7.11)), h ∈ SK++ and (7.7), we have |h′−1| ≤ C for all
h′ ∈ h′N +DN for large N , Using this, (3.12) and (3.13), we get, for all h′ ∈ h′N +DN ,∣∣∆FN −∆FN ∣∣ ≤ ∆FN +∆FN + CN− 12 |Z|.
Applying this and integration by parts to obtainˆ
h′
N
+DN
∣∣∆FN −∆FN ∣∣ ≤ CδγNN− 12 |Z|+ ˆ
∂(h′
N
+DN )
∣∣∇FN |+ |∇FN |.
Then, using this display, (3.8) and (3.9), we can bound the two integrals in (7.16) by
Cδγ−1N (1 + N
− 1
2 |Z|). As a result, by taking expectations and invoking the Cauchy–
Schwarz inequality in (7.16), we obtain
E
ˆ
h′
N
+DN
∣∣∣∇FN −∇FN ∣∣∣2 ≤ Cδγ−1N (E‖FN − FN‖2L∞(h′N+DN )) 12 .(7.17)
Recall that the time variable is evaluated at t′N . By (7.1), (7.11) and (7.7), we have
{t′N} × (h′N + DN) ⊂ [0,M ] × SK+,M for large N . Hence, the desired result (7.12)
follows from (7.3) and the definition (2.8).

Proof of (7.13). To prepare, we start by showing that, for h′ satisfying |h′ − hN | ≤
C−1, ∣∣∣FN(tN , h′)− FN(tN , hN)− (h′ − hN) · ∇FN(tN , hN)∣∣∣ ≤ C|h′ − hN |2.(7.18)
By Taylor expansion, we have
FN(tN , h
′)− FN(tN , hN) = (h′ − hN ) · ∇FN(tN , hN)
+
ˆ 1
0
(1− r)D2h′−hNFN(tN , hN + (h′ − hN)r)dr
(7.19)
where we write
D2aFN = a · ∇
(
a · ∇FN
)
, ∀a ∈ SK .
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A similar equation also holds with FN replaced by φ˜. Take the difference of these two
equations and use (7.6) and the fact that FN − φ˜ has a local maximum at (tN , hN)
to see ˆ 1
0
(1− r)D2h′−hNFN (tN , hN + (h′ − hN )r)dr
≤
ˆ 1
0
(1− r)D2h′−hN φ˜(tN , hN + (h′ − hN)r)dr.
Since φ˜ has locally bounded derivatives, by the above display and (3.12), there is C
such that the following holds for all h′ with |h′ − hN | ≤ C−1∣∣∣∣∣
ˆ 1
0
(1− r)D2h′−hNFN(tN , hN + (h′ − hN )r)dr
∣∣∣∣∣ ≤ C|h′ − hN |2.
Inserting this into (7.19) gives (7.18).
Now, we are ready to prove (7.13). Let us set
gN(h
′) = FN(t
′
N , h
′)− FN(t′N , h′N)− (h′ − h′N) · ∇GN(t′N , h′N).
Note that, to probe (7.13), it is sufficient to estimate
´
h′
N
+DN
|∇gN |2. Using (3.8) and
(7.8), we can see
|∇GN(t′, h′)| ≤ C, ∀t′, h′.(7.20)
|∇gN(h′)| ≤ C, ∀h′ ∈ h′N +DN .(7.21)
Apply (7.15) to gN to obtainˆ
h′
N
+DN
|∇gN |2 ≤ ‖gN‖L∞(h′
N
+DN )
( ˆ
∂(h′
N
+DN )
∣∣∇gN ∣∣+ ˆ
h′
N
+DN
∣∣∆gN ∣∣).
By (7.21), the first integral on the left is bounded by Cδγ−1N . Since ∆gN = ∆FN(t
′
N , ·),
by (3.12), we can see |∆gN | = ∆gN . Integrating by parts and applying (7.21) again,
we deduce that the last integral in the above display is also bounded by Cδγ−1N . Hence,
we arrive at ˆ
h′
N
+DN
|∇gN |2 ≤ Cδγ−1N ‖gN‖L∞(h′N+DN ).(7.22)
It remains to estimate ‖gN‖L∞(h′
N
+DN ). We want to compare gN with
FN(tN , h
′)− FN(tN , hN)− (h′ − hN) · ∇GN(tN , hN ).
To start, using (7.8), we can compute, for all a, t′, h′,
a · ∇GN(t′, h′) = |DN |−1
ˆ
DN
a · ∇FN (t′, h′ + h′′)dh′′
= |DN |−1
ˆ
∂DN
FN(t
′, h′ + h′′)a · nS(dh′′)(7.23)
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where in the last equality we used integration by parts and S denotes the surface
measure on ∂DN . Now, we estimate
∣∣∣(h′ − hN) · ∇GN(tN , hN)− (h′ − h′N) · ∇GN(t′N , h′N )∣∣∣
(7.24)
≤ |hN − h′N |
∣∣∇GN (tN , hN)∣∣+ ∣∣∣(h′ − h′N) · (∇GN (tN , hN)−∇GN(t′N , h′N ))∣∣∣.
The first term after the inequality sign is bounded by |hN −h′N | due to (7.20). Using
(3.8) and (7.23), we can bound the second term by
|DN |−1
ˆ
∂DN
(
|tN − t′N |+ |hN − h′N |
)
|h′ − h′N | ≤ C|tN − t′N |+ C|hN − h′N |,
for all h′ ∈ h′N +DN . Hence, we conclude that (7.24) is bounded by the right hand
of the above display with a larger constant. This along with (3.8) implies that
‖gN‖L∞(h′
N
+DN ) ≤ C|tN − t′N |+ C|hN − h′N |
+ sup
h′∈h′
N
+DN
∣∣∣FN(tN , h′)− FN(tN , hN)− (h′ − hN ) · ∇GN(tN , hN)∣∣∣.
By (7.18) and the definition of DN in (7.7), the supremum above can be bounded by
C
(
δN + |hN − h′N |
)2
+ sup
h′∈h′
N
+DN
∣∣(h′ − hN ) · ∇FN (tN , hN)− (h′ − hN) · ∇GN (tN , hN)∣∣.
We claim that
sup
h′∈h′
N
+DN
∣∣(h′ − hN ) · ∇FN (tN , hN)− (h′ − hN) · ∇GN(tN , hN)∣∣ ≤ Cδ2N .(7.25)
This along with (7.5) and (7.11) implies that ‖gN‖L∞(h′
N
+DN ) ≤ Cδ2N . Plug this into
(7.22), and we obtain (7.13).
To complete the proof, we verify the claim (7.25). Using integration by parts, we
can see
(h′ − hN) · ∇FN(tN , hN) = |DN |−1
ˆ
∂DN
(
h′′ · ∇FN(tN , hN)
)
(h′ − hN) · nS(dh′′).
Using the formula (7.23) and
´
∂DN
c ·n = 0 for any constant vector c, we can also get
(h′ − hN)·∇GN(tN , hN) =
|DN |−1
ˆ
∂DN
(
FN(tN , hN + h
′′)− FN(tN , hN)
)
(h′ − hN ) · nS(dh′′).
Taking the difference of the above two equations and using (7.18), we can see the left
hand side of (7.25) is bounded by
C sup
h′∈h′
N
+DN
δN |h′ − hN | ≤ CδN
(
δN + |hN − h′N |
)
.
Now, (7.25) follows from (7.5) and (7.11).

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7.2. The limit is a supersolution when H is convex. Under the additional as-
sumption that H is convex, we show that any subsequential limit of FN is a superso-
lution. For simplicity of notation, we again assume the entire sequence {FN}N∈N
converges locally uniformly to f . Suppose f − φ achieves a local minimum at
(t, h) ∈ (0,∞)× SK+ . Recall M from (7.1). Let us redefine
δN = max{N− 16 ,K
2
5
M,N},(7.26)
DN = δNI + S
K
+,δN
,
GN(t
′, h′) = |DN |−1
ˆ
h′+DN
FN(t
′, h′′)dh′′, ∀(t′, h′) ∈ R+ × SK+ .
Note that in the definition of GN , the integration is over a region away from h
′ to
avoid the singularity present in the right hand side of the estimate in Proposition 3.1.
It is clear that GN converges locally uniformly to f . Then, there is a sequence
(tN , hN) ∈ (0,∞) × SK+ such that limN→∞(tN , hN) = (t, h) and GN − φ has a local
minimum at (tN , hN). Since H is convex, we integrate both sides of the inequality in
Proposition 3.1 and use Jensen’s inequality to see(
∂tGN − H
(∇GN))(tN , hN) ≥  
hN+DN
(
∂tFN − H(∇FN)
)
(tN , h
′)dh′
≥ −C
(  
hN+DN
|h′−1|
N
1
4
(
∆FN + |h′−1|
) 1
4dh′ +
 
hN+DN
E
∣∣∣∇FN −∇FN ∣∣∣2
) 1
2
(7.27)
where
ffl
hN+DN
= |DN |−1
´
hN+DN
and the time variable is evaluated at tN in (7.27).
Let us estimate the integrals in (7.27). The definition of DN implies that
|h′−1| ≤ Cδ−1N , ∀h′ ∈ hN +DN .(7.28)
Integrate by parts and use (3.8) to see
∆GN(tN , hN) =
 
hN+DN
∆FN(tN , h
′)dh′ ≤ |DN |−1
ˆ
∂(hN+DN )
∣∣∇FN (tN , ·)∣∣ ≤ Cδ−1N .
The above two displays together with Jensen’s inequality and (7.26) implies that 
hN+DN
N−
1
4 |h′−1|(∆FN(tN , h′) + |h′−1|) 14dh′
≤ CN− 14 δ−1N
(
∆GN(tN , hN) + δ
−1
N
) 1
4
≤ Cδ
1
4
N .(7.29)
To estimate the last integral in (7.27), we use the same argument in the proof of
(7.12). The only difference is that since now it is possible that h ∈ SK+ \ SK++, the
singularity in the estimate (3.9) takes effect. Due to (7.28), compared with (7.17),
there is an additional δ
− 1
2
N . For N large, we have
E
ˆ
hN+DN
∣∣∣∇FN −∇FN ∣∣∣2 ≤ Cδγ− 32N (E‖FN − FN‖2L∞(hN+DN )) 12
≤ Cδγ−
3
2
N KM,N ≤ Cδγ+1N ,(7.30)
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where we used (2.8) and (7.1) in the penultimate inequality, and (7.26) in the last
inequality. Inserting (7.29) and (7.30) into (7.27), we obtain(
∂tGN − H
(∇GN))(tN , hN) ≥ −Cδ 18N .(7.31)
First suppose that there are infinitely many (tN , hN) with hN ∈ SK++. Since first
derivatives of GN coincides with φ at those (tN , hN), by taking N → ∞ and using
the smoothness of φ, we obtain from (7.31) that(
∂tφ− H
(∇φ))(t, h) ≥ 0.(7.32)
If there are infinitely many (tN , hN) with hN ∈ SK+ \ SK++, then we must have h ∈
SK+ \ SK++. Due to t ∈ (0,∞) and limN→∞ tN = t, for large N , we have tN ∈ (0,∞).
Since GN − φ has a local minimum at (tN , hN), we have
∂t
(
GN − φ
)
(tN , hN) = 0(7.33)
∇(GN − φ)(tN , hN) ∈ SK+ .(7.34)
If ∇φ(t, h) 6∈ SK+ , then there is nothing to show. Otherwise, we have ∇φ(t, h) ∈ SK+ .
Due to (7.34), we also have ∇GN ∈ SK+ . Since H is nondecreasing due to Lemma 4.3,
by (7.34), we must have
H
(∇GN)(tN , hN) ≥ H(∇φ)(tN , hN).
Using this, (7.31) and (7.33), we obtain(
∂tφ− H
(∇φ))(t, h) ≥ lim sup
N→∞
(
∂tGN − H
(∇GN))(t, h) ≥ 0,
which along with (7.32) verifies that f is a supersolution.
Appendix A. Nonsymmetric matrix inference
The goal of this appendix is to demonstrate a case where H is not convex, yet the
assumptions on AH in Theorem 2.1 are satisfied. Let X1 and X2 be two random
vectors in RN . The task is to infer the nonsymmetric matrix X1X
⊺
2 from the noisy
observation
Y =
√
2t
N
X1X
⊺
2 +W ∈ RN×N .(A.1)
Let X = diag(X1, X2) ∈ R2N×2. We can compute
X ⊗X = diag(X1 ⊗X1, X1 ⊗X2, X2 ⊗X1, X2 ⊗X2) ∈ R4N2×4.
Let A = (0, 1, 0, 0) ∈ R4. Then note that the nonzero entries of (X ×X)A are those
from X1⊗X2, which are exactly the entries of X1X⊺2 . As observed in [29], the model
(A.1) is equivalent to the model
Y =
√
2t
N
X⊗2A+W ∈ R4N2×1,
which is a special case of (1.1).
By the formula of H in (2.6), we can compute H(q) = q11q22 and thus DH(q) =
diag(q22, q11) for all q ∈ S2+. Recall the set A defined above (2.11). Then for smooth
φ ∈ A, using the basis (4.1), we can obtain
∇ · DH(∇φ) = 2e11 · ∇(e22 · ∇φ).
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Hence, formally, AH consists of those φ ∈ A whose second order derivative as on the
left of the above is nonnegative. By standard arguments involving test functions, we
can see AH is indeed convex. Then, we show FN(t, ·) ∈ AH for all t and all N . In the
proof of (3.12), we used [25, (3.27)] to compute a ·∇(a ·∇FN). A slight modification
of [25, (3.27)] gives
Na · ∇(b · ∇FN)
= E
〈(
a · x⊺x′)(b · x⊺x′)〉− 2E〈(a · x⊺x′)(b · x⊺x′′)〉+ E〈a · x⊺x′〉〈b · x⊺x′〉,
for a, b ∈ S2. By the definition of X in this model, under the Gibbs measure 〈·〉,
we can write x = diag(x1, x2) with x1, x2 ∈ RN . Replace a and b by e11 and e22
respectively in the above display to see Ne11 · ∇(e22 · FN ) is given by
E
〈(
x1 · x′1
)
(x2 · x′2
)〉− 2E〈(x1 · x′1)(x2 · x′′2)〉+ E〈x1 · x′1〉〈x2 · x′2〉
= E
N∑
m,n=1
(
〈x1,mx2,n〉2 − 2〈x1,mx2,n〉〈x1,m〉〈x2,n〉+ 〈x1,m〉〈x2,n〉2
)
≥ 0.
This shows that the assumptions on AH in Theorem 2.1 are satisfied despite the fact
that H is not convex in this case.
Appendix B. The Fenchel–Moreau identity
The goal is to prove the following version of the Fenchel–Moreau identity. Recall the
Fenchel transformation over SK+ defined in (6.26), and the sense of nondecreasingness
in (2.10).
Proposition B.1 (Fenchel–Moreau identity). Let u : SK+ → (−∞,+∞] be a function
not identically equal to +∞. Then, u∗∗ = u if and only if u is convex, l.s.c. (lower
semi-continuous), and nondecreasing.
It is easy to see that v∗ is convex and l.s.c. for any function v. In addition by
Lemma 3.3, we can see that v∗ is also nondecreasing. Hence, to prove Proposition B.1,
it suffices to show the following.
Lemma B.2. If u : SK+ → (−∞,+∞] is convex, l.s.c., nondecreasing and not iden-
tically +∞, then u∗∗ = u.
The rest of this section is devoted to proving Lemma B.2. Henthforth, we assume
that u satisfies the condition imposed in this lemma.
B.1. Preliminaries. We introduce some notation and classical results. We extend
u to SK ∼= RK(K+1)/2 by setting the value outside SK+ to be ∞. Denote by ⊛ the
usual conjugate with the sup over SK . The extension of u gives u⊛ = u∗. By the
regular Fenchel-Moreau theorem, we have
u(x) = sup
y∈SK
{y · x− u∗(y)}, ∀x ∈ SK .
We want to show, whenever x ∈ SK+ , the sup above can be taken over SK+ .
Denote by Ω = dom u = {x ∈ SK : u(x) < +∞} the effective domain of u. For
any A ⊂ SK , intA, clA, bdA and conv stand for the interior, closure, boundary, and
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convex hull of A, respectively. For each y ∈ SK , we define the subdifferential of u at
x by
∂u(y) = {z ∈ SK : u(y′) ≥ u(y) + z · (y′ − y), ∀y′ ∈ SK}.(B.1)
The outer normal cone to Ω at y ∈ SK is given by
n(y) = {z ∈ SK : z · (y′ − y) ≤ 0, ∀y′ ∈ Ω}.(B.2)
Define
D = {x ∈ Ω : u is differentiable at x}.(B.3)
For a ∈ SK and ν ∈ R, we define the affine function La,ν by La,ν(x) = a · x+ ν.
We state some lemmas needed in our proof, all of which are classical.
Lemma B.3. For a convex set A, if y ∈ clA and y′ ∈ intA, then λy+(1−λ)y′ ∈ intA
for all λ ∈ [0, 1).
Lemma B.4. If S ⊂ Ω is a simplex, then u is continuous on S.
Lemma B.5. The set D is dense in intΩ. For every compact B ⊂ intΩ, the set
∂u(B) = ∪x∈B∂u(x) is bounded.
Lemma B.6. If intΩ 6= ∅, then
∂u(y) = cl
(
convA(y)
)
+ n(y), ∀y ∈ Ω,
where A(y) is the set of all limits of sequences {∇u(yn)}∞n=1 with limn→∞ yn = y and
yn ∈ D for all n.
Lemma B.7. If ∂u(y) ∩ SK+ 6= ∅, then u∗∗(y) = u(y).
Lemma B.8. For every x ∈ SK , we have u∗∗(x) = supLa,ν(x), where the supremum
is taken over the set {La,ν : a ∈ SK+ , ν ∈ R, La,ν ≤ u}.
Lemma B.3, B.4, B.6, and B.7 can be derived from [32, Theorem 6.1, 10.2, 25.6,
and 23.5 ], respectively. The density claim in Lemma B.5 follows from [32, Theorem
25.5]. The idea to verify the boundedness assertion can be seen in the proof of [13,
Proposition 6.2.2 in Chapter D]. Lemma B.8 can be verified using the definitions of
u∗∗ and supLa,ν(·).
In Section B.2, we prove Lemma B.2 under an additional assumption that intΩ 6= ∅.
We consider the case intΩ = ∅ in Section B.3
B.2. Case 1: nonempty interior. Assuming intΩ 6= ∅, we want to show that the
identity u∗∗ = u holds for all x ∈ SK+ . We proceed in steps and show this identity
holds on intΩ, Ω, clΩ and finally SK+ progressively.
B.2.1. Analysis on intΩ. At every x ∈ D, due to the nondecreasingness of u, we have
a · ∇u(x) ≥ 0 for all a ∈ SK+ . Then, Lemma 3.3 implies ∇u(x) ∈ SK+ at every x ∈ D.
Invoking Lemma B.5 and Lemma B.6, we can see ∂u(x) ∩ SK+ 6= ∅ for all x ∈ intΩ.
By Lemma B.7, we conclude
u∗∗(x) = u(x), ∀x ∈ intΩ.
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B.2.2. Analysis on Ω. Fix any x ∈ Ω \ intΩ, we distinguish two cases:
λx ∈ clΩ for some λ > 1;(B.4)
λx 6∈ clΩ for all λ > 1.(B.5)
For the first case (B.4), fix a λ > 1 such that λx ∈ clΩ. Since intΩ 6= ∅, we can
find x′ ∈ intΩ ⊂ SK++. By convexity, for ǫ ∈ (0, 1), we have
x1 = (1− ǫ)λx+ ǫx′ ∈ Ω.
Since λ > 1 and x′ ∈ SK++, we can choose ǫ sufficiently small to ensure
x1 − x ∈ SK++.(B.6)
Invoking [32, Theorem 6.1], we also have
x1 ∈ intΩ.(B.7)
Let d = K(K + 1)/2 be the dimension of SK . By perturbing the point x′ slightly
each time, we can find distinct points x2, . . . , xd satisfying (B.7) and (B.6) in place
of x1. Let S be a simplex with vertices x and {xi}di=1. Note that (B.6) and (B.7)
allow us to slightly perturb the vertices {xi}di=1 to make sure intS 6= ∅. By (B.6) and
Lemma B.3, we have
S \ {x} ⊂ x+ SK++
Lemma B.3 and (B.7) yield
S \ {x} ⊂ intΩ.(B.8)
We can view S as a bounded portion of a cone with vertex at x. Using this and (B.8),
we can find a ∈ SK++ and δ > 0 such that
y + ρa ∈ S, ∀ρ ∈ [0, 1], ∀y ∈ S satisfying |y − x| ≤ δ.(B.9)
Since D defined in (B.3) is dense in intΩ, due to (B.8), we can find a sequence {yn}∞n=1
such that
lim
n→∞
yn = x; yn ∈ D ∩ S, ∀n.(B.10)
We claim that {∇u(yn)}∞n=1 is bounded. To show this, we argue by contradiction.
Suppose otherwise, by passing to a subsequence, we can assume limn→∞ |∇u(yn)| =
∞. We need the next lemma.
Lemma B.9. Suppose a ∈ SK++. Then there is C > 0 such that a · b ≥ C|b| for all
b ∈ SK+ .
Proof. By diagonalization, we have b = U⊺ΛU where Λ is diagonal and U is orthogo-
nal. Then, we can compute
|b|2 = tr(b⊺b) = tr(Λ⊺Λ) = |Λ|2 ≤ C(trΛ)2 = C(trb)2
for some dimensional constant C > 0. Since a ∈ SK++, there is δ such that a−δI ∈ SK+ .
Lemma 3.3 gives a · b ≥ δI · b = δtrb. This along with the above display finishes the
proof. 
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By this lemma, for a in (B.9), we have limn→∞ a · ∇u(yn) = ∞. Set ρn = (a ·
∇u(yn))− 12 which satisfies limn→∞ ρn = 0. Since ∇u(yn) ∈ ∂u(yn) due to Lemma B.6,
we have, by (B.1),
u(yn + ρna) ≥ u(yn) + ρna · ∇u(yn) = u(yn) + ρ−1n .
By (B.9) and (B.10), we have yn + ρna ∈ S for sufficiently large n, and limn→∞ yn +
ρna = x. This along with (B.10) and Lemma B.4 implies, by sending n→∞,
u(x) ≥ u(x) +∞,
which contradicts the fact that x ∈ Ω. Therefore, we must have that {∇u(yn)}∞n=1 is
bounded. Passing to a convergent subsequence, we get limn→∞∇u(yn) = z for some
z ∈ SK+ . Lemma B.6 gives ∂u(x) ∩ SK+ 6= ∅. It follows from Lemma B.7 that u∗∗ = u
holds at x ∈ Ω \ intΩ satisfying (B.4).
Now, we turn to the second case (B.5). We want to show the following.
Lemma B.10. For every x ∈ Ω\intΩ satisfying (B.5), we have (n(x)∩SK+ )\{0} 6= ∅.
With this, Lemma B.6 implies ∂u(x) ∩ SK+ 6= ∅, and then Lemma B.7 yields that
u∗∗ = u holds at this x which satisfies (B.5).
Combining the cases (B.4) and (B.5) along with the previous result, we have shown
u∗∗ = u holds on Ω. In effect, we have also proven
∂u(x) ∩ SK+ 6= ∅, ∀x ∈ Ω.(B.11)
It remains to prove Lemma B.10.
Proof of Lemma B.10. Fix x ∈ Ω \ intΩ satisfying (B.5).
Step 1. We show that for every Euclidean ball B ⊂ SK centered at x, there is
x¯ ∈ SK++ ∩ bdΩ. By (B.5), there is some λ > 1 such that x′ = λx ∈ B \ clΩ. By
intΩ 6= ∅ and Lemma B.3, there is x′′ ∈ B ∩ intΩ ⊂ SK++. For ρ ∈ [0, 1], set
xρ = ρx
′ + (1− ρ)x′′ ∈ B.
Set ρ0 = sup{ρ ∈ [0, 1] : xρ ∈ intΩ}. We can see xρ0 lies in the closure but not the
interior of Ω, and thus xρ0 ∈ B ∩ bdΩ. In addition, since x′ 6∈ clΩ, we must have
ρ0 < 1 and hence xρ0 ∈ SK++ due to x′′ ∈ SK++. We conclude that xρ0 ∈ B∩SK++∩bdΩ
is the point x¯ we want.
Step 2. By the construction above, we can find a sequence {xn}∞n=1 such that
xn ∈ SK++ ∩ bdΩ and limn→∞ xn = x. We want to show n(xn) ⊂ SK+ using the
following lemma.
Lemma B.11. If y ∈ SK++ ∩ bdΩ, then n(y) ⊂ SK+ .
Proof. Since y ∈ bdΩ, using intΩ 6= ∅ and Lemma B.3, we can find yǫ ∈ intΩ such
that |yǫ − y| < ǫ for each ǫ > 0. By this and y ∈ SK++, there are ǫ0, δ0 > 0 such that
yǫ − δ0I ∈ SK+ , ǫ ∈ (0, ǫ0).
This further implies that there is δ > 0 such that
yǫ − a ∈ SK+ , ∀ǫ ∈ (0, ǫ0) ∀a ∈ SK+ satisfying |a| ≤ δ.
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Since u is nondecreasing and yǫ ∈ Ω, we have yǫ − a ∈ Ω for any a described above.
Let z ∈ n(y). The definition (B.2) yields z · (yǫ − a− y) ≤ 0 and thus
z · a ≥ −|z|ǫ.
Sending ǫ→ 0 and varying a, we conclude using Lemma 3.3 that z ∈ SK+ .

This lemma immediately implies that n(xn) ⊂ SK+ . For each n, pick zn ∈ n(xn)∩SK+
with |zn| = 1. By extracting a subsequence, we may assume limn→∞ zn = z for some
z ∈ SK+ satisfying |z| = 1. Since zn ∈ n(xn), we have
zn · (y − xn) ≤ 0, ∀y ∈ SK .
Set n→∞, recall that limn→∞ xn = x, and we obtain z · (y − x) ≤ 0 for all y ∈ SK .
This proves Lemma B.10.

B.2.3. Analysis on clΩ. Let x ∈ clΩ \ Ω. Hence, we have u(x) = ∞. We start by
showing
λx ∈ Ω, ∀λ ∈ [0, 1).(B.12)
Since intΩ 6= ∅, there is x′ ∈ intΩ. By [32, Theorem 6.1], we have λx+ (1−λ)x′ ∈ Ω
for all λ ∈ [0, 1). The nondecreasingness of u then implies (B.12). The function
λ 7→ u(λx) is nondecreasing in the usual sense and is real-valued on [0, 1) due to
(B.12). Hence limλ→1 u(λx) exists in R ∪ {∞}. Since u is l.s.c. and u(x) = ∞, we
must have
lim
λր1
u(λx) =∞.(B.13)
By (B.11) and (B.12), for each λ ∈ [0, 1), there is aλ ∈ SK+ such that
u(y) ≥ u(λx) + aλ · (y − λx), ∀y ∈ SK .
Denote by Lλ(y) the right hand side of this display. Then, Lλ(y) is an affine function
and satisfies Lλ ≤ u. Replace y by x in the above display to see
u(x) ≥ Lλ(x) = u(λx) + (1− λ)aλ · x ≥ u(λx).
Hence, by (B.13), we obtain limλր1 Lλ(x) = ∞ = u(x). Then, Lemma B.8 implies
that u∗∗ = u holds at x ∈ clΩ\Ω. In view of the previous result, the identity u∗∗ = u
holds on clΩ.
B.2.4. Analysis on SK+ . Let x ∈ SK+ \ clΩ. Hence, we have u(x) =∞. Define
λ′ = sup{λ ∈ [0,+∞) : λx ∈ clΩ}.
By x 6∈ clΩ, 0 ∈ clΩ and the convexity of clΩ, we must have
λ′ < 1.(B.14)
Set x′ = λ′x. It is clear that x′ ∈ clΩ and satisfies (B.4). The definition of λ′ also
ensures x′ 6∈ intΩ. There are two cases, either x′ ∈ Ω or not.
When x′ 6=∈ Ω, we can apply the result from Section B.2.3 to see that there is a
sequence of affine functions {Lan,νn}∞n=1 such that an ∈ SK+ , u ≥ Lan,νn for all n and
u(x′) = limn→∞ Lan,νn(x
′) =∞. By the definition of x′ and (B.14), we can see
Lan,νn(x) = Lan,νn(x
′) + (1− λ′)a · x ≥ Lan,νn(x′).
HAMILTON–JACOBI EQUATIONS FOR INFERENCE OF MATRIX TENSOR PRODUCTS 39
Hence, we also have u(x) = limn→∞ Lan,νn(x) = ∞. This together with Lemma B.8
shows u∗∗ = u at this x.
Now, we turn to the case where x′ ∈ Ω. Since x′ satisfies (B.5), by Lemma B.10,
there is z ∈ n(x′) ∩ SK+ with z 6= 0. The definition (B.2) implies
z · (y − x′) ≤ 0, ∀y ∈ Ω.(B.15)
Since we clearly have 0 ∈ Ω, we have z · x′ ≥ 0. We claim that actually
z · x′ > 0.(B.16)
Otherwise, we have z · x′ = 0. Since there is x0 ∈ intΩ ⊂ SK++, we can see that
there is ǫ > 0 sufficiently small such that x0 − ǫz ∈ SK+ . The nondecreasingness of u
yields ǫz ∈ Ω. Replacing y by ǫz in (B.15) and using z · x′ = 0, we have ǫ|z|2 ≤ 0,
contradicting z 6= 0. Hence, we have (B.16).
By (B.11), we can find an affine function La,ν with a ∈ SK+ such that u ≥ La,ν .
Now, for each ρ ≥ 0, define
Lρ = La+ρz, ν−ρz·x′.
Due to (B.15), we can see
Lρ(y) = La,ν(y) + ρz · (y − x′) ≤ La,ν(y) ≤ u(y), ∀y ∈ Ω.
Since u =∞ outside Ω, we thus have Lρ ≤ u. On the other hand, we can compute
Lρ(x) = La,ν(x) + ρz · (x− x′) = La,ν(x) + ρ(λ′−1 − 1)z · x′.
By (B.14) and (B.16), we have limρ→∞Lρ(x) =∞ = u(x). By Lemma B.7, this shows
that u∗∗ = u holds at x ∈ SK+ \ clΩ. Together with previous results, we conclude that
u∗∗ = u holds on SK+ under the assumption intΩ 6= ∅.
This completes our proof of Lemma B.2 under the additional assumption intΩ 6= ∅
B.3. Case 2: empty interior. To complete the proof of Lemma B.2, let us inves-
tigate the situation where intΩ = ∅. The case Ω = {0} is easy to handle. So, we
assume intΩ = ∅ and Ω \ {0} 6= ∅. Set
J = max{rank(x) : x ∈ Ω},(B.17)
where rank(x) is the rank of the matrix x. By Ω \ {0} 6= ∅, we have J ≥ 1.
Step 1. We show J < K. Otherwise, there is x ∈ Ω with rank(x) = K. Hence, we
have x ∈ SK++. Therefore, there is δ > 0 such that x − y ∈ SK++, for all y ∈ SK+ with
|y| ≤ δ. This contradicts the assumption that intΩ = ∅.
For each n ∈ N, we denote the n × n zero matrix by 0n. Fix any x ∈ Ω with
rank(x) = J . Without loss of generality, by an orthogonal transformation, we may
assume x = diag(λ1, λ2, . . . , λJ , 0K−J), where λj > 0 for all 1 ≤ j ≤ J .
Step 2. We show that for every y ∈ Ω, there is y◦ ∈ SJ+ such that
y = diag(y◦, 0K−J).(B.18)
Otherwise, there is y ∈ Ω with yij 6= 0 for some i > J or j > J . Since y ∈ SK+ is
positive semidefinite, we must have yii > 0 for some i > J . By reordering, we assume
i = J + 1. Note that this reordering preserves x. We want to show rank(x + y) > J .
Let yˆ = (yij)1≤i,j≤J+1 ∈ SJ+1+ be a portion of y, and xˆ be similarly defined. It suffices
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to show rank(xˆ + yˆ) = J + 1. We further reduce this to verifying xˆ + yˆ ∈ SJ+1++ and
thus showing
v⊺(xˆ+ yˆ)v > 0(B.19)
for all v ∈ RJ+1 \ {0}.
First, we consider the case where vj 6= 0 for some 1 ≤ j ≤ J . Since xˆ =
diag(λ1, . . . , λJ , 0) and each λj is positive, we have v
⊺xˆv =
∑J
j=1 λjv
2
j > 0, verify-
ing (B.19). Now, suppose vj = 0 for all 1 ≤ j ≤ J . Due to v ∈ RJ+1 \ {0}, we must
have vJ+1 6= 0. Since yJ+1,J+1 > 0, we obtain v⊺yˆv = yJ+1,J+1v2J+1 > 0. In conclusion,
(B.19) holds.
Therefore, rank(xˆ+ yˆ) = J + 1, and thus rank(x+ y) > J . By the convexity of Ω,
we see that 1
2
(x+ y) ∈ Ω. But this contradicts (B.17). Hence, by contradiction, y is
of the form (B.18) for all y ∈ Ω.
Step 3. We apply the result in the previous section. Define
C = {diag(y◦, 0K−J) : y◦ ∈ SJ+} ⊂ SK+ .
By the result from Step 2, we have Ω ⊂ C. Identifying C with SJ+, we can view u as
a map from SJ+ to (−∞,∞]. By (B.17), the interior of Ω relative to SJ+ is nonempty.
Hence, applying the result for case with nonempty interior, comparing with u∗∗ = u,
we have
u(x) = sup
z∈C
{z · x− u∗(z)}, ∀x ∈ C.(B.20)
Since u ≥ u∗∗, we have u∗∗ = u on C.
Step 4. To complete the proof, we show that u∗∗ = u holds on SK+ \ C. Let us set
z = diag{0J , IK−J} where IK−J is the (K − J) × (K − J) identity matrix. Fix any
x ∈ SK+ \ C. Due to x 6∈ C, there is some i > J or j > J such that xij 6= 0. Since x is
positive semidefinite, we must have xii > 0 for some i > J . Therefore, we get
z · x > 0.(B.21)
By (B.20), there is an affine function La,ν with a ∈ C ⊂ SK+ such that u ≥ La,ν on C.
Now, for every ρ ≥ 0, we define
Lρ = La+ρz,ν .
By the definition of z, we can compute
Lρ(y) = La,ν(y) + z · y = La,ν(y) ≤ u(y), ∀y ∈ C.
Since u =∞ outside C, we then get Lρ ≤ u. On the other hand, (B.21) implies that
Lρ(x) = La,ν(y) + ρz · y
converges to ∞ as ρ→∞. Then, Lemma B.7 implies u∗∗ = u at x ∈ SK+ \ C.
Appendix C. Concentration in the special case
In this appendix, we prove a concentration result assumingX has i.i.d. and bounded
entries. The following lemma works for any fixed interaction matrix A ∈ RKp×L in
(1.1).
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Lemma C.1. Assume that X consists of i.i.d. entries and |Xij | ≤ 1 for all i and j.
Then, there is C > 0 such that the following holds for all M ≥ 1 and n ∈ N,
KM,N ≤ CN− 12
(
M +
√
logN
)
.
C.1. Proof of Lemma C.1. The plan is to first obtain an estimate of Eeλ
2N |FN−FN |2
for small λ > 0 pointwise at each (t, h) ∈ [0,M ] × SK+,M . Then, we use an ǫ-net
argument to bound E sup(t,h)∈[0,M ]×SK+,M e
λ2N |FN−FN |. The desired result follows from
Jensen’s inequality.
C.1.1. Pointwise estimate. Let (t, h) ∈ [0,M ] × SK+,M . Denote by G = (W,Z) the
Gaussian vector consisting of all Gaussian random variables in FN . We also write
EG, EX as the expectation integrating over G, X, respectively. Let λ > 0 be chosen
later. Using the Cauchy–Schwarz inequality, we have
Eeλ|FN−FN | ≤ E
(
eλ|FN−EXFN |eλ|EXFN−EX,GFN |
)
=
(
Ee2λ|FN−EXFN |
) 1
2
(
Ee2λ|EXFN−EX,GFN |
) 1
2
.(C.1)
To treat the last term, we will use the Gaussian concentration inequality. Let us
use the multi-index notation (2.15). By (2.3) and (2.4), we can compute
∂WiFN =
1
N
√
2t
Np−1
〈x˜i〉, ∂ZijFN =
1
N
K∑
k=1
(√
2h
)
kj
〈xik〉.
Here x˜ is defined in (2.2). Therefore, by (2.1), we have
|∇GFN |2 =
∑
i
|∂WiFN |2 +
N∑
i=1
K∑
j=1
|∂ZijFN |2
=
2t
Np+1
〈x˜ · x˜′〉+ 2
N2
h · 〈x⊺x′〉 ≤ CMN−1.
Invoking [7, Theorem 5.5], we obtain
EGe
λ|EXFN−EX,GFN | ≤ eCλ2MN−1 .(C.2)
Then, we treat the first two terms in (C.1). Let us first compute ∂XijFN . By (2.4),
we can compute
∂XijFN =
1
N
〈
2t
Np
∂Xij
(
x˜ · X˜)+ 2∂Xij(h · (x⊺X))〉.
Due to the boundedness assumption |Xij| ≤ 1 (and thus |xij | ≤ 1), we can verify∣∣∂XijFN ∣∣ ≤ CMN−1.
Using the boundedness again and [7, Theorem 6.2] (see the penultimate display in
its proof), we obtain
EX·,je
λ|FN−EX
·,j
FN | ≤ CeCλ2M2N−1 .(C.3)
Note that this display still holds with FN replaced by the expectation of FN with
respect to the elements belonging to {X·,k}1≤k≤K . Similar to (C.1), use Hölder’s
inequality to decompose EXe
λ|FN−EXFN | into a product of the following(
EeλK|E
(j−1)FN−E(j)FN |
) 1
K
,
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where E(j) = EX·,1, X·,2,..., X·,j .
In conclusion, (C.1), (C.2) and (C.3), with λ replaced by λ
√
N , yield
Eeλ
√
N |FN−FN | ≤ CeCλ2M2.
Then, [33, Proposition 2.5.2] implies that, for λ sufficiently small,
Eeλ
2N |FN−FN |2 ≤ CeCλ2M2.(C.4)
C.1.2. Application of an ǫ-net argument. The goal is to upgrade (C.4) to a bound
on E sup(t,h)∈[0,M ]×SK+,M e
λ2N |FN−FN |2. The estimates (3.8) and (3.9) imply that, for
|t− t′|+ |h− h′| ≤ 1,
|FN(t, h)− FN (t′, h′)| ≤ C
(
1 +N−
1
2
(‖WA⊺‖+ |Z|))(|t− t′| 12 + |h− h′| 12).
For ǫ ∈ (0, 1], viewing SK+,M as a subset of RK(K+1)/2, we introduce the ǫ-net
Aǫ = {ǫ, 2ǫ, 3ǫ . . . }1+K(K+1)/2 ∩
(
[0,M ]× SK+,M
)
.
Hence, for λ small, we have
E sup
(t,h)∈[0,M ]×SK+,M
eλ
2N |FN−FN |2
≤ E exp
(
Cλ2ǫ
(√
N + ‖WA⊺‖+ |Z|)2) sup
(t,h)∈Aǫ
eλ
2N |FN−FN |2
≤
(
E exp
(
Cλ2ǫ
(√
N + ‖WA⊺‖+ |Z|)2)) 12(E sup
(t,h)∈Aǫ
e2λ
2N |FN−FN |2
) 1
2
(C.5)
where we used the Cauchy–Schwarz inequality in the second inequality. Since |Aǫ| ≤
(M/ǫ)1+K(K+1)/2, using the union bound and (C.4), we have,(
E sup
(t,h)∈Aǫ
e2λ
2N |FN−FN |2
) 1
2
≤ C(M/ǫ)CeCλ2M2 , λ ∈ R.(C.6)
Set ǫ = C−1N−1 in (C.5) with C therein, and use (C.6) to see
E sup
(t,h)∈[0,M ]×SK+,M
eλ
2N |FN−FN |2
≤ C(MN)CeCλ2M2
[
E exp
(
λ2
(
1 +N−
1
2 (‖WA⊺‖+ |Z|))2)] 12 .
We claim that, for small λ > 0,
E exp
(
λ2
(
1 +N−
1
2 (‖WA⊺‖+ |Z|))2) ≤ C.(C.7)
This immediately gives
E sup
(t,h)∈[0,M ]×SK+,M
eλ
2n|FN−FN |2 ≤ C(MN)CeCλ2M2 .
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Finally, using Jensen’s inequality, we conclude that
E sup
(t,h)∈[0,M ]×SK+,M
|FN − FN |2 ≤ λ−2N−1 log
(
E sup
(t,h)∈[0,M ]×SK+,M
eλ
2N |FN−FN |2
)
≤ CN−1(M2 + logN),
as desired. The proof will be complete once (C.7) is verified.
C.1.3. Proof of (C.7). We want to bound exponential moments of ‖WA⊺‖2 and |Z|2.
Using the fact that Z is standard Gaussian in RN , we have, for λ small,
Eeλ
2N−1|Z|2 ≤ C.(C.8)
Now, we turn to bound Eeλ
2N−1‖WA⊺‖2 . For each ǫ > 0, there is a finite set B ⊂
S
NK−1 such that for each y ∈ SNK−1 there is z ∈ B satisfying |y−z| ≤ ǫ. In addition,
the size of B is bounded by aNK for some constant a > 0 depending only on ǫ. The
construction of B is classical and can be seen, for instance, in [33, Corollary 4.2.13].
Using the property of B, we can see that for each (y1, y2, . . . yp) ∈ (SNK−1)p there is
(z1, z2, . . . zp) ∈ Bp such that∣∣∣(WA⊺) · (y1 ⊗ y2 ⊗ · · · ⊗ yp)− (WA⊺) · (z1 ⊗ z2 ⊗ · · · ⊗ zp)∣∣∣ ≤ pǫ‖WA⊺‖.
By this and fixing ǫ = 1
2p
, from the definition (3.7), we obtain
‖WA⊺‖ ≤ 2 sup
(z1, z2, ... zp)∈Bp
(WA⊺) · (z1 ⊗ z2 ⊗ · · · ⊗ zp).
Note that (WA⊺) · (z1 ⊗ z2 ⊗ · · · ⊗ zp) is a centered Gaussian with variance bounded
by a constant C depending only on A. Therefore, there is γ > 0 such that
P
{
(WA⊺) · (z1 ⊗ z2 ⊗ · · · ⊗ zp) ≥ t
}
≤ 2e−γt2 .
Combine the above two displays and apply the union bound to see
P
{
eλ
2N−1‖WA⊺‖2 ≥ t} ≤ 2(apK
tc
)N
for some constant c > 0 that absorbs λ and γ. Writing b = a
pK
c , we have, for N large,
Eeλ
2N−1‖WA⊺‖2 =
ˆ ∞
0
P{eλ2N−1‖WA⊺‖2 ≥ t}dt ≤ b+
ˆ ∞
b
2
(
b
t
)cN
dt = b+
2b
cN − 1 ,
which is bounded uniformly for large N . This and (C.8) imply (C.7).
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