Abstract. In this paper we study the asymptotic behavior of solutions to systems of strongly coupled integral equations with oscillatory coefficients. The system of equations is motivated by a peridynamic model of the deformation of heterogeneous media that additionally accounts for short-range forces. We consider the vanishing nonlocality limit on the same length scale as the heterogeneity and show that the system's effective behavior is characterized by a coupled system of local equations that are elliptic in the sense of Legendre-Hadamard. This effective system is characterized by a fourth-order tensor that shares properties with Cauchy elasticity tensors that appear in the classical equilibrium equations for linearized elasticity.
Introduction and statement of main results. Given m > 0 and a vector field
, we study the asymptotic behavior of solutions to the system of equations given by
where for each > 0, the operator L is defined as with ρ ∈ L 1 (R d ) and the functions λ(x, y) and µ(y) are bounded and nondegenerate. We also assume that µ(y) is periodic while λ(x, y) is periodic in the second variable, both with unit period.
We will show that for a given f ∈ L 2 (R d ) d , the sequence of solutions u converge
Moreover, the limiting vector field solves a strongly coupled system of partial differential equations whose coefficients depend on the effective properties of λ and µ. This work is motivated by the multiscale analysis of the displacement of heterogeneous media in the peridynamic formulation [18, 19] , a non-local continuum theory for deformable media that incorporates long range interactions of material points via a force field. Parametrized operators of the type L were first introduced in the work [1] as a means of representing short range forces in the modeling of the deformation of media with heterogeneities. These short range forces are represented at a "microscopic" scale relative to the heterogeneities, hence the dependence of µ and λ on x/ε. In the absence of the diffusive scaling ε −2 in the operator L , the asymptotic properties of solutions of (1.1) is studied in [1, 6, 12] for both stationary and dynamic problems. In this special case, using the method of two scale convergence [2, 15] , it has been shown that solutions to the nonlocal system of equations that use the operator (1.2) indeed exhibit multiscale behavior and most importantly, their effective or homogenized behavior can be captured by a vector field that is a solution to a (homogenized) system of nonlocal equations. It has also been proved that in the presence of the diffusive scaling ε −2 but in the absence of oscillatory heterogeneity (i.e. λ = µ = 1) that the integral operator L converges to the Lamé-Navier differential operator from classical linearized elasticity and solutions to the peridynamic-type nonlocal system of equations (1.1) also converge to the solution to the corresponding equations of linearized elasticity. This, which is usually referred as nonlocal-to-local convergence, has been demonstrated throughout the literature; see for example [7, 11, 20, 22] . This paper makes an effort to marry these two sets of results and thus attempts to provide a more complete picture of asymptotic regimes in peridynamic formulations. To be precise, we study the asymptotic properties of the operator L and solutions to (1.1) in the presence of both the diffusive scaling and the oscillatory coefficients corresponding to the same length scale.
Periodic and stochastic homogenization of integro-differential operators is currently developing in a variety of directions; see [3, 17] for some examples. The asymptotic analysis we present here follows the argument presented in the recent paper [16] which is focused on the homogenization of nonlocal equations that are based on integral operators with convolution-type kernels. The approach is essentially the classical H-convergence of elliptic (differential) operators [9, 14, 21] applied to nonlocal problems with integrable kernels. It turns out that, although the operator in (1.2) is vector-valued and the resulting system is strongly coupled, the operator shares important features with the scalar-valued nonlocal operator studied in [16] . In fact, following the approach in [16] we will show that the sequence of operators L ε will "converge" to a second-order system of elliptic differential operators in nondivergence form with variable coefficients. This convergence will be demonstrated via convergence of resolvents, i.e. for large enough m > 0 the
∂x j ∂x k and I denotes the d×d identity matrix. The limiting system of partial differential operators closely resembles the equilibrium equation for linearized elasticity in the sense that its fourth-order tensor of coefficients satisfies the Cauchy symmetry relations from linearized elasticity.
To state the precise statement of the main result, let us fix some notations. We denote the space of d × d matrices with real coefficients by 
We also assume that ρ is nondegenerate in the sense that there exists δ 0 > 0 and a symmetric cone Λ with vertex at the origin such that
By "symmetric cone with vertex at the origin" we mean that there exists an open subset J of the unit sphere S d−1 with H d−1 (J ) > 0 such that the set Λ can be written as
The function µ(y) is assumed to be periodic in x and y with unit period
is assumed to be periodic in the second variable. Moreover,
Throughout this work we will identify periodic functions defined on all of R d with functions defined on the torus
A consequence of the periodicity, such functions satisfy
For a given positive integer k, the Sobolev space
for all j ≤ k; precisely, 
Higher order tensors of partial derivatives will also be denoted in a similar fashion. Finally, we use the standard "contraction of indices" convention and Einstein summation notation when denoting actions of tensors unless specified otherwise. We can now state the main result of the paper. 
where u 0 solves the equation
and the operator
2 u whose tensor of coefficients C(x) is elastic and is infinitely differentiable.
Some remarks are in order. In the theorem, by elastic tensor we mean a fourth-order tensor C(x) satisfying the symmetries
for every x ∈ R d , and that for some positive constants γ 1 and γ 2 the inequalities
hold uniformly in x and for all symmetric matrices W = (w ij ) and V = (v ij ). We have used the generic inner product notation ·, · . The tensor of coefficients C of L 0 will be defined in terms of tensor-valued corrector functions that solve a system of auxiliary cell problems. More importantly, for each
C, where C is a constant tensor.
As a consequence of this and the smoothness assumption (A3) on λ, C is infinitely differentiable.
(In)equalities (1.4) and (1.5) are instrumental in showing that the resolvent (mI − L 0 ) −1 is well-defined. In fact, (1.4) and (1.5) imply that C satisfies the Legendre-
This condition is sufficient to guarantee the existence of the resolvent (mI − L 0 ) −1 using a priori estimates for elliptic systems combined with the method of continuity [5, 8, 10] . In fact, we can apply [5, Theorem 2.6] to conclude that there exists m 0 > 0 such that for any
bounded operator. From the smoothness of C and standard regularity theory we have that if f ∈ C ∞ , then so is (mI − L 0 ) −1 f , see [5, 8, 10] . Finally, if we take µ s ≡ 1 and take ρ to be radial, i.e. ρ(z) := ρ(|z|), then the constant tensor C = ( c ijk ) defined in (1.6) is exactly the elasticity tensor associated to the Lamé-Navier system. Specifically, we have
Above, δ ij denotes the Kronecker δ-function. It is straightforward to check that this constant tensor when used in the definition of
where the Lamé parameter µ 0 (x) is defined as
This form of the limiting operator is expected; once the heterogeneity µ s is removed from (1.1) the convergence then resembles the nonlocal-to-local limits considered in [7, 11, 20, 22] . The computation of (1.7) is summarized in the appendix. The paper is organized as follows: In Section 2 we collect tools and general results needed for subsequent sections. In Section 3 we set up the program of asymptotic analysis via correctors and prove Theorem 1.1, deferring proofs regarding existence of the correctors (such as the solvability of the auxiliary cell problem) to Section 4.
Tools and preliminaries.
In this section we collect tools that we will need throughout the paper. We will also prove some preliminary results related to the main operators of interest. Other general results that we need later in the paper will also be discussed.
Existence and uniform estimates for resolvents.
For ρ satisfying the condition (A1) and ε > 0, define ρ ε (z) :
We also denote the symmetrized form of µ by
The function µ s is clearly periodic in both variables. We use this notational convention to introduce the matrix-valued functions (2.1)
Notice that for each x, and any > 0, K ε (x) is positive semi-definite matrix and for any
for every x ∈ R d . Using these matrix-valued functions, we define the operators
For ε = 1, we simply write K(x), K, G(x) and G as opposed to
, and G 1 , respectively.
We can then rewrite the main operator L introduced in (1.2) as
The operator K ε is a combination of convolution and multiplication operators, and can be rewritten as
where M f denotes the multiplication operator, i.e
for any bounded function f and the convolution is defined in terms of matrix multiplication, i.e.
We will use this formulation of the operator and the following result repeatedly throughout this work. The proof of the following lemma mimics that given in [16] appropriately modified to fit our framework.
Lemma 2.1. Assume that ρ, µ and λ satisfy (A1), (A2) and (A3).
d is an isomorphism with bounded inverse such that there exists a constant C, independent of ε, with the property that for any
Proof. The boundedness of L ε follows from a trivial application of Young's inequality as
and so
To prove the invertibility of mI−L ε we introduce the weighted Lebesgue space L
Indeed, splitting the double integral, interchanging the role of x and y and using Fubini's theorem and the fact that µ s (x, y) = µ s (y, x),
Repeating these steps in reverse order with the roles of u and v interchanged, one sees that
, and therefore we have
, with norms comparable with constants independent of ε the operator (mI −
is well-defined, linear and bounded, with operator norm bounded independent of ε.
Some operators on function spaces of periodic functions.
As we will see in the next section, the operators K and G will be applied not only to functions in
We now summarize basic properties of these operators as linear maps on
We begin with the following proposition.
Proposition 2.2. Assume that ρ, µ and λ satisfy (A1), (A2) and
Proof. Since the matrix
is a bounded linear operator. To see that G is invertible, it suffices to show that the symmetric matrix G is positive definite, i.e. there exists a constant γ > 0 such that
To prove this, first note that (2.5)
Since meas(supp ρ) > 0, the quantity z |z| · η cannot be identically zero on supp ρ. Therefore for each η ∈ S d−1 we have G(q)η, η > 0. Since the mapping η → G(q)η, η is continuous on a compact set, it follows that G(q)η, η ≥ γ for all η ∈ S d−1 with lower bound independent of q by (2.5).
Proposition 2.3. Assume that ρ, µ and λ satisfy (A1), (A2) and (A3).
is a well-defined bounded, linear, and compact operator.
Moreover, we have
This follows from Tonelli's theorem and Young's inequality since by periodicity we havë
As a consequence, for almost all
Kψ(q) is well-defined for almost all q ∈ T d . Linearity of the operator is obvious. A similar argument also shows that for
, we have after a change of variables, Hölder's inequality, and Tonelli's theorem
To show compactness of the operator, we show that K is a uniform limit of bounded, compact linear operators. To that end, let N ∈ N and define
z⊗z |z| 2 is a matrix with bounded support. We claim that for each N , the operator
Assuming this and applying the previous estimate for the operator
and thus K is compact as it is the limit (in the operator norm) of compact operators K N . To see that K N is compact, we use the periodicity of µ s and ψ to write
2 and using that supp
We will show that K N ψ consists of -in the appropriate sense -a finite linear combination of convolution and multiplication operators. This fact must be shown carefully, as ψ is periodic and thus does not necessarily belong to a Lebesgue space defined over all of R d . With this goal in mind, define
Then we can write K N as
where the operators
be the operator that maps ψ to ψ, and suppose
d is a uniformly bounded set. Then the set
In a similar fashion we can prove S N,k : Finally, we state some basic results related to periodic functions that we will use in the paper. We begin with the following lemma which is proved in [16, Proposition 7] . Another estimate that we will need in the paper is the following.
In particular, for sufficiently small ε > 0, the function h
Proof. Fix ε > 0 and introduce
. Now note that any q ∈ R d can be written as q = q 0 + q 1 , where
Thus, since a change of coordinates doesn't change the L 2 -norm of a function, we have for any
Therefore taking the supremum over q ∈ εT d is equivalent to taking the supremum over q ∈ R d and so
Then by a change of variables
Note that P ε is the Darboux upper sum (with respect to the ε-grid of
, and so P ε converges to the Darboux integral (and thus the Riemann integral) of |ψ| 2 as ε → 0.
Asymptotic analysis.
In this section we will prove the main result of the paper. The proof relies on the existence of tensors that act as correctors. These correctors will be found by solving a system of auxiliary equations, which we obtain in the next subsection.
Auxiliary problems. Assume
and a fourth-order tensor
that are yet to be determined, define the function w ε = (w 
where we recall that Du is the gradient matrix of u given by (Du) ij := ∂ui ∂xj and D 2 u is the third-order tensor of second partial derivatives of u given by ((
where we have made the change of variables x−y ε = z. We now use the Taylor expansions
Substituting these expansions into the formula for L ε w ε (x) and collecting powers of ε we obtain
We summarize the above calculation by writing the equality in the compact form
where the vector-valued function
and the vector-valued function
The remainder term ϕ ε (x) will be explicitly written later. The following lemma gives a set of auxiliary systems that will be used for the con-
. These tensors will be determined and will completely characterize the special linear maps Ψ a and Φ b . We remark that the integrals in (3.3) and (3.4) can be shown to be well-defined using a similar argument as in the proof of Proposition 2.3.
Lemma 3.1. Assume that ρ, µ s and λ satisfy (A1), (A2) and (A3). Then there exists a third-order tensor
, and an elasticity tensor C(x) satisfying (1.4)-(1.5) such that
where Ψ a and Φ b are defined in ( The proof of this lemma is technically involved, and we postpone it until Section 4. We will at present assume the result of the lemma in order to prove Theorem 1.1. We will also need a result concerning the compatibility of the expansion (3.1) with the nonlocal operators L ε . We will also need the following proposition that establishes the existence of a differential operator that approximates the operator L ε over a class of smooth functions.
Proposition 3.2. Assume that ρ, µ s and λ satisfy (A1), (A2) and (A3). Let
, and an elasticity tensor C are as given
and for the function
we have
Proof. Notice that by using Lemma 2.5, for small ε, the vector field
where we now explicitly write
By the choice of
, and the elasticity tensor C given in Lemma 3.1 we have that for any ε > 0,
and that
To prove the proposition, it suffices to show that ϕ ε L 2 (R d ) → 0 as ε → 0 for these tensors A, B, and C. We begin by writing ϕ ε = ϕ
We will bound each separately, and show that each one converges to 0 as ε → 0. First, for R > 0 to be determined,
Then taking the L 2 norm, the first term can be estimated as
and additionally using Hölder's inequality and Tonelli's theorem gives an estimate for the second term of
Let τ > 0 be arbitrary. Choose R sufficiently large that
Then using the continuity of the integral with respect to translations and the fact that
and thus lim
where we have made the change of variables y = x − εz in the last equality. The convergence of ϕ ε 2 L 2 (R d ) to 0 is therefore assured so long as
is bounded uniformly in ε , which indeed holds as a result of Lemma 2.5. The final quantity ϕ ε 3 converges to 0 by similar reasoning;
, where Hölder's inequality was used in the final step. Now we proceed exactly as we did for ϕ ε 3.2. Proof of main theorem. In this subsection we use Lemma 3.1 and Proposition 3.2 to prove the main result of the paper, Theorem 1.1. The proof follows the program laid out in [16] adjusted to our setting. Assume that ρ, µ and λ satisfy (A1), (A2) and
, and an elasticity tensor C are as given in Lemma 3.1. We prove Theorem 1.1 in three steps. In Step 1 and Step 2 we prove Theorem 1.1 for f ∈ S(R d ) d , the space of Schwartz functions.
Step 3
Step
. Then since L 0 is a second-order strongly elliptic operator with smooth coefficients, the solution u 0 will also be smooth
Thus the assumptions of Proposition 3.2 are satisfied, and we define the perturbation v ε of u 0 by the ansatz
Then as ε → 0 we have
This follows from the application of Lemma 2.5 that guarantees
are bounded uniformly in ε.
as ε → 0. To prove this, we begin by noting that by Proposition 3.2,
Then we have that
By (3.6), the quantity
We therefore use (3.8) to obtain the equation
and therefore
Combining this with (3.6) gives
→ 0 as ε → 0 by (3.9), it follows from (3.10) that lim sup
4. Solvability of the auxiliary system of equations. In this section, we prove Lemma 3.1. That is, under the assumption that ρ, µ s and λ satisfy (A1), (A2) and (A3), we demonstrate that there exists a third-order tensor
, and an elasticity tensor C(x) such that
where the maps Ψ a and Φ b are given by (3.3) and (3.4) respectively. Notice that from their definition for a fixed q ∈ T d , both Ψ a (·, q) and Φ b (·, q) are linear maps in their respective domains. Moreover, since Ψ a (0, q) = Φ b (0, q) = 0, there exist a third-order tensor K(q) and a fourth-order tensor C(x, q) such that
Thus, proving (4.1) is equivalent to showing that K(q) = 0 for all q ∈ T d , and proving (4.2) is equivalent to choosing B appropriately so that C(x, q) is independent of q.
Existence of the third-order tensor.
We begin by explicitly writing a formula for the third-order tensor K = (k ikl ) defined in (4.3) that is associated to a given periodic third-order tensor
A straightforward computation using (4.3) and (3.3) reveals
which is well-defined for almost all q ∈ T d ; this can easily be verified by following the same arguments as in the proof of Proposition 2.3.
. Making the change of variables y = q − z and writing (4.4) in vector form by eliminating the index i, we arrive at the strongly-coupled system of equationŝ
for almost all q ∈ T d and for each k, will imply (4.1). To this end, using the operators we have defined in (2.1), we can rewrite (4.5) as
where we introduced the function
since µ s is periodic in both variables, and h k (q) is in fact bounded for all q ∈ T d since by Hölder's inequality
, we apply the Fredholm Alternative
Theorem. Indeed, we have shown in Proposition 2.3 that the operator K :
d is a compact operator, and in Proposition 2.2 that G is a positive invertible operator. By the Fredholm Alternative Theorem, the equation Assuming that this proposition is true for now, the solvability of
This is indeed the case, using the formula for h k above and (2.7) in Lemma 2.4. For each k, the choice of a k is unique up to addition by a constant vector. In order to fix the choice of a k we enforce the condition
Note that h k = h k , so therefore for each i the matrix (a ik ) k is symmetric.
Proof of Proposition
, where we have used the periodicity of ψ and µ s . The matrix-valued map K is even, making the operator K−G self-adjoint. Moreover,
One may also rewrite the last equality as
Therefore, if ψ belongs to the kernel of (K − G), then for almost every q, y ∈ T d such that q − y ∈ supp ρ (4.9) ψ(q) − ψ(y) · (q − y) = 0 .
is satisfied. We now show that any periodic function that satisfies (4.9) must be a constant. We do this in two steps. In the first step we show that ψ must be an infinitesimal rigid map of the form ψ(y) = Qy + m on T d where Q is a skew symmetric matrix and m is a vector. In the second step we show that Q must be the zero matrix.
Step 1. For almost any q in the interior of 
is an open set of positive Lebesgue measure. Now, fix q ∈T d (up to a set of measure zero). Then since (4.9) holds for almost every y ∈ Γ(q) ⊂ supp ρ + q, we have (4.10) ψ(q) − ψ(y) · (q − y) = 0 and since y ∈ Γ(q + η q w i )
for almost every y ∈ Γ(q). Therefore, adding and subtracting ψ(q) in the first argument of (4.11) and q in the second and using (4.10) we see that
for almost every y ∈ Γ(q). So,
for almost every y ∈ Γ(q) and for every i, so ψ(y) · w i is clearly a linear map. Then, letting W = (w i ) i be the matrix of basis vectors, and ψ = (ψ 1 , ψ 2 , . . . , ψ d ), we have that
which, being a sum of of linear maps, is still linear. We conclude that for almost all y ∈ Γ(q) the vector field ψ(y) is of the form Q q y + m q , where A where Q q is a matrix with constant entries (depending possibly on q) and m q is a constant vector (also depending on q) in R d . Next, given any two points inT d , outside of a set of measure zero, we connect them by finitely many sets of the form Γ(q) i.e. for any two points q 0 and p 0 inT d there exists a finite chain of { Γ(q)} q∈T d , denoted { Γ(q k )} N k=0 , such that Γ(q k ) ∩ Γ(q k+1 ) = ∅ and q 0 ∈ Γ(q 0 ), p 0 ∈ Γ(q N ). This is possible, since the line segment connecting q 0 and p 0 is compact and contained in the convex set T d . Therefore the ψ given above is the same in neighboring intersecting open sets and so ψ(y) = Qy + m on T d where Q and m are now independent of any point q inT d . By (4.9), the matrix Q must be skew symmetric. Thus ψ(q) has the form of a function belonging to M for almost every q ∈ T d .
Step 2. Now we show that Q must be identically zero. Define the translated symmetric cone centered at q by Λ(q) := y ∈ B δ0 (q) : Similarly to (i) but additionally using (2.6) and (2.7),
(ii) = − 1 2ˆTdˆRd
ρ(q − y) |q − y| 2 µs(q, y) a k (q) − a k (y) · (q − y) a ij (y) · (q − y) dy dq The proof is complete.
