Abstract Mental representations, Swiatczak (Minds Mach 21:19-32, 2011) argues, are fundamentally biochemical and their operations depend on consciousness; hence the computational theory of mind, based as it is on multiple realisability and purely syntactic operations, must be wrong. Swiatczak, however, is mistaken. Computation, properly understood, can afford descriptions/explanations of any physical process, and since Swiatczak accepts that consciousness has a physical basis, his argument against computationalism must fail. Of course, we may not have much idea how consciousness (itself a rather unclear plurality of notions) might be implemented, but we do have a hypothesis-that all of our mental life, including consciousness, is the result of computational processes and so not tied to a biochemical substrate. Like it or not, the computational theory of mind remains the only game in town.
etc.-is impossible for machines (computers) and so the computational theory of mind (CTM) must be fundamentally mistaken. In the following paragraphs I take issue with some of the points raised in Swiatczak's article and try to show why it too fails to make the case against computationalism, why-to (mis)quote Fodor (1975) -the computational theory of mind is still ''…the only game in town''.
Swiatczak bases his argument against CTM on biochemical and neuropsychological evidence, which claims to show that humans employ two kinds of representation-mental and non-mental-and that the activity of mental representations crucially depends on consciousness. He argues that this creates an insurmountable problem for a theory based on multiple realisability and purely syntactic operations over structured representations; ''…this project (CTM) cannot succeed because mental representations do not resemble sentences and their operations do not depend on their syntactic properties. Rather, mental representations have biochemical features and their operations depend on, among other things, consciousness'' (Swiatczak 2011, p 20) .
Before looking at the details of Swiatczak's argument, it is perhaps appropriate to say a few words about the notion of consciousness. Indeed, a moment's thought should suffice to realise it is not one notion, but many. The Stanford encyclopaedia of philosophy entry on Consciousness (Van Gulick 2011) provides an excellent overview of the voluminous research in this area. For the purposes of this paper only three forms are of concern (1) creature consciousness, (2) functional mental-state consciousness, and (3) subjective mental-state consciousness. The first, creature consciousness, essentially equates to the creature (agent) being ''alive'', aware of and responsive to its environment. Mental-state consciousness, on the other hand, relates to the creature's internal (representational) states. The functional form is concerned with how such states can be intentional representations, that is, how they can relate to things in the world and acquire meaning, and so guide the agent's behaviour. This is contrasted with the subjective form of mental-state consciousness (what Chalmers (1995a) called the ''hard problem''), which is concerned with how (physical) representations can give rise to the qualitative ''feeling'' associated with sensations. These two forms of mental-state consciousness are also known as (access) A-consciousness and (phenomenal) P-consciousness (Block 1995) . With Swiatczak, we leave phenomenal consciousness for another day and concentrate here only on the ''easier'' problems.
Understanding Consciousness
The evidence Swiatczak presents for the two kinds of representation, what he calls mental and non-mental, is not particularly new. It comes from the pioneering work of Nobel laureate Eric Kandel and his team at Columbia University (summarized in Kandel 2001) , and from Larry Squire and his colleagues at the University of California (see in particular, the review by Clark et al 2002.) Both neuroscience and psychology have long distinguished between declarative memory (that allows for the recollection of facts and events) and procedural memory (that supports performance skills). Procedural memory is known to depend on the cerebellum and the brainstem, while declarative memory also requires the hippocampus and neocortex.
The experiments Swiatczak recounts clearly show that being conscious of (aware of) sensory input, makes it more likely that memory of it is retained 1 (something most teachers know only too well). Details of the methodology and interpretation of the results need not concern us here, but there are two points regarding the experiments that bear emphasizing. First, awareness seemingly proves necessary in trace conditioning only when the input stimuli are separated over periods greater than the normal maximum response period of the cerebellum (less than a few hundred milliseconds), beyond which the hippocampus and neocortex-the presumed seat of consciousness-generally need to be involved. Second, the method used to determine whether subjects were ''conscious'' of the relevant stimuli varied considerably. For example, in some cases human subjects were surveyed after the experiment was over, to determine whether they had realised there was a relationship between the conditioned and unconditioned stimuli, while in other cases attempts were made to try to determine this through questioning during the experiment, and in yet others alternative conditioned stimuli were used. In the case of animals, such as the mice in Kandel's experiments, completely different strategies had to be adopted.
The fact that we have no clear-cut notion of what consciousness is and the obvious difficulty of establishing whether a subject is actually in the appropriate state, surely makes it unsuitable as a means to distinguish between the two kinds of representation, as Swiatczak suggests we do. It might be much better to say simply that certain representations, those Swiatczak refers to as mental representations, involve additional areas of the brain as compared with non-mental representations. Obviously this is not as attractive as referring to them as ''conscious representations'' (which may be why Swiatczak doesn't do so), though it does make it clear that they may have a natural causal explanation.
That mental representations would appear to have a causal explanation is important. While on occasion Swiatczak seems to view consciousness as something almost dualist in nature, this is evidently not his intention.
…Does this mean that consciousness is a ghostlike force with the power to influence the effectiveness of synaptic transmission between neurons? The answer is no. There is no gap in the biochemical activities of neurons that could be filled by supernatural forces. Whatever the mechanism, it must involve natural powers. One possible hypothesis is that weakly emergent properties of the human nervous system have the power to influence the activity of the neurons and molecules engaged in trace conditioning (Swiatczak 2011 ).
Swiatczak spends some time discussing the ontological status of representations. He decides they must be concrete entities since they clearly have causal powers and ''it is difficult to understand how something unreal and non-causal could influence behaviour.'' He argues that, ''[if t]he molecular and cellular mechanisms of implicit memory storage are preserved across evolution …what is so special about human memory that the representations it involves are part of this person's mental life? What is it that makes representations of the same kind mental in one species and non-mental in another? It must be external to those representations. … [the] external factor that determines the status of representations is consciousness.'' He goes on to say that ''[w]hat appears to make a difference between an ordinary representation and a mental representation is the fact that one's awareness can causally influence the latter without being able to change the former. Therefore, mental representations appear to be those that can be changed by consciousness.'' Squire's results ''lead to the conclusion that consciousness has the power to change the physical properties of neural representations. '' Having accepted that consciousness has a natural physical (non-dualist) basis and involves additional regions of the brain (those in the hippocampus and neocortex), Swiatczak's claim that ''conscious'' mental representations are inexplicable from the computationalist perspective, now appears unfounded. It comes down to an acknowledgment that one physical ''thing'' can affect another and so change the causal behaviour of the system. This, of course, is unsurprising. The details are irrelevant to the argument, but might involve influences due to top-down mechanisms commonly assumed to operate between different brain modules/layers. Does Swiatczak imply something more, something related to the way in which the change is achieved? Kandel's work shows neuronal learning in considerable detail from the short to long-term. Part of this mechanism appears to invoke genes which literally create new synaptic connections. Perhaps it is this plasticity, this rewiring of the brain, to which he is referring. But again, from the computational and, of course, the agent's perspective, all that matters is the outcome-the resulting causal behaviour-not how it is achieved. The biochemistry is very clever, but relevant only insofar as it enables the biological agent to achieve its goals. Perhaps there are other solutions using different biochemical substances that could be substituted and still have the same effect. Indeed, it is quite possible that Nature has solved the same problems in different ways in other species (and even other parts of our brains). The real question is whether the nature of consciousness would change if the specific mechanism/chemistry changed? There is no evidence to suggest that it might.
The human nervous system is currently the only example we would all agree is actually conscious. But this doesn't mean consciousness has to be fundamentally biological or has to be limited to humans. Clearly, not everything is conscious. We may well agree that vending machines and laptop computers (currently) aren'tthough we often treat them as if they were and would probably welcome more intelligence in them too. We would also probably accept that the giant sea snail (Aplysia-used in Kandel's experiments) isn't conscious, though this may be a more arbitrary decision. But what of dogs and cats and dolphins; how can we decide their status in the consciousness stakes? And, by the same token, were we to encounter some non-carbon based alien intelligence, apparently equal in every way to our own, wouldn't we have to ascribe consciousness to them? And what of the increasingly sophisticated robots now being built? Indeed, on what basis do we assign consciousness to other human beings (or even to ourselves)?
If it is not to be a purely arbitrary distinction, then we must look at how and why consciousness arises. The problem of what constitutes consciousness cannot be answered by assuming that only humans are conscious and so begging the question as Swiatczak seems to do. It is also important to note that consciousness is almost certainly not an all-or-nothing affair. It depends, amongst other things, on the overall architecture of the agent: the sensory inputs it has, the range of actions available to it, and the extent and nature of its memory. Some creatures lack appropriate long-term memory functions and so can only live ''in the moment'', yet can be aware of their environment in a way (or at least to a degree) that vending machines cannot. Domesticated dogs and cats clearly have a more developed cognitive ability, and presumably a greater degree of consciousness, itself the result of longer-term memory functions, yet still not on a par with the self-awareness found in humans. And, of course, even those agents that can be considered conscious, are not always so. They may be asleep, or unconscious (''knocked out''), or in a coma. Sometimes, they may be unaware of their environment, yet fully conscious, attending to some internal mental puzzle.
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Understanding Computation
So far, so good then; there is little here to upset the computationalist apple cart. We have only a limited idea what consciousness is and so try to explain it in terms of things we do understand. Indeed, the CTM is the hypothesis that all of our mental life, including consciousness, somehow results from primitive representations of the sort produced when certain computations are implemented. It is still an open question, but as a research program it appears coherent and has made considerable progress. Surprisingly, though, in trying to spell out the relation between mind and machine, it has proved necessary to clarify concepts previously thought to bereasonably-clear; notions such as symbol, representation and computation itself (not to mention semantics, information, truth, attention, goals, ethics, free will and determinism).
Swiatczak takes Jerry Fodor's statement that ''cognitive mental processes are operations defined on syntactically structured mental representations that are much like sentences'' (Fodor 1975) , as the basis of the computationalist theory of mind. Swiatczak repeatedly states, but never seems to argue or provide evidence for the brain not having sentence-like structures. The only indication Swiatczak does provide is that, ''mental representations have biochemical features and their operations depend on, among other things, consciousness'', which is no help at all. Does the brain have sentence-like representational structures? Yes (and no!) Clearly, DNA is such a structure and is found in the brain, but this is the wrong ''level''. The representations DNA is concerned with relate to the construction of the agent, including the basic wiring of the brain. Brain function, however, is related to sensory inputs, and it is representations at this cognitive level that we are concerned with. Fodor points out that at some level of description there must be representations that equate to our (sentence-like) linguistic utterances, the Mentalese terms he sees as being part of our language of thought (LOT). Presumably Swiatczak is implying that no such representations have been, or will be, found, and if he expects something similar to the DNA case, i.e. chemicals or molecules being quite literally replicated and glued together whenever the agent thinks, then he is probably correct. But Fodor is correct too. The problem lies in our understanding of computation and the ways in which it can be implemented.
Although as yet no consensus exists, there is movement towards the view that a computation is ''an abstract specification for a causal structure'' (Chalmers 1995b) and that its purpose is prediction. Any physical state that can causally affect the evolving sequence of system states might be taken to be a representation. These can be combined in many different ways, concatenation into sentence-like structures being just one form; linking, as in neural network-like structures, being another (Davenport 2012) . Representations are created and gain meaning (for the agent itself) as a result of interaction with the environment (Bickhard and Terveen 1995; Davenport 2000) . Through sequences of trial and error interactions, such representations form multiple, increasingly correct and detailed models of the environment, at least sufficient for the agent's purposes (usually survival related). In order to achieve the longer-term predictive capacities needed for human-level performance, sensor input must eventually be decoupled from the environment. This implies that some representations within the system (agent) will be close to, and vary purely in accord with, sensory input, whilst others will be completely decoupled and so available to perform ''what-if'' simulations. That representations form some sort of hierarchy in which both bottom-up and top-down processing takes place is also well-known. There is an obvious similarity here, with Swiatczak's two kinds of representation-non-mental and mental-and the role he sees consciousness playing.
On this broader understanding of computation, the brain clearly is a computer, albeit one that has an architecture and implementation quite different from that of the familiar desktop machine. That our mental life results from computations (the operations of a computer) thus still seems a perfectly reasonable hypothesis.
Concluding Remarks
According to Swiatczak, experimental evidence suggests that awareness can directly affect the causal properties of some representations, a finding that seems to conflict with a Computationist vision where only syntax matters. But this is misleading, at best. For one thing, consciousness is an outcome of the purely physical substrate; it does not ''cause'' anything as such, rather it is a way to talk about certain patterns of activity in a more abstract manner (in the same way that chemistry and biology abstract from physics). That consciousness has a non-magical, physical explanation and that, in the relevant experiments, additional regions of the brain were involved, suggests that they might somehow be responsible for whatever representational changes did occur. Moreover, given a newer, broader conception of computation that sees it as a way of specifying causal structures-suitable for modelling and prediction-there really is no conflict at all. The computational theory of mind is the hypothesis that mental life can be explained in computational terms. It has already proved quite successful, providing insights into creature consciousness and functional mental-state content consciousness and, so far, there is no reason to think that it will not also help with the hard problem of phenomenal mental-state consciousness. At the very least, there is currently no real alternative.
Cognitive science, computer science and neuroscience, are still comparatively young and developing fields. They each have their own literature and terminologies, which often makes it difficult for practitioners trained in one field to interpret and integrate results from other areas, especially more established disciplines like philosophy. Reexamining foundational beliefs into, for example, the nature of computation (Denning 2007) , information, and truth (Floridi 2009) , is sparking new and exciting discussions concerning our own nature and place in the universe. Some of these are highly controversial, in particular the idea that we humans are ''machines'' and therefore not as unique as we have long presumed ourselves (Floridi 2010; Demir 2010) . That all the biochemicals come together to form a living being is certainly astounding. That they become self-aware and ultimately appear able to unravel their own inner mechanisms, seems little short of a miracle. But that those mechanisms are computational now appears certain. Like it or not, computationalism, properly understood, really still is (and will remain)… the only game in town.
