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TUNNELING FOR THE ROBIN LAPLACIAN
IN SMOOTH PLANAR DOMAINS
BERNARD HELFFER, AYMAN KACHMAR, AND NICOLAS RAYMOND
Abstract. We study the low-lying eigenvalues of the semiclassical Robin Laplacian in a smooth
planar domain with bounded boundary which is symmetric with respect to an axis. In the case
when the curvature of the boundary of the domain attains its maximum at exactly two points
away from the axis of symmetry, we establish an explicit asymptotic formula for the splitting
of the first two eigenvalues. This is a rigorous derivation of the semiclassical tunneling effect
induced by the domain’s geometry. Our approach is close to the Born-Oppenheimer one and
yields, as a byproduct, a Weyl formula of independent interest.
1. Introduction
The spectral theory of the Robin Laplacian has attracted a lot of interest in the last years,
especially in the strong coupling regime or, equivalently, in the semiclassical limit. Many authors
have been interested in the asymptotic estimate of the bound states of this operator. The Robin
Laplacian actually shares common features with the electro-magnetic Laplacian, the Dirichlet
Laplacian on waveguides or δ type perturbations of the Laplacian. These operators are often
used to describe the physical properties of nanostructures (see for instance the review [7]).
In all these situations, numerous articles have revealed the role of the curvature in the cre-
ation of eigenvalues or in the localization of the eigenfunctions. At some point, the case with
Robin boundary conditions may also recall the boundary attraction that occurs for the magnetic
Neumann Laplacian (and that is related to the surface superconductivity). At the scale of nanos-
tructures the symmetries are known to induce a tunneling effect. This paper aims at quantifying
this effect for bidimensional structures described by the Robin Laplacian on a smooth domain.
1.1. Definition of the operator. Let Ω ⊂ R2 be an open domain with boundary Γ = ∂Ω.
We will work under various assumptions on the domain Ω. First, we consider the following two
assumptions.
Assumption 1.1. Ω is smooth with a bounded, regular boundary.
As examples we can think of bounded domains (convex sets, annuli) or unbounded domains
like the complementary of a bounded convex closed set.
Assumption 1.2. The curvature κ on the boundary Γ attains its maximum κmax at a finite
number N of points on Γ and these maxima are non degenerate.
In the case when N = 2 in Assumption 1.2, we will carry out a refined analysis valid under
the following stronger (geometric) assumption:
Assumption 1.3.
i) Ω is symmetric with respect to the y-axis.
ii) The curvature κ on the boundary Γ attains its maximum at exactly two points a1 and a2
which are not on the symmetry axis and belong to the same connected component of the
boundary. We write
a1 = (a1,1, a1,2) ∈ Γ and a2 = (a2,1, a2,2) ∈ Γ ,
such that a1,1 > 0 and a2,1 < 0 .
iii) The second derivative of the curvature (w.r.t. arc-length) at a1 and a2 is negative.
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A simple example of a domain satisfying all the assumptions is the full ellipse{
(x, y) :
x2
a2
+
y2
b2
< 1
}
, with 0 < b < a .
The two points in the boundary of maximal curvature are (±a, 0). The second example is the
complementary: {
(x, y) :
x2
a2
+
y2
b2
> 1
}
, with 0 < a < b .
The two points in the boundary of maximal curvature are (±a, 0).
This paper is devoted to the semiclassical analysis of the operator
Lh = −h2∆ , (1.1)
with domain
Dom(Lh) = {u ∈ H2(Ω) : ν · h
1
2∇u− u = 0 on Γ} , (1.2)
where ν is the outward pointing normal and h > 0 is the semiclassical parameter.
The associated quadratic form is given by
∀u ∈ H1(Ω) , Qh(u) =
∫
Ω
|h∇u|2dx− h 32
∫
Γ
|u|2 ds(x) ,
where ds is the standard surface measure on the boundary.
Let (µn(h)) be the sequence of the Rayleigh quotients of the operator Lh. It is known (see
[16, 15, 32]) that the bottom of the essential spectrum (if any) is non negative and this implies
that, for all n ∈ N, µn(h) belongs to the discrete spectrum as soon as h is small enough and that
it is precisely the n-th eigenvalue of Lh counting multiplicities.
The goal of this paper is to analyze the low-lying eigenvalues of the operator Lh in the semi-
classical regime as h → 0. The semiclassical analysis of the operator Lh naturally arises from
the analysis of the Robin Laplacian with a large negative parameter α,(
−∆Rα ,Dom(−∆Rα)
)
where Dom(−∆Rα) = {u ∈ H2(Ω) : ν · ∇u+ αu = 0 on Γ} ,
which has received a lot of attention (cf. [8, 27, 30, 16, 31]). The operator −∆Rα arises in several
contexts, the long-time dynamics in a reaction-diffusion process [25], and the critical temperature
for enhanced surface superconductivity [12].
Putting α = −h− 12 , we observe that α→ −∞ as h→ 0 and the relation between the operators
Lh and −∆Rα is displayed as follows
σ(−∆Rα) = h−2σ(Lh) .
1.2. Known results. In this subsection, we recall the state of the art for this Robin problem,
especially the spectral reduction of the operator Lh to an effective Hamiltonian on the boundary
Γ. We will review an old result for the double well problem and apply it on the effective
Hamiltonian.
1.2.1. About the semiclassical Robin Laplacian. As a consequence of the results in [16, 15, 32]
we have the following theorem.
Theorem 1.4. Under Assumptions 1.1-1.2 and suppose that, among the maximal points of
κ, there are exactly M points (aj)j∈{1,...,M} where κ′′ is maximal, then there exist a function
h 7→ (h) ∈ (0,∞) such that
lim
h→0+
(h) = 0 ,
and an interval
Ih =
]−h−κmaxh3/2 +γ h7/4−h7/4(h),−h−κmaxh3/2 +γ h7/4 +h7/4(h)[ , γ = √−κ′′(a1)
2
,
(1.3)
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such that, for h small enough,
σ(Lh) ∩ Ih = {µ1(h), µ2(h), . . . , µM (h)} ,
and
µM+1(h) = −h− κmaxh3/2 + γˆ h7/4 + o(h7/4) , γˆ = min
(
3γ, min
j=M+1,...,N
√
−κ′′(aj)
2
)
.
Weaker versions of this result were obtained in [30] (and references therein, see also [27]). This
result is related to [9, Theorem 1.1] in the magnetic case.
1.2.2. About semiclassical tunneling on the circle. The aim of this article is to analyze the split-
ting µ2(h) − µ1(h) under the symmetry Assumption 1.3 (M = 2). We will see that the proof
is easily reduced to the case when Γ has only one component (the one, by assumption unique,
where κ attains its maximum). As already observed in [15] the candidate for the splitting is
obtained by considering the splitting for the operator
Meffh = −h− κmaxh
3
2 + h2D2s + h
3
2 v(s) , v = κmax − κ , (1.4)
acting on the periodic functions in L2 (R/(2L)Z), where
L =
|Γ|
2
,
and s the arc-length. Equivalently the operator Meffh can be considered as the Schrödinger
operator on the compact one dimensional manifold Γ. This is a double well problem which can
be treated as a particular case of Helffer-Sjöstrand [18] with the effective semiclassical parameter
being ~ := h
1
4 .
Definition 1.5. We denote by µeffj (h) the j-th eigenvalue ofMeffh (counting multiplicities).
Let us recall the splitting formula for the Schrödinger operator Mcirc~ := ~2D2s + v(s) on
the circle of length 2L when v has two symmetric non degenerate wells at say sr and s` with
v(sr) = v(s`) = 0 and v′′(sr) = v′′(s`) > 0. We follow the exposition of [14, §4.5] (see also [35])
but note that the formulas are established only for an example. In this paper, we will also use in
many places the presentation of [2]. Because there are two geodesics between the two wells the
discussion will depend on the comparison between the lengths of these two geodesics. For that
purpose, let us introduce
S = min (Su, Sd) , Su =
∫
[sr,s`]
√
v(s)ds , Sd =
∫
[s`,sr]
√
v(s)ds , (1.5)
where [p, q] denotes the arc joining p and q in Γ counter-clockwise.
The splitting formula for the operator Mcirc~ is obtained by adding the “upper” and “lower”
contributions and reads
λ2(~)− λ1(~) = 4~ 12pi− 12γ 12
(
Au
√
v(0)e−
Su
~ + Ad
√
v(L)e−
Sd
~
)
+O(~ 32 e− S~ ) , (1.6)
where
Au = exp
(
−
∫
[sr,0]
(v
1
2 )′(s) + γ√
v(s)
ds
)
,
Ad = exp
(
−
∫
[s`,L]
(v
1
2 )′(s)− γ√
v(s)
ds
)
,
γ =
(
v′′(sr)/2
) 1
2 =
(
v′′(s`)/2
) 1
2 .
Then, for the particular modelMeffh , we easily notice that
µeff2 (h)− µeff1 (h) = h
3
2 (λ2(~)− λ1(~)) , (1.7)
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so that, under Assumption 1.3, we have
µeff2 (h)− µeff1 (h) = 4h
13
8 pi−
1
2γ
1
2
(
Au
√
v(0) exp− Su
h
1
4
+ Ad
√
v(L) exp− Sd
h
1
4
)
+O
(
h
13
8
+ 1
4 exp− S
h
1
4
)
. (1.8)
Let us notice here that the complete proof of (1.6) provides a full asymptotic expansion and
that the same holds for (1.8). Note that, if we assume that v is invariant under the symmetry
exchanging the upper and lower parts, we have v(0) = v(L), Su = Sd and Au = Ad.
1.3. Statement of the main result. The main result of this paper is the following.
Theorem 1.6. Under Assumptions 1.1 and 1.3, we have
µ2(h)− µ1(h) ∼
h→0
µeff2 (h)− µeff1 (h) , (1.9)
where µeffj (h) is defined in Definition 1.5 and where µ
eff
2 (h) − µeff1 (h) satisfies the asymptotic
formula in (1.8).
The result in Theorem 1.6 shows a tunneling effect induced by the geometry of the domain
(comparing with [19], the boundary acts as the well and the points of maximal curvature as the
mini-wells). This kind of reduction is also expected to be available for the magnetic Laplacian
with a Neumann condition in smooth domains (see [9, 10]). However, magnetic fields induce a lot
of additional difficulties especially in obtaining the optimal decay estimates of the eigenfunctions.
Recently, magnetic WKB expansions are established in [1]. Note that, in superconductivity,
computing the splitting of the eigenvalues is useful to analyze the bifurcation from the normal
state (cf. [10, Lemma 13.5.4]).
When the domain Ω has corners and symmetries (e.g. the interior of an isosceles triangle), the
tunneling effect is analyzed by Helffer-Pankrashkin in [17]. One difference between the setting of
Theorem 1.6 and that in [17] appears in the spectral reduction to the reference problems. In [17],
the reference problem is a two-dimensional problem in an infinite sector which has an explicit
groundstate. In this paper, the limiting reference problem is a direct sum of two one-dimensional
operators. To prove Theorem 1.6, we need to compare the eigenfunctions of the operator Lh
with WKB approximate eigenfunctions (cf. Propositions 4.2 and 5.1).
In higher dimensional domains, a spectral reduction, modulo O(h2), to an effective Hamil-
tonian on the boundary is done in [32] (see also Section 7 where this reduction is explained).
However, the analysis of the splitting as in Theorem 1.6 requires additional estimates since we
want to control exponentially small error terms.
In superconductivity, imposing a Robin condition, which is called in this context the de Gennes
condition, models a superconductor surrounded by another normal/superconducting material (cf.
[24, Theorem. 1.2]). In this context, we are naturally led to the analysis of the Robin Laplacian
with a magnetic field where various regimes occur according to the comparison between the
intensity of the magnetic field and the Robin parameter (cf. [21, 22, 20]).
1.4. Organization of the paper and strategy of the proofs. Although it is easy to predict
the statement in Theorem 1.6 once the effective Hamiltonian at the boundary is exhibited, the
proof of the formula is much more technical. It will follow the steps outlined below:
- In Section 2, we recall the known results related to the one dimensional situation.
- In Section 3, we recall why the first eigenfunctions are localized, in the Agmon sense, near
the boundary (the boundary is a well). As a consequence, we replace the initial problem by a
problem in a thin tubular neighborhood of the boundary. Then the inhomogeneity of the new
operator leads to a rescaling in the normal variable in the Born-Oppenheimer spirit and the
introduction of the effective semiclassical parameter ~ = h
1
4 .
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- In Section 4, we analyze one mini-well problems (i.e. with one point of maximal curvature).
Note that this terminology is the one of [19] where the problem was to analyze miniwells inside
a degenerate well. We briefly recall the WKB constructions of [16] in Subsection 4.2. Then,
we establish optimal Agmon estimates in the tangential direction (see Subsection 4.3).
- In Section 5, we use the tangential estimates to prove that the first eigenfunctions are approx-
imated (in the appropriate weighted space) by the WKB constructions. To do this, we are
essentially led to use the same arguments as in dimension one (with respect to the tangential
variable). Such estimates are closely related to the considerations of [28].
- In Section 6, we analyze the interaction between the mini-wells and establish Theorem 1.6.
- Finally, in Section 7, independently of the tunneling problem, we derive a Weyl asymptotic
formula for the counting function inspired by the considerations of [34, Chapter 13] and related
to the effective HamiltonianMeffh .
2. Robin Laplacians in one dimension
Before starting the proof of our main results, it is convenient to introduce three reference
1D-operators and to determine their spectra. These models naturally arise in our strategy of
dimensional reduction and already appeared in [16].
2.1. On a half line. As simplest model, we start with the operator, acting on L2(R+), defined
by
H0 = −∂2τ (2.1)
with domain
Dom(H0) = {u ∈ H2(R+) : u′(0) = −u(0)} . (2.2)
Note that this operator is associated with the quadratic form
V0 3 u 7→
∫ +∞
0
|u′(τ)|2 dτ − |u(0)|2 ,
with V0 = H1(0,+∞) .
The spectrum of this operator is {−1} ∪ [0,∞). The eigenspace of the eigenvalue −1 is
generated by the L2-normalized function
u0(τ) =
√
2 exp (−τ) . (2.3)
We will also consider this operator in a bounded interval (0, T ) with T sufficiently large and
Dirichlet condition at τ = T .
2.2. On an interval. Let us consider T ≥ 1 and the self-adjoint operator acting on L2(0, T )
and defined by
H{T}0 = −∂2τ , (2.4)
with domain,
Dom(H{T}0 ) = {u ∈ H2(0, T ) : u′(0) = −u(0) and u(T ) = 0} . (2.5)
The spectrum of the operatorH{T}0 is purely discrete and consists of a strictly increasing sequence
of eigenvalues denoted by
(
λn
(
H{T}0
))
n≥1
. This operator is associated with the quadratic form
V
{T}
0 3 u 7→
∫ T
0
|u′(τ)|2 dτ − |u(0)|2 ,
with V {T}0 = {v ∈ H1(0, T ) | v(T ) = 0}.
The next lemma gives the localization of the two first eigenvalues λ1
(
H{T}0
)
and λ2
(
H{T}0
)
for
large values of T .
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Lemma 2.1. As T → +∞, there holds
λ1(H{T}0 ) = −1 + 4
(
1 + o(1)
)
exp
(− 2T ) and λ2(H{T}0 ) ≥ 0 . (2.6)
2.3. In a weighted space. Let B ∈ R, T > 0 such that BT < 13 . Consider the self-adjoint
operator, acting on L2
(
(0, T ); (1−Bτ)dτ) and defined by
H{T}B = −(1−Bτ)−1∂τ (1−Bτ)∂τ = −∂2τ +B(1−Bτ)−1∂τ , (2.7)
with domain
Dom(H{T}B ) = {u ∈ H2(0, T ) : u′(0) = −u(0) and u(T ) = 0} . (2.8)
The operator H{T}B is the Friedrichs extension in L2
(
(0, T ); (1 − Bτ)dτ) associated with the
quadratic form defined for u ∈ V {T}h = H1((0, T )) ∩ {u(T ) = 0}, by
q
{T}
B (u) =
∫ T
0
|u′(τ)|2(1−Bτ) dτ − |u(0)|2 .
The operator H{T}B is with compact resolvent. The strictly increasing sequence of the eigenvalues
of H{T}B is denoted by (λn(H{T}B )n∈N∗ . It is easy to compare the spectra of H{T}B and H{T}0 as B
goes to 0.
Lemma 2.2. There exists T0 > 0 and C such that for all T ≥ T0, for all B ∈ (−1/(3T ), 1/(3T ))
and n ∈ N∗, there holds,∣∣∣λn(H{T}B )− λn(H{T}0 )∣∣∣ ≤ C|B|T( ∣∣λn(H{T}0 )∣∣+ 1) .
Then we notice that, for all T > 0, the family
(
H{T}B
)
B
is analytic for B small enough. In
particular, its first eigenvalue λ1
(
H{T}B
)
and the corresponding positive normalized eigenfunction
u
{T}
B are analytic functions of B.
Lemma 2.3. There exists T0 > 0 such that for all T ≥ T0, the functions (−1/(3T ), 1/(3T )) 3
B 7→ λ1
(
H{T}B
)
and (−1/(3T ), 1/(3T )) 7→ u{T}B are analytic.
Proof. The family
(
H{T}B
)
B∈(−B0,B0)
does not fulfill the conditions for type (B) analytic op-
erators in the sense of Kato since the parameter B appears in the definition of (the norm
of) the ambient Hilbert space. Nevertheless, it becomes so after using the change of function
u = (1 − Bτ)− 12 u˜, since the new Hilbert space becomes L2((0, T ), dτ), the form domain is still
independent of the parameter and the expression of the operator depends on B analytically:
H˜{T}B = −(1−Bτ)−
1
2∂τ (1−Bτ)∂τ (1−Bτ)− 12 = −∂2τ −
B2
4(1−Bτ)2 , (2.9)
with the new Robin condition at 0 given by u˜′(0) =
(−1− B2 ) u˜(0) and u˜(T ) = 0. The price
to pay is that the domain of the operator depends on B through the B-dependent boundary
condition. Note that the associated quadratic form is defined on H1(0, T ) by
q˜
{T}
B (ψ) =
∫ T
0
|∂τψ|2 dτ −
∫ T
0
B2
4(1−Bτ)2 |ψ|
2 dτ −
(
1 +
B
2
)
|ψ(0)|2 . (2.10)

The next proposition states a two-term asymptotic expansion of the eigenvalue λ1(H{T}B ).
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Proposition 2.4. There exists T0 > 0 and C > 0 such that for all T ≥ T0, for all B ∈
(−1/(3T ), 1/(3T )) there holds, ∣∣∣λ1(H{T}B )− (−1−B)∣∣∣ ≤ CB2 .
One will also need a decay estimate of u{T}B that is a classical consequence of Proposition 2.4,
of the fact that the Dirichlet problem on (0, T ) is positive, and of an Agmon estimate.
Proposition 2.5. There exists T0 > 0, α > 0 and C > 0 such that for all T ≥ T0, for all
B ∈ (−1/(3T ), 1/(3T )) there holds,
‖eατu{T}B ‖L2((0,T );(1−Bτ)dτ) ≤ C .
Remark 2.6. We will apply the results of this section with T = Dh−r, r ∈ (0, 12), B = h
1
2κ and
h ∈ (0, h0) for h0 small enough.
3. Reduction to a tubular neighborhood of the boundary
3.1. Agmon estimates. As proved in [16], the eigenfunctions of the initial operator Lh are
localized near the boundary and this localization is quantified by the following theorem:
Theorem 3.1. Let 0 ∈ (0, 1) and α ∈ (0,√0). There exist constants C > 0 and h0 ∈ (0, 1)
such that, for h ∈ (0, h0), if uh is a normalized eigenfunction of Lh with eigenvalue µ ≤ −0h,
then, ∫
Ω
(|uh(x)|2 + h|∇uh(x)|2) exp(2α dist(x,Γ)
h
1
2
)
dx ≤ C .
Hence, this theorem is a quantitative version of the statement that the boundary is a well (in
analogy with the Schrödinger model in [18]) as h→ 0.
3.2. Spectral reduction. We can explicitly derive a reduction near each component of the
boundary. From now on we assume for simplification that the boundary is connected. Given
δ ∈ (0, δ0) (with δ0 > 0 small enough), we introduce the δ-neighborhood of the boundary
Vδ = {x ∈ Ω : dist(x,Γ) < δ} , (3.1)
and the quadratic form, defined on the variational space
Vδ = {u ∈ H1(Vδ) : u(x) = 0 , for all x ∈ Ω such that dist(x,Γ) = δ} ,
by the formula
∀u ∈ Vδ , Q{δ}h (u) =
∫
Vδ
|h∇u|2dx− h 32
∫
Γ
|u|2 ds(x) .
Remark 3.2. In the following we will be led to take δ = Dhρ with ρ ∈ (0, 14]. We will choose
- either ρ < 14 with D = 1,
- or ρ = 14 and D > S where S is defined in (1.5) in order that the error term in (3.2) is smaller
than the tunneling effect, we want to measure.
Let us denote by µ{δ}n (h) the n-th eigenvalue of the corresponding operator L{δ}h . It is then
standard (cf. [18]) to deduce from the Agmon estimates in Theorem 3.1 the following proposition.
Proposition 3.3. Let 0 ∈ (0, 1) and α ∈ (0,√0).There exist constants C > 0, h0 ∈ (0, 1) such
that, for all h ∈ (0, h0), δ ∈ (0, δ0), n ≥ 1 such that µn(h) ≤ −0h,
µn(h) ≤ µ{δ}n (h) ≤ µn(h) + C exp
(
−αδh− 12
)
. (3.2)
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Figure 1. Illustration of the boundary coordinates (s, t) for the point x. Note
that for t = 0 and s→ −L, the point x approaches the boundary point s = L.
3.3. Boundary coordinates. Thanks to Proposition 3.3, we can now work with the operator
L{δ}h , with the choice of δ made in Remark 3.2. Since the functions of its domain are supported
near Γ we will use the canonical tubular coordinates (s, t) where s is the arc-length and t the
distance to the boundary. We recall some elementary properties of these coordinates. Let
(R/2LZ) 3 s 7→M(s) ∈ Γ (3.3)
be a parametrization of Γ (and thus we will always work with 2L-periodic functions sometimes
restricted to the interval (−L,L]). The unit tangent vector of Γ at the point M(s) of the
boundary is given by
T (s) := M ′(s).
We define the curvature κ(s) by the following identity
T ′(s) = κ(s) ν(s),
where ν(s) is the unit vector, normal to the boundary, pointing outward at the point M(s). We
choose the orientation of the parametrization M to be counter-clockwise, so
det(T (s), ν(s)) = 1, ∀s ∈ (R/2LZ) .
We introduce the change of coordinates
Φ : (R/2LZ)× (0, t0) 3 (s, t) 7→ x = M(s)− t ν(s) ∈ Vδ0 . (3.4)
The determinant of the Jacobian of Φ is given by
a(s, t) = 1− tκ(s). (3.5)
In the case of symmetry, we choose as origin of the parametrization the point p0 defined as
follows
{p0 = (x0, y0), p¯0 = (x¯0, y¯0)} = Γ ∩ {x = 0} and y0 > y¯0 ,
i.e. we suppose that s(p0) = 0 and s(p¯0) = L. This is illustrated in Figure 1.
3.4. The operator in a tubular neighborhood. We can now express the operator in these
new coordinates. To indicate that we work in the coordinates (s, t), we put tildes on the functions.
For all u ∈ L2(Vδ0), we define the pull-back function
u˜(s, t) := u(Φ(s, t)). (3.6)
For all u ∈ H1(Vδ0), we have∫
Vδ0
|u|2dx =
∫
|u˜(s, t)|2(1− tκ(s)) dsdt , (3.7)
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Vδ0
|∇u|2dx =
∫ [
(1− tκ(s))−2|∂su˜|2 + |∂tu˜|2
]
(1− tκ(s)) dsdt . (3.8)
The operator L{δ}h is expressed in (s, t) coordinates as
L{δ}h = −h2a−1∂s(a−1∂s)− h2a−1∂t(a∂t) ,
acting on L2(adsdt). In these coordinates, the Robin condition becomes
h2∂tu = −h 32u on t = 0 .
We introduce, for δ ∈ (0, δ0),
V˜δ = {(s, t) : s ∈]− L,L] and 0 < t < δ} ,
V˜δ = {u ∈ H1(V˜δ) : u(s, δ) = 0} ,
D˜δ = {u ∈ H2(V˜δ) ∩ V˜δ : ∂tu(s, 0) = −h−
1
2u(s, 0)} ,
Q˜{δ}h (u) =
∫
V˜δ
(
a−2|h∂su|2 + |h∂tu|2
)
a dsdt− h 32
∫
|u(s, 0)|2 ds ,
L˜{δ}h = −h2a−1∂s(a−1∂s)− h2a−1∂t(a∂t) .
(3.9)
We now take
δ = Dhρ , (3.10)
and write simply L˜h for L˜{δ}h . The operator L˜h with domain D˜ is the self-adjoint operator defined
via the closed quadratic form V˜ρ 3 u 7→ Q˜h(u) by Friedrich’s theorem.
3.5. The rescaled operator. In order to perform the analysis and to compare with existing
strategies, it will be convenient to work with a rescaled version of L˜h. We introduce the rescaling
(σ, τ) = (s, h−
1
2 t) ,
the new semiclassical parameter ~ = h
1
4 and the new weight
â(σ, τ) = 1− h 12 τκ(σ) . (3.11)
We consider rather the operator
L̂~ = h−1L˜h , (3.12)
acting on L2(â dσdτ) and expressed in the coordinates (σ, τ). As in (3.9), we let
V̂T = {(σ, τ) : σ ∈]− L,L] and 0 < τ < T} ,
V̂T = {u ∈ H1(V̂T ) : u(σ, T ) = 0} ,
D̂T = {u ∈ H2(V̂T ) ∩ V̂T : ∂τu(σ, 0) = −u(σ, 0)} ,
Q̂T~ (u) =
∫
V̂T
(
â−2~4|∂σu|2 + |∂τu|2
)
â dσdτ −
∫ L
−L
|u(σ, 0)|2 dσ ,
L̂T~ = −~4 â−1∂σ â−1∂σ − â−1∂τ â∂τ .
(3.13)
Remark 3.4. We then specify the analysis for
T = h−
1
2 δ = Dhρ−
1
2
and omit the reference to T .
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4. Simple mini-well
This section is devoted to the analysis of the eigenfunctions when the curvature has a unique
non degenerate maximum (i.e. Assumptions 1.1 and 1.2 with M = 1). We will investigate both
the WKB constructions and the accurate approximation of the eigenfunctions in such a situation.
For that purpose, we will constantly work with the operator L̂ω defined in the sequel.
4.1. Definition of the simple mini-well operator. Let ω be an (open) interval in the circle
of length 2L identified with the interval (−L,L]. We can view ω as a (curved) segment in the
boundary of Ω by means of the parametrization in (3.3). The operator L̂Tω,~ = L̂ω is defined as
follows. We assume that ω contains a unique point sω of maximum curvature (i.e. κ(sω) = κmax)
that is non degenerate. The form domain V̂ω and the domain D̂ω of this operator are defined as
follows,
V̂ω = ω × (0, T ) ,
V̂ω = {u ∈ H1(V̂ω) : u = 0 on τ = T and ∂ω × (0, T )} ,
D̂ω = {u ∈ H2(V̂ω) ∩ V̂ω : ∂τu = −u on τ = 0} .
(4.1)
The operator L̂ω is the self-adjoint operator on L2(V̂ω; â dσdτ) with domain D̂ω and
L̂ω = −~4 â−1(∂σâ−1)∂σ − â−1(∂τ â)∂τ . (4.2)
We denote by µω(~) its lowest eigenvalue.
Definition 4.1. The corresponding positive and L2-normalized eigenfunction is denoted by φ~,ω.
Let µ2,ω(~) be the second eigenvalue of the operator L̂ω. The analysis in [16] yields that, for
~ small, µω(~) is a simple eigenvalue and
µ2,ω(~)− µω(~) = 3γ ~7/4 + ~7/4o(1) as ~→ 0+ , (4.3)
where γ =
√
−κ′′(sω)
2 .
4.2. Reminder of the WKB constructions.
4.2.1. Statements. In this section, we recall the WKB construction of [16] in the spirit of the
paper by Bonnaillie-Noël–Hérau–Raymond [1] (see also the classical references about the Born-
Oppenheimer approximation [3, 26, 28]).
Proposition 4.2. There exists a sequence of smooth functions (aj) such that the following holds.
We consider the formal series (or a smooth realization constructed by a Borel procedure)
Ψ~,ω(σ, τ) ∼ ~−
1
4 e−Φω(σ)/~
∑
j≥0
~jaj(σ, τ) , (4.4)
where
i) Φω is the Agmon distance to the well at σ = sω of the effective potential
v(σ) = κmax − κ(σ)
and defined by the formula
Φω(σ) =
∫
[sω ,σ]
√
v(σ˜) dσ˜ ,
ii) a0 is in the form a0(σ, τ) = ξ0,ω(σ)u0(τ) where
u0(τ) =
√
2e−τ ,
and
ξ0,ω(σ) = ξ0(σ) =
(γ
pi
) 1
4
exp
(
−
∫ σ
sω
Φω
′′ − γ
2Φω ′
dσ˜
)
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is the solution of the transport equation of the effective Hamiltonian
Φ′ω∂σξ0 + ∂σ(Φ
′
ωξ0) = γξ0 , with γ =
√
−κ′′(sω)
2
.
iii) For j ≥ 1, aj(σ, τ) is a linear combination of functions of the form
fj,k(σ)gj,k(τ) , fj,k ∈ C∞
(
ω
)
and gj,k ∈ S(R+) .
iv) The formal series Ψ~,ω satisfies
eΦω/~
(
L̂ω − µ
)
Ψ~,ω = O(~∞) ,
where µ is an asymptotic series in the form
µ ∼ −1− κmax~2 + γ~3 +
∑
j≥4
µj~j . (4.5)
This series is the Taylor series of the first eigenvalue µω(~).
In the previous proposition, we have used the following notation.
Notation 4.3. We write a(σ, τ ; ~) ∼
~→0
∑
j≥0 aj(σ, τ)~j when for all J ≥ 0, α ∈ N2 and all
compact K ⊂ ω ×R+, there exist ~J,α,K > 0 and CJ,α,K > 0 such that for all ~ ∈ (0, ~J,α,K), we
have, on K, ∣∣∣∂α(a(σ, τ ; ~)− J∑
j=0
aj(σ, τ)~j
)∣∣∣ ≤ CJ,α,K~J+1 .
We also write a = O(~∞) when all the coefficients in the series are zero.
Remark 4.4. In the sequel, it will be convenient to work with a truncated version of Ψ~,ω. Let
ωˇ be an open interval such that sω ∈ ωˇ ⊂ ωˇ ⊂ ω and
ψ~,ω,ωˇ(σ, τ) = χωˇ(σ)χ(T
−1τ)Ψ~,ω(σ, τ) , (4.6)
where
i) χ is a smooth function cut-off function with compact support being 1 near 0 ;
ii) χωˇ ∈ C∞c (ω) is a smooth cut of function satisfying 0 ≤ χωˇ ≤ 1 and χωˇ = 1 on ωˇ.
The truncated function ψ~,ωˇ satisfies
eΦω/~
(
L̂ω − µ
)
ψ~,ω,ωˇ = O(~∞) , in L2(V̂ωˇ) ,
∀ j ∈ {1, 2} , eΦω/~∂jτ
(
L̂ω − µ
)
ψ~,ω,ωˇ = O(~∞) , in L2(V̂ωˇ) .
In the sequel we will use that ωˇ and ω can be chosen as large as we want, as soon as ω only
contains one mini-well and ωˇ satisfies the above condition.
4.2.2. Proof. Let us just explain the main steps in the proof of Proposition 4.2. Thanks to a
formal Taylor expansion, we find the following expansion of the operator L̂~,
L̂~ ∼ −∂2τ − ~4∂2σ + 2~6τκ(σ)∂2σ + ~2κ(σ)∂τ + ~6τκ′(σ)∂σ
−
∞∑
j=1
cj~2j+4τ j(κ(σ))j∂2σ +
∞∑
j=1
~2j+2τ j(κ(σ))j+1∂τ − κ′(σ)
∞∑
j=1
~2j+6djτ j(κ(σ))j∂σ .
We introduce the (formal) conjugate operator
L̂ϑ~ := exp
(
ϑ(σ)
~
)
L̂h exp
(
−ϑ(σ)
~
)
,
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and write (
L̂ϑ~ − µ
)(∑
`
a`(σ, τ)~`
)
∼ 0 . (4.7)
We (formally) expand the operator L̂ϑ~ as follows
L̂ϑ~ ∼
∞∑
`=0
Qϑ` ~` , (4.8)
with in particular
Qϑ0 = −∂2τ ,
Qϑ1 = 0 ,
Qϑ2 = κ(σ)∂τ − ϑ′(σ)2 ,
Qϑ3 = 2ϑ
′(σ)∂σ + ϑ′′(σ) ,
Qϑ4 = −∂2σ + c3τ3κ(σ)3 + τ3(κ(σ))4∂τ .
We then rearrange all the terms in (4.7) in the form of power series in ~ and select ϑ, a`(σ, τ)
and µ` by expressing the cancellation of each term of the formal series. The vanishing of the
coefficient of ~0 yields the equation,
(Qϑ0 − µ0)a0(σ, τ) = 0 .
We have Qϑ0 = Id⊗H0 on L2(Rσ ×R+,τ ). This leads us naturally (considering the operator H0
introduced in (2.1)) to the choice
µ0 = −1 and a0(σ, τ) = ξ0(σ)u0(τ) .
Since Qϑ1 = 0, the vanishing of the coefficient of ~1 in (4.8) yields
(Qϑ0 − µ0)a1(σ, τ)− µ1a1(σ, τ) = 0 .
This leads us to the natural choice µ1 = 0 and
a1(σ, τ) = ξ1(σ)u0(τ) .
We look at the coefficient of ~2 and obtain
(Qϑ0 − µ0)a2 + (Qϑ2 − µ2)a0 = 0 .
Remembering that µ0 = −1 and a0(σ, τ) = ξ0(σ)u0(τ), we get
(Qϑ0 + 1)a2 = −u0(τ)(κ(σ)− ϑ′(σ)2 − µ2)ξ0(σ) .
By using the Fredholm condition with respect to τ , we get the eikonal equation
− κ(σ)− ϑ′(σ)2 − µ2 = 0 . (4.9)
Consequently, we take µ2 = −κ(sω) and get ϑ′(sω) = 0 and we consider the solution such that
ϑ′′(sω) > 0. This gives
ϑ′′(sω) =
√
−κ′′(sω)
2
, (4.10)
and
ϑ(σ) =
∫
[sω ,σ]
√
κmax − κ(σ˜) dσ˜ = Φω(σ) , (4.11)
where [sω, σ] is the segment joining sω and σ counter-clockwise (the integral may also be under-
stood as the Lebesgue integral on a measurable set, independently from the representation of
the set).
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We deduce that a2 is in the form
a2(σ, τ) = ξ2(σ)u0(τ) .
Now we look at the coefficient of ~3 in (4.8). This yields
(Qϑ0 + 1)a3 + (Q
ϑ
2 − µ2)a1 + (Qϑ3 − µ3)a0 = 0 .
Using (4.9), we see that the term (Qϑ2 − µ2)a1 vanishes and thus we get
(Qϑ0 + 1)a3 = −(Qϑ3 − µ3)a0 .
For each fixed σ, the Fredholm condition implies that
〈(Qϑ3 − µ3)a0, u0〉L2(R+,τ ) = 0 ,
that is
2ϑ′(σ)ξ′0(σ) + (ϑ
′′(σ)− µ3)ξ0(σ) = 0 . (4.12)
Since we look for smooth solutions at sω and for the smallest possible µ3, the linearization at
σ = sω leads to
µ3 =
√
−κ′′(sω)
2
= γ .
We can determine ξ0 by solving (4.12) in a neighborhood of σ = sω and find
ξ0(σ) =
(γ
pi
) 1
4
exp
(
−
∫ σ
sω
ϑ′′ − γ
2ϑ′
dσ˜
)
.
where the constant is chosen to get a L2-normalized quasimode (modulo ~). Then, we are led to
choose
a3(σ, τ) = ξ3(σ)u0(τ) .
This construction may be continued at any order.
4.3. Tangential Agmon’s estimates. In this subsection, we derive Agmon’s estimates for the
eigenfunctions of the operator L̂ω with domain D̂ω and form domain V̂ω introduced in (4.1).
Let us start with the following elementary lemma that is related to the Born-Oppenheimer
approximation.
Lemma 4.5. There exist constants C > 0 and ~0 ∈ (0, 1) such that, for all ~ ∈ (0, ~0) and
u ∈ V̂ω,
Q̂ω(u) ≥
∫
V̂ω
â−2~4|∂σu|2 â dσdτ +
∫
V̂ω
(−1− κmax~2 + ~2v(σ)− C~4) |u|2 â dσdτ .
Proof. Using (3.13), we have
Q̂ω(u) =
∫ L
−L
∫ T
0
(
â−2~4|∂σu|2 + |∂τu|2
)
â dτdσ −
∫ L
−L
|u(σ, 0)|2 dσ (4.13)
Recall the operator in H{T}B in (2.7). By a simple scaling argument and the min-max principle,
we have∫ T
0
|∂τu|2 âdτ − |u(σ, 0)|2 ≥ λ1(H{T}B )
∫ T
0
|u|2 âdτ , T = hρ− 12 , B = h 12κ(σ) . (4.14)
Thanks to Proposition 2.4, we deduce the lower bound since v = κmax − κ. 
From Lemma 4.5, we may deduce some accurate tangential Agmon estimates satisfied by φ~,ω.
We will often use the following notation.
Notation 4.6. For % ∈ (0, L), we let
Bω(%) = (−%+ sω, %+ sω) and B̂ω(%) = Bω(%)× (0, T ) .
Let us first state a proposition that will be convenient in the sequel.
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Proposition 4.7. Suppose that T = Dh−
1
4 and D > S. Let Φ be a Lipschitzian function that is
a subsolution of the eikonal equation:
v(σ)− |Φ′(σ)|2 ≥ 0 , ∀σ ∈ ω ,
and let us assume that there exist a non decreasing function R+ 3 R 7→ M(R) ∈ R+ tending to
+∞ as R→ +∞, a positive constant ~0 such that, for all ~ ∈ (0, ~0), and R > 0,
v(σ)− |Φ′(σ)|2 ≥M(R)~ , ∀σ ∈ ω ∩ {Bω(R~ 12 ) ,
|Φ(σ)| ≤M(R)~ , ∀σ ∈ Bω(R~ 12 ) .
Then, there exist R0, C > 0 and ~˜0 ∈ (0, ~0) such that the following holds. For all R ≥ R0,
C0 ∈ (0, M(R)2 ), ~ ∈ (0, ~˜0), z ∈ [−1− κmax~2,−1− κmax~2 + C0~3], u ∈ D̂ω,
~3‖eΦ/~u‖
L2(V̂ω) ≤ C‖e
Φ/~
(
L̂ω − z
)
u‖
L2(V̂ω) + C~
3‖u‖
L2(V̂ω∩Bˆω(R~
1
2 ))
, (4.15)
and
~4‖∂σ(eΦ/~u)‖2L2(V̂ω) ≤ C~
−3‖eΦ/~
(
L̂ω − z
)
u‖2
L2(V̂ω) + C~
3‖u‖2
L2(V̂ω∩Bˆω(R~
1
2 ))
. (4.16)
Proof. By the usual Agmon formula, we get
〈L̂ωu, e2Φ/~u〉 = Q̂ω(eΦ/~u)− ~2
∫
V̂ω
â−2|Φ′|2e2Φ/~|u|2 â dσdτ .
By Lemma 4.5, we deduce
〈L̂ωu, e2Φ/~u〉 ≥
∫
V̂ω
â−2~4|∂σ(eΦ/~u)|2 â dσdτ
+
∫
V̂ω
(−1− κmax~2 + ~2(v− â−2|Φ′|2)− C~4) |eΦ/~u|2 â dσdτ .
Note that, for all (σ, τ) ∈ V̂ω, |~2κ(σ)τ | ≤ D~4ρ|κ|∞. Thus there exists D˜, ~˜0 > 0 (depending
only on ρ, D and |κ|∞) such that, for all ~ ∈ (0, ~˜0) and (σ, τ) ∈ V̂ω,∣∣â−2 − 1∣∣ ≤ D˜~4ρ .
This leads to choose
ρ =
1
4
and to the lower bound
〈(L̂ω − z)u, e2Φ/~u〉 ≥
∫
V̂ω
â−2~4|∂σ(eΦ/~u)|2 â dσdτ
+
∫
V̂ω
(
−1− κmax~2 + ~2(v− |Φ′|2)− C˜~3 − z
)
|eΦ/~u|2 â dσdτ ,
for some given constant C˜ > 0 independent of R.
Using the assumption on z, we deduce that∫
V̂ω
â−2~4|∂σ(eΦ/~u)|2 â dσdτ +
∫
V̂ω
(
~2(v− |Φ′|2)− C˜~3 − M(R)
2
~3
)
|eΦ/~u|2 â dσdτ
≤ ‖eΦ/~u(L̂ω − z)u‖‖eΦ/~u‖ .
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Now we use the assumption on the function Φ and obtain∫
V̂ω
â−2~4|∂σ(eΦ/~u)|2 â dσdτ +
(
M(R)
2
− C˜
)∫
V̂ω\Bˆω(R~1/2)
~3|eΦ/~u|2 â dσdτ
≤ ‖eΦ/~(L̂ω − z)u‖‖eΦ/~u‖+ C˜~3
∫
V̂ω∩Bˆω(R~1/2)
|eΦ/~u|2âdσdτ .
We choose R0 > 0 such that
M(R0)
2 −C˜ > 0. For all R ≥ R0, we have M(R)2 −C˜ ≥ M(R0)2 −C˜ > 0.
Thus, by the Cauchy-Schwarz inequality and the assumption on the function Φ,∫
V̂ω
â−2~4|∂σ(eΦ/~u)|2 âdσdτ + 1
2
(
M(R0)
2
− C˜
)
~3‖eΦ/~u‖2
≤ C~−3‖eΦ/~(L̂ω − z)u‖2 + C~3‖u‖2
L2(V̂ω∩Bˆω(R~
1
2 ))
. (4.17)
From (4.17), we get(
M(R0)
2
− C˜
) 1
2
~
3
2 ‖eΦ/~u‖ ≤ C~− 32 ‖eΦ/~(L̂ω − z)u‖+ C~ 32 ‖u‖
L2(V̂ω∩Bˆω(R~
1
2 ))
,
and we deduce (4.15). The estimate (4.16) directly comes from (4.17). 
Remark 4.8. If we apply Proposition 4.7 to the eigenpair (φω,~, µω(~)), we get
‖eΦ/~φω,~‖L2(V̂ω) ≤ C ‖φω,~‖L2(V̂ω) ,
(as soon as M is large enough, to insure that µω(~) belongs to the energy window). Note also
that these estimates are weighted estimates in H1σ(ω,L2τ (0, T )).
Let us gather some possible choices for Φ in the following proposition (see [4, Chapter 6] or
[2, Proposition 2.4 and Lemma 2.5] for a detailed proof).
Proposition 4.9. Let c0 > 0 such that
v(σ) ≥ c0(σ − sω)2 and Φω(σ) ≥ c0(σ − sω)2, ∀σ ∈ ω . (4.18)
Possible choices of Φ satisfying the assumptions in Proposition 4.7 are:
(a) for α ∈ (0, 1), the rough weight
Φ =
√
1− αΦω
with R > 0 and M = c0αR2 ;
(b) for N ∈ N∗ and ~ ∈ (0, 1), the accurate weight
Φ˜ω,N,~ = Φω −N~ ln
(
max
(
Φω
~
, N
))
,
with R =
√
N
c0
and M = N infω vΦω ;
(c) for α ∈ (0, 1), ωˇ as above, N ∈ N∗ and ~ ∈ (0, 1), the intermediate weight
Φˆω,ωˇ,N,~(σ) = min
{
Φ˜ω,N,~(σ),
√
1− α inf
t∈suppχ′ωˇ
(
Φω(t) +
∫
[σ,t]
√
v(σ˜) dσ˜
)}
, (4.19)
with R =
√
N
c0
and M = N min
(
α, infω
V
Φω
)
, where we recall that χ′ˇω is supported near ∂ω
if ωˇ is large enough.
Moreover, the weight Φˆω,ωˇ,N,~ satisfies the following. Let K be a compact with K ⊂ {χωˇ = 1}.
For all N ∈ N∗, there exists α0 such that for all 0 < α < α0, there exist ~0 > 0 and R > 0 such
that, for all ~ ∈ (0, ~0), we have
(i) Φˆω,ωˇ,N,~ ≤ Φω on ω,
(ii) Φˆω,ωˇ,N,~ = Φ˜ω,N,~ on K,
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(iii) Φˆω,ωˇ,N,~ =
√
1− αΦω on suppχ′ˇω (cf. Remark 4.4).
Remark 4.10. We now assume ρ = 14 and D > S.
5. WKB approximation in the simple mini-well case
The aim of this section is to approximate the true eigenfunction φ~,ω by the WKB function
Ψ~,ω defined in (4.4), or equivalently by ψ~,ωˇ defined in (4.6).
5.1. Main result. Let us introduce the orthogonal projection on the space spanned by φ~,ω:
Πωψ = 〈ψ, φ~,ω〉φ~,ω .
Recall that χ ∈ C∞c ([0,∞)) denotes a cutt-off function which is equal to 1 near 0.
Proposition 5.1. Let K be a compact set in ω. There holds
eΦω/~(Ψ\~,ω −ΠωΨ\~,ω) =O(~∞) , (5.1)
eΦω/~∂σ(Ψ
\
~,ω −ΠωΨ\~,ω) =O(~∞) , (5.2)
in C(K;L2(0, T )) and where we have let Ψ\~,ω = χ(T−1τ)Ψ~,ω.
We split the proof into four steps inspired by the presentation of [2]. We choose ωˇ so that
K ⊂ {χωˇ = 1}. Then, it is sufficient (see Remark 4.4) to prove that
eΦω/~(ψ~,ωˇ −Πωψ~,ωˇ) =O(~∞) , (5.3)
eΦω/~∂σ(ψ~,ωˇ −Πωψ~,ωˇ) =O(~∞) , (5.4)
in C(K;L2(0, T )).
5.2. Estimating the L2-norm. Recall the definition of the domain V̂ω in (4.1). Let
u = ψ~,ωˇ −Πωψ~,ωˇ . (5.5)
Since u is orthogonal to the eigenfunction φ~,ω, then by the min-max principle,(
µ2,ω(~)− µω(~)
)‖u‖2
L2(V̂ω) ≤
∥∥∥(L̂ω − µω(~))u∥∥∥2
L2(V̂ω)
=
∥∥∥(L̂ω − µω(~))ψ~,ωˇ∥∥∥2
L2(V̂ω)
.
Using the estimate of the µ2,ω(~)−µω(~) in (4.3), the expansion of µω(~) in (4.5) and the result
in Proposition 4.2, we get
‖u‖
L2(V̂ω) = O(~
∞) . (5.6)
5.3. Estimating
(L̂ω − µω(~))ψ~,ωˇ. Here we will prove that,∥∥∥eΦˆω,ωˇ,N,~/~(L̂ω − µω(~))ψ~,ωˇ∥∥∥
L2(V̂ω)
= O(~∞) . (5.7)
In view of the definition of the function ψ~,ωˇ in Proposition 4.2, we write,
eΦˆω,ωˇ,N,~/~
(L̂ω − µω(~))ψ~,ωˇ
= eΦˆω,ωˇ,N,~/~χωˇ(σ)χ(T
−1τ)
(L̂ω − µω(~))Ψ~,ω
+ eΦˆω,ωˇ,N,~
(
χωˇ(σ)[L̂ω, χ(T−1τ)] + χ(T−1τ)[L̂ω, χωˇ(σ)]
)
Ψ~,ω ,
(5.8)
where [·, ·] denotes the commutator.
Then we have
eΦˆω,ωˇ,N,~/~
(L̂ω − µω(~))ψ~,ωˇ = e(Φˆω,ωˇ,N,~−Φω)/~O(~∞)
+ e(Φˆω,ωˇ,N,~−Φω)/~
(
χωˇ(σ)[L̂ω, χ(T−1τ)]
)
eΦω/~Ψ~,ω + e
(Φˆω,ωˇ,N,~−Φω)/~OL∞(suppχ′ωˇ)(1) . (5.9)
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Here the notation OL∞(suppχ′ωˇ)(1) means that the function is supported on suppχ′ˇω and that it
is uniformly bounded when ~ goes to 0. By Proposition 4.9, 0 < e(Φˆω,ωˇ,N,~−Φω)/~ ≤ 1 in ω and
for α ∈ (0, 1),
Φˆω,ωˇ,N,~ − Φω ≤ −(1−
√
1− α)Φω
in suppχ′ˇω. Now, (5.7) becomes a consequence of (5.9) and Proposition 4.2 thanks to support
considerations.
5.4. Proof of (5.3). Let us apply Proposition 4.7 with the following choices: u as in (5.5),
z = µω(~) and Φ = Φˆω,ωˇ,N,~. We have
‖eΦˆω,ωˇ,N,~/~u‖
L2(V̂ω) + ‖∂σe
Φˆω,ωˇ,N,~/~u‖
L2(V̂ω)
≤ C~−7‖eΦˆω,ωˇ,N,~/~(L̂ω − µω(~))u‖L2(V̂ω) + C~
−1‖u‖
L2(V̂ω) .
In light of (5.6) and (5.7), we deduce that,
‖eΦˆω,ωˇ,N,~/~u‖
L2(V̂ω) + ‖∂σe
Φˆω,ωˇ,N,~/~u‖
L2(V̂ω) = O(~
∞) . (5.10)
By Proposition 4.9, we have
Φˆω,ωˇ,N,~ = Φ˜ω,N,~ in K , and e
(Φω−Φ˜ω,N,~)/~ = O(~−N ) in L∞(K) .
In that way, we get the following estimate,
‖eΦω/~u‖L2(Kˆ) + ‖∂σeΦω/~u‖L2(Kˆ) = O(~∞) , (5.11)
where
Kˆ = K × (0, T ) .
We may rewrite this estimate in the form,
‖eΦω/~u‖L2(K;L2(0,T )) + ‖∂σeΦω/~u‖L2(K;L2(0,T )) = O(~∞) , (5.12)
which in turn yields (5.3) in C(K;L2(0, T )) (cf. [6, Thm. 2; p. 302]).
5.5. Proof of (5.4).
Let (cf. (5.5)) )
v := ∂τu = ∂τ (ψ~,ωˇ −Πωψ~,ωˇ)
and
w := ∂τv = ∂
2
τu .
We apply Proposition 4.7 to obtain,
‖eΦˆω,ωˇ,N,~/~v‖ ≤ C~−3‖eΦˆω,ωˇ,N,~/~(Lω − µω(~))v‖+ C‖v‖ (5.13)
and
‖eΦˆω,ωˇ,N,~/~w‖ ≤ C~−3‖eΦˆω,ωˇ,N,~/~(Lω − µω(~))w‖+ C‖w‖ . (5.14)
In light of the two identities(Lω − µω(~))v = ∂τ(Lω − µω(~))u = ∂τ(Lω − µω(~))ψ~,ωˇ
and (Lω − µω(~))v = ∂2τ (Lω − µω(~))ψ~,ωˇ ,
we get by Proposition 4.2,
eΦω/~
(Lω − µω(~))v = O(~∞) and eΦω/~(Lω − µω(~))w = O(~∞) , (5.15)
in L2(V̂ω).
By Step 1, Proposition 4.2 and Remark 4.4,(L̂ω − µω(~))u = O(~∞) in L2(V̂ω) .
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By (5.6), we get further
L̂ωu = O(~∞) in L2(V̂ω) .
Multiplying by u and integrating by parts yields,∫
V̂ω
(|∂τu|2 + ~4â−2|∂σu|2)â dτdσ − ∫
ω
|u(σ, 0)|2 dσ = O(~∞) .
Note that the lowest eigenvalue of the operator −∂2τ in L2(R+) with boundary condition
w′(0) = −2w(0) is equal to −4. Then we get
â ≥ 1
2
and
∫
V̂ω
|∂τu|2dτdσ − 2
∫
ω
|u(σ, 0)|2 dσ ≥ −4
∫
V̂ω
|u|2dτdσ ,
and we deduce
1
2
∫
V̂ω
|∂τu|2â dτdσ ≤ O(~∞) + 4‖u‖2L2(V̂ω) = O(~
∞) .
In a similar way, using
(Lω − µω(~))v = O(h∞) (cf. (5.15)), we get,
1
2
∫
V̂ω
|∂τv|2 â dτdσ ≤ O(~∞) + 4‖v‖2L2(V̂ω) .
Thus, we have the following two important estimates:
‖v‖ = O(~∞) and ‖w‖ = O(~∞) .
This and the estimates in (5.15) allow us to repeat the argument in Step 2 to obtain
‖eΦˆω,ωˇ,N,~/~(Lω − µω(~))v‖ = O(~∞) and ‖eΦˆω,ωˇ,N,~/~(Lω − µω(~))w‖ = O(~∞) .
Now, (5.13) yields
‖eΦˆω,ωˇ,N,~/~∂τu‖ = O(~∞) and ‖eΦˆω,ωˇ,N,~/~∂2τu‖ = O(~∞) .
As done in Step 3, the properties of the function Φˆω,ωˆ,N,~ yield
‖eΦω/~∂τu‖ = O(~∞) and ‖eΦω/~∂2τu‖ = O(~∞) in L2(K̂) . (5.16)
Since |Φ′ω| is bounded independently of ~, then we infer from (5.11)
eΦω/~∂σu = O(~∞) in L2(K̂) . (5.17)
We recall that we have
eΦω/~
(Lω − µω(~))u = O(~∞) , in L2(K̂) .
Then, we use the estimates (5.16), (5.17) and 5.12 to deduce
eΦω/~∂2σu = O(~∞) in L2(K̂) .
Since |Φ′ω| = O(1), we get further
∂σ
(
eΦω/~∂σu
)
= O(~∞) in L2(K̂) .
This estimate and (5.11) yield the estimate in (5.4).
6. Double mini-wells and interaction matrix
In this section, we come back to the study of the double mini-wells operator L̂~.
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6.1. Right and left operators. We introduce the operators corresponding to the left and right
wells. Recall that we identify the boundary Γ = Γ with the interval (−L,L] and the orientation
is chosen counter-clockwise. By Assumption 1.3, we know that
{σ ∈ (−L,L) : κ(σ) = κmax} = {−s0, s0}
where s0 ∈ (0, L). We introduce the two (mini-)wells
s` = s0 and sr = −s0 , (6.1)
and this is consistent with the counter-clockwise orientation of the boundary.
Let us consider η such that
0 < η <
1
2
min
(
s`, L− s`
)
=
1
2
min
(
− sr,−L+ sr
)
.
We introduce the two intervals (in Γ)
ω` = {σ ∈ (−L,L] : |σ − sr| > η} and ωr = {σ ∈ (−L,L] : |σ − s`| > η} . (6.2)
We will apply the results in Section 4 with the interval ω being ω` or ωr. The assumption on η
ensures that the left and right intervals ω` and ωr have the same length 2L− 2η and are related
by the simple transformation σ 7→ −σ.
Let us introduce the two sets
ωˆ` = ω` × (0, T ) , ωˆr = ωr × (0, T ) ,
and the unitary transform U defined by
Uf(σ, τ) = f(−σ, τ) .
This transform goes from L2(ωˆ`) to L2(ωˆr). Due to the symmetry assumption (cf. Assump-
tion 1.3), we notice that
L̂` = U L̂rU−1 .
Thus these operators have the same spectrum and we may denote by µ(~) their common lowest
eigenvalue, i.e.
µ(~) = µ`(~) = µr(~) . (6.3)
The eigenfunctions of L̂` may be deduced from the ones of L̂r. In particular,
φ~,` = Uφ~,r . (6.4)
In Remark 4.4, we choose ωˇ as
ωˇ` = {σ : |σ − sr| > 2η} or ωˇr = {σ : |σ − s`| > 2η} .
As a consequence, we get the two cut-off functions
χ` = χωˇ` and χr = χωˇr
that are equal to 1 in ωˇ` and ωˇr respectively.
Proposition 5.1 yields, for every compact set K ⊂ ωˇ`,
eΦ`/~(Ψ\~,` −Π`Ψ\~,`) =O(~∞) , (6.5)
eΦ`/~∂σ(Ψ
\
~,` −Π`Ψ\~,`) =O(~∞) , (6.6)
in C(K;L2(0, T )). Here
Π`ψ = 〈ψ, φ~,`〉φ~,` and Φ`(σ) = Φr(−σ) =
∫
[s`,σ]
√
κmax − κ(σ˜) dσ˜ .
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Figure 2. Illustration of the integral over a segment. In this case, we have∫
[a,b] =
∫ b
a and
∫
[c,a] =
∫ L
c +
∫ a
−L.
6.2. Estimates of Agmon. We introduce the global weight
Φ = min (Φr,Φ`) ,
where
Φr(σ) =
∫
[sr,σ]
√
v(σ˜) dσ˜ , ∀σ ∈ ωr , Φ`(σ) =
∫
[s`,σ]
√
v(σ˜) dσ˜ , ∀σ ∈ ω` .
We stress one more time that the integration over the segment [σ1, σ2] means the line integral
along the boundary Γ from the point σ1 to the point σ2 in the counterclockwise direction, see
Figure 2.
In particular, we have
|Φ′(σ)|2 = v(σ) .
Let us define
Su = Φr(s`) , Sd = Φ`(sr) and S = min(Su,Sd) . (6.7)
Note that, on the “upper part”, Φr +Φ` = Su and on the “lower part” Φr +Φ` = Sd. In particular,
we have
Φr + Φ` ≥ S . (6.8)
The following proposition may be established by using the same estimates as in the proof of
Proposition 4.7.
Proposition 6.1. For all α ∈ (0, 1), for all C0 > 0, there exist positive constants ~0, A, c, C
such that, for all ~ ∈ (0, ~0), z ∈ [−1− κmax~2,−1− κmax~2 + C0~3], u ∈ D̂,
c~3‖e
√
1−αΦ/~u‖L2 ≤ ‖e
√
1−αΦ/~
(
L̂~ − z
)
u‖L2 + C~3‖u‖L2(B̂(A~ 12 )) ,
and
~4‖∂σ(e
√
1−αΦ/~u)‖2L2 ≤ C~−3‖e
√
1−αΦ/~
(
L̂~ − z
)
u‖2L2 + C~3‖u‖2L2(B̂(A~ 12 )) ,
where B̂(%) = B̂r(%) ∪ B̂`(%), where B̂r := B̂ωr , resp. B̂` := B̂ω` (cf Notation 4.6).
6.3. Interaction matrix.
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6.3.1. Preliminary considerations.
Definition 6.2. Let us introduce the two quasimodes
f~,r = χrφ~,r , f~,` = χ`φ~,` ,
that clearly belong to the domain of L̂h.
We use the following convenient notation.
Notation 6.3. For M > 0, the notation O˜(e−M/h) (introduced by Helffer-Sjöstrand in [18])
stands for a quantity r(h, η) defined on a set of the form (0, h0) × (0, η0) and satisfying the
following: There exists a function γ : (0,∞) → R such that limη→0 γ(η) = 0, and for all ε > 0
and η > 0, r(h, η) = O(e(ε+γ(η)−M)/h). The parameter η will measure the distance between {ωα
and ωˇα, for α ∈ {r, `}.
The following lemma is the consequence of Agmon’s estimates and considerations on the
supports.
Lemma 6.4. For α ∈ {r, `}, we let
r~,α = (L̂~ − µ(~))f~,α = [L̂r, χα]φ~,α .
Then, we have
(i) r~,α = O˜(e−S/~),
(ii) 〈r~,α, f~,α〉 = O˜(e−2S/~) and 〈r~,α, f~,β〉 = O˜(e−S/~) for α 6= β,
(iii) 〈f~,α, f~,α〉 = 1 + O˜(e−2S/~) and 〈f~,α, f~,β〉 = O˜(e−S/~) for α 6= β,
(iv) If F = span{f~,r , f~,`}, then dimF = 2.
The following lemma states that the first two eigenvalues of L̂~ are close to µ(~) (the common
first eigenvalue of the two mini-well operators) modulo O˜(e−S/~). The proof is standard (see [4]
or the presentation in [2]).
Lemma 6.5. Let us define G = range1I~(L̂~) where I~ = (−∞,−1− κmax~2 + 2γ~3). Then we
have
(i) dist(sp(L̂~), µ(~)) = O˜(e−S/~),
(ii) 〈(L̂~ − µ(~))u, u〉 ≥ γ ~3‖u‖2 , ∀u ∈ G⊥,
(iii) dimG = 2,
(iv) sp(L̂~) ∩ I~ ⊂ [µ(~)− O˜(e−S/~), µ(~) + O˜(e−S/~)].
6.3.2. Interaction matrix. We want a more accurate description of the splitting between the first
two eigenvalues of L̂~. For that purpose, we will consider the restriction of L̂~ to the space G
generated by the first two eigenfunctions and we will exhibit an orthonormal basis of this space
that allows us to compute asymptotically the eigenvalues of the corresponding 2× 2 matrix.
Let us introduce Π the orthogonal projection on G and g~,α = Πf~,α. As a consequence of
Lemma 6.5 and of the spectral theorem, we get the following lemma.
Lemma 6.6. We have in H1,
f~,α − g~,α = O˜(e−S/~) .
From this lemma and Lemma 6.4, we deduce the following.
Lemma 6.7. Let us define the 2× 2 matrix T by Tα,β = 〈f~,α, f~,β〉 for α 6= β and 0 otherwise.
Then, we have
(i) T = O˜(e−S/~),
(ii) (〈f~,α, f~,β〉)α,β = Id + T + O˜(e−2S/~),
(iii) 〈g~,α, g~,β〉 = 〈f~,α, f~,β〉+ O˜(e−2S/~),
(iv) (〈g~,α, g~,β〉)α,β = Id + T + O˜(e−2S/~).
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Let us now examine the so-called interaction matrix. The family (g~,α) generates G but is a
priori not orthonormal. Thus we use the Gram-Schmidt matrix G = (〈g~,α, g~,β〉)α,β and we let
g = gG−
1
2 where g is the row vector (g~,`, g~,r). The family g is now an orthonormal basis of G.
Let M be the (interaction) matrix of (the restriction of) L̂~ in the basis g.
Proposition 6.8. We have
M = µ(~)Id + W + O˜(e−2S/~) ,
where W is defined by wα,β = 〈r~,α, f~,β〉 if α 6= β and 0 otherwise. Moreover W is symmetric.
In particular, the splitting between the first two eigenvalues of L̂~ is given by
λˆ2(~)− λˆ1(~) = 2|w`,r(~)|+ O˜(e−2S/~) .
6.4. Computation of the interaction. Now the problem is to estimate the interaction term
w`,r(~) given by
w`,r(~) = 〈(L̂~ − µ(~))f~,`, f~,r〉 = 〈[L̂~, χ`]φ~,`, χrφ~,r〉 .
Let us recall that
L̂r = −~4 â−1(∂σâ−1)∂σ − â−1(∂τ â)∂τ .
Since χ` does not depend on τ , we get
w`,r(~) = −~4〈[â−1(∂σâ−1)∂σ, χ`]φ~,`, χrφ~,r〉 ,
where
χ`(σ) = χr(−σ) .
After the computation of the commutator and an integration by parts (with respect to σ) to
eliminate χ′′` , we get
w`,r(~) = ~4
∫
V̂ρ
â−1χr χ′` ((∂σφ~,r)φ~,` − φ~,r(∂σφ~,`)) dσdτ .
Since χr = 1 in the support of χ′`, we get,
w`,r(~) = ~4
∫
V̂ρ
â−1χ′` ((∂σφ~,r)φ~,` − φ~,r(∂σφ~,`)) dσdτ .
Then, we integrate by parts and use the fact that φ~,α is an eigenfunction of L̂α to get
w`,r(~) = wu`,r(~) + wd`,r(~) ,
where
wu`,r(~) = ~4
∫ T
0
â−1 {φ~,`(∂σφ~,r)− φ~,r(∂σφ~,`)} (0, τ)dτ ,
wd`,r(~) = −~4
∫ T
0
â−1 {φ~,`(∂σφ~,r)− φ~,r(∂σφ~,`)} (−L, τ)dτ .
Using Propositions 4.2 and 5.1, and the fact that φ~,`(σ, τ) = φ~,r(−σ, τ), we write,
wu`,r(~) =
(
2~5/2|ξ0,`(0)|2Φ′`(0) +O(~7/2)
)
exp
(−Su
~
)
.
In the same way, we find,
wd`,r(~) =
(
− ~5/2ξ0,`(−L)ξ0,`(L)
(
Φ′`(L) + Φ
′
`(−L)
)
+O(~7/2)
)
exp
(−Sd
~
)
.
The computation of wd`,r is easy by using the expressions of ξ0,` and Φ` in Proposition 4.2. In
this way, we get,
wd`,r =
[
−2~5/2
(γ
pi
)1/2√
v(L) exp
(
−
∫ L
s`
(
√
v)′ − γ√
v
dσ
)
+O(~7/2)
]
exp
(−Sd
~
)
.
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Note that v(−L) = v(L) by periodicity. In other words, we are saying that s = ±L defines the
same point on the boundary, see Figure 1.
To compute wd`,r we use the two symmetry properties ξ0,`(σ) = ξ0,r(−σ) and Φ`(σ) = Φr(−σ)
and the expresions of ξ0,r and Φr in Proposition 4.2. We obtain,
wu`,r =
[
−2~5/2
(γ
pi
)1/2√
v(0) exp
(
−
∫ 0
sr
(
√
v)′ + γ√
v
dσ
)
+O(~7/2)
]
exp
(−Su
~
)
.
By adding the expressions of wu and wd, we get an expression consistent with the one in (1.6).
Recalling that ~ = h1/4, we finish the proof of (1.6) by using Propositions 3.3 and 6.8.
7. A Weyl formula
This section is devoted to the proof of the following theorem (see [11, 23] for similar results
for the Schrödinger operator with magnetic fields).
7.1. Main result. For λ ∈ R, we denote by
N (Lh, λ) = Tr
(
Lh 1(−∞,λ](Lh)
)
,
the number of eigenvalues µn(h) of Lh below the energy level λ.
Theorem 7.1. Under Assumption 1.1, we have
i. the Weyl estimate of the semiclassically negative eigenvalues:
∀Λ ∈ (0, 1) , N (Lh,−Λh) =
h→0
|Γ|√1− Λ
pih
1
2
+O(1) ; (7.1)
ii. the Weyl estimate of the low lying eigenvalues:
∀E ∈ R , N
(
Lh,−h+ Eh
3
2
)
∼
h→0
1
pih
1
4
∫
Γ
√
(E + κ)+ ds(x) . (7.2)
The proof of Theorem 7.1 relies on a comparison with an effective Hamiltonian (see Proposi-
tion 7.4 below).
Remark 7.2. The counting of eigenvalues for the Robin problem appears (at least in the case
of the disk) in the thesis of A. Stern [37] in 1925 but note that the author (who refers to the
book by Pockels [33] (written at the end of the nineteen-th century) is only counting the total
number of negative eigenvalues. In this case, this is directly related to the counting function for
the Dirichlet-to-Neumann operator. We refer to [13] for a recent survey on these questions.
7.2. More about the Robin 1D-Laplacian. This subsection contains one key element in the
proof of Theorem 7.1 obtained through an additional analysis of the weighted operator in (2.7)
and its groundstate. Note that the analysis of this operator is equivalent to that of the operator
H˜{T}B defined in (2.9). Recall that the operator H˜{T}B is defined in the interval (0, T ) and that
its ground state u˜{T}B is given by the relation
u˜
{T}
B = (1−Bτ)
1
2u
{T}
B
where u{T}B is the groundstate of the operator in (2.7). Since u˜
{T}
B is normalized in L
2(0, T ),∫ T
0
∂Bu˜
{T}
B u˜
{T}
B dτ = 0 . (7.3)
For further use, we would like to estimate ‖∂Bu˜{T}B ‖L2((0,T ),dτ), uniformly with respect to B and
T .
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Lemma 7.3. There exist C > 0 and T0 > 0 such that for all T ≥ T0 and B ∈ (−1/(3T ), 1/(3T )),∣∣∣∂Bλ1 (H˜{T}B )∣∣∣ ≤ C , (7.4)
‖∂Bu˜{T}B ‖L2((0,T ),dτ) ≤ C . (7.5)
Proof. We recall that q˜{T}B is defined in (2.10) (the associated bilinear form is denoted in the
same way). From the eigenvalue equation we get, for all ϕ ∈ H1(0, T ),
q˜
{T}
B (u˜
{T}
B , ϕ)− λ1〈u˜{T}B , ϕ〉 = 0 . (7.6)
Then, we take the derivative with respect to B and we get
q˜
{T}
B (∂Bu˜
{T}
B , ϕ)− λ1〈∂Bu˜{T}B , ϕ〉 = ∂Bλ1〈u˜{T}B , ϕ〉 − ∂B q˜{T}B (u˜{T}B , ϕ) . (7.7)
We take ϕ = u˜{T}B and the l.h.s. in (7.7) vanishes (use ϕ = ∂Bu˜
{T}
B in (7.6)
1). Then, the r.h.s.
vanishes and we deduce the Feynman-Hellmann formula
∂Bλ1
(
H˜{T}B
)
= −
∫ T
0
∂B
(
B2
4(1−Bτ)2
)
u˜
{T}
B u˜
{T}
B dτ −
1
2
|u˜{T}B (0)|2 . (7.8)
A T -uniform continuous Sobolev embedding (for T ≥ 1) and Proposition 2.4 give
|u˜{T}B (0)| ≤ C ‖u˜{T}B ‖H1(0,T ) ≤ C˜ . (7.9)
Therefore (7.4) holds thanks to (7.8), Proposition 2.5 and (7.9).
Now we take ϕ = ∂Bu˜
{T}
B in (7.7) and we find with the same considerations (and (7.3)):
q˜
{T}
B (∂Bu˜
{T}
B )− λ1
(
H˜{T}B
)
‖∂Bu˜{T}B ‖2L2 ≤ C(‖∂Bu˜{T}B ‖L2 + |u˜{T}B (0)||∂Bu˜{T}B (0)|)
≤ C‖∂Bu˜{T}B ‖L2 + C˜|∂Bu˜{T}B (0)| .
With the spectral gap (see Lemmas 2.1 and 2.2) together with (7.3), we get,
‖∂Bu˜{T}B ‖2L2 ≤ C + C |∂Bu˜{T}B (0)| , (7.10)
and thus
q˜
{T}
B (∂Bu˜
{T}
B ) ≤ C + C |∂Bu˜{T}B (0)| .
From this we deduce
‖∂Bu˜{T}B ‖H1(0,T ) ≤ C + C ‖∂Bu˜{T}B ‖L2(0,T ) + C |∂Bu˜{T}B (0)|
1
2
and, by Sobolev embeddings,
|∂Bu˜{T}B (0)| ≤ Ĉ + Ĉ ‖∂Bu˜{T}B ‖L2(0,T ) .
The estimate (7.5) follows from (7.10). 
1Note that ∂Bu˜{T}B belongs to the form domain, but not to the domain of the operator. We have indeed(
∂Bu˜
{T}
B
)′
(0) = ∂B
(
u˜
{T}
B
)′
(0) =
(
−1− B
2
)
∂Bu˜
{T}
B (0)−
u˜
{T}
B (0)
2
.
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7.3. Proof of the Weyl formulas. Thanks to the min-max principle and the usual Weyl
formula in dimension one for the operator on the circle h
1
2D2σ−κ(σ) (use a direct comparison with
the case with constant potential for (i) and use for example [36] for the case (ii) ), Theorem 7.1
is a consequence of the following proposition which permits to localize the eigenvalues µn of Lh
by comparison with effective Hamiltonians.
Proposition 7.4. Under Assumption 1.1, for 0 ∈ (0, 1), h > 0, we let
N0,h = {n ∈ N∗ : µn(h) ≤ −0h} .
There exist positive constants h0, C+, C− such that, for all h ∈ (0, h0) and n ∈ N0,h,
µ−n (h) ≤ µn(h) ≤ µ+n (h) , (7.11)
where µ±n (h) is the n-th eigenvalue of Leff,±h defined by
Leff,+h = −h+ (1 + C+h
1
2 )h2D2σ − κ(σ)h
3
2 + C+h
2 ,
and
Leff,−h = −h+ (1− C−h
1
2 )h2D2σ − κ(σ)h
3
2 − C−h2 .
7.4. Proof of Proposition 7.4. The proof will be done in three steps.
7.4.1. Preliminary considerations. Thanks to the Agmon estimates established in Section 3, it is
sufficient to work with L̂~. As suggested by the proof of Lemma 4.5, the spectral analysis of L̂~
may be done with the Born-Oppenheimer strategy. Let us recall the expression of the quadratic
form Q̂~, defined in (3.13),
Q̂~(ψ) =
∫ L
−L
∫ T
0
â−2~4|∂σψ|2 dτdσ +
∫ L
−L
{∫ T
0
|∂τψ|2â dτ − |ψ(σ, 0)|2
}
dσ ,
with T = D~−1. We let also
Hκ(σ),~ = H{T}B ,
with B = h
1
2κ(σ) = ~2κ(σ).
We introduce for σ ∈ [−L,L) the Feshbach projection Πσ on the normalized groundstate of
Hκ(σ),~, denoted by vκ(σ),~,
Πσψ = 〈ψ, vκ(σ),~〉L2((0,T ),âdτ)vκ(σ),~ .
We also let
Π⊥σ = Id−Πσ
and
R~(σ) = ‖∂σvκ(σ),~‖2L2((0,T ), âdτ) . (7.12)
The quantity R~ is sometimes called “Born-Oppenheimer correction”.
To be reduced to classical considerations, the main point is to control the effect of replacing â−2
by 1.
Lemma 7.5. We have, for all ψ ∈ Dom(Q̂~),∣∣∣∣∫V̂T â−2|∂σψ|2â dσdτ −
∫
V̂T
|∂σψ|2â dσdτ
∣∣∣∣
≤ C˜
∫
V̂T
~2|f ′ψ(σ)|2 + ~R~(σ)|fψ(σ)|2 + ~|∂σΠ⊥σ ψ|2dσdτ .
with
fψ(σ) := 〈ψ(σ, ·), vκ(σ),~〉L2((0,T ), âdτ) .
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Proof. We write ∣∣∣∣∫V̂T â−2|∂σψ|2 dσdτ −
∫
V̂T
|∂σψ|2 dσdτ
∣∣∣∣
≤ C
∫
V̂T
~2τ |∂σψ|2dσdτ
≤ 2C
∫
V̂T
~2τ
(
|∂σΠσψ|2 + |∂σΠ⊥σ ψ|2
)
dσdτ
≤ C˜
∫
V̂T
~2|f ′ψ(σ)|2 + ~R~(σ)|fψ(σ)|2 + ~|∂σΠ⊥σ ψ|2dσdτ ,
where we used that ∫ T
0
τ |vκ(σ),~|2dτ ≤ C (7.13)
(that is a consequence of Proposition 2.5) and that τ~2 may be estimated by T~2 = D~. 
Lemma 7.6. We have ∫ T
0
vκ(σ),~∂σvκ(σ),~ â dτ = O(~2) .
Proof. We notice from the normalization of vκ(σ),~ that
∂σ
∫ T
0
vκ(σ),~vκ(σ),~â dτ = 0 ,
so that
2
∫ T
0
vκ(σ),~∂σvκ(σ),~ â dτ =
∫ T
0
vκ(σ),~vκ(σ),~(∂σâ) dτ , with ∂σâ = −τ~2κ′(σ) .
The conclusion follows from (7.13). 
7.4.2. Upper and lower bounds. Keeping these preliminaries in mind, the results below are con-
sequences of almost the same computations as in [34, Chapter 13] (see also [29], [5] where a
similar strategy is used). The first follows from a computation using Lemmas 7.5 and 7.6.
Lemma 7.7. There exist C > 0, ~0 > 0 such that, for all ψ ∈ D̂T and ~ ∈ (0, ~0), we have
Q̂~(Πσψ) ≤
∫ L
−L
~4(1 + C~2)|f ′ψ(σ)|2 +
(
~4(1 + C~)R~(σ) + λ1(Hκ(σ),~) + C~6
) |fψ(σ)|2dσ .
The next lemma is slightly more delicate.
Lemma 7.8. There exist C > 0, ~0 > 0 such that, for all ψ ∈ D̂T ,  ∈
(
0, 12
)
and ~ ∈ (0, ~0),
we have
Q̂~(ψ) ≥
∫ L
−L
(1−)(1−C~2)~4|f ′ψ(σ)|2+
{
λ1(Hκ(σ),~)− C(−1~4R~(σ) + −1~8 + ~6)
} |fψ(σ)|2dσ
+
∫ L
−L
(1−)(1−C~)~4‖∂σΠ⊥σ ψ‖2L2(âdτ)+
{
λ2(Hκ(σ),~)− C−1~4R~(σ)− C−1~8
} ‖Π⊥σ ψ‖2L2(âdτ)dσ .
Proof. First, we use Lemma 7.5 to get that
Q̂~(ψ) ≥ Q̂app~ (ψ)− C˜~4
∫
V̂T
~2|f ′ψ(σ)|2 + ~R~(σ)|fψ(σ)|2 + ~|∂σΠ⊥σ ψ|2dσdτ , (7.14)
with
Q̂app~ (ψ) =
∫ L
−L
∫ T
0
~4|∂σψ|2â dτdσ +
∫ L
−L
{∫ T
0
|∂τψ|2â dτ − |ψ(σ, 0)|2
}
dσ .
ROBIN LAPLACIAN 27
Then, we have the orthogonal decomposition∫ T
0
|∂σψ|2 â dτ =
∫ T
0
|Πσ∂σψ|2 â dτ +
∫ T
0
|Π⊥σ ∂σψ|2 â dτ . (7.15)
We have also the commutator identity
[∂σ,Πσ]ψ = 〈ψ, ∂σvκ(σ),~〉L2((0,T ),âdτ)vκ(σ),~ + 〈ψ, vκ(σ),~〉L2((0,T ),âdτ)∂σvκ(σ),~
− κ′(σ)~2
(∫ T
0
ψ(·, τ) τvκ(σ),h(τ) dτ
)
vκ(σ),~ ,
so that we get, by the Cauchy-Schwarz inequality, the estimate
‖[∂σ,Πσ]ψ‖L2((0,T ),âdτ) ≤ 2R~(σ)
1
2 ‖ψ‖L2((0,T ),âdτ) + C~2‖ψ‖L2((0,T ),âdτ) . (7.16)
For all  ∈ (0, 1), we get, by using the classical inequality |a− b|2 ≥ (1− )a2− −1b2 and (7.15),∫ T
0
|∂σψ|2 â dτ ≥ (1− )
{∫ T
0
|∂σΠσψ|2 â dτ +
∫ T
0
|∂σΠ⊥σ ψ|2 â dτ
}
− 2−1
∫ T
0
|[∂σ,Πσ]ψ|2 â dτ .
With (7.16), we get∫ T
0
~4|∂σψ|2 â dτ ≥ (1− )~4
{∫ T
0
|∂σΠσψ|2 â dτ +
∫ T
0
|∂σΠ⊥σ ψ|2 â dτ
}
− C−1(~4R~(σ) + ~8)‖ψ‖2L2((0,T ),âdτ) . (7.17)
By computing and using Lemma 7.6 to deal with the double product, we have∫ T
0
|∂σΠσψ|2 â dτ ≥ (1− C~2)|f ′ψ(σ)|2 + (R~(σ)− C~2)|fψ(σ)|2 . (7.18)
Moreover we have, by an orthogonal decomposition and the min-max principle,∫ T
0
|∂τψ|2â dτ − |ψ(σ, 0)|2 ≥ λ1(Hκ(σ),~)|fψ(σ)|2 + λ2(Hκ(σ),~)‖Π⊥σ ψ‖2L2((0,T ),âdτ) (7.19)
The conclusion follows from (7.14), (7.17), (7.18), (7.19) and by integrating with respect to σ. 
7.4.3. End of the proof of Proposition 7.4. We apply Lemmas 7.7 and 7.8 with  = ~2. Then, we
use Lemmas 2.1 and 2.2 and Proposition 2.4 to deduce that
λ1(Hκ(σ),~) = −1− ~2κ(σ) +O(~4) ,
and that there exist h0 > 0 and C > 0 such that, for all h ∈ (0, h0),
λ2(Hκ(σ),~) ≥ −C~ > −
0
2
.
Then we notice that R~(σ) (introduced in (7.12)) satisfies R~(σ) = O(~4) thanks to Lemma 7.3
and the relation B = κ(σ)~2. The conclusion comes from the min-max principle (see [34, Chapter
13]): the lower bounds in Theorem 7.1 follow from Lemma 7.7 and the upper bounds from Lemma
7.8.
Remark 7.9. One can see that Proposition 7.4 only requires that the boundary is C2 and that its
curvature is Lipschitzian (that is an admissible boundary of order at least 3 in the sense of [32]).
This result matches with the one of [32]. Moreover, our effective Hamiltonians provide a uniform
approximation valid for all the eigenvalues less than the energy level −0h and not only for an
h-independent number of low-lying eigenvalues. The underlying operator reduction follows from
the general arguments often used in the Born-Oppenheimer framework. One can reasonably hope
to extend the analysis to higher dimensional situations and improve the spectral approximations
of [32] obtained in the case of admissible boundaries of order 3.
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