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Abstract
Let {Hm}m≥1 be the family of holomorphic discrete series of SL2(R)
and Γ be a Fuchsian group of SL2(R) which gives a II1 factor Am ⊂
B(Hm) for each m. For a cusp form f of weight k, the Toeplitz operator
Tmf is operator from Hm to Hm+k intertwining with Γ. We prove that
{spanf,g(T
m
g )∗T
m
f }
w.o.
= Am
as f, g run through all cusp forms of Γ.
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1
1 Introduction
We study the von Neumann algebras generated by Toeplitz operator
of cusp forms of an arbitrary Fuchsian group of a first kind. These von
Neumann algebras act on the family of holomorphic discrete series of
PSL2(R) [19]. These representations can be described as Hm with m ≥ 1.
Indeed, all discrete series of PSL2(R) come from this type or its dual
space, which was firstly generalized to general semisimple Lie groups by
Harish-Chandra [10]. We refer [14] for the classifications of discrete series.
The multiplication of a cusp form of weight k (after projected toHm+p)
is a bounded operator fromHm toHm+k which intertwines with the action
of PSL2(Z) [9]. In general, such type of operators are called Toeplitz
operators where the multiplication is not restricted to cusp forms but
extended to any essentially bouned functions on the upper half plane.
Meanwhile, PSL2(Z) gives II1 factors and their commutants acting on
these spaces Hm’s. A question of V. Jones concerns whether these opera-
tors related to the cusp forms of PSL2(Z) generate these commutants. In
1994, F. Radulescu [16] gave an affirmative answer to this question that
the comutant factors are generated by these Toeplitz operator associated
to all the cusp forms of PSL2(Z). This highly depends on the theory of
Toeplitz operators and Berenzin transformation [17, 18].
In this paper, we generalize this result to any Fuchsian group of the
first kind including the first proof of Radulescu’s claim. Section 2 provides
a brief discussion of the discrete series representation of PSL2(R) and the
II1 factors appeared there. Section 3 is devoted to the theory of Toeplitz
operator and Berenzin transform. The key goals there are formulas of the
II1 factors and extension of Berezin transform to L
2-spaces. In Section
4, we give a proof of Radulescu’s result and extend it a bit to triangle
groups which are non- congruence subgroups of SL2(Z). Section 5 is
mainly devoted for the generalization to an arbitrary Fuchsian group of
the first kind. We refer some basic theory of compact Riemann surfaces
for the proof.
I wish to express my hearty thanks to V. Jones. The present paper has
grown from the original question of him who also encouraged the author
with lots of enlightening comments. He was with me all the way by the
last section. This work will never be done with out him. F. Radulescu also
provided me with many explanations of his work and further suggestions.
My thanks are also due to Larry Rolen, who gave me many helpful ideas
for the proofs in the view of number theory.
2 Preliminaries
We have a brief introduction to the discrete series of PSL2(R) and the
group von Neumann algebras (of Fuchsian groups) acting on them.
2.1 Discrete series of PSL2(R)
We review some basic facts about discrete series representation and
then focus on these representations of SL2(R). We mainly follow A.Robert
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[19].
Let G be a locally compact unimodular group with Haar measure dg.
Let pi : G→ U(H) be a unitary representation of G where H is a Hilbert
space with inner product 〈·, ·〉. For any vectors u, v ∈ H , one can get the
coefficient
g 7→ cu,v(g) = 〈u, pi(g)v〉.
One can check cu,v(h
−1g) = cpi(h)u,v(g) and cu,v(gh) = cu,pi(h)v(g).
Definition 2.1 Let pi be a unitary irreducible representation of G. We
say it is square integrable, or in the discrete series of G if it has a non-zero
square integrable coefficient
0 6= cu,v ∈ L
2(G, dg) for some u, v ∈ H.
Theorem 2.1 Let pi be a unitary irreducible representation of a locally
compact group G. The following properties are equivalent
1. there exist u, v ∈ H such that cu,v is square integrable,
2. for any u, v ∈ H, cu,v is square integrable,
3. pi is equivalent to a subrepresentation of the right regular represen-
tation ρ : G→ B(L2(G, dg)).
Moreover, for each irreducible discrete series representation pi : G →
U(H), there is a parameter called formal dimension dpi ∈ R
+ determined
only by pi which is given by the following theorem.
Theorem 2.2 Let (pi,H), (pi′,H ′) be two irreducible discrete series rep-
resentations of G. Then there is a constant dpi ∈ R
+ such that
〈cu,v, cx,y〉L2(G) = d
−1
pi 〈u, x〉H〈v, y〉H u, v, x, y ∈ H.
Moreover, if pi, pi′ are not equivalent, 〈cu,v, cu′,v′〉L2(G) = 0.
Let H = {z = x + iy ∈ C|y > 0} be the upper-half plane. Let
L2(H, µm) be the square-integrable functions on H with respect to the
measure µm = y
m−2dxdy. Let Hm be the subspace of all holomorphic
functions in L2(H, µm), i.e.
Hm = L
2
hol(H, µm).
Given g =
(
a b
c d
)−1
∈ SL2(Z) and f ∈ Hm, we define a left action
(pim(g)f)(z) = f(g
−1z)(cz + d)−m
where g−1z = az+b
cz+d
.
Proposition 2.3 ([19]) For any m ≥ 2, pim is an irreducible unitary
representation. Moreover, it is square-integrable with formal dimensions
dm =
m−1
4pi
.
Note that our formal dimensions differ with the one in [19] by 4 since
the measures of H and open unit disk under Cayley transform.
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2.2 Intertwining operators and II1 factors
Let G be a connected semi-simple real Lie group with Haar measure
dg, let Γ be a discrete subgroup of G. Let D ⊂ G be the fundamental
domain for Γ:
1. γ1D ∩ γ2D has null measure if γ1 6= γ2 ∈ Γ,
2. G\ ∪γ∈Γ γD has null measure.
For a fixed Haar measure dg on G, we call the measure of D the covolume
of Γ and denote it by covol(Γ). And if d′g = λdg, there is covol′(Γ) =
λ · covol(Γ).
Let LΓ ⊂ B(l2(Γ)) be the group von Neumann algebra associated with
Γ. It is well-known that the group von Neumann algebra M = LΓ is a
factor of type II1 if and only if Γ nontrivial and icc, i.e. all its nontrivial
conjugacy classes are infinite.
Then, for any irreducible representation pi : G→ U(H) in the discrete
series, piΓ gives a representation of LΓ. There is a von Neumann dimension
dimM (H) ∈ R≥0∪{∞} which characterizes the equivalent class of theM -
modules. Once a Haar measure of G is fixed, it is related to the formal
dimension by the following theorem [9].
Theorem 2.4 Assume Γ is an ICC discrete subgroup of G, then one has
dimM (H) = covol(Γ) · dpi.
Assume Γ ≤ SL2(R) is a Fuchsian group of the first kind (of finite
covolume). Let Am = pim(γ)
′ = {A ∈ B(Hm)|[A, pi(Γ)] = 0}. It is well
known [1][13] that every Fuchsian group is icc.
Corollary 2.5 pim(Γ)
′′ and Am are both II1 factors.
3 Berezin Transforms of Toeplitz Oper-
ators
In this section, we review some basic facts about Berezin transforms
[4] and Toeplitz operators [7, 8, 11, 22]. Then we focus on the Toeplitz
operators from functions on the upper half plane in the discrete series of
PLS2(R). Some of the results of are known in [17, 18].
3.1 Berezin Transforms
The general Berezin transforms is defined on a non-empty open subset
of Cn. We focus on the upper half plane H ⊂ C.
For each z ∈ H, the map Hm → C given by f 7→ f(z) is a linear
functional on Hm. By Riesz representation theorem, there is ez ∈ Hm
such that
〈f, ez〉 = f(z), ∀f ∈ Hm.
The reproducing kernel K(z, w) is defined to be
K(z, w) = 〈ew, ez〉 =
cm
((z−w)/2i)2m
.
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where cm =
m−1
4
. We also define δ(z,w) = |K(z,w)|
2
K(z,z)K(w,w)
which is positive.
Definition 3.1 Given A ∈ B(Hm), the Berezin transform of A is
Â(z, w) = 〈Aew ,ez〉
K(z,w)
.
and we also denote Â(z, z) by Â(z).
Proposition 3.1 [?] Given A,B ∈ B(Hm), then
1. Â(z,w) is sesqui-holomorphic (i.e., holomorphic in z and anti-holomorphic
in w),
2. A 7→ Â(z, w) or Â(z) is one-to-one,
3. supz∈H |̂(A)(z)| ≤ ||A||,
4. Â∗(z,w) = Â(w, z),
5. ÂB(z, w) =
∫
H
K(z,η)K(η,w)
K(z,w)
Â(z, η)B̂(η,w)dµm(η).
Proposition 3.2 If A,B ∈ B(Hm) and g ∈ SL2(R), the Berezin trans-
form of pim(g)
−1Apim(g) is Â(gz, gw). And A ∈ Am if and only if Â is
Γ-invariant.
Proof: For g =
(
a b
c d
)
∈ SL2(Z), we have
〈ew, pim(g)ez〉 = (pim(g
−1)ew)(z) = ew(gz)(cz + d)
−m
= (cz + d)−m〈ew, egz〉.
Hence there is
K(gz, gw) = 〈egz, egw〉 = (cz¯ + d)
m(cw + d)mK(z, w).
and
〈pim(g
−1)Apim(g)ew, ez〉
K(z, w)
=
〈Aegz, egw〉(cz¯ + d)
m(cw + d)m
K(z, w)
=
〈Aegz, egw〉
K(gz, gw)
.
Theorem 3.3 ([17, 18]) Define a linear functional τ : B(Hm)→ C by
τ (A) = 1
µ0(F)
∫
F
Â(z)dµ0(z).
Then it gives the unique trace on Am.
Proof: By proposition 2.1, we have
τ (A∗A) =
1
µ0(F)
∫
z∈F
∫
w∈H
K(z, w)K(w, z)
K(z, z)
Â∗(z, w)Â(w, z)dµm(w)dµ0(z)
=
cm
µ0(F)
∫
z∈F
∫
w∈H
δ(z, w)|Â(z, w)|2dµ0(w)dµ0(z).
(1)
Note that F × H is the fundamental domain of the diagonal action of Γ
on H×H. Hence we can swap z, w and then get τ (A∗A) = τ (AA∗). This
proves τ is a tracial state. Since Am is a II1 factor, it gives the unique
trace.
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3.2 Toeplitz operators
Let Pm denote the projection form L
2(H, µm) to Hm.
Definition 3.2 For any f ∈ L∞(H), we define the Toeplitz operator as-
sociated to f by
Tf = Pm ·Mf · Pm = Pm ·Mf .
where Mf is the multiplication operator by f .
Lemma 3.4 Let T̂f (z, w), T̂f (z) be the Berezin transforms of Tf . We
have
T̂f (z, w) = 〈few, ez〉 =
∫
H
f(w)
ew(w)ez(w)
K(z, w)
dµm(w)
= cm
∫
H
f(w)
K(w,w)K(w, z)
K(z, w)K(w,w)
dµ0(w),
and T̂f (z) = cm
∫
H
f(w)
|K(w, z)|2
K(z, z)K(w,w)
dµ0(w)
= cm
∫
H
δ(z, w)f(w)dµ0(w).
Moreover, for g ∈ SL2(R), Tg·f = pim(g)Tfpim(g
∗) where (g · f)(z) =
f(g−1z).
Corollary 3.5 If f ∈ L∞(H) is Γ-invariant, then Tf ∈ Am.
Let F = H/Γ be the fundamental domain of the group Γ acting on H.
We can identify the following two spaces:
L∞(H)Γ = L∞(F).
In this way, we treat T as an operator from L∞(F) to Am. Now we let
B∆f = T̂f , for f ∈ L
∞(F).
Then there is
(B∆)(f) = cm
∫
H
δ(z, w)f(w)dµ0(w) =
∫
F
D(z, w)f(w)dµ0(w).
Here D(z, w) = cm
∑
g∈Γ δ(z, gw) which is usually called an automorphic
kernel.
Proposition 3.6 ([18]) Given A ∈ Am and f ∈ L
∞(F), we have
τ (ATf ) =
1
µ0(F)
∫
F
Â(z)f(z)dµ0(z).
Proof: Take f ∈ L∞(F) = L∞(H)Γ. By Theorem 2.3, we have
τ (ATf ) =
cm
µ0(F)
∫
Γ\(H×H)
δ(z, ζ)Â(z, ζ)T̂f (z, ζ)d(µ0 × µ0)(z, ζ)
=
c2m
µ0(F)
∫
Γ\(H×H×H)
f(w)Â(z, ζ)
K(ζ, z)K(w, z)K(w, ζ)
K(z, z)K(ζ, ζ)K(w,w)
=
1
µ0(F)
∫
F
f(w)
∫
H×H
〈Aeζ, ez〉
ew(z)ew(z)
K(w,w)
dµ2m(z, ζ)dµ0(w)
=
1
µ0(F)
∫
F
f(w)
〈Aew, ew〉
K(w,w)
dµ0(w) =
1
µ0(F)
∫
F
Â(z)f(z)dµ0(z).
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3.3 Boundedness on L2(H)
Recall the map B∆ on L
∞(H) given by
(B∆f)(z) = cm
∫
H
δ(z, w)f(w)dµ0(w)
where f ∈ L∞(H).
Proposition 3.7 B∆ is a bounded linear operator on L
2(H, µm) for all
m ≥ 0.
Before proving this proposition, we need some lemmas. For any two
real-valued and positive functions f(z), g(z), we use the symbols:
1. f - g, if f ≤ cg for some c > 0,
2. f ≈ g, if f - g and g - f .
Lemma 3.8 For m ≥ 2, define
Iβ(z) =
∫
H
1
|z−w¯|m+β
dµm(z),
then, for β > 0, there is
Iβ(z) ≈
1
Imzβ
.
Proof: Suppose z = x+ iy,w = s+ it ∈ H, we have
Iβ(z) =
∫
H
1
|z − w|m+β
dµm(w) =
∫
H
tm−2
|z −w|m+β
dxdy
-
∫
H
1
|z − w|2+β
=
∫ ∞
0
∫ ∞
−∞
1
((x− s)2 + (y + t)2)1+β/2
dsdt
≤
∫ ∞
0
∫ ∞
−∞
y + t
(x− s)2 + (y + t)s
·
1
(y + t)β+1
dsdt
≈
∫ ∞
0
1
(y + t)1+β
dt = −
1
β
1
(y + t)β
|∞0
≈
1
yβ
=
1
Imzβ
.
Moreover, as the ball B(z, y
2
) = {w ∈ C||w − z| < y
2
} ⊂ H, one has
Iβ(z) =
∫
H
1
|z − w|m+β
dµm(w)
%
∫
B(z,
y
2
)
(y/2)m−2
ym+β
dsdt ≈
∫
B(z,
y
2
)
y−2−βdsdt
=
1
y2+β
pi(y/2)2 ≈
1
yβ
=
1
Imzβ
.
Hence Iβ(z) ≈
1
Imzβ
.
Lemma 3.9 (Schur’s test,[11]) Suppose (X,µ) is a measure space with
a positive measure µ. Let T (x, y) be a positive measurable function on
X ×X, and T the associated integral operator defined by
Tf(z) =
∫
X
T (x, y)f(y)dµ(y)
7
which converges. If, for some 1 < p < ∞, there exists a strictly positive
measurable function h on Xand a positive constant M such that
1.
∫
X
T (x, y)h(y)qdµ(y) ≤Mh(x)q, x ∈ X,
2.
∫
X
T (x, y)h(x)pdµ(x) ≤Mh(y)p, y ∈ X,
where 1
p
+ 1
q
= 1. Then T is bounded on Lp(X, dµ).
Proof: [proof of proposition 2.7] Given f ∈ L∞(F, µm), we have
(B∆f)(z) = cm
∫
H
δ(z,w)f(w)dµ0(w)
= cm
∫
H
(
4(Im z)(Imw)
|z − w|2
)mf(w)dµ0(w)
= 4m · cm
∫
H
(Im z)m(Imw)m
|z −w|2m
f(w)dµ0(w)
= 4m · cm
∫
H
(Im z)m
|z − w|2m
f(w)dµm(w)
Define h(z) = (Im z)s with s ∈ R. Then h is a positive measurable
function on H. By lemma 2.8, one can obtain∫
H
(Im z)m
|z − w|2m
h(w)qdµm(w) = (Im z)
m
∫
H
1
|z − w|2m
dµsq+m(w)
≈ (Im z)m
1
(Im z)2m−(sq+m)
= (Im z)sq = h(z)q.
On the other hand,∫
H
(Im z)m
|z − w|2m
h(z)pdµm(z) =
∫
H
(Im z)m
|z −w|2m
(Im z)sp+mdµm(z)
=
∫
H
1
|z −w|2m
dµsp+2m(z)
≈
1
(Imw)2m−sp−2m
= (Imw)sp = h(w)p.
Now, we apply lemma 2.9 with p = q = 2. B∆ is bounded on
L2(H, dµm) for any m ≥ 0.
3.4 Extension from L∞(F) to L2(F)
We identify the Γ-invariant functions L∞(H) with L∞(F). Recall that
in Section 2.2, we have
(B∆)(f(z)) =
∫
F
D(z, w)f(w)dµ0(w), f ∈ L
∞(F)
where D(z, w) = cm
∑
g∈Γ δ(z, gw) > 0.
Lemma 3.10
∫
F
D(z, w)dµ0(z) =
∫
F
D(z, w)dµ0(w) = 1.
Proof: As δ(z, w) is Γ-invariant and symmetric, we haveD is symmetric.
And there is
8
cm
∫
H
δ(z, w)dµ0(w) = K(z, z)
−1
∫
H
|ez(w)|
2dµw = 1.
Indeed, as µ0(F) is finite, one can extend B∆ to L
p(F , µ0) for all
1 ≤ p <∞. We will show that B∆ is contractive, i.e. ‖B‖p ≤ 1.
Proposition 3.11 If we define (B∆)(f) =
∫
F
D(z, w)f(w)dµ0(w) on
Lp(F , µ0), ‖B∆‖ ≤ 1 for all 1 ≤ p <∞.
Proof: Given f ∈ L∞(F , µ0), one has
‖B∆f‖∞ ≤ sup
z∈F
∫
F
D(z, w)|f(w)|µ0(w)
≤ sup
z∈F
sup
u∈F
|f(u)|
∫
F
D(z, w)µ0(w) ≤ ‖f‖∞.
And for g ∈ L1(F , µ0), there is
‖B∆g‖1 ≤
∫
F×F
D(z, w)g(w)dµ0(w)dµ0(z)
≤
∫
F
|g(w)|dµ0(w) = ‖g‖1
By the Riesz-Thorin Interpolation theorem [2], ‖B∆‖ ≤ 1.
Now we have B∆ is bounded on L
2(F , µ0), i.e. B∆ ∈ B(L
2(F , µ0)).
One can further show that B∆ is injective on L
2(F , dµ0)[11, 17].
Proposition 3.12 For m ≥ 2, the map T : L∞(F , µm) → Am given by
f 7→ Tf can be extended to a bounded linear operator S : L
2(F , µ0) →
L2(Am, τ ).
Proof:
Now, let us consider the norm of Tf ∈ Am with f ∈ L
∞(F , dµm),
there is
‖Tf‖
2
L2(Am,τ)
= τ (T ∗f Tf ) =
1
µ0(F)
∫
F
f(z)(B∆f)(z)dµ0(z)
=
1
µ0(F)
〈f,B∆f〉L2(F,µ0) ≤
‖B∆‖2
µ0(F)
‖f‖2L2(F,µ0).
As L∞(F , µm) is dense in L
2(F , µm), we can get an extension S of T .
Theorem 3.13 The operator T : L∞(F)→ Am given by f 7→ Tf extends
to a bounded linear operator
S : L2(F , µ0)→ L
2(Am, τ )
which satisfies
1. S∗S = 1
µ0(F)
B∆,
2. S∗A = 1
µ0(F)
Â(z) for A ∈ Am ⊂ L
2(Am, τ ).
3. S has an L2-dense image.
Proof: 1. Take f ∈ L∞(F) and hence Sf = Tf . One has
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τ (T ∗f Tf ) =
1
µ0(F)
∫
F
f(z)(B∆f)(z)dµ0(z) =
1
µ0(F)
〈f,B∆f〉L2(F).
As L∞(F) ⊂ L2(F) is L2-dense, we have S∗S = 1
µ0(F)
B∆.
2. Consider the inner product of S∗A and f ∈ L∞(F) ⊂ L2(F):
〈S∗A, f〉L2(F) = 〈A,Sf〉L2(Am) = τ (AT
∗
f ) = τ (ATf )
=
1
µ0(F)
∫
F
Â(z)f(z)dµ0(z).
3. It suffices to prove the injectivity of S∗. By equation from theorem
2.3,
τ (A∗A) =
cm
µ0(F)
∫
z∈F
∫
w∈H
|Â(z, w)|2δ(z, w)dµ0(w)dµ0(z).
the map A 7→ Â(z, w) extends to a scalar multiple of an isometry
R : L2(Am)→ L
2(Γ/H×H, δ · (µ0 × µ0)),
which is given by
R(A) = λmÂ(z, w)
where λm ∈ R satisfies |λm|
2 · cm
µ0(F)
= 1. By lemma 2.5, the image of R
contains the Γ-invariant sesqui-holomorphic functions on H×H.
Consider the operator on S∗R∗ on Image(R). Take f ∈ L∞(F) and
RA ∈ Image(R) with A ∈ Am. One has
〈S∗R∗RA, f〉L2(F) = 〈S
∗A, f〉L2(F) = 〈A,Sf〉L2(Am)
= 〈A, Tf〉L2(Am) = τ (ATf)
=
1
µ0(F)
∫
F
Â(z)f(z)dµ0(z)
= 〈
1
µ0(F)
Â(z), f〉L2(F)
One the other hand, there is
〈S∗R∗RA, f〉L2(F) = 〈S
∗R∗λmÂ(z, w), f〉L2(F)
Hence we have
S∗R∗ : Â(z, w) 7→ βm · Â(z) with βm 6= 0.
One can check either one of Â(z, w), Â(z) determines the other one because
they are sesqui-holomorphic and holomorphic respectively. (i.e. apply
local coordinate as proposition 2.1.) This proves the injectivity of S∗R∗
and hence S∗.
Remark 3.14 By Theorem 2.13 above, B∆ is positive.
4 The Toeplitz Operator Of Cusp Forms
This section is mainly devoted to the the Toeplitz operator of the cusp
forms. We prove that the commutant we defined in Section 1 is generated
by them in the weak (or strong) operator topology if the Fuchsian group
Γ is the modular group or a class of triangle groups.
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4.1 The Toeplitz Operators of Cusp Forms
Let Γ be a Fuchsian subgroup of SL2(R) of the first kind. Recall that a
cusp form of weight p of Γ is a holomorphic function f : H → C satisfying
1. f(z) = (cz + d)−pf( az+b
cz+d
), z ∈ H,
(
a b
c d
)
∈ Γ,
2. f is holomorphic at each cusp of Γ [15, 21].
Let Sk(Γ) be the vector space generated by all cusp form of weight p of
Γ.
Note for any f ∈ Sk(Γ), there is a constant Bf ≥ 0 such that |f(x +
iy)| ≤ Bfy
−p/2.
Definition 4.1 For an arbitrary f ∈ Sk(Γ) and any m ≥ 2, let T
m
f =
Pm+pMfPm be Toeplitz operator associated with f .
Proposition 4.1 The Toeplitz operator Tmf satisfies the following condi-
tions.
1. Tmf ∈ B(Hm,Hm+p),
2. Tmf intertwines with the action of PSL2(Z), i.e
Tmf pim(g) = pim+p(g)T
m
f , g ∈ Γ.
3. (Tmg )
∗ = PmMg·ypPm+p ∈ B(Hm+p,Hm) also intertwines with the
action of Γ.
Proof: 1.Take any arbitrary φ ∈ Hm and ψ ∈ Hm+p. There is
‖Tmf φ‖
2
m+p =
∫
H
|f(z)φ(z)|2ym+p−2dxdy
≤
∫
H
B2|φ(z)|2ym−2
where we apply |f(z)| ≤ By−p/2. So Tmf ∈ B(Hm, Hm+p).
2.Take g =
(
a b
c d
)−1
∈ Γ. One has
pim+p(g)T
m
f φ(z) = f(
az + b
cz + d
)φ(
az + b
cz + d
)(cz + d)−(m+p)
= f(z)φ(
az + b
cz + d
)(cz + d)−m
= Tmf pim(g)φ(z).
3. Consider the inner product on Hm+p:
〈Tmg φ, ψ〉m+p =
∫
H
g(z)φ(z)ψ(z)ym+p−2dxdy
=
∫
H
φ(z)(Pmgypψ(z))y
mdxdy
which is 〈φ, (Tmg )
∗ψ〉m. Hence T
m
g
∗ = PmMg·ypPm+p.
Corollary 4.2 Given f, g ∈ Sk(Γ), we have
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(Tmg )
∗Tmf = PmMfgypPm = Tfgyp ∈ Am.
where Am = pim(Γ)
′ is the factor constructed in Section 3.
Lemma 4.3 Let M ⊂ B(H) be a II1 factor and A ⊂M be a ∗-subalgebra
of M which is L2-dense in L2(M, tr). Then A
w.o
=M .
Proof: As the norm topology is finer than the weak operator topology,
we assume A is norm closed, i.e. A is a C∗-algebra. Since A is convex,
A
w.o
= A
s.o
.
Take any self-adjoint x ∈M with ‖x‖ ≤ 1. There exists a net {an}n≥1
in A such that ‖an−x‖ −→ 0. Also we have ‖a
∗
n−x
∗‖ −→ 0 as ‖y‖ = ‖y∗‖
for all y. Hence ‖
an+a
∗
n
2
− x∗‖ −→ 0 and we can further assume {an}n≥1
are self-adjoint, i.e. an ∈ As.a.
Consider f(t) = 2t
t2+1
which is a bijection on [−1, 1]. Let g = f−1
and y = g(x) then y ∈Ms.a. By the argument above, there is self-adjoint
{bn}n≥1 in As.a such that ‖bn − y‖ −→ 0.
We want to show ‖f(bn) − x‖ −→ 0. As ‖f(bn)‖ ≤ 1 . Note that
f(bn) ∈ A and ‖f(bn)‖ ≤ 1, by continuous fractional calculus, we get
f(bn)− f(y) =
2(bn(1+y
2)−y(1+b2n))
(1+b2n)(1+y
2)
= 2(bn−y)
(1+b2n)(1+y
2)
+ 2bny(y−bn)
(1+b2n)(1+y
2)
,
But the right hand side is just 2(bn−y)
1+b2n)(1+y
2)
+ (bn−y)f(bn)x
2
, which converges
to 0 under the norm. Hence f(bn) −→ x in norm topology.
Note ‖f(bn)‖ ≤ 1. That is to say the closure of unit ball in As.a is
just the unit ball in Ms.a. But the norm topology and the strong operator
topology coincide on the bounded subset of M . We obtain (As.a)1
s.o
=
(Ms.a)1 and hence A
w.o
=M .
Here we also refer the proof above to Kaplansky Density Theorem[12].
4.2 PSL2(Z)
We let Γ = PSL2(Z) in this section. Then the cusp form space of
weight p, Sp(Γ), is generated by the following functions:
{∆ ·Ga2 ·G
b
3 | a, b ∈ Z≥0, 4a + 6b + 12 = p}.
Here Gk is the Eisenstein series of index 2k which is also a modular form
of weight 2k and ∆ = (60g2)
3 − 27(140G3)
2 is a cusp form of weight 12
[20].
Recall the fundamental domain of the modular group is F = {z ∈
C||z| ≥ 1, |Re(z)| ≤ 1/2}.
Lemma 4.4 The complex vector space {f · g · yp|p ≥ 0, f, g ∈ Sp(Γ)}
spans the continuous fuctions that vanish at the cusp.
Proof: Note that any element in the set above is in the form of
Ga2G
b
3G2
a′
G3
b′
∆2y2p
where 4a + 6b = 4a′ + 6b′ = p − 12 and p ≥ 12. By Stone-Weierstrass
theorem, it remains to show such forms separate points in F . Then it
suffices to show that G32/G
2
3 separates points.
Assume there are distinct z1, z2 ∈ F such that G
3
2(zi)/G
2
3(zi) = c for
i = 1, 2. By eliminating the zeros of G3, this is
12
G32(zi)− cG
2
3(zi) = 0, i = 1, 2.
The left hand side G32(z)−cG
2
3(z)is a holomorphic modular form of weight
12. By the valence formula, we have deg(div(G32(z)− cG
2
3(z))) = 1 which
implies there is exactly one zero in F .
Proposition 4.5 The space {(Tmg )
∗Tmf |p ≥ 0, f, g ∈ Sp(Γ)} is weak op-
erator dense in the factor Am = pim(Γ)
′, i.e.
{(Tmg )∗T
m
f |p ≥ 0, f, g ∈ Sp(Γ)}
w.o
= Am.
Proof: By Lemma 3.4, {f · g · yp|p ≥ 0, f, g ∈ Sp(Γ)} is uniform norm
dense in C(F). As F is of finite measure, it is also L2-dense in L2(F , µ0).
Then Theorem 2.12 shows that {(Tmg )
∗Tmf |p ≥ 0, f, g ∈ Sp(Γ)} is L
2-
dense in L2(Am, τ ). Then by Lemma 3.3, it is weak operator dense in
Am.
This result was firstly claimed By F. Radulescu[16].
4.3 Triangle Groups
We introduce triangle groups and automorphic forms for them. Then
we prove an analogue of Proposition 3.5 for triangle groups. For the
automorphic forms, we mainly follow [5].
Triangle groups by definition are those Fuchsian groups of the first
kind with exactly 3 orbits of cusps and elliptic points. Let 2 ≤ m1 ≤
m2 ≤ m3 ≤ ∞ be the order of the stabilizer of those orbits.
We let Γ(m1,m2,m3) or Γt where t = (m1, m2,m3) denote this group.
The group Γ(m1,m2,m3) has the following presentation
〈g1, g2, g3|g
mi
i = g1g2g3 = 1〉.
In this paper, we are primarily interested in the group of type (m1,m2,∞).
It is unique up to conjugation in PLS2(R). Note that Γ(2,m,∞) withm ≥ 3
are the Hecke groups and Γ(2,3,∞) = PSL2(Z).
Let vi = 1/mi. The generators in PSL2(R) can be described as fol-
lows:
γ1 =
(
2 cos(piv1) 1
−11 0
)
γ2 =
(
0 1
−1 2 cos(piv1)
)
γ3 =
(
1 2 cos(piv1) + 2 cos(piv2)
0 1
)
One can check γ1γ2γ3 = γ
m1
1 = γ
m2
2 = −I2. A fundamental domain for
such Γ is the double of a hyperbolic triangle in the extended upper-half
plane. We fix the triangle group by fixing the corners of the hyperbolic
triangle, which we take to be
ζ1 = −e
−piiv1 , ζ2 = e
piiv2 , ζ3 = i∞.
Given t = (m1,m2,∞), there is a Hauptmodul Jt for Γt determined
by
Jt(ζ1) = 1, Jt(ζ2) = 0, Jt(i∞) =∞.
Then we can determine all automorphic forms by this Hauptmodul.
Theorem 4.6 [5] Let t = (m1,m2,∞) and d2k = k − ⌈k/m1⌉ − ⌈k/m2⌉
for k ∈ Z. Let
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f2k = (−1)
kJ˙t
k
J
⌈k/m2⌉−k
t
(Jt − 1)
⌈k/m1⌉−k
where the dot denotes q˜3d/dq˜3 and q˜3 is the normalized local coordinate at
ζ3 whose explicit formula is defined in [5]. Then the complex vector space
M2k(Γt) of holomorphic automorphic forms of weight 2k is
f2k(τ )Jt(τ )
l, 0 ≤ l ≤ d2k.
And the dim(M2k(Γt)) = d2k + 1 if k ≥ 0.
Moreover, let L = lcm(m1, m2) where we write lcm(m1,∞) = m1, lcm(∞,∞) =
1. Then ∆t(τ ) = f2L(τ ) is a cusp form of weight 2L.
Proposition 4.7 The space {(Tmg )
∗Tmf |k ≥ 0, f, g ∈ S2k(Γt)} is weak
operator dense in the factor Am = pim(Γt)
′, i.e.
{(Tmg )∗T
m
f |p ≥ 0, f, g ∈ Sp(Γt)}
w.o
= Am.
Proof: By Theorem 3.6, Jt(τ ) is the quotient of two cusp forms of a same
weight. As the proof of Lemma 3.4, it suffices to prove the injectivity of
Jt(τ ) in the fundamental domain.
Suppose Jt(τ ) = c has at least two roots. Consider φc(τ ) = Jt(τ )− c,
which is a holomorphic function with only a simple pole form Jt(τ )[5]:
ζ3 = i∞.
By Theorem 2.3.3 of [15], we have deg(div(φc)) = 0. Hence φc has
only one root and we have a contradiction.
Remark 4.8 The Hauptmodul exists when the fundamental domain is of
genus 0. For other Fuchsian groups, the proofs above can not apply.
5 Factor From Cusp Forms of Fuchsian
Groups
This section will mainly devoted to prove the statement above for an
arbitrary Fuchsian group of the first kind. Let Γ ⊂ SL2(R) be an arbitrary
Fuchsian group of the first kind and PΓ be the set of all cusps of Γ.
Let H∗ = H ∪ PΓ. And denote F0 = Γ\H and F = Γ\H
∗ be the
quotient spaces by the action of Γ. It is well-known that F is a compact
Hausdorff space and also a compact Riemann surface [15].
5.1 Existence Theorems
We prove some theorems for the existence of some meromorphic and
holomorphic functions on a compact Riemann surface. We refer [6] for the
preliminary theory of Riemann surfaces. LetM be a Riemann surface and
A(M) be the field of meromorphic functions on it.
Theorem 5.1 If M is a compact Riemann surface, P1, . . . , Pn ∈M are
distinct points and z1, . . . , zn ∈ C, there exists a meromorphic function φ
on M such that φ(Pi) = zi for all 1 ≤ i ≤ n.
Proof: Take any pair i, j such that 1 ≤ i 6= j ≤ n.
Let us consider the divisor D = kPi − Pj where k = ki,j ∈ Z. Apply
the Riemann-Roch Theorem for the divisor D, we get
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l(D) = deg(D)− g + 1 + l(div(ω)−D) = m− g + l(div(ω)−D),
where l(D) = dimC L(D) with L(D) = {f ∈ A(M)|f = 0 or div(f) +
D ≥ 0} and div(ω) is a canonical divisor. Take k sufficiently large, there
would be a desired ki,j such that deg(div(ω) − kPi + Pi) < 0 and hence
l(div(ω)− kPi + Pi) = 0. Then, as l(kPi − Pj) > l((k − 1)Pi − Pj), there
must be some ψi,j ∈ L(kPi − Pj)− L((k − 1)Pi − Pj).
So we get a meromorphic function ψi,j with
vPi(ψi,j) = −ki,j < 0 and vPj (ψi,j) ≥ 1.
Let φi,j =
ψi,j
ψi,j+1
then φi,j(Pi) = 1 and φi,j(Pj) = 0. Now we define
φi =
∏
1≤j≤n,j 6=i φi,j which satisfies
φi(Pi) = 1, φi(Pj) = 0 for j 6= i.
Then the function φ =
∑
1≤i≤n ciφ is the one we desire.
Now we further assume F be the compact Riemann surface given by
Γ\H∗.
Theorem 5.2 Let P1, . . . , Pn ∈ F be distinct points, then there exists a
holomorphic automorphic form f such that f(Pi) 6= 0 for all 1 ≤ i ≤ n.
Moreover, if {Pi} are not cusps, we can further require f above to be
a cusp form.
Proof: We first focus on a single point P1.
Suppose all holomorphic automorphic forms have P1 as zeros. We take
a holomorphic f1 such that vP1(f1) = m ≥ 1 is minimal.
Consider the divisor kP . By Riemann-Roch Theorem, we have
l(kP ) = deg(kP )− g + 1 + l(div(ω)− kP ) = k − g + 1 + l(div(ω)− kP ).
For sufficiently large k, we have deg(div(ω)−kP ) < 0 and l(kP ) = k−g+1.
Then there exist φ1 ∈ A(F) with a single pole of order k. Then g1 = f
k
1 φ
m
1
is holomorphic and does not vanishes at P1.
Now suppose we have such holomorphic automorphic forms {gi}1≤i≤n
such that gi(Pi) 6= 0 and the weight of gi is ki for 1 ≤ i ≤ n. Now let
N be a common multiple of all these ki’s. Then a linear combinations
f =
∑
1≤i≤n λig
N/ki
i will give us a desired automorphic form of weight N .
If {Pi} are not cusps, we can further assume at the beginning that all
fi’s are cusp forms. Then we get such an f in the same way.
5.2 The von Neumann Algebra From Cusp Forms
Let Ak(Γ) be the space of automorphic forms of weight k and Sk(Γ)
be the subspace of Ak(Γ) spanned by cusp forms of Γ of weight k.
We know the Petersson inner-product on Sk(Γ) is given by
〈f, g〉 = 1
µ0(F0)
∫
F0
f(z)g(z)ykdµ0(z),
which is Hermitian. Now we denote the term in the integral by T (f, g;k) =
f(z)g(z)yk.
Now let
F1 = F/(Γ\PΓ) = Γ\(H
∗/PΓ) = F0 ∪ {pt}.
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by identifying all cusps in the fundamental domain with one point pt.
Then F1 is compact.
Proposition 5.3 {T (f, g;k)|k ∈ N, f, g ∈ Sk(Γ)} are well-defined func-
tions on F1 and separate points of F1.
Proof: As any T (f, g;k) vanishes on all cusps, it is well-defined on the
quotient space of F by all cusps.
Now we take a pair of distinct points P,Q ∈ F1.
By Theorem 4.1, there is a meromorphic function φ ∈ A0(Γ) such that
φ(P ), φ(Q) are distinct.
Case 1: P,Q ∈ F0.
We take f(z), g(z) ∈ Sk(Γ) with f(P ), f(Q), g(P ), g(Q) are all nonzero.
The existence can be get by Theorem 4.2.
For sufficiently large k, we may assume multiplication by f elliminates
all the poles of φ. So we can further assume f(z) satisfies f(z)φ(z) ∈
Sk(Γ). Then we have
T (f, g; k)(P ) = f(P )g(z)yk 6= f(P )φ(P )g(z)yk = T (fφ, g;k)(P ).
Case 2: P ∈ F0, Q = {pt}.
As Q stands for cusps, it suffices to show there is some T (f, g; k)(P ) 6=
0. But this follows Theorem 4.2.
As F1 is compact, we apply Stone-Weierstrass to get the following
corollary.
Corollary 5.4 T (f, g;k)’s generate the function space {φ ∈ C(F1) | φ(pt) =
0} or, equivalently, T (f, g;k)’s generate the space of continuous functions
on F that vanish on all cusps, i.e.
{T (f, g; k)|k ∈ N, f, g ∈ Sk(Γ)}
||·||∞
= {ψ ∈ C(F) | ψ|cusps = 0}
As there are only finitely many cusps in F and µ0(F) <∞, we have:
Corollary 5.5 {T (f, g; k)|k ∈ N, f, g ∈ Sk(Γ)}
||·||2
= L2(F).
Proposition 5.6 {spanf,g(T
m
g )∗T
m
f }
w.o.
= Am where f, g run through
all cusp forms of same weights of Γ.
Proof: Note that S(T (f, g;k)) = S(fgyk) = (Tmg )
∗Tmf . By Theorem
2.13 and Corollary 4.5, we have these (Tmg )
∗Tmf ’s give a ∗-closed subalge-
bra which is dense in L2(Am). Then it follows Lemma 3.3.
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