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Abstract
In this paper we propose using the principle of boosting to reduce the bias of a random forest
prediction in the regression setting. From the original random forest fit we extract the residuals and
then fit another random forest to these residuals. We call the sum of these two random forests a one-step
boosted forest. We show with simulated and real data that the one-step boosted forest has a reduced
bias compared to the original random forest. The paper also provides a variance estimate of the one-step
boosted forest by an extension of the infinitesimal Jackknife estimator. Using this variance estimate
we can construct prediction intervals for the boosted forest and we show that they have good coverage
probabilities. Combining the bias reduction and the variance estimate we show that the one-step boosted
forest has a significant reduction in predictive mean squared error and thus an improvement in predictive
performance. When applied on datasets from the UCI database, one-step boosted forest performs better
than random forest and gradient boosting machine algorithms. Theoretically we can also extend such
a boosting process to more than one step and the same principles outlined in this paper can be used
to find variance estimates for such predictors. Such boosting will reduce bias even further but it risks
over-fitting and also increases the computational burden.
1 Introduction
Ensemble methods have become one of the most successful and widely-used methods in machine learning. En-
sembles of trees, in particular, have the advantage of being computationally fast and of having few tuning pa-
rameters and requiring minimal human intervention [Breiman, 2001, Friedman, Hastie, and Tibshirani, 2001].
These methods can be classified into two categories: “bagging-type” methods which reduce variance by com-
bining trees that are obtained using identical randomised processes, and “boosting-type” methods which grow
trees sequentially, one tree depending on the output of the previous. Recent work in Mentch and Hooker, 2016
and Wager and Athey, 2017 has demonstrated a central limit theorem for random forests – a bagging-type
method – allowing for uncertainty quantification about its predictions. In this paper, we leverage this to
take a step towards boosting methods. We revisit a bias correction method for regression originally proposed
in Breiman, 2001 and further studied in Zhang and Lu, 2012 and Xu, 2013: we build two random forests,
the second obtained from the residuals of the first, and then add them together. This represents one step
of gradient boosting, as examined in Friedman, 2001 for squared-error regression and we name the resulting
algorithm One-step Boosted Forests. While the method is not novel, it has not been widely recognised within
statistical learning despite near universal improvement in test set accuracy. In particular, it does better than
either random forests or gradient boosting in experiments on data from the UCI repository [Lichman, 2013].
In this paper, we build on recent work in Mentch and Hooker, 2016 and Wager and Athey, 2017 to develop
variance estimates, show asymptotic normality and hence confidence intervals for the resulting predictions
when ensemble methods are built using subsamples of the data.
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Random forests [Breiman, 2001] and other ensemble methods have proven to be one of the most popular ma-
chine learning methods [Fernández-Delgado et al., 2014]. They proceed by generating trees from bootstrap
or subsamples of the available data, potentially incorporating additional randomisation within the tree build-
ing process. By averaging many trees built in this fashion, random forests achieve a considerable reduction
in variance relative to any individual tree. More recently, this structure has been re-interpreted in the frame-
work of U-statistics [van der Vaart, 2000] allowing Mentch and Hooker, 2016 and Wager and Athey, 2017 to
develop central limit theorems for the resulting predictions. Crucially, the variance of these predictions, and
hence confidence intervals for them, can be calculated at no additional computational effort.
Despite their successes, random forests can suffer from bias when targeting complex signals. Since each
tree is generated using an identical random process, they cannot be used to compensate each other. In
particular, in a complex signal, each tree will target the same part of the signal, potentially leaving a bias
that could have been effectively modelled by a random forest, if it were the only target of estimation. This
is a result of the nonlinear use of data in the tree-building algorithm, as well as a tree partitioning scheme
which quickly reduces the amount of data available to model local features. As an alternative, boosting
methods build trees sequentially, allowing the current tree to correct for the biases of those that were
constructed before it. Boosting was originally developed for classification in Freund and Schapire, 1995 and
Schapire and Freund, 2012. In the regression setting Friedman, 2001 developed gradient boosting; in the
context of least-squares regression, each tree is built to predict the residuals from the current model. In
order to reduce over-fitting, gradient boosting introduces a shrinkage parameter and sets the number of trees
(boosting steps) as a tuning parameter that must be chosen by a validation set.
One-step boosted forests combine these approaches. By fitting the residuals of a random forest, we are
able to reduce the bias of the random forest procedure. By using the already-stable forest procedure we
remove the need for shrinkage. The procedure can be iterated, but while our experiments suggest that the
first round of boosting makes a large improvement in predictive performance, subsequent boosting iterations
might provide marginal benefit. The details of this conclusion would depend on the amount of noise in
the data. In all our experiments, One-step boosted forests outperformed both random Forests and gradient
boosting in test-set performance. We explain this in terms of their ability to improve the bias of random
forests while providing greater stability than gradient boosting. They also outperformed the bias-corrected
random forests described in [Hooker and Mentch, 2015], which were designed with similar principles in mind.
An important aspect of this paper is the extension of the variance calculations in Mentch and Hooker, 2016
and Wager and Athey, 2017 to one-step boosted forests. We show that the infinitesimal Jackknife estimator
in Wager and Athey, 2017 can be extended to the joint covariance of both random forests in our one-step
boosting procedure, and therefore for their sum. Under a couple of regularity assumptions, the two forests
are also jointly normal, justifying the development of confidence intervals. There are two potential variants
of these forests depending on whether the subsamples used for both forests (the base step and the boosting
step) are the same or not. Our empirical results suggest that taking different (independent) subsamples
reduces the over-all variance and hence improves prediction more than repeating the same subsamples. This
theoretical framework is also extensible to multiple rounds of boosting, thereby also providing an alternative
means of assessing when to stop. While not examined here, some of the bias correction variations described
in Zhang and Lu, 2012 could also be analysed using similar techniques.
The layout of this paper is as follows: in §2 we give details of our algorithm, and in §3 we will show some
of its theoretical properties, such as deriving its theoretical variance (§3.2) and demonstrating asymptotic
normality (§3.3). §4 continues the discussion, most importantly with an estimate for the theoretical variance
and its consistency (§4.1). In §5 we empirically demonstrate the utility of our algorithm - §5.2 focuses on re-
sults from a simulated dataset and §5.3 demonstrates the performance of our algorithm on the datasets in the
UCI database (Lichman, 2013). In the latter the boosted forest is compared against the basic random forest
algorithm and also against other standard algorithms such as gradient boosting machine [Friedman, 2001]
and bootstrap bias-correction [Hooker and Mentch, 2015].
2
2 One-Step Boosted Forests
We first set some notation used throughout this paper. Let Z(0)[n] = (Z
(0)
1 , Z
(0)
2 , . . . , Z
(0)
n ) denote the dataset,
where Z(0)i = (Yi, Xi) and [n] is the set {1, . . . , n}.
We now formally define the method of creating the One-Step Boosted Forest. We build two forests, the first
being the usual random forest - if there are B trees in the forest then for each of them we select k(< n)
datapoints at random without replacement and denote by T (x;Z(0)I ) the estimate from that tree for any test
point x, where I is the set of k indices selected. Let I(0)1 , . . . , I
(0)
B be the indices selected for each of the trees
in the forest, with each of the I(0)b having k elements. Then the estimate after the first stage will be
Fˆ (0)(x) =
1
B
B∑
b=1
T (x;Z
(0)
I
(0)
b
) (2.1)
Since selection of the subsets I are random, we can assign random weights w(0)I to each of the
(
n
k
)
possible
subsets. Each w(0)I will be a binary random variable taking the value
(
n
k
)
/B with probability B/
(
n
k
)
and the
value 0 with probability 1−B/(nk). The weights w(0)I are then i.i.d random variables with E(w(0)I ) = 1 and
c := V ar(w
(0)
I ) =
(
n
k
)
/B − 1. Thus the formula for the random forest in (2.1) can be rewritten as
Fˆ (0)(x) =
1(
n
k
) ∑
I⊆[n]:|I|=k
w
(0)
I T (x;Z
(0)
I ) (2.2)
Note that this approach isn’t exactly the same as taking B subsets at random. Since w(0)I are i.i.d the total
number of trees has expectation B and isn’t always exactly equal to B. The difference between these two
selection procedures has been shown to be ignorable in §5.1.
Once we have obtained Fˆ (0) we can derive the residuals ei = Yi − Fˆ (0)(Xi) and construct a new dataset
Z
(1)
[n] = (Z
(1)
1 , . . . , Z
(1)
n ), where Z
(1)
i = (ei, Xi). We can repeat the same method as above on this dataset
with weights w(1)I and get a new estimate for the second stage
Fˆ (1)(x) =
1(
n
k
) ∑
I⊆[n]:|I|=k
w
(1)
I T (x;Z
(1)
I ) (2.3)
This is the second forest and the first boosted step in our algorithm. Our final estimate is the sum of the
first and second stage estimates, (2.2) and (2.3), given by
Fˆ (x) = Fˆ (0)(x) + Fˆ (1)(x) (2.4)
For this construction we can take w(1)I to be the same as or independent from w
(0)
I , i.e., choosing the same
subsets in the second stage as the first stage or independent ones. Based on that choice our estimate will
also change. We thus have to consider two variants in this paper:
• If w(1)I = w(0)I then our estimate (2.4) is the one-step boosted forest with same subsamples.
• If w(1)I ⊥ w(0)I then our estimate (2.4) is the one-step boosted forest with independent subsamples.
Algorithms 1 and 2 gives details of these two methods along with their variance estimates discussed in §4.1.
We will compare the performance of these variants in §5.2 & §5.3. In the next sections we shall try to
quantify the variability and provide theoretical guarantees for our estimate Fˆ in (2.4).
3
3 Theoretical Analysis
In this section we will show that the one-step boosted forest can be expressed as a weighted U-statistic.
Using that fact we calculate the theoretical variance and also provide a central limit theorem for the one-
step boosted forest. We first need a crucial assumption to show this.
3.1 A Pivotal Assumption
Note that Z(1)i defined in §2 actually depends on the whole of the previous dataset Z
(0)
[n] and so does T (x;Z
(1)
I )
regardless of the subset I. Hence T (x;Z(1)I ) is not a valid kernel which makes Fˆ
(1)(x) not a valid U-statistic.
However, if we replace Fˆ (1)(x) in (2.3) with Fˇ (1)(x) trained in the same manner but based on data with
“noise-free” residuals:
Zˇ
(1)
i =
(
Yi − E
[
Fˆ (0)(Xi)
]
, Xi
)
then it is easily seen that Fˇ (1)(x) is a U-statistic. Note that Fˇ (1)(x) does not inherit variability from Fˆ (0)(x),
although the two will still be correlated. This approximation leads to significantly simplified analysis.
Throughout this section and the corresponding proofs in the appendix we will assume that the following
condition holds true.
Condition 1. Let
Fˇ (1)(x) =
1(
n
k
) ∑
I⊆[n]:|I|=k
w
(1)
I T (x; Zˇ
(1)
I )
then
Fˆ (1)(x) − Fˇ (1)(x)√
var(Fˆ (1)(x))
p−→ 0.
That is, the effect of the variance in Fˆ (0)(x) on ei is ignorable in Fˆ (1)(x). Throughout, our theoretical
analysis will apply to Fˇ (x) = Fˆ (0)(x) + Fˇ (1)(x). From Condition 1 it is seen that asymptotic variance for Fˆ
and Fˇ will be the same, as will their asymptotic distributions.
This condition is crucial since it allows us to apply the theory of U-statistics (especially asymptotic normality)
to Fˇ (x) and be sure that it also works for Fˆ (x). Whether this condition applies in practice depends on the
details of the tree building procedure. The true response function F ∗(x) will influence the tree structure in
the first stage which in turn influences the residuals and then the tree structure of the second stage. All of
these influences are difficult to quantify and we do not attempt a full analysis here. In practice condition 1
may not hold for all possible tree/forest building procedures but in appendix A we consider an analogy with
kernel methods as explored in Scornet, 2016b. There we show that this property holds for Nadaraya-Watson
estimators if the bandwidth in the second stage is smaller than in the first: approximately corresponding to
using deeper trees with smaller leaf sizes for Fˆ (1)(x) compared to Fˆ (0)(x). The property also holds if the two
stages use different sets of covariates without any restriction on bandwidth relationships. As a heuristic our
condition should hold when the trees that comprise Fˆ (1)(x) (estimating the bias) tend to have a different
set of splits than those in Fˆ (0)(x) (the original estimate of the signal). This will, of course, depend on the
specific algorithm employed to create the trees, as well as the properties of the underlying response function;
and an analysis of such specific cases is beyond the scope of this paper.
As a further check on the validity of this assumption, we provide a detailed examination of the sample
distribution of the predictions of the procedure in §5.2 where we see empirical confirmation of our results
and good coverage of prediction intervals.
For the rest of this paper we shall try to restrict usage of the check (ˇ) accent to reduce notational complexity.
For theoretical calculations as in §3.2 and §3.3 we shall use the notations from §2, eg., Fˆ to denote Fˇ , Z to
denote Zˇ, etc. For empirical procedures described in §4.1 and §5 onwards we don’t have access to Zˇ, etc so
Fˆ with denote the usual boosted forest defined in §2.
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3.2 Prediction Variance of the One-Step Boosted Forest
To find the theoretical variance of the one-step boosted forest we must familiarise ourselves with a result
about U-statistics from Hoeffding, 1948. [See Lee, 1990 for more details.]
Lemma 1. If h(z1, . . . , zk) is a symmetric function and a consistent estimator of θ, then the U-statistic U
with kernel h defined by
U(Z1, . . . , Zn) =
1(
n
k
) ∑
I⊆[n]:|I|=k
h(ZI) =
1(
n
k
) ∑
I⊆[n]:|I|=k
h(ZI1 , . . . , ZIk)
is the MVUE for θ given an i.i.d. dataset Z[n] = (Z1, . . . , Zn). Further the U-statistic is asymptotically
normal with variance k
2
n ζ1,k, where
ζc,k = cov(h(Z1, . . . , Zc, Zc+1, . . . , Zk), h(Z1, . . . , Zc, Z
′
c+1, . . . , Z
′
k))
= var(E(h(Z1, . . . , Zk)|Z1 = z1, . . . , Zc = zc))
Note: ζk,k = var(h(Z1, . . . , Zk)) follows from the above definition of ζc,k.
It is easily seen our estimate (2.4) can be thought of as a weighted complete U-statistic. To obtain its
variance we will first condition over the weights and then use Lemma 1. To make calculations simpler, we
shall assume without loss of generality that, that the individual trees and thus the random forest on both
stages have zero mean, i.e., E[T (x;ZI)] = 0 for all I ⊆ [n] : |I| = k. As discussed near the end of the last
section there are two variants.
Variant I: w(1)I = w
(0)
I . Then we have
Vsame(x) := var(Fˆ (x)) = varZ(EwFˆ (x)) + EZ(varwFˆ (x))
= varZ
Ew
 1(
n
k
) ∑
I⊆[n]:|I|=k
w
(0)
I
(
T (x;Z
(0)
I ) + T (x;Z
(1)
I )
)
+ EZ
varw
 1(
n
k
) ∑
I⊆[n]:|I|=k
w
(0)
I
(
T (x;Z
(0)
I ) + T (x;Z
(1)
I )
)
= varZ
 1(
n
k
) ∑
I⊆[n]:|I|=k
(
T (x;Z
(0)
I ) + T (x;Z
(1)
I )
)
+ EZ
 c(
n
k
)2 ∑
I⊆[n]:|I|=k
(
T (x;Z
(0)
I ) + T (x;Z
(1)
I )
)2
=
k2
n
ζ1,k · (1 + ǫk,n) + c(n
k
)ζk,k, (3.1)
where under the conditions of Lemma 1, ǫk,n → 0 as n → ∞ for a fixed k. Later we show that under
one more condition (Condition 2) ǫk,n → 0 if k = o(n). The ζ values are based on the kernel being
T (x;Z
(0)
I ) + T (x;Z
(1)
I ), i.e., sum of the trees in the two stages rather than the individual trees for separate
stages.
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Variant II: Here w(0)I and w
(1)
I are independent sets of binary weights. Then we see that
Vind(x) := var(Fˆ (x)) = varZ(EwFˆ (x)) + EZ(varwFˆ (x))
= varZ
Ew
 1(
n
k
) ∑
I⊆[n]:|I|=k
(
w
(0)
I T (x;Z
(0)
I ) + w
(1)
I T (x;Z
(1)
I )
)
+ EZ
varw
 1(
n
k
) ∑
I⊆[n]:|I|=k
(
w
(0)
I T (x;Z
(0)
I ) + w
(1)
I T (x;Z
(1)
I )
)
= varZ
 1(
n
k
) ∑
I⊆[n]:|I|=k
(
T (x;Z
(0)
I ) + T (x;Z
(1)
I )
)
+ EZ
 c(
n
k
)2 ∑
I⊆[n]:|I|=k
(
T (x;Z
(0)
I )
2 + T (x;Z
(1)
I )
2
)
=
k2
n
(ζ
(0)
1,k + ζ
(1)
1,k + 2ζ
(0,1)
1,k ) · (1 + ǫk,n) +
c(
n
k
) (ζ(0)k,k + ζ(1)k,k), (3.2)
where ǫk,n → 0 under the same conditions described in the previous paragraph. Here the ζ(0) and ζ(1)
values are based on the kernels being T (x;Z(0)I ) and T (x;Z
(1)
I ) respectively. Also here ζ
(0,1)
1,k is the (scaled)
covariance term between the trees in the two stages, T (x;Z(0)I ) and T (x;Z
(1)
I ).
Note that the first of the two terms in (3.1) and (3.2) correspond to varZ(EwFˆ (x)), i.e., variance of a
complete (unweighted) U-statistic. So the theoretically ζ1,k = ζ
(0)
1,k + ζ
(1)
1,k + 2ζ
(0,1)
1,k . This property will be
useful in the proof of Theorem 1. The different formulae for the same quantity become useful for estimation
purposes. We can use the structure in the construction of variant I (i.e., same subsets on both stages) to
estimate ζ1,k but due to the absence of such structure in variant II we shall need to estimate each term in
ζ
(0)
1,k + ζ
(1)
1,k + 2ζ
(0,1)
1,k separately.
3.3 Asymptotic Normality
In this section we will prove that the One-Step Boosted Forest predictions are asymptotically normal. Later
in §4.1 we show that the asymptotic variance consistently estimated by (4.4) and (4.6) for the two variants
respectively. To make calculations simpler, recall from the beginning of §3.2 that we can assume, without
loss of generality, that the individual trees and thus the random forest on both stages have zero mean, i.e.,
E[T (x;ZI)] = 0 for all I ⊆ [n] : |I| = k.
Now it is shown in van der Vaart, 2000 that Lemma 1 holds if k, in this case the subsample size for random
forests, is constant as n → ∞. If we assume that here then asymptotic normality of the boosted forest
follows. But in practice as n increases we want k to increase as well. To allow for this we need to assume the
following Lindeberg-Feller type condition (initially presented as Condition 1 in Mentch and Hooker, 2016)
Condition 2. Assume that the dataset Z1, Z2, . . .
iid∼ DZ and let T (Z1, . . . , Zkn) be the tree kernel based on
a subsample of size kn. Define T1,kn(z) = ET (z, Z2, . . . , Zkn). Then we assume that for all δ > 0
lim
n→∞
1
ζ1,kn
E
[
T 21,kn(Z1)1{|T1,kn(Z1)| > δζ1,kn}
]
= 0
So using the regularity conditions 1 and 2 we can prove the following result
Theorem 1. Assume that the dataset Z
(0)
1 , Z
(0)
2 , . . .
iid∼ DZ(0) and that ET 4(x;Z1, . . . , Zkn) ≤ C <∞ for all
x, n and some constant C. Let Bn be the number of trees in each step of the One-Step Boosted Forest. Then
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as long as kn, Bn →∞ such that knn → 0 and nBn → 0 as n→∞ as well as limn→∞
knζ1,kn
ζkn,kn
6= 0 we have
Fˆ (x)
σn(x)
D→ N (0, 1)
for some sequence σn(x) given by σ
2
n(x) = Vsame(x) from (3.1) for Variant I of the One-Step Boosted Forest
or σ2n(x) = Vind(x) from (3.2) for Variant II of the One-Step Boosted Forest.
The main theorem is an extension and combination of previous work. Lemma 2 [or Theorem 1(i)] of
Mentch and Hooker, 2016 and Theorem 1 of Wager and Athey, 2017 shows that Fˆ (0)(x) has an asymp-
totically (possibly biased in the former) normal distribution; the former listing a variance of k
2
n ζ
(0)
1,k while
the latter employs the infinitesimal Jackknife estimator as a consistent variance estimate. However, the
two papers use different assumptions to demonstrate normality. We have used the conditions for the for-
mer result, but note that inspection of their proof of Theorem 1 (see page 29 of Mentch and Hooker, 2016)
allows a replacement of their conditions – kn = o(
√
n) and lim
n→∞
ζ1,kn 6= 0 – with those we give above.
Wager and Athey, 2017 requires kn(logn)
d
n → 0 along with some conditions on the tree building process, but
demonstrates that the bias in the resulting estimators is asymptotically ignorable. Either set of conditions
could be employed within our result.
Since we had assumed that the tree function T has zero mean, our central limit theorem is actually centered
on E[Fˆ (x)], but we could add the honesty assumption from Wager and Athey, 2017 (detailed in Lemma 2
and Theorem 3 of that paper) to change the center to be the target function F (x). Note in that case the
second boosting stage Fˆ (1)(x) is asymptotically estimating 0. Now boosting is supposed to reduce the bias
E[Fˆ (x)] − F (x), and the high empirical values of performance improvement (due to low values of MSE) in
§5.2 suggests that in this case the honesty assumption might not be necessary in practice.
We can also get a similar result about the joint distribution of each stage of Variant II of the boosted forest,
under the extra condition than lim
n→∞
(ζ
(1)
1,kn
/ζ
(0)
1,kn
) /∈ {0,∞}. This will be a more general result compared to
the above main theorem, and we can use any linear combination of the boosting steps to arrive at the final
estimate rather than just adding them. This result (Theorem 3) and its proof is in appendix B.2.
4 Further discussions
4.1 Estimating the Prediction Variance
Now that we have the formulae for the theoretical variance of both variants we can go about finding estimates
for them. We will find estimates for each term in (3.1) and (3.2) separately. In this section for simplicity we
define T (j)b (x) = T (x;Z
(j)
I
(j)
b
) for j = 0, 1.
Note that the ζk,k values can be estimated by just the variability of the individual trees in the forests, by
adding them up for Variant I and separately for Variant II. As an example
ζ̂
(0)
k,k = var∗[T
(0)
b (x)], b = 1, . . . , B (4.1)
Here var∗ is used to denote empirical variance by varying b = 1, . . . , B. We shall use the same notation (the
subscript ()∗) for the rest of this paper.
Now note that k
2
n ζ1,k is the variance for a random forest when we consider all possible subsets of the dataset
of size k, i.e., a complete U-statistic. As an example if we define
F˜ (0)(x) =
1(
n
k
) ∑
I⊆[n]:|I|=k
T (x;Z
(0)
I ) (4.2)
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then k
2
n ζ
(0)
1,k = var(F˜
(0)(x)). From Theorem 1 [or Theorem 9] of Wager and Athey, 2017 we know that an
asymptotically consistent estimate is given by the infinitesimal Jackknife estimator, the formula for which is
v̂arIJ(F˜
(0)(x)) =
n∑
i=1
cov∗
[
N
(0)
i,b , T
(0)
b (x)
]2
, b = 1, . . . , B (4.3)
as given by Theorem 1 of Efron, 2014 where cov∗ indicates the empirical covariance over b. Here N
(0)
i,b =
1{i ∈ I(0)b } is the indicator of whether the ith datapoint is included in the calculations for the bth tree. So
we can estimate the variance for Variant I in (3.1) by using equivalent expressions to (4.3) for the first term
and (4.1) for the second term:
Vˆsame(x) = VˆIJ + (1/B) ∗ ζˆk,k
=
n∑
i=1
cov∗
[
N
(0)
i,b , T
(0)
b (x) + T
(1)
b (x)
]2
+
1
B
· var∗
[
T
(0)
b (x) + T
(1)
b (x)
]
(4.4)
In this formula we used the approximation c
(nk)
= 1
(nk)
·
(
(nk)
B − 1
)
= 1B − 1(nk) ≈
1
B .
For the variance estimate of Variant II of the One-Step Boosted Forest we first need to find an estimate
for k
2
n ζ
(0,1)
1,k , the covariance between the first and second stages of our estimate in case of Variant II. It is
reasonable to expect that we can have a two-sample analog of (4.3), i.e., an infinitesimal Jackknife estimate
for the covariance given by
ĉovIJ(F˜
(0)(x), F˜ (1)(x)) =
n∑
i=1
cov∗
[
N
(0)
i,b , T
(0)
b (x)
]
· cov∗
[
N
(1)
i,b , T
(1)
b (x)
]
, b = 1, . . . , B (4.5)
The consistency of this estimate is proved in Lemma 3 in appendix B.3. We can now estimate the variance
for Variant II in (3.2) by using equivalent expressions to (4.3) and (4.5) for the first term and (4.1) for the
second term. We get
Vˆind(x) = VˆIJ + (1/B) ∗ ζˆk,k
=
n∑
i=1
(
cov∗
[
N
(0)
i,b , T
(0)
b (x)
]
+ cov∗
[
N
(1)
i,b , T
(1)
b (x)
])2
+
1
B
(
var∗
[
T
(0)
b (x)
]
+ var∗
[
T
(1)
b (x)
])
=
n∑
i=1
 1∑
j=0
cov∗
[
N
(j)
i,b , T
(j)
b (x)
]2 + 1
B
1∑
j=0
(
var∗
[
T
(j)
b (x)
])
(4.6)
Note that we still use c
(nk)
≈ 1B . Thus we have found variance estimates for the one-step boosted forest (2.4)
formalised in §2. We have the following result regrading these estimates.
Theorem 2. The variance estimates discussed above are consistent:
• Vsame(x) in (3.1) is consistently estimated by Vˆsame(x) in (4.4).
• Vind(x) in (3.2) is consistently estimated by Vˆind(x) in (4.6).
The proof of follows directly from Lemma 3 in the appendix and the fact that the sample variance is a
consistent estimator of the population variance.
4.1.1 Comparison with Prior Results
Our variance estimates borrow from the infinitesimal jackknife used in Wager and Athey, 2017 where there
is an assumption that the number of trees, (i.e., the number of times we subsample) B be so large as
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to negate Monte Carlo effects, i.e, large B leads to v̂arBIJ being close to v̂arIJ = v̂ar
∞
IJ . However, our
theoretical variance formulae in (3.1) and (3.2) accounts for this with an additional term. We thus use the
infinitesimal Jackknife approach to only estimate k
2
n ζ1,k (the first term in our formulae for the variance) and
add an estimate for the second term. We also remove the finite sample correction factor n(n−1)(n−k)2 discussed in
Wager and Athey, 2017.
Our boosting method corresponds to the method BC3 in Zhang and Lu, 2012; other bias correction methods
in that paper also incorporate the response within a correction term. When the correction is given by a
random forest (BC1 and BC3 in Zhang and Lu, 2012) our central limit theorem continues to hold. When
correcting for response bias via smoothing splines (method BC2), the same conditions would require an
analysis of the variance due to both random forests and splines.
The boosted forest algorithm is unlike the bootstrap bias correction method in Hooker and Mentch, 2015,
where bias was directly estimated via the bootstrap, but which did not include a variance estimate for
the bias corrected. The algorithm in Hooker and Mentch, 2015 is akin to a two-sample U-statistic but
the dependency within the data and the residuals (on which the bootstrap is done) makes it harder to
obtain a variance estimate via the infinitesimal Jackknife. However we speculate that the algorithms in
Mentch and Hooker, 2016 can be used to find an estimate of the variance of the bias correction algorithm.
4.2 The Complete One-Step Boosted Forest Algorithm
We present below complete algorithms for construction and variance estimation for Variant I [Algorithm
1] and Variant II [Algorithm 2] of the One-Step Boosted Forest. The performance of both variants are
compared among themselves and to other standard algorithms in §5.2 and §5.3.
Algorithm 1: One-Step Boosted Forest Variant I (Same subsets in both stages)
Input : The data
(
Z
(0)
i = (Yi, Xi)
)n
i=1
, the tree function T , the number of trees in the forest B,
and the test point x.
for b = 1 to B do
Choose I(0)b ⊆ [n] randomly such that |I(0)b | = k.
Calculate: T
(0)
b (x) = T
(
x;Z
(0)
I
(0)
b
)
and N (0)i,b = 1{i ∈ I(0)b }.
end
Obtain : The first stage estimate Fˆ (0)(x) = 1B
∑B
b=1 T
(0)
b (x).
Calculate residuals ei = Yi − Fˆ (0)(Xi) and new dataset
(
Z
(1)
i = (ei, Xi)
)n
i=1
.
for b = 1 to B do
Choose I(1)b = I
(0)
b .
Calculate: T
(1)
b (x) = T
(
x;Z
(1)
I
(1)
b
)
.
end
Obtain : The second stage estimate Fˆ (1)(x) = 1B
∑B
b=1 T
(1)
b (x).
Calculate: The first term of the variance estimate VˆIJ =
∑n
i=1 cov∗
[
N
(0)
i,b , T
(0)
b (x) + T
(1)
b (x)
]2
Calculate: The (unscaled) second term of the variance estimate ζˆk,k = var∗
[
T
(0)
b (x) + T
(1)
b (x)
]
Output : The one-step boosted forest estimate at the test point x given by Fˆ (x) = Fˆ (0)(x) + Fˆ (1)(x)
and the variance estimate given by Vˆsame(x) = VˆIJ + (1/B) ∗ ζˆk,k.
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Algorithm 2: One-Step Boosted Forest Variant II (Independent subsets in 2 stages)
Input : The data
(
Z
(0)
i = (Yi, Xi)
)n
i=1
, the tree function T , the number of trees in the forest B,
and the test point x.
for b = 1 to B do
Choose I(0)b ⊆ [n] randomly such that |I(0)b | = k.
Calculate: T
(0)
b (x) = T
(
x;Z
(0)
I
(0)
b
)
and N (0)i,b = 1{i ∈ I(0)b }.
end
Obtain : The first stage estimate Fˆ (0)(x) = 1B
∑B
b=1 T
(0)
b (x).
Calculate residuals ei = Yi − Fˆ (0)(Xi) and new dataset
(
Z
(1)
i = (ei, Xi)
)n
i=1
.
for b = 1 to B do
Choose I(1)b ⊆ [n] randomly such that |I(1)b | = k, i.e., an independent copy of the first stage subset.
Calculate: T
(1)
b (x) = T
(
x;Z
(1)
I
(1)
b
)
and N (1)i,b = 1{i ∈ I(1)b }.
end
Obtain : The second stage estimate Fˆ (1)(x) = 1B
∑B
b=1 T
(1)
b (x).
Calculate: The first term of the variance estimate
VˆIJ =
∑n
i=1
(
cov∗
[
N
(0)
i,b , T
(0)
b (x)
]
+ cov∗
[
N
(1)
i,b , T
(1)
b (x)
])2
Calculate: The (unscaled) second term of the variance estimate
ζˆk,k = var∗
[
T
(0)
b (x)
]
+ var∗
[
T
(1)
b (x)
]
Output : The one-step boosted forest estimate at the test point x given by
Fˆ (x) = Fˆ (0)(x) + Fˆ (1)(x) and the variance estimate given by Vˆind(x) = VˆIJ + (1/B) ∗ ζˆk,k.
4.3 Extensions: More than One Boosting Step
We could continue with the boosting process and reduce the bias even further. For example if we boosted
once more we would define Z(2)i = (Yi− Fˆ (0)(Xi)− Fˆ (1)(Xi), Xi) to be the dataset for the third stage output
Fˆ (2)(x). Our final output would be the 2-step boosted forest given by
Fˆ (x) = Fˆ (0)(x) + Fˆ (1)(x) + Fˆ (2)(x)
Its variance would depend of which variant of the original algorithm we use. If we used the same subsets to
generate all three random forests then the variance would be consistently estimated by
Vˆsame(x) =
n∑
i=1
cov∗
N (0)i,b , 2∑
j=0
T
(j)
b (x)
2 + 1
B
· var∗
 2∑
j=0
T
(j)
b (x)

We could also use subsets independently generated for all three stages and then the variance estimate would
be given by
Vˆind(x) =
n∑
i=1
 2∑
j=0
cov∗
[
N
(j)
i,b , T
(j)
b (x)
]2 + 1
B
2∑
j=0
(
var∗
[
T
(j)
b (x)
])
We could also tweak the process and take independent subsets in the first two stages and then the same in
the last stages, i.e., in terms of notation in §3.2 the weights could be w(0)I , w
(1)
I , w
(1)
I respectively for the 3
stages. We could actually have two more combinations, namely w(0)I , w
(0)
I , w
(2)
I and w
(0)
I , w
(1)
I , w
(0)
I . Thus
there are 5 variants of the 2-step boosted forest based on these combinations and for each combination we
can easily find out the variance estimates using the principles outlined in §4.1.
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For an M -step boosted forest we can easily see that the number of variants is given by aM+1, where
an =
n∑
k=1
an,k with an,k = kan−1,k + an−1,k−1 ∀n > k and ak,k = an,1 = 1 ∀n, k
For each of these variants the final estimate will simply be the sum of all the boosting steps and the variance
can be found by following similar steps as outlined in in §4.1.
This also suggests a potential stopping rule for the boosting iteration. As in the original boosting framework
in Friedman, 2001, we expect that while boosting reduces the bias associated with random forests, it will
incur greater variance as boosting progresses. A stopping rule can be based on test set error, but here
we can also make use of theoretical results for random forests. In particular, we observe that in the M -
step boosted forest
(
Fˆ (m)(x)
∣∣∣Fˆ (0)(x), . . . , Fˆ (m−1)(x)) will have an asymptotic normal distribution. We
can thus test whether the expectation is significantly different from zero – ie, did the last step contribute
to bias reduction? Tests of this form can be constructed by using a collection of tests points (x1, . . . , xq)
for which Fˆ (m)(x1), . . . , Fˆ (m)(xq) has a multivariate normal distribution which can be used to for a χ2
test; similar approaches to testing structure in random forests were described in Mentch and Hooker, 2016,
Mentch and Hooker, 2017 and Zhou, Zhou, and Hooker, 2018.
5 Empirical Studies for One-Step Boosted Forest
5.1 Notes on implementation
We shall focus on performances of our algorithm in the following sections. Our implementation differs slightly
from the theory above in the following ways.
• In §5.2 and §5.3 we construct random forests with B trees in them but in the calculations above
we assumed that the trees were all randomly weighted such that the random weights add up to an
expected value of B, not always exactly equal to B. The difference between these two approaches
are asymptotically negligible as shown below. In (2.2) and (2.3) we wrote forests as 1B
∑
(I) wITI in
which the wI were independent Bernoulli random variables. If instead we select exactly B trees at
random we write the resulting forest as 1B
∑
(I) vITI . Let M =
(
n
k
)
. Then
if I 6= J, then E(vIvJ) = P(vI = vJ = 1) =
(
M − 2
B − 2
)
/
(
M
B
)
=
B(B − 1)
M(M − 1) ,
E(wIvJ) = P(wI = vJ = 1) =
B2
M2
= E(wIwJ )
if I = J, then E(wIwJ ) = P(wI = 1) =
B
M
= E(vIvJ),E(wIvJ ) = P(wI = vJ = 1) =
B2
M2
Now note that wI and TI are independent. If K = E[T 2I ] we can show that
E
 1
B
∑
(I)
wITI − 1
B
∑
(I)
vITI
2 = 1
B2
E
 1
B
∑
(I)
(wI − vI)TI
2
=
1
B2
· E[T 2I ] ·E
∑
(I)
∑
(J)
(wI − vI)(wJ − vJ)

=
K
B2
[
M
(
2B
M
− 2B
2
M2
)
+ 2
(
M
2
)(
B(B − 1)
M(M − 1) +
B2
M2
− 2B
2
M2
)]
=
K
B2
[
2B − 2B
2
M
+B(B − 1)− B
2(M − 1)
M
]
= K
[
1
B
− 1
M
]
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Since K is bounded above we see that under large values of B and M , i.e., asymptotically the two
selection schemes are equivalent.
• We will also consider the out-of-bag predictions in our implementation for calculating Fˆ (0)(x) instead
of the simple average of all the trees in the forest. This is also a form of assigning a weight to the
trees in the forest (the weights aren’t completely random but fixed given the dataset and the randomly
selected subsets) but should also asymptotically give us the same results.
Using out-of-bag residuals could be thought of as akin to the honesty condition inWager and Athey, 2017
for the second stage of the boosted forest since instead of using all the data for the residuals we use
the data that was not used in construction of that particular tree. In fact, because of this we expect
the out-of-bag approach to have more variability and hence the ratios VˆIJ
V (F̂ )
in §5.2 should be higher
than the expected value of 1. We shall also get slightly more conservative prediction intervals in §5.3
which will lead to higher coverage than the expected value of 95%.
In appendix C.1 we compare our use of out-of-bag residuals with other boosting formulations where
we find this version provides better predictive performance.
5.2 Performance on Simulated Datasets
Here we compare the performance of the Algorithms 1 and 2 with different simulated datasets. The base
learner which we will compare it against is just the simple random forest, i.e., without any boosting. We will
also test the accuracy of our variance estimate by comparing it with the actual variance of the estimates.
Our model is Y =
∑5
i=1Xi + ǫ, where X ∼ U([−1, 1]15) and ǫ ∼ N(0, 1). We fix the points in [−1, 1]15
where we will make our predictions, given by
p1 = 015, p2 = (
1
3
,0⊤14)
⊤, p3 =
1
3
√
15
∗ 115, p4 = 2p3, p5 = 3p3
We chose p3, p4 and p5 to have an idea of how distance of a test point from the the "center" of the dataset
affects the performance of our algorithm.
Out simulation runs for a 1000 iterations - in each of them we generate a dataset of size n = 500 and train
a random forest and one-step boosted forests (both variants) with it with subsample size k = 100 and the
number of trees B in (5000, 10000, 15000). For each of these settings we can find a prediction estimate at
each of the pi’s given by Fˆi,j = Yˆi,j and also corresponding variance estimates given by Vˆi,j , for i = 1, . . . , 5,
j = 1, . . . , 1000.
We test the performance of our algorithm by the following metrics. The corresponding figures are in Table
1.
• The average bias is given by Bias = 11000
∑1000
j=1 Fˆi,j − F (pi), where F (x1, . . . , x15) =
∑5
i=1 xi. We see
that the bias is already fairly low at the origin and the boosted forest doesn’t change that substantially.
But as the target points moves out from the origin the imporvement in bias becomes very obvious. A
marked improvement is also seen with by increasing the number of trees.
• The variance estimate for each algorithm is given by V̂IJ = 11000
∑1000
j=1 Vˆi,j . For each pi the typical
order for the variance estimate is BFv1 > BFv2 > RF but the value also decreases with B as expected.
• The ratio V̂IJ
V (F̂ )
shows the consistency of the infinitesimal Jackknife estimate. A value of 1 is ideal and
we see that the empirical results aren’t far away from 1. In fact the ratio decreases as B gets larger as
should be expected.
• K.S. gives us the Kolmogorov Smirnov statistics testing the hypothesis that the predictions should be
normal with the mean given by the sample mean and the variability given by the variance estimate.
Once again we can see marked improvement for both variants of the Boosted Forest as compared to
the base random forest and also as the number of trees increase - the second fact being consistent
12
with the assumption nB → 0 mentioned in Theorem 1. Overall these numbers are fairly low and
shows consistency with Theorem 1 although the values are a bit high because we use variance estimate
(consistent by 2) instead of the (unknown) actual variance.
• Constructing 95% coverage intervals Fˆi,j ± Φ−1(0.975)
√
Vˆi,j we can check if F (pi) falls inside that
interval for j = 1, . . . , 1000. C.C. denotes this coverage probability which we should expect to be close
to 95% for random forests and boosted forests. But we see that due to high bias values for random
forests become worse as we move away from the origin. But boosted forests correct for the bias and
thus the coverage is always at least 95%. We also get more precision in our variance estimate as the
number of trees increases and thus the coverage values also become less overinflated.
• We also test Performance Improvement (P.I.) which is defined as follows: Fixing i ∈ [5] we obtain the
estimated prediction MSE given by MSEi,j = (Fˆi,j − F (pi))2 + Vˆi,j for j = 1, . . . , 1000. Define
Performance Improvement(P.I.) = 1−
∑1000
j=1 MSEi,jfor BF∑1000
j=1 MSEi,jfor RF
. (5.1)
Since we are comparing against random forests their own P.I in 0. As for boosted forests P.I is actually
worse for the points near the origin as boosting doesn’t affect the bias too much but increases the
variance quite a lot. But as we move further away from the origin our algorithm becomes effective at
reducing bias compared to the increase in variance and thus we obtain significant improvements. This
also gets better with an increase in number of trees since the variance estimates become more precise.
Finally note that Variant II performs better than Variant I in all cases.
We conclude that the Boosted Forest algorithms give better predictions than the usual random forest algo-
rithm on simulated datasets and that Variant II is more powerful than Variant I.
As noted in §5.1 we used out-of-bag residuals to construct the boosted forests in this section. We have
compared it to boosted forests constructed with inbag and bootstrapped residuals in appendix C.1 and we
have seen that the out-of-bag method is preferable. In appendix C.2 we have also done a further simulation
experiment for datasets with higher noise than the one in this section and observed that the one-step
boosted forest algorithm is resilient to a moderate amount of noise but as expected, increasing noise reduces
its performance.
5.3 Performance on Real Datasets
We applied the Boosted Forest algorithms (both variants) to 11 datasets in the UCI database (Lichman, 2013)
which have a regression setting and compared its performance to the Gradient Boosting Machine algorithm
[Friedman, 2001 and the R package GBM] and the Bias Correction algorithm in Hooker and Mentch, 2015.
The results are reported in Table 2.
For each dataset we use 10-fold cross-validation to calculate the prediction MSE and then record the im-
provement (in percentages) compared to the basic random forest algorithm. Improvement is simply
1− prediction MSE for improved algorithm
prediction MSE for random forest
For the GBM package in R we used a 10% validation set to select the optimal tuning parameter (number
of trees/boosting steps) out of a maximum of 1000. We didn’t use subsets but rather the full dataset to
construct each tree in that ensemble. For random forests (randomForest package in R) and the two variants
of our Boosted Forest algorithm we also used 1000 trees in the forests and randomly selected subsamples for
each tree the size of which is given by the number k in Table 2.
We can see that the GBM algorithm doesn’t always have improvements over random forests and hence is
not reliable as a good reference. Further the Boosted Forest algorithm has consistently registered greater
improvement compared to the the Bias Correction algorithm (Hooker and Mentch, 2015). Variant 2 of our
algorithm slightly outperforms variant 1 in most cases.
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p1 p2 p3 p4 p5
RF BFv1 BFv2 RF BFv1 BFv2 RF BFv1 BFv2 RF BFv1 BFv2 RF BFv1 BFv2
Bias -0.0029 -0.0044 -0.0051 -0.1095 -0.0226 -0.0235 -0.1310 -0.0199 -0.0205 -0.2707 -0.0470 -0.0470 -0.4326 -0.0983 -0.0977
V̂IJ 0.0394 0.0886 0.0850 0.0395 0.0891 0.0855 0.0392 0.0880 0.0845 0.0381 0.0868 0.0834 0.0371 0.0859 0.0824
V̂IJ
V (F̂ )
1.3803 1.7902 1.7197 1.4350 1.9091 1.8561 1.4522 1.8972 1.8095 1.4728 1.8955 1.8181 1.4706 1.8983 1.8294
K.S. 0.0599 0.0806 0.0799 0.2620 0.1108 0.1120 0.3040 0.1074 0.0953 0.5600 0.1409 0.1325 0.7937 0.2027 0.2024
C.C. 97.6 98.7 98.8 94.8 99.4 99.3 94.4 99.1 98.7 74.4 99.2 99.1 36.5 98.1 97.8
B
=
5
0
0
0
P.I. 0 -103.18 -97.83 0 -72.70 -67.39 0 -61.78 -58.10 0 1.83 4.23 0 43.61 45.11
Bias 0.0050 0.0038 0.0054 -0.0982 -0.0080 -0.0066 -0.1209 -0.0068 -0.0053 -0.2580 -0.0298 -0.0291 -0.4167 -0.0765 -0.0754
V̂IJ 0.0295 0.0710 0.0693 0.0293 0.0713 0.0695 0.0291 0.0708 0.0688 0.0281 0.0695 0.0677 0.0270 0.0683 0.0666
V̂IJ
V (F̂ )
1.0380 1.4339 1.4038 1.0099 1.4426 1.4100 1.0498 1.4601 1.4299 1.0598 1.4690 1.4367 1.0760 1.4654 1.4324
K.S. 0.0169 0.0566 0.0525 0.2385 0.0592 0.0551 0.3085 0.0596 0.0547 0.5747 0.0938 0.0874 0.8025 0.1640 0.1610
C.C. 94.9 98.7 98.5 91.5 98.3 98.5 90.5 97.7 97.2 66.3 97.7 98.0 25.9 96.8 97.1
B
=
1
0
0
0
0
P.I. 0 -108.41 -105.03 0 -77.86 -75.02 0 -67.03 -63.62 0 2.84 4.55 0 46.53 47.44
Bias 0.0064 0.0109 0.0111 -0.1002 -0.0071 -0.0067 -0.1196 -0.0019 -0.0015 -0.2600 -0.0322 -0.0317 -0.4215 -0.0843 -0.0841
V̂IJ 0.0262 0.0658 0.0645 0.0260 0.0657 0.0646 0.0258 0.0652 0.0641 0.0249 0.0640 0.0629 0.0238 0.0622 0.0612
V̂IJ
V (F̂ )
0.8828 1.3161 1.2994 0.8952 1.3521 1.3336 0.8855 1.3062 1.2852 0.9027 1.3133 1.2946 0.9166 1.3114 1.2908
K.S. 0.0416 0.0452 0.0450 0.2472 0.0456 0.0479 0.2830 0.0435 0.0388 0.5822 0.0812 0.0794 0.8229 0.1589 0.1553
C.C. 93.8 98.0 98.1 88.2 98.2 97.6 85.7 97.3 97.1 61.7 97.1 96.8 23.2 95.8 95.7
B
=
1
5
0
0
0
P.I. 0 -107.00 -104.24 0 -75.98 -73.85 0 -66.38 -64.69 0 5.32 6.39 0 48.65 49.15
Table 1: Comparison of the two variants of the One-Step Boosted Forest (shorthands BFv1 and BFv2 for the two variants respectively) with respect
to Random Forests (shorthands RF). Bias is the average bias of the 3 methods with respect to the theoretical value of F (pi). V̂IJV (F̂ ) stands for the ratio
of estimate of the variance to the variance of the estimates. We also calculate the Kolmogorov Smirnov statistic (K.S.) to show how close we are to
normality. C.C. is the percentage coverage of a 95% confidence interval. P.I. stands for Performance Improvement defined in (5.1).
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Dataset
Basics Improvement RF BFv1 BFv2
n d GBM BC PI length
k varY BFv1 BFv2 PI Coverage
yacht-hydrodynamics 308 6 92.92 68.77 16.29 17.35 17.16
60 229.55 82.47 82.84 93.00 99.33 99.67
BikeSharing-hour 17379 14 20.39 64.61 1.49 1.52 1.52
2000 2.21 73.48 73.60 100.00 100.00 100.00
Concrete
1030 8 31.89 42.95 27.13 29.48 28.96
200 279.08 50.66 50.99 96.02 98.83 98.83
airfoil
1503 5 -33.84 36.72 15.14 16.39 16.11
300 46.95 43.83 43.88 95.60 99.20 99.00
housing
506 13 -32.32 18.25 0.64 0.68 0.67
150 0.17 23.51 23.37 95.80 96.80 96.20
auto-mpg
392 7 7.98 16.13 11.87 12.38 12.31
50 61.03 19.63 19.76 94.62 96.15 96.15
winequality-white
4898 11 -23.33 8.77 3.38 4.10 3.99
1000 0.79 12.05 11.99 98.63 99.51 99.47
parkinsons
5875 16 -24.87 7.58 35.88 43.44 42.55
1000 66.14 8.13 8.12 99.76 99.95 99.91
winequality-red
1599 11 -9.81 5.42 2.63 2.93 2.89
300 0.65 7.30 7.18 96.10 97.80 97.74
SkillCraft
3338 18 2.24 2.06 4.39 5.06 5.01
600 2.10 3.94 3.81 98.65 99.58 99.52
communities
1994 96 -2.56 1.68 0.61 0.69 0.68
400 0.05 3.05 2.90 96.93 98.29 98.19
Table 2: Comparison of the two variants of the Boosted Forest with the GBM Algorithm [Friedman, 2001
and the GBM R package] and the Bias Correction Algorithm in Hooker and Mentch, 2015. We use shorthands
for n = number of datapoints, d = number of features, k = size of subset (not applicable for GBM), PI
= Prediction Interval (5.2), RF = Random Forests, GBM = Gradient Boosting Machine, BC = Bootstrap
Bias Correction, BFv1 = Boosted Forest variant 1 (algorithm 1) and similarly for BFv2 (algorithm 2). The
Improvement and PI Coverage figures are in percentages.
We further validate our variance estimate by constructing test set confidence intervals. A 95% prediction
interval for the datapoint Zi = (Yi, Xi) is given by(
Yˆi − Φ−1(0.975)
√
Vˆi + Vˆe, Yˆi +Φ
−1(0.975)
√
Vˆi + Vˆe
)
(5.2)
where Yˆi is the estimate, Vˆi is the variance estimate and Vˆe = 1n
∑n
i=1(Yˆi − Yi)2 is the residual MSE.
We see that when comparing Boosted Forests (for both variants) with the basic random forest algorithm
the length of the prediction interval increases slightly but the prediction coverage (in percentages) increases
significantly. The increment in the length of the prediction interval can be attributed to the increase in
variability due to boosting. The same can also partially explain the increase in prediction coverage but
the main reason for that is the reduction in bias due to boosting which leads to better “centering” of the
prediction interval.
For these datasets as well we used the out-of-bag residuals to construct the random forest in the boosting
step. A comparison with other approaches is in appendix C.1.
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6 Conclusion
Our algorithm, the One-Step Boosted Forest fits a random forest on a given dataset and then fits another
one on the residuals of the former. The sum of these two random forests give us our estimate. This a boosting
method for random forests which, even if applied only once, provides performance improvements compared
to base algorithm. Since it is a boosting method on a previously bagged estimate, the result should be a
very stable algorithm.
The boosted forest also provides an estimate of its own variance which can be obtained with nothing more
than the computation needed to calculate the boosted forest estimate itself. We have shown that our
method leads to substantial reductions in bias (compared to a small increment in variance) in the regression
setting and thus the predictive mean squared error. More such boosting steps can be chained to get more
improvements and we devised a fairly simple criteria for when to stop such further boosting. We have only
tested our method against the random forest and gradient boosting algorithms but we expect similar results
for other ensemble methods.
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A Kernel Analogy for the regularity condition
Our results in §3 rest on the validity of Condition 1, essentially stating that the variability of Fˆ (0) has a
negligible effect on Fˆ (1). Although we find that this assumption appears to hold empirically, its asymptotic
validity will likely depend strongly on the specific details of how random forest trees are built. Here we will
give some mathematical intuition for when we can expect this to be the case.
One way to examine Fˆ (1)(x) − F˜ (1)(x) is to consider the leaf L of tree j within which x falls and for which
the difference in predictions is
D =
1
|L|
∑
i∈L
(
Fˆ (0)(Xi)− E
[
Fˆ (0)(Xi)
])
the average deviation of Fˆ (0)(X) from its expectation. So long as correlation between predictions within
each leaf decays fast enough – equivalent to the covariance matrix having a finite sum – and so long as
these differences do not change the structure of the tree when n is sufficiently large, then D should decrease
relative to Yi − Fˆ (0)(Xi) and Condition 1 ought to hold.
We might expect low correlation among residuals when the trees in Fˆ (1) have very different leaves from those
in Fˆ (0); either in choosing different covariates, or in being smaller and picking out more detail. These are
exactly the conditions under which we expect one-step boosting to have an advantage: when Fˆ (1) targets
substantially different structure compared to Fˆ (0).
However, the specific conditions required for this to occur are difficult to verify. An alternative is to use the
connections to kernel methods developed by Scornet, 2016b. The kernels derived there are not given with
respect to an explicit bandwidth but, loosely speaking, smaller bandwidths correspond to deeper trees. Here
we show that the equivalent condition for boosted kernel estimates holds if the second stage estimate either
uses different covariates to the first stage, or has a smaller bandwidth.
Suppose we have a kernel K, a dataset (Xi, Zi, Yi)
n
i=1 and bandwidths h1 and h2. For the model Yi =
f0(Xi) + f1(Zi) + ǫi, ǫi
iid∼ (0, σ2) define the following kernel estimators.
fˆ0(x) =
1
nh1
n∑
i=1
YiK
(
x−Xi
h1
)
fˆ1(x) =
1
nh2
n∑
i=1
(
Yi − fˆ0(Xi)
)
·K
(
z − Zi
h2
)
f˜1(x) =
1
nh2
n∑
i=1
(
Yi − E
[
fˆ0(Xi)
])
·K
(
z − Zi
h2
)
For completely randomised forests the kernels do not depend on the response. But in the standard random
forest algorithm, the splits we make for each parent-children combination depends on the response. As a
result the dataset used in the kernel-type weights given to each response Yi in the two stages of the boosted
forest is expected to differ. This is the motivation behind the definition, more specifically using X and Z
instead of only X . So if we consider the analogous case of the definition of fˆ1 (Fˆ (1)) and f˜1 (
˜ˆ
F (1)), then the
relationship between Z and X falls between the two extremes
(a) Z is the same as X , i.e., it’s joint distribution is the same as 1{X=Z} × g(X), where g is some density.
Loosely speaking this is the same as saying that the joint distribution is concentrated on the "diagonal".
(b) Z and X has a joint distribution, which is different to the one above, and loosely speaking it isn’t
concentrated on the "diagonal".
We will show that
fˆ1(x) − f˜1(x)√
V ar(fˆ1(x))
p−→ 0, (A.1)
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holds for both cases (a) and (b) above.
For case (a) assume that h2/h1 → 0 as n→∞
fˆ1(x)− f˜1(x) = − 1
nh2
n∑
i=1
(
fˆ0(Xi)− E[fˆ0(Xi)]
)
·K
(
x−Xi
h2
)
= − 1
n2h1h2
n∑
i=1
n∑
j=1
(Yj − E[Yj ]) ·K
(
Xi −Xj
h1
)
·K
(
x−Xi
h2
)
= − 1
n
n∑
j=1
ǫj
[
1
h1h2
· 1
n
n∑
i=1
K
(
Xi −Xj
h1
)
·K
(
x−Xi
h2
)]
≈ − 1
n
n∑
j=1
ǫj
[
1
h1h2
·
∫
K
(
u−Xj
h1
)
·K
(
x− u
h2
)
g(u)du
]
= − 1
n
n∑
j=1
ǫj · 1
h1
∫
K
(
h2
h1
t+
x−Xj
h1
)
K(t)g(x+ th2)dt
≈ − 1
n
n∑
j=1
ǫj · 1
h1
K
(
x−Xj
h1
)∫
K(t)g(x+ th2)dt
Hence V ar(fˆ1(x) − f˜1(x)) = O( 1nh1 ). But V ar(fˆ1(x)) = O( 1nh2 ). So we have
V ar(fˆ1(x) − f˜1(x))
V ar(fˆ1(x))
= O
(
1/nh1
1/nh2
)
= O
(
h2
h1
)
→ 0
Thus fˆ1(x)−f˜1(x)√
V ar(fˆ1(x))
converges to 0 in L 2 and hence in probability as well.
We saw that for the case Z = X (A.1) holds under the condition that the bandwidth for the second stage is
smaller than that of the first stage. In terms of random forests (following the calculations in Scornet, 2016b),
the equivalent quantity to bandwidth is the inverse of the depth of each tree in the forest. So for construction
of the boosted forest if we build the second stage trees to be deeper than the first stage trees then we should
expect 1 to hold. This also makes intuitive sense, since we expect the first stage random forest to pick up
most of the signal and to pick up any additional signal leftover in the residuals we would need to build deeper
forests in the second stage.
fˆ1(z)− f˜1(z) = − 1
nh2
n∑
i=1
(
fˆ0(Xi)− E[fˆ0(Xi)]
)
·K
(
z − Zi
h2
)
= − 1
n2h1h2
n∑
i=1
n∑
j=1
(Yj − E[Yj ]) ·K
(
Xi −Xj
h1
)
·K
(
z − Zi
h2
)
= − 1
n
n∑
j=1
ǫj
[
1
h1h2
· 1
n
n∑
i=1
K
(
Xi −Xj
h1
)
·K
(
z − Zi
h2
)]
≈ − 1
n
n∑
j=1
ǫj
[
1
h1h2
·
∫
K
(
u−Xj
h1
)
·K
(
z − v
h2
)
g(u, v)dudv
]
= − 1
n
n∑
j=1
ǫj ·
∫
K(s)K(t)g(Xj + sh1, z + th2)dt
Hence in this case V ar(fˆ1(x)− f˜1(x)) = O( 1n ). But V ar(fˆ1(x)) = O( 1nh2 ). So we have
V ar(fˆ1(x)− f˜1(x))
V ar(fˆ1(x))
= O
(
1/n
1/nh2
)
= O(h2)→ 0,
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since we expect the bandwidth (h2) for a kernel to be narrower as the amount of data (n) increases. Thus
fˆ1(x)−f˜1(x)√
V ar(fˆ1(x))
converges to 0 in L 2 and hence in probability as well.
So if Z and X are not the same then (A.1) holds for any bandwidths h1 and h2. This is an idealised
scenario that might not hold in the standard boosted forest construction and in particular it assumes the
Fˆ (0)(x)−EFˆ (0)(x) has negligible impact on the structure of the trees in Fˆ (1). Nonetheless, we believe that
our discussion does provide some intuition for when Condition 1 is likely to hold and emphasize that it does
appear to be reasonable in practice.
B Proofs
B.1 Asymptotic Normality of Boosted Forests
Proof of Theorem 1. We will follow the same notation as in §2 and keep in mind the simplification in notation
discussed before the beginning of §3.2. We first focus on the case of Variant I and or simplicity of notation
we define Mn =
(
n
kn
)
and TI = T (x;Z
(0)
I ) + T (x;Z
(1)
I ). Then we have that
Fˆ (x) =
1
Mn
∑
(I)
w
(0)
I TI ,
where the sum (I) is over all subsets I ⊆ [n]; |I| = k. Now we define F˜ (x) = 1Mn
∑
(I) TI and w
′
I = w
(0)
I − 1
to be independent binary random variables with the following properties
E[w′I ] = E[w
(0)
I ]− 1 = 0;
E[(w′I)
2] = E[(w
(0)
I )
2]− 2E[w(0)I ] + 1 = Mn/Bn − 1;
for I 6= J, E[w′Iw′J ] = E[w(0)I w(0)J ]− E[w(0)I ]− E[w(0)J ] + 1 = 1 · 1− 1− 1 + 1 = 0
Also note that E[T 2] = ζkn,kn and hence
E[(Fˆ (x) − F˜ (x))2] = E

 1
Mn
∑
(I)
(w
(0)
I TI − TI)
2
 = E

 1
Mn
∑
(I)
w′ITI
2

=
1
M2n
E
∑
(I)
(w′ITI)
2
+ E
∑
I 6=J
w′Iw
′
JTITJ

=
1
M2n
[
Mn
(
Mn
Bn
− 1
)
E[T 2] + 2
(
Mn
2
)
· 0
]
[we condition over T ]
=
(
1
Bn
− 1
Mn
)
E[T 2]
=⇒ E[(Fˆ (x) − F˜ (x))
2]
k2n
n ζ1,kn +
1
Bn
ζkn,kn
=
(
1
Bn
− 1Mn
)
ζkn,kn
k2n
n ζ1,kn +
1
Bn
ζkn,kn
=
1− BnMn
Bn
n · kn ·
knζ1,kn
ζkn,kn
+ 1
→ 0
[
∵ kn →∞, Bn
n
→∞, lim
n→∞
knζ1,kn
ζkn,kn
6= 0 and Bn ≤Mn
]
Thus similar to results in Scornet, 2016a we showed that Fˆ (x) and F˜ (x) are asymptotically close (with
appropriate scaling). We also need to show that their variances are asymptotically close as well.
k2n
n ζ1,kn
k2n
n ζ1,kn +
1
Bn
ζkn,kn
=
1
1 + nBn · 1kn ·
ζkn,kn
knζ1,kn
→ 1
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Now we know that F˜ (x) is a complete U-statistic and hence by Theorem 1(i) of Mentch and Hooker, 2016 1
and Theorems 11.2 and 12.3 of van der Vaart, 2000 we have
F˜ (x)(
k2n
n ζ1,kn
)1/2 D−→ Z ∼ N (0, 1)
=⇒ Fˆ (x)(
k2n
n ζ1,kn +
1
Bn
ζkn,kn
)1/2 = F˜ (x)(
k2n
n ζ1,kn
)1/2 ·
(
k2n
n ζ1,kn
k2n
n ζ1,kn +
1
Bn
ζkn,kn
)1/2
+
Fˆ (x) − F˜ (x)(
k2n
n ζ1,kn +
1
Bn
ζkn,kn
)1/2
D−→ Z · 11/2 + 0 [∵ convergence in L 2 implies convergence in probability]
= Z ∼ N (0, 1) [by Slutsky’s Theorem]
So if we define σ2n(x) =
k2n
n ζ1,kn +
1
Bn
ζkn,kn then we have central limit theorem for Variant I of the One-Step
Boosted Forest (Algorithm 1).
Similarly when we define Fˆ (x) to be Variant II of the One-Step Boosted Forest then we can easily see that
F˜ (x) = F˜ (0)(x) + F˜ (1)(x) satisfies [∵ ζ1,kn = ζ
(0)
1,kn
+ ζ
(1)
1,kn
+ 2ζ
(0,1)
1,kn
]
F˜ (x)(
k2
n (ζ
(0)
1,kn
+ ζ
(1)
1,kn
+ 2ζ
(0,1)
1,kn
)
)1/2 D−→ N (0, 1)
Following similar calculations as above we can also easily show that
k2
n (ζ
(0)
1,kn
+ ζ
(1)
1,kn
+ 2ζ
(0,1)
1,kn
)
k2
n (ζ
(0)
1,kn
+ ζ
(1)
1,kn
+ 2ζ
(0,1)
1,kn
) + 1Bn (ζ
(0)
kn,kn
+ ζ
(1)
kn,kn
)
→ 1
and that Fˆ (x) and F˜ (x) are close together (with appropriate scaling). Thus if we define σ2n(x) =
k2
n (ζ
(0)
1,kn
+
ζ
(1)
1,kn
+2ζ
(0,1)
1,kn
)+ 1Bn (ζ
(0)
kn,kn
+ ζ
(1)
kn,kn
) we also have proved central limit theorem for Variant II of the One-Step
Boosted Forest (Algorithm 2).
B.2 Joint Normality of the Boosting Steps
This theorem is a generalisation of Theorem 1 stating that the boosting steps have a joint asymptotic normal
distribution (with appropriate scaling). For this we need to assume a slightly more stringent assumption for
the variances of each step [ζ(0)1,kn and ζ
(1)
1,kn
] rather than the variance of their sum as we did for the previous
theorem.
Theorem 3. Assume that the dataset Z
(0)
1 , Z
(0)
2 , . . .
iid∼ DZ(0) and F˜ (0) and F˜ (1) are first and second stage
random forests constructed based the tree kernel T with mean zero and on all possible subsets of size kn. Also
assume that ET 4(x;Z1, . . . , Zkn) ≤ C < ∞ for all x, n and some constant C and that lim
n→∞
ζ
(0)
1,kn
ζ
(1)
1,kn
∈ (0,∞).
Then under conditions 1 and 2 and as long as kn, Bn → ∞ such that knn → 0 and nBn → 0 as n → ∞ as
well as lim
n→∞
knζ
(0)
1,kn
ζ
(0)
kn,kn
6= 0 and lim
n→∞
knζ
(1)
1,kn
ζ
(1)
kn,kn
6= 0 we have
Σ−1/2n
(
F˜ (0)(x)
F˜ (1)(x)
)
D−→ N (0, I2), (B.1)
1Note that the assumptions concerning kn and ζ1,kn in Theorem 1 of Mentch and Hooker, 2016 are not consistent. We
assume kn/n → 0 and lim
knζ1,kn
ζkn,kn
6= 0 instead and if we follow the proof of main theorem of that paper then these conditions
can easily be shown to give us the same result.
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for some 2 × 2 covariance matrix Σn, which can be consistently estimated by the infinitesimal Jackknife
covariance matrix estimator given by
ΣˆIJ =
n∑
i=1
(
cov∗[N
(0)
i,b , T
(0)
b (x)]
cov∗[N
(1)
i,b , T
(1)
b (x)]
)
·
(
cov∗[N
(0)
i,b , T
(0)
b (x)]
cov∗[N
(1)
i,b , T
(1)
b (x)]
)⊤
(B.2)
Proof. To complete this proof we rely on subsidiary results proven in sections below. In Lemma 2 we have
shown that
Σ−1/2n
(
F˜ (0)(x)
F˜ (1)(x)
)
D−→ N (0, I2),
where Σn is the covariance matrix of the Hajek projections of F˜ (0)(x) and F˜ (1)(x). By Lemma 3 we can
see that each element of Σn is consistently estimated by the corresponding element of ΣˆIJ . Then using the
Skorohod Representation theorem and the same principles in the proof of Lemma 4 we can say that
lim
n→∞Σ
−1
n ΣˆIJ = limn→∞ Σˆ
−1
IJ Σn = I2
We use the condition lim
n→∞
ζ
(0)
1,kn
ζ
(1)
1,kn
∈ (0,∞) for invertibility of Σn. When (Σn)12 = 0 we need to have a separate
case but the proof for that would follow among the same lines as Lemma 4. Thus we have shown that Σn is
consistently estimated by ΣˆIJ .
A straightforward extension of this result could be for the case of more than one boosting step, provided we
define the residuals in a “noise-free" way similar to Zˇ(1). So if we define Zˇ(j)i =
(
Yi − E
[
j−1∑
ℓ=1
Fˆ (ℓ)(Xi)
]
, Xi
)
,
for j = 1, . . . ,m−1 and impose conditions similar to Condition 1 on the forests (F˜ (0), . . . , F˜ (m)) constructed
with those datasets then we can get the following result.
Corollary 1. Assume that lim
n→∞
ζ
(j−1)
1,kn
ζ
(j)
1,kn
exists and is finite for all j = 1, . . . ,m. Then under the same
conditions as Theorem 3, if we construct m-step boosted forests with F˜ (0), . . . , F˜ (m) as the random forests
for each stage then
Σ−1/2n
(
F˜ (0)(x), . . . , F˜ (m)(x)
)⊤
D−→ N (0, Im+1),
for some some (m+1)×(m+1) covariance matrix Σn, which can be consistently estimated by the infinitesimal
Jackknife covariance matrix estimator given by
ΣˆIJ =
n∑
i=1

cov∗[N
(0)
i,b , T
(0)
b (x)]
...
cov∗[N
(m)
i,b , T
(m)
b (x)]
 ·

cov∗[N
(0)
i,b , T
(0)
b (x)]
...
cov∗[N
(m)
i,b , T
(m)
b (x)]

⊤
Proof. ThatΣ−1/2n
(
F˜ (0)(x), . . . , F˜ (m)(x)
)⊤
D−→ N (0, Im+1) follows exactly the same arguments as in Lemma
2, where Σn is the covariance matrix of the Hajek projections of
(
F˜ (0)(x), . . . , F˜ (m)(x)
)⊤
. Also using very
similar arguments in Lemma 3 we can show that the elements of Σn is consistently estimated by the corre-
sponding elements of ΣˆIJ and then using the Skorohod Representation theorem and Lemma 4 we conclude
that ΣˆIJ is a consistent estimator of Σn.
Lemma 2. (B.1) holds true under the conditions of Theorem 3.
Proof. Since we have assumed the Lindeberg Feller type Condition 2 and since ET 4 ≤ C < ∞ =⇒
ET 2 ≤ C1 for some C,C1, we can easily see that (B.1) is simply a bivariate extension of Theorem 1(i) of
Mentch and Hooker, 2016, where the U-statistic
(
F˜ (0)(x)
F˜ (1)(x)
)
is bivariate but have the same kernel T for both
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its dimensions. The dataset used to construct said U-statistic is
(
Z
(0)
i
Z
(1)
i
)n
i=1
which are i.i.d since each Z(1)i is
a fixed function of Z(0)i and Z
(0)
1 , . . . , Z
(0)
n
iid∼ DZ(0) . Further the number of trees used to build the random
forests F˜ (0) and F˜ (1) is Mn =
(
n
kn
)
and thus nMn → 0. So we can use the same arguments as in Theorem
1(i) of Mentch and Hooker, 2016 and Theorems 11.2 and 12.3 of van der Vaart, 2000 to establish (B.1).
B.3 Consistency of the Infinitesimal Jackknife Covariance Estimator
Lemma 3. Each element of Σn in (B.1), is consistently estimated by the corresponding element of ΣˆIJ
given by (B.2).
Proof. In this proof we shall drop the subscript in kn for notational simplicity. Also since the test point x is
arbitrarily fixed we’ll simplify T (x;Z1, . . . , Zk) by T (Z1, . . . , Zk). We know that
Σn = Cov
(
˚˜F (0)(x;Z
(0)
1 , . . . , Z
(0)
n )
˚˜F (1)(x;Z
(1)
1 , . . . , Z
(1)
n )
)
,
where (˚ ) denotes the Hajek projection [Hájek, 1968]. Efron and Stein, 1981 showed that since the datasets
Z(0) and Z(1) are i.i.d. (separately) and the kernel T satisfies V ar[T (Z1, . . . , Zk)] = ET 2(Z1, . . . , Zk) ≤
C1 <∞, so there exists functions T1, . . . , Tk such that
T (Z1, . . . , Zk) =
k∑
i=1
T1(Zi) +
∑
i<j
T2(Zi, Zj) + · · ·+ Tk(Z1, . . . , Zk),
where the 2k − 1 terms on the right hand side are all uncorrelated and have expected value equal to 0 [The
first term, i.e., E[T ] is assumed to be 0]. Then the Hajek projection for T is given by
T˚ (Z1, . . . , Zk) =
k∑
i=1
T1(Zi)
Applying this decomposition to all the individual trees in F˜ (0) and F˜ (1) we can easily deduce that the Hajek
projections of the random forests in both stages are
˚˜F (0)(x;Z
(0)
1 , . . . , Z
(0)
n ) =
(
n
k
)−1(
n− 1
k − 1
) n∑
i=1
T1(Z
(0)
i ) =
k
n
n∑
i=1
T1(Z
(0)
i )
˚˜F (1)(x;Z
(1)
1 , . . . , Z
(1)
n ) =
(
n
k
)−1(
n− 1
k − 1
) n∑
i=1
T1(Z
(1)
i ) =
k
n
n∑
i=1
T1(Z
(1)
i )
We shall now follow the steps in the proof of Theorem 9 in Wager and Athey, 2017. Let us define
Σn =
(
σ00 σ01
σ01 σ11
)
, and ΣˆIJ =
(
σˆ00 σˆ01
σˆ01 σˆ11
)
Since we assumed k√
n
→ 0 that implies both k(log n)dn = k√n ·
(logn)d√
n
→ 0 and n(n−1)(n−k)2 = 1−1/n(1−k/n)2 → 1. Also
ET 4 is bounded and hence ET 41 is also bounded. Thus we can apply the WLLN for triangular arrays to
σ−100
k2
n2
∑n
i=1 T
2
1 (Z
(0)
i ) and σ
−1
11
k2
n2
∑n
i=1 T
2
1 (Z
(1)
i ).
So all the steps required in the proof of Theorem 9 and Lemma 12 in Wager and Athey, 2017 is satisfied and
we can conclude that
σˆ00
σ00
p→ 1, and σˆ11
σ11
p→ 1
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We shall use very similar steps as in the proof of Theorem 9 and Lemma 12 in Wager and Athey, 2017 to
show that σˆ01σ01
p→ 1 or more specifically the equivalent result that
σˆ01√
σ00σ11
− σ01√
σ00σ11
p→ 0,
to avoid the special case where σ01 and hence ρ01 := σ01√σ00σ11 is 0. Recall that we assumed E[T ] = 0 and
thus we can write σˆ01 as
σˆ01 =
k2
n2
n∑
i=1
EU(0)⊂Dˆ(0)
[
T
∣∣∣U (0)1 = Z(0)i ] · EU(1)⊂Dˆ(1) [T ∣∣∣U (1)1 = Z(1)i ]
=
k2
n2
n∑
i=1
(Ai +Ri)(Bi + Si), (B.3)
Here Dˆ(0) is the empirical distribution over (Z(0)1 , . . . , Z
(0)
n ) and Dˆ(1) is the same over (Z
(1)
1 , . . . , Z
(1)
n ). Also
U (j) is a sample of size k from Dˆ(j) without replacement, j = 0, 1 and
Ai = EU(0)⊂Dˆ(0)
[
T˚
∣∣∣U (0)1 = Z(0)i ] , Ri = EU(0)⊂Dˆ(0) [T − T˚ ∣∣∣U (0)1 = Z(0)i ]
Bi = EU(1)⊂Dˆ(1)
[
T˚
∣∣∣U (1)1 = Z(1)i ] , Si = EU(1)⊂Dˆ(1) [T − T˚ ∣∣∣U (1)1 = Z(1)i ]
Now Lemma 13 of Wager and Athey, 2017 shows that
1
σ00
k2
n2
n∑
i=1
R2i
p→ 0 and 1
σ11
k2
n2
n∑
i=1
S2i
p→ 0 (B.4)
So if we apply (B.4) to the four term expansion of σˆ01√σ00σ11 using (B.3) then the last three terms vanish by
Cauchy-Schwartz. For the first term we need further calculations. We can write
Ai = EU(0)⊂Dˆ(0)
[
T˚
∣∣∣U (0)1 = Z(0)i ]
=
(
1− k
n
)
T1(Z
(0)
i ) +
(
k − 1
n− 1 −
k
n
)∑
j 6=i
T1(Z
(0)
j )
=
n− k
n
T1(Z(0)i )− 1n− 1∑
j 6=i
T1(Z
(0)
j )

Similarly Bi = EU(1)⊂Dˆ(1)
[
T˚
∣∣∣U (1)1 = Z(1)i ]
=
n− k
n
T1(Z(1)i )− 1n− 1∑
j 6=i
T1(Z
(1)
j )

Define C01 = Cov
(
T1(Z
(0)
i ), T1(Z
(1)
i )
)
(same for all i), and note that
E(AiBi) =
(
n− k
n
)2 [
C01 +
n− 1
(n− 1)2 C01
]
=
(
n− k
n
)2
n
n− 1 C01
The cross terms vanish since Z(1)i is a fixed function of Z
(0)
i and hence uncorrelated with Z
(0)
j if j 6= i. Then
it is seen that
E
[
n− 1
n
(
n
n− k
)2
k2
n2
n∑
i=1
AiBi
]
=
k2
n
C01
=
k
n
Cov
(
T˚ (Z
(0)
1 , . . . , Z
(0)
k ), T˚ (Z
(1)
1 , . . . , Z
(1)
k )
)
= Cov
(
˚˜F (0)(x;Z
(0)
1 , . . . , Z
(0)
n ),
˚˜F (1)(x;Z
(1)
1 , . . . , Z
(1)
n )
)
= σ01
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Again since n(n−1)(n−k)2 =
1−1/n
(1−k/n)2 → 1 and ET 4 is bounded we can apply WLLN for triangular arrays to
conclude that (
1√
σ00σ11
k2
n2
n∑
i=1
AiBi
)
− ρ01 p→ 0 =⇒ σˆ01√
σ00σ11
− ρ01 p→ 0
Lemma 4. If A(n) and B(n) are two sequences of square matrices of fixed size m ×m, each of which are
invertible, such that
lim
n→∞
A
(n)
ij
B
(n)
ij
exists and equals α 6= 0, ∀ 1 ≤ i, j ≤ m,
then the matrices also satisfy
lim
n→∞
(
A(n)
)−1
B(n) = αIm, and lim
n→∞
(
B(n)
)−1
A(n) = (1/α)Im
Proof. Let A(n)ij be the cofactors of A
(n). Then we know that
(
A(n)
)−1
= 1|A(n)|
((
A
(n)
ij
))⊤
. So if we define
C(n) :=
(
A(n)
)−1
B(n) then it satisfies
lim
n→∞
C
(n)
ij = limn→∞
1
|A(n)|
m∑
k=1
A
(n)
ki B
(n)
kj
= lim
n→∞
1
|A(n)|
m∑
k=1
A
(n)
ki A
(n)
kj ·
B
(n)
kj
A
(n)
kj
= α1{i=j}
=⇒ lim
n→∞
C(n) = αIm
Similarly it can be easily shown that lim
n→∞
(
B(n)
)−1
A(n) = (1/α)Im
B.4 Origins of the Infinitesimal Jackknife Covariance Estimator
We called the consistent estimator given by (B.2) to be an infinitesimal Jackknife estimator. It includes
estimates for variance and covariance terms. In fact the infinitesimal Jackknife estimator for the variance
term has been defined in Theorem 1 of Efron, 2014, which in turn borrows heavily from an older definition
in Chapter 6 of Efron, 1982. In both those references the result was established with the assumption that we
were using bootstrapped data. For bootstrap data we take a sample of the same size as the original dataset
with replacement, as opposed to a sample of size smaller than the original dataset without replacement which
is used in our work and in Wager and Athey, 2017. That the variance estimates originally defined for the
former case applies consistently in the latter case as well was shown by Wager and Athey, 2017. Our work
aims to show the same for the covariance estimate as well. For that the last result left to establish is that
the covariance estimate we defined as the off-diagonal element in (B.2) is indeed a two-sample analogue to
the definition of the variance estimate in Theorem 1 of Efron, 2014.
Lemma 5. Let Y (0) = (Y
(0)
1 , . . . , Y
(0)
n ) and Y (1) = (Y
(1)
1 , . . . , Y
(1)
n ) be two i.i.d. datasets from separate
distributions and let T0 and T1 be two estimators. Then we define the ideal smooth bootstrap statistics
corresponding to T0 and T1 by
Sj(Y
(j)) =
1
B
B∑
b=1
Tj(Y
(j)
b ), for j = 0, 1, (B.5)
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where the average is done over all possible B = nn bootstrap samples Y
(j)
b = (Y
(j)
b1 , . . . , Y
(j)
bn ), j = 0, 1. Then
the infinitesimal Jackknife estimate of covariance between S0 and S1 is given by
C˜ov(S0, S1) =
n∑
i=1
1∏
j=0
cov∗
[
N (j){i, b}, Tj(Y (j)b )
]
, b = 1, . . . , B (B.6)
where N (j){i, b} = #{Y (j)i ∈ Y (j)b } for i ∈ [n], b ∈ [B], j = 0, 1.
Note: The infinitesimal Jackknife estimate is referred to as the non-parametric delta-method estimate in
Efron, 2014
Proof. Let P 0 =
(
1
n , · · · , 1n
)⊤ ∈ Rn and let P (1) and P (2) be independent copies of P ∗ ∼ Multinomialn(n,P 0)n .
We can immediately establish that
E(P ∗) = P 0, Σ(P ∗) =
In
n2
− P
0(P 0)⊤
n
,
where Σ denotes the covariance matrix. Define θj(P (j)) = Tj(Fj(Y (j))), for j = 0, 1, where Fj is a distribution
on Y (j) which has mass P (j)i at Y
(j)
i . Then we can easily see that Sj(Y
(j)) = E(θ(P (j))) for j = 0, 1. Now
analogous to (6.15) and (6.16) in Efron, 1982 we can define the infinitesimal Jackknife estimate of the
covariance between S0 and S1 by
C˜ov(S0, S1) = Cov(θˆ0(P
(0)), θˆ1(P
(1))), (B.7)
where θˆj(P (j)) = θj(P 0) + (P (j) − P0)⊤U (j), j = 0, 1 (B.8)
U
(j)
i = limǫ→0
θj(P0 + ǫ(ei − P0))− θj(P0)
ǫ
, i = 1, . . . , n
Here ei = (0, . . . , 0, 1, 0, . . . , 0) is the ith coordinate vector in Rn. Now θ0 and θ1 are only defined in the
simplex Pn = {P ∈ Rn : Pi ≥ 0,
∑n
i=1 Pi = 1}. We can do a homogeneous extension of the definition to an
open set Qn ⊃ Pn by θj(Q) := θj(Q/
∑n
i=1Qi) for Q ∈ Qn. Then we can define gradients D(j) at P0 by
D
(j)
i =
∂
∂Pi
θj(P )
∣∣∣∣
P=P 0
, for i = 1, . . . , n, j = 0, 1
It is easily seen that the directional derivatives U (j)i = (ei−P 0)⊤D(j), and hence (P 0)⊤U (j) = 1n
∑n
i=1 U
(j)
i =
0 for j = 0, 1. So using (B.8) we have
Cov(θˆ0(P
(0)), θˆ1(P
(1))) = (U (0))⊤Σ(P ∗)U (1) =
1
n2
n∑
i=1
U
(0)
i U
(1)
i (B.9)
Now (3.21) in the proof of Theorem 1 of Efron, 2014 shows that
U
(j)
i = n · cov∗
[
N (j){i, b}, Tj(Y (j)b )
]
, b = 1, . . . , B, i = 1, . . . , n, j = 0, 1 (B.10)
Substituting (B.10) in (B.9) and that result in (B.7) we get (B.6).
To apply Lemma 5 in practice, we need to estimate S0 and S1 by using the same formula as (B.5) and then
estimate of the covariance between them by (B.6), the only difference being that B will be the number of
bootstrap samples we use instead of all nn possible bootstrap samples.
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C Further Empirical Studies
C.1 Comparing Out-of-bag vs Inbag Residuals vs Bootstrapped Forests
In light of the results in Theorem 1 of Efron, 2014 and Lemma 5 above we can see that a different construction
of the One-Step Boosted Forest would result in a variance estimate very similar to the ones in §4.1. In the
construction of the One-Step Boosted Forest (§2) we used subsampling without replacement to construct the
individual trees in the forest. Instead of that we could also use full bootstrapped resampling to do the same.
We shall focus only on the case where we take different bootstrap resamples in the two stages, i.e., the case
analogous to Variant II of the One-Step Boosted Forest. In that case the same calculations as in (3.2) and
(4.6) will hold. The construction of the One-Step Boosted Forests by bootstrap resampling can be detailed
as follows.
Assume that we have B trees in the forests in each stage. Now the total number of possible bootstrap
resamples is nn. So we can define the first and second stage forests by
Fˆ (j)(x) =
1
B
B∑
b=1
T (x;Z
(j)
I
(j)
b
) =
1
nn
∑
I∈Bn
w
(j)
I T (x;Z
(j)
I ), j = 0, 1,
where the values of j correspond to each stage, each w(j)I is a binary random variable taking the value n
n/B
with probability B/nn and the value 0 with probability 1−B/nn and Bn is the set of all indices under full
bootstrap resampling. Then c = V ar(w(j)I ) = n
n/B.
So if we follow exactly the same arguments as in (3.2) and (4.6) by replacing
(
n
k
)
with nn, and also applying
Theorem 1 of Efron, 2014 and Lemma 5 we get that the variance estimator for Variant II the One-Step
Boosted Forest constructed with bootstrap resamples is exactly the same formula as (4.6). The only difference
being that N (j)i,b are no longer binary variables but can take any non-negative integer value corresponding to
the number of times the ith datapoint is included in the bth bootstrap resample during the construction of
the jth stage.
We have not been able to extend the logic in §3.3 and appendix B.2 to show that the estimate constructed
with bootstrap resamples follow normality. Actually the unusually high values for the Kolmogorov-Smirnov
statistics (K.S.) in Table 3 shows that asymptotic normality likely doesn’t hold true.
Using this fact we can compare the performance of Variant II of the One-Step Boosted Forest as constructed
via 3 ways, [as mentioned in §5.1]
(a) taking out-of-bag residuals as data for the second stage,
(b) taking inbag residuals as data for the second stage, or
(c) taking independent bootstrap resamples for constructing the trees in both stages.
In Table 3 we present such a comparison using a simulated dataset. The setup is exactly the same as the
one described in §5.2 but we consider only the case where we have B = 15000 trees in each forest [since that
was the case that gave us the maximum performance improvement].
We see that all the three cases gives us significant improvement over the base algorithm of random forest. But
the boosted forest constructed with out-of-bag residuals perform the best. The boosted forest constructed
with bootstrap resamples reduce the bias the most but its variance is very high thereby reducing its efficiency.
It is also computationally extremely expensive. The boosted forest with inbag residuals has the lowest
variance as hypothesised in §5.1 but it fails to reduce the bias as much as the other methods and hence it
performs the worst among the 3 of them.
In Table 4 we can see the results of the comparison between the three construction methods using the same
11 real datasets from the UCI repository and the same setup and parameters as used in §5.3.
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Bias V̂IJ V̂IJ/V (F̂ ) K.S. P.I.(in %)
p1
RF 1.8330 0.010 0.951 0.021 —–
BFoob 1.5547 0.032 1.183 0.037 26.73
BFinbag 1.6039 0.027 1.140 0.032 22.40
BFboot 1.5648 0.047 1.459 0.057 25.18
p2
RF 1.5039 0.010 0.976 0.022 —–
BFoob 1.2318 0.032 1.188 0.033 30.91
BFinbag 1.2800 0.027 1.146 0.027 25.98
BFboot 1.2338 0.048 1.599 0.065 29.82
p3
RF 1.5040 0.010 0.969 0.023 —–
BFoob 1.2292 0.032 1.211 0.052 31.21
BFinbag 1.2778 0.027 1.173 0.049 26.27
BFboot 1.2346 0.048 1.523 0.060 29.72
p4
RF 1.2027 0.010 0.968 0.021 —–
BFoob 0.9519 0.033 1.198 0.031 34.06
BFinbag 0.9962 0.028 1.163 0.029 28.83
BFboot 0.9421 0.050 1.537 0.062 33.89
p5
RF 0.9098 0.010 0.966 0.021 —–
BFoob 0.6926 0.034 1.198 0.029 36.16
BFinbag 0.7306 0.028 1.159 0.026 30.90
BFboot 0.6882 0.051 1.541 0.063 34.21
Table 3: Comparison of the three ways of constructing Variant II of the One-Step Boosted Forest with respect
to Random Forests. The shorthands BFoob, BFinbag and BFboot stand for the three methods described above
(a), (b) and (c) respectively. The metrics evaluated are the same as in Table 1 in §5.2.
We see that the results are similar to that from the simulation dataset. The boosted forest constructed with
bootstrapped resamples perform the best in all the cases. But it has an extremely high variance estimate
which contributes to the higher prediction interval length and coverage. Thus the prediction interval given
by that method might be too conservative. This method is also computationally extremely expensive. The
boosted forest with inbag residuals has a low variance as hypothesised in §5.1 but it also does not reduce
bias more than the other 2 methods leading to its bad performance.
In our opinion the boosted forest with out-of-bag residuals strikes a good balance in terms of decent perfor-
mance. It also has a variance estimate that isn’t as low as the boosted forest with inbag residuals but also
isn’t as high as the boosted forest constructed with bootstrapped resamples, leading to a wide but not too
conservative prediction interval. Also it is computationally competitive with the boosted forest with inbag
residuals but much cheaper compared to the boosted forest constructed with bootstrapped resamples.
Thus based on the results from Tables 3 and 4 we conclude that the boosted forest with out-of-bag residuals is
the best among the 3 methods discussed in this section. Note that numbers in the these two tables may vary
slightly with respect to to the ones with exactly the same conditions in Tables 1 and 2 due to randomness.
C.2 Performance on Simulated Datasets with High Noise
In this section we did simulation studies on the performance of the One-Step Boosted Forest algorithm with
noisy datasets as noted at the end of §5.3. The setup and metrics evaluated are almost exactly the same as
in §5.3. Our model now is
Y =
2∑
i=1
xi + ǫ, ǫ ∼ N(0, σ2)
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Dataset
BFoob BFinbag BFboot RF BFoob BFinbag BFboot
Improvement PI length
PI Coverage
yacht-hydrodynamics 82.89 77.42 88.75 15.53 16.48 16.33 19.50
92.33 99.33 99.00 100.00
BikeSharing-hour 73.26 70.46 81.78 1.49 1.52 1.51 2.93
100.00 100.00 100.00 100.00
Concrete 51.73 47.12 63.86
26.32 28.23 27.78 37.72
96.50 98.93 98.93 99.81
airfoil 43.80 41.41 56.47
14.66 15.66 15.53 21.83
94.47 99.13 99.13 99.93
housing 25.48 21.89 29.32
0.62 0.65 0.64 0.76
95.80 97.20 96.20 99.40
auto-mpg 19.58 18.12 27.19
11.70 12.15 12.09 13.85
94.62 95.64 95.64 97.95
winequality-white 11.43 9.95 22.51
3.36 3.98 3.79 6.06
98.49 99.41 99.22 100.00
parkinsons 8.42 7.38 11.85
35.74 42.44 40.55 71.07
99.71 99.91 99.90 100.00
winequality-red 7.71 6.76 16.33
2.60 2.86 2.79 3.81
95.85 97.48 97.23 99.81
SkillCraft 3.87 3.76 2.19
4.38 5.00 4.82 7.75
98.74 99.43 99.43 99.94
communities 2.96 3.04 2.88
0.62 0.68 0.66 0.93
96.83 98.24 97.94 99.50
Table 4: Comparison of the three ways of constructing Variant II of the One-Step Boosted Forest. We use
shorthands for, PI = Prediction Interval (5.2), RF = Random Forests, BFoob, BFinbag and BFboot for the
three methods (a), (b) and (c) above. The Improvement and PI Coverage figures are in percentages.
and the values of σ2 can be 2, 3 or 4. We have also added in results from the case σ2 = 1 as in §5.3 and Table
1. The combined figures are in Table 5. Also we observed that Variant II of the boosted forest performs
best and so the figures are only for that version.
This table shows behaviour similar to Table 1. We see that performance gets better as the test point moves
further away from the origin, the “center” of the dataset. The increment of the number of trees in the forest
helps the performance and the increase in noise hinders it - both are to be expected. Similar changes can
be noticed in the figures for percentage coverage of confidence intervals and the opposed for the bias, the
variance estimate and the Kolmogorv-Smirnov statistics, i.e., they become worse as the test point moves
further away from the origin and the noise increases. All metrics become better with increase of the number
of trees B.
C.3 Performance on Simulated Datasets with Nonlinear response
We did some further simulations with a nonlinear response function, namely, the norm. Our training features
still come uniformly from [−1, 1]15 but now our model is
Y = ‖x‖2 + ǫ, ǫ ∼ N(0, σ2)
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where we consider different values of σ2 in {1, 5, 10, 15}. The maximum standard deviation value of √15 was
so chosen since the norm can have maximum value
√
15 in our domain.
We present below two tables with our results. Table 6 has the figures for σ2 = 1. Most of the patterns
from the figures in Table 1 can also be observed here. But in this case we should note that the derivative
discontinuity of the signal at 0 which is likely to create a region of high bias at 0; moving further from this
point should reduce that but we also expect bias at the edges of the covariate range. From the table we see
that for all test points pi the bias decreases significantly for both variants of the One-Step Boosted Forest
algorithm when compared to (unboosted) random forests along with decreases as the number of trees in the
forest grows. Similar patterns of variance estimates increasing with boosting and decreasing with number
of trees hold true in this case as well. The Kolmogorov-Smirnov statistics are lower than those in Table 1
and showing faster convergence to normality. Also the prediction improvements (i.e., decrease in MSE) are
markedly better in this case and Variant II continues to perform better than Variant I in all cases. Note that
in all cases even though bias is reduced substantially by boosting it is still much higher than the estimated
variances. So the 95% confidence intervals will not be accurate here and were hence omitted from the table.
The combined figures for all the cases σ2 = 1, 5, 10, 15 are in Table 7. The performance metrics show similar
behaviour here as compared to 5, i.e., it becomes worse as the noise increases but also better as the number
of trees increases. So in conclusion the boosted forest algorithm performs best when training dataset is not
too noisy, the number of trees in the forests for each stage are high and the test point is far from the “center”
so it has a moderate amount of bias if predicted by the base random forest. On the other hand, the boosted
forest performs worst in a setting where we’re using a sparse forest and a very noisy training dataset to
predict at a test point that near the “center” so it has a low bias to begin with (boosting might decrease the
bias slightly but the increase in variance estimate offsets it).
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B = 5000 B = 10000 B = 15000
p1 p2 p3 p4 p5 p1 p2 p3 p4 p5 p1 p2 p3 p4 p5
Bias -0.0051 -0.0235 -0.0205 -0.047 -0.0977 0.0054 -0.0066 -0.0053 -0.0291 -0.0754 0.0111 -0.0067 -0.0015 -0.0317 -0.0841
V̂IJ 0.085 0.0855 0.0845 0.0834 0.0824 0.0693 0.0695 0.0688 0.0677 0.0666 0.0645 0.0646 0.0641 0.0629 0.0612
V̂IJ
V (F̂ )
1.7197 1.8561 1.8095 1.8181 1.8294 1.4038 1.41 1.4299 1.4367 1.4324 1.2994 1.3336 1.2852 1.2946 1.2908
K.S. 0.0799 0.112 0.0953 0.1325 0.2024 0.0525 0.0551 0.0547 0.0874 0.161 0.045 0.0479 0.0388 0.0794 0.1553
C.C. 98.8 99.3 98.7 99.1 97.8 98.5 98.5 97.2 98.0 97.1 98.1 97.6 97.1 96.8 95.7σ
2
=
1
P.I. -97.83 -67.39 -58.10 4.23 45.11 -105.03 -75.02 -63.62 4.55 47.44 -104.24 -73.85 -64.69 6.39 49.15
Bias 0.0045 -0.0254 -0.0238 -0.0609 -0.1221 0.0113 -0.0134 -0.0256 -0.0653 -0.1211 0.007 -0.0208 -0.0213 -0.0558 -0.1071
V̂IJ 0.1323 0.1338 0.1325 0.133 0.134 0.1068 0.1079 0.1069 0.1065 0.1063 0.0989 0.1002 0.0985 0.0984 0.0987
V̂IJ
V (F̂ )
1.6751 1.7027 1.64 1.6876 1.7608 1.4918 1.4829 1.4411 1.4606 1.4173 1.406 1.4198 1.3331 1.3669 1.3723
K.S. 0.0703 0.0922 0.0803 0.1224 0.1825 0.0698 0.0649 0.0739 0.1132 0.173 0.0457 0.0707 0.0653 0.1028 0.1602
C.C. 98.6 98.6 99.1 99.1 98.1 98.1 98.0 97.4 96.8 95.8 98.2 97.5 97.4 97.4 95.9σ
2
=
2
P.I. -118.98 -95.31 -86.02 -23.79 23.83 -126.74 -98.41 -85.01 -15.80 29.85 -132.04 -100.21 -87.98 -16.62 30.61
Bias 0.0055 -0.0244 -0.026 -0.0721 -0.1315 -0.0027 -0.0247 -0.0376 -0.0792 -0.146 0.0059 -0.0243 -0.0363 -0.0813 -0.1421
V̂IJ 0.1803 0.1822 0.1803 0.1807 0.1819 0.1449 0.1474 0.145 0.1455 0.147 0.1324 0.1338 0.1323 0.1327 0.1338
V̂IJ
V (F̂ )
1.755 1.7112 1.8423 1.8099 1.8042 1.5107 1.4618 1.4806 1.4432 1.415 1.323 1.3026 1.3022 1.3282 1.3005
K.S. 0.0828 0.0884 0.1109 0.1353 0.1891 0.0637 0.0733 0.0789 0.1199 0.1872 0.0443 0.0489 0.0764 0.1205 0.1759
C.C. 99.0 99.3 98.7 98.4 98.0 98.6 98.1 98.4 97.3 96.0 97.2 97.0 97.2 97.0 95.1σ
2
=
3
P.I. -132.00 -109.27 -99.34 -38.57 10.02 -141.04 -114.29 -99.74 -32.49 15.93 -143.51 -114.39 -102.74 -31.44 17.31
Bias -0.021 -0.0525 -0.0706 -0.119 -0.1862 0.0199 -0.015 -0.0297 -0.0802 -0.1375 0.0188 -0.0157 -0.0256 -0.0742 -0.1316
V̂IJ 0.2259 0.2289 0.2261 0.2291 0.2326 0.1826 0.1842 0.1823 0.1831 0.1856 0.1674 0.1696 0.1672 0.1687 0.1724
V̂IJ
V (F̂ )
1.6541 1.6446 1.6899 1.613 1.6806 1.4306 1.4454 1.408 1.4051 1.4203 1.296 1.3451 1.2627 1.2768 1.347
K.S. 0.0776 0.0978 0.117 0.1503 0.2053 0.0574 0.0674 0.0725 0.1057 0.1617 0.0566 0.0627 0.0591 0.0908 0.1533
C.C. 99.0 99.2 98.8 98.1 98.3 98.1 98.5 97.8 97.4 96.9 96.7 97.5 96.6 96.5 96.5σ
2
=
4
P.I. -137.33 -113.82 -101.62 -46.49 0.02 -150.49 -125.77 -114.98 -47.77 3.29 -155.48 -131.70 -120.90 -49.99 3.99
Table 5: Comparison of Variant II of the One-Step Boosted Forest with respect to Random Forests in case of noisy data. The metrics evaluated are
the same as in Table 1 in §5.2.
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B = 5000 B = 10000 B = 15000
Bias V̂IJ V̂IJV (F̂ ) K.S. P.I.(%) Bias V̂IJ
V̂IJ
V (F̂ )
K.S. P.I.(%) Bias V̂IJ V̂IJV (F̂ ) K.S. P.I.(%)
RF 1.8324 0.016 1.619 0.070 —– 1.8299 0.011 1.068 0.018 —– 1.8231 0.010 1.024 0.017 —–
p1 BFv1 1.5526 0.046 1.798 0.085 26.63 1.5497 0.035 1.284 0.043 26.86 1.5396 0.033 1.255 0.046 27.33
BFv2 1.5530 0.044 1.724 0.081 26.66 1.5498 0.034 1.255 0.038 26.88 1.5397 0.032 1.228 0.041 27.35
RF 1.5056 0.016 1.485 0.058 —– 1.5062 0.011 1.173 0.033 —– 1.5045 0.010 1.109 0.021 —–
p2 BFv1 1.2317 0.047 1.616 0.067 30.56 1.2341 0.036 1.379 0.048 30.77 1.2330 0.033 1.390 0.050 30.90
BFv2 1.2326 0.045 1.554 0.062 30.55 1.2340 0.035 1.345 0.045 30.82 1.2328 0.032 1.369 0.048 30.95
RF 1.5036 0.016 1.602 0.073 —– 1.5071 0.011 1.110 0.024 —– 1.5115 0.010 0.992 0.021 —–
p3 BFv1 1.2294 0.046 1.727 0.080 30.69 1.2372 0.036 1.326 0.047 30.48 1.2427 0.032 1.262 0.037 30.44
BFv2 1.2288 0.045 1.667 0.073 30.84 1.2370 0.035 1.292 0.040 30.54 1.2424 0.032 1.238 0.032 30.50
RF 1.1982 0.016 1.601 0.067 —– 1.1993 0.011 1.154 0.029 —– 1.2003 0.010 0.993 0.018 —–
p4 BFv1 0.9445 0.047 1.766 0.077 33.93 0.9484 0.037 1.395 0.048 34.03 0.9499 0.034 1.262 0.039 34.11
BFv2 0.9449 0.045 1.695 0.072 34.01 0.9484 0.036 1.365 0.048 34.10 0.9499 0.033 1.232 0.035 34.15
RF 0.9086 0.017 1.641 0.067 —– 0.9083 0.012 1.133 0.025 —– 0.9111 0.010 1.010 0.025 —–
p5 BFv1 0.6883 0.049 1.808 0.081 35.46 0.6885 0.039 1.371 0.045 36.17 0.6951 0.035 1.303 0.059 35.98
BFv2 0.6884 0.047 1.741 0.077 35.71 0.6890 0.038 1.326 0.043 36.20 0.6952 0.034 1.275 0.053 36.02
Table 6: Comparison of Variant II of the One-Step Boosted Forest with respect to Random Forests in case of noisy data. The metrics evaluated are
the same as in Table 1 in §5.2 with the exception of percentage coverage of confidence intervals.
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Y |X = x ∼ B = 5000 B = 10000 B = 15000
N (‖x‖2, σ2) Bias V̂IJ V̂IJV (F̂ ) K.S. P.I.(%) Bias V̂IJ
V̂IJ
V (F̂ )
K.S. P.I.(%) Bias V̂IJ V̂IJV (F̂ ) K.S. P.I.(%)
p1 1.5530 0.044 1.724 0.081 26.66 1.5498 0.034 1.255 0.038 26.88 1.5397 0.032 1.228 0.041 27.35
p2 1.2326 0.045 1.554 0.062 30.55 1.2340 0.035 1.345 0.045 30.82 1.2328 0.032 1.369 0.048 30.95
σ2 = 1 p3 1.2288 0.045 1.667 0.073 30.84 1.2370 0.035 1.292 0.040 30.54 1.2424 0.032 1.238 0.032 30.50
p4 0.9449 0.045 1.695 0.072 34.01 0.9484 0.036 1.365 0.048 34.10 0.9499 0.033 1.232 0.035 34.15
p5 0.6884 0.047 1.741 0.077 35.71 0.6890 0.038 1.326 0.043 36.20 0.6952 0.034 1.275 0.053 36.02
p1 1.5356 0.217 1.721 0.076 21.44 1.5568 0.171 1.323 0.041 21.35 1.5655 0.155 1.176 0.028 21.00
p2 1.2176 0.217 1.746 0.072 22.70 1.2451 0.172 1.312 0.049 22.43 1.2355 0.156 1.235 0.036 23.38
σ2 = 5 p3 1.2160 0.215 1.726 0.075 22.70 1.2284 0.170 1.379 0.050 23.02 1.2221 0.156 1.153 0.026 23.56
p4 0.9553 0.222 1.629 0.072 19.09 0.9532 0.173 1.372 0.042 21.62 0.9394 0.159 1.200 0.042 22.77
p5 0.6718 0.227 1.700 0.070 13.21 0.6849 0.181 1.220 0.036 14.31 0.6827 0.165 1.257 0.047 15.90
p1 1.5712 0.429 1.759 0.078 13.43 1.5682 0.341 1.418 0.053 15.09 1.5502 0.310 1.300 0.040 16.03
p2 1.2589 0.434 1.747 0.077 11.27 1.2391 0.344 1.368 0.054 13.92 1.2367 0.311 1.241 0.035 14.58
σ2 = 10 p3 1.2195 0.433 1.656 0.068 12.64 1.2119 0.341 1.436 0.054 15.22 1.2121 0.309 1.093 0.031 14.80
p4 0.9404 0.435 1.744 0.074 6.16 0.9366 0.352 1.351 0.055 8.16 0.9594 0.318 1.271 0.039 9.11
p5 0.7086 0.455 1.797 0.076 -10.52 0.6790 0.358 1.326 0.048 -6.98 0.6825 0.330 1.238 0.032 -5.12
p1 1.5465 0.642 1.676 0.069 7.22 1.5224 0.505 1.333 0.044 10.68 1.5493 0.462 1.258 0.034 10.50
p2 1.2335 0.653 1.658 0.067 2.78 1.2202 0.513 1.266 0.040 5.45 1.2577 0.460 1.239 0.046 6.21
σ2 = 15 p3 1.2377 0.650 1.777 0.076 3.11 1.2349 0.516 1.369 0.051 6.01 1.2242 0.465 1.175 0.029 6.87
p4 0.9360 0.664 1.615 0.070 -8.00 0.9333 0.521 1.315 0.043 -3.13 0.9185 0.475 1.259 0.037 -1.12
p5 0.6541 0.680 1.667 0.080 -29.83 0.6456 0.541 1.399 0.052 -23.03 0.6477 0.491 1.268 0.036 -20.41
Table 7: Comparison of Variant II of the One-Step Boosted Forest with respect to Random Forests in case of noisy data. The metrics evaluated are
the same as in Table 1 in §5.2.
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