In this paper, we answer the various forms of nonnegative inverse eigenvalue problems with prescribed diagonal entries for order three: real or complex general matrices, symmetric stochastic matrices, and real or complex doubly stochastic matrices. We include the known cases, the symmetric matrices and real or complex stochastic matrices, to compare the other results and for completeness. In addition, for a given list of eigenvalues, we compute the exact range for the largest value of the diagonal entries of the various nonnegative matrices.
Introduction
The nonnegative inverse eigenvalue problem (NIEP) is to determine necessary and sufficient conditions for a list of real or complex numbers to be the eigenvalues of some nonnegative matrix of real numbers. For a list Λ of numbers, if there exists a nonnegative matrix A with eigenvalues Λ, we say that Λ is realizable and that A realizes Λ. The nonnegative matrix could be of various forms: general, symmetric, stochastic, symmetric stochastic, and doubly stochastic nonnegative matrices. By a complex stochastic NIEP, we mean the NIEP of finding a stochastic nonnegative matrix over real numbers with complex eigenvalues.
The origin of the NIEP goes back to Kolmogorov [3] in 1937, who asked when a given complex number is an eigenvalue of some nonnegative matrix. Suleimanova [14] extended Kolmogorov's question to the NIEP form in 1949. Since then, vast literature has been devoted to its study, but we are far from a satisfactory solution.
Let n be the cardinality of list Λ. For the case n = 3, the general and symmetric NIEPs for a list of real numbers are straightforward, and the general NIEP for a list of complex numbers was proved by Loewy and London [5] in 1978. Perfect [10] in 1955 solved the stochastic NIEP for a list of real numbers and by a slight extension, Soto, Salas, and Manzaneda [13] in 2010 solved this problem for a complex list. In 1965, Perfect and Minsky [11] solved the symmetric stochastic and doubly stochastic NIEPs for lists of real and complex numbers.
For the case n = 4, in [5] in 1978, Loewy and London also gave a solution for a general NIEP for a list of real numbers. For a general NIEP for a list of complex numbers, a solution in terms of the power sums of the elements of Λ appeared in the Ph.D. thesis of Meehan [6] in 1998 and a solution in terms of the coefficients of the characteristic polynomial of a nonnegative matrix was published by Torre-Mayo, Abril-Raymundo, Alarcia-Estévez, Marijuán, and Pisonero [15] in 2007. Wuwen [16] presented a solution for the symmetric NIEP in 1996. For other NIEPs, only partial answers are known, see for example [8] and [9] . For the case n ≥ 5, the NIEP is unsolved in the general case and we refer to [12] .
We may ask further that for two given numerical lists Λ and Ω, what the necessary and sufficient conditions are for Λ to be the eigenvalues and Ω the diagonal entries of some nonnegative matrix [4] . We call this kind of question a NIEP with prescribed diagonal entries.
For the case n = 3, the symmetric NIEP with prescribed diagonal entries was proved by Fieldler [1] in 1974. The real stochastic NIEP with prescribed diagonal entries was proved by Perfect [10] in 1955 and by a slight extension, the complex stochastic NIEP with prescribed diagonal entries was proved by Soto, Salas, and Manzaneda [13] in 2010.
In this paper, we answer the various forms of nonnegative inverse eigenvalue problems with prescribed diagonal entries for n = 3: real or complex general matrices (section 3), symmetric stochastic matrices (section 6), and real or complex doubly stochastic matrices (section 7). We include the known cases, the symmetric matrices (section 4) and real or complex stochastic matrices (section 5), to compare the other results and for completeness. In addition, for a given list of eigenvalues, we compute the exact range for the largest value of the diagonal entries of the various nonnegative matrices.
Preliminary
We say that a matrix is nonnegative if all its entries are nonnegative real numbers. A basic theorem in the theory of nonnegative matrices, due to Perron and Frobenius, see for example [7] , states that the eigenvalues of a nonnegative matrix A have to contain a nonnegative number that is greater than or equal to the absolute value of any member of the eigenvalues of A. Since for any nonnegative matrix A with eigenvalues Λ = {λ 1 , λ 2 , . . . , λ n } the trace of A k , k = 1, 2, . . . is nonnegative, the following condition must hold.
Loewy and London [5] and Johnson [2] independently proved the following result, known as the JLL inequalities: n k−1 s km (Λ) ≥ s k m (Λ) for all positive integers k and m. Since the characteristic polynomial of a nonnegative matrix is a polynomial over real numbers, the eigenvalues are closed under complex conjugation. These four statements are necessary conditions for the list Λ of complex numbers to be the eigenvalues of a nonnegative matrix. The necessary conditions are sufficient only when Λ has at most three elements [5] .
Before we answer the various forms of NIEP with prescribed diagonal entries for n = 3, we present the cases for n = 2 which are trivial, but give a hint for the case n = 3.
Let A be a 2×2 nonnegative matrix over the field of real numbers. By the Perron-Frobenius theorem, A has a nonnegative eigenvalue, and this implies that the other eigenvalue of A is also real. 
Moreover, in this case, the exact range for ω 1 is
and we have
2. There is a symmetric stochastic nonnegative matrix with eigenvalues Λ and diagonal entries Ω if and only if the lists Λ and Ω satisfy (i) ω i ≥ 0 for i = 1 and 2,
Moreover, in this case, we have 
The list
For Λ and Ω satisfying the conditions in the first statement, we find the following general, symmetric and stochastic nonnegative matrices with eigenvalues Λ and diagonal entries Ω
and
for each condition, respectively. For Λ and Ω satisfying the conditions in the second statement, we find the following symmetric stochastic nonnegative matrix
, with eigenvalues Λ and diagonal entries Ω. Note that this matrix is symmetric doubly stochastic.
The proof is straightforward and one may refer to the proofs of the 3 × 3 matrix cases in the following sections.
General × nonnegative matrices
We discuss a general 3×3 nonnegative matrix case with prescribed real or complex eigenvalues and diagonal entries. Consider first the case of real eigenvalues.
Statement 3 in the following Theorem 3.1 was proved by Loewy and London [5] , but here we prove statement 3 as a corollary of statements 1 and 2 in Theorem 3.1. This kind of pattern will appear repeatedly.
Theorem 3.1 (real, general case). Let Λ = {λ 1 , λ 2 , λ 3 } and Ω = {ω 1 , ω 2 , ω 3 } be lists of real numbers with λ 1 ≥ λ 2 ≥ λ 3 and ω 1 ≥ ω 2 ≥ ω 3 .
There is a nonnegative matrix with eigenvalues Λ and diagonal entries Ω if and only if
the lists Λ and Ω satisfy
2. If Λ and Ω satisfy the conditions of statement 1, then the exact range for ω 1 is
For the values of ω 2 and ω 3 , we may take
3. [5] The list Λ is realizable as the eigenvalues of a nonnegative matrix if and only if the following hold:
For Λ and Ω satisfying the conditions of statement 1, we find the following nonnegative matrix  
with eigenvalues Λ and diagonal entries Ω. In this and hereafter nonnegative matrices, we choose that the diagonal entries are in descending order. We may also choose the diagonal entries in ascending order by applying a suitable permutation similarity.
Proof.
1. Suppose that Λ is realizable as the eigenvalues of a nonnegative matrix A with diagonal entries Ω. Then, the elements ω 1 , ω 2 , and ω 3 are nonnegative, and therefore, we have condition (i). The characteristic polynomial Ch 1 (λ) of A, using the eigenvalues Λ, is
We may write the nonnegative matrix A as 
Then, the two characteristic polynomials Ch 1 (λ) and Ch 2 (λ) must be identical. Comparing the coefficients of λ 2 , we have
which is condition (iii). Comparing the coefficients of λ, we have
Since all elements a ij are nonnegative, we have
which is condition (iv). Now, consider the expression (
. This is the value of Ch 1 (ω 1 ) and therefore, it must be the value of Ch 2 (ω 1 ). Hence,
which is nonnegative because ω 1 is larger than or equal to ω 2 and ω 3 by assumption.
Hence, this case is resolved in the case that λ 1 ≥ ω 1 ≥ λ 2 , which is condition (ii). Therefore, a nonnegative matrix with eigenvalues Λ and diagonal entries Ω satisfies conditions (i)-(iv). Now, suppose that lists Λ and Ω satisfy conditions (i)-(iv). Let B be the following matrix
Then, B is nonnegative by conditions (i), (ii), and (iv). The characteristic polynomial Ch 3 (λ) of B is factored as
where we use condition (iii) for factorization. Therefore, the eigenvalues of B are Λ, and this concludes statement 1.
2. Assume that statement 1 holds. We first show that if number ω 1 is within range (3.1), then taking numbers ω 2 and ω 3 with expression (3.2), list Ω satisfies conditions (i)-(iv). Second, we show that if number ω 1 is out of range (3.1), Ω does not satisfy them.
Suppose that Ω is within ranges (3.1) and (3.2). Then, we have
, which is nonnegative by (3.1). Hence, we obtain ω 1 ≥ ω 2 ≥ ω 3 . From an ω 1 within range (3.1), we may compute that max{0,
Hence, ω 3 ≥ 0 and therefore, condition (i) holds. For a number ω 1 within range (3.1), we have λ 2 ≤ ω 1 ≤ λ 1 , which is condition (ii). Furthermore, a direct summation of ω 1 , ω 2 , and ω 3 produces condition (iii). From numbers ω 1 , ω 2 , and ω 3 within ranges (3.1) and (3.2), we obtain
is satisfied. Therefore, if list Ω is within ranges (3.1) and (3.2), then Ω satisfies conditions (i)-(iv). Now, consider the case when ω 1 is out of range (3.1). If
which violates condition (iii). If ω 1 < λ 2 , then it violates condition (ii). If ω 1 > λ 1 + λ 2 + λ 3 , then since ω 2 and ω 3 are nonnegative, ω 1 + ω 2 + ω 3 > λ 1 + λ 2 + λ 3 , which violates condition (iii). If ω 1 > λ 1 , then it violates condition (ii). Therefore, if ω 1 is out of range (3.1), then Ω does not satisfy one of conditions (i)-(iv). Therefore, we conclude statement 2. Suppose that there is a list Ω that satisfies conditions (i)-(iv) of statement 1. Since the elements of Ω are nonnegative, by condition (iii) of statement 1, we have λ 1 +λ 2 +λ 3 ≥ 0. Again, from condition (iii) of statement 1, we have λ 1 + λ 3 = (ω 1 − λ 2 ) + ω 2 + ω 3 . Then, by conditions (i) and (ii) of statement 1, we obtain λ 1 + λ 3 ≥ 0.
Conversely, suppose that λ 1 + λ 3 ≥ 0 and λ 1 + λ 2 + λ 3 ≥ 0. Then, we may take values ω 1 , ω 2 , and ω 3 to be in ranges (3.1) and (3.2). For example, let ω 1 = min{λ 1 +λ 2 +λ 3 , λ 1 } and ω 2 = ω 3 = 1 2 (λ 1 +λ 2 +λ 3 −ω 1 ). Then, by statement 2, Ω satisfies conditions (i)-(iv) of statement 1. Hence, we conclude statement 3.
Consider the case of complex eigenvalues. When we say a list of complex numbers, we mean that the list has at least one non-real complex number. When a list Λ = {λ 1 , λ 2 , λ 3 } of complex numbers is realizable as the eigenvalues of a nonnegative matrix, from the PerronFrobenius theorem, we have that λ 1 ≥ |λ 2 | ≥ |λ 3 |. From now on, when we treat a complex number list, we make the hypothesis that λ 1 ≥ |λ 2 | ≥ |λ 3 |. 
There is a nonnegative matrix with eigenvalues Λ and diagonal entries Ω if and only if
lists Λ and Ω satisfy (i) ω i ≥ 0 for i = 1, 2, and 3,
2. If Λ and Ω satisfy the conditions of statement 1, the exact range for ω 1 is
where
For the values for ω 2 and ω 3 , we may take
[5] The list Λ is realizable as the eigenvalues of a nonnegative matrix if and only if the following hold:
with eigenvalues Λ and diagonal entries Ω.
Proof.
1. The proof of statement 1 is almost identical to that of statement 1 of Theorem 3.1, even though the list Λ contains complex numbers.
2. Assuming that the statement 1 holds, we first show that if the number ω 1 is within range (3.3), then taking the numbers ω 2 and ω 3 with expression (3.5), the list Ω satisfies conditions (i)-(iv). Second, we show that when ω 1 is out of range (3.3), Ω does not satisfy them.
Suppose that Ω is within range (3.3) and (3.5). From expression (3.5),
, which is nonnegative by (3.3). Hence, we obtain ω 1 ≥ ω 2 ≥ ω 3 .
For ω 1 within range (3.3), we may compute that max{0, 1 3
Hence, ω 3 ≥ 0, and therefore, condition (i) holds.
When ω 1 is within range (3.3), we have
which is nonnegative from the equality λ 2 = λ 3 . Hence, we have ω 1 ≤ λ 1 , and therefore, condition (ii) holds. The summation of ω 1 , ω 2 , and ω 3 gives us condition (iii). From the numbers ω 1 , ω 2 , and ω 3 , we obtain
Thus, condition (iv) is satisfied. Therefore, if the list Ω is within ranges (3.3) and (3.5), then Ω satisfies conditions (i)-(iv). Now, we consider the case when ω 1 is out of range (3.3). If
which violates condition (iii). If ω 1 > λ 1 + λ 2 + λ 3 , then, because ω 2 and ω 3 are nonnegative, condition (iii) is violated. Now, let us consider the case when ω 1 > U 1 . Using ω 3 = λ 1 + λ 2 + λ 3 − ω 1 − ω 2 , we have
From statement (iii), we have
. Applying this inequality to the above expression, we have Suppose that Ω satisfies conditions (i)-(iv) of statement 1. By condition (i) of statement 1, we have λ 1 ≥ 0. Since
and Λ contains complex conjugates, we conclude that Re(λ 2 ) = Re(λ 3 ). Therefore, λ 2 = λ 3 , which is condition (i). Since the elements of Ω are nonnegative, we have λ 1 + λ 2 + λ 3 ≥ 0, which is condition (ii).
Again, using condition (iii) of statement 1, we have
which is nonnegative by condition (iv) of statement 1. Therefore, Λ satisfies conditions (i)-(iii) of statement 3.
Conversely, suppose that Λ satisfies conditions (i)-(iii) of statement 3. Then, we may take values ω 1 , ω 2 , and ω 3 from ranges (3.3) and (3.5). For example, take
. Then, by statement 2, Ω satisfies conditions (i)-(iv) of statement 1. Hence, we conclude statement 3.
From statement 1 of Theorem 3.2, we may write λ 1 = a, λ 2 = b + ci and λ 3 = b − ci where a, b, and c are real numbers. We restate statements 2 and 3 of Theorem 3.2 in terms of a, b, and c. Note that Λ is now {a, b + ci, b − ci}.
Corollary 3.3.
The list Λ is realizable as the eigenvalues of a nonnegative matrix if and only if the following hold:
2. The exact range for ω 1 is
Symmetric 3 × 3 nonnegative matrices
We discuss a symmetric 3×3 nonnegative matrix case with prescribed eigenvalues and diagonal entries. The following theorem was proved by Fieldler [1] in 1974, except for statement 2, but we include here the theorem and proof to compare the other results and for completeness. 
[1] The list Λ is realizable as the eigenvalues of a symmetric nonnegative matrix if and only if the following hold:
For Λ and Ω satisfying the conditions of statement 1, we find the following symmetric nonnegative matrix 
, with eigenvalues Λ and diagonal entries Ω.
Proof.
1. The proof is similar to that of statement 1 of Theorem 3.1 except for condition (iii). Therefore, we give the proof related to condition (iii). Assume that the list Λ is realizable as the eigenvalues of a symmetric nonnegative matrix A with diagonal entries Ω. Then, there is an orthogonal matrix U = {u ij } such that A = U tr [Λ]U where [Λ] is the diagonal matrix with diagonal entries Λ. Then, in particular, we have
Since U is orthogonal, u 2 13 + u 2 23 + u 2 33 = 1, and hence ω 3 ≥ λ 3 . From condition (iv), we obtain
which is condition (iii).
Now, suppose that the lists Λ and Ω satisfy conditions (i)-(iv). Let B be the following matrix
Then, B is a symmetric nonnegative matrix by conditions (i)-(iii). The characteristic polynomial Ch(λ) of B is factored as
where we use condition (iv). Therefore, the eigenvalues of B are Λ, hence this concludes statement 1.
2, 3. Suppose that Ω is within ranges (4.1) and (4.2). Then, a direct computation shows that
Therefore, λ 1 + λ 2 − ω 1 − ω 2 is nonnegative, which is condition (iii). For the other part of the proof, see the proofs of statements 2 and 3 of Theorem 3.1.
There appear two conditions: 
Proof. We may write that
Since λ 1 + λ 2 ≥ ω 1 + ω 2 implies ω 3 ≥ λ 3 , each term of the right-hand side of the equality is nonnegative, hence we conclude the proposition. 
is negative.
Stochastic 3 × 3 nonnegative matrices
We discuss a stochastic 3 × 3 nonnegative matrix case with prescribed real or complex eigenvalues and diagonal entries. Consider first the case of real eigenvalues. The following theorem was proved by Perfect [10] in 1955, except for statement 2, but we include here the theorem and proof to compare the other results and for completeness.
Throughout the paper, we consider a positive scalar multiple of a stochastic matrix or a doubly stochastic matrix, not just a usual stochastic matrix. Therefore the sum of entries in every row is the largest eigenvalue, say λ 1 , and for the doubly stochastic matrix, the sum of entries in every column is λ 1 too. In this way, we can trace the behavior of λ 1 , otherwise it is concealed when λ 1 = 1. From now on, a stochastic matrix or a doubly stochastic matrix means a positive scalar multiple of a stochastic matrix or a doubly stochastic matrix, respectively. 
For the values for ω 2 and ω 3 , we may take 
For Λ and Ω satisfying the conditions of statement 1, we find the following stochastic nonnegative matrix
with eigenvalues Λ and diagonal entries Ω. For a usual stochastic matrix, we may take λ 1 = 1.
Proof. Suppose that the list Λ is realizable as the eigenvalues of a stochastic nonnegative matrix with diagonal entries Ω. Since such a stochastic nonnegative matrix is a general nonnegative matrix, by Theorem 3.1, the lists Ω and Λ satisfy conditions (i)-(iv). Now, suppose that the lists Ω and Λ satisfy conditions (i)-(iv). Let C be the following stochastic matrix:
where p is defined in (5.3). Each entry of the matrix is nonnegative. We now check the nonnegativity of λ 1 − ω 2 − p. Consider the numerator of λ 1 − ω 2 − p:
Using condition (iii) and substituting λ 1 with ω 1 + ω 2 + ω 3 − λ 2 − λ 3 , the expression becomes
Hence, we obtain
which is nonnegative. Therefore, C is nonnegative. A direct computation shows that the eigenvalues of C are Λ, hence this concludes statement 1. For the proof of statements 2 and 3, refer to the proof of Theorem 3.1.
Consider the case of complex eigenvalues. The following theorem was proved by by Soto, Salas, and Manzaneda [13] in 2010, except for statement 2, but we include here the theorem and proof to compare the other results and for completeness. 
where U 1 is as defined in (3.4) . For the values for ω 2 and ω 3 , we may take
[13] The list Λ is realizable as the eigenvalues of a stochastic nonnegative matrix if and only if the following hold:
For Λ and Ω satisfying the conditions of statement 1, we find the following stochastic nonnegative matrix 
where p is in (5.3), with eigenvalues Λ and diagonal entries Ω. For a usual stochastic matrix, we may take λ 1 = 1.
Proof. The proof of this theorem is similar to that of Theorem 3.2 or 5.1 except for the argument about the equation (5.4). We consider that
which is nonnegative. This completes the proof of this Theorem.
From statement 1 of Theorem 5.2, without loss of generality we may write λ 1 = a, λ 2 = b + ci, and λ 3 = b − ci where a, b, and c are real numbers. We restate statements 2 and 3 of Theorem 5.2 in terms of a, b and c. Note that the list Λ is now {a, b + ci, b − ci}.
The list Λ is realizable as the eigenvalues of a stochastic nonnegative matrix if and only if the following hold:
6 Symmetric stochastic 3 × 3 nonnegative matrices
We discuss a symmetric stochastic 3 × 3 nonnegative matrix case with prescribed eigenvalues and diagonal entries. Statement 3 in the following Theorem 6.1 was proved by Perfect and Minsky [11, proof of Theorem 14] in 1965.
Theorem 6.1 (symmetric stochastic case). Let Λ = {λ 1 , λ 2 , λ 3 } and Ω = {ω 1 , ω 2 , ω 3 } be lists of real numbers with λ 1 ≥ λ 2 ≥ λ 3 and ω 1 ≥ ω 2 ≥ ω 3 .
There is a symmetric stochastic nonnegative matrix with eigenvalues Λ and diagonal entries Ω if and only if the lists Λ and Ω satisfy (i) ω i ≥ 0 for i = 1, 2, and 3, (ii)
ω 1 + ω 2 + ω 3 = λ 1 + λ 2 + λ 3 , (iii) ω 3 − λ 2 2 − λ 3 2 ≥ 0, (iv) (ω 3 − λ 2 2 − λ 3 2 ) 2 = (λ 1 − ω 1 )(λ 1 − ω 2 ) − 1 3 (λ 1 − λ 2 )(λ 1 − λ 3 ).
If Λ and Ω satisfy the conditions of statement 1, then the exact range for
For the values for ω 2 and ω 3 , we have
[11] The list Λ is realizable as the eigenvalues of a symmetric stochastic nonnegative matrix if and only if the following holds:
For Λ and Ω satisfying the conditions of statement 1, we find the following symmetric stochastic nonnegative matrix
Proof.
1. Suppose that the list Λ is realizable as the eigenvalues of a symmetric stochastic nonnegative matrix A with diagonal entries Ω. Then, the elements ω 1 , ω 2 , and ω 3 are nonnegative, and therefore, we have condition (i). The characteristic polynomial Ch 1 (λ) of A, using the eigenvalues Λ, is
We may write the symmetric stochastic nonnegative matrix A without loss of generality as
where each entry is nonnegative and ω 3 = 2s + ω 1 + ω 2 − λ 1 . Then, we have another form of the characteristic polynomial Ch 2 (λ) of A, which is
which is condition (ii). From
2 , which is nonnegative, hence condition (iii) holds. Comparing the coefficients of λ, we have
2 ) 2 and s by λ 1 +
which is condition (iv). Therefore, all conditions (i)-(iv) are satisfied. Now, suppose that lists Λ and Ω satisfy conditions (i)-(iv). Let B be the following matrix
Because of condition (iii), which is ω 3 − 2 ≥ 0. Hence, the matrix B is nonnegative. All the sums of each row entries are equal to λ 1 , and hence the matrix B is symmetric stochastic. The characteristic polynomial Ch 3 (λ) of B is factored as
where we use conditions (iii) and (iv), and therefore, the eigenvalues of B are Λ. Therefore, we have a symmetric stochastic nonnegative matrix with eigenvalues Λ and diagonal entries Ω, hence this concludes statement 1.
3. Here, we prove statement 3. From statement 1, statement 3 is equivalent to the following:
for a given list Λ, there is a list Ω with conditions (i)-(iv) of statement 1 if and only if Λ satisfies condition 2λ 1 + λ 2 + 3λ 3 ≥ 0. Hence, we give a proof for this statement.
Suppose that there is a list Ω with conditions (i)-(iv) of statement 1. Let p = 2λ 1 + λ 2 + 3λ 3 and q = 2λ 1 + 3λ 2 + λ 3 . Then their sum is p + q = 4(λ 1 + λ 2 + λ 3 ), and by conditions (i) and (ii) of statement 1, it is nonnegative. Their product is
where we use conditions (ii) and (iv). Each of ω 1 , ω 2 , and ω 3 is nonnegative, hence the product p q is nonnegative. Since the sum and product of reals p and q are nonnegative, the values p and q are nonnegative, hence we have 2λ 1 + λ 2 + 3λ 3 ≥ 0.
Conversely, we suppose that 2λ 1 + λ 2 + 3λ 3 ≥ 0. We let
Then, a direct computation shows that these ω 1 , ω 2 , and ω 3 satisfy conditions (i)-(iv). Therefore, statement 3 holds.
2. We need the following lemma to prove statement 2.
Lemma 6.2. Let R be the region on the plane with λ 2 -and λ 3 -axes, bounded by
Let R 1 be the subregion of R bounded by
R 2 be the subregion of R bounded by
and R 3 be the subregion of R bounded by
Then,
Proof. Expression L 1 is well defined on the whole region R. Expression L 2 on R is well defined on the subregion −(λ 1 + 2λ 2 )(λ 1 + 2λ 3 ) ≥ 0 or equivalently
It is a subregion of R 2 ∪ R 3 . Expression L 3 on R is well defined on the subregion
a subregion of R 2 ∪ R 3 . On region R 1 , only L 1 is well defined, and therefore,
Let r 2 be the region bounded by
Then, r 2 is a subregion of R 2 and on R 2 , L 3 is well defined on
Let r 3 be the region bounded by
Then, r 3 is a subregion of R 3 and on R 3 , L 2 is well defined on
We now prove statement 2. Assuming that statement 1 holds, we solve two equations (ii) and (iv), and then, for ω 2 and ω 3 we have the values (6.3) and (6.4). We first show that if the number ω 1 is within range (6.1), then taking numbers ω 2 and ω 3 with expression (6.3) and (6.4), Ω satisfies conditions (i)-(iv). Second, we show that when ω 1 is out of range (6.1), Ω does not satisfy them.
Suppose that list Ω satisfies range (6.1) and expressions (6.3) and (6.4). Then, we obtain
by a direct computation. Hence, conditions (ii) and (iv) hold.
We now show the inequality ω 1 ≥ ω 2 ≥ ω 3 ≥ 0. From the range of ω 1 in (6.1), we have
Using the value ω 2 , we obtain 0
In the same manner, using the value ω 2 , we obtain 0
Using the range of ω 1 and the value ω 3 , we have
We may easily check that u and v are nonnegative on R 2 . Hence, u − v ≥ 0 if and only if u 2 − v 2 ≥ 0. By a direct computation we have
On R 2 we have λ 2 + λ 3 ≤ 0. In addition, we have −3λ 1 + l ≤ 0, because
where we use 2λ 1 + λ 2 + 3λ 3 ≥ 0, λ 1 ≥ 0, λ 1 − λ 2 ≥ 0, and λ 3 ≤ 0 on R 2 . Therefore, u 2 − v 2 ≥ 0 and therefore, ω 3 −
, and
We may check that u and v are nonnegative on R 3 and u 2 = v 2 . Hence,
Now, consider the other case when the number ω 1 is out of range (6.1). Assume that 2λ 2 ) . Then, the inside of the square root part of ω 2 is negative, hence ω 2 is not real, violating the assumption that ω 2 is real.
Consider region R 1 and assume that ω 1 < L 1 . For
, ω 2 is not real, violating the assumption that ω 2 is real.
Consider region R 2 and assume that 2λ 3 ) , we have that ω 2 is not real, violating the assumption that ω 2 is real.
Consider region R 3 and assume that
, we have that ω 2 is not real, violating the pre-assumption that ω 2 is real. Therefore if ω 1 is out of range (6.1), then Ω does not satisfy conditions (i)-(iv). Hence, we conclude statement 2.
Doubly stochastic 3 × 3 nonnegative matrices
We discuss a double stochastic 3 × 3 nonnegative matrix case with prescribed real or complex eigenvalues and diagonal entries. Consider first the case of real eigenvalues. Statement 3 in the following Theorem 7.1 was proved by Perfect and Minsky [11] in 1965. 
where L 1 , L 2 and L 3 are defined in (6.2) and
(7.4)
[11] The list Λ is realizable as the eigenvalues of a doubly stochastic nonnegative matrix if and only if the following holds:
For Λ and Ω satisfying the conditions of statement 1, we find the following doubly stochastic nonnegative matrix
Proof.
1. Suppose that the list Λ is realizable as the eigenvalues of a doubly stochastic nonnegative matrix A with diagonal entries Ω. Then, the elements ω 1 , ω 2 , and ω 3 are nonnegative, hence we have condition (i). The characteristic polynomial Ch 1 (λ) of A, using the eigenvalues, is
We may write the doubly stochastic nonnegative matrix A without loss of generality as
where each entry is nonnegative and ω 3 = s + t + ω 1 + ω 2 − λ 1 . From this matrix we have another form of the characteristic polynomial Ch 2 (λ) of A, which is
Then, the two characteristic polynomials Ch 1 (λ) and Ch 2 (λ) are identical. Comparing the coefficients of λ 2 , we have
which is condition (ii). From ω 3 = s + t + ω 1 + ω 2 − λ 1 we have
which is nonnegative because s and t are nonnegative, hence we have (iii). Comparing the coefficients of λ, we have
which is nonnegative, hence condition (iv) holds. By the inequality of arithmetic and geometric means, we have ( 
where W is defined in (7.5). By condition (i), ω i is nonnegative for i = 1, 2, and 3. Let
The number W is nonnegative by condition (v), hence s and t are real numbers. Since the sum s + t and product s t are nonnegative by conditions (iii) and (iv), respectively, we have that s and t are nonnegative.
2 − √ W ≥ 0 and ω 1 ≥ ω 2 ≥ ω 3 by pre-assumption, we have that
Hence, the matrix B is nonnegative. All sums of each row and column entries are equal to λ 1 , hence the matrix B is doubly stochastic. The characteristic polynomial Ch 3 (λ) of B is factored as
where we use conditions (ii), and therefore, the eigenvalues of B are Λ. Therefore, we obtain a doubly stochastic nonnegative matrix with eigenvalues Λ and diagonal entries Ω, hence this concludes statement 1.
3. The proof of statement 3 is similar to that of statement 3 of Theorem 6.1, hence we omit it.
Lemma 7.2. Let R be the region on the plane with λ 2 -and λ 3 -axes, bounded by
Let Q 1 be the subregion of R bounded by
and Q 2 the subregion of R bounded by
Proof. We have
2 ≥ 0, we consider that
On Q 1 , we have λ 2 1 + 2λ 1 λ 2 + 2λ 1 λ 3 + λ 2 λ 3 ≤ 0, hence λ 1 + λ 2 + λ 3 ≤ U 2 , which says that λ 1 +λ 2 +λ 3 = min{λ 1 +λ 2 +λ 3 , U 2 } on Q 1 . On Q 2 , we have λ 2 1 +2λ 1 λ 2 +2λ 1 λ 3 +λ 2 λ 3 ≥ 0, that is, λ 1 + λ 2 + λ 3 ≥ U 2 , which says that U 2 = min{λ 1 + λ 2 + λ 3 , U 2 } on Q 2 .
We assume that statement 1 holds. Then, from statement 3, we have 2λ 1 + λ 2 + 3λ 3 ≥ 0. We first show that if the number ω 1 is within range (7.1), then taking numbers ω 2 and ω 3 with expression (7.3) and (7.4), the list Ω satisfies conditions (i)-(iv). Second, we show that when ω 1 is out of range (7.1), Ω does not satisfy them.
Suppose that Ω is within ranges (7.1) − (7.4). We split the range of ω 1 into two subranges. Assume first that ω 1 is in the subrange
and then take
Then, the list Ω satisfies conditions (i)-(iv), which follows from the proof of statement 2 of Theorem 6.1. Now, assume the other subrange
From this assumption we can check ω 1 + ω 2 + ω 3 = λ 1 + λ 2 + λ 3 , which is condition (ii).
Consider the list Λ on region Q 1 . On Q 1 , by Lemma 7.2,
, which implies
Therefore, condition (iii) holds.
We may check that the point p 0 is the intersection of two lines ω 1 + 2ω 2 = λ 1 + λ 2 + λ 3 and ω 1 = ω 2 , the point p 1 is the intersection of two lines ω 1 = ω 2 and ω 1 = L 1 , and the point p 2 is the intersection of two lines ω 1 = L 1 and ω 1 + 2ω 2 = λ 1 + λ 2 + λ 3 .
We can view W as a function of variables ω 1 and ω 2 , that is,
Then, W (ω 1 , ω 2 ) is an elliptic paraboloid which opens upward with minimum at p 0 , and we have that W (p 0 ) = − (λ 2 − λ 3 ) 2 , which are all nonpositive on region R 1 . Therefore, W (ω 1 , ω 2 ) < 0 for each point (ω 1 , ω 2 ) on this polygon.
Consider subregion R 2 . On R 2 , since L 2 = max{L 1 , L 2 , L 3 }, then ω 1 < max{L 1 , L 2 , L 3 }, which implies ω 1 < L 2 . We will show that there is no point (ω 1 , ω 2 ) that satisfies conditions (i)-(v) and ω 1 < L 2 on region R 2 . Indeed it is enough to show that if (ω 1 , ω 2 ) satisfies (i), (ii) and ω 1 < L 2 , then it violates condition (v), i.e., W < 0.
If a point (ω 1 , ω 2 ) satisfies conditions (a) ω 1 ≥ ω 2 , (b) ω 1 + 2ω 2 ≥ λ 1 + λ 2 + λ 3 , (c) ω 1 + ω 2 ≤ λ 1 + λ 2 + λ 3 (which comes from ω 3 ≥ 0 and (ii) ) and (d) ω 1 < L 2 , then (ω 1 , ω 2 ) is a point on the polygon of vertices p 0 , p 3 , p 4 and p 5 containing the boundary except the line segment p 4 p 5 , where
We may check that the point p 3 is the intersection of two lines ω 1 = ω 2 and ω 1 + ω 2 = λ 1 +λ 2 +λ 3 , the point p 4 is the intersection of two lines ω 1 +ω 2 = λ 1 +λ 2 +λ 3 and ω 1 = L 2 , and the point p 5 is the intersection of two lines ω 1 = L 1 and ω 1 + 2ω 2 = λ 1 + λ 2 + λ 3 .
Then, W (ω 1 , ω 2 ) is an elliptic paraboloid which opens upward with minimum at p 0 , and we have that W (p 0 ) = − which are all nonpositive on region R 2 . Therefore, W (ω 1 , ω 2 ) < 0 for each point (ω 1 , ω 2 ) on this polygon.
Consider subregion R 3 . On R 3 , since L 3 = max{L 1 , L 2 , L 3 }, we have ω 1 < max{L 1 , L 2 , L 3 }, which implies ω 1 < L 3 . We will show that there is no point (ω 1 , ω 2 ) that satisfies conditions (i)-(v) and ω 1 < L 3 on region R 3 . Indeed it is enough to show that if (ω 1 , ω 2 ) satisfies (i)-(iii) and ω 1 < L 3 , then it violates condition (v), i.e., W < 0. 2 and ω 1 = L 3 , and the point p 8 is the intersection of two lines ω 1 = L 3 and ω 1 + 2ω 2 = λ 1 + λ 2 + λ 3 .
Then, W (ω 1 , ω 2 ) is an elliptic paraboloid which opens upward with minimum at p 0 , and we have that W (p 0 ) = − which are all nonpositive on region R 3 . Therefore, W (ω 1 , ω 2 ) < 0 for each point (ω 1 , ω 2 ) on this polygon. Now, suppose that ω 1 > min{λ 1 + λ 2 + λ 3 , U 2 }. From condition (ii) and nonnegativity of ω 2 and ω 3 , we have ω 1 ≤ λ 1 + λ 2 + λ 3 . From conditions ω 1 + 2ω 2 ≥ λ 1 + λ 2 + λ 3 , i.e., ω 2 ≥ 1 2 (λ 1 + λ 2 + λ 3 − ω 1 ) and (iv), we reduce (λ 2 + λ 3 − U 2 ) ≤ ω 1 ≤ U 2 . Therefore, we cannot have ω 1 > min{λ 1 + λ 2 + λ 3 , U 2 }. Therefore, if ω 1 is out of range (7.1), then Ω does not satisfy conditions (i)-(v). Hence, we conclude statement 2.
Consider the case of complex eigenvalues (ii) ω 1 + ω 2 + ω 3 = λ 1 + λ 2 + λ 3 ,
