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Abst rac t - - In  this paper, we consider the problem of finding a minimum cost path in a graph. 
In particular, we consider the perimeter search technique and we investigate the possibility of using 
very large perimeters. We present an algorithm designed to use perimeters of arbitrary size. Our 
algorithm generates the perimeter incrementally and makes use of a technique called backward pruning 
for reducing the search effort. A qualitative analysis and experimental results how that our algorithm 
can effectively use perimeters ofvery large size. 
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1. INTRODUCTION 
Heuristic search algorithms are an important ool for solving many combinatorial optimization 
problems. Typically, these algorithms are used when the best of several alternatives can be found 
exploring a decision graph. Many authors have observed that a problem with a single goal and 
reversible operators hould be solved more efficiently using a bidirectional search algorithm [1-7]. 
Bidirectional algorithms earch simultaneously from and towards the goal node. If the two search 
fronts can be made to "meet in the middle," the time complexity of the search drops from O(b d) 
to O(bd/2). Unfortunately, forcing the two fronts to meet at a midpoint appears to be a very 
difficult problem, and none of the earlier bidirectional algorithms performs ignificantly better 
than the well-known unidirectional algorithms A* and IDA* [8]. 
Recently, a new approach to bidirectional search has been proposed [9,10]. The new technique, 
called perimeter search, works as follows. Initially, a backward search generates the perimeter, 
which is a set of nodes surrounding the goal. Then, the search proceeds as a unidirectional search 
from the start node. During this second phase, the perimeter is used to compute a more accurate 
heuristic estimate of the cost of a path from the current node to the goal. A better heuristic 
means that nonoptimal paths are detected and pruned earlier. As a result, perimeter search 
algorithms usually outperform their unidirectional counterparts. Experimental tests with the 
Fifteen Puzzle problem show that the perimeter search algorithm BIDA* is almost eight times 
faster than IDA*, making it one of the most efficient algorithms for solving this well-known test 
problem. 
We emphasize that the effectiveness of perimeter search algorithms is due to the use of a 
better heuristic, and not to a "meet in the middle" phenomenon. A larger perimeter yields 
a heuristic which is provably more accurate, but also more difficult to compute. The tradeoff 
between these two factors determines the optimal perimeter size which appears to be strongly 
problem dependent. Unfortunately, all perimeter search algorithms proposed so far keep all 
perimeter nodes in the main memory. Hence, it is possible that memory limitations prevent 
these algorithms from using the optimal perimeter. 
Typeset by .Ah~-TF_jX 
37 
38 G. MANZINI 
In this paper, we describe an algorithm designed to overcome this drawback. The new algo- 
rithm, called BIDA*_RM, can use a perimeter of arbitrary size. If the perimeter does not fit 
into the available memory, BIDA*_RM generates it incrementally. We analyze BIDA*_RM at the 
qualitative level and we show that, by varying a parameter called the number of witnesses, we 
can fine tune the ratio between heuristic evaluations and node generation. We also show that, 
using a technique called backward pruning, it is possible to execute the search without generating 
the whole perimeter. In our experiments, BIDA*_RM was able to use efficiently perimeters with 
up to eight billion nodes. 
2. DESCRIPT ION OF  THE ALGORITHM 
Suppose we are given a problem which can be represented by a weighted directed graph with 
initial node s and a single-goal node t. If there is an arc going from n to n', we say that n' is a 
successor of n, and we denote by c(n, n') the cost of traversing the arc. 
For each pair of nodes n, m, let H* (n, m) denote the minimum cost of a path from n to m, 
and let H(n,m) denote a heuristic estimate of H*(n,m) such that H(n,m) < H*(n,m). In the 
following, we assume that the function H is monotonic, that is, if n' is a successor of n 
H(n, m) < c (n, n') + H (n', m). (1) 
We assume that this property holds also for the second argument of H; that is, if m'  is a successor 
of m 
H (n, m') < H(n, m) + c (m, m'). (2) 
Perimeter search algorithms work as follows. First, a backward search generates the perime- 
ter P,  that is, a set of nodes which surround the goal node t. Then, the search proceeds forward 
from the start node using the heuristic function 
hp(n) = min [H(n, m) + H*(m, t)]. (3) 
As the size of the perimeter P increases, the heuristic hp becomes more accurate and the forward 
search finds a solution path exploring fewer nodes. The biggest drawback of perimeter search 
algorithms is that the computation of hp can be very expensive. In the worst case, we have to 
use formula (3) which requires IPI evaluations of the function H. 
BIDA* is a perimeter search algorithm in which the forward search is executed using IDA*. In 
order to compute hp efficiently, BIDA* uses the concept of active set. Let g(n) denote the cost 
of the path from s (the start node) to the current node n, and let T denote the current hreshold 
of iterative deepening search. The active set for n is defined as follows: 
AS(n, T) - {m e P I g(n) + H(n, m) + H* (m, t) < T}. 
Let fp(n) = g(n) + hp(n). We note that BIDA* goes on exploring a given path until it finds 
a node h with fp(h) > T. Active sets are useful because fp(n) > T if and only if AS(n,T) is 
empty. Another important property of active sets is that, if H is monotonic and n' is a successor 
of n, then AS(n', T) C AS(n, T). 
When BIDA* generates the node n', instead of computing hp(n') using (3), it simply checks 
which nodes of AS(n,T) are also in AS(n',T), and it prunes the current path if AS(n',T) is 
empty. Therefore, instead of IPI evaluations of the function H, BIDA* executes a number of 
evaluations equal to the size of the current active set. Experimental tests show that this is a 
very effective strategy, and that the overall performance of BIDA* improves as the size of the 
perimeter increases. 
Unfortunately, BIDA* cannot use a perimeter of arbitrarily large size since it requires that all 
nodes of the perimeter are stored on the main memory. In the following, we show how we can 
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modify BIDA* in order to compute the heuristic hp storing only a fraction of the perimeter nodes. 
The new algorithm, called BIDA*_RM, is also based on the properties of active sets. We have 
already observed that only the nodes in the current active set are required for computing hR. As 
the search proceeds along a certain path, active sets become smaller and smaller, and eventually 
they wilt fit into the available memory. Therefore, BIDA*_RM will operate differently from 
BIDA* only in the upper levels of the search tree, when the active sets are too large to be stored 
in main memory. 
A key observation is that we do not actually need to compute the whole active set for each 
new node n'. In fact, as soon as we find a witness, that is, a node m 6 AS(n', T), we know 
that fp(n') < T and that we need to explore one more level. The reason for which BIDA* 
computes the whole set AS(n', T) is that it is better to find, as early as possible, which nodes 
do not belong to the set AS(n', T) . To see this, suppose that rh¢  AS(n ~, T) and that rh is 
not removed from AS(n', T) when n' is generated. Then, rh will remain a potential member of 
the active set for all the descendants of n'. This means that each path originating from n' has 
to do some extra work to "discover" that rh does not belong to the active set. For this reason, 
we have designed BIDA*_RM so that it uses the available memory in order to detect as many 
nonactive nodes as possible. The basic idea is to generate, for each node n in the current path, 
the first w nodes in AS(n,T). Every nonactive node which is generated uring this process is 
permanently discarded. 
Let P = {mr, m2, . . . ,  m jp  I } denote the perimeter, and let w be a positive integer with w << I PI. 
The algorithm BIDA*_RM can be described as follows (for simplicity, we omit the tests required 
for terminating the execution). 
Procedure Main 
1 compute the in i t ia l  th resho ld  T = H(s , t ) ;  
2 le t  W=¢ and i----1; 
3 whi le IWI <w and i<  IP] do 
4 i f  ms 6AS(S ,T )  add ms to W; 
5 le t  i= i+1;  
6 i f  W i s  nonempty execute hearch(s,W,i); 
7 compute the new thresho ld  T and go to s tep  2. 
Procedure Search(n, W,j)  
1 fo r  each successor  n' of n do 
2 compute W'  = {m 6 W I m 6 AS(n',t)}; 
3 l e t  i = j ;  
4 while IW'I <w and i_< IPl 
5 i f  ms e AS(n',T) add ms to W' ;  
6 le t  i= i+1;  
7 i f  W'  is  nonempty execute Search(n',W',i); 
REMARKS. 
1. It  is straightforward to verify that, when we execute Search(n,W,j), we have W -- 
AS(n,T) f] {ml ,m2, . . .  ,mj-1}. In other words, all nodes in {ml , . . .  ,mj-1} which are 
not in AS(n, T) have been permanently discarded. 
2. At Step 7 of procedure Main, the new threshold is computed by using the standard rule 
of the algorithm IDA*, that is, by taking the minimum of al l /p-values exceeding the old 
threshold T. Obviously, the actual computation of the minimum is done during Step 4 of 
procedure Main and Step 5 of procedure Search. 
3. For each node in the current path, BIDA*_RM stores a set of witnesses of size at most w. 
Therefore, if I denotes the maximum length of a path, BIDA*_RM requires torage for at 
most wl nodes. 
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To complete the description of the algorithm, we need to specify how we generate the sequence 
of perimeter nodes ml,  m2 . . . .  , mfp I. Our basic assumption is that the perimeter P is too large to 
be maintained in the main memory, and therefore, we generate it incrementally using a backward 
search. We assume that each perimeter node can be obtained by applying a sequence of inverse 
operators to the goal node t until some easily computable condition T is satisfied. For example, 
using the condition T(n) -- [H*(n,t) > a~, we obtain the perimeter 
Pd = {n ] H* (n, t) > d and H* ( n', t) < d for at least one successor n' of n}. 
At Steps 3-5 of procedure Main, we generate the first perimeter nodes using a backward epth-first 
search. When IWI = w, we interrupt he backward search and we store the sequence of operators 
leading to last generated node. When, at Steps 4-6 of procedure Search, more perimeter nodes 
are required, we simply restart he backward search. 
Note that we are not interested in all perimeter nodes, but only in those belonging to the current 
active set. This observation suggests a strategy for reducing the cost of the backward search. In 
fact, it is possible that some perimeter nodes do not have to be generated since we can recognize 
in advance that they do not belong to the current active set. Consider for example the situation 
in Figure 1. Suppose that, at Step 5 of procedure Search, we are looking for perimeter nodes 
which belong to the set AS(n' ,T) .  If H is monotonic and g(n') + H(n ' ,~)  + H*(rh, t) > T, 
then we can terminate the backward search at ~h without generating m4,m5,m6. In fact, by 
equation (2), we know that, for i = 4, 5, 6, 
g (n') + H (n', mi) + H* (mi, t) >_ g (n') + H (n', ~h) + H* (rh, t) > T. 
Hence, mi ~ AS(n ~, T) and the backward search can restart with the next node in the depth first 
order (i.e., m~). This pruning technique is called backward pruning and it is very effective when 
the number of witnesses is much smaller than the perimeter size. 
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Figure 1. Example of backward pruning. Solid and dotted lines correspond, respec- 
tively, to explored and unexplored arcs. 
The execution of BIDA*_RM should terminate when the forward search reaches the perimeter, 
that is, when we encounter a node n ~ E AS(n ~, T). In fact, this means that the path from s 
to t passing through n ~ has cost T, hence, by the properties of iterative deepening search, it is 
a minimum cost solution. Therefore, at Steps 2 and 5 of procedure Search, when we add a new 
node mi to W t, we check if mi is equal to the current node n ~. If mi -= n t, the search terminates 
and the algorithm outputs the solution path. 
For most problems, this is the only test needed. For example, if the perimeter has constant 
depth (that is, H*(mi,t) = d, Vmi • P) and H(n,m) = 0 only if n = m, then n' • AS(n' ,T)  
implies AS(n ~, T) = W' = {n~}, and the above-mentioned test guarantees the correct ermination 
of the algorithm. Unfortunately, for some problems it may happen that n ~ • AS(n ~, T) and 
n ~ ~ W ~. This means that the optimal path from n ~ to t lies in a subtree not yet explored by 
the backward search. To ensure that such path is detected, at Step 5 of procedure Search, we 
compare n~ with every node generated during the backward search. It is straightforward to verify 
that, if a path of cost T exists, the algorithm cannot prune it, and eventually such path will be 
detected. 
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3. QUALITATIVE ANALYSIS 
In this section, we analyze the search efficiency of BIDA*_RM and we discuss the effects of 
varying the size of the perimeter and the number of witnesses. Obtaining general results on the 
efficiency of perimeter search algorithms appears to be a very difficult task. Perimeter search 
algorithms use the heuristic hp defined by (3) which, compared to H, is more accurate but also 
more difficult to compute. Unfortunately, the cost of computing hp can be estimated only under 
simplifying assumptions (see, for example, [9]), and even less is known on the benefits of using 
perimeter-based heuristics. 
As we shall see, similar problems arise in the analysis of the algorithm BIDA*_RM. In the 
following, we discuss how the size of the perimeter and the number of witnesses affect he behavior 
of the algorithm. Note that BIDA*_RM coincides with BIDA* when the number of witnesses is 
equal to the number of perimeter nodes. 
For i = 1, 2, let BIDA*_RM (wi) denote the algorithm which uses the perimeter P and wi 
witnesses, with Wl < w2. To compare the behavior of the two algorithms on a depth first search 
with threshold T, we divide each path (s = no,n1,.. . ,  nk) into four segments according to the 
size of the active set AS(nj, T) (recall that AS(nj+I, T) C_ AS(nj, T) ). 
1. AS(nj ,T)  = ]P[. At this stage, the size of the active set does not change, hence, neither 
algorithm needs to search backward. For each node nj in this segment, BIDA*_RM(wi) 
executes wi heuristic evaluations. 
2. w2 <_ AS(nj ,T)  < [P[. Now it is possible that, after Step 2 of procedure Search, the set 
W' contains less than wi nodes. In this case, BIDA*_RM(wi) must search backward in 
order to generate new perimeter nodes. Note that at this stage BIDA*_RM(w2) generates 
more nodes than BIDA*_RM(wl) since it needs a larger number of witnesses. 
3. wl <_ AS(nj ,T)  < w2. Now BIDA*_RM(w2) has already generated the whole perimeter, 
hence, it no longer needs to search backward. On the contrary, it may happen that 
BIDA*_RM(wl) still has to search backward in order to find new witnesses. 
4. AS(nj, T) < wl. At this stage the behavior of the two algorithm is identical. No backward 
search is necessary. 
We can see that for each path both algorithms generate the whole perimeter, that is, they do the 
same amount of backward search (if no backward pruning occurs). The only difference is that 
BIDA*_RM(w2) does some of the work earlier. Since the work done by nj is removed from the load 
of all nj successors, in most cases BIDA*_RM(w2) will generate fewer nodes than BIDA*_RM(wl). 
However, BIDA*_RM(w2) is not necessarily the fastest algorithm since it executes a larger number 
of heuristic evaluations in the initial segments of each path. 
This simple qualitative analysis hows that detailed information on the problem is necessary in 
order to get an analytical expression of the running time of BIDA*_RM(w) as a function of w. In 
fact, we need to know not only the number of nodes at each level of the forward search tree, but 
also the "shrinking ratio" of the sets AS(nj, T). Unfortunately, for real world problems even an 
estimate of these quantities appears to be difficult to compute. For example, experimental tests 
show that the assumption that the forward search consists of a tree search with fixed branching 
factor is largely inaccurate ven for a problem as simple as the Fifteen Puzzle problem. 
Another important parameter in this analysis is the ratio PH between the cost of one evaluation 
of the heuristic function H and the cost of generating a node. Perimeter search algorithms use 
the heuristic hp in order to generate fewer nodes during the forward search. This is achieved 
at the cost of executing several evaluations of the function H for each generated node. It is, 
therefore, evident hat the parameter p/4 plays an important role in the design of a perimeter 
search algorithm for a certain problem. In the algorithm BIDA*_RM, we have a forward search 
in which we execute many heuristic evaluations for each generated node, and a backward search 
in which we execute one evaluation per node. By decreasing the number of witnesses, we reduce 
the number of heuristic evaluations in the forward search at the cost of increasing the amount of 
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backward search. Thus, BIDA*_RM can be seen as a variant of BIDA* with an extra parameter 
which can be used to get a better balance between heuristic evaluations and node generation. 
It is also interesting to analyze how the size of the perimeter affects the performance of 
BIDA*_RM. In other words, we fix the number of witnesses and we ask which is the more 
appropriate perimeter to use. For i = 1, 2, let BIDA*_RM(P~) denote the algorithm which uses 
the perimeter P~, with P1 c_/)2. Clearly, BIDA*_RM(P2) makes use of a better heuristic, hence, 
it generates fewer nodes during the forward search. At the same time, the computation of such 
heuristic requires a more expensive backward search. Thus, by changing the perimeter, we can 
change the relative weight of forward search versus backward search. Since the forward search 
is more costly in terms of heuristic evaluations, we have a confirmation of the importance of the 
ratio PH previously introduced. However, PH is not the only parameter to be considered for the 
choice of the perimeter size. An equally important factor is how much the heuristic improves as 
we enlarge the perimeter. Clearly, this is a crucial factor for all perimeter search algorithms, but 
so far, no satisfying analysis of the heuristics hp has been provided. 
4. EXPERIMENTAL RESULTS 
We have tested the performance of the algorithm BIDA*_RM using the well-known Fifteen 
Puzzle problem. The purpose of these tests was mainly to provide clues for the answer of the 
following questions. 
(i) How the perimeter size affects the number of heuristic evaluations and node generation? 
(ii) How we should choose the number of witnesses? 
(iii) How effective is the backward pruning technique? 
In order to investigate these issues, we have solved Fifteen Puzzle instances using 11 constant- 
depth perimeters of increasing size, namely the sets Pd = (nlH*(n, t) = d} for d = 10, 12, . . . ,  30. 
The size of these sets ranges from 2,204 nodes for d = 10, to roughly 8.1 billion nodes for d = 30. 
For each perimeter size, we have tested BIDA*_RM using a number of witnesses w ranging from 
125 to 2,000. Since the Fifteen Puzzle problem is much easier than real world problems, we have 
considered the ten most difficult instances reported in [8] (the instances 14, 49, 56, 59, 60, 66, 
72, 82, 88, 92). In all tests, the value H(n, m) was the Manhattan distance between and m. 
All tests have been executed on a SUN SPARCstation with 64 megabytes of main memory. 
Figures 2 and 3 show, respectively, the average number of node generations and heuristic 
evaluations as a function of perimeter depth. We have already observed that increasing the 
perimeter reduces the forward search at the cost of a more extensive backward search. We can 
see that for the Fifteen Puzzle problem, the net effect is that more nodes are generated. This 
means that the extra accuracy that we get using a larger perimeter does not repay the cost 
of a deeper backward search. Note however, that increasing the depth yields a reduction of 
the number of heuristic evaluations. Figures 2 and 3 also show what happens when we fix the 
perimeter depth and change the number of witnesses. We can see that increasing the witnesses 
reduces the number of generated nodes, and that the reduction is more noticeable for intermediate 
values of w. For what concerns the heuristic evaluations, we notice that using more witnesses 
reduces the number of evaluations when d is large, but has the opposite ffect when d is small. 
In order to test the effectiveness of backward pruning, we implemented a modified algorithm 
which does not use this technique. Somewhat surprisingly, when the perimeter is much larger 
than the number of witnesses, the modified algorithm fails to find a solution within the 10,000 
seconds time limit. For example, for w = 125, the algorithm solves all instances only with the 
smallest perimeter (d = 10). For w = 2,000, the modified algorithm solves all instances for 
d < 16. Figure 4 shows a comparison between the number of nodes generated by BIDA*_RM and 
the number of additional nodes generated when backward pruning is not used. 
For comparison, we have solved the same instances using the algorithms IDA* and BIDA*. 
The average running time for IDA* was 2,063 seconds, and the average number of node gener- 
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Figure 4. Effectiveness of backward pruning for BIDA*_RM with 2, 000 witnesses. 
ations was 2.4 billion (which is also the number of heuristic evaluations). Figure 5 shows the 
speedup achieved by BIDA*_RM and BIDA* over IDA*. Note that for BIDA*, we could not use 
a perimeter of depth greater than 16 due to memory limitations. The optimal perimeter depth for 
the Fifteen Puzzle problem appears to be around 14. Hence, it is not surprising that this problem 
is better solved using BIDA* which can handle a small perimeter very efficiently. However, we 
should not infer too much from this fact. As many researchers have already observed, the Fif- 
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teen Puzzle problem is strongly "biased" towards those algorithms--like BIDA*--which execute 
a lot of heuristic evaluations. The reason is that computing the Manhattan distance requires 
little more than a table look-up. Since this can be hardly considered an universal property of 
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The results of this section confirm the validity of the perimeter search approach and show 
that it is possible to also use effectively perimeters which are much larger than the available 
memory. For any perimeter size, the algorithm BIDA*_RM outperforms IDA* since it takes less 
time, generates fewer nodes, and executes fewer heuristic evaluations. We emphasize that this 
is true even for a perimeter of depth 30, which is more than half the average distance between 
the start node and the goal node. The experimental results suggest hat the backward pruning 
technique plays an important role in obtaining such good performance. 
5. CONCLUSIONS 
A new perimeter search algorithm, called BIDA*_RM, has been described. The new algorithm 
can use a perimeter of arbitrarily large size independently of the amount of available memory. 
This algorithm is competitive when the use of a large perimeter yields a substantial reduction 
in the amount of forward search. We have shown that BIDA*_RM can be also seen as a variant 
of BIDA* with an additional parameter--the number of witnesses--which can be used to get a 
better balance between heuristic evaluations and node generation. 
Our results confirm the validity of the perimeter search approach. Further study is needed in 
order to better understand the tradeoff between the size of the perimeter P and the accuracy of 
the heuristic hp. 
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