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Abstract—Sharing of information is crucial in sensor net-
works to allow collective processing of observations made
by distributed sensors. Our goal is to efﬁciently retrieve the
distributed sensor measurements at a central processor or to
share the information among all sensors. To achieve this goal
with a minimum number of channel accesses, it naturally
involves the compression of the distributed source data and an
optimal scheduling of the transmissions to reduce the number
of redundant transmissions. In this paper, we utilize a content-
based group testing approach to derive a joint source coding and
multiple access scheduling method without the initial knowledge
of the statistics of the sensor ﬁeld. The group testing multiple
access (GTMA) scheme proposed in this paper is obtained
by choosing groups through a tree splitting algorithm that
adapts the branching of the tree according to the progressively
estimated statistics of the sensor ﬁeld. We show that this method
overcomes the difﬁculty of applying the algebraic distributed
source coding schemes to a large number of sensors and for
arbitrary or unknown statistics of the sensor ﬁeld.
I. INTRODUCTION
Sensor networks often measure correlated information from
a sensor ﬁeld (e.g. temperature) or detect the occurrence of
events whose appearance are often rare and unexpected. In
order to achieve collective processing of the measurements,
it is necessary to retrieve these distributed observations at
a central processing unit or to share them among all the
sensors within the network. In this paper, we propose a
scalable data retrieval method that allows the sensors to
efﬁciently communicate their observations to the destined
receiver without the initial knowledge of the statistics of
the sensor ﬁeld. The method is derived using a content-
based group testing (GT) approach proposed in [1], [2] where
the multiple access scheduling is driven by the statistics
of the sensors’ observations. Our major contribution is to
extend these strategies for the case where the sensor statistics
were initially unknown and are progressively updated through
estimates of the desired statistics. In the following, we will
describe the method in terms of the centralized application
where the data is retrieved at a central processing unit, but it
is equally applicable to the decentralized case [3].
Consider a network of N sensors S = {s0, · · · , sN−1}
and the observations X = [X0, · · · ,XN−1] where Xi ∈ C
is the observation made by sensor si and C is the codebook
containing all possible messages. Our goal is to efﬁciently ac-
quire a lossless reconstruction of the observations, X, using a
minimum number of channel accesses. In achieving this goal,
the design of the protocol naturally involves two aspects: one
is the source coding aspect, where the distributed observations
are compressed to reduce the total number of transmission
bits generated by the network; the other aspect is to derive
an efﬁcient multiple access scheduling strategy to minimize
the number of redundant transmissions. Using the traditional
layered approach, the compression of the data is done only
locally at each sensor and the scheduling of the sensors’
transmissions are done independent of its observation. In
the seminal work by Gupta and Kumar [4], it has been
shown that this layered networking architecture leads to a
vanishing per-node throughput for a network of high node
density. Several papers proposed to use distributed source
coding (DSC) [5] methods to eliminate the redundancy among
the correlated observations made by close-by sensors. An
alternative solution to reduce the redundancy was proposed
in [6] by combining routing with joint source compression
among distributed sensors. However, existing strategies for
constructing algebraic codes for DSC [7]–[9] cannot easily
incorporate arbitrary sensor distributions or consider simul-
taneously a large number of sensors. In addition, the actual
routing or scheduling scheme can be extremely complex.
In [1], [2], a new solution to the data retrieval problem
was proposed using a content-based group testing approach.
By generalizing the concept of group testing, one can derive
data compression strategies that map the sensor data into
a unique sequence of outcomes that are obtained from the
series of group tests. Since a channel is assigned to a speciﬁc
group of sensors during each test, the GT strategy can also
be interpreted as a multiple access protocol that schedules
the sensors’ transmission. Similar to all data compression
schemes, GT strategies have proven to be advantageous over
TDMA-like strategies in the case of low aggregate entropy
within the sensor ﬁeld. Although it is not known whether or
not group testing can achieve the joint entropy of the sensors’
observations, it has been shown in [3] that the number of
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channel accesses necessary to obtain a lossless reconstruction
of X increases with the number of sensors N in the same order
of H(X). The remarkable property of GT algorithms is that it
is capable of compressing spatially correlated sources without
requiring a large latency. In fact, the compression gains of
DSC are attained only if the codes operate over long, tempo-
rally independent sequences of spatially dependent samples.
Group testing, instead, does not require enormous latency
and large backlog to provide compression gains. However, in
both methods, the compression of the correlated information
is derived based on the knowledge of the statistics of the
sensor ﬁeld. In practice, this knowledge if not likely obtained
beforehand, thus, it is desirable to apply a coding strategy
that adapts to the statistics without the initial knowledge of
the distribution. The main contribution of this work is to
introduce an adaptive group testing strategy, based on the
so called binary tree splitting method [1], [2], that efﬁciently
retrieves data from a correlated sensor ﬁeld.
In the following section, we ﬁrst describe the concept of the
content-based group testing multiple access (GTMA) strategy.
II. GT FOR SOURCE CODING AND MAC SCHEDULING
Group testing (GT) was ﬁrst proposed by Dorfman [10] in
World War II to test the blood samples of soldiers to identify
men that are infected by the syphilis disease. Without group
testing, blood tests were originally done on each individual
blood sample, therefore, it takes N tests to identify the
infection status of a population of N people. This is similar
to assigning a distinct channel to each individual user, i.e. the
TDMA case. However, when the occurrence of the disease is
rare, Dorfman proposed to pool the blood samples of several
people together and to test them simultaneously using one
test. If the outcome is positive for the tested group, the test
is done successively on a smaller subgroup until the infected
blood samples are uniquely identiﬁed. Since the event of the
disease is rare, the need for a test on a reﬁned group is less
likely to occur, therefore, resulting in a less amount of tests
necessary to identify all men within a large population.
The concept of group testing has also been used in the
context of computer networks [11]–[13] to derive collision
resolution strategies that can efﬁciently identify within the
network speciﬁcally the nodes that have a packet to transmit.
It has been shown that group testing strategies can outperform
TDMA under light trafﬁc, while the optimized strategy re-
duces to the TDMA, i.e. choosing each single node as a tested
group, when the arrival rate of packets are high. Interestingly,
in both the blood testing and the networking example, group
testing serves as a form of classiﬁcation method. For example,
in the ﬁrst case, GT classiﬁes the men into those with the
disease and those that are healthy; in the second case, the
computer nodes are classiﬁed into those that have a packet
to transmit and those that are idle. By applying group testing
in sensor networks as proposed in [1][2], we can efﬁciently
classify the sensors with respect to their local measurements.
By obtaining a complete classiﬁcation of the sensors at the
central processor, we have equivalently achieved the data
retrieval problem.
In the past, group testing has only been applied to cases
where the information contained within the distributed agents
can be modelled as i.i.d. Bernoulli random variables. How-
ever, to apply this in the context of sensor networks, it is
necessary to extend the probability model to include the case
of arbitrary sensor distributions. Speciﬁcally, we have shown
in [2] that group testing is also advantageous in the case
of high correlation among sensors. By using the concept of
group testing, we can derive a combined source compression
and multiple access scheduling method that achieves the
goal of accessing the sensor ﬁeld using a minimum number
of channel access. To make this paper self-contained we
summarize the GTMA strategies of [1], [2] in the following.
Consider a network of N sensors within the set S =
{s0, · · · , sN−1} and the observations made by each sensor
X = {X0, · · · ,XN−1} such that Xi ∈ C. The codebook
contains all possible states of the realization of each individual
sensor. During each channel access, the GT protocol chooses
a group of sensors U ⊂ S and tests if the guess on the
realization of the group U is true. If we choose, during each
channel access, the group of sensors with high correlation
among each other, it is likely that the observations made
by these sensors fall into the same class c ∈ C. Therefore,
the test we impose on the chosen group of sensors is to
verify whether or not this claim is true. More speciﬁcally, for
C = {c0, · · · , cm−1}, we impose a sequence of m guesses
T = [T (c0), · · · , T (cm−1)] on each node within the tested
group U , where T (cj) ≡ “Do you have the message cj?′′.
In response to a question T (c), each sensor si transmits the
pulse Yi · p(t) during the channel assigned to this test, where
Yi = 1{Xi=c} is the indicator of Xi = c and p(t) is the pulse
shape. The responses of the sensors form the aggregate signal
ri =
∑
i:si∈U
Yip(t).
At the receiver, we utilize a simple energy detector to detect
the presence of a positive response, i.e. the presence of a
pulse. In this case, we are equivalently constructing m uses of
the noiseless OR channel for each test T. Within the channel
assigned to (U, T (c)), the receiver obtains the information
B[U ;T (c)] =
{
1 if
∑
i:si∈U Yi > 0
0 otherwise.
(1)
Hence, the complete outcome of the test T is the binary vector
B[U ] = [B[U ;T (c0)], B[U ;T (c1)], · · · , B[U ;T (cm−1)]]T .
If the outcome is such that B[U ] contains only one element
equal to 1, we have classiﬁed the group U since all sensors
within the group contain the same message. However, if
more than one element is equal to 1, it is necessary to
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U30 U31 U32 U33 U34 U35 U36 U37
U20 U21 U22 U23
U10 U11
U00
s0 s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14 s15
0 0 0 1 0 0 0 0 01 1 1 1 0 1 1
Fig. 1. Example of the realization of a sensor ﬁeld with the binary sequence
0100111100001100.
test the subgroups of the original set U in future tests.
We call this the erasure case. By appropriately choosing
the sequence of groups and tests, we are able to identify
efﬁciently the observations made by each sensor. In general,
we can generalize our strategy to include a wider class of
problems and to obtain a group testing strategy with better
efﬁciency [3]. Although the strategy described is not optimal
in general, it still outperforms the TDMA strategies in the
case of low aggregate entropy and is worth analyzing to gain
understanding on the GTMA strategy.
In the following, we utilize the so called binary tree
splitting algorithm to derive an adaptive group testing data
retrieval strategy where the statistics are initially unknown.
III. BINARY TREE SPLITTING ALGORITHM
The binary tree splitting algorithm is a suboptimal grouping
strategy proposed in [1], [2] that chooses the tested groups
according to a binary partitioning of the sensors with respect
to their spatial locations. The test done on each group
throughout this strategy is as described in the previous section.
The process of this binary splitting is best illustrated from
the example illustrated in Fig. 1 for a network of N = 16
sensors. Let each vertex Uij denote a group consisting of
sensors within its subtree and let U00 denote the whole set
of sensors S. Suppose the sequence of tests starts from the
subgroups of U00, i.e. U10 and U11, and continues splitting
and testing the smaller subgroups each time the larger group
cannot be resolved through a single test, i.e. there is only
one nonzero element in the vector B[Uij ]. If the values of
the sensors within Uij are all resolved, the central processor
moves on to test the group Ui,j+1. However, if the test results
in an erasure, the central processor does a binary splitting
among the sensors within the subtree, and chooses the group
Ui+1,2j to be tested next. For the example shown in Fig. 1,
the sequence of tests are done in the order of the following
groups: U10 → U20 → U30 → U40 → U41 → U31 → U21 →
U11 → U22 → U23 → U36 → U37.
In general, the two subgroups resulting in the splitting of its
parent group does not need to be of equal size. In practice, the
..........
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Fig. 2. The network is initially split into 2K groups where each functions
as the original binary tree algorithm.
splitting can be done by dividing the sensors according to their
spatial locations. This can be done based on the assumption
that the sensors are spatially correlated which is often true in
practice (e.g. the temperature measurements). For example,
we can initially split the network into (L)eft and (R)ight
groups. If the L group results in an erasure, then we split
the L group into the (U)p-L group and the (D)own-L group.
If the outcomes continue to be erasures, then we proceed on
splitting the nodes into the Left of UL and the Right of UL,
then Up of LUL and Down of LUL ... etc .
Adaptive Tree Splitting
The binary tree splitting algorithm is nonparametric with
respect to the statistics of the sensor ﬁeld, i.e. it is applicable
to all cases independent of the probability model. However,
when further knowledge of the statistics can be obtained, one
can improve upon the binary splitting strategy by initially
splitting the network into 2K groups instead of only 2 groups
in the original scheme. As illustrated in Fig. 2, the network of
sensors is initially partitioned into 2K groups and the original
binary tree algorithm is ran on each of these individual
groups. We note that a larger number of branches extending
from the root node is desirable when the sensors are less
correlated. In fact, under this scenario, the sensors within a
large group will have a smaller probability of observing the
same measurement and the initial test on a large group would
most likely result in an erasure. This form of inefﬁciency
is avoided by initially branching the network into smaller
sizes, thus, achieving a better efﬁciency. However, the optimal
branching requires the knowledge of the sensors’ statistics.
Therefore, in this work, we propose an adaptive strategy
where we initiate the procedure by using the binary tree
algorithm while progressively obtaining an estimate of the
desired statistics as we retrieve the information from the
sensor ﬁeld. When we are able to obtain a reasonable estimate
of the desired statistics, we calculate the optimal splitting of
2K such that the corresponding method achieves a minimum
number of channel accesses.
In the following section, the adaptive source compression
strategy is derived explicitly for a binary Markov ﬁeld.
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IV. EXAMPLE: BINARY MARKOV MODEL
Let’s consider the case where the sensors observe a se-
quence of binary observations X = [X0,X1, · · · ,XN−1]
such that Xi ∈ {0, 1} for all i. The sequence of observations
X is random according to the stationary distribution of a two-
state Markov chain. Let α and β be the transition probability
from state 0 to state 1 and state 1 to state 0, respectively.
Therefore, Pr{Xi = 1} = αα+β = p and, similarly, Pr{Xi =
0} = βα+β = 1 − p = q. Therefore, we can express the
correlation coefﬁcient ρ as ρ = Cov(Xi,Xi+1)σXiσXi+1 = 1−(α+β) =
1− ρ¯. Note that each (p, ρ) pair uniquely speciﬁes a pair of
transition probabilities (α, β), thus, the sensors’ distribution.
For simplicity, let us consider the case where N is a power
of 2, i.e. N = 2M . 1In this case, the binary splitting algorithm
results in an expected number of tests (c.f. [1], [2])
E{L} = 2 +
M−1∑
i=1
2i+1ψ(M − i, p, ρ) (2)
where ψ(M−i, p, ρ) = 1−p[1− qρ¯]2M−i−1− q[1− pρ¯]2M−i−1.
Since the binary splitting algorithm is nonparametric with
respect to the distribution, the observations are initially ob-
tained by utilizing the binary splitting. As the measurements
of the sensor ﬁeld are progressively retrieved, the central
processor can obtain an estimate of the unknown statistics.
Speciﬁcally, for the case of the two-state Markov model,
while estimating the transition probabilities (α, β) or the pa-
rameters (p, ρ), we have obtained an estimated the distribution
of the sensor ﬁeld. Intuitively, for ρ close to 1, it is likely that
the group of sensors chosen within the vicinity of each other
will observe the same measurement with high probability,
therefore, it is advantageous to test initially a group with a
larger size. On the other hand, when ρ is small, one should
choose a smaller group since a large group would most likely
result in an erasure and cause unnecessary uses of the channel.
As shown in Section III and Fig. 2, we can improve upon the
binary splitting scheme by optimizing over the number of
groups that are branching from the root of the tree. Instead
of splitting the network initially into 2 subgroups, we split it
immediately into 2K groups where K ≥ 1. In order to derive
the optimal Kopt for each values of (p, ρ), we state without
proof the following properties (the proof is given in [3]).
Lemma 1: For any (p, ρ), let Kopt(p, ρ) be the value of K
that achieves the minimum number of tests E{L|Kopt(p, ρ)}.
1) E{L|Kopt(p, ρ)} is continuous, monotonically decreas-
ing and concave down with respect to ρ ∈ [0, 1].
2) E{L|Kopt(p, ρ)} is continuous, concave down and sym-
metric around p = 1/2, for 0 ≤ p ≤ 1.
3) Kopt(p, ρ) decreases monotonically with respect to ρ and
symmetric around p = 1/2.
1This is not necessary in practice since it is equally applicable to split the
original group into subgroups of unequal size.
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Fig. 3. For N = 128, we show the optimal K that achieves the minimum
expected number of tests.
4) For each K∗ such that K∗ < E{L|Kopt(0.5, 0)}, there
exists a nonempty interval IK∗ = [ρˆK∗+1,M , ρˆK∗,M )
and JK∗ = [pˆK∗,M , pˆK∗+1,M ) ∪ (1 − pˆK∗+1,M , 1 −
pˆK∗,M ] such that K(p, ρ) = K∗ for (p, ρ) ∈ JK∗×IK∗ .
The properties of Kopt(p, ρ) stated in Lemma 1 is shown
in Fig. 3 for a network of N = 128. It shows that Kopt(p, ρ)
decreases monotonically with respect to ρ and it is symmetric
around p = 1/2. In the following, we derive the nonempty
region IK∗ × JK∗ ⊂ [0, 1]× [0, 1] for (p, ρ), such that K∗ is
optimal, for the two cases: i) for a ﬁxed value of p = 0.5; and
ii) for ρ close to 1. The proof is provided in the appendix.
Theorem 1: Case I: For ﬁxed p = 0.5 and ρ, it is optimal
to split the root node immediately into 2K branches where
K =
⌈
M − log
(
1
1− log(1 + ρ)
)⌉
. (3)
Case II: For ρ close to 1,
K ≈
⌈
M − log
(
1 +
1
4p(1− p)(1− ρ)
)⌉
. (4)
From (3), we have that the optimal splitting of the root node
for (p, ρ) = (0.5, 0) is equivalent to testing each individual
sensor separately since Kopt = M . As shown in [3], for
the case where the sensor density increases as we deploy
more and more sensors onto a ﬁeld, the sensor observations
may become increasingly correlated, thus, we model the
observations such that (1−ρ) = c′/N for a constant c′. In this
case, the optimal branching scheme achieves E{L|Kopt} =
O(H(X)) = O(logN), which is better than the TDMA
where the channel accesses increase linearly with N .
A. Numerical Simulations
For a network of N = 128 sensors with ﬁxed parameters
p = 0.25 and ρ = [0.2 0.5 0.8], we show, in Fig. 4, the
average number of tests necessary to retrieve the information
from the sensor ﬁeld for various levels of distortion on the
estimated correlation coefﬁcient ρ. Assuming that p is known,
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Fig. 4. For N =128 and ﬁxed p=0.25, the expected number of tests needed
for the estimation error uniform around the real values ρ = [0.2 0.5 0.8].
we model the estimation error of ρ to be uniform around the
real values. We can see that the gap between E{L|Kopt(p, ρ)}
and E{L|Kopt(p, ρˆ)}, where ρˆ is the estimated ρ, increases
when the variance of the estimation error increases. This is
due to the fact that, as shown in Fig. 3, the optimal value
of K is less affected by the estimation error of ρ when ρ
is small. The choice of the optimal K is very sensitive to
the parameter ρ when ρ is close to 1. This shows that it is
crucial to choose the best compression strategy for the case
that matters most, which is the case of low aggregate entropy.
When ρ is small, there is little gain in doing compression.
In the adaptive strategy we propose, adaptivity is simply
in the choice of the number of initial subgroups that are
tested in the ﬁrst stage. This simple architecture can be easily
implemented in a low complexity sensor device. We show, in
Fig. 5, in a simple example for N = 128, the adaptivity
of this scheme using a sliding window of 5 realizations to
estimate the present value of the correlation coefﬁcient. By
ﬁxing the value of p = 0.5 to be known, we can see that the
performance of the adaptive scheme with estimated ρ (solid
curve) converges rapidly to the performance of the optimal
splitting with known values of ρ (dotted curves).
APPENDIX
Proof: By the continuity of E{L|p, ρ,M,Kopt(p, ρ)}
(c.f. Lemma 1), we can solve for ρˆK∗+1,M and ρˆK∗,M by
E{L|p, ρˆK∗,M ,M,K∗} = E{L|p, ρˆK∗,M ,M,K∗ − 1},
E{L|p, ρˆK∗+1,M ,M,K∗} = E{L|p, ρˆK∗+1,M ,M,K∗ + 1}.
We note that the initial splitting of 2K groups is equivalent
to having 2K−1 binary trees, therefore, we have
ψ(M −K∗ + 1, p, ρˆK∗,M ) = 12 .
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Fig. 5. For N = 128, we compare the number of tests needed for the
adaptive tree vs the optimal tree method for ρ = [0.7 0.5 0.9 0.4]
Similarly, we can solve for ρˆK∗+1,M .
For p = 0.5, we have that ρˆK∗+1,M = 2
1− 1
2M−K∗−1−1 and
ρˆK∗,M ≤ 21−
1
2M−K∗+1−1 − 1. Equivalently, we can express
the optimal K as K =
⌈
M − log2
(
1
1−log2(1+ρ)
)⌉
.
For ρ close to 1 and arbitrary p, we can approximate the
optimal K as K ≈
⌈
M − log
(
1 + 14p(1−p)(1−ρ)
)⌉
.
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