.gaumond@nrl.navy.mil A recent experiment is described wherein pairs of listeners (a "director" and a "matcher") collaboratively refer to eight-element sets of impulsive sonar sounds, which are the same, but ordered differently for each listener. The sounds in a given set are privately displayed on each listener's computer as a line of blank cards that play a corresponding sound when clicked and can be rearranged from left to right. The listeners' task is to move the matcher's sounds into the same order as the director's. Through conversation, the listeners work out how to verbally characterize the sounds and develop a shared vocabulary. This vocabulary is presented for selected participants and is shown to generally consist of names, actions, and properties of familiar, everyday auditory events. In general, these references function as classes and descriptors. Classes correspond to causal categories that are aurally analogous to (i.e., homophonic with) the acoustic origins of the impulsive sonar sounds. Similarly, descriptors, distinguish between the properties of signal processing features that are appropriate to impulsive sounds within a given category. Research funded by the Office of Naval Research.
INTRODUCTION
In modern active sonar operations, automated techniques for discriminating between target echoes and "clutter" generally suffer from unacceptably high false alarm rates (FAR), particularly in littoral waters where noise, reverberation, and a greater prevalence of natural and man-made objects present challenges for computationally trained systems. More recent work shows that aural classification of broadband impulsive sonar signals is a relatively robust and easily acquired human listening skill (Philips, et al. 2006 ) (Philips and Pitton 2008) . These and other findings, e.g. (Li et al., 2010) show that human listeners perceive and exploit certain inherent aural cues when asked to distinguish among diverse instances of this class of sounds. If these cues can be identified and mimicked well enough for synthetic analogues to be similarly classified by listeners, it follows that it may be possible to functionally automate human classification performance.
A key challenge for this line of reasoning, which can be traced back to ideas that were explored in the 1950s (Solomon, 1958 (Solomon, , 1959a (Solomon, , 1959b , is the identification of aural cues that listeners use. Using seven point scales anchored by pairs of opposing adjectives such as "pleasant, unpleasant",Solomon identified seven orthogonal factors that accounted for 42% of the variability in listeners' assessments of 20 known passive sonar sounds on each scale. Although 15 of the scales exhibited a representative correspondence with one of the factors, the outcome of this work was not computationally related to any of the sounds' features.
An alternative approach to determining aural cues from psychoacoustic experiments is to measure the similarity or dissimilarity between pairs of stimuli and then apply multidimensional scaling on the resulting dissimilarities to generate a perceptual feature space (Ballas, 1978) (Philips, et al. 2006 ) (Philips and Pitton, 2008) . The resulting perceptual features are then related, through the use of statistical methods, to features that can be computed from the signal. Young and Hines also used statistical methods to determine salient psychoacoustic features (Young and Hines, 2007) . This paper describes a new psychoacoustic protocol that is based on how dialog develops between two subjects. Clark and Wilkes-Gibbs (1986) measured the dialog between two subjects who visually sorted and matched the order of tangram images. We applied a similar approach to sorting and matching aural stimuli.
EXPERIMENTAL DESIGN Stimuli
The stimuli are selected from echo repeater and three classes of clutter echoes from the experiment Clutter 09 that took place in the Mediterranean Sea in 2009. An echo repeater generated echoes by convolving the received signal with a numerically generated response-function from a finite ribbed cylinder with hemispherical endcaps. Six stimuli, referred to as er1 through er6, are chosen from the echo repeater echoes. Six stimuli, referred to as cv1 through cv6, are chosen from clutter echoes from an oil rig, named Campo Vega. Two stimuli each are chosen from clutter echoes from two surface vessels, referred to as tn1, tn2, pt1 and pt2. The experiment is designed to focus on the discrimination between cv and er echoes. The usable frequency band in the experiment ranges from 500 Hz to 3500 Hz. The whole band is used in this experiment.
The raw signal echoes have different background noise signals that are distinctive from each other. The different mixtures of shipping and biological noise present in the experimental area cause this variation. The background noise is whitened with the average spectrum estimated over the first 0.4 seconds of each stimulus.
The whitened signals are normalized so that the background noise level is constant among them. This prevents subjects from being influenced by different background noise levels that arise if the signals are peak normalized. The signals are normalized so that the background time-domain noise level is -45 dB and the largest peak level from the sixteen signals is -1 dB. Spectrograms of the whitened signals are shown in Fig. 1 . The integration time is 20 ms with a Hanning window and the sampling frequency ! is 12800 Hz. The cv signals are more diffuse in time and the er signals tend to have a strong onset. The wide dynamic range of 50 dB in this image shows the gross features of the signals, but does not bring out the different bandwidths in the echoes and the few tones that are present in the er signal. FIGURE 1. Spectrograms of the 16 stimuli after noise-background whitening. The color scale is in dB with a 50 dB dynamic range.
The peak-to-mean signal to noise ratios (SNR) of the sixteen stimuli are shown in Table 1 . The peak levels of the signals are significantly higher than the whitened background noise. The differences in SNR are sufficiently large to be audible. 
Stimulus Name

Experimental protocol
The sixteen stimuli are separated into two groups, with group one containing four cv, two er, one pt, and one tn and with group two containing two cv, four er, one pt, and one tn. One of the subjects is designated as the director and the other as the matcher. Each subject wears headphones and has a microphone. The two subjects are separated by a sound absorbing cubicle wall, so that they cannot see each other. Each subject communicates to the other subject with a microphone that is presented to either the left or right channel of the other's headphone. Each subject is presented a visual display of eight gray rectangles in a horizontal row. Each rectangle corresponds to a single monaural stimulus. When either subject places his/her cursor on any one single rectangle and clicks the mouse, the corresponding stimulus is played in the non-speech channel of the subject. The director's eight rectangles are fixed in position and the positions are unlabeled. The matcher's eight gray rectangles are initially in a horizontal, unlabeled line, but these rectangles are movable into eight fixed slots. The operation of the interface is simple. Neither subject can hear which stimulus is being played by the other subject. Each subject can easily communicate verbally with the other.
The experiment consists of six conditions. For the first condition, one subject is chosen as the director and the other as the matcher. Each familiarizes him/her self with the interface and the eight sounds in group one. The two subjects then dialog with each other as the matcher attempts to place his/her movable sounds into the same order as the director. This condition is ended with unprompted, mutual consent. Two more conditions are performed with reordered versions of group one. In the last three conditions the roles of director and matcher are reversed and the stimuli of group two are used.
The motivation for this protocol is the direct measurement of descriptors that are salient, namely useful for classifying the specific sounds in the corpus as well as understandable and clearly relatable to perceptions of specific characteristics of sounds.
The dialog between the subjects occurring during each experiment session is transcribed by hand, and salient descriptive words are recorded and associated with individual stimuli. The recording of one experimental session was damaged due to technical errors with the recording equipment. The recording of another experimental session did not yield sufficiently clear descriptions that are clearly associated with specific stimuli. The transcriptions of the remaining seven sessions are organized into categories of descriptions according to their meanings. These are displayed in Table 2 .
PRELIMINARY RESULTS
The descriptors are arranged in the table with causal categories in the second column and the remaining distinguishing adjectives in the remaining columns. The stimuli from cv and er were described with uniform causal categories within each session. The stimuli from pt and tn did not exhibit the same degree of uniformity. The two pt stimuli were not simultaneously presented in any session; neither were the two tn stimuli.
The compilation shown in Table 1 does not show the parsimonious use of language toward which the subject pairs tended to develop as they became familiar with a given set of stimuli. For example, Subjects 3 and 4 described the group of cv that are displayed together as "lower pitch and less sharp," "little higher pitch and less sharp," "highest pitch and less sharp," and "sharpest." They used three states of pitch and two states of sharpness to describe the four stimuli. The three states combined with two states contain up to 1.6 bits (log 2 (3) + log 2 (2)) of information, which is close to the two bits of information required to specify four stimuli. Information theory can be applied to this data, but this is not discussed in detail here (Ballas and Sliwinski 1986) .
The causal categories for cv and er include names of actions and objects that produce everyday sounds, like "Match Strike" and "Hammer and Anvil". In principle, these two categories can be numerically modeled (Aramaki, 2009) (Sounding Object, 2003) .
The distinguishing adjectives were used in varying amounts with Descriptor2/Signal to Noise Ratio 6 times, Descriptor3/Attack 9 times, Descriptor4/Pitch 12 times, Descriptor5/Duration 11 times, Descriptor6/Decay 14 times, and Descriptor7/Various 9 times. These distinguishing adjectives can be modeled quantitatively as features defined by signal processing algorithms.
The descriptors of the two primary groups of stimuli, cv and er, suggest that the subjects perceived them as belonging to two distinct categories named, for example, Match strike and Metal Ping. Each category shared similar relative descriptors such as loudness, attack, pitch, duration, and decay. The first four of these relative descriptors with quantitative features are simulated with the features time-domain SNR, log attack time (LAT), spectral centroid (SC), and temporal centroid (TC) (Pampalk, et. al., 2008) .
In terms of the analytic signal representation of the stimulus s n ( ) in the time domain and ( ) in the frequency domain, the definitions of LAT, SC and TC are LAT = log 10 n 1 − n 0
Gaumond et al. where n 0 is the first sample point of s n ( ) that rises above 1.5 times the background noise level. Similarly, n end is the last sample point of s n ( ) that falls below the same threshold and n 1 is the sample point of the peak of s n ( ) . The sample period Δt = 1 f s and the frequency resolution is Δ = ! 12800. These three features depend on the units used, which are seconds and Hz. The values of SNR, TC, SC for each of the sixteen stimuli are plotted LAT in Fig. 2 . The LAT separates the er stimuli from the cv stimuli very well. The TC, SC and SNR tend to overlap and are not useful for categorizing the classes of signals from each other. The two tn stimuli lie close to each other. However, they were never presented together in the protocol. The two tn and pt stimuli were often grouped with the cv stimuli. In these projections from the four dimensional feature space, pt1, tn1, tn2 and er3 appear to be confused as a group. This grouping does not appear in the recorded dialogs. However these four stimuli were never presented simultaneously in the protocol. They may not appear as a group in other projections. Their apparent closeness in feature space may also suggest that more features may be needed to completely describe the dialogs of the subjects. 
Proceedings of Meetings on
CONCLUSION AND DISCUSSION
The preliminary results suggest that this dialogical protocol meets the expectations expressed in the motivation. A small set of salient descriptors is found in the dialogs. Remarkably, the subjects displayed a greater agreement in the choice of descriptors. The salience is demonstrated in the largely successful completion of the matching task; however, measures of success are not reported in this short paper. The descriptors are expressible as signal processing algorithms. This is partially demonstrated here by the association of some relative descriptors to the algorithmically defined SNR, LAT, TC and SC. The reduction of the categorical descriptors, Match Strike and Hammer and Anvil, is not shown in this short paper. However, several methods of modeling fricative and metallic sounds have been published (Aramaki, 2009) (Sounding Object, 2003) .
This protocol removes some steps in analysis that arise with other methods. For example, multidimensional scaling methods that are used to analyze dissimilarity measurements produce dimensions that are not immediately associated with descriptors that are known a priori. "Once the configuration has been obtained, however, it is usually important to interpret it. … The process of interpreting the configuration is the central step in many applications, and is best learned by active participation." (Kruskal and Wish, 1978) The comprehensibility of the descriptors is generated through the development of dialog.
These results also suggest further research into the development of active sonar signal classification. The use of two types of descriptors by all of the subjects suggests that the class specific method is a more appropriate method for emulating human behavior in this classification task (Baggenstoss, 2004) .
