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CHAPTER 1. OVERVIEW
This thesis covers two topics: knot selection in sparse Gaussian processes and score-based
likelihood ratios for the evaluation of forensic evidence. These topics are usually studied separately,
and with the exception of only one chapter of this dissertation, this separation is apparent here.
For the sake of cohesion, one can view the work on sparse Gaussian processes as the development
of tools to improve score-based likelihood ratios, though the work applies more generally.
The chapters in this thesis have been ordered according to their prerequisites. Chapters 2,
covering score-based likelihood ratios, and 3, covering sparse Gaussian processes, have no prerequi-
sites and do not depend on each other. Chapter 4 applies sparse Gaussian processes to score-based
likelihood ratios, and thus depends on both Chapters 2 and 3. Chapter 5 extends work in Chapter
3 and does not depend on Chapters 2 and 4.
As I just mentioned, Chapter 2 concerns score-based likelihood ratios (SLRs) which are popular
tools used to quantify the strength of forensic evidence when likelihood ratios (LRs) are intractable
(Bolck et al., 2009; Hepler et al., 2012; Davis et al., 2012; Bolck et al., 2015; Neijmeijer, 2016;
Galbraith and Smyth, 2017; Leegwater et al., 2017; Hare et al., 2017; Morrison and Enzinger,
2018; Chen et al., 2018; Park and Carriquiry, 2019). Here, we refer to the “strength of forensic
evidence” to mean a numerical quantity describing the consistency of said evidence with each of
two competing statistical models. These statistical models are implied by two things: the nature
of the data associated with the evidence and, more importantly, two mutually exclusive hypotheses
for the source of the evidence. In a criminal court case, the prosecution supposes that the evidence
of unknown origin, in fact, originated from the suspect in question. For example, a bullet casing
found at a crime scene may have been expelled from a gun owned by a suspect, or a fragment of
glass found on a suspect may have come from a broken window at a burgled residence. In contrast,
the defense supposes that the evidence of unknown origin came from a random source within
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some relevant population. The SLR is then formed by estimating the probability distribution of a
(typically) low-dimensional statistic, called a score, under the prosecution’s and defense’s models
and taking the ratio.
If SLRs are ever to be considered admissible replacements to LRs in court, it is necessary to
understand how well they approximate the true LR. Thus, the main focus of Chapter 2 is to explore
the quality of these approximations and to what extent they could impact a juror’s decisions. We
show that large discrepancies between an SLR and the true LR are possible, and these discrepancies
may even be highly probable. We also show that large discrepancies can be meaningful in the sense
that a juror may make a different decision when faced with an SLR as opposed to the true LR.
Crucially, however, by deriving bounds on the tail probabilities of an LR given a score, we show
that the most probable discrepancies between an SLR and an LR occur when they strongly support
the same decision, and discrepancies that lead to different decisions are improbable. Further, we
show that a bounded LR must give rise to an SLR respecting the same bounds. We provide several
simulation studies showing how these bounds manifest empirically. We conclude that while it may
be possible for SLRs to strongly disagree with an LR in direction and magnitude, these situations
are unlikely.
Chapter 3 concerns scalable approximations to Gaussian processes (GPs), which we call sparse
GPs. Gaussian processes are probability distributions over real-valued functions, which are used
for a variety of purposes including nonparametric regression, classification, spatial and temporal
modeling, global numerical optimization, density estimation, and numerical integration. Unfortu-
nately, full GPs have cubic scaling in computation time and quadratic in memory with the number
of observations in the data. In contrast, sparse GPs scale linearly in both time and memory. This
difference in scaling allows sparse GPs to be applied to much larger data sets than full GPs.
Sparse GPs depend on a small set of input locations, which we call knots, to induce marginal
correlations between random function values. Several different flavors of these models exist, but
all of them have been studied and tested frequently in the literature (Smola and Bartlett, 2001;
Williams and Seeger, 2001; Quiñonero-Candela and Rasmussen, 2005; Snelson and Ghahramani,
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2006; Vanhatalo and Vehtari, 2007; Banerjee et al., 2008; Naish-Guzman and Holden, 2008; Finley
et al., 2009; Titsias, 2009a; Vanhatalo et al., 2010; Cao et al., 2013; Hensman et al., 2015; Hernandez-
Lobato and Hernandez-Lobato, 2016; Bauer et al., 2016). The efficacy of sparse GPs depends on
the ability to appropriately select the complexity of, and efficiently optimize, the approximate
model. This amounts to choosing the number of knots and effectively placing them. Chapter 3
proposes an algorithm based on a combination of global and local optimization algorithms to add
knots one-at-a-time to maximize the marginal likelihood. We show that this algorithm is able to
appropriately select the number of knots, and knot placement results in competitive accuracy with
models where model selection was done in what is currently the de facto standard way.
Chapter 4 explores the general problem of selecting a score function for SLRs. Two classes
of possibilities are often considered. The first class is to use a score that is a predefined measure
of (dis)similarity between the evidence of unknown origin and a fragment of evidence with known
origin. Examples of these could be a measure of distance or correlation between some numerical
features of the evidence (Bolck et al., 2009; Hepler et al., 2012; Bolck et al., 2015; Neijmeijer, 2016).
The second class involves learning the score function by treating features of the data as predictor
variables which are used to classify whether two fragments of evidence have the same source (Hare
et al., 2017; Carriquiry et al., 2019; Park and Carriquiry, 2019). The learned score function can
also be interpreted as a measure of (dis)similarity.
We specifically consider the situation when the number of possible sources for the evidence of
unknown origin is finite. In this setting, we argue that even constructing a single score function
is a deceptively challenging task. Further, given multiple scores, it is not always clear how to
choose between them. To address these challenges, we first propose a bivariate score performance
measure that provides an intuitive criteria for score comparison and directly measures how close
a given score is to being sufficient for model selection. We propose a method for constructing
scores given an accepted measure of dissimilarity between two pieces of evidence, and we use our
performance measure to show how constructing scores in this manner can produce scores that are
more informative than the usual kinds of scores considered in the literature. Finally, we show that
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one can further improve upon scores constructed in our proposed manner by aggregating several of
them with a sparse Gaussian process and using our work in Chapter 3, which we call score stacking.
In Chapter 5, we extend our proposed model selection algorithm of Chapter 3 to the case
where variational inference is used with strictly Gaussian data. We show that this algorithm can,
again, select models with competitive predictive accuracy to the slower, currently de facto standard
method. The results of this chapter suggest the utility of our model selection algorithm to do binary
classification with a variational objective function to be examined in future research, which could
be applied as in Chapter 4.
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CHAPTER 2. SCORE-BASED LIKELIHOOD RATIOS TO EVALUATE
FORENSIC PATTERN EVIDENCE
A paper being revised for the Journal of the Royal Statistical Society: Series A
Nathaniel Garton, Danica Ommen, Jarad Niemi, and Alicia Carriquiry
2.1 Introduction
We consider the forensic problem of deciding whether two pieces of evidence share a specific,
known source. In practice, one piece of evidence will have an unknown source, for example a crime
scene shoe print, while another piece of evidence will have a known origin, such as a suspect’s shoe
print. We suppose that the prosecution and defense attorneys each propose a statistical hypothesis
for how the evidence was generated, and our interest is in evaluating the strength of this evidence
in support of each of these hypotheses.
Specifically, we assume that the prosecution’s hypothesis, Hp, is that the evidence with unknown
origin was generated by the “distribution of the known source”. Under the defense hypothesis, Hd,
the crime scene evidence is assumed to be generated by a random draw from a “relevant population”.
In the shoeprint example, the competing hypotheses might be that the suspect’s shoe is the source
of the crime scene shoe print (Hp) versus that the shoeprint was left by someone else wearing similar
shoes (Hd).
In the past four decades, the likelihood ratio (LR) has emerged as a one-number summary that
reflects the strength of evidence in favor of Hp (Lindley, 1977; Grove, 1980; Gonzalez-Rodriguez
et al., 2003, 2005, 2006; Neumann et al., 2006; Egli et al., 2007; Neumann et al., 2007; Bolck et al.,
2009; Ramos et al., 2013; Lund and Iyer, 2017). The definition of the LR we consider is that stated
on page 3 of Royall (1997) as the ratio of the probability of an observed random quantity under two
different hypothesized distributions. The popularity of the LR is partially explained by the desire
8
to consider the jury’s decision making in the context of Bayesian hypothesis testing. In this context,
the forensic scientist can present the LR to the jurors, who then multiply the LR by their prior
odds in favor of Hp to arrive at their posterior odds in favor of Hp (Stern, 2017). A fundamental
difficulty in the application of the LR framework arises for pattern evidence, where the data are
complex and high-dimensional and typically come in the form of an image, for example, images of
shoeprints. Rarely, if ever, is it possible to gather the amount of data necessary to reliably estimate
full probability distributions for the data in such high dimensions. Consequently, calculating the
strength of pattern evidence is quite challenging.
For this reason, many have turned to so-called “score-based” approaches (Bolck et al., 2009;
Hepler et al., 2012; Davis et al., 2012; Bolck et al., 2015; Neijmeijer, 2016; Galbraith and Smyth,
2017; Leegwater et al., 2017; Morrison and Enzinger, 2018; Chen et al., 2018) as the only practical
alternative for determining the value of evidence. The score-based approach involves reducing the
dimensionality of the initial data by computing a low-dimensional statistic of both the known and
unknown source samples. In the shoeprint example, this might be a similarity score between an
image of the suspect’s shoe print and an image of the crime scene shoe print. The density of the score
is then modeled under both hypotheses and “score-based” likelihood ratios (SLRs) are computed.
Often, scores are a measure of similarity between the two pieces of evidence, though this need not
always be the case (Morrison and Enzinger, 2018). Recently, researchers have successfully applied
“black box” machine learning classification algorithms to learn the score function by optimizing
some objective (e.g. misclassification rates on a training data set) (Hare et al., 2017; Carriquiry
et al., 2019).
Readers familiar with approximate Bayesian computation (ABC) (Tavaré et al., 1997; Pritchard
et al., 1999; Beaumont, 2010; Lopes and Beaumont, 2010) may recognize that, like ABC, using a
score-based approach in our forensic context involves replacing intractable full data likelihoods
with likelihoods based on summary statistics. Therefore, recent discussions surrounding theoretical
issues encountered when using ABC for model selection are relevant here (Robert et al., 2011; Barnes
et al., 2011; Marin et al., 2013), and we will touch more on this shortly. We also note, however, that
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while model selection is one objective of ABC (and the principal objective in the matching of pattern
evidence), the practical details of, and contexts surrounding, ABC and SLRs tend to be somewhat
different. ABC is typically used when the full data likelihood is mathematically intractable but
simulation from the model is possible. Summary statistics come into play to circumvent the possibly
very large computational cost incurred by the need to simulate many observations from the data
model, and the entire distribution of the summary statistics needn’t be known. On the other hand,
there do not generally exist models from which realistic forensic pattern evidence can be simulated.
Instead, we collect as many samples of actual data as possible and directly model the entire score
distributions, at which point all possible SLR values, including that one which is observed in an
actual trial, are available.
Numerous issues with score-based likelihood ratios have been raised in the literature. Hepler
et al. (2012) showed that SLRs can be constructed in multiple ways which do not always agree
on the strength or even on the directionality of the evidence. Neumann and Ausdemore (2020)
suggests that some types of SLRs can poorly approximate LRs in unpredictable ways. At the same
time, Bolck et al. (2009, 2015) found that, when doing MDMA tablet comparisons, SLRs tended
to be more “stable” and | logSLR| was commonly smaller than | logLR|. Robert et al. (2011)
showed that using summary statistics to do model selection in ABC can result in inconsistent (in
the data sample size) Bayes factors when the statistics being used are not jointly sufficient for the
model and model parameters. More importantly for our purposes, they showed that even in nearly
ideal situations, the discrepancy between the true Bayes factor and the approximation based on
summary statistics is equivalent to a ratio of probability densities with sample size of order n, the
number of random variables describing the observed data.
Despite these findings, several practical questions remain. For instance, is it possible for a
sensible score function to result in a highly inaccurate SLR? Here, we say that the SLR is accurate
if it closely approximates the LR that would have been obtained without data reduction. To what
extent are discrepancies between SLRs and LRs meaningful in practice? Is it possible to generally
describe the situations in which SLRs are inaccurate? If there are situations in which the SLR is a
10
bad estimate of the true LR, can we estimate how probable those situations are? The answers to
these questions are critical to justify or reject the practical use of SLRs as a replacement to LRs.
In this paper, we explore the questions we posed above. We first examine a small example to
illustrate when and how the use of an SLR in place of an LR may be problematic. We see that, even
in this simple example with a reasonable score, | log(SLR)− log(LR)| is unbounded. However, we
observe that empirical probabilities of a juror making different decisions depending on whether they
are provided with an SLR as opposed to an LR behave reasonably. We then generalize those ideas
through the development of probabilistic bounds on the LR and argue that meaningful discrepancies
between an SLR and an LR are unlikely. Our results provide a theoretical explanation for patterns
noticed in Bolck et al. (2009, 2015) in terms of the “stability” and magnitude of SLRs compared to
LRs. Further, this shows that, for at least the type we consider, SLRs tend to underestimate the
value of evidence in a predictable way. Thus, we address one of the chief problems identified by
Neumann and Ausdemore (2020). We also show results from simulation studies designed to reflect
more realistic settings, which corroborate our theoretical findings and the observations of Bolck
et al. (2009, 2015). Finally, we conclude by discussing some implications of our results.
2.2 A Simple Example
The example that we study is rooted in ideas from Lindley (1977) and Grove (1980), but
we use the notation from Hepler et al. (2012). We let X and Y denote random draws from the
distribution that generated the evidence with known source and from the distribution that generated
the evidence at the crime scene, respectively. The model we consider is defined as follows,
Hp : X ∼ N(µx, σ2w), Y ∼ N(µx, σ2w)
Hd : X ∼ N(µx, σ2w), Y ∼ N(µb, σ2w + σ2b ),
where X ⊥ Y under both models. In this simple example, the score is s(x, y) = (x − y)2. These
distributional assumptions in combination with this score result in tractable score distributions.
We note that this pair of data generating models is almost identical to those considered in the
specific source scenario in Section 2.3 of Neumann and Ausdemore (2020) except we assume the
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variances of X and Y are equal under Hp. It is straightforward to show, using normal distribution
theory, that under Hp,
s(X,Y )
2σ2w



















We note that this example, as well as the situations to which our following results apply, are
“specific source” LRs (Ommen, 2017, Section 3.2) in the sense that one of the pieces of evidence,
X, comes from a known, as opposed to an unknown source. A general set of “specific source”
models may neither require that the distribution of the unknown source evidence comes from the
same family under Hp and Hd nor that any parameters are shared between the two distributions.
Our particular data generating model, however, assumes a shared “within source” variance, σ2w, for
each piece of evidence. Intuitively, one might imagine that the only variation between observations
arising from a fixed source is due to the process of taking measurements, i.e. measurement error.
2.2.1 SLRs May Be Poor Approximations to LRs
We first consider how the SLR compares to the LR for a grid of possible values for X and Y .
We suppose that µx = 0 = µb, so that the known source typically produces evidence commonly
observed within the broader population. Further, we will fix σb = 1 and σw = 0.2. Figure 2.1
compares the contour lines of log(LR) and log(SLR) on an even grid of possible (x, y) values
ranging from −2 to 2. Comparing the LR to the SLR reveals a key difference. Because we have
assumed that X ⊥ Y , the LR depends only on Y, but the SLR depends on both X and Y . This
is not surprising, but it is important to note that this causes a potential problem. For example,
if we restrict ourselves to the values of (X,Y ) shown in Figure 2.1, the LR achieves its minimum
values at Y = −2 and Y = 2, and the SLR achieves its minimum values at (X,Y ) = (2,−2) and
(X,Y ) = (−2, 2). Comparing these minimum values shows that the ratio of the LR to the SLR (or
vice versa) can become very large. In this case, when (X,Y ) = (2,−2) the LR is roughly 3× 1019
times larger than the SLR.
In this example, both X and Y are one dimensional, the score is intuitive and simple, yet clearly






















































Figure 2.1 Contour plots of log(LR) and log(SLR) at an even grid of values from -2 to 2
for µx = µb = 0, σw = 0.2, σb = 1. Contour lines are horizontal for the log(LR),
but they are of the form y = x+ b for the log(SLR).
most troubling inconsistencies between the LR and SLR occur when the observed evidence is rare
with respect to the known source distribution (and thus our example discrepancy is improbable), it
is not true that the known source itself is highly unusual; we have ensured that evidence generated
from the known source is often very similar to that observed from the background population.
Thus, it seems that such inconsistencies would be possible in most actual trials.
Perhaps the biggest problem, however, with using an SLR to approximate an LR in this example
results from the differences in the contour lines between the SLR and LR. The LR contour lines
are horizontal, meaning that the LR only changes with the observed values of the unknown source
evidence, but the contour lines for the SLR are diagonal with slope equal to one. This is because
the score distributions only depend on (X,Y ) through the score function. This implies that the
score densities, and therefore the SLR, are constant for any given fixed score. The score is constant
along lines where y = x + b because when y − x = b is fixed, s(x, y) = b2. Because it is possible
to fix the score and make Y arbitrarily large or small by simply changing X accordingly, we see
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that we can make | log(SLR) − log(LR)| arbitrarily large. Worse, there is nothing to prevent
situations where log(SLR) is positive and the log(LR) is negative, and vice versa. This implies
there are situations where not only is the discrepancy between an SLR and LR large, but they are
directionally inconsistent.
A final remark on the above examples is that it is impossible to determine, based solely on
the score, whether there is a large discrepancy between the SLR and the LR. In this specific and
seemingly reasonable case, fixing the score does not restrict the range of Y -values that we might
obtain. This means that any given score (and consequently SLR) value can be associated with any
true LR value.
2.2.2 Probability of Large Discrepancies
The worst problems described in the previous section involved fixing either the score or the
value of Y and manipulating either (X,Y ) or X, respectively, such that their values were unlikely
under either Hp or Hd. We now show that though the probability of large discrepancies may be
high, most large discrepancies will not likely affect jurors’ decisions.
Figure 2.2 shows two histograms of log(SLR)−log(LR) generated from 5000 data sets simulated
under Hd and Hp when σw = 0.2, σb = 1, µx = µb = 0. The left panel shows the empirical
distribution of log(SLR)− log(LR) under Hd, and the right panel shows the empirical distribution
of the same quantity under Hp. We see that the distribution under Hd is highly skewed right, and
the smallest values that log(SLR)− log(LR) can take on are near zero. Under Hp, the distribution
is fairly symmetric and unimodal, and most values are between −3 and 3. This difference implies
that the directionality and the severity of the discrepancy between the SLR and the LR may be
highly dependent on whether or not Hp or Hd is actually true. It also shows that the probability
of large discrepancies can be very high. For example, a large fraction of data sets generated under
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Figure 2.2 Histograms of log(LR) − log(SLR) generated from 5000 samples of (X,Y )
values under Hp (right panel) and Hd (left panel).
2.2.3 Impact of Discrepancies on Jurors’ Decisions
Such discrepancies arguably only matter insofar as they have the potential to impact a juror’s
decision. With this in mind, we consider a set of bins for values of the LR and assume that a juror’s
decision is only impacted by the bin in which the LR falls, not its exact value. The notion that
LRs should be presented in such a way has already been advocated for in, for example, Nordgaard
and Rasmusson (2012) and European Network of Forensic Science Institutes (ENFSI) (2016). We
use the ranges proposed in Evett et al. (2000) and similar to the proposal in Marquis et al. (2016).
The scale proposed in Evett et al. (2000) is as follows:
LR Range Evidence to support Hp
1< LR ≤ 10 Limited
10< LR ≤ 100 Moderate
100< LR ≤ 1000 Moderately strong
1000< LR ≤ 10000 Strong
10000< LR Very strong.
It will be convenient to define this particular collection of sets as
B ≡ {(0, 10−4), (10−4, 10−3), ..., (1, 10), ..., (104,∞)}.
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For B ∈ B, figure 2.3 shows heatmaps of empirical conditional probabilities P (LR ∈ B|SLR ∈
B,Hp) on the left and P (LR ∈ B|SLR ∈ B,Hd) on the right. The probabilities were computed
based on 105 simulated observations for each parameter setting. The grey areas on the plots
correspond to ranges of values for which no SLR was observed. We see that, under both hypotheses,
only when the SLR is observed in the lowest or highest attainable bins are the probabilities of
agreement between the LR and SLR close to 1.
Defense Prosecution
(0,0.1) (2,0.1) (0,0.01) (2,0.01) (0,0.1) (2,0.1) (0,0.01) (2,0.01)
( 0 , 1e−04 )
( 1e−04 , 0.001 )
( 0.001 , 0.01 )
( 0.01 , 0.1 )
( 0.1 , 1 )
( 1 , 10 )
( 10 , 100 )
( 100 , 1000 )
( 1000 , 10000 )
( 10000 , Inf )







Figure 2.3 Heatmap of empirical estimates of P (LR ∈ B|SLR ∈ B,Hd) on the left and
P (LR ∈ B|SLR ∈ B,Hp) on the right based on 105 simulated data sets. That
is, for data generated under the prosecution hypothesis, this shows conditional
probabilities that the LR is in the same set as the SLR. Grey areas correspond
to bins in which an SLR was not observed.
If we examine estimates of the probabilities of agreement averaged over all sets in B, we see
that they are encouragingly large. We compute these by approximating
∑
B∈B
P (LR ∈ B|SLR ∈ B,Hd)P (SLR ∈ B|Hd)
and ∑
B∈B
P (LR ∈ B|SLR ∈ B,Hp)P (SLR ∈ B|Hp)
with empirical probabilities. These probabilities are shown in Table 2.1. As the difference between
µx and µb grows or the σb/σw increases, these probabilities increase as well. This means that,
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roughly speaking, as the difference between the known and unknown source distributions grows,
the probabilities of making an error in the sense of the LR being in a different bin than the SLR
decrease.
Table 2.1 Empirical probabilities that the LR is in the same bin as the SLR.
Hd Hp
(µx = 0, σw = 0.1) 0.69 0.87
(µx = 2, σw = 0.1) 0.93 0.91
(µx = 0, σw = 0.01) 0.96 0.93
(µx = 2, σw = 0.01) 0.99 0.92
Thus, we see that while probabilities of large discrepancies may be large, the actual probability
of arriving at a categorically different decision when faced with the SLR as opposed to the LR is, at
worst, moderate and shrinks as there is more signal in the data to discriminate the known source
from a random draw from the relevant population. This suggests that the largest and most common
discrepancies occur for the most extreme values of the LR and the SLR. In the next section, we
show that this pattern occurs more generally.
2.3 Probabilistic Bounds on the LR
By constructing probabilistic bounds on the LR conditional on the score, we demonstrate that
the patterns observed in the previous section will generalize to realistic settings. The bounds we
develop are typically highly conservative, and only one side of each bound can be computed with
only knowledge of the SLR. However, we find that these bounds provide enough insight to explain
much of the behavior that we have observed up to this point.
Denote by p(x, y|Hi) the joint probability density of the known source evidence, X ∈ Rq1 , and
the unknown source evidence, Y ∈ Rq2 , under hypothesis Hi. We will use S = s(X,Y ) ∈ R to
denote the score random variable. We require the following assumptions for our inequalities to
hold.
Assumption 1. p(x, y|Hi) = p(x|Hi)p(y|Hi) for i ∈ {p, d}.
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Assumption 1 means that under both the prosecution and defense models, the known and
unknown source evidence are generated independently. Any similarity between the two fragments
of evidence arises only due to the similarity of the distributions of the known and unknown source
evidence.
Assumption 2. p(x|Hp) = p(x|Hd).
Assumption 2 means that regardless of whether the prosecution or defense hypothesis is true,
the distribution for the known source data is the same. This assumption is usually reasonable if,
for example, the known source data is sampled from the suspect after they are in custody.
Assumption 3. Given a fixed value Y = y, S(X, y) is a nondegenerate random variable.
This final assumption forces the score to depend meaningfully on the known source evidence.
A score function that is constant for any fixed value of Y = y, such as the true likelihood ratio, is
forbidden. To our knowledge, scores violating this assumption are not used in practice.
Under 1, 2, 3 and for α ∈ (1,∞), we have that























The derivations of these inequalities are provided in the supplementary information. They are
fairly straightforward applications of Markov’s and Cauchy-Scwhartz’s inequalities. We note that
inequalities 2.1 and 2.3 are very similar to two inequalities derived in Royall (1997) on page 7 for
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discrete probability distributions though the derivation differs from ours. It is worth noting that,





















by Jensen’s inequality. A similar argument applies to SLR
−1
EY |s,Hd [LR
−1] . A consequence of this is that,
if the LR is bounded, then the SLR must also be bounded. This is because for every score s, given
an upper bound M for the LR, SLR ≤ EY |s,Hp [LR] ≤M . A similar argument applies to the lower
bound.
Inequalities 2.1 and 2.3 provide a partial explanation for Figure 2.3. We know that, in general,
there is no reason to think that the SLR is close to the LR, and so the fact that P (LR ∈ B|SLR ∈
B,Hi) may be small is no surprise. However, if the SLR is sufficiently small and the defense
hypothesis is true, it is highly likely that both the SLR and LR will be in the same bin. For
example, supposing that we observe a score such that SLR = 10−5, then inequality 2.3 implies
that LR < 10−4 with at least 0.9 probability.
A similar reasoning can be used to understand the situation when the prosecution hypothesis
is true. Supposing that the SLR is in the highest (observed) bin, the LR will be at least in the
second highest bin at least 90% of the time. And, because the LR is bounded above when all of of
the data distributions are Gaussian, it turns out that the LR doesn’t often take a value in a higher
bin than the SLR.
One practical consequence of these bounds is that if estimates of score densities are sufficiently
accurate and one observes extremely large or small SLR values, it will be likely that the LR will
similarly be extremely large or small, provided that large SLRs correspond to situations in which
the prosecution hypothesis is true and small SLRs correspond to situations in which the defense
hypothesis is true. Finally, inequalities 2.2 and 2.4 imply that if the SLR is a good approximation of
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the expected value of the LR, we can establish bounds similar to those resulting from inequalities




, we can say that P (LR <
10SLR|s,Hp) ' 0.81.
2.4 Simulation Studies
2.4.1 Multivariate Normal Data
We now consider a simulated example where the score is learned from a “black box” machine
learning classifier. We specifically consider the case where the score is a predicted class “probabil-
ity” from a trained random forest (RF). We briefly note that often the “probabilities” commonly
provided by popular implementations of random forest packages are not directly interpretable as
estimates of posterior probabilities as one might expect (Pudlo et al., 2015). We treat Hp and Hd
as the class labels we wish to predict given the observed data, (X,Y ). The multivariate Gaussian
example is as follows,
Hp : X ∼ N5(µx,Σw), Y ∼ N5(µx,Σw)
Hd : X ∼ N5(µx,Σw), Y ∼ N5(µb,Σw + Σb).
We specifically consider the case when µx = (0.5, ..., 0.5)
>, µb = (0, ..., 0)
>, Σw = 0.5I5×5,
Σb = I5×5. Figure 2.4 shows histograms of 10000 scores generated under each hypothesis. The
random forest was trained on 10000 data sets generated under both hypotheses which are different
and independent from the data shown in these histograms. We then use kernel density estimation
on the data shown in the histograms to compute score densities and SLRs. Note that it is not
always necessary to model score densities directly if the score is an estimate of the posterior class
probability in which case one can simply multiply the estimated posterior odds by the inverse prior
odds to get an estimate of the likelihood ratio. However, this is not possible with the random forest
scores. Therefore, we resort to density estimation here.
Figure 2.5 shows a scatterplot of the LR versus the SLR for 10000 simulated data sets under Hp






























Figure 2.4 Histograms of scores (random forest predictions) for 10000 simulated data sets
under both the prosecution and defense hypothesis. Scores are generated from a
random forest trained on 20000 simulated data sets, half of which correspond to
the prosecution and defense hypotheses. (µx = (0.5, ..., 0.5)
>, µb = (0, ..., 0)
>,
Σw = 0.5I5×5, Σb = I5×5)
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and Ausdemore (2020), but Neumann and Ausdemore (2020) either compare common source SLRs
to specific source LRs, or they compare “anchored” specific source SLRs to specific source LRs. An
anchored SLR uses score densities that are conditioned on a value of either the known or unknown
source evidence. The red line corresponds to SLR = LR and the red dashed line corresponds to
the conservative 95% upper bound on the LR under Hd and lower bound under Hp resulting from
inequalities 2.3 and 2.1, respectively. Because the other set of bounds require knowledge of the



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.5 Scatterplot of log(LR) versus log(SLR) for 10000 simulated 10 dimensional
Gaussian data sets under both the prosecution and defense hypothesis. Scores
are generated from a random forest trained on 20000 simulated data sets, half
of which correspond to the prosecution and defense hypotheses. Score densities
are estimated via kernel density estimation. The red lines correspond to what
would happen if the SLR and LR were perfectly correlated and the red dashed
lines correspond to 95% probability bounds resulting from inequalities 2.1 and
2.3. (µx = (0.5, ..., 0.5)
>, µb = (0, ..., 0)
>, Σw = 0.5I5×5, Σb = I5×5)
We observe the same patterns in Figure 2.5 as we did in the bivariate normal example. We
see that under both hypotheses, the SLR and LR largely agree as long as the log(SLR) is not too
small. Furthermore, it appears that the conditional expectation of the LR given the score is close
to the SLR in this case. However, as the SLR gets smaller, which typically only happens under
Hd, we see a wider range of possible LR values. Many LR values are much smaller than the SLR
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when the SLR is small itself. It is in this situation that the bounds based on inequalities 2.2 and
2.4 would be largely useless even if the required conditional expectations were known.
We also see that the bounds resulting from inequalities 2.1 and 2.3 are typically overly conser-
vative, with far fewer than 5% of LRs violating the bound. Table 2.2 provides empirical estimates
of P (LR < αSLR|Hd) and P (LR > SLR/α|Hp) for six different levels of α. The bounds based on
inequalities 2.1 and 2.3 imply that all of these empirical probabilities should be greater than 1− 1α ,
and in most cases they are much greater.
Table 2.2 Empirical estimates of P (LR < αSLR|s,Hd) and P (LR > SLR/α|s,Hp) aver-
aged across scores for three different levels of α.
α 100 50 20 10 5 2
Hd 1.00 1.00 0.99 0.98 0.96 0.87
Hp 1.00 1.00 1.00 1.00 1.00 0.96
2.4.2 Beta Data Simulation
In the previous examples, the LR, and hence the SLR, were bounded above. This was because
the data distributions under Hp and Hd were both Gaussian and the variance under Hd was larger
than under Hp. This makes sense in our context as variability under Hp is due exclusively to
measurement error, whereas the variability of Y under Hd is due both to measurement error and
variability between different sources. The consequence of this was that large discrepancies between
the SLR and the LR tended to occur only under Hd. We now provide an example where large
discrepancies are possible under both hypotheses. We consider the following pair of models,
Hp : Xi
iid∼ Beta(αx, βx), Yi
iid∼ Beta(αx, βx)
Hd : Xi
iid∼ Beta(αx, βx), Yi
iid∼ Beta(αy, βy),
where i = 1, ..., 5. We specifically consider the case where (αx, βx) = (2, 1) and (αy, βy) = (2, 1).
Figure 2.6 shows score histograms and Figure 2.7 shows scatterplots of the LR vs the SLR.
Patterns in the histograms and scatterplots in this example are similar to those in the multivariate
normal example. One major difference here is that the score distributions are more peaked near 1
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when Hp is true and near 0 when Hd is true. The second major difference is that the the conditional
distribution of the LR given the SLR tends to be skewed both when the SLR is small and Hd is
true and when the SLR is large and Hp is true. We still see that the bounds from inequalities
2.1 and 2.3 hold, but the bounds from inequalities 2.2 and 2.4 would not be very useful outside of





























Figure 2.6 Histograms of scores (random forest predictions) for 10000 simulated 10 dimen-
sional Beta distributed data sets under both the prosecution and defense hy-
pothesis. Scores are generated from a random forest trained on 20000 simulated
data sets, half of which correspond to the prosecution and defense hypotheses.
((αx, βx) = (2, 1) and (αy, βy) = (2, 1))
2.5 Discussion
Robert et al. (2011) showed that in general there is no direct connection between a score-based
likelihood ratio and the true likelihood ratio. Other research, including our simple bivariate normal
example, has further indicated that SLRs need not always be close approximations to the true LR.
The requirement, however, that the SLR be close to the LR with probability 1 is stronger than



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.7 Scatterplot of log(LR) versus log(SLR) for 10000 simulated 10 dimentional
Beta distributed data sets under both the prosecution and defense hypothesis.
Scores are generated from a random forest trained on 20000 simulated data
sets, half of which correspond to the prosecution and defense hypotheses. Score
densities are estimated via kernel density estimation. The red lines correspond
to what would happen if the SLR and LR were perfectly correlated and the red
dashed lines correspond to 95% probability bounds resulting from inequalities
2.1 and 2.3. ((αx, βx) = (2, 1) and (αy, βy) = (2, 1))
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hypotheses considered in forensic science, it is possible to establish probabilistic bounds on the LR
given an observed score. These bounds are, perhaps, too loose to be used to construct interval
estimates of the LR in court, but they support the use of SLRs in place of LRs.
The bounds that we develop in combination with our simulation studies suggest that the largest
and most common discrepancies between SLRs and LRs occur when the SLR is either very large,
but the LR is much larger, or the SLR is very small, but the LR is much smaller. Among possible
discrepancies, these are arguably the least troubling because SLRs are conservative – a property
that should favor the defense. Furthermore, these types of discrepancies will only very rarely involve
directional inconsistencies between the SLR and LR.
Our simulations involved data that was relatively low in dimension as compared to what is
typically encountered in practice. It quickly becomes computationally prohibitive, with high di-
mensional data, to accurately model the tails of the score distributions nonparametrically, and so
we presented no such high dimensional experiments here. However, we derive in the supplementary
information the following results
D(p(y|Hp)||p(y||Hd) ≥ D(p(s|Hp)||p(s|Hd)) (2.8)
D(p(y|Hd)||p(y||Hp) ≥ D(p(s|Hd)||p(s|Hp)), (2.9)
where D(p(x)||q(x)) ≡
∫
log p(x)q(x)p(x)dx is the Kullback-Leibler (KL) divergence between distribu-
tions P and Q having densities p and q, respectively. The KL divergence is a measure of discrepancy
between two probability distributions. Larger values of which intuitively imply that larger values
of the LR under Hp are common and smaller values of the LR under Hd are common.
As the data dimension increases, one would expect the KL divergence on the left hand side of
the above inequalities to grow. The behavior of the right hand side, however, is not obvious. Even
if the right hand side grows, it may do so slower than the left, and so the above bounds become
looser and looser. This would result in the same relative behavior of the LR and the SLR shown
thus far, but would likely become more extreme.
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Unfortunately, one of our sets of bounds involves expectations based on the conditional distri-
bution of the data given the score, which are unavailable. One might worry, then, about cases when
the SLR is very large but the defense hypothesis is true. In this case, it is practically impossible to




will likely be unjustifiable. Thus we can say nothing about how small the true LR might be.
However, we note that
P (LR < SLR/α, SLR > β|Hd) ≤ P (SLR > β|Hd). (2.10)
It is possible to estimate P (SLR > β|Hd), and for large β this probability should be very small
in the first place. So while it might not be possible to provide a lower bound on the LR in this
situation, we can verify that such occasions are rare to begin with.
As a practical note, while the statistical hypotheses and assumptions we have utilized seem
reasonable, score distributions may not always be generated in an appropriate way as to make
the above results directly applicable. To elaborate, many score distributions are generated using
samples that are necessarily dependent. One example of this might be looking at scores for all
pairwise comparisons of two shoeprint images created from a suspect’s shoe to generate samples
from p(s|Hp). Using this empirical score distribution to estimate both probability densities and
probabilities of the form P (SLR ∈ B|Hi) requires some additional assumptions, which require
further investigation.
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2.7 Supplementary Information
2.7.1 Derivation of Inequalities





Consider the joint density functions of (Y, s(X,Y )) = (Y, S) under Hd and Hp denoted by
p(y, s|Hd) and p(y, s|Hp), respectively. Note that the likelihood ratio of the augmented data vector













Because s(X,Y = y) is random only due to X, and because p(x|Hp) = p(x|Hd), we have that
p(s|y,Hp) = p(s|y,Hd).













We use a simple application of Markov’s inequality to show that,
28








































Equivalently, we can write




Thus we find a lower bound on the probability that, under Hp, the LR exceeds 1/c. Let us consider
values of the form c = αSLR where α ∈ (1,∞). This results in inequality 1.
We can use a symmetric argument to create a probabilistic upper bound on the LR given the
score under the defense hypothesis. That is,
































Now, considering c of the form c = αSLR where still α ∈ (1,∞), we get inequality 3.
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While the bounds derived from Markov’s inequality help explain the relationship between an
SLR and the LR, they are unhelpful in terms of giving an upper bound on the LR in the case
that the prosecution’s hypothesis is true or a lower bound on the LR in the case that the defense
hypothesis is true. We now derive such bounds from Cauchy-Scwhartz’s inequality. Unfortunately,
these bounds involve incomputable quantities based on the true data densities. They also require




< ∞ in order to be non-trivial. Define the indicator
function
1 [x ∈ A] =

0 x /∈ A
1 x ∈ A.
For now, note that Cauchy-Schwartz’s inequality implies



































We will now write
p(y|Hp)
p(y|Hd) as LR for notational compactness. Rearranging terms and squaring both
sides we see that
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P (LR > c|s,Hp)2
EY |s,Hp [LR]
= SLR
P (LR > c|s,Hp)2
EY |s,Hp [LR]
.
By plugging in c = SLR/α and using the bound from Markov’s inequality, we arrive at the final
bound
P (LR > SLR/α|s,Hd) ≥ SLR












































Again, using the bound from Markov’s inequality in the last section, we arrive at
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P (LR < αSLR|s,Hp) ≥ SLR−1











2.7.2 Discrepancy as a Function of Data Dimension







where p(x) and q(x) are the probability densities.
For the following derivations, we assume that X and Y have densities with respect to the
Lebesgue measure and that the score function is continuous. However, the following results
should generalize to discrete data as well. With assumptions 1 and 2, it is simple to show that








































Note that because ES|Hp [D(p(y|s,Hp)||p(y|s,Hd))] is nonnegative, D(p(s|Hp)||p(s|Hd)) is a lower
bound for the KL divergence of the raw data.
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Tavaré, S., Balding, D. J., Griffiths, R., and Donnelly, P. (1997). Inferring coalescence times from
DNA sequence data. Genetics, 145(2):505–518.
35
CHAPTER 3. KNOT SELECTION IN SPARSE GAUSSIAN PROCESSES
A paper submitted to the Journal of Machine Learning Research
Nathaniel Garton, Jarad Niemi, and Alicia Carriquiry
3.1 Introduction
Gaussian processes (GPs) are flexible tools for doing nonparametric Bayesian inference of latent
functions. However, a well known limitation of such models is that computations involve the
inversion and determinant of an N ×N covariance matrix where N is the number of data points.
Thus, computation time scales as O(N3), and storage of the N × N covariance matrix demands
memory O(N2).
Several approximations to full Gaussian processes have been proposed for which computation
time and memory scale linearly in the size of the data set (Smola and Bartlett, 2001; Williams and
Seeger, 2001; Seeger et al., 2003; Snelson and Ghahramani, 2006; Banerjee et al., 2008; Finley et al.,
2009; Datta et al., 2016), many of which are described in Chapter 8 of Rasmussen and Williams
(2006) and Quiñonero-Candela and Rasmussen (2005). All of these proposed methods result in a
GP with a sparse inverse covariance matrix, also called the precision matrix, for which many take
advantage of the well-known Sherman-Woodbury-Morrison matrix inversion formula (Smola and
Bartlett, 2001; Williams and Seeger, 2001; Snelson and Ghahramani, 2006; Banerjee et al., 2008;
Finley et al., 2009).
One popular method has been independently introduced in Snelson and Ghahramani (2006)
and in the spatial statistics literature in Banerjee et al. (2008) and Finley et al. (2009) which is
commonly called either the Fully Independent Conditional (FIC) model (Quiñonero-Candela and
Rasmussen, 2005) or a (modified) predictive process model (Banerjee et al., 2008; Finley et al.,
2009). This approximation involves selecting a set of K locations, x† =
{






K  N , and assumes that the data at the observed locations x = {x1, . . . , xN} are conditionally
independent given the latent function values at x†. These locations, x†, are often referred to as
knots (Banerjee et al., 2008; Finley et al., 2009), pseudo-inputs (Snelson and Ghahramani, 2006), or
inducing points/inputs (Quiñonero-Candela and Rasmussen, 2005). Such locations can be treated
as a subset of the observed data locations (Seeger et al., 2003; Titsias, 2009a; Cao et al., 2013) but
they need not be (Snelson and Ghahramani, 2006; Finley et al., 2009).
In such a model, the question of how to select knots becomes of interest, and it has been
noticed that evenly spaced knots often do not result in optimal performance (Finley et al., 2009).
Snelson and Ghahramani (2006) demonstrated that, when the likelihood is Gaussian, one can
treat the knots as parameters and choose them to optimize the likelihood using gradient ascent.
Others have used variational inference (VI) with specific approximate posteriors that give rise to
similar knot-based sparse models for Gaussian process regression and classification (Titsias, 2009a;
Hensman et al., 2015). In the VI framework, knots are optimized as variational parameters in the
approximating posterior. That is, they are chosen to minimize the Kullback-Leibler divergence
between the approximate, sparse posterior and the full GP posterior. Others have proposed a
variety of ways to select knots including greedy approaches with alternative objective functions, for
example predictive variance (Finley et al., 2009) or “information gain” (Seeger et al., 2003). When
the likelihood is non-Gaussian, exact inference becomes intractable and two options for optimizing
knots are to optimize an analytical approximation to the marginal likelihood with respect to the
knots or use VI (Hensman et al., 2015; Hernandez-Lobato and Hernandez-Lobato, 2016).
To our knowledge, no methods have been proposed and tested which automatically select the
number of knots. Titsias (2009a) suggested the possibility of alternating between greedily adding
knots and optimizing covariance parameters, but no experimental work implementing this sugges-
tion appears to have been published. A naive approach to selecting the number of knots is to
include as many as is computationally feasible. As we will show, such an approach may produce
needlessly complex solutions if there are sparser approximations with competitive accuracy. Per-
haps more importantly, while the number of knots impacts the quality of the approximation, we
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observe that when the number of knots is large or knots are initialized poorly, simultaneous knot
optimization can converge to suboptimal solutions. This performance is explained in Bauer et al.
(2016) and manifests itself as “clumping” where several knots are in close proximity in the like-
lihood optimization. We provide an example similar to ones found in Bauer et al. (2016) of how
continuous optimization of even one knot can be difficult. We argue that an intuitive reason for
these phenomena has to do with how an individual knot affects the implied marginal covariance
structure at the observed data locations.
To address these issues, we propose a method for selecting the number and location of knots
in GP models where the objective function is the marginal likelihood. When the data are non-
Gaussian, we propose to use the Laplace approximation to the marginal likelihood. Like much of
the recent work involving FIC approximations, we assume a covariance function that is differen-
tiable in the knots (Snelson and Ghahramani, 2006; Hensman et al., 2015; Hernandez-Lobato and
Hernandez-Lobato, 2016). Our algorithm works by sequentially adding and optimizing single knots
alongside covariance parameters. We demonstrate superior accuracy of this approach relative to
the simultaneous optimization of all knots and covariance parameters, which largely results from
the mitigation of optimization issues apparent on several benchmark data sets. Further, while
computation time for both our algorithm and simultaneous knot optimization scales linearly with
the number of data points, our approach winds up in practice being faster than simultaneous opti-
mization. The reason for this is that the number of derivatives required for doing gradient ascent
is independent of K, making gradient ascent steps O(K) cheaper. Our approach does require some
extra computational effort in proposing knot locations, but our experiments show that this extra
cost is outweighed by the savings related to cheaper gradient evaluations.
Our proposal for doing knot selection with non-Gaussian data makes it applicable for many
different types of data. Any type of data that can be modeled with a generalized linear mixed
model (GLMM), for example Bernoulli, Poisson, gamma, is amenable to the methods we propose
here. Further, software exists to use Laplace approximations for inference in latent GP models
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where the data are Student’s t-distributed, Weibull, or log-Gaussian (Rasmussen and Nickish,
2010; Vanhatalo et al., 2013), to name a few.
The rest of the paper is organized as follows. Section 3.2 introduces models incorporating
latent Gaussian processes. In Section 3.3 we introduce the sparse, knot-based model that we will
consider for the remainder of the paper. Section 3.4 provides a toy example to motivate the need for
selecting the number of knots and for care in their placement. Next, in Section 3.5 we propose our
one-at-a-time knot selection algorithm. In Section 3.6 we compare our algorithm to simultaneous
optimization of a preselected number of knots as well as to full GPs on three benchmark data sets
and show superior performance. In Section 3.7 we conclude by discussing possible improvements
to our algorithm and its use with other types of inference algorithms.
3.2 Latent Gaussian Processes
We assume that we have N observations, (yi, x
>
i ), from a data set where each yi is the target
of interest, and the values xi are vectors of input variables where xi ∈ X ⊂ Rd. We suppose that
over X there is an unobservable, real-valued function f : X → R taking values f(xi). We further
suppose that the values of this function control the mean of the (conditional) distribution of the
target random variable Yi. That is, for some chosen link function g(·), we have E [Yi|f(xi)] =
g(f(xi)). We can use a GP to put a prior distribution on the latent function, which we denote as
f(x) ∼ GP(m(x), kθ(x, x′)).
A Gaussian process is specified by a mean function m(x) and a covariance function kθ(x, x
′),
which we assume is parameterized by θ. A GP, by definition, is a collection of random vari-
ables such that any finite subcollection fx = (f(x1), ..., f(xM ))
> ∼ NM (mx,Σxx) where mx =
(m(x1), ...,m(xM ))
> and the ij-th element of Σxx(i, j) = kθ(xi, xj).
The models that we consider require a joint distribution that can be written as the product
p(y|fx)p(fx|θ). Here, p(y|fx) is the distribution for the data, y = (y1, ..., yN )>, conditional on the
values of an unobserved Gaussian process having distribution p(fx|θ). We assume that each random
variable Yi is independent conditional on f(xi), the function value at xi.
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3.3 FIC Approximation
The FIC model assumes that, conditional on the values of a GP at K knots, x† =
{





all other latent function values are independent. In defining the FIC approximation mathematically,
it will be helpful to first define the joint distribution of the unobserved function at the observed
input locations, fx, as well as the values at the potentially unobserved knot locations which we
will call fx† . This joint distribution can be written as p(fx, fx† |θ) = p(fx|fx† , θ)p(fx† |θ). The FIC
approximation considers an approximation to the full conditional distribution p(fx|fx† , θ) where







fx† |θ ∼ N (mx† ,Σx†x†).
(3.1)
The marginal distribution of fx is then
fx|x†, θ ∼ N (mx,Λ + Σxx†Σ−1x†x†Σx†x), (3.2)
where Λ = diag(Σxx − Σxx†Σ−1x†x†Σx†x). Thus, the FIC approximation results in a marginal distri-
bution for fx where the marginal means and variances are the same as they would have been if we
were to use the full GP model, but covariances are exclusively controlled by the knots.
3.3.1 Gaussian data
In the case of Gaussian data, we assume an identity link function, g(x) = x and conditionally
Gaussian response variables, where Y |fx ∼ N (fx, τ2I), where Y = (Y1, ..., YN )> is the vector of
response random variables at the observed input locations. For notational compactness, we will
define Ψxx ≡ Λ + Σxx†Σ−1x†x†Σx†x. The marginal distribution for Y |x, x
†, θ is then
Y |x, x†, θ ∼ N (mx, τ2I + Ψxx). (3.3)
This marginal distribution can be optimized with respect to the knots x† as well as covariance
parameters θ.
The posterior distribution for an unobserved response vector, Ỹ , at inputs x̃ = {x̃1, ..., x̃M} is










∣∣∣Y ] = (τ2I + Σx̃x̃)− Σx̃x† (Σ−1x†x† − Σ−1x†x†V [fx† |Y ] Σ−1x†x†)Σx†x̃,
where
fx† |Y ∼ N (mx† + Σx†x(Ψxx + τ2I)−1(y −mx),Σx†x† − Σx†x(Ψxx + τ2I)−1Σxx†).
Note that the covariance between any random variables Yi and fx†j
is just kθ(xi, x
†
j). Computation
of (τ2I + Ψxx)
−1 can be done through the Sherman-Woodbury-Morrison matrix inversion formula.
3.3.2 Non-Gaussian Data & the Laplace Approximation
In the non-Gaussian data case, the marginal likelihood of Y |x, x†, θ cannot be computed ana-
lytically. Hence we utilize the Laplace approximation to the integral
∫
p(y|fx)p(fx|x†, θ)dfx. Our
main reasoning for choosing this over other methods is the Laplace approximation’s relative supe-
riority as an estimate of the true marginal likelihood for the purpose of hyperparameter selection
(Nickish and Rasmussen, 2008). Following notation in Rasmussen and Williams (2006), we define
the function ψ(fx) ≡ log p(y|fx) + log p(fx|x†, θ). We proceed by taking the second order Taylor
















where ∇2ψ(fx)|f̂x is the Hessian of the function ψ(fx) evaluated at fx = f̂x. If p(y|fx) is log-
concave in fx (and it is for the distributions and link functions we consider), then ψ(fx) is unimodal
(Rasmussen and Williams, 2006). The Laplace approximation then results in an approximation to
























We denote this approximation as q(y|x, x†, θ). This integral approximation also corresponds to an
approximation to the posterior distribution given by







Comprehensive details of the Laplace approximation for a full GP model with a Bernoulli likelihood,
including relevant derivatives, a Newton-Raphson algorithm for finding the mode of ψ(fx), and
derivatives of q(y|x, x†, θ) with respect to kernel hyperparameters can be found in Rasmussen and
Williams (2006). Our implementations for full GP models follow those in Rasmussen and Williams
(2006) exactly. Additional implementational details of the Laplace approximation in the FIC model
for Poisson data, such as the necessary modifications to derivative calculations can be found in
Vanhatalo et al. (2010), and our implementation is very similar. These details are easily modified
for other data distributions.
To calculate point and interval estimates for the latent function under FIC models we use
formulas which are provided below. These formulas are similar to the Gaussian case, but they now
involve the Hessian and mode of the function ψ(fx). Recall that the Gaussian approximation to








The posterior predictive distribution of an unobserved latent function value fx̃ at unobserved input
location x̃ is Gaussian with expectation
E [fx̃|Y ] = Σx̃x†Σ−1x†x† (E [fx† |Y ]−mx†) +mx̃
and conditional variance
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V [fx† |Y ] Σ−1x†x†
)
Σx†x̃,
where fx† |Y has the following distribution,
















The major difference between this case and the Gaussian case comes from the fact that the (ap-
proximate) distribution of fx† |Y isn’t readily available from the initial model specification. Thus,
we first recognize that, due to our Gaussian posterior approximation, the form of fx† |Y is Gaussian.
To see this, note that the exact posterior factors as p(fx† , fx|Y ) = p(fx† |fx)p(fx|Y ). Due to the
fact that we are using a Gaussian approximation of p(fx|Y ) as well the form of the dependency of
p(fx† |fx) on fx, our approximation of p(fx† , fx|Y ) is Gaussian. By the marginalization property
of the Gaussian distribution, our approximation to p(fx† |Y ) is Gaussian. Full specification of this
distribution requires computing E [fx† |Y ] and V [fx† |Y ]. Doing this requires using laws of iterated
expectation and variance where
E [fx† |Y ] = E [E [fx† |fx] |Y ] ,
and
V [fx† |Y ] = E [V [fx† |fx] |Y ] + V [E [fx† |fx] |Y ] ,
which is now straightforward to compute.
3.4 Importance of Selecting K
The motivation for selecting K using a data driven approach is two-fold. First, there are
situations in practice where K needn’t be as large as the computational budget allows to produce
equally accurate predictions. For example, the top left and right panels of Figure 1 in Titsias
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(2009a) show point and interval predictions from sparse GPs with 15 knots that closely resemble
those of the full GP, especially within the range of the observed inputs.
Secondly, as noted in Bauer et al. (2016), optimizing knots using the (potentially approximate)
marginal likelihood as the objective function is generally packed with suboptimal local maxima. To
see this, Figure 3.1 provides an example based on simulated Gaussian data and shows the selected





































































































0.0 2.5 5.0 7.5 10.0
Figure 3.1 Conditionally Gaussian data (black dots) with initial and estimated knot loca-
tions (red and blue +, respectively), estimated mean (dashed blue line), and
pointwise 95% credible intervals (shaded region).
Additionally, the marginal likelihood for this model and these data as a function of a sixth knot
is provided in Figure 3.2. This figure shows that as the sixth knot approaches one of the five other
knots in the model, the marginal likelihood gets arbitrarily close to the value it would take if the
model did not include that knot at all. Bauer et al. (2016) provide a proof in their supplementary
information that this is the case. This, ultimately, is unsurprising because the only role of the
knots is to control the implied marginal covariances of the Gaussian prior on the latent function at
the observed data locations. When two knots are arbitrarily close to each other, the covariances
between the latent function at observed data locations are effectively no different than they would

















Figure 3.2 Log-marginal likelihood for a single, sixth knot with first five knots (blue +)
and log-marginal likelihood for the model with the first five knots (horizontal
gray line).
The unfortunate effect of this, however, is that there are local optima near every one of the five
knots: either a local maxima or a local minima. Bauer et al. (2016) note that in the absence of
a small noise variance or “jitter” added to the latent function, these optima are only a problem
theoretically. However, with the small noise variance, optimization challenges arise. Consider, for
example, the middle knot near 5 on the x-axis in Figure 3.2. There is a local minimum at this
location due to the fact that two knots are exactly in the same position. In the absence of this
“spike”, however, the marginal likelihood is decreasing to the right of this knot. This means that
the marginal likelihood is increasing to the left of some point near 5, but it is decreasing after
this point as well. This forces a suboptimal local maximum with log-marginal likelihood ≈ −146.
Alternatively, consider the farthest knot to the right. Here, there is a suboptimal local maximum
because in the near vicinity of this knot the marginal likelihood is actually less than it is in the
five knot model. In addition to this, there are large regions of the x-axis which, if chosen to be the
starting value for the sixth knot during a gradient ascent optimization, would result in the knot
getting stuck at the same location as one of the other five. Lastly, these local optima can cause
serious numerical issues when trying to invert the matrix Σx†x† , and due to the extreme curvature of
the marginal likelihood near the five knots, gradient based optimization methods may oscillate for
a large number of iterations without every reaching a reasonable convergence tolerance. Arguably
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these problems get worse as we try to include more knots as there are simply more suboptimal local
maxima.
3.5 One-at-a-Time (OAT) Knot Selection
The above problems motivate us to explore other strategies for optimizing knots using the
marginal likelihood. We propose a sequential knot selection scheme in which the marginal likelihood
is never optimized with respect to more than one knot. We do this so that we can focus on
intelligently proposing new knots that avoid bad local maxima. At a high level, we propose to
first optimize the marginal likelihood with respect to covariance parameters only for a small initial
selection of knots. We consider this an initialization step. Next, we propose a new knot which
results in the maximum value of the marginal likelihood over a set of carefully selected candidate
locations. We denote the proposal function as J(·). Finally, both the new knot and covariance
parameters are jointly optimized using gradient ascent. We repeat these steps until either we have
met our computational budget in terms of the number of knots or the improvement to the marginal
likelihood falls below a pre-determined threshold.
The OAT knot selection algorithm is shown schematically as Algorithm 1. This algorithm
shares similarities with several other knot selection algorithms. Much like these algorithms, ours
is greedy, selecting each knot in sequence to optimize some objective function (Seeger et al., 2003;
Finley et al., 2009; Cao et al., 2013). However, most algorithms alternate between selection of knots
and optimization of kernel hyperparameters. This is the case in Seeger et al. (2003) and Finley
et al. (2009), but in those algorithms there is not a well-defined convergence criteria as the objective
functions for knot selection and hyperparameter optimization are different. Cao et al. (2013) use
only one objective function, but the number of knots is predefined. Instead, our algorithm finds
a sequence of best possible models given that the knots in the previously selected best model are
fixed.
The precise details of Algorithm 1 will vary depending on the exact model and data set con-
sidered. In the case of Gaussian data, the calculation of the log-marginal likelihood is exact. In
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the case of non-Gaussian data, the Laplace approximation to the marginal likelihood is used. Ini-
tialization of x† may heavily depend on the task and data under consideration. For example, if X
is one or two dimensional and the distribution of the inputs are evenly distributed throughout X ,
initializing on a grid may work well. In higher dimensions or with inputs that are non-uniformly
distributed, randomly sampling data points may be reasonable. One could also choose the initial
set of knots to be the cluster centers from a clustering algorithm such as k-means. If the task
is classification, one could cluster data separately from each class, which may work better than
clustering the combined data. Finally, because the number of initial knots should be small, one
could consider simultaneously optimizing the knots or knots and covariance parameters jointly.
Algorithm 1: OAT knot selection algorithm. Convergence in the repeat loop is de-
clared when the change in the objective function, the log-marginal likelihood, falls below
a threshold. Set initial number of knots (KI).
1 Initialize: x† = {x†i}
KI
i=1 ;
2 θ̂ = argmaxθ p(y|x, x†, θ) ;
3 repeat
4 propose new knot x†
∗ ← J(y, x, x†, θ̂) ;
5 (x̂†
∗
, θ̂) = argmax(x†∗ ,θ) p(y|x, {x†, x†
∗}, θ) ;
6 x† = {x†, x̂†∗} ;
7 until |x†| = Kmax or convergence;
Several algorithmic choices still remain, such as what algorithm to use to optimize p(y|x, {x†, x†∗}, θ)
w.r.t. (x†
∗
, θ) and how to choose the knot proposal function J , which we describe in the next sec-
tion. Our experience in optimization of Gaussian process kernel hyperparameters models is that
algorithms like BFGS can be fast but numerical instabilities frequently occur. In this paper, we
use Adadelta (Zeiler, 2012) to do the optimization of p(y|x, {x†, x†∗}, θ). While perhaps more com-
monly seen in the deep learning literature, we found Adadelta to be faster and easier to use than
simple gradient ascent. It also allows us to avoid numerical instabilities due to large step sizes.
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3.5.1 Knot Proposal Function
The choice of J is key to the success of the OAT selection method. Finding a global optimum
over all knots and kernel hyperparameters simultaneously is intractable. Thus, our modified goal
is to find the best possible model over choices of an additional knot and kernel hyperparameters
given all previously selected knots. If knots are restricted to be a subset of x, then one possible
way of doing this is to test x†
∗
= xi for all observed input locations xi and to select the one which
maximizes the marginal likelihood. Unfortunately, this results in a knot selection and optimization
algorithm scaling O(N2) in computation time. It is for this reason that Cao et al. (2013) choose
to approximate the objective function using only a small number of observed data locations when
exploring new possible knot values. In order to retain O(N) scaling, we are forced to find a way
to cheaply identify candidate knot locations which are likely to be good. We choose to do this by
repurposing the tools of Bayesian optimization (BO) based on Gaussian processes to intelligently
explore a small number of highly informative values for a new knot.
BO is a method of finding a global optimum for functions that are expensive to evaluate and
for which gradient information is usually inaccessible. It works by first assuming that the objective
function (response surface) of interest can be modeled statistically (usually as a Gaussian process).
Locations at which to evaluate the objective function are found sequentially maximizing an acqui-
sition function at each step. Shahriari et al. (2016) provide a review of these methods. Examples
of acquisition functions are probability of improvement or expected improvement (see Jones (2001)
or Shahriari et al. (2016) for more examples of acquisition functions). To avoid the confusion due
to the fact that we will optimize a GP with a GP, we will always refer to the GP used to model
the log-marginal likelihood as a meta GP.
Our knot proposal algorithm is described in Algorithm 2. We first define Tmax to be the
maximum number of log-marginal likelihood evaluations that the proposal is allowed to make.
Then, we randomly select a set of Tmin potential knots at which we evaluate the log-marginal
likelihood. We then model the log-marginal likelihood values as a function of a new knot location
with our meta GP, and we optimize the meta GP parameters. For each of Tmax − Tmin additional
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time steps, we evaluate the log-marginal likelihood at a new new knot which maximizes the specified
acquisition function, we use expected improvement (Jones et al., 1998), over all data locations. We
will use notation similar to that in Shahriari et al. (2016) and denote the acquisition function as
α(z; ·, ·) where z denotes the single knot value/vector over which we are trying to optimize the log-
marginal likelihood. We explain the other arguments after introducing some additional notation.
Let W (z) denote the random variable corresponding to the meta GP at input location z. Let
w1:t−1 be the vector of log-marginal likelihood values at the candidates for the knot proposal which
have thus far been explored at time t. Define w+ = max(w1:t−1) to be the maximum value of
these log-marginal likelihood values. Denote by Φ(·) the standard normal cumulative distribution










= (E [W (z)|w1:t−1]− w+)Φ
(











Note that we have suppressed the dependence of the acquisition function on the meta GP covariance
parameters for notational compactness. After each of the Tmax − Tmin iterations, we update the
meta GP covariance parameters. At the end of the specified number of iterations, the knot proposal
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is the knot which resulted in the largest log-marginal likelihood value. In the remainder, we refer
to the combination of Algorithms 1 and 2 for knot selection as the OAT-BO algorithm.
Algorithm 2: Knot proposal algorithm. Set the minimum (Tmin) and maximum (Tmax)
number of marginal likelihood evaluations.
1 set the mean of the meta GP equal to log p
(
y
∣∣∣x,{x†, ·} , θ̂) ;
2 sample x†1+k, ..., x
†
Tmin+k
without replacement from x ;
3 augment known marginal likelihood values wj = log p
(
y
∣∣∣x,{x†, x†j} , θ̂) for j = 1, . . . , k
with evaluations of the marginal likelihood at the new knots, that is
wk+j = log p
(
y
∣∣∣x,{x†, x†j} , θ̂) for j = 1 + k, ..., Tmin + k ;
4 for t = Tmin + 1 + k, ..., Tmax + k do
5 update covariance parameters in meta GP ;












7 wt = log p
(
y
∣∣∣x,{x†, x∗t} , θ̂) ;
8 end
9 return x∗j such that j = argmaxtwt
A critical component of the proposal function involves taking advantage of the fact that, for
a new proposed knot x†
∗




, θ) ≈ p(y|x, x†, θ)
(assuming that any GP noise variance is small). That is, when we are modeling the log-marginal
likelihood as a function of a new knot, we can prespecify the value of the meta GP at the current k
knots. Furthermore, this value, namely log p(y|x, x†, θ), becomes the obvious choice of mean value
for the GP because we know that the log-marginal likelihood can take this value when there is no
noise variance. Embedding this knowledge of the log-marginal likelihood in the meta GP allows it
to explore parts of the input space efficiently.
Additionally, if the meta GP has no noise variance, then at time t the expected improvement
evaluated at a location z ∈ {x†1, ..., x
†
t−1} is zero. In this case, the optimization in Step 6 of








. If, however, there is noise variance,
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then the expected improvement is not zero, and we restrict ourselves to search locations that are
yet unexplored.
We finally remark that, if the proposed knot increases the objective function, then the objective
function is guaranteed never to decrease in the overall OAT algorithm as long as we do not run
into numerical problems during the subsequent gradient based optimizations. Thus, we are given
a natural convergence criteria of the change in log-marginal likelihood falling below a specified
threshold.
3.5.2 OAT Example: Gaussian Data
We now consider an illustrative example in the case of Gaussian data. The Gaussian data
case is the simplest situation where optimizing knots simultaneously with covariance parameters
has already been shown to work well in some situations. We consider 200 simulated observations




∣∣∣Y ], and 95% prediction intervals, E [ Ỹ ∣∣∣Y ]± 1.96√V [ Ỹ ∣∣∣Y ]. Here Ỹ is a new observation
at a previously unseen data location, say x̃. The top row corresponds to knots and covariance
parameters selected with the OAT algorithm and the bottom corresponds to knots and covariance
parameters selected through simultaneous optimization of the log-marginal likelihood. Depending
on the initialization, the OAT algorithm selects different numbers of knots. To make comparisons
fair, we use the same number of knots selected by the OAT algorithm when optimizing them with
the simultaneous method. Red crosses at the top of each plot show the inital set of knots, and
the blue crosses at the bottom of each plot show the knots selected at the end of the optimization.
The left column corresponds to a uniform knot initialization. The middle column corresponds
to an adversarial knot initialization where all knots are set close together near x = 3, and the
rightmost column corresponds to a random initialization of knots. All covariance parameters are
initialized at the true covariance parameter values. For the OAT algorithm, we set Tmin = 10 and
Tmax = Kmax = 30.
51
In every plot, we see that knots are selected so that they span the input space. Predictions and
uncertainties seem largely useful and similar in those cases. In every knot initialization settings,
both the OAT selection algorithm and simultaneous optimization result in at least one pair of knots
that are close enough together to be redundant. In the OAT case, it is possible that this is still the
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Figure 3.3 Simulated Gaussian data with posterior predictive means and 95% prediction
intervals for GPs optimized either using the OAT-BO algorithm or where covari-
ance parameters are optimized simultaneously. Three different sets of starting
values are used for each optimization. We try a uniform knot initialization,
random initialization, and an adversarial initialization where all knots are set
close together near the point x = 3. The top row of plots corresponds to the
OAT knot selection and the bottom row of plots corresponds to simultaneously
optimizing all of the knots and covariance parameters. Columns correspond
to knot initialization where the leftmost is uniform, middle is adversarial, and
right is random. Red crosses on the top of each plot show the initial knot
selection, and the blue crosses on the bottom of the plots show the optimized
knots.
Table 3.4 in the supplementary information provides some numerical results corresponding to
the models in Figure 3.3. These include runtime for training, total number of gradient ascent
steps, and RMSEs calculated by taking the differences between the true latent function and the
posterior mean. We comment that the OAT-BO algorithm always runs more quickly than si-
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multaneous optimization, and in the case of the adversarial initialization, it is about seven times
faster. The runtime difference can be largely explained by the significant reduction in cost of
evaluating the gradient. Assuming a one dimensional input space, the derivative with respect
to a given knot involves matrix multiplications costing O(NK2max). Thus, Kmax of such matrix
multiplications costs O(NK3max). For the OAT algorithm, this means that each gradient evalu-
ation is Kmax times cheaper, implying that OAT can take approximately Kmax times as many
gradient ascent steps without being overall any slower, assuming the knot proposal cost is neg-
ligible. The cost of proposing a new knot chiefly involves making predictions and evaluating
marginal predictive variances costing O(N(Tmax + Kmax)2) plus some number of matrix inver-
sions coming from the meta GP parameter updates costing O((Tmax + Kmax)3). Thus, the total
cost of the proposal function throughout the entire optimization algorithm is roughly bounded
above by TmaxO(N(Tmax + Kmax)2 + (Tmax + Kmax)3). Our recommendation for most problems
is to make Tmax ≈ Kmax. With Tmax = Kmax, TmaxO(N(Tmax + Kmax)2 + (Tmax + Kmax)3) =
O(4NK3max + 32K4max). The cost of generating a knot proposal is roughly equivalent to comput-
ing 4Kmax knot derivatives plus inversion costs 32O(K4max). Thus, each new proposal costs fewer
than four full gradient evaluations (in the simultaneous optimization case) plus some meta GP ma-
trix inversion costs. Empirically, we observe that the computation time is dominated by gradient
evaluations and not the knot proposal costs.
3.6 Experiments
We now consider experiments on three benchmark data sets where the likelihood is Gaussian,
Bernoulli, and Poisson. For all experiments, covariance parameters are learned either alongside
knots in the case of sparse models, or by themselves in the case of the full GP, using Adadelta
(Zeiler, 2012). We restrict ourselves to data sets small enough that they can be fit with a full
GP, but large enough where the computational savings attributed to sparse approximations are
noticeable.
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We are primarily interested in marginal, as opposed to joint, predictive distributions, so we use
slightly modified versions of canonical performance metrics. The two main metrics we consider are
common to all of our experiments. The first metric is the median negative log-probability (MNLP),
which is calculated as
MNLP = mediani∈1,...,Ntest{− log p(ỹi|x†, θ̂, y)}.
Lower MNLP values correspond to more accurate marginal predictive densities. The second metric
that we use is the average univariate Kullback-Leibler divergence (AUKL) between the predictive











Values of AUKL near zero indicate that the univariate predictive distributions provided by the
sparse GP models are close to those of the full GP.
As a benchmark for Algorithm 2, on each data set we fit FIC models using the OAT algorithm
with a proposal function which is the best of a random subset of the data locations. We will
abbreviate this proposal function as RS for random subset. That is, to propose a knot, we sample
x∗ ⊂ x with |x∗| = Tmax. Then, the RS proposal is x†
∗
= argmaxi∈1,...,Tmax p(y|x, {x
†, x∗i }, θ).
Starting values for covariance parameters were chosen separately for each experiment but kept
consistent for each GP model fit. In all experiments, a noise variance parameter with a positive
but small, lower bound was estimated.
3.6.1 Boston Housing Data
We first consider the Boston housing data set and use “% lower status of the population”,
“average number of rooms per dwelling” and “pupil-teacher ratio by town” to predict the median
value of owner occupied homes. We removed observations where the median value was less than
$50,000. This resulted in 490 observations which we randomly split≈ 80/20 into training and testing
data. We fit a full GP model, an FIC model using the OAT algorithm with a proposal function
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given by Algorithm 2 (OAT-BO), two FIC models using the RS knot proposal function (OAT-RS)
with different values of Tmax, and two FIC models where the knots and covariance parameters were
simultaneously optimized. Of the two FIC models fit using simultaneous optimization, one is fit
using our maximum number of knots Kmax = 50 while the other is fit using the number of knots
selected by OAT-BO. Knot locations for all sparse models were initialized using k-means clustering.
For models fit using OAT knot selection, the intial number of knots was set to five.
Table 3.1 provides runtimes in seconds as well as accuracy in the form of a standardized root
mean squared error, as well as the median negative log-probability. The SRMSE calculates the
root mean squared error between the GP predictions and the test data normalized by the sample

















i=1 ỹi, and ỹ is the vector of test set target values.
The most striking result here is how long the simultaneous optimizations took to complete.
We limited each optimization to 1000 iterations, at which point neither simultaneously optimized
model had met our convergence criteria (though they did appear to be close). Both the full GP
and the sparse model fit with OAT met the relevant convergence criteria. The sparse models fit
using OAT all had runtimes that were somewhat similar to the full GP, with the OAT-BO model
taking about 100 seconds longer. Conversely, the simultaneous models both took longer to fit than
the full GP. When K = 50, optimization took roughly 65 times longer to fit than the full GP and
about 10 times longer when K = 13.
One might expect, despite this seeming convergence issue, that the accuracy of predictions
of the model with 50 knots would surpass that of the sparser models. However, we see better
predictive performance with all of the sparser models. All models do well in terms of accuracy in
predicting the actual test target values. The worst model (with 50 knots) has a SRMSE value of
0.378 compared to 0.359 for the full GP. The sparse model that reproduces predictions from the
full GP best is the OAT-RS model with Tmax = 25 which has a AUKL value of 0.039, though both
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Table 3.1 Results on the Boston Housing data. Runtimes (in seconds) needed to train
each model are shown. The SRMSE calculates the root mean squared error
between the predictions from each GP and the target values and is divided by
the standard deviation of the actual test set target values. MNLP calculates
the median negative log-probability of each test observation. AUKL calculates
the average univariate KL divergence between the predictive distributions of the
latent function coming from the full versus the sparse GP models. Number of
knots, K, and the number of objective function evaluations per proposal, Tmax,
is also shown for each model.
Method Runtime K Tmax SRMSE MNLP AUKL
Full 394 – – 0.359 2.500 0.000
OAT-BO 545 13 25 0.366 2.466 0.045
OAT-RS 356 12 25 0.366 2.464 0.039
OAT-RS 339 15 50 0.364 2.469 0.047
Simult. 25831 50 – 0.378 2.291 0.356
Simult. 3945 13 – 0.356 2.313 0.242
other OAT models are not far behind. Both simultaneously optimized models tend to do worse
in terms of reproducing the predictive distribution of the full GP, and the 50 knot model was the
worst in this regard.
Interestingly, the MNLP values seem to indicate that the best models are the two sparse models
where knots are simultaneously optimized. This, however, largely seems to be due to the differences
in predictive uncertainty compared to the full GP as indicated by the AUKL metric. This appears
to be an undesirable idiosyncrasy as one may have uncertainties that tend to be poorly calibrated
in certain regions of the input space.
3.6.2 Banana Data
To showcase the OAT algorithm’s performance on a binary classification task, we fit a full GP
model as well as four sparse GP models to the Banana data set. In order to enable fitting of the full
GP model, we used a random subset of only 531 cases, or about 10% of the data, for training and
the remaining 4769 cases were used as the test set. In both sparse models, knots were initialized
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using k-means clustering. For models fit using OAT knot selection, the initial number of knots was
set to five.
Figure 3.4 shows estimates of probabilities for class one membership along with 95% credible
intervals for the full GP, sparse GP fit with the OAT knot selection algorithm using both Algorithm
2 and RS as proposal functions, and sparse GP fit by simultaneously optimizing knots and covari-
ance parameters with K = 50. All sparse models choose to include all 50 knots. The estimated










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.4 Estimated posterior class probabilities with 95% credible intervals on the Ba-
nana data test set for the full GP fit, sparse GP fit with the OAT algorithm,
and sparse GP fit where all knots and covariance parameters are optimized
simultaneously.
Table 3.2 shows runtimes in seconds as well as measures of predictive performance for the five
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Figure 3.5 Locations of initialized and estimated knots for the simultaneously optimized
model with 50 knots (left) and for the OAT-BO model (right). Open circles
are initial knots and solid points are estimated knots.
Table 3.2 Results on the Banana data. Runtimes (in seconds) needed to train each model
are presented. MNLP calculates the median negative log-probability of each test
observation. AUKL calculates the average univariate KL divergence between the
predictive distributions of the latent function coming from the full versus the
sparse GP models. Number of knots, K, and the number of objective function
evaluations per proposal, Tmax, is also shown for each model.
Method Runtime Tmax K MNLP AUKL
Full 26795 – – 0.038 0.000
OAT-BO 3150 25 50 0.037 0.061
OAT-RS 2954 25 50 0.038 0.051
OAT-RS 3471 50 50 0.038 0.039
Simult. 6219 – 50 0.069 3.265
to the predictive performance of the full GP. The worst model is the one fit by simultaneously
optimizing the knots, which has a value of MNLP that is nearly twice that of the other models.
The AUKL values for the OAT models are all similarly small, while the value for the simultaneously
optimized model is roughly 50-100 times larger than any given OAT model. This can be explained
by the poor selection of knots as shown in the left panel of Figure 3.5, where there is more clumping
of knots. Thus, estimates of uncertainty are more likely to be different than for the more even knot
distributions of the OAT models. Fitting sparse models is less time consuming than fitting the full
GP, but both the OAT-BO and OAT-RS with Tmax = 25 models fit in approximately half of the
time that it takes the non-OAT model.
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3.6.3 Lansing Woods Hickory Data
In this example, we model the counts of hickory trees in Lansing Woods in Michigan on an even
30× 30 grid. These data are available from the spatstat.data R package (Baddeley et al., 2018).
Originally, these data are a point pattern, but we consider modeling grid counts instead.
We treat this as a smoothing, rather than a prediction problem. We fit a full GP model as
well as five sparse models, and our performance measures compare the fit of the full GP to that
of sparse models on the data used to fit the models. We use the formulas for prediction derived
in Section 3.3.2 in order to get smoothed estimates of the intensity at the observed data locations.
Formulas were derived for unobserved data locations, but these are the appropriate formulas to use
here as well.
We initialized knots uniformly in the cases where knots were simultaneously optimized, and
they were initialized to a random subset of 10 data locations when using OAT knot selection.
Figure 3.6 shows the estimated (posterior median) intensities as well as 95% credible intervals.
All of the sparse models over-smooth the data, yet once again, the worst model is the one with
the largest number of knots. Figure 3.7, again, shows why the performance of the simultaneously
optimized model is so poor. The knot allocation here are reminiscent of that shown for the Banana
data in Figure 3.5, but the situation is worse here. Most of the 50 knots are pushed near to each
other in the center of the domain. Selecting knots using the OAT procedure avoids this issue
entirely.
As expected from the visual analysis of the estimated intensities, the AUKL values for the sparse
models are all smaller than those of the simultaneously optimized models, though both OAT-RS
models appear to do slightly better than the OAT-BO model. In the worst case, the OAT-RS
model with Tmax = 25 has an AUKL value almost half that of the 50 knot model. MNLP values
are all better for the OAT models than for the simultaneously optimized model with 50 knots, and
the OAT-BO and OAT-RS with Tmax = 50 had the closest MNLP values to the full GP.
All OAT models fit close to five times faster than the full model, with the simultaneously
optimized models both taking longer than the full GP. The 50 knot model takes over three times
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Figure 3.6 Estimated posterior means with 95% credible intervals on the Hickory data test
set for the full GP fit, sparse GP fit with the OAT algorithm, and sparse GP
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Figure 3.7 Locations of initialized and estimated knots for the simultaneously optimized
model with 50 knots (left) and for the OAT-BO model (right). Open circles
are initial knots and solid points are estimated knots.
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Table 3.3 Results on the Hickory data including runtimes (in seconds) needed to train
each model. MNLP calculates the median negative log-probability of each test
observation. AUKL calculates the average univariate KL divergence between the
predictive distributions of the latent function coming from the full versus the
sparse GP models. Number of knots, K, and the number of objective function
evaluations per proposal, Tmax, is also shown for each model.
Type Runtime K Tmax MNLP AUKL
Full 5892 – – 1.040 0.000
OAT-BO 846 28 25 1.058 0.321
OAT-RS 1083 33 25 1.066 0.276
OAT-RS 989 30 50 1.055 0.279
Simult. 18456 50 – 1.068 0.597
Simult. 15046 28 – 1.060 0.426
as long to fit as the full GP while the 28 knot, simultaneouslty optimized model takes just under
three times longer.
3.7 Discussion
We proposed a method for selecting the number and locations of knots in sparse Gaussian
process models based on optimizing the marginal likelihood in the case of Gaussian data, or an
approximation of it when the data are not Gaussian. Our method allows for sparse approximations
to effectively adapt to the complexity of the function being modeled. Experiments on several bench-
mark data sets yield as good or better performance than simultaneous optimization of knots and
covariance parameters. Furthermore, the performance of the resulting models is often comparable
to that of a full GP, but with computational savings.
One of the key reasons why our method outperforms simultaneous optimization of all knots and
covariance parameters is that it avoids optimization problems inherent to the likelihood surface.
As a function of knots, the marginal likelihood is riddled with suboptimal local maxima, many of
which occur when multiple knots are close enough together to be practically redundant. We see this
behavior in synthetic as well as real world data, and while our knot selection algorithm is not guar-
anteed to avoid the problem completely, in practice performance is improved. Furthermore, similar
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problems ought to be encountered when optimizing other marginal likelihood approximations as a
function of knots as in, for example, GP classification with expectation propagation (EP). Thus,
we think that our OAT knot selection scheme could result in performance improvements there as
well.
Bauer et al. (2016) argue that the success of FI(T)C implementations where the knots are
simultaneously and continuously optimized is often a result of local, rather than global, optima.
OAT knot selection does not even attempt to find a global optimum, and so using the OAT-BO
algorithm appears to be an effective, practical way to find a local optimum in a principled way:
by finding a sequence of approximately optimal models holding the knots found previously fixed.
Furthermore, using OAT knot selection, we have not encountered the dramatic underestimation of
noise variance observed in Bauer et al. (2016).
We propose using Bayesian optimization to efficiently search for candidate knot proposals. In-
terestingly, using Bayesian optimization to search for candidate knot proposals yielded performance
that was often no better than using the RS proposal. This fact underscores the notion that it is
often not hard, at least while the approximation is poor, to find knots that improve the marginal
likelihood when added to the current model, and this is supported by Bauer et al. (2016).
However, this also raises the question as to why RS was as competitive as it was. One possibility
is that the RS proposals tended to be worse, in terms of increasing the marginal likelihood, but that
this may be desirable as the final approximations may use more knots and be closer to the fit of
the full GP. Unfortunately, this would be a nail in the coffin for sophisticated greedy knot selection
strategies that use the marginal likelihood as the objective function, as it would be unclear how to
propose a new knot.
Another possibility is that the BO proposal spends too much time exploring suboptimal local
maxima and thus explores fewer knots that are as far apart as the RS proposal does. One could
increase the number of likelihood evaluations allowed during the knot proposal process at additional
computational cost, but a better option, at least in theory, would be to account for the finite set
of marginal likelihood queries in the acquisition function. Such an accounting has been studied in
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Ginsbourger and Le Riche (2009), who show that the appropriately modified acquisition function
can result in more exploration throughout the domain. However, the methods proposed in their
paper are computationally prohibitive for even very small values of Tmax. González et al. (2016)
developed a approximate method for non-myopic Bayesian optimization. Their algorithm, or a
variant of it, could potentially improve upon the proposal function used in this work. A final
option would be to forego the BO proposal mechanism altogether and opt for cheap, model-specific
approximations to identify candidate knots that are likely to be good.
While the optimization problems inherent to the marginal likelihood may not be as severe for
the optimization objective used during variational inference as in Titsias (2009a), there are still
plenty of suboptimal local maxima (Bauer et al., 2016). Even as a function of a single knot, Bauer
et al. (2016) show that there are necessarily multiple optima due to “spikes” observed when a knot
is added exactly to a previous knot location. Thus, we feel that it may be possible to find improved
approximations at lower computational cost by using OAT knot selection in this setting as well.
Finally, there are two main weaknesses with the OAT algorithm. OAT seems to do well when
length scales are long relative to the size of the domain, but it may terminate early when length
scales are short. We saw this in the Lansing woods example where the OAT algorithm avoided opti-
mization issues encountered through simultaneous optimization of the knots, but it also terminated
before reaching the maximum number of allowable knots even though the resulting estimate of the
intensity was smoother than the full GP. The other weakness is that the OAT algorithm tends to
select knots only until the point estimate of the latent function is a good approximation of the full
GP. This can lead to OAT terminating even when there are areas of the domain with inflated un-
certainties. Both of these problems might be amenable to modifications of the marginal likelihood




This work was partially funded by the 452 Center for Statistics and Applications in Forensic
Evidence (CSAFE) 453 through Cooperative Agreement #70NANB15H176 between NIST 454 and
Iowa State University, which includes activities carried out at 455 Carnegie Mellon University,
University of California Irvine, and 456 University of Virginia.
This work was also partially funded by the Iowa State University Presidential Interdisciplinary
Research Initiative on C-CHANGE: Science for a Changing Agriculture.
3.9 Supplementary Information
3.9.1 Simulated Gaussian Results
To measure the accuracy of the resulting predictions, we compute root mean squared errors





















The expression for f̂(xi) comes from explicitly using the law of iterated expectation, namely f̂(xi) =
E [f(xi)|y] = E [E [f(xi)|fx† ] |y]. We set m(xi) = 0. Table 3.4 shows the RMSE, runtime, and log-
marginal likelihood values for each of the situations shown in Figure 3.3. We also provide the
RMSE for predictions from a full GP using the true covariance parameter values.
We see that the range of RMSE values is similar between the simultaneous and OAT models. The
best RMSE is the OAT model with uniform initialization, which is 0.18 compared to 0.192 for the full
GP using the true covariance parameters. The fact that the sparse model has smaller RMSE could
be an indication of slight overfitting. Despite arguably similar accuracy, the OAT algorithm provides
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Table 3.4 RMSEs, runtimes (seconds), and optimized log-marginal likelihood values for
GPs optimized either using the OAT-BO algorithm or where covariance pa-
rameters are optimized simultaneously. Also included is the RMSE from using
a full GP fit and using the true covariance parameter values. Three different
sets of starting values are used for each optimization. We try a uniform knot
initialization, random initialization, and an adversarial initialization where all
knots are spaced 0.1 apart near the point x = 2. RMSEs are calculated by
summing the squared distances from the actual simulated mean function at the
data locations.
Method Initialization K RMSE Runtime GA Steps log-Likelihood
Full GP – – 0.192 – – -311.720
OAT Uniform 13 0.180 50 464 -308.120
OAT Adversarial 22 0.228 96 669 -308.587
OAT Random 13 0.228 50 470 -308.225
Simult. Uniform 13 0.220 140 212 -306.852
Simult. Adversarial 22 0.196 700 529 -308.398
Simult. Random 13 0.247 88 140 -308.071
a speed advantage, especially in the adversarial initialization when the simultaneous optimization is
more than seven times slower. In this situation, the OAT algorithm adapts to the bad initialization
by placing more knots than it deems necessary with a better initial set of points. For both the
uniform and random initializations, the OAT algorithm selects the exact same number of knots,
though the locations are different. We do not expect this to happen in general, but it suggests that
OAT knot selection might consistently choose the appropriate degree of sparsity. The performance
of the OAT knot selection method in the adversarial initialization is even more promising considering
that five knots are fixed at the outset, while the simultaneous method is allowed to optimize all
knots. Of course, this difference adds to the speed advantage of OAT as well, but as long as the
accuracy does not meaningfully suffer, we feel that it is still a fair point to make.
3.9.2 OAT Example: Poisson Data
We now consider the case where the data are Poisson distributed. Specifically, we suppose that




where ai = a = x2 − x1 and λi = ef(xi). This model corresponds to an approximation of a log-
Gaussian Cox process (Møller et al., 1998) where the intensity is approximated by a constant for
each small interval of the input space of length a.
In the non-Gaussian data case, recall that we select knots and covariance parameters by op-
timizing the Laplace approximation to the log-marginal likelihood. Deriving this approximation
also provides a simple Gaussian approximation to the posterior distribution of any latent function
values, say fx̃, at unobserved data locations x̃. For simplicity, we use this Gaussian approximation
when showing predictions and comparing our OAT knot selection algorithm to the simultaneous
optimization of knots and covariance parameters. However, other approximate inference methods,
such as MCMC, could be used instead.
The purpose of this example is to compare results of the OAT algorithm to simultaneous opti-
mization of knots. Additionally, we use this opportunity to visually inspect how optimizing knots
by either means differs from a fixed knot and a full GP model. We compare six different models.
The first two models are OAT models with two different initializations of three knots and a compu-
tational limit of Kmax = 20 knots. We set Tmin = 10 and Tmax = 20. The second two models are
sparse with K = 11 and K = 20 where the knots are optimized simultaneously. The fifth model is
a sparse model with K = 20 evenly spaced knots, and the sixth model is a full GP. For each model,
covariance parameters were optimized and used the same starting values.
Figure 3.8 shows the simulated Poisson data along with predictions of the intensity functions
(eE[fx̃|Y ]a) and now asymmetric 95% credible intervals
(e(E[fx̃|Y ]±1.96
√
V [fx̃|Y ])a). The top left and top middle plot show results for the OAT algorithm
with three knot uniform and random initializations, respectively. With the uniform initialization,
the OAT algorithm selected 11 total knots, and with the random initialization, the OAT algorithm
selected 19 total knots. The bottom left and middle plots show results from the simultaneous
optimization of knots and covariance parameters with 11 and 20 knots, respectively. The top right
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Table 3.5 RMSEs, runtimes (seconds), and optimized objective function values for latent
GPs (with Poisson data) optimized either using the OAT-BO algorithm or where
covariance parameters are optimized simultaneously alongside knots. Point es-
timates and 95% credible intervals are generated via a predictive Gaussian ap-
proximation to fx|y, x†, θ. We try a uniform knot initialization and random
initialization when using the OAT-BO algorithm. Only uniform initializations
are used for simultaneous optimization of the covariance parameters and knots
(where K = 11, 20). This is compared to a fit with 20 evenly spaced knots and
optimized covariance parameters as well as the fit of a full GP with optimized co-
variance parameters. RMSEs are calculated by summing the squared distances
between the estimated and the actual log-intensity at the data locations.
Method K Knot Init. RMSE Runtime GA Steps log-Likelihood
Full GP – NA 0.198 195 158 -511.006
OAT 11 uniform 0.249 135 950 -510.715
OAT 19 random 0.188 177 958 -508.356
Simultaneous 11 uniform 0.187 226 194 -505.931
Simultaneous 20 uniform 0.202 197 79 -507.725
Fixed 20 fixed uniform 0.197 17 166 -510.909
plot shows a fit with 20 evenly spaced knots which were held fixed while the covariance parameters
were optimized. The bottom right plot shows the fit of a full GP with optimized covariance
parameters.
Here OAT tends to place knots evenly throughout the domain. Here we also see that initial-
ization can impact the sparsity of the resulting approximation, as the random knot initialization
has seven additional knots than the uniform initialization. Despite this, the point estimates for the
intensity are visually nearly identical between both OAT models and also when compared to the
results from the other models.
The biggest difference between each model is in the posterior uncertainty of the latent function.
All models which optimize knots overestimate uncertainty typically near x = 2, 3, 9. We can expect
to occasionally pay this price in these types of models. However, this price is unnecessary in this
case, as the interval estimates for the intensity when we fix 20 evenly spaced knots are nearly
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Figure 3.8 Simulated Poisson data with posterior predictive means and 95% credible inter-
vals for GPs optimized either using the OAT-BO algorithm or where covariance
parameters are optimized simultaneously. We try a uniform knot initialization
and random initialization when using the OAT-BO algorithm. Only uniform
initializations are used for simultaneous optimization of the covariance param-
eters and knots (where K = 11, 20). This is compared to a fit with 20 evenly
spaced knots and optimized covariance parameters. RMSEs are calculated by
summing the squared distances from the predicted log-intensities to the actual
log-intensity function at the data locations. Red crosses on the top of each plot
show the initial knot selection, and the blue crosses on the bottom of the plots
show the optimized knots.
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CHAPTER 4. IMPROVING SCORE-BASED LIKELIHOOD RATIOS VIA
STACKING
A paper to be submitted to Technometrics
Nathaniel Garton and Danica Ommen
4.1 Introduction
Score-based likelihood ratios (SLRs) are a popular, tractable alternative to likelihood ratios
(LRs) for the quantification of the strength of forensic evidence (Meuwly and Drygajlo, 2001;
Gonzalez-Rodriguez et al., 2003, 2005, 2006; Neumann and Margot, 2009b; Bolck et al., 2009;
Hepler et al., 2012; Davis et al., 2012; Bolck et al., 2015; Neijmeijer, 2016; Galbraith and Smyth,
2017; Leegwater et al., 2017; Morrison and Enzinger, 2018; Chen et al., 2018; Hendricks et al.,
2018). Instead of considering distributions of the raw observed features in the data, SLRs instead
compute a low-dimensional statistic of the features called a score, the distribution of which is then
modeled under the competing hypotheses of the prosecution and defense. Often scores are a measure
of dissimilarity between two materials of evidence: expected to be small when the two materials
share a source and large when they do not. Recent work has shown that supervised machine
learning models can successfully discriminate between two materials of evidence that come from
the same versus different sources (Srihari et al., 2002; Neumann and Margot, 2009a; Hare et al.,
2017; Carriquiry et al., 2019; Park and Carriquiry, 2019), and the predicted probabilities from such
models can result in an effective score.
Despite the early successes of score-based methods, there is currently a lack of theoretical jus-
tification for their use as surrogates for the true, feature-based LR. Several authors have pointed
out issues with certain types of dissimilarity-based SLRs such as their potential incoherence (Arm-
strong, 2017; Neumann and Ausdemore, 2020), as well as the fact that different types of SLRs
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using distributions conditioned on different pieces of evidence may not agree with each other (Hep-
ler et al., 2012). Yet, Garton et al. (2020b) showed that by constructing an SLR in a natural
way, one could derive general probabilistic bounds on the LR given a score. Further, they showed
that if the LR is bounded, then the SLR must share the same bounds. This work suggested that
score-based methods often produce SLRs that are less conclusive than the true LR, consistent with
observations in Bolck et al. (2009, 2015), but that the SLR and LR are also often directionally
consistent.
Choosing a score, even among a predefined set, remains a potentially challenging task. Tip-
pett plots (Evett and Buckleton, 1996; Drygajlo et al., 2003) or receiver operating characteristic
(ROC) curves can be used to select between scores, and while useful, these metrics do not have
a straightforward relationship to the information contained in the score. Empirical cross-entropy
(ECE) plots (Ramos and Gonzalez-Rodriguez, 2013; Ramos et al., 2013) do have connections to
information theory and have been shown to be useful in assessing the performance of a score, yet
their connection to sufficiency has yet to be elucidated. Moreover, it may be desirable to have a
one or two number summary of score performance in addition to a figure.
Additionally, one might imagine that several scores could be combined into a score that is better
than any individual score, but there is no existing literature, to our knowledge, that describes how
this could be done or that evaluates the advantages of doing so.
The aim of this work is to address these issues. First, we argue that SLRs are not incoherent,
and that the valid problem described as incoherence by several authors can be better understood
as a problem of choosing an appropriate score function. We propose a class of ways for how this
might be done. This further motivates our following work in which we propose a score performance
measure that is directly linked to the sufficiency of the score to select between the prosecution and
defense models. We use this performance measure to empirically show how our proposed class of
scores typically outperforms scores that are measures of dissimilarity. Finally, we show that we can
use a probabilistic classifier to aggregate scores into a single SLR, which is often better than any
individual score by our sufficiency performance measure.
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The remainder of this paper is organized as follows. Section 4.2 introduces the general problem
of determining whether a piece of evidence with unknown source has the same origin as a piece
of evidence with known origin. We define and compare the common source and specific source
problems in our general mathematical setup. In Section 4.3 we describe our proposed measure of
the sufficiency of a given score and provide its derivation in the context of our problem. In Section
4.4 we argue that the seeming incoherence of SLRs is better described as a problem of selecting an
appropriate score function. We also propose a general way of constructing score functions based on
measures of dissimilarity that we can empirically show typically outperform typical, dissimilarity-
only scores. In Section 4.5 we propose to partially resolve the problem of choosing among several
scores by aggregating them via a probabilistic classifier, which we call score stacking. Then, in
Section 4.6, we perform two simulated experiments comparing a stacked score to individual scores.
The second simulated experiment uses a data generating model that was developed in the literature
for modeling chemical concentrations on copper wire and found to plausibly approximate the true
data generating process (Dettman et al., 2014). Finally, in Section 4.7, we discuss our results,
challenges to practical implementation, and possible directions for future research.
4.2 Common source versus specific source LRs
To our knowledge, the first recognition of the important differences between a common source
(CS) and specific source problem was in Ommen (2017). The CS problem is to determine whether
multiple pieces of evidence, all with unknown origin, have the same, but still unknown, origin. One
might be interested in this problem if multiple crimes were thought to be linked, but no suspect
has yet been identified. Alternatively, the ‘specific source’ (SS) problem is to determine whether
evidential material coming from an unknown source, such as a shoeprint at a crime scene, has the
same origin as evidential material of known origin, such as a shoeprint collected directly from a
suspect’s shoe.
We denote by Hcs ∈ {p, d} the random variable associated with the CS hypotheses. We use
Ai ∈ A ≡ {1, ..., NA} where i ∈ I ≡ {1, ..., I} (I ≥ 2) to denote discrete random variables
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representing the sources of evidence. Here, the subscript i indexes the particular piece of evidence.
Every piece of evidence is associated with a source random variable, Ai. Note that if multiple
pieces of evidence have the same source, then NA, the number of unique sources, must be less
than I, the total number of pieces of evidence. In both the CS and SS problems, there will be at
least one source of evidence that is always of unknown origin. It will often be useful to use Au
to denote the random variable/vector indicating the source of evidence which has unknown origin
and for which we are attempting to understand something about the source. That is, we reserve
the subscript u ∈ I to represent the index which identifies the evidence material whose source we
are primarily interested in. The key difference between the CS and SS problem is whether or not
we pair materials of unknown origin with those of known origin (SS) or also unknown origin (CS).
We will use subscript i to denote the pieces of evidence for which we are uninterested in source
information and whose purpose is to aid in modeling.
The distributions for Ai and Au are defined conditionally based on whether Hcs = p or Hcs = d.
In the specific source case, the prosecution defines a statistical hypothesis wherein the source of
the unknown evidence, Au, is the same as one of the known sources. We denote this hypothesis by
the conditional random variable Hcs|{Ai : i 6= u}. This is mathematically equivalent to inferring
the probability of the event Au = Ak|{Ai : i 6= u} where Ak, for k ∈ I \ u, is the source that
the prosecution is attributing to Eu. We suppose that Ei ∈ Rd are vectors of random variables
representing evidence in the form of some data coming from sources Ai. We will also use Eu to
denote the evidence coming from the source Au. In the remainder, we will exclusively concern
ourselves with the SS problem.
4.2.1 Specific Source LR Example
We now provide a hypothetical example of a SS problem and how to define the appropriate
statistical models based on our notation. Suppose that a suspect in a crime has been apprehended
and is in possession of a shoe which may have been the source of a shoeprint at the crime scene.
The forensic scientist may create a print from the suspect’s shoe and subsequently produce a 2-D
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image from the print. Assume that the forensic scientist also has a database of 10 images taken
from shoe prints of the identical brand and size of shoe as the suspect’s but that each of the 10
images corresponds to distinct shoes. The prosecution lawyers then define a hypothesis that the
source of the shoe print image from the crime scene is the same source as that of the image from
the suspect’s shoe. The defense lawyers alternatively state that the source of the crime scene print
image is any one of sources of images in the database of 10 images. In this problem, data comes in
the form of shoeprint images, each consisting of the same number of pixels.
Let us reframe this problem mathematically using the notation introduced earlier. First, there
are I = 12 pieces of evidence: the suspect’s shoeprint, the crime scene shoeprint, and the 10
database shoeprints. Thus, I ≡ {1, ..., 12}. However, there are only NA = 11 possible values for
each Ai corresponding to either the suspect’s shoe or one of the 10 database shoes. Let us define
Ak (where k ∈ I) and Au to be the sources of the evidence resulting from the suspect’s shoe and
from the crime scene, respectively. In this situation, Ak = c ∈ A is known.
Let us define the events implied by the random variable Hcs. Let {Hcs = p} ≡ {Au = Ak}
and {Hcs = d} ≡ {Au 6= Ak}. Note that the event {Hcs = p} does not, by itself, imply that
Au = Ak = c. That is, the claim that the source of u-th and k-th shoeprint images have the same
source is not the same as stating which is the source of both images.
In this SS example, the prosecution’s hypothesis prior to observing any data is that {Au =
Ak|Ai for i ∈ I \ u}. Note that because k ∈ I \ u and because we condition on Ai for i ∈ I \ u,
the prosecution’s hypothesis specifies a specific value for Au. The defense’s hypothesis is the
complement of the prosecution’s hypothesis. We will denote these conditional events using shorter
notation involving a new random variable, Hss, representing the specific source hypothesis. That
is, we write these two events as {Hss = p} ≡ {Hcs = p|Ai : i ∈ I \u} or {Hss = d} ≡ {Hcs = d|Ai :
i ∈ I \ u} in the prosecution and defense’s case, respectively.
Finally, we can define the likelihood ratio in terms of the distribution for {Ei}i∈I , conditionally
on each specific source hypothesis. Let F denote the joint distribution for the entire collection of
75
random variables with corresponding density f . That is, F is a distribution over ({Ei}i∈I , {Ai}i∈I).
Then the specific source likelihood ratio can be written equivalently as
LRss =
f({ei}i∈I |Ai : i ∈ I \ u,Au = Ak)
f({ei}i∈I |Ai : i ∈ I \ u,Au 6= Ak)
(4.1)
=
f({ei}i∈I |Ai : i ∈ I \ u,Hcs = p)
f({ei}i∈I |Ai : i ∈ I \ u,Hcs = d)
. (4.2)
We have used ei to denote the values that the Ei vectors take in the density function. It is
reasonable to assume that given all of the Ai, the Ei are all independent. Further, given a single
Ai, the distribution of the corresponding Ei does not depend on the other sources Aj where j 6= i.
We make these assumptions in the rest of this work. The first these two assumptions results in an
LR that depends on the data only through Eu.
LRss =
f(eu|Au = Ak, Ai : i ∈ I \ u)
f(eu|Au 6= Ak, Ai : i ∈ I \ u)
=
f(eu|Hcs = p,Ai : i ∈ I \ u))





Note that we have abused notation in the distributions for Eu given Hss. Using our previous
notation, f(eu|Hss = h) = f(eu|{Hcs = h|Ai : i ∈ I \ u})(h ∈ {p, d}), which is notationally
ambiguous. Our intention by notationally conditioning on Hss is to, in fact, condition on {Hcs =
h,Ai : i ∈ I \ u}. In words, we say that the prosecution’s hypothesis is that the source of the
crime scene shoeprint image is the suspect’s shoe. The defense’s hypothesis is then that the source
of the crime scene shoeprint is one of the shoes from the database. Note that the distribution of
eu does not depend on any of the Ai’s other than Au and Ak under the prosecution’s hypothesis.
However, the distribution of eu under the defense’s hypothesis depends on all the Ai’s. This is
because, loosely speaking, the probability of the data under the defense hypothesis depends on a
mixture of the probabilities of the data assuming its source was each of the Ai’s not equal to Ak.
Mathematically, this corresponds to the following expression for f(eu|Ai : i ∈ I \ u,Hcs = d)
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f(eu|Ai : i ∈ I \ u,Hcs = d) =
∑
i∈I\u
f(eu|Au = Ai : i ∈ I \ u)p(Ai),
where p(·) is a probability distribution over A \ c. This distribution allows the defense to specify
which, if any, of the database sources is more likely to be the source of Eu.
4.3 Information theoretic specific source score sufficiency metric
Consider the specific source problem with arbitrary, but finite, number of possible sources NA.
The following derivations are very similar to those in the ‘infinite alternative population’ situation
considered in Garton et al. (2020b). Recall that we assume mutual independence between Ei





Thus, we reiterate that the LR depends only on the evidence from the unknown source, Eu. We
will now introduce a score function, s(·), which will map the I pieces of evidence to a real number.
That is, s is defined as s :
(
Rd
)I → R (s is a function of (E1, E2, ..., EI) which are each in Rd). We
now show that we can write the LR in terms of both the evidence of unknown origin and the score.





f(s|eu, Hss = p)f(eu|Hss = p)
f(s|eu, Hss = d)f(eu|Hss = d)
=
f(s, eu|Hss = p)
f(s, eu|Hss = d)
=
f(eu|s,Hss = p)f(s|Hss = p)
f(eu|s,Hss = d)f(s|Hss = d)
.
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Because S|(Eu = eu, Hss) is a function only of the evidence of known origin, {Ei}i∈I\u, and because
{Ei}i∈I\u ⊥ Hcs|{Ai}i∈I\u, we have that
f(s|eu, Hss = p)
f(s|eu, Hss = d)
=
f(s|eu, Hss = p)





This justifies the first line of the above. The remaining lines just follow from standard rules
regarding conditional and joint distributions.
The fact that the distribution of the score is independent of the SS hypothesis conditioned on
the unknown source evidence may, at first, appear strange. Recall, however, that the SS LR is
entirely independent of all Ei except for Eu. Thus, for a fixed Eu, a score is dependent only on
the evidence from the known sources, which is independent of Hss. One may ask why we bother to
state distributions for the known source evidence at all, if they are irrelevant. The reason is that,
in practice, samples from the known sources are required to infer what the distributions for Eu
might be under Hss = p and Hss = d. In the case of the matching of shoeprint images, the forensic
scientist wouldn’t need a shoeprint known to be generated from the suspect’s shoe if they could be
provided with those unique characteristics that are consistently observable on shoeprints from the
suspect’s shoe across multiple scenarios. For a statistician, even if they could define with certainty
the correct family of distributions of relevant characteristics on a shoeprint taken from a suspect’s
shoe, they would still need samples to choose the distribution from within the family.
Using these facts, we can then decompose the Kullback-Leibler (KL) divergence (Kullback and
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F (Eu|S,Hss = p)
∣∣∣∣∣∣F (Eu|S,Hss = d))∣∣∣∣Hss = p]
+KL
(
F (S|Hss = p)
∣∣∣∣∣∣F (S|Hss = d)).
This implies thatKL
(
F ({Ei}i∈I |Hss = p)




An additional consequence is that for finite, feature-based KL divergences, larger values of
KL
(
F (S|Hss = p)
∣∣∣∣∣∣F (S|Hss = d)) imply smaller values of E [KL(F (Eu|S,Hss = p)∣∣∣∣∣∣F (Eu|S,Hss = d))].
To see this, note that because KL
(
F (Eu|S,Hss = p)
∣∣∣∣∣∣F (Eu|S,Hss = p)) is a nonnegative function




F (Eu|S,Hss = p)
∣∣∣∣∣∣F (Eu|S,Hss = d))] imply small values,
on average, of KL
(
F (Eu|S,Hss = p)
∣∣∣∣∣∣F (Eu|S,Hss = d)). For example, if the expectation is
zero, then the (conditional) KL divergence is zero almost everywhere. Zero KL divergence implies
that F (Eu|S,Hss = p) = F (Eu|S,Hss = d), i.e. S is a sufficient statistic for the specific source
hypothesis.
All of this means that KL
(
F (S|Hss = p)
∣∣∣∣∣∣F (S|Hss = d)) and KL(F (S|Hss = d)∣∣∣∣∣∣F (S|Hss =
p)
)
are measures of the usefulness of the score which have direct ties to sufficiency. Assuming
1Note that a more general proof of this inequality was given by Theorem 4.1 in Kullback and Leibler (1951), where
equality holds if and only if S is a sufficient statistic.
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that E
[∣∣∣ log f(s|Hss=p)f(s|Hss=d) ∣∣∣
∣∣∣∣Hss = p] <∞ and E [∣∣∣ log f(s|Hss=d)f(s|Hss=p) ∣∣∣
∣∣∣∣Hss = d] <∞, consistent score KL
divergence estimates are always computable because estimates of the densities f(s|Hss = p) and
f(s|Hss = d) (or their ratio directly) are available by assumption. They are also intuitive targets
to maximize. For example, if the score is a predicted class probability for ‘match’, the more
discriminative the classifier, the larger the score KL divergences and so the closer the score is to
being sufficient. Thus, the score KL divergences are a natural performance metric that can be used
to compare multiple scores.
4.4 Coherence and specific source SLRs
Concern has been raised in the literature on LRs about a desirable property ostensibly absent
from SS SLRs. The property, dubbed coherence, intuitively says that given two mutually exhaustive
hypotheses, H1 and H2, the likelihood ratio used to compare hypothesis one to hypothesis two
should be the reciprocal of that used to compare hypothesis two to hypothesis one. We will
argue that the legitimate problem with SLRs identified by Armstrong (2017) and Neumann and
Ausdemore (2020) should not be characterized as a lack of coherence, but rather a subtlety relating
to the choice of an appropriate score function. Specifically, we will show that the standard argument
as to why SLRs are incoherent can be understood as the comparison of two SLRs based on different
score functions.
This line of thought then leads to natural questions about how to construct scores even in
the presence of an agreed upon dissimilarity metric. We propose several ways to construct an
appropriate score function and demonstrate that the resulting SLRs are both coherent and superior
to standard scores via simulations.
4.4.1 Coherence
Denote by E ≡ (E>1 , E>2 , ..., E>I )> ∈ ×(Rd)I the vector of random variables describing all of
the observed evidence or data which will be used to evaluate the relative likelihood of the two
hypotheses. As the ensuing discussion in this section and that in Section 4.4.2 is applicable to
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SS and CS LRs and SLRs, we temporarily drop the CS and SS subscripts from the LRs and
SLRs. Define by LRi,j ≡ f(e|Hi)f(e|Hj) the likelihood ratio of hypothesis i to hypothesis j. The coherency





Likelihood ratios are fundamentally coherent, but what about score-based likelihood ratios?
Denote by s : (Rd)I → Rq a score function mapping the original data to Euclidean space of
dimension q (typically q = 1). Similar to LRs, denote by SLRi,j ≡ f(s(e)|Hi)f(s(e)|Hj) the score-based
likelihood ratio comparing hypothesis i to hypothesis j. We briefly note that in this general context
SLRs are also coherent.
4.4.2 Coherence of specific source SLRs
Let us examine the arguments presented in Armstrong (2017) and Neumann and Ausdemore
(2020) for the incoherence of SLRs. These arguments stem from an example where there are two
known sources of evidence say, source A1 = a1 and source A2 = a2, each producing data E1 and
E2, respectively. Furthermore, assume that we have a third piece of evidence of unknown origin,
Eu, which must have come from either A1 or A2. We then wish to evaluate the support of the data
for H1 or H2, which are defined as follows
H1 : Eu was generated from source A1 = a1
H2 : Eu was generated from source A2 = a2.
Note that in this case, u = 3, according to our notational convention. We also have LR1,2 =
f(e1,e2,eu|H1)
f(e1,e2,eu|H2) . We make use of all available data in the formulation of the numerator and denomi-
nator densities. Under our previously stated assumptions, the LR reduces to LR1,2 =
f(eu|H1)
f(eu|H2) .
Armstrong (2017) and Neumann and Ausdemore (2020) then both consider possible SLRs for
this example. Importantly, they define the score so that it is explicitly a function only of two
materials of evidence, which are arguably the most common kinds of scores in the literature (Bolck
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et al., 2009; Hepler et al., 2012; Davis et al., 2012; Bolck et al., 2015; Armstrong, 2017; Leegwater
et al., 2017; Galbraith and Smyth, 2017; Chen et al., 2018; Neumann and Ausdemore, 2020). That





. Such a score makes perfect sense in a typical SS problem context in
which only two materials of evidence are considered: one from the known source and one from the
unknown source.
However, when one desires to create an SLR based on this score in this particular example, it
is tempting to suggest that the natural definition of the SLR is SLR1,2 =
f(s(e1,eu)|H1)
f(s(e1,eu)|H2) . Yet, the
natural SLR if the hypotheses were reversed is SLR2,1 =
f(s(e2,eu)|H2)
f(s(e2,eu)|H1) . Neither of these SLRs is
the reciprocal of the other, and so the specific source SLR appears to be incoherent.
The confusion arises due to the fact that that the score is not constructed so as to explicitly
be a function of all available data. When we consider these SLRs in the more general context of
scores depending on all available data, we see that what we have define to be SLR1,2 and SLR2,1
turn out to be two different SLRs depending on two different scores.
For clarity, we will use s(·) to denote scores which are explicitly functions of all observed
data, and we will use δ(·) to denote score functions which are only a function of two mate-










































u )). While the func-
tional form of the score in the two SLRs appears to be the same, they are actually two different
functions resulting from using two different coordinate maps. Thus, the two SLRs are two distinct
options for a single SLR whose relationship needn’t be expected to be related any more than if one
had decided to use two different functional forms of δ(·, ·) in the two separate SLRs.
It is not immediately obvious, then, how one should go about constructing a score that explicitly
depends on all observed data. One possibility would be to consider a vector valued score function
s(e) = (δ(eu, e1), ..., δ(eu, eI−1)) (where we suppose that u is the I-th index). However, such an
82
approach becomes infeasible if I is large. We would like to construct a univariate score that
explicitly depends on all pieces of evidence. In the two source case, two possible scores would be






s2(eu, e1, e2) = v (δ(eu, e1)− δ(eu, e2)) , (4.4)
where v : R → R is some monotonic function. Intuitively, under H1, δ(eu, e1) > δ(eu, e2), while
under H2, the opposite should be true. This would mean that both scores would be relatively large
under H1 and small under H2
4.4.3 Example of a coherent SLR in the two source problem
Consider the specific, two source problem where A1 = a1 and A2 = a2 are both known. Suppose
that our hypotheses are defined such that
H1 : E1 ∼ N (0, 1), E2 ∼ N (2, 1), Eu ∼ N (0, 1)
H2 : E1 ∼ N (0, 1), E2 ∼ N (2, 1), Eu ∼ N (2, 1)
where Eu, E1, E2 are mutual independent under both H1 and H2. Note that, in this example, we






e2u − (eu − 2)2
] }
.
We will examine three different SLRs: SLR
(1)
ss ≡ f(s1(E)|H1)f(s1(E)|H2) , SLR
(2)





E = (E1, E2, Eu)
>
s1(E) = log |Eu − E1|






Figure 4.1 shows scatterplots of log(LRss) versus log(SLRss) for each of the three scores. To
calculate each SLR, we estimate densities separately using kernel density estimation, and take their
ratio. We see hints that the differences between the SS LR and the SS SLR depend on whether
H1 or H2 is true for the first two scores, as the distribution of points does not appear similar or in
some way symmetric under H1 as compared to H2. By contrast, this does not seem to be the case
for the third score.
Table 4.1 provides Monte Carlo estimates of the KL divergence of the raw data, that is∫
log(LRss)f(eu|Hss = p)deu and
∫
log(LR−1ss )f(eu|Hss = d)deu, as well as the KL divergences
based on the score only, or
∫
log(SLRss)f(s|Hss = p)ds and
∫
log(SLR−1ss )f(s|Hss = d)ds. Also







under each hypothesis. These quantities are calculated for each score under consideration.
Based on Table 4.1, we see that the score with the largest KL divergence under both hypotheses
is the third. This is the score that was designed to use all of the observed data. By comparison,
the other two scores both perform more strongly under one hypothesis than the other. The third
score outperforms even the best performance from either of the first two scores. Using the RMSE
as the performance metric, we see that the best score is the second under H1 and the first under
H2, though the third score is relatively close under both hypotheses. Scores one and two perform
notably worse than the third score under hypotheses one and two, respectively. Thus, we see that
score three is closer to a sufficient statistic for H1 and H2, and this results in a SS SLR that is
typically a better estimate, in terms of the RMSE, to the feature-based SS LR.
4.4.4 Generalizing to the multisource case
It might be nice to, in general, be able to construct a reasonable score given a dissimilarity
measure, δ(·, ·), defined in terms of two pieces of evidence. We will provide one general method
















































































Figure 4.1 LRss versus SLRss scatterplots under hypothesis 1 and 2 using three types of
SLRs based on the three presented scores. The first two would be considered
by Armstrong (2017) and Neumann and Ausdemore (2020) to be incoherent,
while the third is one of our proposed scores depending explicitly on all data.
Solid lines represent perfect agreement between the LR and the SLR while the
dashed line corresponds to a conservative 95% lower confidence bound under
H1 or upper bound under H2.
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Table 4.1 KL divergences for scores one, two, and three as well as for the full data under
H1 and H2. Monte Carlo standard errors are given in parentheses. Also shown is
the RMSE comparing each logSLRss to logLRss. The above results are based
on 10,000 simulated data sets under both H1 and H2.
Hypothesis Score Feature KL Score KL RMSE
1 1 2.01 (0.02) 0.35 (0.01) 2.68
1 2 2.01 (0.02) 0.43 (0.01) 2.20
1 3 2.01 (0.02) 0.6 (0.01) 2.27
2 1 2.02 (0.02) 0.4 (0.01) 2.21
2 2 2.02 (0.02) 0.36 (0.01) 2.66
2 3 2.02 (0.02) 0.6 (0.01) 2.25
which is the source of the evidence from an unknown source. The task is to compare the hypothesis
that the unknown source evidence was generated by a specific, known source Au = Ak = c ∈ A ≡
{1, 2, ..., NA} to the hypothesis that the unknown source evidence was generated by any one of the
other sources Au = b ∈ A \ c.
Let’s consider a class of possible scores based off of an accepted dissimilarity measure, δ(·, ·) ≥ 0.
Let, g(δ(eu, e1), ..., δ(eu, ek−1), δ(eu, ek+1), ..., δ(eu, eI)) be a function mapping dissimilarities be-
tween eu and ei for i ∈ I \ {u, k} to the real line. Define the score to be
s(e1, ..., eNA , eu; g) ≡ log
δ(eu, ek)
g(δ(eu, e1), ..., δ(eu, ek−1), δ(eu, ek+1), ..., δ(eu, eI))
.
We could define
g1(δ(eu, e1), ..., δ(eu, ek−1), δ(eu, ek+1), ..., δ(eu, eI)) = min
i∈I\{u,k}
δ(eu, ei),
in which case we would get the following score




Another example could be to define





resulting in the following score




where w(i) are weights with
∑
i∈I\{u,k}w(i) = 1. Intuitively, the first score should perform well.
The dissimilarity in the numerator should be compared with the smallest dissimilarity in A \
c. Plainly, if the smallest dissimilarity measured between the unknown source evidence and the
database evidence is smaller than the dissimilarity between the unknown source evidence and Ak,
then that must suggest that Ak was not the source of Eu.
4.4.5 Multisource example
We now consider a multisource example where we have NA = 10 known sources. For sim-
plicity, we will again assume that all evidence is generated from independent, univariate Gaussian
distributions. In this situation, it makes sense to use Hss = p and Hss = d instead of H1 and
H2 because the ‘defense’ hypothesis does not now specify which of the alternative NA − 1 sources
is that from which Eu was generated. Under both hypotheses, we assume that for i ∈ I \ u, we
have Ei
ind∼ N (µi, σ2i ). We assume the following two data generating distributions for the unknown
source evidence, Eu,
Hss = p : Eu ∼ N (µk, σ2k)
Hss = d : Eu ∼ GMM
(
{µi}i∈I\{u,k}, {σ2i }i∈I\{u,k}, {πi}i∈I\{u,k}
)
.
All random variables are assumed to be independent conditional on each hypothesis. We use
GMM
(






to denote a Gaussian mixture model with NA−1 mixture
components. The means of the mixing components are {µi}NA−1i=1 , variances {σ2i }
NA−1
i=1 , and mixture
probabilities {πi}NA−1i=1 (
∑NA−1
i=1 πi = 1). The marginal density of this model can be written as














For this example, we draw µi
iid∼ N (0, 1) for i ∈ I \ {u, k}. We set µk = 4. All component
variances were set to one, that is σ2i = 1. Finally, we used πi =
1
NA−1 .
Like the two source example, we consider three possible scores that appropriately use all of the
data. Each score corresponds to using a different summary statistic to aggregate the dissimilarities
between the unknown source evidence and the alternative source population. Denote by k, the















where δ(ei, ej) = |ei − ej |. Figure 4.2 provides scatterplots of logLR versus logSLR for each
of three scores based on 10,000 simulated observations under Hss = p and Hss = d. We again
use kernel density estimation to calculate the SLRs. Solid lines represent logLR = logSLR and
dashed lines correspond to a conservative 95% lower confidence bound under Hss = p or upper
bound under Hss = d (Garton et al., 2020b). All three scores visually appear to perform similarly.
There appears to be more agreement between the LR and the SLR under Hss = p than Hss = d.
Under Hss = d, we tend to see less agreement for smaller values of the LR (as well as the SLR),
where the LR tends to be much smaller than the SLR. This is consistent with observations made
in Garton et al. (2020b).
Table 4.2 provides the feature-based KL divergences as well as the score-based KL divergences
under both hypotheses. Also provided are RMSEs calculated as in the two-source example. Based
on the score KL divergences, the best score under Hss = p is the one which uses the min function
in the score denominator, while the best score under Hss = d uses the max. Using the average in






























































Figure 4.2 log(LR) versus log(SLR) scatterplots under Hss = p and Hss = d using three
types of SLRs which correspond to using different statistics to aggregate dis-
similarity scores in the alternative source population. We try min, max, and
average, corresponding to rows 1-3, respectively. Solid lines represent perfect
agreement between the LR and the SLR while the dashed line corresponds to a
conservative 95% lower confidence bound under Hss = p or upper bound under
Hss = d. Results are based on 10,000 observations for each hypothesis.
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Table 4.2 KL divergences for scores one, two, and three as well as for the full data under
Hss = p and Hss = d. Also shown is the RMSE comparing each logSLR to
logLR. The above results are based on 10,000 simulated data sets under both
Hss = p and Hss = d.
Hypothesis Score Feature KL Score KL RMSE
P Min 4.48 (0.03) 2.31 (0.02) 3.11
P Avg 4.48 (0.03) 2.08 (0.01) 3.48
P Max 4.48 (0.03) 1.75 (0.01) 3.85
D Min 6.92 (0.07) 1.87 (0.01) 8.39
D Avg 6.92 (0.07) 2.83 (0.02) 7.53
D Max 6.92 (0.07) 2.91 (0.02) 6.93
means that the max is the worst under Hss = p and the min is the worst under Hss = d. RMSEs
order the performance of scores in the same way as the KL divergences.
4.5 Score stacking
It is clear that we can devise scores utilizing all available data, which are likely to substantially
improve upon similarity based scores of just two materials of evidence. In the two-source case,
one can simply compare the two dissimilarities calculated when comparing the known materials of
evidence to the unknown material. In the multisource case, one can consider a statistic summarizing
the dissimilarities between the known source evidence materials and the unknown source evidence.
However, this raises the question as to the choice of statistic that should be used, as we provided
an example showing that the performance of a given score may depend heavily on whether Hss = p
or Hss = d is true.
We now describe how multiple scores can be combined via a probabilistic classifier into a single
score from which an SLR can be calculated without any density estimation. We will show in
the following section that combining scores in such a way often outperforms each individual score
on both hypotheses. We call the act of combining multiple scores score stacking. This comes
from terminology in the machine learning literature where multiple predictive models are combined
through a meta-model to improve predictive performance (Hastie et al., 2009, Chapter 8.8). Using
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a probabilistic classifier turns out to be an intuitively reasonable method for combining scores as
the objective function used to learn the classifier is highly related to the ability of the classifier to
separate the data based on the hypothesis. Additionally, the probabilistic classifier allows us to
bypass estimating individual score densities in the calculation of SLRs, which is not reliable in high
dimensions (Sugiyama et al., 2010).
We are now tasked with choosing viable probabilistic classifiers. We prefer to use nonparametric
functions to stack scores for their flexibility. We also require that the classifier can be efficiently
trained on at least thousands of data points. One candidate that fits both of these criteria is a sparse
Gaussian process (GP) classifier (see, for example, Chapter 8 of Rasmussen and Williams (2006)
or Quiñonero-Candela and Rasmussen (2005) for more information on sparse Gaussian processes
and Chapter 3 of Rasmussen and Williams (2006) for GP classification). We use the algorithm
described in Garton et al. (2020a) to select the number and placement of knots, and we also use the
same Gaussian posterior approximation. However, when aggregating scores, we use the automatic
relevance determination (ARD) covariance function kθ(x, x









θ = (σ, `1, ..., `q), and q is the number of scores being stacked.
We assume that we have J/2 i.i.d. draws from the score distributions under both Hss = p and
Hss = d. Let xi denote the i-th vector of the q score function evaluations. We then form a new
data set by treating Hss = p and Hss = d as class labels with the corresponding predictor variables
being the values of each of the score functions. Specifically, we use a response variable where
yi =

1, if xi was generated under Hss = p
0, if xi was generated under Hss = d
.
Once we have a trained classifier, for a new x∗ we can then produce estimates of P (y∗ = 1|x∗).
Note that this has the interpretation of a posterior probability even though we have not directly
specified a prior distribution over class labels. This prior is implicitly given in the proportion of
class 1 to class 0 labels in our training set. One can calculate an estimate of the new SS SLR by
noting that
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P (y∗ = 1|x∗)
P (y∗ = 0|x∗)
=
P (x∗|y∗ = 1)
P (x∗|y∗ = 0)
P (y∗ = 1)
P (y∗ = 0)
.
In order to calculate and estimate of the new SLR, we need only divide the posterior odds by the
prior odds.
4.6 Experiments
We now consider two simulation studies showing that aggregating scores with a probabilistic
classifier can result in a score that outperforms individual scores under both hypotheses.
4.6.1 Multivariate Normal Data
In this example we use the same data generating model as considered in Section 4.4.5, except
that now we sample µi
iid∼ N (0, 2) for i ∈ I \ {u, k}, so that discriminating between Hss = p and
Hss = d is a harder task. We calculate each SLR by treating scores as predictor variables in a
binary classification as described in the previous section. Note that we can do this even for single
individual scores, not just for score aggregation. This has been suggested as a better alternative
to density ratio estimation than first individually estimating densities and then taking the ratio
(Sugiyama et al., 2010). However, we use only 1000 observations simulated under each hypothesis
due to the training time required for the sparse GP. Table 4.3 enumerates the scores used to estimate
SLRs for this study. We use δ(ei, ej) = |ei − ej |.
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Table 4.4 KL divergences for four types of scores which correspond to using different
statistics to aggregate dissimilarity scores in the alternative source population
under Hss = p and Hss = d. We try min, max, average, and a sparse GP
classifier. We also provide estimates of the true KL divergences based on the
true data generating model. Monte Carlo standard errors for estimates of the
KL divergences are provided in parentheses. Also shown is the RMSE comparing
each logSLR to logLR. The above results are based on 1,000 simulated data
sets under both Hss = p and Hss = d.
Hypothesis Score Feature KL Score KL RMSE
P Min 2.47 (0.04) 1.42 (0.04) 1.72
P Max 2.47 (0.04) 1.57 (0.03) 1.64
P Avg 2.47 (0.04) 1.69 (0.03) 1.50
P Agg 2.47 (0.04) 1.96 (0.04) 1.20
D Min 7.69 (0.22) 1.19 (0.04) 9.18
D Max 7.69 (0.22) 2.93 (0.08) 7.40
D Avg 7.69 (0.22) 3.06 (0.08) 7.35
D Agg 7.69 (0.22) 2.98 (0.08) 7.51
Figure 4.3 shows scatterplots of the log(LR) against the log(SLR) under Hss = p and Hss = d.
The rows in the figure correspond to using min, max, or average, in the denominator of the score
function. The fourth row corresponds to an aggregation of these three scores using a sparse GP
classifier. The scatterplots show similar patterns to those in Figure 4.2. However, now we see that
the sparse GP classifier tends result in an SLR that better agrees with the true LR under Hss = p.
It also appears that the sparse GP classifier is able to better estimate the true LR when it is small
under Hss = d.
Table 4.4 shows the estimated full data and score based KL divergences in addition to the
RMSEs calculated using the difference between the logLR and the logSLR. We see that under
both hypotheses, the KL divergence of the stacked score is either the largest or statistically indis-
tinguishable from the largest KL divergence of the non-stacked scores, indicating that it is closer


























































































Figure 4.3 log(LR) versus log(SLR) scatterplots under Hss = p and Hss = d using three
types of SLRs which correspond to using different statistics to aggregate dissim-
ilarity scores in the alternative source population. We try min, max, average,
and a sparse GP classifier corresponding to rows 1-4, respectively. Solid lines
represent perfect agreement between the LR and the SLR while the dashed line
corresponds to a conservative 95% lower confidence bound under Hss = p or
upper bound under Hss = d. Results are based on 1,000 observations for each
hypothesis.
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Table 4.5 Scores used to estimate SLRs for the synthetic copper wire data.
Score Abbreviation










Stacked Min, Avg, Max Agg
4.6.2 Copper Wire Synthetic Data
We now compare the performance of five different SS SLRs on a more realistic synthetic data set.
Dettman et al. (2014) examine whether trace element concentrations in copper wire can be used to
discriminate between samples from the same or different sources. In the process of doing this, they
develop a plausible generative model for eight trace chemical concentrations within copper wire.
The details of this model can be found in their supplementary information. We use this generative
model to simulate five data sets where NA = 500. That is, there are 499 database sources which
are sampled from the relevant background population, and there is one known source, which, if
matched with the copper wire sample found on the suspect, would be incriminating. We simulate
five data sets each with 4000 observations, half of which are generated under Hss = p and half of
which are generated under Hss = d, on which sparse GP models are trained in order to estimate
each SLR. Each simulated data set is created by simulating one mean vector for each of the 500
sources, which stays constant for each of the 4000 observations. The 4000 observations per data
set represent within source variability. For each training data set, an additional data set, also with
4000 observations and for which the same mean vectors as the training set are used, is generated
independently in order to estimate KL divergences. The five scores we consider are enumerated in
Table 4.5. We use Agg as an abbreviation for aggregated. This is the stacked score using the Min,
Avg, and Max scores. We deviate from earlier experiments and use δ(ei, ej) = ||ei − ej ||2.
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Figure 4.4 shows ratios of the estimated score-based to feature-based KL divergences. A value of
one indicates that the score is sufficient for the model, Hss, while values close to zero indicate that,
on average, the SLR poorly approximates the corresponding LR. We see that under Hss = d, all
scores result in SLRs that are poor approximations of the true LR. It is difficult to see the ordering
(it is dependent on the run) of scores in this situation, but we provide a figure in the supplementary
information with the raw score-based KL divergences and a table with the raw feature-based KL
divergences.
Under Hss = p, we see that, at their best, the score-based KL divergences can be over 30% of
the feature-based KL divergences, and except for the first run, are always greater than 10%. We
also see that, under the prosecution hypothesis, the stacked score is always either very nearly the
best, or the best score. In runs two and five, this difference is roughly 5% of the feature-based KL
divergence.







































Figure 4.4 Ratios of the score-based KL divergences to the feature-based KL divergence




We’ve shown that choosing a good score function for score-based likelihood ratios is, perhaps,
a more challenging and subtle task than previously thought. We’ve shown that the concerns raised
in the literature about the coherence of SLRs can be understood in terms of how the score function
mapping all relevant observed data to a, typically univariate, quantity is defined. This gave rise to
questions about how to better use all available data, and we have proposed a set of ways for how
to construct scores which are based on given dissimilarity measures, but that improve upon purely
dissimilarity based scores because they are explicitly a function of all available data. Furthermore,
we’ve proposed a bivariate, continuous measure of the sufficiency of a score for the specific source
hypothesis that can be used to compare the usefulness of a collection of scores. This allowed us to
experimentally show that our proposed score constructions typically outperform dissimilarity only
scores. This measure has an intuitive interpretation as the divergence between the score densities
with respect to one or the other score distributions. Finally, we have shown how multiple scores can
be aggregated, or stacked, into a single score using a probabilistic classifier, which, in our simulated
experiments, performs at least as well as the best individual score. Specifically, we use a sparse
Gaussian process classifier, which is useful because it can scale to moderately large data sets and
provides the necessary flexibility to learn complicated SLR functions.
Our score sufficiency measure is based on our derivation showing that the score Kullback-Leibler
divergences are lower bounds on the KL divergences using the true data generating distributions,
and that when these KL divergences are equal, the score is sufficient for the specific source hypoth-
esis. Despite the direct relationship of this measure to the score property of ultimate importance
(the sufficiency of the score for discriminating between Hss = p and Hss = d, the fact that it is a
bivariate measure complicates its interpretation. If a given score is superior under both Hss = p
and Hss = d, then it must be that the given score is closer to a sufficient statistic than others con-
sidered. However, as we have seen, there are scores that tend to be superior under one hypothesis
and inferior under the other. In these situations, the KL divergences still provide useful informa-
tion, but it is unclear how to use them to make a decision on what score to use. To some extent,
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we showed experimentally that this can potentially be mitigated by stacking the competing scores.
We strongly suspect that, theoretically speaking, stacking scores should produce a score that is
no worse than any individual score in terms of the score KL under both prosecution and defense
models. However, ensuring that the estimate of the SLR coming from the probabilistic classifier
reflects this is potentially difficult and depends on the classifier and the algorithms for training
it. In the future, we hope to study other SLR estimation methods summarized in Sugiyama et al.
(2010) to assess whether there are more appealing methods in this respect.
One issue that seems generally problematic is, perhaps curiously, when there is an extremely
high signal to noise ratio in the raw data, especially if data are scarce; this often appears to be
the case with forensic evidence. In this situation, it may be easy to construct a score that, on
many training data sets, provides perfect class separation. We observed this when we attempted
to run copper wire simulated experiments with small NA (≤ 50). Without additional assumptions,
this makes it impossible to reasonably estimate the SLR. Using a GP (or a sparse GP) classifier
imposes assumptions on properties of the SLR such as the smoothness and stationarity of the
SLR function. In the case of a sparse GP, the classifier is extremely similar to logistic regression
using certain kernel basis functions with an L2 penalty on the regression coefficients. This avoids
the ill-posed optimization that occurs when trying to use logistic regression on classes that are
linearly separable. However, results will depend on the kernel hyperparameters. In general, any
number of probabilistic classifiers can be used on linearly separable data which produce different
SLR estimates which will be impossible to choose between.
One significant hurdle to the practical use of specific source SLRs is that many replicates are
needed from the known source, which are often unfeasible to acquire in practice. The situation is
potentially worse when one considers the types of scores considered here because many replicates
are needed from every single source in the alternative source population. There are at least two
possible strategies for dealing with this. The first possibility is to develop realistic data generating
algorithms for each relevant type of forensic evidence. Despite the seeming enormity of this chal-
lenge, some work has been done to this end for fingerprints with limited success (Abraham et al.,
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2013, Section 3). However, one avenue for research that appears yet unexplored is the possibility
of using generative adversarial networks (GANs) (Goodfellow et al., 2014) for the generation of
convincing forensic evidence. The success of GANs has been remarkable and frightening in the
generation of deepfakes (Korshunov and Marcel, 2018).
The other possible strategy for the specific source data scarcity is to justify a common source
SLR in place of the specific source SLR. This would allow for estimation of the score distribution
under the prosecutions hypothesis by using sampled scores from many different sources, not just
the source in question. This strategy could suffice to justify common source SLR approximations
until the relevant data generating algorithms could be shown to work well.
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4.9 Supplementary Information
Figure 4.4 shows estimated score KL divergences with Monte Carlo standard error bars, though
standard errors are so small that they are hard to see. We can see that under Hss = p, the Agg
score is almost always at least as good as the best of the other scores, and when it is not, as in the
first run, it is close enough that the error bars overlap. Under Hss = d, the results are mixed. For
runs one and two, the stacked score performs about as well as the Min score, which are both better
than the others. However, in runs three, four, and five, the Agg and Min scores are the worst.
Table 4.6 provides estimates of the feature-based KL divergences along with Monte Carlo stan-
dard errors in parentheses for each of the five runs. We see that the feature-based KL divergence
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under the defense model tends to take values between approximately 6000 and 35000, while under
the prosecution model values of 28 to 113 are typical. Additionally, both of these feature-based KL
divergences are much larger than the respective score-based divergences, which tend to be around
9 to 25 under the defense model and 5 to 13 under the prosecution model. Note that the KL
divergence is a lower bound on the log expected value of the LR (or SLR). This means that the
smallest expected SLRs under the prosecution model are roughly e5 ≈ 150 and e9 ≈ 8000 under
the defense model. However, it would not be unreasonable to observe SLR values of e13 = 440, 000
under the prosecution model and e25 = 7.2 × 1010 under the defense model. Thus, while there
should be substantial room for improving the given SLRs, they are all able to provide compelling




































Figure 4.5 Score KL divergences and Monte Carlo standard errors under Hss = p and
Hss = d for five randomly generated synthetic copper wire data sets.
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Table 4.6 Feature-based KL divergences as well as Monte Carlo standard errors in paren-
theses for five simulated copper wire data sets under Hss = p and Hss = d.
Hypothesis Feature KL Run
P 113.69 (0.32) 1
D 8366.55 (300.36) 1
P 59.21 (0.22) 2
D 34574.43 (375.96) 2
P 29.04 (0.15) 3
D 8373.05 (331.85) 3
P 35.35 (0.16) 4
D 6858.07 (291.41) 4
P 28.21 (0.15) 5
D 8048.87 (323.79) 5
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CHAPTER 5. KNOT SELECTION IN SPARSE GAUSSIAN PROCESSES
WITH A VARIATIONAL OBJECTIVE
A paper accepted by Statistical Analysis and Data Mining
Nathaniel Garton, Jarad Niemi, and Alicia Carriquiry
5.1 Introduction
Gaussian processes (GPs) are a class of Bayesian nonparametric models with a plethora of
uses such as nonparametric regression and classification, spatial and time series modeling, density
estimation, and numerical optimization and integration. Their use, however, is restricted to small
data sets due to the need to store and invert an N ×N covariance matrix, where N is the number
of observed data points. This leads to storage scaling O(N2) and computation time scaling O(N3).
To address these computational challenges, there has been a large amount of literature on
approximate, sparse GPs, which achieve linear storage and time complexity in N (Smola and
Bartlett, 2001; Williams and Seeger, 2001; Seeger et al., 2003; Snelson and Ghahramani, 2006;
Banerjee et al., 2008; Finley et al., 2009; Datta et al., 2016). Many of these methods rely on
a subset of input locations, which we refer to as knots, to induce marginal covariances between
function values. As a consequence, the inverse of the approximating N × N covariance matrix is
sparse.
Despite the success of these methods, one significant challenge in practice is selecting the num-
ber and locations of knots. One currently very popular practice is to simultaneously optimize a
predefined number of knots alongside covariance parameters with respect to some objective func-
tion using continuous optimization. The two most common objective functions are the marginal
likelihood (or an approximation of it) (Snelson and Ghahramani, 2006; Naish-Guzman and Holden,
2008; Cao et al., 2013; Hernandez-Lobato and Hernandez-Lobato, 2016) and the evidence lower
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bound in the case that a variational inference approach is taken (Titsias, 2009a; Cao et al., 2013;
Hensman et al., 2015). While this is often successful in practice, it requires the user to choose the
number of knots, K, up front. One can opt to make K as large as is computationally feasible,
but this may not always be necessary to achieve accurate predictions; we will show this on some
real data experiments. Further, as we will show, the computational burden associated with the
continuous optimization may grow substantially due to a large number of additional parameters
associated with the knots.
Garton et al. (2020a) proposed an efficient one-at-a-time (OAT) knot selection algorithm based
on Bayesian optimization to select the number and locations of knots in sparse GPs when the ob-
jective function is the marginal likelihood. One aim of their algorithm was to mitigate optimization
issues often encountered when using the marginal likelihood as the objective function. However,
they also found that even when the aforementioned optimization issues were not substantial, the
OAT algorithm was able to effective select knots where the resulting models were competitively
accurate as compared to doing simultaneous optimization. Furthermore, the OAT algorithm tended
to be several times faster than simultaneous optimization.
In this paper, we extend the use of the novel OAT knot selection algorithm in Garton et al.
(2020a) to the context of nonparametric regression and variational inference. We provide experi-
mental results on three real data sets showing competitive accuracy of models selected using the
OAT algorithm to those chosen via simultaneous optimization, but often at a lower computational
cost. We also compare the performance of the OAT algorithm when used with the evidence lower
bound or the marginal likelihood as the two objective functions.
The remainder of this paper is as follows. In Section 5.2, we briefly introduce Gaussian process
regression. Section 5.3 introduces the class of knot-based, sparse GPs that we consider. Section 5.4
describes variational inference generally and in the context of the relevant sparse GP models. We
also discuss here some details regarding the evidence lower bound as the knot selection objective
function, and we provide an illustrative, one-dimensional regression example. In Section 5.5, we
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show experimental results on three benchmark data sets, and in Section 5.6 we conclude with a
discussion.
5.2 Gaussian Process Regression
We assume that we have N observations, {(yi, x>i )}Ni=1, from a data set where each yi ∈ R
is the target of interest, and the values xi are vectors of input variables where xi ∈ X and X is
a compact subset of Rd. We suppose that over X there is an unobservable, real-valued function
f : X → R taking values f(xi). We further suppose that the values of this function give the mean
of the (conditional) distribution of the target random variable Yi, and that the Yi random variables
are conditionally independent given the f(xi). That is, we assume
Yi|f(xi)
ind∼ N (f(xi), τ2),
where τ2 is variance due to random noise. Note that τ2 is also sometimes called a nugget.
We can use a GP as a prior distribution on the latent function. We denote this as f(x) ∼
GP(m(x), kθ(x, x′)), where m(x) is the mean function and kθ(x, x′) is the covariance function. We
assume the covariance function is parameterized by θ. We will use x = {xi}Ni=1 to denote the set
of observed input locations, and we will use x̃ = {x̃i}Ji=1 to denote unobserved input locations at
which we wish to predict the corresponding target values. A GP, by definition, is a collection of
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Gaussian process prediction works by formulating the conditional distribution of fx̃|Y , which, using
standard rules regarding multivariate Gaussian distributions, is the following
fx̃|Y ∼ N (mx̃ + Σx̃x(Σxx + τ2I)−1(y −mx) , Σx̃x̃ − Σx̃x(Σxx + τ2I)−1Σxx̃).
5.3 Sparse, Knot-Based Gaussian Processes
The sparse Gaussian processes that we consider are all based on the assumption that conditional
on a small subset of function values, the remaining function values in the training set are inde-
pendent. The input locations corresponding to these function values have variously been referred
to as knots (Banerjee et al., 2008; Finley et al., 2009), pseudo-inputs (Snelson and Ghahramani,
2006), or inducing points/inputs (Quiñonero-Candela and Rasmussen, 2005). In the remainder, we
will refer to them as knots. We will primarily examine only two sparse models called the deter-
ministic training conditional (DTC) and the fully independent conditional (FIC) approximations,
but it will be useful to discuss an additional two models (deterministic inducing conditional (DIC)
and fully independent training conditional (FITC)) to better understand this class of knot-based
models (Quiñonero-Candela and Rasmussen, 2005).
Consider K knots denoted by x† = {x†k}
K
k=1. Quiñonero-Candela and Rasmussen (2005) showed
that many of the sparse, knot-based approximate GP posteriors (Smola and Bartlett, 2001; Seeger
et al., 2003; Snelson and Ghahramani, 2006; Banerjee et al., 2008; Finley et al., 2009) can be
understood as resulting from different kinds of priors on (fx̃, fx, fx†). All approximations result in
a joint prior, p(fx̃, fx, fx†), that factors as
p(fx̃, fx, fx†) = p(fx̃|fx†)p(fx|fx†)pGP (fx†),
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Table 5.1 Table showing whether or not certain marginal prior (co)variances implied by
four sparse GP models match with the marginal prior (co)variances of the full
GP.
Training covariances Training variances Test variances Test covariances
DIC NO NO NO NO
DTC NO NO YES YES
FIC NO YES YES NO
FITC NO YES YES YES
where we use the subscript GP to specify the distribution implied by the full GP. All approximations
require that p(fx|fx†) = ΠNi=1p(f(xi)|fx†) where fx = (f(x1), . . . , f(xN )). This results in a sparse
precision matrix for p(fx|fx†) as well as for p(fx).
The four approximations we discuss result from two possible decisions for distributions p(fx|fx†)
and p(fx̃|fx†). These approximations were all discussed in Quiñonero-Candela and Rasmussen
(2005). We will reproduce essentially the same exposition for clarity. These four models result
from either correcting the covariance matrix of fx|fx† to be the same as a full GP on the diagonal
or by using the full GP conditional distribution for fx̃|fx† . Table 5.1 shows the differences between
the four sparse models we will consider in terms of whether or not the prior training and testing
(co)variances match with the full GP.
5.3.1 Deterministic Inducing Conditional
The first and simplest approximation has been called the subset of regressors (Rasmussen and
Williams, 2006), predictive process model (Banerjee et al., 2008), and the deterministic inducing
conditional (DIC) approximation (Quiñonero-Candela and Rasmussen, 2005). We will use the
terminology of Quiñonero-Candela and Rasmussen (2005). The DIC model assumes that the latent
function is deterministic once given the function values at the knots. Any marginal variance or
covariance in the latent function is therefore induced by the knots. Let Σxx′ be the covariance
matrix where the ij-th element is given by kθ(xi, x
′
j) and define Ψxx′ ≡ Σxx†Σ
−1
x†x†
Σx†x′ . Then the

















This, along with the marginal distribution p(fx†) = N (mx† ,Σx†x†) which will be consistent across
all models, implies the following marginal distributions for fx and fx̃
pDIC(fx) = N (mx,Ψxx)
pDIC(fx̃) = N (mx̃,Ψx̃x̃).
Banerjee et al. (2008) showed that this approximation is an optimal approximation to the full
GP in the sense that for any location, x̃, EGP
[
(f(x̃)− g(fx†))2
∣∣ fx†] is minimized when




The expectation here is taken with respect to the full GP. Despite this optimal property, using
this approximation tends to result in the underestimation of posterior function variances. This is
because the prior GP variances for the DIC model are smaller than for the full GP. To see this,
note that for the full GP, VGP [fx|fx† ] = Σxx − Ψxx. However, note that VDIC [fx|fx† ] = Ψxx.
Conditional variances are nonnegative implying that the diagonal elements of Ψxx are smaller than
the corresponding elements of Σxx (Banerjee et al., 2008). The same is true of predictive variances
at unobserved locations x̃.
5.3.2 Deterministic Training Conditional
The variance underestimation problem has led to two modifications to the DIC model. The first
was discussed in Seeger et al. (2003) which involved a different distribution for p(fx̃|fx†) resulting
in a model they call projected latent variables. Quiñonero-Candela and Rasmussen (2005) refer to
this model as the deterministic training conditional (DTC) approximation. Whereas with the DIC
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model all function values were deterministically determined by the function values at the knots,
the DTC model assumes that this is only true of function values at training data input locations x.
However, the function values at x̃ are not assumed to be deterministic conditional on the function
values at the knots. Specifically, this approximation assumes that
fx̃|fx† ∼ N (mx̃ + Σx̃x†Σ−1x†x†(fx† −mx†),Σx̃x̃ −Ψx̃x̃).
This is the exact distribution for fx̃|fx† if one were to use the full GP. Thus, pDIC(fx|fx†) =
pDTC(fx|fx†), but pDIC(fx̃|fx†) 6= pDTC(fx̃|fx†) = pGP (fx̃|fx†).
5.3.3 Fully Independent Conditional
The second modification to the DIC model was suggested independently in both Snelson and
Ghahramani (2006) and Finley et al. (2009) and was called a sparse pseudo-input GP and a mod-
ified/bias corrected predictive process model in the two sources, respectively. Quiñonero-Candela
and Rasmussen (2005) refer to this model as the fully independent conditional (FIC) approxima-
tion. By contrast to the DIC approximation, the FIC model does not assume that function values
are deterministic conditional on the function values at the knots, but it does assume that function
values are conditionally independent with conditional variances matching that of the full GP.
This approximation makes modifications to both pDIC(fx|fx†) and pDIC(fx̃|fx†) as compared to
the distributions considered by the DIC model. FIC assumes the following conditional distributions













(fx† −mx†), diag(Σx̃x̃ −Ψx̃x̃)
)
.
This implies the following marginal distributions for fx and fx̃,
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pFIC(fx) = N (mx,diag(Σxx̃ −Ψxx) + Ψxx)
pFIC(fx̃) = N (mx̃, diag(Σx̃x̃ −Ψx̃x̃) + Ψx̃x̃).
Thus, the FIC model assumes the same prior variances as the full GP, but the prior covariances
are now different.
5.3.4 Fully Independent Training Conditional
The final approximation we mention was first explicitly discussed in Quiñonero-Candela and
Rasmussen (2005) and named the fully independent training conditional (FITC) model. This
approximation modifies the FIC model so that the predictive covariances match that of the full
GP. That is, fx̃|fx† is assumed to have the following distribution
fx̃|fx† ∼ N (mx̃ + Σx̃x†Σ−1x†x†(fx† −mx†),Σx̃x̃ −Ψx̃x̃).
Thus, we have that pFIC(fx|fx†) = pFITC(fx|fx†), but pFIC(fx̃|fx†) 6= pFITC(fx̃|fx†) =
pGP (fx̃|fx†).
In the remainder, we will focus on the DTC and the FIC approximations. This is because we
will see that the posterior distribution for fx̃ resulting from the DTC prior can be derived as the
marginal of an optimal posterior approximation to pGP (fx̃, fx, fx† |y) in a sense that we will discuss
in Section 5.4.1. Also, we are primarily interested in marginal predictive distributions, which are
the same for the FIC and FITC models.
5.4 Variational Inference
In this section, we discuss variational inference (VI) in a general context, and in Section 5.4.1
we discuss the particular approximation relevant for GP regression. Variational inference is an an-
alytical, optimization-based method for approximating probability distributions (Blei et al., 2017).
The goal of VI is to approximate a potentially intractable distribution P defined on Z with a
112
variational distribution, Q. It is standard to assume that P and Q have probability densities p and









the Kullback-Leibler (KL) divergence of P with respect to Q. We will consider this objective
function in the context of trying to approximate posterior distributions of some parameters Z
given observed data, Y . Going forward, we will write p(z|y) instead of p(z) to make this explicit.
The KL divergence above is often not analytically tractable. Jordan et al. (1999), however,
showed that minimizing the above KL divergence is equivalent to maximizing a lower bound on the
log-likelihood, commonly called the evidence lower bound (or ELBO). We reproduce this derivation
as it is shown in (Blei et al., 2017). The KL divergence can be written as
D(Q||P ) = E [log q(z)]− E [log p(z, y)] + E [log p(y)]
= E [log q(z)]− E [log p(z, y)] + log p(y),
where expectations are with respect to the distribution Q. By rearranging terms, we see that
log p(y) = D(Q||P ) + E [log p(z, y)− E [log q(z)]]
≥ E [log p(z, y)]− E [log q(z)]
= ELBO(q).
Thus, we see that by maximizing ELBO(q) with respect to the distribution q, we minimize D(Q||P )
since logp(y) is not a function of q. For example, when log p(y) = E [log p(x, y)] − E [log q(x)], it
must be that D(Q||P ) = 0 which implies that P = Q. In general, any arbitrary Q need not
result in an analytically tractable expression for the ELBO. However, typically q(z) and p(z, y)
will have analytical expressions, but the expectations may be challenging or impossible to compute
analytically.
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5.4.1 Variational Inference in Sparse GPs
Titsias (2009a) showed how the approximate posterior, pDTC(fx̃|y), can be derived by us-
ing a predictive distribution that can be written as
∫
pGP (fx̃|fx†)h∗(fx†)dfx† , where h∗(fx†) =
pDTC(fx† |y) is the marginal distribution resulting from the optimal variational approximation to
pGP (fx, fx† |y) in the class of distributions, Q, with densities q that can be written as
q(fx, fx†) = pGP (fx|fx†)h(fx†).
Here, note that h is considered to be a “free form” variational distribution for fx† , meaning that it
is not restricted to be from any specific distributional family. Seeger et al. (2003) derives essentially
the same result while pursuing the goal of finding and justifying a sparse likelihood approxima-
tion. We reproduce essentially the same derivation of the optimal variational distribution and
the corresponding ELBO in the Appendix 5.8. The ELBO arising from this optimal variational
approximation is given by
ELBO(q∗) = log
[
N (y ; mx,Ψxx + τ2I)−
1
2τ2
Tr (V [fx|fx† ])
]
,
where we use q∗ to denote the optimal variational distribution.
Using the optimal variational approximation and ELBO, derivatives of the ELBO are taken
with respect to covariance parameters and the knots. These derivatives can be used to optimize
the ELBO using a gradient-based optimization routine. In keeping with terminology in Bauer et al.
(2016), we will refer to the model resulting from this variational approximation in combination with
using the ELBO for model selection the variational free energy (VFE) model.
5.4.2 Knot Selection Using the ELBO
The ELBO is an appealing objective function for knot selection for two reasons. The first is
that the ELBO never decreases with an addition of a new knot (Titsias, 2009a; Bauer et al., 2016),
and the second reason is that placing knots at each observed input location recovers the full GP
log-likelihood (Titsias, 2009a). However, adding knots one-at-a-time can be practically tricky. An
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intuitively reasonable method for adding knots would be to alternative between optimizing the
ELBO with respect to covariance parameters and with respect to one or more new knots. However,
Figure 5.1 shows a phenomenon discussed in Bauer et al. (2016) where spikes in the ELBO exist


































































































































































































































































































Figure 5.1 The top panel shows the fit from a five knot VFE model, while the bottom
panel shows the ELBO values as a function of a single, sixth knot with first
five knots (blue and red +). The ELBO value for the model with the first five
knots (horizontal gray line).
(2016) also note that the addition of a small noise variance of f(x), often necessary for numerical
stability of matrix inverses, results in a widening of these spikes. This causes suboptimal local
maxima, which can be sufficient to disrupt an optimization algorithm.
Titsias (2009a) suggested the possibility of greedily adding a knot by choosing the value that
maximized improvement to the ELBO over some small random sample of observed data locations.
While this may often work in practice, Garton et al. (2020a) proposed using Bayesian optimization
to efficiently propose a new knot which is then optimized alongside covariance parameters holding
previous knots fixed. Garton et al. (2020a) showed that compared to simultaneous optimization of
all knots, their OAT knot selection algorithm was often at least as accurate but was usually many
times faster. Thus, we propose using a slightly modified version of the OAT method to select knots
using the ELBO from the VFE method as the objective function. The only difference between our
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implementation here and the implementation in Garton et al. (2020a) is that we do not condition
on the values of the ELBO when the new knot is located in the same spot as an existing knot in the
Bayesian optimization knot proposal function. As in Garton et al. (2020a), we refer to the OAT
algorithm that uses Bayesian optimization for the proposal function as the OAT-BO algorithm. In




As an illustrative example, Figure 5.2 shows results on a synthetic, one dimensional regression
problem with 300 observations. We see that the OAT-BO algorithm selects knots roughly uniformly
across the x-axis and selects roughly the same numbers of knots. We also see that the refinements
to the knots placed by the OAT-BO algorithm in the bottom row are minimal. Thus, in this case,
the OAT-BO algorithm appears to have placed knots near a local maximum. The predictions and
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y
Figure 5.2 VFE model fits to a 300 observation synthetic, one dimensional regression using
the OAT-BO algorithm (top row) and refinements to the placed knots through
simultaneous optimization (bottom row). Initial knots (red +) and final knots
(blue +) are shown on the top and bottom of each plot, respectively.
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5.5 Experiments
In this section, we compare the OAT-BO algorithm to several alternatives for knot selection on
three publicly available data sets. In all experiments, we test the OAT-BO algorithm in the VFE
model, the OAT-BO algorithm in an FIC model where the model selection objective function is the
marginal likelihood, the OAT algorithm using the best of random subset (RS) proposal as in Garton
et al. (2020a), and a refinement of the fit of the VFE model selected through the OAT-BO algorithm
by simultaneously optimizing all knots and covariance parameters. In every model, we add a small
nugget to the latent function to ensure that the relevant inverses are numerically stable. Knots for
all models, except for the VFE refinement, were initialized using k-means clustering. Covariance
parameters in all models were initialized to the same values. The maximum number of knots
allowed by all OAT algorithms was set to 80. Further, the number of knots in the simultaneously
optimized models were set to be equal to the number found by the OAT-BO algorithm. Lastly,
all gradient based optimizations were done using ADADELTA (Zeiler, 2012), as in Garton et al.
(2020a).
We use the same, slightly modified versions of canonical performance metrics in Garton et al.
(2020a), reflecting the fact that we are only interested in marginal predictive densities. The two
main metrics we consider are common to all of our experiments. The first metric is the median
negative log-probability (MNLP), which is calculated as
MNLP = mediani∈1,...,Ntest{− log p(ỹi|x†, θ̂, y)}.
Lower MNLP values correspond to more accurate marginal predictive densities. The second metric
we calculate is standardized root mean squared error (SRMSE), which is calculated by averaging the
squared differences between predictions and the test data and normalized by the sample standard


















i=1 ỹi, and ỹ is the vector of test set target values.
Additionally, we provide the time in seconds required to train each model and the final number of
knots used for each.
5.5.1 Boston Housing Data
The first data set that we consider is the Boston housing data set1. As in Garton et al. (2020a),
we use “% lower status of the population”, “average number of rooms per dwelling” and “pupil-
teacher ratio by town” to predict the median value of owner occupied homes. We also removed
observations where the median value was less than $50,000, leaving 490 observations. For each
of five runs, we randomly selected ≈ 80% of the data for training and used the remaining 20%
for prediction. In addition to the four models mentioned in Section 5.5, this data set is small
enough that we can easily fit the full GP. Additionally, to more accurately provide results for
what is currently common practice, we also provide results for a VFE model where knots and
covariance parameters are found by simultaneous optimization and knots are initialized with k-
means clustering. Table 5.2 provides a summary of the models that we fit for this data set.
Table 5.2 List of models fit to the Boston housing data. The first model in the table is a
full GP.
Model Knot Selection Approximation Knot Init.
FGP - - -
OBVk OAT-BO VFE k-means
ORVk OAT-RS VFE k-means
OBFk OAT-BO FIC k-means
SVk Simult. VFE k-means
SVO Simult. VFE OAT-BO
In addition to MNLP and SRMSE, we also measure the difference between predictions resulting
from the full GP and those resulting from the sparse models. For this, we use the average univariate
Kullback-Leibler divergence (AUKL) (or its log value) between the predictive density from the full













Figure 5.3 shows results from each model on each random test set of the Boston data. Broadly
speaking, we see close agreement across all five runs of the accuracy measures for the VFE and the
full GP models. However, we see that the simultaneously optimized VFE models tend to take two
or three times longer to fit. Any differences between using the BO and the RS proposal seem to be
minimal. The FIC model had the largest differences between the other models. For one, it tends to
choose models with fewer than half as many knots as the VFE models. As one might expect, this
corresponds to substantially different predictive distributions compared to the full GP as measured
by the (log base 10) AUKL. However, it is unclear if the FIC model makes less accurate point
predictions since, other than on the third run, the SRMSE values are competitive with each of
the other models. Furthermore, the FIC MNLP values are smallest for all but the first run where
MNLP is similar to the other models.
5.5.2 Airfoil Data
In the second experiment, we use the Airfoil self-noise data set2, which is available from the
UCI machine learning repository (Dua and Graff, 2017). The goal is to predict a component of
the overall noise, measured in decibels, generated by the airfoil blade of certain aircraft from five
continuous predictors (González, 2008). We fit the same set of models as in the Boston experiment,
which are listed in Table 5.2.
Figure 5.4 shows results from each model on each random test set of the Airfoil data. Here,
results differ slightly from those on the Boston housing data. We see consistent results for the VFE
models chosen via OAT-BO and OAT-RS methods, but simultaneous optimization seems to result
in relatively small, but consistent improvements over the OAT methods. This improvement comes
at an additional computational cost, which is occasionally reduced through initializing knots to



































































Figure 5.3 Results on the Boston housing data set for five randomly sampled training and
test sets. Model enumeration corresponds to Table 5.2.
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with the OAT-BO algorithm was close to 10% of the average time required by the simultaneously
optimized VFE model initialized with k-means. Interestingly, while we see the FIC model is again
competitive with respect to the MNLP metric, it now performs consistently worse in terms of
SRMSE, explaining roughly 0.52 − 0.452 = 5% to 0.552 − 0.452 = 10% less variability in the target






































































Figure 5.4 Results on the Airfoil data set for five randomly sampled training and test sets.
Model enumeration corresponds to Table 5.2.
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5.5.3 Combined Cycle Power Plant Data
For our third and final experiment, we consider the Combined Cycle Power Plant (CCPP) data
set3, which is available from the UCI machine learning repository (Dua and Graff, 2017). The goal
is to predict the full load power output of a combined cycle power plant (Kaya et al., 2012; Tüfekci,
2014). The data set consists of 9568 observations the target variable, power output, along with
four other predictor variables. We randomly split the data five times ≈ 50/50 into training and
testing sets and provide results for a subset of the models considered in the previous experiments.
We do not fit the full GP nor do we fit VFE models with simultaneous knot optimization where
the knot initialization was done with k-means due to time constraints. As such, we do not compute
the AUKL measure here. Table 5.3 summarizes the four different models fit on each experimental
run. Model enumeration is kept consistent with the previous experiments for clarity.
Table 5.3 List of models fit to the CCPP data set.
Model Knot Selection Approximation Knot Init.
OBVk OAT-BO VFE k-means
ORVk OAT-RS VFE k-means
OBFk OAT-BO FIC k-means
SVO Simult. VFE OAT-BO
Figure 5.5 shows results of the four models for the five experimental runs. Overall, the four
models are similarly accurate with different models achieving MNLP values between roughly 2.74
and 2.83 and SRMSE values between roughly 0.23 and 0.25 across all five runs. Consistent with
results on the Airfoil data, we see that simultaneous optimization of the knots found by the OAT-BO
algorithm in the VFE model results in consistent improvements to the MNLP and SRMSE values.
When the OAT-BO algorithm selects the full 80 possible knots, training time is approximately six
to seven times slower when doing the simultaneous optimization in the VFE model. Surprisingly,
despite the FIC model often having a smaller number knots than the VFE models, training times













































Figure 5.5 Results on the CCPP data set for five randomly sampled training and test sets.
Model enumeration corresponds to Table 5.3.
123
5.6 Discussion
We’ve tested the OAT knot selection algorithm proposed in Garton et al. (2020a) to choose
the number and locations of knots in the approximate GP regression model proposed by Titsias
(2009a). We compared results on three benchmark regression tasks, and found that using the
OAT algorithm is always several times faster and results in predictions that are competitive with
simultaneous optimization of knots.
We did see that it is sometimes possible to slightly improve the models found using the OAT
algorithm by refining the knot locations through simultaneous optimization. Thus, time permitting,
one could consider using the OAT algorithm as a way to get a good initialization. Further, while we
initialized covariance parameters identically in all models for the sake of comparability, we suspect
that it would be much faster to initialize covariance parameters to those found by OAT in the case
that OAT is used as an initialization step.
Interestingly, we did not see substantial differences between using the RS proposal mechanism
and the BO proposal mechanism. This is consistent with what was found in Garton et al. (2020a)
when the marginal likelihood was used as the objective function. We do find some evidence that
when a model with few knots can perform well as in, for example, the Boston housing example,
using the BO proposal tended to select slightly sparser models than the RS proposal. This may also
have been true of the CCPP data, as there the average number of knots selected by the OAT-BO
proposal was smaller than the average number of knots selected by the OAT-RS proposal, but this
was not consistent across runs. The VFE models using the BO proposal had, on average, four fewer
final knots than using the RS proposal. This makes sense, as the Bayesian optimization should
be more efficiently searching candidate knots and avoiding local maxima. However, in the Airfoil
data, where 80 knots were always selected in the OAT models, accuracy was indistinguishable
between the RS and the BO proposals. Garton et al. (2020a) suggested some reasons as to why
this BO proposal may not outperform the RS proposal such as the possibility that the Bayesian
optimization spends too much time exploring local maxima or that finding a global maximum for
a new knot tends to result in a final set of knots that is too sparse or clearly suboptimal.
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Finally, we also showed how the VFE models compared to the FIC models where optimization
was done through the OAT-BO algorithm. When the objective function is the log-marginal likeli-
hood, the OAT algorithm tends to reliably avoid placing knots directly on top of each other as has
been discussed by, for example, Bauer et al. (2016). The OAT-BO algorithm often chooses sparser
FIC models than VFE. Interestingly, this did not consistently result in either faster training time or
reduced accuracy by the measures we considered. We do, however, see that the FIC model does not
approximate the full GP nearly as well as the VFE model does, as measured by the KL divergence
between the predictive distributions coming from the full GP to the sparse models. The fact that
this occurs, but that MNLP and SRMSE values can be competitive with the full GP and the VFE
models suggests that the FIC approximation has utility beyond its ability to mimic a full GP. With
that being said, if the goal of the modeler is to efficiently estimate predictive densities resembling a
full GP, then, like Bauer et al. (2016), our recommendation is to use the VFE approximation over
the FIC model.
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5.8 Supplementary Information
Here we reproduce essentially the same derivation of the optimal variational distribution and
the corresponding ELBO from Titsias (2009b). Note that by “optimal variational distribution”,
we mean that for the class of approximate posteriors that we consider and for a fixed set of knots,
we can find the exact approximate posterior that maximizes the ELBO. Our minor modification
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to the derivation in Titsias (2009b) allows one to arrive at the same approximation in a slightly
simpler way. We may simply modify our target posterior distribution to be pGP (fx̃, fx, fx† |y) and
use a modified class of distributions, R, with densities r that can be written as
r(fx̃, fx, fx†) = pGP (fx̃, fx|fx†)h(fx†).
We can then write down the ELBO as follows
































pGP (fx|fx†) log p(y|fx)dfx
]
.
This is the same ELBO as derived by Titsias (2009a), and so the same arguments apply to derive
the optimal distribution h∗. The remaining work is replicated from Titsias (2009b) with some minor
notational differences. First, we evaluate
∫
pGP (fx|fx†) log p(y|fx)dfx analytically as follows,∫



























≡ logG(fx† , y),
where m(xi) ≡ Ep [f(xi)|fx† ], and expectations are with respect to pGP (fx|fx†). In the future, it
will be useful to note that logG(fx† , y) = logN (y; m(x), τ2I)− 12τ2Tr (V [fx|fx† ]).





G(fx† , y)pGP (fx†)
h(fx†)
dfx† .
We now look for a distribution h that achieves an upper bound on the ELBO. We can do this, as









G(fx† , y)pGP (fx†)dfx†
= log
[
N (y ; mx,Ψxx + τ2I)−
1
2τ2
Tr (V [fx|fx† ])
]
,
where, recall that we’ve defined Ψxx = Σx†xΣ
−1
x†x†
Σxx† . Jensen’s inequality becomes an equality
when
G(f
x† ,y)pGP (fx† )
h(f
x† )
is a constant, and this occurs when h(fx†) ∝ N (y; m(x), τ2I)p(fx†). The
term on the right hand side of the proportionality sign can be viewed as a joint distribution for
(Y, fx†) resulting from a Gaussian likelihood with a Gaussian prior on the mean. Further, note
that the analytically tractable posterior for fx† given y in this model is proportional to the joint
distribution, and thus works as a choice for h(fx†). Thus, we set











Using the fact that this choice for h is, in fact the posterior distribution for the model
Y |fx† ∼ N (mx, τ2I)
fx† ∼ N (mx† ,Σx†x†),
with marginal likelihood Y ∼ N (mx,Ψxx + τ2I), it is trivial to show that this choice of h achieves
the upper bound on the ELBO and is therefore optimal. Moreover, we have shown that the ELBO




N (y ; mx,Ψxx + τ2I)−
1
2τ2
Tr (V [fx|fx† ])
]
,
where we use r∗ to denote the optimal variational distribution.
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CHAPTER 6. GENERAL CONCLUSION
In this thesis, we have studied both the use of score-based likelihood ratios for the evaluation of
forensic pattern evidence, as well as knot selection in sparse Gaussian processes. Chapter 2 sought
to elucidate the behavior of SLRs, and we showed that even though it is possible for troubling
discrepancies to exist between an SLR and a true, feature-based LR, it is unlikely for this to
happen. Further, we showed that any discrepancies that exist between SLRs and LRs are unlikely
to lead to categorically different decisions with regard to linking a piece of evidence to a suspect.
We were able to derive probabilistic bounds on the LR given a score, which showed that one can
expect this to happen in a considerable degree of generality. We showcased this behavior with
several simulation studies.
In Chapter 3 we proposed an algorithm to select the number and placement of knots in sparse
Gaussian processes. We showed that selecting the number of knots is a critical question mostly
because of the challenging nature of optimizing the log-marginal likelihood with respect to knots.
Specifically, continuous optimization of all knots can converge to suboptimal solutions where mul-
tiple knots are placed in the same location due to “spikes” in the log-marginal likelihood. This
results in longer optimizations and potential convergence issues with no added benefit to the accu-
racy of the approximation. More generally, even if a different objective function were used to select
knots, it would be advantageous to automate the selection of the number of knots as it removes a
modeling choice from the practitioner and enables the training data to determine how complex the
sparse GP needs to be. Our algorithm uses Bayesian optimization to globally explore candidate
knot locations, which are then refined one-at-a-time using continuous optimization. We compared
our algorithm on three benchmark data sets and showed that our algorithm resulted in compara-
ble, and sometimes improved, accuracy over simultaneous optimization of knots but at typically a
fraction of the computational cost.
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Chapter 4 explored why choosing a score for an SLR might be a more challenging task than
researchers and practitioners have realized. To help with this, we proposed a bivariate score perfor-
mance measure with direct ties to sufficiency, which can be used to compare scores and potentially
choose between them. We showed that the problem of “incoherence” in SLRs could be more ap-
propriately understood as a problem of choosing a score function that is explicitly a function of
all observed data. We proposed a set of ways in which this could be done, and simulation studies
suggested that choosing scores from within our class resulted in scores that are closer to sufficient
than scores that are only measures of dissimilarity. However, choosing specific scores within that
set is not obvious. To partially remedy this, we proposed using sparse GPs to aggregate multiple
scores and showed that this can result in improved performance in simulation studies.
Finally, in Chapter 5, we explored the possibility of using the OAT knot selection algorithm
in Chapter 5 in sparse GP regression with a variational objective function. We found that mod-
els selected using the OAT algorithm had similar accuracies to those selected with simultaneous
optimization, but that often training time was significantly reduced. We did see that it may be
possible, when using the variational objective, to slightly improve the accuracy of a model selected
using the OAT algorithm by refining the knot locations with additional simultaneous optimiza-
tion. Thus, with a variational objective function, the OAT algorithm may be an effective way of
both selecting the number of knots and initializing knot locations and covariance parameters. We
also compared OAT knot selection using the varitional objective function as compared to the log-
marginal likelihood. We saw that using the log-marginal likelihood often results in sparser solutions
that are competitive by the median negative log-probability metric, but may be less consistently
competitive in producing point predictions as measured by the standardized root mean squared
error. Additionally, the varitional objective function resulted in predictive distributions that much
more closely resembled the full GP than using the log-marginal likelihood, which is consistent with
other observations in the literature.
We have individually suggested weaknesses of the current work as well as avenues for future
research in the discussion sections of each chapter. However, there are a few areas for improvement
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that are relatively broad, and we will focus on these here. One such area has to do with the
practicality of specific source SLRs. Both Chapters 2 and 4 explore aspects of SS SLRs, where
many observations are required from each source. This means, continuing with the shoeprint
example, that hundreds or thousands of shoeprints would have to be collected from a given suspect’s
shoe: arguably in the same conditions as existed during the commission of the relevant crime. As
mentioned in Chapter 4, this seems infeasible in practice, but there are least two possible remedial
approaches. The first approach is to theoretically justify the use of common source SLRs in place of
specific source SLRs. Common source SLRs have the advantage of being able to pool samples from
multiple sources to model the score distribution under the prosecution’s hypothesis. The second
approach is to synthetically generate samples from a given source by taking advantage of recent
advancements in generative models in the computer vision literature.
Both approaches, even if they could be justified or implemented, have weaknesses. The first ap-
proach may, for example, result in a loss of discriminating power, which is already likely substantial
when using a SS SLR in place of the feature-based LR. The second approach uses data that isn’t
actually generated from the given source, and so a significant amount of study and testing would
be needed to justify the legitimacy of the generated samples.
Another broad area of future research has to do with the objective functions used for model
selection in sparse GPs. While the OAT knot selection algorithm appears to produce reasonable
results on all of our experiments, the optimization objective function that it uses has a clear impact
on the nature of the final model. The variational objective has a term that can be thought of as a
pro-complexity term, which encourages less sparse solutions that are closer to the solution from the
full GP. This predictably lead to solutions that were less sparse than when using the log-marginal
likelihood as the objective function, but surprisingly did not consistently or substantially increase
the required training time. Thus, the variational objective seems advantageous for knot selection
in sparse GPs. This lead us to raise the possibility that the pro-complexity term in the variational
objective could be thought of as a kind of prior over knot locations. If true, this opens the possibility
of exploring possible priors over knots that also encourage similar behavior relative to the full GP.
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In models without Gaussian observations, this could bring an advantage of variational inference to
other inferential methods or likelihood approximations by simply putting the relevant prior over
knots.
