Classification algorithms assign observations to groups based on patterns in data. The machine-learning 2 community have developed myriad classification algorithms, which are employed in diverse life-science 3 research domains. When applying such algorithms, researchers face the challenge of deciding which 4 algorithm(s) to apply in a given research domain. Algorithm choice can affect classification accuracy 5 dramatically, so it is crucial that researchers optimize these choices based on empirical evidence rather than 6 hearsay or anecdotal experience. In benchmark studies, multiple algorithms are applied to multiple datasets, 7 and the researcher examines overall trends. In addition, the researcher may evaluate multiple hyperparameter 8 combinations for each algorithm and use feature selection to reduce data dimensionality. Although software 9 implementations of classification algorithms are widely available, robust benchmark comparisons are difficult 10 to perform when researchers wish to compare algorithms that span multiple software packages.
In k-fold cross validation, the process is similar, except that the data are partitioned into evenly sized groups 144 and each group is used as a validation set through rounds of training and testing. When multiple algorithms 145 or hyperparameter combinations are employed, ShinyLearner evaluates nested training and validation sets, 146 with the goal of identifying the optimal combination for each algorithm. Then it uses these selections when 147 making predictions on the outer validation set. Nested cross validation is also used for feature selection; a 148 feature-selection algorithm ranks the features within each nested training set, and different quantities of 149 top-ranked features are used to train the classification algorithm. The feature subsets that perform best are 150 used in making the outer validation-set predictions. Hyperparameter optimization and feature selection may 151 be combined; however, such analyses are highly computationally intensive for large benchmarks. 152 All outputs are stored in tab-delimited files, thus enabling users to import results directly into external 153 analysis tools. ShinyLearner produces output files that contain the following information for each 154 combination of algorithm, hyperparameters, and cross-validation iteration: 1) predictions for each sample, 2) 155 classification metrics, 3) execution times, and 4) standard output, including a log that indicates the arguments 156 that were used, thus supporting reproducibility. When nested cross-validation is performed, ShinyLearner 157 produces output for every hyperparameter combination that was tested in the nested folds and indicates 158 which combination performed best for each algorithm. 159 ShinyLearner supports the following classification metrics: 160 • AUROC (Area under the receiver operating characteristic curve) [38] 
161
• Accuracy (proportion of samples whose discrete prediction was correct) 162 • Balanced accuracy (to account for class imbalance) 163 • Brier score [ The steps of preparing the data and executing ShinyLearner for the results described in this article are in a 192 Jupyter notebook (see https://github.com/srp33/ShinyLearner/blob/master/Demo/Execute_Algorithms.ipynb).
193
The code for creating the figures in this manuscript can be found (and re-executed) in a Code Ocean capsule 194 (https://doi.org/10.24433/CO.5449763.v1). We used the ggplot2 and cowplot packages [47, 48] In each analysis, we used 5 rounds of Monte Carlo cross validation. For the second and third analyses, we 224 used 3 rounds of nested Monte Carlo cross validation for each outer round of cross validation. In the third 225 analysis, we evaluated the top-ranked 1, 3, 5, 10, 15, 20, 50, and 200 features and identified the best of these 226 options via nested cross validation. In evaluating the results, we focused on area under the receiver operating 227 characteristic curve (AUROC) because this metric can be applied to probabilistic predictions and accounts 228 for class imbalance.
229
As an initial test, we generated a "null" dataset using numpy [66] . We used this dataset to verify that 230 ShinyLearner produces classification results in line with random-chance expectations when no signal is 231 present. This dataset consisted of 20 numeric variables (mean = 0, standard deviation = 1) and 10 categorical 232 8 variables across 500 simulated samples. AUROC values for all classification algorithms were near 0.5, as 233 expected by random chance, irrespective of whether hyperparameter optimization or feature selection was 234 performed ( Figure S2 These datasets vary by number of samples (minimum = 51; maximum = 7201) and number of features (min 247 = 5; max = 172). For all datasets, we converted categorical variables to multiple binary variables using 248 one-hot encoding. When executing ShinyLearner, we scaled numeric values using scikit-learn's 249 RobustScaler, which subtracts the median and scales the data based on the interquartile range[76]; 250 accordingly, this method is robust to outliers. In addition, we used ShinyLearner to impute missing values; 251 this method uses the median for numeric variables and the mode for categorical variables.
252
Classification analysis with default hyperparameters 253 Initially, we applied 10 classification algorithms to 10 biomedical datasets using default hyperparameters.
254
Most algorithms made near-perfect predictions for the Thyroid, Dermatology, and Iris datasets, whereas 255 predictions were less accurate overall for the remaining datasets ( Figure 1 ). The weka/HoeffdingTree and 256 sklearn/decision_tree algorithms often underperformed relative to the other algorithms ( Figure 2 ).
257
Indeed, for half of the datasets, weka/HoeffdingTree performed as poorly or worse than would be 258 expected by random chance. The remaining 8 classification algorithms performed relatively well, but 259 predictive performance varied considerably across the datasets ( Figure S3 ). For example, the AUROC for 260 9 mlr/mlp and sklearn/logistic_regression was 0.07 higher than the median on the AIDS dataset; the 261 AUROC for sklearn/svm was 0.14 lower than the median. predictive performance of 10 classification algorithms on 10 biomedical datasets. These results were 265 generated using default hyperparameters for each algorithm. We measured predictive performance using the 266 11 receiver operating characteristic curve (AUROC) and calculated the median across 5 Monte Carlo iterations.
267
Predictive performance differed considerably across and within the datasets. weka/HoeffdingTree varied least (in part because AUROC was frequently 0.5) ( Figure S4 ). The 278 keras/dnn and mlr/h2o.randomForest algorithms took longest to execute, whereas sklearn/svm and 279 sklearn/logistic_regression were among the fastest (and most accurate) algorithms ( Figure S5 ). Two 280 pairs of classification algorithms use similar theoretical approaches but were implemented in different 281 machine-learning libraries; multilayer perceptron was implemented in Weka and mlr; logistic regression was 282 implemented in Weka and scikit-learn. The AUROC values were strongly-but not perfectly-correlated 283 between these pairs of implementations ( Figures S6 and S7 ).
284
With the exception of sklearn/decision_tree, all classification algorithms produced sample-wise, 285 probabilistic predictions. We examined these predictions for the Diabetes dataset and found that the range 286 and shape of these predictions differed widely across the algorithms (Figure 3 ). Although many classification 287 metrics, including AUROC, can cope with distributional differences, these differences must be considered in predictions. The range and distribution of these predictions differed greatly across the algorithms.
295
Classification analysis with hyperparameter optimization 296 In the second analysis, we applied the same classification algorithms to the same datasets but allowed 297 ShinyLearner to perform hyperparameter optimization via nested cross validation. As few as 2
298
(mlr/xgboost) and as many as 95 (sklearn/decision_tree and weka/MultilayerPerceptron) 299 hyperparameter combinations were available for each algorithm. In nearly every example, classification 300 performance improved after hyperparameter optimization (Figure 4) , sometimes dramatically. The 301 performance improvements were most drastic for the weka/HoeffdingTree and 302 sklearn/decision_tree algorithms, which often performed poorly with default parameters. ShinyLearner supports 53 hyperparameter combinations for the keras/dnn algorithm. Each of these 310 combinations altered the algorithm's performance at least to a small degree on every dataset ( Figure S8 ). The
311
Thyroid dataset varied least across the hyperparameter combinations, perhaps because the number of 312 instances (n = 7200) was nearly 10 times larger than any other dataset. Generally, this algorithm performed 313 better with a wider architecture containing only two layers. Having a wider structure greatly increases the 314 parameter space of the network and allows it to learn more complex relationships among features, while 315 limiting the network to only two layers prevents overfitting, a common problem when applying neural 316 networks to datasets with a limited number of instances. In addition, adding dropout and L2 regularization 317 also helps to prevent the network from overfitting. In tuning these hyperparameters, we found that a smaller 318 dropout rate, more training epochs, and a smaller regularization rate resulted in higher AUROC values 319 ( Figure S9 ). Figure S10 illustrates for the Diabetes dataset that diagnosis predictions can differ considerably, 320 depending on which hyperparameter combination is used.
321
Classification analysis with feature selection 322 In any dataset, some features are likely to be more informative than other features. We used ShinyLearner to 323 perform feature selection (via nested cross validation) before classification. In total, we evaluated 100 unique 324 combinations of feature-selection algorithm and classification algorithm (with default hyperparameters). In 325 44% of cases, feature selection increased the median AUROC, whereas it decreased AUROC in 39% of cases 326 ( Figure 5 ). Feature selection sometimes improved the performance of weka/HoeffdingTree and 327 sklearn/decision_tree, which were the lowest performers without feature selection. Dermatology dataset, these feature ranks were highly consistent across the feature-selection algorithms 365 ( Figure S11 ). The goal of this classification problem was to predict a patient's type of Eryhemato-Squamous 366 disease. Elongation and clubbing of the rete ridges as well as thinning of the suprapapillary epidermis were 367 most highly informative of disease type, whereas features such as the patient's age were less informative.
368
Discussion 369 The machine-learning community has developed an abundance of algorithms and software implementations 370 of those algorithms. Life scientists use these resources for many research applications. But they face the 371 challenge of identifying which algorithms and hyperparameters will be most accurate and which features are 372 most informative for a given dataset. Many researchers limit classification analyses to a single algorithm, 373 perhaps one that is familiar to them or that has been reported in the literature for a similar study. Containers provide many advantages for software deployment. Tool installation and computational 405 reproducibility are easier because all software components are encapsulated within the container, and 406 container images can be archived and versioned [80] . One other benefit may be less apparent: 407 containerization facilitates the use of diverse programming languages. Distinct components of ShinyLearner 408 are implemented in 4 different programming languages. We chose this approach because we determined that 409 each language was suited to specific types of tasks. We posit that the future of bioinformatics development 410 will increasingly follow this pattern. Furthermore, we advocate for the approach of providing a graphical user 411 interface, such as the Web-based tool we provided for ShinyLearner. Such tools make it easier for 412 users-especially those who have limited command-line experience-to formulate Docker commands.
413
Our analysis of 10 biomedical datasets, 10 classification algorithms, and 10 feature-selection algorithms 414 confirmed that the choice of algorithm and hyperparameters has a considerable impact on classification 415 performance and selected features. Although some algorithms typically performed better than others, no 416 single algorithm consistently outperformed any other. This finding supports the "No Free Lunch" 417 theorem[81] and confirms that multiple classifier systems hold promise for aggregating evidence across 418 algorithms [82] . Also importantly, algorithm performance is likely to differ according to data characteristics.
419
Algorithms that perform well on "wide" datasets (many features, few samples) may not perform as well on 420 "tall" datasets. Algorithms that perform well with numeric data may not perform as well on categorical or 421 mixed data. These differences highlight the importance of domain-specific benchmark comparisons. 
