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Die vorliegende Dissertationsschrift widmet sich zwei Zielen: Mittels Induktionsschleifen-
Detektoren einerseits die Verkehrsregelung an Knotenpunkten durch die Minimierung
von Fahrzeughalten zu verbessern, und andererseits eine Veränderung der Verkehrs-
qualität durch die Schätzung von Kfz-Wartezeiten automatisiert zu erheben.
Im ersten Teil wird ein modellbasiertes Steuerverfahren entwickelt, das Grünzeiten
verkehrsabhängig und lokal anpasst. Es kann sehr gut in eine übergeordnete Steue-
rung zur Koordinierung in Verkehrsnetzen eingebunden werden und überlässt dieser
die Optimierung von Phasenfolgen, Umlauf- und Versatzzeiten.
Um auch bei hohen Auslastungen Kapazitäten bestmöglich zu nutzen, priorisiert
es zunächst die Leerung von Warteschlangen. Anschließend erfolgt die Anpassung der
Grünzeiten zwischen einer minimalen und maximalen Dauer so, dass Fahrzeughalte
minimiert werden. Dafür werden Detektoren in ausreichender Entfernung im Zufluss
einer Kreuzung verwendet, um Fahrzeugankünfte an der Haltelinie für die aktuelle
und die nächste Phase zu prognostizieren. Bei der sich anschließenden Bilanzierung
potenzieller Fahrzeughalte und der Wahl des günstigsten Umschaltzeitpunktes kann auf
zusätzliche Modellannahmen verzichtet werden. Die Simulationsergebnisse zeigen, dass
bei einer Minimierung der Fahrzeughalte gleichzeitig eine Reduktion von Wartezeiten
möglich ist.
Im zweiten Teil werden Kfz-Wartezeiten auf Basis der meist bereits vorhandenen
Induktionsschleifen-Detektoren im Zufluss und im Abfluss einer Kreuzung geschätzt.
Dafür werden die Zeitpunkte der Fahrzeugüberfahrten an einem Zufluss- und einem Ab-
flussquerschnitt getrennt gemessen werden. Aus ihnen wird jeweils ein mittlerer Über-
fahrzeitpunkt ermittelt und nach Berücksichtigung der freien Fahrzeit eine mittlere
Wartezeit geschätzt. Messintervalle an beiden Querschnitten, die um die mittlere freie
Fahrzeit versetzt sind, sowie eine unbedingte Warteschlangenleerung am Ende einer
Messung sollen sicherstellen, dass potenziell dieselben Fahrzeuge erfasst werden. Auf
eine Fahrzeugwiedererkennung und damit auf eine Ausrüstung mit zusätzlicher Tech-
nik kann dadurch verzichtet werden.
Damit sich das Verfahren für den Praxiseinsatz eignet, muss es möglichst robust
gegenüber zufälligen Detektorfehlern sein. Dafür wird ein Fehlermodell entwickelt und
mögliche Abweichungen gegenüber einer korrekten Messung untersucht. Aufgrund der
unabhängigen Berechnung von mittleren Überfahrzeiten aus der getrennten Messung
im Zufluss und im Abfluss zeigt sich, dass zufällige Fehler nicht zu systematischen
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Die flüssige Abwicklung von Verkehr ist grundlegend für urbane Lebensqualität. Dabei
beeinflusst nicht nur die Größe und Gestaltung des Straßenraumes die Verkehrsquali-
tät, sondern auch, wie viele Verkehrsteilnehmer sich diesen Raum teilen müssen. Der
globale Trend der zunehmenden Motorisierung führte in den letzten Jahrzehnten gene-
rell zu einem höheren Verkehrsaufkommen [9, 41], wobei Überlastungserscheinungen an
Engpässen [32] immer häufiger auftraten. Ein naheliegender Ausbau der Verkehrsinfra-
struktur ist dabei nur begrenzt möglich, weil er zum Einen kostenintensiv ist und zum
Anderen ein Platzangebot voraussetzt, das gerade im Stadtbereich beschränkt ist.
Typische Engstellen, an denen der Verkehr behindert wird, sind Kreuzungen. Sie
werden im städtischen Raum vor allem mit Lichtsignalanlagen geregelt. Die Verkehrs-
regelung beeinflusst alle Nutzergruppen, d. h. den motorisierten Individualverkehr, den
Öffentlichen Verkehr, Fahrradfahrer und Fußgänger. Deshalb spielt sie eine zentrale
Rolle. Wie gut der Verkehr abgewickelt werden kann, hängt dabei maßgeblich von dem
eingesetzten Steuerverfahren ab. Es muss sowohl auf tageszeitliche Nachfrageschwan-
kungen als auch auf zufällige kurzfristige Schwankungen gut reagieren können. Detek-
toren im Zufluss einer Kreuzung ermöglichen es, den ankommenden Verkehr zu erfas-
sen, damit Rot- und Grünzeiten bedarfsgerecht angepasst werden können. Wegen ihrer
hohen Zuverlässigkeit und Genauigkeit werden dafür überwiegend Induktionsschleifen-
Detektoren eingesetzt.
Gerade in Ballungsgebieten gibt es ein engmaschiges Verkehrsnetz, sodass die Menge
und zeitliche Verteilung der Ankünfte an einer Kreuzung sehr stark von der Regelung
der benachbarten Knotenpunkte abhängt. Damit die auftretenden Wechselwirkungen
so genutzt werden, dass möglichst wenige Rückstaus und Wartezeiten auftreten, kam
es zur Entwicklung verschiedener, knotenpunktübergreifender Netzsteuerverfahren. Sie
haben jedoch in Deutschland bisher relativ wenig Verbreitung gefunden. Bei der Koor-
dinierung mehrerer Kreuzungen dominieren immer noch verkehrsplanerisch entworfene
Festzeitsteuerungen bzw. teilverkehrsabhängige Steuerungen, die Grünzeiten regelba-
siert mit einer Zeitlückenmessung zwischen Fahrzeugankünften anpassen.
Neben einer guten Verkehrsregelung an Engstellen bzw. Kreuzungen ist es wei-
terhin wichtig, die Verkehrsqualität zu überwachen. Zwar gibt es zahlreiche urbane
Verkehrsleit- und Verkehrsmanagementsysteme [18, 55, 68], die die Verkehrslage jedoch
sehr großräumig auf Straßenabschnitten u. a. mittels Induktionsschleifen-Detektoren
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überwachen. Dabei werden meist nur zwei oder drei Verkehrszustände unterschieden,
um bei Überlastungen z. B. Stauwarnungen und Umleitungsempfehlungen an die Nutzer
weiterzugeben [38, 68]. Bisher ist kein Monitoring für Kreuzungen in Betrieb, welches
Verkehrsqualitäten des Kfz-Verkehrs detailliert für jede Zufahrt überwacht, beispiels-
weise durch die Schätzung von Wartezeiten, Rückstaus oder Haltevorgängen.
1.2 Zielsetzung und Abgrenzung
Die vorgelegte Arbeit verfolgt zwei Ziele: Mittels Induktionsschleifen-Detektoren einer-
seits die Verkehrsregelung an Knotenpunkten durch die Minimierung von Fahrzeughal-
ten zu verbessern, und andererseits Verbesserungen in der Verkehrsqualität durch die
Schätzung von Kfz-Wartezeiten automatisiert zu messen.
Minimierung von Fahrzeughalten
Kurzfristige Verkehrsschwankungen auf Zeitskalen von weniger als 10 Minuten werden
innerhalb von koordinierten Lichtsignalsteuerungen in der Regel mit einer Zeitlücken-
messung angepasst. Zu diesem heuristischen, regelbasierten Verfahren soll eine mo-
dellbasierte Alternative geschaffen werden, die auf der Nutzung von Detektordaten im
Zufluss stromaufwärts einer Kreuzung basiert. Dabei wird das Ziel verfolgt, die Informa-
tion aus Detektoren, die sich in ausreichender Distanz zur Haltelinie befinden, direkt
zur Steuerung zu verwenden und damit weitgehend auf zusätzliche Modellannahmen
über Fahrzeugankünfte zu verzichten.
Das neue Verfahren passt Grünzeiten an Knotenpunkten innerhalb vorab festgelegter
Grenzen zwar lokal an, kann jedoch auch in eine übergeordnete Steuerung eingebunden
werden. Es verzichtet auf die Optimierung von Umlaufzeiten, Versatzzeiten und Pha-
seneinteilung und -folgen, die als Eingangsgrößen von der übergeordneten Steuerung
übernommen werden. Das Verfahren lässt sich dabei einfach in umlaufbasierte, koordi-
nierte Steuerungen und Netzsteuerungen integrieren, weil es die Grünzeitanpassung so
vornimmt, dass es stets die vorgegebenen Umlauf- und Versatzzeiten einhält.
Das entwickelte Verfahren ist so aufgesetzt, dass es die Warteschlangenleerung prio-
risiert und damit zunächst die Abflussrate maximiert. Anschließend erfolgt innerhalb
der verbleibenden Grünzeitdauer die Suche nach einem optimalen Umschaltzeitpunkt
mit dem Ziel die Fahrzeughalte zu minimieren. Dafür werden direkt die gemessenen
Fahrzeugüberfahrten am Zuflussdetektor verwendet. Damit ist ein weitestgehender Ver-
zicht auf zusätzliche Modellannahmen zu Ankunftsraten möglich, wie sie beispielsweise
bei der Einbeziehung von Wartezeiten als weiteres Optimierungskriterium nötig wä-
ren. Dennoch kann das Verfahren sekundär auch eine Verringerung der Wartezeiten
erreichen, u. a. weil es dafür zusätzliche Heuristiken einbezieht.
Das Verfahren ist so konzipiert, dass es als verkehrsabhängiger Baustein die häufig
eingesetzte Zeitlückenmessung ersetzen kann. Dabei ist es sowohl für einen Einsatz
an isolierten Knotenpunkten als auch in Verkehrsnetzen als Teil einer übergeordneten
Netzsteuerung geeignet.
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Schätzung von Kfz-Wartezeiten
Mittels Detektoren lassen sich nicht nur bessere Verkehrsregelungen erreichen, sondern
auch Verbesserungen in der Verkehrsqualität messtechnisch erfassen.
Will man an Kreuzungen z. B. Wartezeiten genauer ermitteln und nicht nur zwischen
wenig behindertem und überlastetem Verkehr unterscheiden, kann man normalerweise
auf eine Fahrzeugidentifikation nicht verzichten. Deshalb werden entweder punktuelle
manuelle Erhebungen durchgeführt oder die Kreuzung mit zusätzlicher, oft teurer Tech-
nik zur Fahrzeugerkennung ausgestattet, häufig auch nur temporär [47].
In dieser Arbeit wird ein Schätzverfahren für Kfz-Wartezeiten entwickelt, das allein
mit Induktionsscheifen-Detektoren auskommt, die meist schon für jeden Fahrstreifen
vorhandenen sind. Eine zusätzliche Fahrzeugwiedererkennung ist nicht notwendig, da
über Randbedingungen methodisch abgesichert wird , dass an einem Zufluss und einem
Abflussquerschnitt potenziell dieselben Fahrzeuge erfasst werden.
Ziel ist es, ein für den Praxiseinsatz geeignetes Verfahren zu schaffen, welches auch
robust gegenüber Detektorfehlern ist. Die grundsätzliche Eignung dafür liegt in der
Methodik begründet, dass Überfahrzeiten an einem Zufluss- und an einem Abflussquer-
schnitt getrennt gemessen werden. Daraus wird jeweils ein mittlerer Überfahrzeitpunkt
abgeleitet und anschließend nach Berücksichtigung der freien Fahrzeit eine mittlere War-
tezeit geschätzt. So bewirken beispielsweise übersehene Fahrzeuge zwar einen Schätz-
fehler, es wird aber gezeigt, dass dieser nicht systematisch ist und sich durch Mittelung
über mehrere Messintervalle ausgleichen kann. Dazu wird ein Fehlermodell entwickelt
und die Größenordnung der Abweichung gegenüber einer korrekten Messung untersucht.
Mit dem entwickelten Verfahren können beispielsweise verschiedene Steuerverfahren
verglichen, tageszeitliche Schwankungen im Verkehrsablauf verfolgt oder Informationen
über Verkehrsqualitäten bzw. Wartezeiten an verschiedene Nutzergruppen weiterge-
geben werden. Ein automatisiertes Verfahren, das möglichst ohne Installationen zu-
sätzlicher Detektoren auskommt, könnte Kreuzungen permanent überwachen und auch
aufwendige manuelle Erhebungen ersetzen.
1.3 Aufbau der Arbeit
Die Dissertationsschrift gliedert sich in zwei Teile. Im ersten Teil wird der Ansatz eines
Steuerverfahrens beschrieben. Es nutzt Detektordaten, um Grünzeiten modellbasiert so
anzupassen, dass Fahrzeughalte minimiert werden. Im zweiten Teil wird ein Verfahren
zum Monitoring von Knotenpunkten beschrieben. Mittels Detektoren werden mittlere
Wartezeiten für den Kfz-Verkehr in jeder Zufahrt geschätzt, aus denen sich Verkehrs-
qualitäten ableiten lassen.
Teil 1
Kapitel 2 beschreibt den Stand der Forschung von Lichtsignalsteuerungen. Zunächst
werden wichtige Grundbegriffe, allgemeine Grundlagen und Randbedingungen am Bei-
spiel einer umlaufbasierten Steuerung erläutert. Anschließend wird ein Überblick über
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zahlreiche Steuerverfahren gegeben. Sie werden hinsichtlich gemeinsamer Merkmale ein-
geordnet, wobei sowohl auf die historische Entwicklung als auch aktuelle Trends einge-
gangen wird.
Im Kapitel 3 wird ein Steuerverfahren entwickelt, das Grünzeiten so anpasst, dass
zuerst die Leerung von Warteschlangen sicher gestellt und anschließend Fahrzeughalte
minimiert werden. Zunächst wird geklärt, wie sich das Verfahren in den Steuerungs-
ablauf einordnet. Dafür werden Umschaltfenster eingeführt, innerhalb derer von einer
Phase zur nächsten geschaltet werden kann. Damit das Verfahren für den Einsatz in
koordinierten Netzen geeignet ist, müssen zwei wesentliche Randbedingungen erfüllt
sein: Die vorgegebenen Umlauf- und Versatzzeiten müssen stets eingehalten werden.
Um dies zu gewährleisten, werden Synchronisationszeitpunkte eingeführt. Weiterhin
wird auf die Notwendigkeit eingegangen, immer zuerst eine Warteschlange zu leeren.
Erst danach kann ein optimaler Umschaltzeitpunkt so gefunden werden, dass die Halte
minimal werden.
In Kapitel 4 werden mikroskopische Verkehrsfluss-Simulationen des neuen Steueran-
satzes durchgeführt und mit zwei Referenzsteuerungen verglichen, einer Festzeitsteue-
rung und einer verkehrsabhängigen Zeitlückensteuerung. Das erste Testszenario ist eine
koordinierte Arterie mit fünf Knotenpunkten, in dem u. a. Verkehrslasten systematisch
variiert werden. Bei dem zweiten Szenario handelt es sich um ein Praxisnetz in Braun-
schweig, das zwei koordinierte Straßenzüge umfasst. Neben dem Kfz-Verkehr werden
auch der öffentliche Verkehr sowie Fuß- und Radverkehr einbezogen. Zum Schluss wird
das Verhalten der neuen Steuerung an einem isolierten Knotenpunkt getestet.
Teil 2
Für den Kfz-Verkehr wird die mittlere Wartezeit an Knotenpunkten geschätzt, um
anschließend eine Verkehrsqualität abzuleiten.
Kapitel 5 beschreibt zunächst den Stand der Forschung zum Thema Verkehrsquali-
tät. Zuerst werden verschiedene Anwendungsbereiche und Maßstäbe zur Ermittlung der
Verkehrsqualität im Allgemeinen dargelegt. Anschließend werden zwei bekannte Ver-
fahren zur Berechnung der mittleren Wartezeit an lichtsignalgeregelten Knotenpunkten
erläutert. Zum Schluss wird ein Überblick über Verfahren gegeben, die in irgendeiner
Weise Verkehrsqualität mittels Detektoren schätzen.
In Kapitel 6 wird eine neue Methode vorgestellt, um die Wartezeiten für den Kfz-
Verkehr zu bestimmen. Mittels Detektoren werden die Fahrzeuge an zwei Querschnitten
erfasst. Im Zufluss einer Knotenpunktzufahrt werden in einem Messzeitraum die Zeit-
punkte der Fahrzeugüberfahrten detektiert. Gleiches geschieht am Abfluss in einem da-
von abhängigen, zeitlich versetzten Messzeitraum. An beiden Querschnitten wird jeweils
der Mittelwert aus allen Überfahrzeitpunkten gebildet. Die Differenz dieser Mittelwerte
entspricht der gemessenen Reisezeit. Die mittlere Wartezeit erhält man anschließend
durch Subtraktion der freien Fahrzeit.
Anschließend wird in Kapitel 7 theoretisch analysiert, wie genau das Verfahren
bei fehlerbehafteten Detektoren arbeitet. Dazu wird ein Fehlermodell für den Fall ent-
wickelt, dass Fahrzeuge übersehen werden können. Für die so geschätzte mittlere War-
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tezeit werden Erwartungswert und Varianz hergeleitet. Das Ausmaß einer Abweichung
von der wahren mittleren Wartezeit wird schließlich anhand eines Beispiels untersucht.
In Kapitel 8 werden reale Detektordatensätze von zwei Kreuzungen ausgewertet und
mit einer gleichzeitig erfolgten manuellen Messung verglichen. Zuerst wird beschrieben,
wie die beiden Erhebungsmethoden umgesetzt wurden. Danach erfolgt die Auswertung
anhand von zwei Beispielen. Dabei wird insbesondere auf die praktisch aufgetretenen
Mess- und Schätzfehler eingegangen.










Der Fokus des ersten Teils der Arbeit liegt auf der Entwicklung einer Steuerungsme-
thodik zur Anpassung von Grünzeiten, so dass Fahrzeughalte minimiert werden. Des-
halb werden in Kapitel 2.1 zunächst Grundlagen zur Lichtsignalsteuerung erklärt, dabei
wichtige Fachbegriffe eingeführt und kurz umrissen, wie der Entwurf umlaufbasierter
Steuerungen geschieht. Anschließend erfolgt in Kapitel 2.2 ein Überblick über Steuerver-
fahren, wobei einige davon beispielhaft erklärt werden. Zum Schluss wird in Kapitel 2.3
die Modellierung von Fahrzeugankünften und Warteschlangen an Lichtsignalanlagen
kurz erläutert.
2.1 Grundlagen zur Lichtsignalsteuerung
Mit einer Lichtsignalsteuerung werden Verkehrsströme an einer Kreuzung über eine vi-
suelle Signalisierung zeitlich entflechtet, so dass konfliktbehaftete Ströme nacheinander
die Kreuzungsfläche befahren. Die an einer Lichtsignalanlage (LSA) gegebenen Zeichen
sind für alle Verkehrsteilnehmer bindend. Damit soll die Verkehrssicherheit erhöht und
die Qualität des Verkehrsablaufes verbessert werden [8].
2.1.1 Grundbegriffe
Verkehrsstrom sind alle Fahrzeuge aus einer Zufahrt, die auch in die gleiche gemein-
same Richtung abfließen wollen. Gewöhnlich werden Fahrzeuge aus einer Zufahrt mit
beispielsweise zwei oder drei Abflussrichtungen zu einem Verkehrsstrom zusammenge-
fasst, wenn sie dieselben Fahrstreifen benutzen und gemeinsam signalisiert werden.
Signalgeber sind Bauteile an einer Lichtsignalanlage, die anzeigen, ob gefahren werden
kann oder angehalten werden muss. Für den Kfz-Verkehr bestehen sie beispielsweise aus
drei übereinander angeordneten, runden Feldern. Das Untere kann grün, das Mittlere
gelb und das Obere rot leuchten. Die Kombination der gleichzeitig leuchtenden Felder
nennt man Signalbild.
Signalgruppe ist eine Gruppe von Signalgebern, die zu jedem Zeitpunkt das gleiche
Signalbild anzeigen. Sie hat jeweils für einen oder mehrere Verkehrsströme Gültigkeit.
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Signalprogramm umfasst die Festlegung aller Signalzeiten an einer LSA hinsichtlich
ihrer Dauer und Zuordnung zu bestimmten Verkehrsströmen.
Freigabe ist die signalisierte Grünzeit eines Verkehrsstromes, während der der Strom
die Kreuzung passieren darf.
Phase ist die Zusammenfassung mehrerer Verkehrsströme zu einer gemeinsamen Frei-
gabe. Die Freigabezeiten der zugehörigen Verkehrsströme können zu verschiedenen Zeit-
punkten beginnen oder enden. Eine Phase bezeichnet dabei den mittleren Anteil, in dem
das Signalbild für alle Verkehrsströme unverändert bleibt.
Phasenübergang Er beginnt, wenn die Freigabe des ersten Verkehrsstromes der ak-
tuellen Phase endet, und dauert bis zum Freigabebeginn des zuletzt beginnenden Ver-
kehrsstromes der nächsten Phase.
Umlaufzeit ist die Zeitdauer, nach der sich eine Folge von Phasen wiederholt. Damit
ist sie die Zeitdauer aller nacheinander angezeigten Phasen und Phasenübergänge, bevor
eine Wiederholung stattfindet. Um auch nicht auf Umlaufzeiten basierende Steuerver-
fahren einzubeziehen, die Verkehrsströme auch unregelmäßig bedienen können, wird in
dieser Arbeit allgemein auch der Begriff Bedienperiode verwendet. Er bezieht sich nur




Verträglichkeiten werden immer paarweise definiert. Verkehrsströme, die sich auf der
Knotenpunktfläche kreuzen, stehen in einem Konflikt miteinander und sind unverträg-
lich. Sie müssen in verschiedenen Phasen bedient werden. Zueinander verträgliche Ver-
kehrsströme können eine Kreuzung gleichzeitig passieren, ohne dass sie sich behindern
oder gefährden. Sie können gemeinsam in einer Phase frei bekommen [8].
Eine dritte Gruppe bilden die bedingt zueinander verträglichen Verkehrsströme. Dies
sind Ströme, die sich zwar kreuzen, jedoch trotzdem gemeinsam signalisiert werden
können. Diese Verkehrsströme sind zwar signaltechnisch ungesichert, jedoch durch § 9,
Absatz 3, 4 der Straßenverkehrsordnung (StVO) in ihrer Vorfahrt bzw. Wartepflicht
geregelt.
Zwischenzeiten
Eine Zwischenzeit dient dazu, einen zeitlichen Versatz zwischen zwei unverträglichen
Verkehrsströmen herzustellen. Dabei soll sichergestellt werden, dass ein räumender Ver-
kehrsstrom den Konfliktpunkt bzw. die Konfliktfläche, an der sich die beiden Verkehrs-
ströme begegnen könnten, verlassen hat, bevor ein einfahrender Verkehrsstrom dort
ankommt. Eine Zwischenzeit beginnt mit dem Ende der Freigabezeit (dem Umschalten
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von Grün auf Gelb) des räumenden Verkehrsstromes und endet mit dem Beginn der
Freigabezeit des sich anschließenden, einfahrenden Stromes [3].
Für den Kfz-Verkehr werden beispielsweise zur Bemessung eine Überfahr-, eine Räum-
und eine Einfahrzeit berücksichtigt. Die Überfahrzeit ist die Zeitdauer am Gelbanfang,
während der Fahrzeuge die Kreuzung noch ungehindert befahren. Für die Berechnung
von Räum- und Einfahrzeiten werden die jeweiligen Räum- und Einfahrwege bis zum
Konfliktpunkt sowie die dabei angenommenen Geschwindigkeiten herangezogen [105].
Beim Entwurf eines Signalprogramms werden alle Kombinationen von unverträgli-
chen Verkehrsströmen in einer Matrix dargestellt und die zugehörigen Zwischenzeiten
berechnet.
Grünzeitnutzung, Anfahr- und Überfahrzeit
Die signalisierte Grünzeit ist von der effektiv genutzten Grünzeit zu unterscheiden.
Fahrzeuge können nicht zeitgleich mit dem angezeigten Grün losfahren, so dass eine
Anfangsverlustzeit tSL auftritt. Dies sind Verluste aufgrund von Reaktions- und An-
fahrzeiten der ersten Fahrzeuge bis zum Eintritt des Sättigungsverkehrsflusses, der sich
etwa nach dem fünften Fahrzeug einstellt. Im amerikanischen Highway Capacity Manual
(HCM) wird tSL mit 2,0 s angegeben [7]. Im Unterschied zur USA wird in Deutschland
zusätzlich Rot-Gelb nach dem Rotende signalisiert, deshalb ist die Anfangsverlustzeit
in Deutschland geringer [129].
Weiterhin überfahren Fahrzeuge eine Kreuzung auch noch nach der signalisierten
Grünzeit während der Gelbzeit. Diese Überfahrzeit tü erstreckt sich über einen Teil
oder die gesamte angezeigte Gelbzeit. Man kann den Zusammenhang zwischen der sig-
nalisierten Grünzeit G und der effektiven Grünzeit g wie folgt darstellen:
g = G − tSL + tü (2.1)
Während im HCM beim Entwurf eines Signalprogrammes die effektive Grünzeit Ver-
wendung findet, wird im deutschen Handbuch zur Bemessung von Straßenverkehrsanla-
gen (HBS [6]) und den Richtlinien für Lichtsignalanlagen (RiLSA [8]) ausschließlich die
signalisierte Grünzeit genutzt. In Abschnitt 5.2 wird bei der Berechnung von Wartezei-
ten aus den Signalisierungsparametern ausführlicher auf diese Unterschiede eingegan-
gen.
Sättigungsverkehrsstärke
Die Sättigungsverkehrsstärke bezeichnet den maximal möglichen Verkehrsfluss, mit dem
Fahrzeuge auf einem Fahrstreifen eine Kreuzung passieren können. Sie ist u. a. abhängig
von Witterungsverhältnissen, Fahrstreifenbreiten, Fahrbahnlängsneigungen, Abbiege-
radien oder dem Schwerverkehrsanteil. Man kann sie ausgehend von Standardwerten
und Angleichungsfaktoren, durch die die o.g. Einflüsse berücksichtigt werden, nähe-
rungsweise analytisch bestimmen oder durch Messungen während der Freigabezeit bei
voller Auslastung empirisch ermitteln [6].
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2.1.3 Entwurfsparameter umlaufbasierter Steuerungen
Nachfolgend wird das Grundprinzip erläutert, wie eine Festzeitsteuerung geplant wer-
den kann. Für verkehrsabhängige Steuerungen ist die Planung in ihrer Grundstruktur
gleich. Es werden jedoch mehr Freiheitsgrade für eine Anpassung während des Betriebs
vorgesehen. So gibt es häufig Rahmensignalpläne, die je nach Verkehrssituation verschie-
dene vorkonfigurierte Phasenabläufe, in denen z. B. Phasen ausgelassen oder zusätzlich
eingeschoben werden können, und eine Anpassung der Phasendauer ermöglichen.
Signalprogrammstruktur
Zunächst wird festgelegt, welche Verkehrsströme in einer Phase gemeinsam grün be-
kommen sollen. Es können verträgliche und bedingt verträgliche Ströme in einer Phase
vorkommen. Dabei ist zu entscheiden, wie viele Phasen es geben soll. Wenn es nur
schwache Abbiegeströme gibt, kann man wenige Phasen bevorzugen. Da weniger Pha-
senübergänge mit Zwischenzeiten auftreten, ist hier die Kapazität höher. Bei größeren
Abbiegeströmen sind mehr Phasen erforderlich, um die bedingt verträglichen Verkehrs-
ströme getrennt zu signalisieren und damit gesichert zu führen.
Die anschließend gewählte Phasenfolge kann von sehr verschiedenen Anforderungen
abhängen, z. B. geringe Zwischenzeiten, begrenzte Stauräume, aufeinanderfolgende Fuß-
gängerfurten oder eine Einbindung in übergeordnete Koordinierungen [114]. Aus der
festgelegten Phasenfolge ergeben sich Phasenübergänge zwischen den Phasen, in denen
Zwischenzeiten die Sperrdauer vom Freigabeende eines Verkehrsstromes bis zum Freiga-
bebeginn des nächsten Verkehrsstromes festlegen. Die längste auftretende Zwischenzeit
in einem Phasenübergang nennt man maßgebende Zwischenzeit.
Umlaufzeit
Für die Ermittlung einer Umlaufzeit benötigt man neben den Sättigungsverkehrsstärken
und Zwischenzeiten aller Verkehrsströme noch die erwarteten Verkehrsstärken. Diese
Bemessungsverkehrsstärken werden beispielsweise aus Zählungen, Detektordaten oder
Verkehrsprognosen gewonnen. Für jede Phase gibt es einen maßgebenden Verkehrs-
strom, der die Phasendauer bestimmt, häufig der stärkste Kfz-Verkehrsstrom oder auch
ein Fußgänger- oder Radverkehrsstrom.
Aus zuvor genannten Größen lässt sich eine wartezeitoptimale Umlaufzeit berech-
nen. Sie beruht auf der Forschungsarbeit von Webster [126] und wird in allen gängigen
Regelwerken, die den Entwurf einer Signalsteuerung beschreiben, angegeben, z. B. dem
HCM [7], HBS [6] oder der RiLSA [8]. Gegebenenfalls ist die gewählte Umlaufzeit etwas
größer, z, B. wenn Mindestfreigabezeiten maßgebend sind oder Sättigungsgrade vorge-
geben werden. Die RiLSA [8] empfiehlt darüber hinaus die Einhaltung von Grenzwerten
für eine minimale (30 s) bzw. maximale Umlaufzeit (120 s).
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Freigabezeitaufteilung
Bei der Festlegung von Freigabezeiten sind zunächst für jeden Verkehrsstrom Min-
destzeiten zu gewährleisten. Unter Berücksichtigung dieser Randbedingung gibt es drei
grundlegende Strategien, nach denen sich Phasenanteile bzw. Freigabezeiten aufteilen
lassen [7]:
• Die einfachste Strategie ist, die Grünzeiten proportional zu den Verkehrsstärken
der maßgebenden Verkehrsströme in den Phasen zuzuordnen. Sie lässt sich leicht
berechnen, ohne dass aufwändige Iterationen notwendig sind.
• Eine zweite Möglichkeit besteht darin, die Gesamtwartezeiten aller Fahrzeuge zu
minimieren. Im Allgemeinen stellt sie die optimale Lösung zur Freigabezeitauf-
teilung dar. Andere Varianten kombinieren in der Optimierungsfunktion weitere
Kenngrößen wie die Anzahl der Halte oder den Kraftstoffverbrauch.
• Eine dritte Strategie liegt in der Angleichung der Level of service (LOS)1, d. h.
der Verkehrsqualitätsstufen für die maßgebenden Verkehrsströme. Diese Strategie
begünstigt gleichmäßige Verkehrsqualitäten für alle Zufahrten, im Gegensatz zur
ersten Strategie, die häufig zu schlechteren Verkehrsqualitäten für Nebenströme
mit geringer Verkehrsstärke führt.
Die dritte Strategie ist eine Verbesserung gegenüber der Ersten und der Zweiten, die
beide zu höheren Wartezeiten für schwache Nebenströme tendieren.
Mit Kenntnis der Verkehrsstärke eines Verkehrsstromes, dessen Freigabedauer und
der entsprechenden Sättigungsverkehrsstärke lässt sich der Sättigungsgrad berechnen.
Er wird auch als Auslastungsgrad bezeichnet und entspricht dem „genutzten Anteil“
der Freigabezeit bei maximalem Verkehrsfluss.
Besonderheiten bei Koordinierungen
Um Koordinierungen zu ermöglichen, ist eine gemeinsame netzweite Umlaufzeit an allen
Knotenpunkten notwendig. Wenn es die Verkehrsstärken zulassen, kann an einzelnen
Kreuzungen alternativ auch ein Vielfaches der Umlaufzeit gelten. Sie wird nach dem
am meisten belasteten Knoten gewählt. Dabei ist zu beachten, dass der Sättigungsgrad
in allen koordinierten Phasen unter 85 % liegt, um eine flüssige Koordinierung zu er-
reichen [6]. Bei höheren Auslastungen bilden sich zunehmend Warteschlangen, die die
Koordinierung beeinträchtigen.
Weiterhin muss es eine geeignete Versatzzeit zwischen den koordinierten Phasen be-
nachbarter Knotenpunkte geben. Sie soll ermöglichen, dass eine Kolonne, die strom-
aufwärts bei Grün losfährt, auch am nächsten Knotenpunkt während der Freigabezeit
ankommt. Diese Versatzzeit wird durch die gefahrene Geschwindigkeit der Fahrzeuge
und den Knotenpunktabstand bestimmt. Dabei lassen sich nicht immer Hin- und Rück-
richtung in einer Phase gleich gut koordinieren, so dass Wartezeiten entstehen können.
1vgl. Kapitel 5.1.2 auf Seite 68.
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2.2 Steuerverfahren
Dieser Abschnitt soll einen grundsätzlichen Überblick in verschiedene Kategorien der
zahlreichen und vielfältigen Steuerverfahren geben. Außerdem wird hier auf weitere
Autoren hingewiesen, die in diese Thematik umfassend einführen [44, 46, 61, 92, 93].
Steuerverfahren können sich hinsichtlich ihres Flexibilitätsgrades (Festzeit versus ver-
kehrsabhängig), aber auch ihres Einsatzgebietes (lokale versus Netzsteuerung) unter-
schieden werden. Eine besondere Rolle spielen hierbei dezentrale Steuerverfahren, die
den Verkehr zwar nur lokal erfassen und regeln, dabei jedoch eine netzweite Optimie-
rung erreichen.
2.2.1 Festzeitsteuerung
Das älteste Steuerverfahren ist die Festzeitsteuerung, die ohne Detektoren auskommt.
Dabei gibt der Planer z. B. anhand der im Abschnitt zuvor beschriebenen Methodik
vorab die Signalzeiten vor, die in einem unveränderlichen Signalprogramm abgearbeitet
werden. Bell und Bretherton stellten fest, dass aufgrund sich verändernder Ver-
kehrsnachfragen die mittleren Wartezeiten an den so entworfenen Festzeitsteuerungen
um ca. 3-4% pro Jahr zunehmen [13].
Der Vorteil in einer Festzeitsteuerung liegt darin, dass die Signalprogramme relativ
einfach zu planen und auf der Hardware im Steuergerät einfach und kostengünstig um-
zusetzen und zu betreiben sind. Nachteilig ist jedoch, dass es keine Möglichkeit zur
Anpassung an den Verkehrsfluss innerhalb eines Signalprogramms gibt. Das trifft vor
allem die kurzfristigen Nachfrageschwankungen von Umlauf zu Umlauf. Änderungen im
Tages- oder Wochenverlauf kann mit unterschiedlichen Festzeitprogrammen begegnet
werden. Sie werden vorab geplant und tages- bzw. wochenzeitabhängig geschaltet. Wei-
terhin ist eine bedarfsgerechte Priorisierung des Öffentlichen Verkehrs nicht möglich.
„Grüne Wellen“
Sogenannte „Grüne Wellen“, bei denen die Fahrzeuge aufeinander folgende Kreuzun-
gen möglichst ohne Halt frei durchfahren können, gab es bereits, als der Verkehr noch
von Verkehrspolizisten geregelt wurde. So berichtet Marsh [79] davon, dass 1912 der
Verkehr in New York City entlang einer Hauptstraße gleichzeitig freigegeben wurde,
damals mit Hilfe von Signalflaggen und handbetriebenen Signalflügeln.
Später wurden Methoden entwickeltet, um Festzeitprogramme benachbarter Kno-
tenpunkte miteinander zu koordinieren. Morgan und Little 1964 entwarfen dafür
beispielsweise ein grafisches Verfahren, Maxband genannt [86]. Es maximiert die Frei-
gabezeitfenster der koordinierten Verkehrsströme, die später rechnergestützt mit einem
Branch-and-Bound-Verfahren optimiert wurden [76]. Ein anderes, händisches Verfahren
beschreibt Schnabel [104, 105], bei dem die Koordinierung von zwei Hauptrichtungen
nach dem verkehrsstärksten Strom erfolgt.
Da in Deutschland gerade im Bereich von Koordinierungen sehr häufig Festzeitsteue-
rungen gegenüber aufwändig zu installierenden, komplexen und kostenintensiven Netz-
steuerverfahren bevorzugt werden, gab es auch in jüngster Zeit Forschungsansätze, die
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auf Festzeitprogrammen beruhen. So optimiert Pohlmann [95] beispielsweise lediglich
die Versatzzeit von Festzeit-Signalplänen mittels genetischer Algorithmen aller 15 min
und erreicht damit Verbesserungen gegenüber einer starr implementierten Koordinie-
rung.
2.2.2 Verkehrsabhängige Steuerung
Um den zufälligen Schwankungen im Verkehrsfluss gerecht zu werden, wurden schon
früh verkehrsabhängige Verfahren entwickelt. Ab Beginn der dreißiger Jahre kamen
in den USA und Großbritannien erstmals verkehrsabhängige Steuerungen zum Einsatz.
Dabei wurden die Freigabezeiten mittels Zeitlückenmessung angepasst [114]. Sie ermög-
lichen eine Anpassung im Steuerungsablauf an eine schwankende Verkehrsnachfrage.
Essentiell dafür ist die Erfassung des Verkehrs mittels Detektoren.
Regelbasierte Verfahren
In Deutschland förderte der Einsatz von Mikroprozessoren seit den achtziger Jahren vor
allem die Entwicklung zahlreicher lokal arbeitender, regelbasierter Steuerverfahren. Be-
reits 1970 wiesen Steierwald et. al. [113] in Feldtests nach, dass Wartezeitreduktionen
um ca. ein Drittel gegenüber der Festzeitsteuerung erreicht werden können. Ursache da-
für ist die größere Flexibilität, die zu einer besseren Anpassung an kurzfristige Schwan-
kungen im Verkehrsablauf führt. Die relativ einfache Integration einer Bevorrechtigung
für den öffentlichen Personennahverkehr (ÖPNV) begünstigte die Verbreitung verkehrs-
abhängiger Steuerungen.
Da Messwerte aus Detektoren direkt in der Steuerung verarbeitet werden, ohne zu-
vor ein Modell zu durchlaufen, werden sie auch als messwertbasierte Verfahren bezeich-
net. Typisch ist eine einfache Ablauflogik, in der zeitliche und logische Bedingungen
miteinander kombiniert und direkt in Schaltbefehle umgewandelt werden. Durch den
Vergleich der erfassten Messwerte mit vordefinierten Grenzwerten erfolgt eine sofortige
Anpassung der Signalisierung.
Innerhalb einer umfassenden Logik regelbasierter Verfahren ist die Modifizierung der
Freigabezeitdauer sehr häufig ein wichtiger Baustein. Als zeitliche Randbedingung wird
die minimale und maximale Dauer bei der Planung festgelegt. Innerhalb dieses Rahmens
gibt es zusätzlich eine logische Bedingung, um die Freigabe zu beenden. Dafür wird ein
definierter Grenzwert mit gemessenen Zeitlücken aufeinander folgender Fahrzeuge ver-
glichen. Hintergrund ist die Annahme, dass sich bei kleinen Zeitlücken entweder noch
eine Warteschlange leert oder sich Kolonnen der Kreuzung nähern, so dass sich die Fort-
setzung der Freigabezeit lohnt, bis der Grenzwert überschritten wird. Je nach zulässiger
Geschwindigkeit wird dafür ein Detektor in 15 - 60 m vor der Haltelinie verwendet [8].
Diese Zeitlückenmessung wird nachfolgend in dieser Arbeit stets als Zeitlückensteue-
rung referenziert. Charakteristisch ist der relativ kleine Prognosehorizont aufgrund des
kurzen Detektorabstandes zur Haltelinie. Dadurch bedingt sind auch fehlerhafte Rück-
schlüsse nicht auszuschließen, die das Ende einer Warteschlangenleerung oder einer
Kolonne annehmen, obwohl nur zufällig eine größere Zeitlücke auftrat bzw. mehrere
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kompakte Kolonnen aufeinander folgen mit einer größeren Zeitlücke dazwischen. Ob
die Fortsetzung einer Freigabe oder einer Phase effizient ist, wird hier nur anhand der
Messwerte der gerade freigegebenen Verkehrsströme beurteilt. Wenn die Einbeziehung
der gerade nicht bedienten Zufahrten fehlt, kann das zu ungünstigen Entscheidungen
führen.
Modellbasierte Verfahren
Auch bei den modellbasierten Verfahren werden Messdaten aus Detektoren genutzt.
Vor der Umsetzung in Schaltbefehle erfolgt eine Verarbeitung der erfassten Messwerte
in einem Verkehrsmodell. Der aktuelle Verkehrsfluss am Detektor wird analysiert, bei-
spielsweise durch die Anzahl und Zeitpunkte von Überfahrten. Daraus werden je nach
Modell in Kombination mit der Signalisierung weitere Kenngrößen, wie z. B. Rückstau-
längen, Wartezeiten oder Halte abgeleitet.
Weiterhin geschieht immer auch eine Prognose über einen gewissen Zeithorizont, der
zwar durch Randbedingungen wie dem Abstand vom Detektor zur Haltelinie begrenzt
ist, häufig aber durch Modellannahmen, z. B. aus historischen Daten, erweitert wird. Da-
bei wird die Wirkung verschiedener Möglichkeiten, wie die Signalisierung vom aktuellen
Zeitpunkt aus weiter verlaufen könnte, mittels der gewählten Kenngrößen abgeschätzt.
Aus einem Lösungsraum wird anschließend diejenige ausgewählt, die die definierte Ziel-
funktion minimiert. Je nach Verfahren sind verschiedene Optimierungsverfahren oder
Kombinationen davon im Einsatz. Tabelle 2.1 auf Seite 19 liefert eine Übersicht über
einige Optimierungsverfahren mit Beispielen für deren Anwendung in Steuerungen.
Mit modellbasierten Verfahren sind nochmals Verbesserungen bei der Anpassung an
den Verkehrsablauf erreichbar. So lassen sich prinzipiell nicht nur kurzfristige Schwan-
kungen ausgleichen, sondern auch grundlegende Anpassungen der Steuerung z. B. an
veränderte Verkehrsstärken oder Abbiegeraten vornehmen.
MOVA
Mova ist ein vor allem in Großbritannien verbreitetes modellbasiertes Steuerverfahren,
das in den 80er Jahren entwickelt wurde [125]. Es ist dort der allgemeine Standard
bei allen Umrüstungen und Neuinstallationen im Hauptverkehrsstraßennetz an isolier-
ten Knotenpunkten [2, 5]. Da es keine feste Umlaufzeit gibt, ist das Verfahren nicht
für Koordinierungen geeignet. Es basiert auf Phasen und minimiert ebenso wie die in
Kapitel 3 vorgestellte Methodik Fahrzeughalte, um Grünzeiten anzupassen.
Das Verfahren verwendet Detektoren, die so angeordnet sind, dass die freie Fahr-
zeit zwischen dem nahen Detektor (auch x-Detektor genannt) und der Haltelinie ca.
3,5 s und vom entfernteren Zuflussdetektor ca. 8 s beträgt (siehe Abbildung 2.1). Im
städtischen Raum sind das Detetektorabstände von ca. 40 m bzw. 100 m [2]. Mit Hilfe




Abbildung 2.1: Lage der Detektoren bei MOVA, aus [121].
1. Zuerst muss die vorgeschriebene absolute Mindestgrünzeit vergehen.
2. Anschließend wird bis zum Ende einer intern berechneten Mindestgrünzeit ab-
gewartet, die sich an der geschätzten Warteschlange zwischen x-Detektor und
Haltelinie bemisst.
3. Als nächstes wird das Ende des Sättigungsflusses abgewartet. Wenn die Warte-
schlange über den x-Detektor hinausragt, so werden die Fahrzeuge auch nach
Ablauf der internen Mindestgrünzeit mit maximaler Rate abfließen. Das Ende
des Sättigungsflusses erkennt Mova daran, dass die Zeitlücken einen definierten
Grenzwert überschreiten.
4. Meist wird das Grün noch weiter gehalten. Hier wird entschieden, ob eine Über-
lastung vorliegt. Dazu misst der Zuflussdetektor, wie schnell sich am Rotanfang
wieder eine Warteschlange bildet. Er misst die Fahrzeugüberfahrten und vergleicht
sie mit einem für jeden Fahrstreifen definierten Wert:
a) Die Auslastung liegt unterhalb der Kapazitätsgrenze: Hier wird der freigege-
bene Zufluss auf Basis der Detektordaten modelliert und die Wartezeit der
gerade gesperrten Verkehrsströme betrachtet. Dabei wird eine Zielfunktion
aus Wartezeiten und Stopps für die gesamte Kreuzung minimiert.
b) Mindestens eine Zufahrt ist überlastet: Wenn der Verkehr nicht mehr effizient
abgefertigt werden kann, wird die Freigabe beendet.
Die Grünzeitdehnung ist i. d. R. nicht begrenzt. Im ungesättigten Modus (4a) wird der
Wartezeiten- und Stopp-minimierende Prozess jede halbe Sekunde durchlaufen. Nach
der Modellierung der detektierten Fahrzeugpositionen und -bewegungen wird berechnet,
wie viele Fahrzeuge von jeder Sekunde einer Phasenverlängerung profitieren würden.
Gleichzeitig erfolgt anhand der Anzahl der bereits wartenden Fahrzeuge und einer an-
genommenen Ankunftsrate eine Abschätzung des dort verursachten Verlustes. Er wird
gegenüber dem Verlust abgewogen, den ein sofortiger Phasenwechsel für die freigegebe-
nen Verkehrsströme haben würde [121].
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In einem umfassenden Feldtest mit 20 Knotenpunkten traten gegenüber der zuvor
eingesetzten verkehrsabhängigen Steuerung durchschnittlich 13 % weniger Wartezeiten
auf [94]. Eine weitere Feldstudie [82] bestätigte vor allem die kapazitätssteigernde Wir-
kung der Steuerung, bei der Sättigungsflussraten gemessen wurden. Auch an signali-
sierten Kreisverkehren konnten Verbesserungen erzielt werden [111, 112, 117].
2.2.3 Netzsteuerverfahren
Netzsteuerverfahren sind in der Regel modellbasierte Verfahren, die geeignet sind, meh-
rere Knoten bis hin zu ganzen Netzen zu regeln. Im Gegensatz zu lokalen Steuerver-
fahren berücksichtigen sie explizit eine netzweite Optimierung der Verkehrsströme, so
dass Wartezeiten und Halte global minimiert werden.
Die ersten Vorläufer der heutigen adaptiven Verfahren bildeten rechnergestützte Ver-
fahren zur Offline-Optimierung von Festzeitsignalprogrammen. Ein sehr bekanntes Bei-
spiel ist Transyt [98, 99]. Die Netzsteuerverfahren lassen sich nach ihrem Zentralisie-
rungsgrad in zentrale, hierarchisch-dezentrale und reine dezentrale Systeme gliedert. Im
Folgenden werden von jeder Gruppe beispielhaft einige Steuerverfahren vorgestellt.
Zentrale Systeme
Charakteristisch für diese Verfahren ist, dass sie das Verkehrsnetz ausschließlich von
einem zentralen Rechner aus steuern. Nachfolgend werden zwei Vertreter dieser Kate-
gorie vorgestellt.
SCOOT: Eines der ältesten und im englischsprachigen Raum sehr weit verbreitetes
zentrales Verfahren zur adaptiven Netzsteuerung ist Scoot [62, 63, 102, 100]. Es ist die
Online-Version des zuvor entwickelten Verfahrens Transyt [100], das den Verkehr in
einem festzeitgesteuerten Straßennetz offline optimiert. Es werden die Umlaufzeit, der
Versatz zwischen Knotenpunkten und die Grünzeitaufteilung optimiert. Die Phasenein-
teilung bleibt unveränderlich.
Die Detektoren befinden sich möglichst weit stromaufwärts des Knotenpunktes am
Beginn der Zufahrt. Nachdem die Fahrzeuge im Zufluss detektiert wurden, werden die
Fahrzeit von Detektor zur Haltelinie und der Streuung aufgrund sich verbreitender Ko-
lonnen berücksichtigt, um daraus die Fahrzeugankünfte zu prognostizieren. Anschlie-
ßend werden Verkehrsflussprofile generiert, d. h. periodisch wiederkehrende Muster in
der Verkehrsnachfrage.
Daraufhin werden kurz vor Phasenende die Grünzeiten so angepasst, dass möglichst
ein gleichmäßiger Sättigungsgrad auf den maßgebenden Zufahrten aller Phasen erreicht
wird. Dabei werden kurzzeitige Abweichungen vom geplanten Ende um genau -4 s oder
+4 s zugelassen, wobei danach das geplante Grünzeitende für den nächsten Umlauf um
−1 s bzw. +1 s angepasst wird [107]. Die Flussprofile werden für die Versatzzeitopti-
mierung genutzt. Dabei wird ermittelt, bei welchem Versatz die geringsten Halte und
Wartezeiten anfallen und dieser schrittweise eingestellt.
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Tabelle 2.1: Optimierungsverfahren ausgewählter Steuerungen.
Optimierungsverfahren Beispiele für Steuerverfahren
Analytische Optimierung Mova [125]
Numerische Verfahren Scoot [62], Balance [45]
Dynamische Programmierung Opac [48], Dypic [101], Prodyn [60], Utopia [39],
Cop-Algorithmus zur Phasenanpassung in Rhodes [106]
Vollständige Enumeration Opac, Scoot (für Freigabe- und Versatzzeiten)
Heuristische Verfahren Opac, Cronos [19, 20, 21], Utopia
Künstliche Intelligienz, z. B.
Genetische Algorithmen Darvin [40], Travolution [23, 24, 115]
Kennzeichnend für das Verfahren ist, dass es nur kleine und regelmäßige Anpassungen
von Umlauf zu Umlauf zulässt, um daraus entstehende Störungen des Verkehrsflusses zu
vermeiden. Außerdem gibt es längere Reaktionszeiten aufgrund der Übertragungswege
zum zentralen Rechner. Damit ist jedoch nur eine eingeschränkte Anpassung auf kurz-
fristige Verkehrsschwankungen und nur eine verzögerte Reaktion auf länger dauernde
Nachfrageverschiebungen möglich. Darüber hinaus ist eine Bevorrechtigung des ÖPNV
nicht vorgesehen.
TUC: ist ein in Griechenland entwickeltes Netzsteuerverfahren, das einen store-and-
forward-Ansatz verwendet. Zunächst wird anhand der Netzwerktopologie, Abbiegeraten
und zuvor festgelegter Phasen eine Steuermatrix offline ermittelt. Für jeden Umlauf wird
die durchschnittliche Fahrzeugzahl auf einem Straßenabschnitt aus den Belegungsmes-
sungen eines Detektors geschätzt. Die aktuellen Fahrzeugzahlen aller Straßenabschnitte
werden in einem Zustandsvektor für das Netzwerk zusammengefasst. Aus der Steuerma-
trix und dem Zustandsvektor wurden anfangs für jeden Umlauf nur Grünzeiten inner-
halb festgelegter Minima und Maxima optimiert [33, 35]. Später kamen die Optimierung
von Versatz- und Umlaufzeiten sowie eine ÖPNV-Priorisierung hinzu [34].
Tuc zeigt insbesondere bei übersättigten Netzen gute Ergebnisse [16, 36, 37]. Ein wei-
terer Vorteil ist die Eignung für große Netze, da die Anzahl der notwendigen Berech-
nungen sinkt. Durch die Modellierung als linear-quadratisches Optimierungsproblem
reduziert es sich auf polynomiale Komplexität.
Hierarchisch-dezentrale Systeme
Hierarchisch-dezentrale Systeme bilden den größten Anteil bei den Netzsteuerverfah-
ren, die aus zwei oder drei Ebenen bestehen. Auf der strategischen Ebene stellen sie die
netzweite Koordinierung in einem übergeordneten Rechner sicher, indem sie Rahmen-
vorgaben an die lokalen Steuerungen weitergeben. Diese haben einen gewissen Entschei-
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dungsspielraum für kleinere Anpassungen an kurzfristige Schwankungen. Gewöhnlich
werden lokal die Freigabezeitdauern optimiert.
Manchmal gibt es noch eine taktische Ebene mit einem zentralen Rechner und lokalen
Steuerrechnern, auf der mehrere Knotenpunkte in einem Verkehrsrechner zu einer Re-
gion zusammengefasst sind, z. B. das in Australien weit verbreitete Sats [108, 109] oder
die deutschen Systeme Balance [43, 45] und Motion [15, 28, 29]. Diese drei Systeme
operieren zyklisch auf Basis von Umlauf-, Freigabe- und Versatzzeiten und optimieren
mindestens eine der genannten Größen. Auf der strategischen Ebene erfolgt eine Opti-
mierung meist der Umlaufzeit und/ oder Versatzzeit nur etwa alle 10-15 min und eine
Übermittlung an die lokale Ebene. Innerhalb des so vorgegebenen Rahmens können die
einzelnen Steuergeräte auf lokale, kurzfristige Schwankungen reagieren. Dafür werden
Grünzeiten häufig mittels Zeitlückenmessung angepasst.
Daneben gibt es azyklische Verfahren, die die klassischen Kenngrößen zur Netzkoor-
dinierung (Versatzzeiten, Freigabe- und Umlaufzeiten) nicht explizit verwenden, z. B.
Utopia/ Spot [39, 80], Opac [30, 48, 49], Prodyn [59, 60], Rhodes [84, 85]. Die ge-
nannten Verfahren lösen das Optimierungsproblem mit dynamischer Programmierung,
wobei ein gleitender Prognosehorizont typisch ist. Die Steuerungsentscheidungen wer-
den über einen gewissen Horizont, gewöhnlich 60 Sekunden, optimiert und anschließend
für eine kürzere Zeitdauer umgesetzt, z. B. 12 Sekunden. Nach Ablauf dieser Zeit findet
eine erneute Optimierung für den nächsten Zeitraum statt.
Dezentrale Systeme
Dezentrale Systeme regeln den Verkehrsfluss auf lokaler Ebene unabhängig voneinander.
Gleichzeitig koordinieren sie die Verkehrsströme knotenpunktübergreifend, ohne dass es
einer zentralen, übergeordneten Steuerung bedarf. Eine Koordinierung wird durch die
rechtzeitige Information über sich nähernde Fahrzeuge und Kolonnen erreicht. Diese
werden entweder im Zufluss in ausreichender Entfernung zum Knotenpunkt direkt de-
tektiert, wie z. B. bei der Selbst-Steuerung [72], oder durch eine zusätzliche Kommu-
nikation mit benachbarten Knotenpunkten weitergegeben, wie z B. bei Surtac [110].
Priemer [97] dagegen schlägt ein dezentrales Verfahren vor, das u. a. auf vehicle-to-
infrastructure-Kommunikation basiert.
Surtac ist als dezentrales Multiagenten-System aufgebaut. Der Verkehr wird als
Sequenz von Clustern, die jeweils Warteschlangen und Kolonnen repräsentieren, model-
liert. Mittels Vorwärtsrekursion und dynamischer Programmierung werden Grünzeiten
so geplant [133, 135], dass die Gesamtwartezeiten minimiert werden. Das Steuerverfah-
ren wurde erfolgreich in Pittsburgh, USA getestet [110]. Für Erweiterungen, die auch
den Bus- [78] und Fußgängerverkehr [134] in die Optimierung einbeziehen, sind Praxis-
tests geplant.
Die Selbst-Steuerung modelliert den Verkehr als hybrides dynamisches System,
das sowohl kontinuierliche als auch diskrete Zustandsgrößen enthält, und minimiert die
Gesamtwartezeiten mit einem heuristischen Optimierungsverfahren. Dabei wird eine
sehr hohe Flexibilität erreicht, da sowohl die Zusammensetzung der Verkehrsströme





Abbildung 2.2: Wartemodell nach Kimber und Hollis.
potenziellen Aufschaukeln dieser voll-verkehrsabhängigen Steuerung entgegenzuwirken,
gibt es ein Stabilisierungsverfahren, das eine mittlere und eine maximale Bedienperiode
gewährleistet [73]. Dieses Verfahren befindet sich gerade im Praxistest. Es ist nicht
bekannt, ob noch weitere dezentrale Systeme in Deutschland im Einsatz sind.
2.3 Warteschlangenmodelle
Um zufällige Verkehrsnachfrageschwankungen zu modellieren, kann man insbesondere
an isolierten Kreuzungen voneinander unabhängige Ankünfte annehmen. Wenn man in
gleich großen Zeitintervallen die ankommenden Fahrzeuge auf einer Zufahrt misst, so
ist deren Anzahl poissonverteilt. Dabei ist die Wahrscheinlichkeit, dass eine Zeitlücke
zwischen zwei aufeinanderfolgenden Fahrzeugen gleich oder kleiner als ein definierter
Grenzwert auftritt, exponentialverteilt [26, 105].
Im gesperrten Signalisierungszustand entstehen dabei auf einer Zufahrt Warteschlan-
gen, die z. B. mit stochastischen Warteschlangenmodellen sehr gut mathematisch be-
schrieben werden können [56, 65, 75, 103, 131]. Sie sind allerdings nur im stationären
Gleichgewicht gültig, das bedeutet, der Verkehr befindet sich im untersättigten Be-
reich [128], in dem sich die statistischen Verteilungen der Verkehrskenngrößen nicht
ändern. Nicht stationärer Verkehr, d. h. Stop-and-Go Verkehr, kann mit sog. transien-
ten Warteschlangenmodellen beschrieben werden [57]. Daneben gibt es auch einfache
deterministische Modelle [81], die zur Modellierung von Fahrzeugankünften in eini-
gen Steuerverfahren verwendet werden, wie z. B. in [39, 72, 83]. Sie eignen sich, wenn
aus Detektordaten Fahrzeugankünfte geschätzt werden sollen oder die Ankünfte relativ
gleichverteilt sind, was beispielsweise in Kolonnen der Fall ist.
Während stochastische Modelle Staulängen bzw. Wartezeiten überschätzen, werden
sie von deterministischen Modellen unterschätzt. Dies geschieht, da letztere die Effekte
von ungleichmäßigen Ankünften nicht berücksichtigen. Deshalb entwickelten Kimber
und Hollis [66] einen neuen Ansatz, der mit Hilfe von Koordinatentransformation die
Unstetigkeit der stochastischen Modelle bei einer Auslastung von 100 % überwindet und
sich der deterministischen Funktion asymptotisch annähert (siehe Abbildung 2.2).
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Warteschlangen können neben der Abbildung ihrer räumlichen und zeitlichen Dimen-
sion auch als Punktwarteschlange modelliert werden, die zwar Ankunftszeitpunkte und
Fahrzeugmengen beachtet, aber keine räumliche Ausdehnung [22, 31, 90]. Beispiele für
die räumliche Modellierung sind Tuc [33] oder Balance [45], für die Modellierung als
Punktwarteschlange die Selbst-Steuerung [72] oder Surtac [110].
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Das entwickelte Verfahren zur Minimierung
von Fahrzeughalten
In diesem Kapitel wird die Methodik zur Minimierung von Fahrzeughalten beschrieben
(siehe auch [118] und [119]). Mit diesem Verfahren wird die Dauer von Grünzeiten an
das aktuelle Verkehrsgeschehen angepasst. Es kann als Baustein in eine übergeordnete,
umlaufbasierte Steuerung sowohl an isolierten Knotenpunkten als auch in Verkehrs-
netzen integriert werden.
Zuerst wird in Kapitel 3.1 die Methodik zur Anpassung der Phasendauer in den Steue-
rungsablauf eingeordnet. Dabei wird auch das zentrale Konzept des Umschaltfensters
vorgestellt, das den zeitlichen Rahmen für eine Optimierung von Fahrzeughalten bildet.
Anschließend wird in Kapitel 3.2 erklärt, wie aus den Detektordaten im Zufluss bzw. im
Abfluss des vorgelagerten Knotenpunktes die Fahrzeugankünfte an der Haltelinie prog-
nostiziert werden. Bevor das Optimierungsverfahren zur Minimierung von Fahrzeug-
halten aktiv werden kann, muss zuerst die Leerung von Warteschlangen sichergestellt
werden, wie in Kapitel 3.3 beschrieben. Damit werden die Kapazitäten auch bei hoher
Auslastung effizient genutzt. Wie die potenziellen Halte für die aktuelle und die nächste
Phase in Abhängigkeit aller möglichen Umschaltzeitpunkte ermittelt werden, wird in
Kapitel 3.4 vorgestellt. Daraufhin schließt sich in Kapitel 3.5 eine Steuerentscheidung
so an, dass die Anzahl der Fahrzeughalte minimiert werden.
3.1 Einordnung in den Steuerungsablauf
Mit dem entwickelten Optimierungsverfahren zur Minimierung von Fahrzeughalten,
hier auch als Stopp-Minimierung bezeichnet, wird die Phasendauer angepasst. Dafür
stehen in jeder Zufahrt stromaufwärts der Haltelinie Detektoren zur Verfügung, um
die Zeitpunkte der an der Haltelinie ankommenden Fahrzeuge zu prognostizieren (siehe
Abschnitt 3.2).
Das Verfahren ist stets in eine übergeordnete, umlaufbasierte Steuerung eingebettet,
die eine Zuordnung von Signalgruppen zu Verkehrsströmen, die Zusammensetzung und
Reihenfolge der Phasen und ggf. eine feste Umlaufzeit vorgeben muss. Weiterhin werden
vordefinierte minimale und maximale Phasenlängen benötigt. Diese Parameter müssen
rechtzeitig für einen neuen Umlauf bekannt sein und können von einer übergeordneten
Steuerung kontinuierlich nach deren Zielfunktion angepasst werden. Deshalb sind da-
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für sowohl Steuerungsverfahren an isolierten Knotenpunkten mit fester oder variabler
Umlaufzeit, als auch adaptive, umlaufbasierte Netzsteuerverfahren geeignet.
Die vorgegebene Umlaufzeit wird hier durch die Nutzung aller maximalen Phasen-
dauern erreicht. Deshalb entstehen Zeitgewinne, sobald eine Phase vor dem Erreichen
der maximalen Zeitdauer endet, d. h. abgebrochen wird. Nur wenn die Umlaufzeit va-
riabel ist, darf sie sich gegenüber der maximalen Dauer verkürzen. Deshalb müssen
die Zeitgewinne aus den Phasenabbrüchen an geeigneter Stelle wieder hinzugefügt wer-
den, um eine feste Umlaufzeit zu gewährleisten. Dieser als Synchronisation bezeichnete
Prozess wird in Abschnitt 3.1.2 näher erläutert.
3.1.1 Das Konzept des Umschaltfensters
Der sich aus der minimalen und maximalen Phasendauer ergebende variable Phasen-
anteil wird als Umschaltfenster bezeichnet. Es bildet den Rahmen für die Wahl eines
geeigneten Umschaltzeitpunktes zwischen zwei Phasen. Sobald dieser feststeht und er-
reicht ist, wird ein Phasenübergang eingeleitet.
Die Umschaltfenster jeder Phase werden beim Entwurf des Signalprogramms vorab
geplant. Dabei gibt es pro Phase nur ein Fenster, während dem alle zur Phase gehöri-
gen Signalgruppen freigegeben sind. Da die Signalgruppen jedoch verschieden beginnen
und enden können und die Fahrzeuge entsprechend ihrer signalisierten Freigabe abflie-
ßen und anhalten, wird anschließend die Abbildung des Umschaltzeitpunktes auf die
Signalgruppen erklärt (siehe Abbildung 3.1 (b)).
Die Phasenebene
Es wird von einem Rahmensignalprogramm ausgegangen, in dem Phasen, Phasenüber-
gänge sowie minimale und maximale Grünzeiten festgelegt sind. Entsprechend den
Grünzeiten wird ein Umschaltfenster so in eine Phase gelegt, dass es die letzten Grün-
sekunden einer Phase abdeckt, wie Abb. 3.1 (a) zeigt. Das Fenster Fp enthält alle mögli-
chen Umschaltzeitpunkte tp ∈ Fp der zugehörigen Phase p. Ein Umschaltfenster beginnt
nach der planerisch festgelegten Mindestfreigabezeit, die durchaus größer als das Min-
destgrün im Sinne der RiLSA [8] sein kann, und endet mit der maximalen Freigabezeit.
Der Umschaltzeitpunkt tp, der eine Phase p beendet und den Phasenübergang zur
nächsten Phase p+1 einleitet, wird relativ zum Startzeitpunkt des zugehörigen Fensters
Fp angegeben. Der früheste Umschaltzeitpunkt tp = 0 korrespondiert mit dem Start
des Fensters Fp, der späteste Umschaltzeitpunkt tp = Fp mit dem Fensterende, so dass
gilt:
tp ∈ Fp := {tp ∈ Z : 0 ≤ tp ≤ Fp} (3.1)
Die Signalgruppenebene
Die Freigabezeit einer Signalgruppe endet jedoch in der Regel nicht am Phasenende,
sondern während des Phasenüberganges. Aufgrund von verschiedenen Zwischenzeiten
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Abbildung 3.1: (a) Die Umlaufzeit eines vorgegebenen Signalzeitenplanes ist in Phasen (grün) und
Phasenübergänge (Zwischenräume) eingeteilt. Innerhalb der Umschaltfenster (hell-
grün) liegen mögliche Umschaltzeitpunkte tp ∈ [0, Fp]. (b) Das Grünende einer zu-
gehörigen Signalgruppe ist gegenüber tp um ∆ti versetzt und liegt innerhalb von
[∆ti, Fp + ∆ti] (hellgrüner Balken).
zwischen einzelnen Signalgruppen beginnen und enden die zugehörigen Grünzeiten in
einer Phase häufig versetzt. Bei fester Phaseneinteilung und Phasenfolge laufen die
Übergänge immer gleich ab. Um nun den phasenbezogenen Umschaltzeitpunkt tp auf
das Grünende bzw. den Grünbeginn einer einzelnen Signalgruppe abzubilden, werden
die konstanten Größen ∆ti und ∆tj eingeführt. Dabei bewirkt der Umschaltzeitpunkt
tp ein um ∆ti Sekunden späteres Grünende tgei der Signalgruppe i und führt nach ∆tj
Sekunden zum Grünbeginn tgaj einer Signalgruppe j der nächsten Phase, so dass gilt:
tgei = tp + ∆ti und t
ga
j = tp + ∆tj (3.2)
Da die zuerst endende Signalgruppe den Phasenübergang einleitet, weist sie gegenüber
dem Fenster keinen Zeitversatz (∆t1 = 0) auf, wie aus Abbildung 3.1(b) ersichtlich
wird. Alle weiteren Signalgruppen der aktuellen Phase weisen einen Zeitversatz von
∆ti gegenüber dem Umschaltfenster Fp auf, die der nächsten Phase einen Versatz von
∆tj . Wegen der gleichzeitig enthaltenen Zwischenzeit zur ersten endenden Signalgruppe
ist ∆tj im Allgemeinen größer als ∆ti.
Die später betrachteten Fahrzeughalte treten in Abhängigkeit der Grünzeiten der
Signalgruppen auf. Deshalb ist die Abbildung des Umschaltzeitpunktes einer Phase auf
die Signalgruppen hier notwendig.
3.1.2 Synchronisation
Innerhalb der Umschaltfenster wird nach der in Abschnitt 3.5 beschriebenen Schaltstra-
tegie ein Phasenende ausgewählt. Da die Umlaufzeit dadurch erreicht wird, dass alle
Phasen bis zu ihrem Maximum genutzt werden, entstehen durch die Anpassung der Pha-
sendauern ungenutzte Grünzeiten bzw. Phasenanteile. Man kann sie entweder einspa-
ren, was zu einer verkürzten Umlaufzeit führt, oder an einer anderen, geeigneten Stelle
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im Phasenablauf nutzen. Letzteres kann mit der Einführung von Synchronisationszeit-
punkten realisiert werden, um konstante Umlaufzeiten zu sichern. Das amerikanische
Traffic Signal Timing Manual [124] kennt zwei Prinzipien zur Verteilung eingesparter
Grünzeiten innerhalb eines Umlaufes, das Floating Force-Off -Prinzip und das Fixed
Force-Off -Prinzip. Beide Konzepte werden nachfolgend erläutert und diskutiert.
Synchronisationszeitpunkte
Es ist sinnvoll, einen Synchronisationszeitpunkt nicht in einen Phasenübergang, son-
dern in eine Phase zu legen, so dass dort zusätzliche Grünzeiten entstehen. Bei jedem
Synchronisationszeitpunkt wartet die Steuerung in dem angezeigten Signalbild so lange,
bis die bis dahin aufgelaufenen, eingesparten Grünzeiten „aufgebraucht“ sind.
Wenn eine Phase früher, d. h. vor dem maximalen Grünende, beendet wird, star-
ten auch die nächste und ggf. auch alle darauffolgenden Phasen eher. Ohne Ausgleich
kommt es zur Verkürzung der Umlaufzeit und ggf. Verschiebung der Versatzzeit. Ein
Synchronisationszeitpunkt in einer Phase bewirkt neben einer Verlängerung ihrer Dau-
er auch, dass die Lage dieser Phase im Umlauf wieder der Planung im Signalprogramm
entspricht. Die Phase, die einen Synchronisationszeitpunkt enthält, wird nachfolgend
als synchronisierte Phase bezeichnet.
Bei Knotenpunkten in Koordinierungen ist es naheliegend, einen Synchronisations-
zeitpunkt in jeder koordinierten Phasen zu planen. Dann bleibt nicht nur die Umlaufzeit,
sondern auch die Lage der koordinierten Phasen im Umlauf konstant, so dass die not-
wendigen Versatzzeiten zwischen Knotenpunkten garantiert werden. Man könnte den
Synchronisationszeitpunkt auch in eine andere Phase legen, um die Umlaufzeit zu ge-
währleisten. Jedoch stellt man damit planerisch die relative Lage dieser Phase sicher,
und nicht die Lage der koordinierten Phase mit ihren Versatzzeiten.
Bei isolierten Knotenpunkten gibt es keine Wechselwirkungen zu benachbarten
Knotenpunkten. Deshalb besteht gewöhnlich keine Notwendigkeit für eine konstante
Umlaufzeit. Dann können die Synchronisationszeitpunkte weggelassen werden. Da die
Anpassung der Phasenlängen in den Fenstern von der konkreten Verkehrssituation ab-
hängt, werden die Umlaufzeiten entsprechend schwanken. Die minimal mögliche Um-
laufzeit ist folglich die Summe aus Phasenübergängen und den minimalen Phasenlängen.
Die maximale Umlaufzeit entspricht demnach der Summe aus Phasenübergängen und
den maximalen Phasenlängen. Die maximale Phasenlänge wird dann erreicht, wenn das
sich an die minimale Phasenlänge anschließende Umschaltfenster voll genutzt wird.
Feste maximale Phasenlängen - Floating Force-Offs
Bei dem Konzept der Floating Force-Offs wird die geplante Länge der Umschaltfenster
und somit der zugewiesene maximale Phasenanteil an der Umlaufzeit nicht überschrit-
ten. Das bedeutet, dass eingesparte Grünzeiten aus früheren Phasenabbrüchen vorher-
gehender Phasen ausschließlich in synchronisierten Phasen verbraucht werden. Diese
entsprechen in der Regel den koordinierten Phasen.
Abbildung 3.2 verdeutlicht dieses Konzept. Die erste Zeile (a) bildet die im Rah-
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Abbildung 3.2: (a) Geplante Phasen mit Umschaltfenstern in jeder Nebenphase (grün) und der koor-
dinierten Phase (gelb). (b) Beispiel für realisierte Phasendauern in einem Umlauf,
nach dem Floating Force-Off -Prinzip. Der geplante Grünzeitanteil darf nicht über-
schritten werden. (c) Beispiel für realisierte Phasendauern in einem Umlauf, nach
dem Fixed Force-Off -Prinzip. Unabhängig vom Phasenanfang ist die Dehnung bis
zum geplanten Fensterende (gestrichelte Linie) möglich.
mensignalplan vorgesehenen Phasenanteile inklusive der Umschaltfenster ab. Für alle
Phasen wird ein gleicher Anteil von 30 s geplant. In der koordinierten Phase 1 liegt am
Grünbeginn ein Synchronisationszeitpunkt. Phase 3 hat einen aktuellen Bedarf von 40 s.
Obwohl Gewinne aus dem früheren Ende von Phase 2 vorhanden sind, wird beim Floa-
ting Force-Offs-Prinzip (Zeile (b)) lediglich bis zur vorgesehenen Fensterlänge der Phase
3 gedehnt. Außerdem wird gleichzeitig die Lage der Phase im Umlauf von Sekunde 30
bis 50 hin zu 20 bis 40 vorverlegt.
Feste späteste Phasenenden - Fixed Force-Offs
Im Gegensatz zu den Floating Force-Offs kann bei dem Konzept der Fixed Force-Offs die
geplante Fensterlänge überschritten werden. Hier ist das späteste Phasenende bezüglich
der Lage im Umlauf fixiert. Dadurch können Gewinne aus einem früheren Umschalten
der zuvor abgelaufenen Phasen bei Bedarf zur Erweiterung des geplanten Umschalt-
fensters der aktuellen Phase genutzt werden. Entsprechend der Zeitdauer, die das Um-
schaltfenster in seiner Länge gedehnt wird, findet so eine Teilsynchronisation schon vor
der koordinierten Phase statt. Dieses Konzept ist für die nicht koordinierten Phasen we-
niger restriktiv als das der Floating Force-Offs, da auch dort Grünzeitgewinne genutzt
werden können.
In Abbildung 3.2 (c) ist zu erkennen, dass jede Phase bis zu ihrem spätesten Ende,
das als gestrichelte Linie dargestellt ist, gedehnt werden kann. Um den Bedarf zu de-
cken, wird das Umschaltfenster in Phase 3 um die Gewinne aus Phase 2 erweitert. Je
mehr Phasen zwischen der letzten koordinierten Phase und somit der vorgeschriebenen
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Synchronisation liegen, desto mehr Gewinne können sich angesammelt haben, die eine
Verlängerung des Umschaltfensters ermöglichen.
3.2 Fahrzeugprognose
3.2.1 Modellierung von Fahrzeugankünften
Zuflussdetektor
Um Fahrzeugankünfte modellieren zu können, ist mindestens ein Zuflussdetektor auf
jedem Fahrstreifen notwendig. Er sollte soweit stromaufwärts der Haltelinie positio-
niert sein, dass ein ausreichender Prognosehorizont gewährleistet ist (siehe Kapitel 3.6).
Idealerweise sollte er so groß sein, dass alle von einem Umschaltzeitpunkt betroffenen
Fahrzeuge bei Fensterbeginn bereits erfasst sind. Es wird hier angenommen, dass der
Zuflussdetektor immer stromaufwärts eines größtmöglichen Stauendes positioniert ist
(siehe Abbildung 3.3).
Jeder Detektionsimpuls am Zuflussdetektor zeigt an, dass ein neues Fahrzeug v ∈
Vp,i,l, d. h. aus der Menge aller Fahrzeuge einer Phase p, einer Signalgruppe i und
eines Fahrstreifens l, an der Haltelinie des zugehörigen Fahrstreifens l ankommen wird.
Nimmt man eine bekannte Reisegeschwindigkeit im freien Verkehr an, dann können
über die Entfernung des Detektors zur Haltelinie die erwarteten Ankunftszeitpunkte an
der Haltelinie mit tZuv,l,i = tdetv,l,i + T geschätzt werden. Ein nicht verzögertes Fahrzeug
erreicht also T Sekunden später die Haltelinie, als es im Zuflussdetektor erfasst wurde.
T ist demnach gleichzeitig der Prognosehorizont (siehe Abbildung 3.3). Wenn sich zwi-
schen dem Zuflussdetektor und der Haltelinie weitere Detektoren befinden, ermöglichen
sie eine Verfeinerung der Prognose, falls Geschwindigkeiten variieren oder Spurwechsel
auftreten.
Ankunftszeitreihe
Die Ankunftszeitreihe an der Haltelinie NZul,i (t) ergibt sich für einen beliebigen Zeitpunkt
t innerhalb des Prognosehorizontes T direkt aus den um T zeitversetzten, kumulierten
Überfahrzeitpunkten des Zuflussdetektors Ndet,Zul,i (t − T ). Für weiter in der Zukunft
liegende Zeitpunkte t ergibt sich die Ankunftszeitreihe aus der Summe der bis zum
aktuellen Zeitpunkt t0 detektierten Fahrzeuge am Zuflussdetektor Ndet,Zul,i (t0) und einem




l,i (t − T ), falls t ≤ t0 + T
Ndet,Zul,i (t0) + N̂Zul,i (t0 + T, t), sonst
(3.3)
Für die Ermittlung von N̂Zui (t0+T, t) gibt es verschiedene Möglichkeiten: Beispielswei-
se kann eine durchschnittliche Ankunftsrate angenommen werden oder man integriert
























Abbildung 3.3: Modellierung von Fahrzeugankünften mit einem Zuflussdetektor. (a) Detektierte
Überfahrten am Zuflussdetektor (b) Erwartete Ankünfte an der Haltelinie (c) Zeitrei-
he der erwarteten Ankünfte an der Haltelinie NZu(t).
Um aus den detektierten Ankunftszeitpunkten auf eine Warteschlange und deren
spätere Leerung zu schließen, sind die räumliche Ausdehnung sowie Brems- und Be-
schleunigungsvorgänge nicht wichtig und bleiben deshalb hier unberücksichtigt. Da der
Verzicht auf Modellierung der räumlichen Dimension die spätere Wahl des optima-
len Umschaltzeitpunktes nicht beeinflusst, werden die Fahrzeuge an der Haltelinie hier
vereinfachend als Punktwarteschlange modelliert. Damit gilt für eine Ankunft in der
Warteschlange derselbe Zeitpunkt wie bei einer Fahrzeugankunft an der Haltelinie bei
unbehinderter Fahrt. Kann ein Fahrzeug nicht unbehindert abfließen, ist es verzögert
und wird zur Warteschlange gezählt.
3.2.2 Modellierung des Fahrzeugabflusses
Abflussdetektor
Nachdem mit einem Zuflussdetektor die ankommenden Fahrzeuge gemessen und da-
mit die Ankunftszeitreihe modelliert wurde, misst ein Detektor, der sich wenige Meter
vor der Haltelinie befindet, die abfließenden Fahrzeuge. Da sich aufgrund seiner Lage
auf dem Detektor durchaus wartende Fahrzeuge befinden können, sind hier Detektions-
impulse relevant, die das Verlassen des Detektors anzeigen. Dies ist nur während der
Freigabezeit zu erwarten, wenn Fahrzeuge abgefertigt werden.
Abflusszeitreihe
Beim Abfluss gibt es zwischen den detektierten Fahrzeugen und der Haltelinie keinen
Prognosehorizont, da der Abflussdetektor aufgrund der räumlichen Nähe mit der Hal-
telinie gleichgesetzt werden kann. Es wird angenommen, dass es für jeden Fahrstreifen
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l einen Abflussdetektor gibt, der die abfließenden Fahrzeuge bis zum aktuellen Zeit-
punkt t0 zählt. Für weiter in der Zukunft liegende Zeitpunkte t muss die Zeitreihe der




l,i (t), falls t ≤ t0
Ndet,Abl,i (t0) + N̂Abl,i (t0, t), sonst
(3.4)
Für die Schätzung von N̂Abl,i (t0, t) müssen gleichzeitig die Freigabezeiten bekannt sein.
Es gilt:
1. Wenn die Signalgruppe im Intervall von t0 bis t gesperrt ist, sind keine neuen
abfließenden Fahrzeuge zu erwarten.
2. Während einer Grünzeit ist anfangs mit einer maximalen Abflussrate qs zu rechnen
bis die Warteschlange geleert ist: N̂Abl,i (t0, t) = N
WS,leer
l,i (t0, t). Die Anfahrzeitver-
luste der ersten Fahrzeuge, die noch nicht mit Sättigungsrate abfließen, werden
hierbei vernachlässigt.
3. Im sich anschließenden, freien Verkehrsfluss entspricht der geschätzte Abfluss der
geschätzten Ankunftszeitreihe: N̂Abl,i (t0, t) = NZul,i (t0, t).
3.3 Leerung von Warteschlangen
In diesem Abschnitt wird ein Kernbaustein des Steuerverfahrens, die Priorisierung der
Warteschlangenleerung, vorgestellt. Die Leerung von Warteschlangen geschieht in der
Regel mit maximaler Abflussrate und stellt damit eine effiziente Nutzung von Grün-
zeiten dar. Der Baustein dient damit der Sicherstellung von bedarfsgerechten Abfer-
tigungskapazitäten, die gerade bei zunehmender Auslastung eines Knotenpunktes ent-
scheidend sind. Die Reservierung von Grünzeiten für die Leerung der Warteschlangen
in der aktuellen Phase soll die höchste Priorität haben. Erst danach wird ggf. ein An-
teil der aktuellen Phase in die nächste Phase verlagert, wenn dort die vorgesehene
Freigabedauer zur Warteschlangenleerung nicht ausreichen. Nur wenn darüber hinaus
Grünzeiten übrig bleiben, werden diese für das Optimierungsverfahren zur Minimierung
von Fahrzeughalten genutzt.
3.3.1 In der aktuellen Phase
Es soll nun antizipiert werden, wie lange die Leerung jeder Warteschlange der aktuel-
len Phase dauert. Diese Prognose findet am Grünbeginn sowie während der Warte-
schlangenleerung statt. Es ist zu berücksichtigen, dass zu den am Anfang der Phase
wartenden Fahrzeugen weitere Ankünfte hinzukommen können, die die Leerungszeit
der Warteschlange verlängern. Die Zeitreihe der erwarteten, kumulierten Ankünfte an
der Haltelinie NZul,i (t) für jeden Fahrstreifen l ∈ Lp,i und jede Signalgruppe i ∈ Ip
erhält man aus den um T zeitversetzten Überfahrten am Zuflussdetektor (siehe Abbil-
dung 3.4). Aus demselben Detektor lässt sich mit Hilfe des Abflussgesetzes [105] eine
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Abbildung 3.4: Ermittlung des Endes der Warteschlangenleerung tWS,leer mittels Messung am Zu-
flussdetektor sowie Kenntnis des Grünbeginns tgai . Daraus lassen sich Ankunfts-
und Abflusszeitreihe prognostizieren. Der Schnittpunkt beider Zeitreihen entspricht
tWS,leer.
Zeitreihe NAbl,i (t) = N
WS,leer
l,i (t) für die Fahrzeuge prognostizieren, die ab dem effektiven
Grünbeginn tga mit bekannter Sättigungsrate qs abfließen.
Die Differenz aus beiden Zeitreihen zu einem bestimmten Zeitpunkt t entspricht der
Anzahl der verzögerten Fahrzeuge n zu diesem Zeitpunkt.
n(t) = NZul,i (t) − NAbl,i (t) (3.5)
Da NZul,i (t) niemals steiler als NAbl,i (t) verläuft, existiert immer ein Schnittpunkt zwi-
schen beiden Zeitreihen. Den Zeitpunkt der abgeschlossenen Leerung tWS,leer kann man
beispielsweise numerisch effizient durch iterative Intervallhalbierung (Bisektion) finden.
Wenn erstmals mehr Fahrzeuge abgeflossen sein könnten als bis dahin an der Halteli-
nie erwartet worden sind, gilt dies als Ende der Warteschlangenleerung tWS,leer, wie in
Abb. 3.4 zu sehen ist. Das bedeutet, dass hier auch nicht verzögerte, sich unmittelbar an-
schließende Fahrzeuge, die mit maximaler Sättigungsrate abfließen, zur Warteschlange
gezählt werden.
Ein Abflussdetektor unmittelbar vor oder nach der Haltelinie ermöglicht die Verifizie-
rung dieser Abflussprognose. Werden die Zeitlücken zwischen den Fahrzeugen größer,
dann kann davon ausgegangen werden, dass eine Warteschlange vollständig geleert ist.
So wird die Prognose beispielsweise gegenüber Fahrzeitschwankungen robust.
Sobald die Warteschlangenleerung beendet wurde und die maximale Grünzeit noch
nicht erreicht ist, wird im nächsten Schritt ermittelt, ob die vorgesehenen maximalen
Grünzeiten zur Warteschlangenleerung in der nächsten Phase ausreichen.
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3.3.2 In der nächsten Phase
In jeder Phase steht eine vorab geplante maximale Dauer zur Verfügung. Bei unerwartet
vielen Fahrzeugankünften reicht ggf. für eine zugehörige Signalgruppe j ∈ Ip+1 die
vorgesehene maximale Grünzeit gmaxj zur Fahrzeugabfertigung nicht aus. Um in dem Fall
für die nächste Phase p+1 eine vollständige Leerung der Warteschlangen zu ermöglichen,
muss die Grünzeit rechtzeitig beginnen, da das späteste Grünende festgelegt ist.
Ein aktuelles Umschaltfenster Fs wird deshalb verkürzt, indem sein spätestes Ende
vorgezogen wird, um die maximal vorgesehene Grünzeit in der nächsten Phase noch-
mals zu erweitern. Damit wird sichergestellt, dass alle erwarteten Fahrzeuge bis zum
maximalen Grünende der nächsten Phase abgefertigt werden können. Erst danach legt
das Optimierungsverfahren zur Minimierung der Fahrzeughalte den tatsächlichen Um-
schaltzeitpunkt innerhalb des verbleibenden Umschaltfensters fest.
Um den Grünzeitbedarf gbedj ermitteln zu können, werden zuerst alle Ankünfte auf
einem Fahrstreifen l einer Signalgruppe j bis zum spätesten Grünende tge,maxj in der
nächsten Phase gezählt. Falls der Prognosehorizont nicht ausreicht, werden weitere
Fahrzeugankünfte geschätzt, wie in Abschnitt 3.2.1 beschrieben. Von diesen Ankünf-
ten NZul,j (t
ge,max
j ) werden die Fahrzeuge NAbl,j , die bis zum letzten Rotanfang traj abge-
flossen sind, abgezogen und der Quotient mit der Sättigungsflussrate qs gebildet:
∀j ∈ Ip+1 : gbedj =
NZul,j (t
ge,max
j ) − NAbl,j (traj )
qs
(3.6)
Wenn der ermittelte Grünzeitbedarf die geplante maximale Grünzeit übersteigt, d. h.
gbedj > g
max
j , so muss das aktuelle Umschaltfenster um ∆fp verkürzt werden. Der
Maximum-Operator in Gleichung 3.7 macht deutlich, dass für die Bemessung von ∆fp
nur die Warteschlange mit der größten Zeitüberschreitung gegenüber der geplanten ma-
ximalen Grünzeit entscheidend ist:
∆fp = max(gbedj − gmaxj ; ∀j ∈ Ip+1) (3.7)
Voraussetzung für diese Anpassung ist natürlich, dass das neue, späteste Grünende der
aktuellen Phase noch in der Zukunft liegt. Anders ausgedrückt: eine Verkürzung des
Umschaltfensters ist immer nur bis zum aktuellen Zeitpunkt möglich und auch nur,
wenn die Warteschlangenleerung der aktuellen Phase bereits abgeschlossen ist.
3.4 Minimierung von Fahrzeughalten
Dieser Abschnitt beschreibt den zweiten Kernbaustein, das Optimierungsverfahren in-
nerhalb der vorgeschlagenen Steuerung. Nach der Warteschlangenleerung verbleibt ggf.
ein Umschaltfenster bis zum spätesten Phasenende, in dem ein günstiger Umschaltzeit-
punkt so gefunden wird, dass damit Fahrzeughalte minimiert werden. Unter Verwen-
dung des in Abschnitt 3.2 vorgestellten Prognoseverfahrens werden zuerst aus den Fahr-
zeugankünften in Abhängigkeit jedes möglichen Umschaltzeitpunktes die Fahrzeughalte
ermittelt. Gewöhnlich schaltet eine Steuerung im Sekundentakt, der auch hier angenom-
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Abbildung 3.5: Fahrzeugankünfte in der aktuellen und der nächsten Phase. Für die gelben Fahrzeugen
kann ein Halt nicht vermieden werden, (a) weil sie nach dem spätesten Grünende
ankommen, (b) weil sie zu einer Initialwarteschlange gehören.
men wird. Es werden nur diejenigen Fahrzeuge der aktuellen und der nächsten Phase
in die Optimierung einbezogen, deren Halt tatsächlich verhindert werden kann (siehe
Abbildung 3.5). Das Verfahren wählt einen Umschaltzeitpunkt innerhalb des aktuellen
Umschaltfensters so, dass die Gesamtbilanz der Halte minimal wird.
3.4.1 Aktuelle Phase
Um in der aktuellen Phase die Anzahl der Halte zu ermitteln, müssen zwei Vorausset-
zungen gegeben sein:
1. Die Leerung aller Warteschlangen in der aktuellen Phase ist beendet.
2. Die maximale Grünzeit ist noch nicht erreicht.
Falls die geplante minimale Grünzeit schon überschritten ist, nach der das Umschalt-
fenster beginnen sollte, wird dieses so angepasst, dass es zum Zeitpunkt tWS,leer anfängt.
Für die aktuelle Phase werden hier nur die Ankunftszeitpunkte tZuv,l,i der Fahrzeuge v
für die Fahrstreifen l und zugehörigen Signalgruppen i betrachtet, die innerhalb des
Umschaltfensters die Haltelinie erreichen werden: tZuv,l,i ∈ [0, Fp]. Das bedeutet, dass die
Fahrzeuge der Warteschlange und sich anschließende Kolonnen, die mit der Sättigungs-
rate qs abfließen, nicht in die Bilanz der Fahrzeughalte einbezogen werden. Weiterhin
werden ebenfalls die Fahrzeuge nicht betrachtet, die nach dem maximalen Grünende
der aktuellen Phase ankommen, weil deren Halte nicht vermeidbar sind (siehe Abbil-
dung 3.5 (a)). Außerdem werden Fahrzeugankünfte einer Signalgruppe, deren Freigabe
sich über zwei oder mehrere Phasen erstreckt, erst in der letzten Phase am Ende der
Freigabe mit einbezogen.
Die Anzahl der Fahrzeughalte in der aktuellen Phase Ap(tp), die aus einem bestimm-
ten Phasenende resultiert, kann als Funktion des Umschaltzeitpunktes tp beschrieben
werden. Dieser liegt per Definition stets im Umschaltfenster mit tp ∈ [0, Fp]. Ap(tp)
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wird aus der Summe über alle Fahrzeuge v ∈ Vp,i,l, alle Fahrstreifen l ∈ Lp,i und alle




αi,l,v(tp) mit αi,l,v(tp) =
⎧⎨⎩1, wenn (tp + ∆ti < tZuv,l,i < Fp + ∆ti)0, sonst
(3.8)
Jedes Fahrzeug v eines Fahrstreifens l, das früher ankommt, als die zugehörige
Signalgruppe i umschalten würde, kann noch abfließen. Alle Fahrzeuge, die nach
dem Umschalten erwartet werden, müssen halten. Sie werden durch die Indikator-
Funktion αi,l,v(tp) zur Bilanzierung selektiert. Die untere Grenze bezeichnet den Um-
schaltzeitpunkt der Signalgruppe tp +∆ti, der für das jeweilige Fahrzeug gilt. Die obere
Grenze ist durch das spätestmögliche Grünende der Signalgruppe definiert, das sich aus
dem Ende des Umschaltfensters Fp und dem Zeitversatz ∆ti ergibt.
Wie aus Abbildung 3.6 (a) ersichtlich, stellt die Funktion Ap(tp) eine schrittweise fal-
lende Kurve dar, die zum Fensterende null wird. Das Ausnutzen der maximalen Grünzeit
führt immer zur Vermeidung aller möglichen Stopps in der aktuellen Phase. Ein frü-
heres Umschalten tp < Fp dagegen führt zu genau der Anzahl von Fahrzeughalten, die
zwischen tp und Fp erwartet werden.
3.4.2 Nächste Phase
Aus einem Umschaltzeitpunkt tp resultiert das aktuelle Phasenende und über die Zwi-
schenzeiten ein definierter Phasenanfang für die nächste Phase p + 1. Über den Versatz
∆tj zu tp ist der Grünbeginn tj einer Signalgruppe j ∈ Ip+1 der nächsten Phase fest-
gelegt mit tj = tp + ∆tj . Der Rahmen für den Grünbeginn einer Signalgruppe kann so
über die Grenzen des Umschaltfensters Fp beschrieben werden:
(0 + ∆tj) ≤ tj ≤ (Fp + ∆tj) (3.9)
Im Gegensatz zur aktuellen Phase können nicht einfach nur die Fahrzeugankünfte
innerhalb des auf die betreffende Signalgruppe verschobenen Umschaltfensters für die
Bilanzierung der Halte herangezogen werden. Denn bevor in der nächsten Phase ein
Fahrzeughalt vermieden werden kann, müssen erst alle zuvor angekommenen Fahrzeuge
abgeflossen sein. So ergibt sich der früheste Zeitpunkt, zu dem ein Fahrzeug v ∈ Vp+1,j,l
auf dem Fahrstreifen l ∈ Lp+1,j die Haltelinie überqueren kann, aus dem Grünbe-
ginn der Signalgruppe tj plus einer Zeitdauer τv, die für die Abfertigung der Fahrzeu-
ge vor v benötigt wird. Dabei wird mit der Nummerierung beim ersten angehaltenen
Fahrzeug v = 1 einer Warteschlange auf dem zugehörigen Fahrstreifen l begonnen. τv
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Abbildung 3.6: Erwartete Anzahl der Fahrzeughalte als Funktion des Umschaltzeitpunktes (a) in der
aktuellen Phase, (b) in der nächsten Phase, und (c) insgesamt.
Anhand dieser Überlegungen lässt sich die Anzahl der Fahrzeughalte Bp+1(tp) der
nächsten Phase wiederum als Funktion des Umschaltzeitpunktes tp als Summe der Halte





⎧⎨⎩1, wenn (∆tj +τv <tZuv,l,j <tp+∆tj +τv)0, sonst
(3.11)
Die Indikator-Funktion βj,l,v(tp) zählt nur die Halte, die durch den Umschaltzeit-
punkt tp der Phase zuvor vermieden werden können. Weil der früheste Grünbeginn
einer Signalgruppe mit tj = 0 + ∆tj gegeben ist, werden hier nun keine Fahrzeugan-
künfte als Halte gerechnet, die vor der unteren Grenze von ∆tj + τv ankommen. Diese
Halte fallen ohnehin an und sind nicht vermeidbar (siehe Abbildung 3.5 (b)). Deshalb
nimmt Bp+1(tp) bei tp = 0 den Wert null an und steigt danach stufenweise an (siehe
Abbildung 3.6 (b)). Ein Fahrzeughalt tritt auf, wenn das Fahrzeug später als ∆tj + τv
ankommt, jedoch vor tp + ∆tj + τv, d. h. dem Grünanfang der Signalgruppe plus der
Zeitdauer des Fahrzeugabflusses vor v.
Hier wird die starke Sensitivität von Bp+1(tp) auf ankommende Kolonnen sichtbar. Je-
des Fahrzeug v wird den τv-Wert seines Nachfolgers erweitern, gegeben durch τv+1. Da-
bei erhöht v sowohl die untere Grenze ∆tj+τv+1 als auch die obere Grenze tp+∆tj+τv+1
von Ankunftszeitpunkten und somit den Zeitbereich, in dem βj,l,v(tp) Fahrzeuge bilan-
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ziert. Demzufolge bewirkt eine Fahrzeugkolonne von n Fahrzeugen, dass sich Bp+1(tp)
um dieselbe Zahl n sprunghaft erhöht, sobald ein entsprechender Umschaltzeitpunkt tp
die Kolonne verzögert und anhalten lässt, wie in Abbildung 3.6 (b) kurz vor dem Fenster-
ende. Aus dieser Beobachtung folgt weiterhin, dass Bp+1(tp) nicht streng begrenzt ist
und auch weiter in der Zukunft liegende Fahrzeugankünfte betreffen kann (bis maximal
tge,maxj ). Je nach Warteschlangenlänge zum spätestmöglichen Umschaltzeitpunkt steigt
damit der notwendige Detektionshorizont u. U. sehr stark an.
3.5 Schaltstrategie
3.5.1 Optimaler Umschaltzeitpunkt im Umschaltfenster
Sobald das Umschaltfenster Fp in der aktuellen Phase begonnen hat, d. h. 0 ≤ tp < Fp,
wird die Gesamtbilanz der Fahrzeughalte über beide aufeinanderfolgende Phasen für
jedes zulässige tp bestimmt. Die aktuelle Phase p wird beendet und der Phasenübergang
zur nächsten Phase eingeleitet, sobald die Gesamtzahl der erwarteten Fahrzeughalte
Hp,p+1(t) = Ap(t) + Bp+1(t) (3.12)
über alle verbleibenden Umschaltzeitpunkte tp ≤ t < Fp für den gegenwärtigen Zeit-
punkt tp minimal ist. Ohne weitere Vorgaben ist ein Phasenabbruch beim ersten Mini-
mum naheliegend. Abbildung 3.6(c) zeigt dieses Verhalten.
Jeder Umschaltzeitpunkt in einem oder mehreren Minima, der eine gleich große An-
zahl Halte minimiert, führt aus Sicht einer Stopp-Minimierung zu einem gleich guten
Ergebnis. Die Einbeziehung von Wartezeiten ermöglicht hier eine differenziertere Be-
wertung dieser Umschaltzeitpunkte, so dass ggf. auch ein späterer Phasenwechsel besser
ist.
(a) Ein Minimum über mehrere Sekunden ohne neue Ankünfte
Wann hier umgeschaltet wird, hängt z. B. davon ab, ob es gewollt ist, die nächste Phase
zeitiger beginnen zu lassen oder eher so spät wie möglich. Grundsätzlich verkürzt ein
früheres Umschalten die Wartezeiten in den Warteschlangen der nächsten Phase, weil
diese eher abgefertigt werden.
Wenn jedoch die nächste Phase koordiniert ist, sollte die Phase so beginnen, dass die
Warteschlangenleerung unmittelbar vor einer erwarteten Kolonne erfolgt. So können
kompakte größere Kolonnen erzeugt und unnötige Lücken im Fahrzeugfluss vermieden
werden. Dies wird i. d. R., durch den spätesten Zeitpunkt im Minimum angezeigt, bevor
die ankommende Kolonne in der nächsten Phase einen Sprung in der Bilanzierungsfunk-
tion der Halte verursacht. Eine zu frühe Freigabe der koordinierten Phase hat auf die
nachfolgende Kreuzung negative Effekte: Wenn am nächsten Knotenpunkt die Koordi-
nierungsrichtung nicht genauso früh freigegeben werden kann, müssen dort die zu früh
abgeflossenen Fahrzeuge erneut anhalten. Alle weiteren stromabwärtigen Knotenpunkte
sind davon ebenfalls betroffen.
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(b) Mehrere Minima über mehrere Sekunden mit neuen Ankünften
Mehrere Minima werden immer von neuen Fahrzeugankünften in beiden Phasen verur-
sacht. Dafür gibt es zwei Möglichkeiten:
• Entweder es kommen in jedem Zeitschritt zwischen zwei aufeinanderfolgenden
Umschaltzeitpunkten in der aktuellen Phase genau so viele Fahrzeuge an, wie in
der nächsten Phase zusätzlich halten müssten, oder
• die Fahrzeugankünfte sind so verteilt, dass die Minima mit Unterbrechungen, d. h.
nicht in aufeinanderfolgenden Umschaltzeitpunkten auftreten.
Welcher Umschaltzeitpunkt hier optimal ist, kann z. B. aus einer Wartezeitenbilanz er-
mittelt werden. Dafür werden die zusätzlich verursachen Wartezeiten der aktuellen und
der nächsten Phase, Wp(tp1 , tp2) und Wp+1(tp1 , tp2), zwischen zwei Umschaltzeitpunkten
mit tp1 <tp2 verglichen. Bei einem früheren Umschaltzeitpunkt werden in der aktuellen
Phase Fahrzeuge zusätzlich angehalten, Wartezeiten in nächsten Phase jedoch vermie-
den. Bei einem späteren Umschaltzeitpunkt werden in der aktuellen Phase Wartezeiten
vermieden, in der nächsten Phase treten zusätzliche Wartezeiten auf.
Für die Bestimmung von Wp(tp1, tp2) werden für jeden Fahrstreifen und jede Signal-
gruppe zunächst alle Fahrzeuge ermittelt, die bei einem Umschalten bei tp1 anhalten
müssen, bei tp2 jedoch nicht. Jedes dieser Fahrzeuge erfährt eine Wartezeit von etwa
einem Umlauf, die sich von der Ankunft tZuv,l,i bis zum Abfluss tAbv,l,i erstreckt. Der Ab-
flusszeitpunkt wird durch den nächsten Freigabebeginn1 tgai+1 der gleichen Signalgruppe
im nächsten Umlauf und der Abflussdauer zuvor wartender Fahrzeuge τv bestimmt.
∀v ∈ Vp,i,l, für die gilt: (tp1 + ∆ti < tZuv,l,i < tp2 + ∆ti)
Wp(tp1 , tp2) =
∑
i,l,v




Um Wp+1(tp1 , tp2) für die nächste Phase zu erhalten, wird einerseits jeweils die War-
teschlangenlänge nl,j(tp1) ermittelt, die durch ein früheres Umschalten bei tp1 betroffen
ist, und andererseits diejenigen Fahrzeuge, die bei dem Umschalten bei tp2 anhalten
müssen, bei tp1 jedoch noch nicht. Die Warteschlange muss beim Umschalten bei tp2
genau ∆tp = tp2 − tp1 Sekunden länger warten (siehe Gleichung 3.14, zweite Zeile,
erster Term). Für die zusätzlich betroffenen Fahrzeuge hängt die Wartezeit u. a. vom
Ankunfts- tZuv,l,j und Abflusszeitpunkt tAbv,l,j bestimmt (siehe Gleichung 3.14, zweite Zeile,
zweiter Term). Letzterer ergibt sich aus dem Grünanfang der Signalgruppe tp2 + ∆tj
1Dieser ist noch nicht genau bekannt, kann aber in seinen Grenzen abgeschätzt werden. Der spätest-
mögliche Beginn tga,maxi+1 entspricht dem im Signalprogramm geplanten Beginn der Phase i + 1. Der
frühestmögliche Beginn tga,mini+1 entspricht der Differenz aus t
ga,max
i+1 und der Summe der Umschalt-
fenster aller zwischen Synchronisation und i + 1 liegenden Phasen.
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und der Abflussdauer zuvor wartender Fahrzeuge τv.
∀v ∈ Vp+1,j,l, für die gilt: (tp1 +∆tj +τv <tZuv,l,j <tp2 +∆tj +τv)




∆tp · nl,j(tp1) +
∑
v






Um zwischen zwei Umschaltzeitpunkten tp1 und tp2 mit tp1 < tp2 entscheiden zu
können, die aus Sicht einer Stopp-Minimierung gleich gut sind, wird die Wartezeitbilanz
aller neuen Fahrzeugankünfte der aktuellen Phase mit der Bilanz aus der nächsten Phase
verglichen. Wenn
Wp(tp2 , tp1) > Wp+1(tp1 , tp2), (3.15)
dann ist es optimal, mit dem Umschalten bis zum Zeitpunkt tp2 zu warten. Andernfalls
sollte zum früheren Zeitpunkt tp1 umgeschaltet werden. Offen bleibt bei dieser Heran-
gehensweise der Grünbeginn der nächsten Phase, der vorab nicht sicher bekannt ist.
Man könnte allerdings den mittleren Grünbeginn wählen.
Alternativ zu dieser Methodik kann man die Entscheidung auch heuristisch treffen,
und zum späteren Umschaltzeitpunkt umschalten. Hintergrund ist die Überlegung, dass
ein Fahrzeug, das in der aktuellen Phase zum Halten kommt, i.d.R. eine Wartezeit von
etwa einem Umlauf erfährt. Übliche Umlaufzeiten liegen bei ca. 60−90 s, was pro Fahr-
zeug relativ hoch ist. In der nächsten Phase ist die entscheidende Größe die Wartezeit
eines Fahrzeugs in einer bestehenden Warteschlange, die es durch das spätere Umschal-
ten erfährt. Sie liegt bei ∆tp und hat nur eine Größenordnung von wenigen Sekunden.
Deshalb wird sich ein früherer Umschaltzeitpunkt seltener lohnen, denn gegenüber der
aktuellen Phase müssen ein Vielfaches der Fahrzeuge verzögert werden, d. h. größere
Warteschlangen in der nächsten Phase vorhanden sein.
3.5.2 Anpassung der Umschaltfenster
Bevor die Minimierung von Fahrzeughalten in einem Umschaltfenster beginnen kann,
muss die Warteschlangenleerung gesichert werden. Deshalb kommt es während des Be-
triebs der Steuerung ggf. zu Anpassungen des vorab geplanten Umschaltfensters. Welche
verschiedenen Möglichkeiten es gibt, wird hier nochmals zusammengefasst:
Fall 1: Es gibt keine Anpassung der Dauer des geplanten Umschaltfensters. Dies
tritt sowohl in jeder synchronisierten Phase auf, als auch beim Floating
Force-Off -Prinzip in jeder Phase, wenn 1. die Warteschlangen in der ak-
tuellen Phase vor dem Fensterbeginn abgebaut sind und 2. die maximale
Grünzeit der nächsten Phase für deren Warteschlangenleerung ausreichend
ist (siehe Abbildung 3.2 (b) auf Seite 27).
Fall 2: Eine Phase beginnt früher, weil in mindestens einer Phase zuvor die maxi-
male Grünzeit nicht ausgenutzt wurde (siehe Abbildung 3.2 (c) auf Seite 27).














Abbildung 3.7: Dynamische Anpassung des Umschaltfensters. Das Fenster beginnt später, wenn mehr
Zeit zur Leerung der aktuellen Warteschlange benötigt wird (Fall 3). Das Fenster
endet früher, wenn der Grünzeitbedarf für die nächste Phase nicht ausreicht (Fall 4).
bereits geleert wurden. Dies führt insgesamt zu einer Verlängerung gegen-
über dem geplanten Fenster, wobei das späteste Phasenende gleich bleibt.
Dies ist nur beim Fixed Force-Off -Prinzip erlaubt.
Fall 3: Ein Umschaltfenster beginnt später als geplant, wenn eine Warteschlangen-
leerung noch nicht abgeschlossen ist (siehe Abbildung 3.7). Dabei ist es
auch möglich, dass die gesamte Phase bis zum spätestmöglichen Umschalt-
zeitpunkt zur Warteschlangenleerung genutzt wird und kein Zeitraum zur
Minimierung von Stopps mehr übrig bleibt.
Fall 4: Ein Umschaltfenster endet eher als geplant (siehe Abbildung 3.7). Dies tritt
nur ein, wenn die aktuelle Warteschlange schon geleert wurde und ein Bedarf
an zusätzlichen Grünzeiten in der nächste Phase besteht, d. h. wenn dort
eine Warteschlange nicht in der geplanten maximalen Grünzeit abgefertigt
werden kann. Hier kann das Fenster sich im ungünstigsten Fall auch soweit
verkürzen, bis keine freie Zeit mehr zur Optimierung verbleibt.
3.5.3 Einbindung des Öffentlichen Verkehrs, Fuß- und Radverkehrs
Öffentlichen Verkehr
Eine Bevorrechtigung des öffentlichen Verkehrs (ÖV) wird z. B. durch Phasentausch,
der Möglichkeit einer zusätzlichen Bedarfsphase zu verschiedenen Zeiten im Umlauf,
einer Grünzeitdehnung oder Verkürzung der zuvor liegenden Phase realisiert [105]. Nur
die Maßnahmen, die Lage und Dauer der aktuellen oder nächsten Phase betreffen,
können in das Konzept der Stopp-Minimierung integriert werden. Andere Möglichkeiten
zur Bevorrechtigung sind ggf. umsetzbar, wenn sie von der übergeordneten Steuerung
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übernommen werden und an die Stopp-Minimierung kommuniziert werden, z. B. ein
Phasentausch.
Zwar werden ÖV-Fahrzeuge in der ersten Umsetzungsstufe nur als einzelne Fahrzeuge
betrachtet, lassen sich jedoch später einfach in dem Optimierungsprozess zur Minimie-
rung von Fahrzeughalten höher gewichten als sonstige Kraftfahrzeuge. Beispielsweise
kann ein Bus-Halt 15 Pkw-Halten, oder ein Straßenbahn-Halt 25 Pkw-Halten entspre-
chen. Ein ÖV-Fahrzeug in der aktuellen Phase führt so mit höherer Wahrscheinlichkeit
zu einer Verlängerung der Phase bis zu seiner Abfertigung. Ein ÖV-Fahrzeug in der
nächsten Phase kann so bei Bedarf zu einem früheren Beginn dieser Phase führen.
Grenzen sind der Optimierung gesetzt, wenn das ÖV-Fahrzeug nach dem spätest-
möglichen Grünende oder in der nächsten Phase vor dem Ende der frühestmöglichen
Warteschlangenleerung ankommt. Dann wird es mit der hier vorgestellten Methodik
nicht in die Minimierung von Fahrzeughalten und auch nicht in die Anpassung von
Phasendauern einbezogen. Dann kann die Bevorrechtigung des ÖV nicht mehr im Rah-
men dieses Konzepts geschehen, sondern nur noch durch die übergeordnete Steuerung,
beispielsweise mit den anfangs genannten Maßnahmen.
Fuß- und Radverkehr
Wenn man den Fuß- und Radverkehr in eine Minimierung von Halten einbeziehen will,
benötigt man zuvor eine rechtzeitige Detektion der Fußgänger und Radfahrer im Zu-
fluss. Dies kann jedoch i. d. R. noch nicht gewährleistet werden. Fußgänger fordern ent-
weder per Taster an, wenn sie schon an der Kreuzung stehen, oder sie werden gar nicht
detektiert. Selbst bei einer Tasteranforderung bleibt die Anzahl der Fußgänger bisher
unbekannt. Deshalb werden Fußgängerhalte nicht in den Optimierungsprozess mit ein-
gebunden. Häufig werden Radfahrer auch durch Anforderungstaster erkannt, so dass
auch deren Halte nicht mit optimiert werden können. Wo es jedoch geeignete Detek-
toren im Zufluss für Radfahrer gibt, die ebenso Radfahrer zählen können, wäre eine
Integration in das Optimierungsverfahren zur Minimierung von Halten möglich.
Auch ohne dass die Halte der Fußgänger und Radfahrer minimiert werden, erfolgt
dennoch eine passive Anpassung ihrer Freigabezeiten, wenn Kfz-Verkehr in derselben
Phasen optimiert wird. Da Fußgänger häufig längere Zwischenzeiten benötigen, sind
ihre Freigabezeiten oft kürzer als diejenigen für den Kfz-Verkehr. Sie können deshalb
bei der Festlegung der Umschaltfenster zu begrenzenden Faktoren werden, da während
der Umschaltfenster die zugehörigen Signalgruppen einer Phase immer gemeinsam Grün
haben müssen. Dies wird später bei der Simulation des Praxisnetzes in Abschnitt 4.3.1
gezeigt.
3.6 Diskussion
Obwohl es sich um ein adaptives Steuerverfahren handelt, ist die Modellierung der An-
künfte und die Optimierung der Fahrzeughalte zur Anpassung der Phasendauer einfach
umgesetzt. Gegenüber einem regelbasierten Verfahren mit Zeitlückenmessung benötigt
es zwar Zuflussdetektoren in einem größerem Abstand zur Haltelinie, kann jedoch auch
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Ankünfte der nächsten Phase in eine Optimierung einbeziehen. Es ist zu erwarten, dass
dadurch Verbesserungen bei Halten und auch Wartezeiten möglich sind.
Detektorabstand und Prognosehorizont
Wenn der Abstand vom Zuflussdetektor zur Haltelinie entsprechend groß ist, reicht
der Prognosehorizont für das Optimierungsverfahren aus, ohne dass zusätzliche An-
nahmen über Fahrzeugankünfte benötigt werden. Dies ist ein Vorteil gegenüber anderen
adaptiven Steuerverfahren, die häufig entweder gleichverteilte Ankünfte [125, 34] oder
historische Ankunftsprofile verwenden [48, 29].
Beispielhaft soll hier die Lage des Zuflussdetektors bemessen werden. Entscheidend
dafür sind die Fahrzeuge der nächsten Phase. Bevor dort Halte vermieden werden kön-
nen, muss die Zwischenzeit abgelaufen sein und eine ggf. vorhandene Warteschlange
geleert sein. Wenn dies z. B. 15 s dauern würde, und das aktuelle Umschaltfenster 10 s
umfasst, ist ein Prognosehorizont von mindestens 15 s, besser jedoch von 25 s zu sichern.
Bei einer freien Fahrgeschwindigkeit von 50 km/h sollte sich der Zuflussdetektor somit
350 m vor der Haltelinie befinden. Erhöht sich die benötigte Zeit, z. B. aufgrund von
längeren Warteschlangen, auf 35 s, so wäre ein Abstand von ca. 490 m notwendig.
Man erkennt hier, dass Detektoren sehr weit von der Haltelinie entfernt sein sollten.
Es ist offen, inwieweit in der Praxis diese Detektorabstände realisiert werden können. Da
sich mit zunehmender Entfernung auch die Streuungen im Geschwindigkeitsprofil der
Fahrzeuge stärker auswirken, ist ggf. die Annahme einer konstanten Reisegeschwindig-
keit durch die Modellierung der Geschwindigkeitsverteilung zu ersetzen. Damit lassen
sich Wahrscheinlichkeiten für erwartete Ankunftszeitpunkte einführen.
Bei einem zu geringem Detektorabstand werden gerade die Ankünfte für die nächste
Phase nicht rechtzeitig detektiert. Dann könnten zwar noch historische Daten über ver-
gangene Ankunftsprofile herangezogen werden, eine gute Optimierung zur Minimierung
von Fahrzeughalten wäre jedoch nicht mehr möglich.
Detektorfehler
Manchmal können Detektorfehler auftreten, wobei es zu häufige oder zu wenige De-
tektionen geben kann. Wenn es nur einen Detektor im Zufluss für jeden Fahrstreifen
gibt, dann führen die Fehler gleichzeitig zu falschen Annahmen über potenzielle Fahr-
zeughalte. Man könnte beispielsweise weitere Detektoren im Zufluss nutzen, die sich auf
dem Weg zur Haltelinie befinden, sowohl um Detektorfehler zu korrigieren, als auch um
Fahrzeitschwankungen auszugleichen.
Veränderung der Fahrstreifenanzahl
Dass sich die Anzahl der Fahrstreifen vor der Kreuzung oft vergrößert, ist bisher in der
Methodik noch nicht berücksichtigt worden. Dies tritt u. a. dann auf, wenn z. B. Links-
oder Rechtsabbieger getrennt und häufig auch in verschiedenen Phasen signalisiert wer-
den. Eine korrekte Abbildung möglicher Halte ist dabei nur gegeben, wenn man die
Fahrzeuge schon im gemeinsamen Zufluss der richtigen Phase zuordnen kann.
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Abbildung 3.8: Schematische Darstellung einer Fahrstreifenverzweigung mit ungleicher Zahl von
Zufluss- und Abflussdetektoren.
Problematisch wäre hierbei beispielsweise die Freigabe der Geradeausrichtung in der
aktuellen Phase und die der Linksabbieger in der nächsten Phase. Zwar könnte man
die Linksabbieger mit einem weiteren Detektor nach den ersten Zuflussdetektoren ge-
trennt erfassen (siehe Abbildung 3.8), jedoch reicht dieser Detektorabstand nicht aus,
um Aussagen für Ankünfte in der nächsten Phase zu treffen. Man könnte lediglich Ab-
biegequoten, d. h. Quelle-Ziel-Relationen, aus den Messungen ermitteln und eine Wahr-
scheinlichkeit für jedes im Zufluss erfasste Fahrzeug angeben, welchen Fahrstreifen es
benutzen wird.
Synchronisationsprinzipien
Das Floating Force-Off -Prinzip gibt eingesparte Freigabezeiten immer an die koordi-
nierte Phase weiter und verhindert die Verlängerung der anderen Phasen über deren
geplante maximale Dauer hinaus. Damit kann planerisch die Umverteilung ungenutzter
Zeiten in die koordinierte Phase gesteuert werden, wenn dort der größte Verkehrsanteil
erwartet wird. Ein Nachteil ist, dass sich durch einen Phasenabbruch die Lage nachfol-
gender Phasen im Umlauf verändert, die nicht nur früher beginnen, sondern auch eher
enden. Gegenüber den ursprünglich geplanten Phasenenden können damit allerdings
Halte und Wartezeiten induziert werden. Wenn Fahrzeuge zwischen dem vorgezogenen
Phasenende und dem geplanten späteren Ende ankommen, werden diese außerhalb der
Umschaltfenster liegenden Ankünfte nicht vom Optimierungsverfahren berücksichtigt.
Beim Fixed Force-Off -Prinzip vergrößern sich die Umschaltfenster im Verlauf eines
Umlaufes tendenziell, weil eingesparte Grünzeiten die maximale Dauer der nächsten
Phase verlängern. So reagiert es flexibler und bietet mehr Freiraum für die Phasenan-
passung. Da das späteste Phasenende für jede Phase konstant bleibt, verändert sich die
Lage der Fenster gegenüber der Planung nicht. Zusätzliche unvermeidbare Halte können





Sollten einzelne Phasen nur die Mindestgrünzeit umfassen bzw. eine feste Grünzeit
vorgesehen sein, ist kein Platz mehr für ein Umschaltfenster. Bei dieser Betrachtung hat
die aktuelle Phase zwar noch ein Umschaltfenster, die Nächste jedoch nicht. Die Frage
ist, was passiert, wenn bei der Suche nach einem optimalen Umschaltzeitpunkt die Halte
der nächsten Phase in die Bilanzierung einbezogen werden, obwohl eine Anpassung
der nächsten Phase nicht vorgesehen ist. Bei Anwendung des Fixed Force-Off -Prinzips
stellt dies kein grundsätzliches Problem dar, da ein Fenster am Ende der Phase aus den
Gewinnen der zuvor beendeten Phasen entstehen kann.
Beim Floating Force-Off ist dies nicht möglich. Wegen der bereits erwähnten Lage-
veränderung von Phasen, könnte man die durch das Vorziehen der nächsten Phase in-
duzierten Stopps in die Bilanzierung mit einbeziehen. Alternativ könnte man die Phase





Nun soll das Steuerverfahren zur Stopp-Minimierung, das im Kapitel 3 beschrieben
wurde, mittels mikroskopischer Verkehrsfluss-Simulationen genauer untersucht werden.
Dabei wird die Stopp-Minimierung in Testszenarien mit einer Festzeitsteuerung und
einer teilverkehrsabhängigen Zeitlückensteuerung verglichen. Zuerst wird aufgezeigt,
wie sich das Verfahren in einer koordinierten Arterie verhält. Dabei werden verschiede-
ne Parameter getestet, insbesondere werden Verkehrslasten systematisch variiert und
die Ergebnisse miteinander verglichen. Danach wird ein reales Praxisnetz, das bereits
optimierte Festzeitprogramme enthält, auf Verbesserungspotenziale mit dem Stopp-
Minimierungsansatz untersucht. Abschließend wird das Verfahren an einem Einzelkno-
ten angewandt.
4.1 Simulationsaufbau
Das im Kapitel 3 vorgestellte Verfahren wurde in Java implementiert. Es erfolgte ein
Vergleich mit einer Festzeitsteuerung und einer Zeitlückensteuerung, die ebenfalls in
Java implementiert wurden. Um die Straßentopografie, den darauf fließenden Verkehr
und die Signalanlagen abzubilden, wurde die Simulationssoftware Vissim genutzt. Über
eine Com-Schnittstelle kommunizieren beide Programme miteinander, so dass das je-
weils ausgewählte Steuerverfahren in Java die in Vissim modellierten Signalanlagen an
den Knotenpunkten regelt. Bei dieser Konfiguration rief das Java-Programm bei jedem
Zugriff die genauen Fahrzeugpositionen und Geschwindigkeiten ab, aus denen die An-
kunftsprognose an der Haltelinie erfolgte. Detektoren, die nur lokale Informationen bei
Überfahrten weitergeben, kamen noch nicht zum Einsatz.
Die Simulationen erfolgten unter Verwendung des Fahrzeugfolgemodells von
Wiedemann [127], das im mikroskopischen Verkehrsflussmodell in Vissim hinterlegt
ist. Bei der Arterie und dem Einzelknoten handelte es sich um idealisierte Testsze-
narien, bei denen nur der Kfz-Verkehr simuliert wurde. Deshalb wurden für sie die
voreingestellten Default-Werte übernommen. Für das Praxisnetz standen reale Daten
aus Braunschweig für die komplette Versorgung zur Verfügung, die auch Fußgänger,
Radfahrer und den öffentlichen Verkehr (ÖV) umfassten. Es wurde durch einen visuellen
Vergleich mit der bestehenden Simulation im Programm Aimsun kalibriert.
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4.1.1 Signalisierungsentwurf
Festzeitsteuerung
In jedem Testszenario gibt es zuerst ein Festzeitprogramm für jeden Knotenpunkt. Bei
der Arterie und dem Einzelknoten wurde es anhand der Knotentopografie und der er-
warteten Verkehrsstärken gemäß des HBS [6] und der RiLSA [8] selbst entworfen.
Zwischenzeiten: Bei der Ermittlung der individuellen Zwischenzeiten wurden neben
der Länge der Einfahrt- und Räumwege auch die verschiedenen Berechnungsansätze in
Abhängigkeit von Abbiegeradien und Räumgeschwindigkeiten beachtet [8, 105].
Umlaufzeit: Für Einzelknoten wurde zunächst die wartezeitoptimale Umlaufzeit nach
Webster [126] berechnet, wobei eine Sättigungsverkehrsstärke von 1800 Fzg/h auf je-
dem Fahrstreifen angenommen wurde. Bei der Einrichtung der Koordinierung wurde
die Umlaufzeit des am höchsten belasteten Knotens netzweit übernommen.
Freigabezeiten: Der Programmentwurf weist den Knotenzufahrten die Freigabezeiten
proportional nach den maßgebenden Verkehrsstärken zu.
Phaseneinteilung: Die Phaseneinteilung erfolgte gemäß der geringsten zwischenzeit-
bedingten Verluste und der Verträglichkeit der Verkehrsströme zueinander.
Beim Braunschweiger Praxisnetz entfiel der Entwurf der Signalisierung, da bereits op-
timierte Festzeitsignalpläne zur Verfügung standen.
Stopp-Minimierung und Zeitlückensteuerung
Der Signalzeitenplan des jeweiligen Festzeitprogrammes gibt den Rahmen vor für die
anschließend konfigurierte Verkehrsabhängigkeit bei der Zeitlückensteuerung und der
Stopp-Minimierung.
Festlegung der Umschaltfenster: In diesen Signalzeitenplan wurden nun in jede
Phase die Umschaltfenster so gelegt, dass eine Mindestgrünzeit von 5 s gemäß [8] garan-
tiert ist. Lediglich für die koordinierte Richtung der Arterie wurde die Mindestgrünzeit
so erhöht, dass sie dem Grünbedarf der im Mittel ankommenden Fahrzeuge entsprach.
Hier handelt es sich um die geplanten Umschaltfenster.
Anpassung der Umschaltfenster zur Laufzeit: Zur Simulationslaufzeit passt die
Stopp-Minimierung die vorab geplanten Umschaltfenster dynamisch so an, dass zuerst
die Warteschlangenleerung der aktuellen Phase sichergestellt wird, um anschließend bei
Bedarf die Kapazitäten für die darauf folgende Phase zu erweitern. Im Unterschied
zur Zeitlückensteuerung wird dafür das geplante aktuelle Umschaltfenster dynamisch
verkürzt, so dass der späteste Umschaltzeitpunkt entsprechend vorgezogen wird. Dies
geschieht, wenn abzusehen ist, dass die vorgesehene Grünzeit für die Leerung der War-
teschlange in der nächsten Phase nicht ausreichen wird. Innerhalb des dynamisch ange-
passten Umschaltfensters erfolgt bei der Stopp-Minimierung ein Phasenabbruch, wenn
die Anzahl der Halte minimal ist. Bei der Zeitlückensteuerung wird dagegen eine Phase
immer innerhalb des geplanten Umschaltfensters beendet, wenn eine zuvor festgelegte
Grenzzeitlücke überschritten wird.
Fahrzeugprognose: Für jeden Simulationsschritt liegen Position und Geschwindig-
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keit jedes Fahrzeugs vor. Aus diesen wird die erwartete verbleibende Fahrzeit bis zur
Haltelinie berechnet. Stationäre Detektoren kommen noch nicht zum Einsatz.
4.1.2 Verwendete Parameter
Steuerungsparameter
Strategie für die Verteilung von Zeitgewinnen: Überwiegend wird das Fixed
Force-Off -Prinzip angewandt. Nach einem Phasenabbruch beginnen die nachfolgenden
Phasen und deren Umschaltfenster früher. Das späteste Phasenende bleibt jedoch fest
(so lange es für die Warteschlangenleerung der nächsten Phase nicht zusätzlichen Grün-
zeitbedarf gibt). Die Zeitgewinne aus einem früheren Phasenabbruch erweitern also die
Umschaltfenster darauf folgender Phasen bis zum nächsten Synchronisationszeitpunkt,
an dem alle noch übrigen Gewinne verbraucht werden.
Bei der Arterie (siehe Abschnitt 4.2) und dem Einzelknoten wird dieses Prinzip mit
dem Floating Force-Off -Prinzip verglichen. Hierbei können Zeitgewinne nur an einem
Synchronisationszeitpunkt abgewartet werden. Nach einem Phasenabbruch bleibt hier
die maximale Dauer folgender Phasen fest, sodass diese entsprechend früher beginnen
und enden.
Synchronisationszeitpunkt: Er wird in der Regel in eine koordinierte Phase zu Be-
ginn des Umschaltfensters gelegt. Abweichungen treten an einzelnen Knotenpunkten im
Braunschweiger Netz auf und sind dort beschrieben.
Wahl der Grenzzeitlücke: Sie ist nur für die Zeitlückensteuerung relevant. Eine
Phase wird dabei nach Auftreten der gewählten Zeitlücke innerhalb des geplanten Um-
schaltfensters beendet. Nachdem bei der Arterie auch Zeitlücken von 2 s und 3 s getestet
wurden, wies der Wert von 4 s die besten Ergebnisse auf. Er wurde bei den restlichen
Simulationen stets verwendet.
Simulationsparameter
Simulationszeit: Jeder Simulationslauf beginnt mit einem leeren Straßennetz und
dauert 80 min. Davon werden die letzten 60 min ausgewertet.
Messwerte: Es werden die mittlere Wartezeit, die Zahl der Halte und die mittlere
Reisezeit je Fahrzeug gemessen. Zusätzlich wird die Gesamtzahl der simulierten Fahr-
zeuge erhoben. Die Messwerte liegen sowohl für das gesamte Netz als auch für jeden
Straßenabschnitt einzeln vor.
Simulationsschrittweite: Die Simulationsschrittweite beträgt 0,5 s.
Wiederholungen: Die Simulation wird für jede der drei Steuerungen 40-mal mit
verschiedenen Startzufallszahlen wiederholt.
4.2 Simulation einer Arterie
Zunächst wurde ein Straßenzug mit fünf Knotenpunkten erzeugt, eine Grundverkehrs-
last vorgegeben und entsprechende koordinierte Festzeitprogramme für jeden Knoten-
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Abbildung 4.1: Arterie mit fünf Knotenpunkten.
punkt entworfen. Für dieses Simulationsszenario wurden verschiedene Parameter mit-
einander verglichen. So fanden Tests sowohl mit Zeitlücken von 2 s, 3 s und 4 s als auch
des Fixed Force-Off -Prinzips gegen das Floating Force-Off -Prinzip zur Verteilung ge-
wonnener Grünzeiten statt. Später erfolgte eine Variation der Grundverkehrslast von
10 % bis 150 % unter Beibehaltung der Konfiguration für die Signalisierung.
4.2.1 Netzkenngrößen
Die modellierte, künstliche Arterie ist ca. 2,5 km lang und besteht aus fünf unregelmä-
ßig angeordneten Knotenpunkten mit der Hauptkoordinierungsrichtung von West nach
Ost (siehe Abbildung 4.1). Alle Knoten sind gleich aufgebaut. Sie haben jeweils einen
Fahrstreifen auf der nördlichen und südlichen Zufahrt, von denen man in jede Richtung
abbiegen kann. Die zweistreifige Hauptachse ist mit je einem zusätzlichen Linksabbie-
gestreifen an den Knotenpunkten ausgestattet. Die zulässige Geschwindigkeit beträgt
im gesamten Netz 50 km/h. Die Verkehrsnachfrage auf den zuführenden Straßen sowie
die Abbiegeverhältnisse an jeder Kreuzung sind aus Tabelle 4.1 ersichtlich.
Signalisierung
Festzeitprogramm: Die Bemessung der netzweiten Umlaufzeit (90 s) und der Freiga-
bezeiten erfolgte anhand des am meisten belasteten Knotens I5, sodass die dort für die
Linksabbieger bei maximal 80 %, für die anderen Phasen maximal bei 70 % lag. Pro-
portional zur Auslastung gab es für alle Knotenpunkte vier Phasen mit entsprechenden
Grünzeiten:
Phase 1: Die koordinierte Ost-West Richtung mit Geradeausverkehr und Rechtsab-
biegern (32 s),
Phase 2: die Linksabbieger aus der Arterie mit 7 s
Phase 3: alle Verkehrsströme aus Nord mit 14 s und
Phase 4: der Verkehr aus Süd mit 15 s Grünzeit.
Die Versatzzeiten der koordinierten Phasen zwischen den Knotenpunkten wurden nach
dem Dominanzverfahren [105] so optimiert, dass auf der Arterie in der verkehrsstärkeren
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Tabelle 4.1: Globale Zuflüsse und Abbiegebeziehungen an jeder Kreuzung der Arterie im Grundsze-
nario.
Zufahrt Nachfrage Rechtsabbieger Durchfahrer Linksabbieger
West 800 Fzg/h 10 % 80 % 10 %
Ost 700 Fzg/h 10 % 80 % 10 %
Nord 200 Fzg/h 30 % 50 % 20 %
Süd 200 Fzg/h 40 % 30 % 30 %
Richtung von West nach Ost eine Grüne Welle mit einer Progressionsgeschwindigkeit
von 50 km/h entstand.
Stopp-Minimierung und Zeitlückensteuerung: Für diese beiden verkehrsabhängigen
Steuerungen dienten die Signalzeitenpläne als der Rahmen, in den jeweils gleiche Um-
schaltfenster so geplant wurden, so dass folgende Mindestgrünzeiten garantiert waren:
• 5 s für die drei nicht koordinierten Phasen und
• für die koordinierte Phase eine Grünzeit, die zum Abfluss der im Mittel ankom-
menden Fahrzeuge innerhalb eines Umlaufs benötigt wird.
Als Kriterium für den Phasenabbruch sind übliche Grenzwerte bei der Zeitlückensteue-
rung in der RiLSA [8] mit 2 s und 3 s angegeben. Akcelik [10] jedoch empfiehlt die
Wahl einer größeren Zeitlücke für Koordinierungen, weshalb zusätzlich auch eine Länge
von 4 s getestet wurde.
4.2.2 Auswertung
Grundszenario
Zunächst wurde das eben beschriebene Grundszenario mit der Festzeitsteuerung, der
Zeitlückensteuerung und der Stopp-Minimierung simuliert. Die Festzeitsteuerung diente
dabei als Referenz. Bei der Zeitlückensteuerung wurden Zeitlückenwerte von 2 s bis 4 s
getestet sowie das Fixed Force-Off -Prinzip und das Floating Force-Off -Prinzip mitein-
ander verglichen. Die Ergebnisse sind in Tabelle 4.2 aufgelistet. Die gemessenen Para-
meter Fahrzeughalte, mittlere Wartezeit und Reisezeit sind auf das gesamte Netz und
ein Fahrzeug bezogen.
Die Messwerte wurden für jeden Simulationslauf mit der aufgetretenen Fahrzeugzahl
gewichtet. Für Stopp-Minimierung und Zeitlückensteuerung wurde zusätzlich die Diffe-
renz vom Referenzwert der Festzeitsteuerung gebildet. Von diesen Differenzen, die hier
Verbesserungen darstellten, wurde der Mittelwert aus den 40 Simulationsläufen gebil-
det und mit dem einseitigen t-Test auf Signifikanz getestet. Die H0-Hypothese „Der
Mittelwert ist größer als der Referenzwert.“ konnte dabei für alle drei Messgrößen, der
Anzahl der Halte, der mittleren Wartezeit und der Reisezeit, mit einer Irrtumswahr-
scheinlichkeit kleiner als α = 0, 01 abgelehnt werden.
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Tabelle 4.2: Durchschnittliche Anzahl der Halte und mittlere Wartezeit pro Fahrzeug bei 40 Simulati-
onsläufen von einer Stunde. Die relativen Gewinne beziehen sich auf die Festzeitsteuerung.
Bei allen Werten konnte der einseitige t-Test mit der H0-Hypothese „Der Mittelwert ist
größer als der Referenzwert.“ stets mit mindestens α = 0, 01 abgelehnt werden.
Strategie Steuerung Halte mittl. Wartezeit Reisezeit
(1) Festzeitsteuerung 1,617 60,48 s 209,1
(a) Fixed (2) 2 s Zeitlücke 1,606 (-0,7 %) 57,58 s (-4,9 %) 207,1 (-0,9 %)
(3) 3 s Zeitlücke 1,584 (-2,1 %) 56,32 s (-6,9 %) 205,9 (-1,5 %)
Force-Off (4) 4 s Zeitlücke 1,555 (-3,9 %) 57,00 s (-5,8 %) 205,6 (-1,7 %)
(5) Stopp-Minimierung 1,523 (-5,8 %) 55,59 s (-7,7 %) 204,5 (-2,2 %)
(b) Floating (6) 4 s Zeitlücke 1,566 (-3,2 %) 57,85 s (-4,4 %) 206,4 (-1,3 %)
Force-Off (7) Stopp-Minimierung 1,538 (-4,9 %) 57,07 s (-5,6 %) 205,7 (-1,6 %)
Folgende Erkenntnisse lassen sich aus den Daten in Tabelle 4.2 gewinnen:
• Die Festzeitsteuerung hat stets die meisten Fahrzeughalte, die höchste mittle-
re Wartezeit und Reisezeit. Die Zeitlückensteuerung und die Stopp-Minimierung
schneiden immer besser ab. Damit ist nachgewiesen, dass es auch bei koordinier-
ten Kreuzungen möglich ist, verkehrsabhängig auf kurzfristige Schwankungen zu
reagieren und dabei weniger Halte und Wartezeiten zu erreichen.
• Bei der Zeitlückensteuerung erkennt man, dass sich mit größer werdender Zeitlücke
vor allem die Anzahl der Halte und die Reisezeit kontinuierlich verbessern (Zeilen
(2)-(4)). Deshalb wurde für alle folgenden Szenarien stets eine Zeitlücke von 4 s
verwendet.
• Die Stopp-Minimierung schneidet bei gleicher Konfiguration niemals schlechter
ab als die Zeitlückensteuerung.
• Für die Verteilung der Grünzeitgewinne aus den Phasenabbrüchen wurde bei bei-
den verkehrsabhängigen Steuerungen gleichermaßen das Fixed Force-Off -Prinzip
und das Floating Force-Off -Prinzip getestet. Es ist zu erwarten, dass die Fixed
Force-Off -Strategie besser ist, weil Grünzeitgewinne nachfolgende Umschaltfens-
ter verlängern und Phasen flexibler angepasst werden. Dies wird durch die Ergeb-
nisse sowohl für die Zeitlückensteuerung (vgl. (4) und (6)) als auch für die Stopp-
Minimierung ((5) und (7)) bestätigt. Unabhängig von der gewählten Strategie zur
Verteilung der Grünzeitgewinne bleibt die Stopp-Minimierung mit dem Optimie-
rungskriterium Fahrzeughalte dennoch der Zeitlückensteuerung überlegen.
Variation der Verkehrslast
Um zu erfahren, wie sich die drei Steuerungen bei Unter- bzw. Übersättigung verhalten,
wurde bei gleichbleibender Signalisierung nun die Verkehrslast von 10 % bis 150 % gegen-
über den in Tabelle 4.1 hinterlegten Verkehrsstärken verändert. Es wurden wiederum je
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Anzahl der Halte 
Festzeitsteuerung Stopp-Minimierung 
















































Zeitlückensteuerung Gewinn Stopp-Minimierung 
Gewinn Zeitlückensteuerung 
Abbildung 4.2: links: Anzahl der Halte je Fahrzeug bei verschiedenen Verkehrslasten. rechts: Mittlere
Wartezeit je Fahrzeug bei Variation der Verkehrslast. Der relative Gewinn gegenüber
der Festzeitsteuerung ist jeweils auf der rechten Achse aufgetragen.
40 Simulationsläufe für jede Steuerung und Verkehrslast durchgeführt. Wie zuvor wurde
hier auch der t-Test durchgeführt. Er zeigte für alle Messwerte eine signifikante Verrin-
gerung gegenüber der Referenz Festzeitsteuerung mit einer Irrtumswahrscheinlichkeit
kleiner als α = 0, 01 an.
Die Parameter und die Signalisierung, die für eine 100 %ige Verkehrslast angepasst
wurden, blieben unverändert. So tritt beispielsweise bei 10 %iger Verkehrslast durch-
schnittlich ein mittlerer Sättigungsgrad1 von 6 % bis 7 %. Bei 150 %iger Verkehrslast
liegt der Wert bei ca. 100 %.
In Abbildung 4.2 sind die Anzahl der Halte und die mittlere Wartezeit je Fahrzeug für
jede simulierte Verkehrslast ersichtlich. Der Verlauf der Reisezeiten ist ähnlich und im
Anhang A.1 abgebildet. Die Zahlenwerte zu den Graphiken sind in den Tabellen A.1.2
bis A.1.4 zu finden. Folgende wichtige Erkenntnisse lassen sich zusammenfassen:
• Die Stopp-Minimierung ist immer die beste Steuerstrategie hinsichtlich der mitt-
leren Wartezeit. Für die Anzahl der Halte gilt dies ebenso mit Ausnahme der
Verkehrslasten ab 130 %, wo die Zeitlückensteuerung geringfügig besser abschnei-
det.
• Die absolute Differenz der Gewinne zwischen der Festzeitsteuerung und der Zeit-
lückensteuerung bleibt für höhere Verkehrslasten konstant. Erst unterhalb von
80 % Verkehrslast nehmen die Gewinne gering zu (siehe Tabelle A.1.3 Spalte 4).
• Bei abnehmender Verkehrslast nehmen die Gewinne der Stopp-Minimierung stär-
ker zu als bei der Zeitlückensteuerung. Sinkt die Verkehrslast auf weniger als 70 %
1Der Sättigungsgrad bezeichnet den prozentualen Anteil der Grünzeit, an dem Fahrzeuge die Haltelinie
überqueren möchten.
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(und damit unter 50 % mittlerer Knotenauslastung), so verdoppeln sich z. B. die
prozentualen Gewinne bei den Halten. Hier wirkt, dass beide verkehrsabhängigen
Steuerungen gleichermaßen weniger Grünzeit zur Warteschlangenleerung benöti-
gen und damit der Zeitraum zur Optimierung (die Umschaltfenster) entsprechend
länger ausfällt. Trotzdem kann die Zeitlückensteuerung diesen Umstand weniger
für sich nutzen, denn hier fallen die Zugewinne bei sinkender Verkehrslast nur
moderat aus.
• Wenn die Verkehrslast 100 % übersteigt, so gleichen sich die Gewinne der Stopp-
Minimierung zunehmend der Zeitlückensteuerung an. Bei den damit verbundenen
mittleren Sättigungsgraden über 75 % gibt es immer weniger Freiräume für eine
Optimierung der Fahrzeughalte.
• Dass bei der Stopp-Minimierung die Halte ab 130 % Verkehrslast (und ab 90 %
mittlerem Sättigungsgrad) über denen der Zeitlückensteuerung liegen, jedoch die
Wartezeit geringer ist, könnte an der konsequenten Priorisierung der Warteschlan-
genleerung liegen. Sie wirkt nur bei der Stopp-Minimierung in der aktuellen Phase
auch für die nächste Phase und führt zu einer Verkürzung des Umschaltfensters.
Um zusätzliche Senkungen bei den Wartezeiten zu erreichen, wird dafür der Zeit-
raum zur Optimierung der Stopps gekürzt.
4.3 Praxisnetz Braunschweig
Als nächstes soll die Stopp-Minimierung an einem Praxisnetz getestet und mit einer
Festzeit- und einer Zeitlückensteuerung verglichen werden. Dafür standen Daten eines
Teilnetzes der Stadt Braunschweig zur Verfügung, dass u. a. den nordöstlichen Teil des
Innenstadtrings umfasst (siehe Abildung 4.3). Das Netz war bereits in die Simulati-
onssoftware Aimsun eingepflegt. Weil für die Stopp-Minimierung nur eine Schnittstelle
zum Simulationsprogramm Vissim implementiert wurde, musste das Netz in Vissim
nachgebaut werden.
Bei der Wahl der Steuerungsparameter waren die gewonnenen Erkenntnisse aus der
Simulation der Arterie maßgebend. Es wurde hier stets eine Grenzzeitlücke von 4 s
und das Fixed-Force-Off -Prinzip verwendet. Der Simulationszeitraum umfasste dreimal
je eine Stunde, den Morgenverkehr von 7:30 – 8:30 Uhr, den Tagesverkehr von 10:00 –
11:00 Uhr sowie den Nachmittagsverkehr von 16:00 – 17:00 Uhr. Es wurden zwei verschie-
dene Szenarien getestet, bei denen die Lage der Synchronisationszeitpunkte variierte.
Einmal lagen sie alle in einer koordinierten Phase, ein zweites Mal wurden sie an einigen
Kreuzungen in eine nicht koordinierte Phase gelegt.
Modellkalibrierung
Um das Netz in Vissim zu validieren, wurde einzelne Simulationsläufe visuell mit
Aimsun verglichen und anschließend das Netz in Vissim nachkalibriert. Ein Unterschied
bestand in den verwendeten mikroskopischen Fahrzeugfolge- und Spurwechselmodellen,




























Abbildung 4.3: Topografie des Praxisnetzes in Braunschweig mit den 7 simulierten Knotenpunkten.
Beim Vergleich mit dem Wiedemann’schen Modell in Vissim [42, 127] konnte fest-
gestellt werden, dass in Vissim sowohl die Fahrzeuge als auch der Halteabstand länger
waren. Dies führte dazu, dass im Morgen- und Nachmittagsverkehr die Aufstellfläche
der Linksabbieger aus der südlichen Zufahrt am zentralen Knoten 330, Hagenring/
Brucknerstr. nicht ausreichte und die Geradeausfahrer blockiert wurden. Daraus er-
gaben sich im Festzeitprogramm zunächst schlechtere Werte bei Halten, Warte- und
Reisezeiten. Vissim wurde daraufhin so kalibriert, dass anstelle des voreingestellten
Modells Wiedemann 74 das Modell Wiedemann 99 verwendet wurde und damit u. a.
der mittlere Stillstandsabstand von 2 m auf 1,50 m sank. Weiterhin wurde die zweistreifi-
ge Linksabbiegespur um 7 m erweitert und die Einfädelung auf den Linksabbiegestreifen
insgesamt 15 m früher begonnen. Diese Maßnahmen behoben die Blockierung bei hohen
Verkehrslasten nachhaltig.
4.3.1 Netzkenngrößen
Das Verkehrsnetz umfasste die Simulation des Kfz-Verkehrs an 7 Knotenpunkten, der
Fußgänger an 3 Knotenpunkten sowie des ÖV mit 7 Buslinien einschließlich der Hal-
testellen. Sämtliche Eingangsdaten zur Beschreibung des Netzes waren gegeben, davon
sind die wesentlichen und relevanten Kenngrößen im Anhang A.2.1 zu finden. Gegen-
über diesen Eingangsdaten wurden folgende Veränderungen vorgenommen:
1. Um einen ausreichenden Prognosehorizont für die Stopp-Minimierung zu gewähr-
leisten, wurden die Zuflussstraßen ins Netz gegenüber dem Originalnetz verlän-
gert, i. d. R. bis zum nächsten größeren vorgelagerten Knotenpunkt.
2. Weiterhin wurden die sowohl im Aimsun-Originalnetz als auch in Vissim vor-
eingestellten zulässigen Höchstgeschwindigkeiten von 50 km/h mit dem realen
Stadtnetz abgeglichen und insbesondere bei den 30er Zonen der Nebenstraßen
auf 30 km/h angepasst.
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4 Umschaltfenster: (1) (2) (3) (4)
330: Hagenring/ Brucknerstr. (sonst)
Synchronisationszeitpunkt
Abbildung 4.4: Festlegung von Umschaltfenstern (gelb) und des Synchronisationszeitpunktes (roter
Pfeil) in den Signalzeitenplänen am Beispiel des in der Vissim-Oberfläche dargestell-
ten Tagesprogramms am Knotenpunkt Hagenring/ Brucknerstraße.
Es gibt zwei koordinierte Straßenzüge, eine verläuft in Ost-West-Richtung, eine Zweite
in Nord-Süd-Richtung. Am Knoten 330, Hagenring/ Brucknerstr. kreuzen sich beide
Strecken.
Verkehrsnachfrage und Signalisierung
Es gab zwei Nachfrageprofile für den Kfz-Verkehr auf jedem Zufluss, für den Morgen-
verkehr von 7:00 bis 9:00 Uhr und für den restlichen Tagesverkehr (siehe Tabelle A.2.1).
Ausgehend von diesen beiden Grundprofilen war eine prozentuale Verkehrslast für je-
de Tagesstunde gegeben. Tabelle A.2.2 gibt sie für die drei simulierten Zeiträume an.
Die Werte für Fußgänger und Radfahrer sind in Tabelle A.2.1 unten aufgelistet. Die
verschiedenen Buslinien mit deren Taktzeiten finden sich in Tabelle A.2.8.
Für jede Kreuzung waren optimierte Signalzeitenpläne für die Festzeitsteuerung ge-
geben. Sie sind in den Tabellen A.2.2 bis A.2.7 dokumentiert. Nur nachmittags gab
es eine gemeinsame Umlaufzeit für alle Kreuzungen von 85 s. Die westlichen Kreuzun-
gen 277 Rebenring/ Mittelweg und 293 Rebenring/ Pockelstr. wichen aufgrund anderer
Signalzeitenpläne morgens mit 95 s und tagsüber mit 70 s davon ab.
Festlegung der Fenster: Anhand eines Signalzeitenplans vom Knotenpunkt 330 Ha-
genring/ Brucknerstr. (siehe Abbildung 4.4) soll kurz erläutert werden, wie die Festle-
gung der Umschaltfenster erfolgte. Es zeigte sich, dass die Signalgruppen einer Phase
unterschiedlich beginnen und enden. Deshalb wurde für das Umschaltfenster ein Zeit-
raum gewählt, in dem mindestens die zugehörigen Kfz-Signalgruppen gleichzeitig Grün
haben. Um diesen Zeitraum konnte später die Phase mit allen Grünzeiten der innerhalb
des Fensters liegenden Signalgruppen verkürzt werden. Dabei wurden die Fenster nur
so groß gewählt, dass für jede Signalgruppe die vorgegebene Mindestgrünzeit sicherge-
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stellt war. Beispielsweise wird die Länge und das Ende von Umschaltfenster 4 durch die
Signalgruppe F303 begrenzt, für die im Anschluss an das Fenster 5 s Mindestgrün ge-
währleistet werden. Ohne diese Signalgruppe wäre das Fenster 2 s länger gewesen. Wie
man außerdem erkennt, liegen Phasenübergänge bzw. Gelb und Rotgelb-Zeiten stets
außerhalb von Fenstern, da diese nicht verkürzt werden können2. Einige Freigaben für
Fußgänger und Radfahrer haben aufgrund ihrer ungünstigen Lage oder Dauer kein Um-
schaltfenster (hier z. B. F201, F203 und F403). Weil sie nicht mit optimiert wurden, war
dies zulässig.
Festlegung der Synchronisationszeitpunkte: Es gab für jede Kreuzung einen Syn-
chronisationszeitpunkt. Am Knotenpunkt 330 Hagenring/ Brucknerstr., an dem sich
die Nord-Süd- und die Ost-West-Achse mit ihren Koordinierungen trafen, lag der Syn-
chronisationszeitpunkt während der Freigabe der Ost-West-Richtung. An den übrigen
Knotenpunkten wurde für das Szenario 1 zunächst ein Synchronisationszeitpunkt in
die Phase der koordinierten Richtung gelegt. Im Szenario 2 lagen die Synchronisations-
zeitpunkte für alle Kreuzungen der Ost-West-Achse in einer Phase der Nebenrichtung,
außer bei dem zentralen Knoten 330. Umschaltfenster und Synchronisationszeitpunkte
wurden für beide verkehrsabhängige Steuerungen jeweils gleich gewählt.
4.3.2 Auswertung nach Tageszeiten
Die Optimierung erfolgte zunächst mit einer gleichwertigen Gewichtung von Eins für
jedes Fahrzeug des MIV und des ÖV. In einer späteren Version ist es denkbar, höhere
Gewichte für die Halte des ÖV zu vergeben, so dass z. B. ein ÖV-Halt wie 15 Pkw-
Halte wiegt. Radfahrer und Fußgänger wurden bei der Suche eines optimalen Phase-
nendes nicht mit einbezogen, da deren Detektion noch nicht während ihrer Annäherung,
sondern i. d. R. erst bei Anwesenheit und Anforderung über einen Taster erfolgen kann.
Szenario 1
Für das Szenario 1, bei dem sich alle Synchronisationszeitpunkte in koordinierten Pha-
sen befinden, zeigt Abbildung 4.5 die mittleren Wartezeiten und Halte für die drei
simulierten Tageszeiten zusammengefasst für alle Verkehrsarten.
Folgende Beobachtungen konnten gemacht werden:
• Die Stopp-Minimierung hat bei allen simulierten Tageszeiten immer die besten
Ergebnisse hinsichtlich Stopps und Wartezeiten.
• Die Zeitlückensteuerung ist gegenüber der Festzeitsteuerung bei den Halten mor-
gens minimal schlechter, bei den Wartezeiten jedoch besser. Tagsüber und nach-
mittags ist sie bei den Halten deutlich und bei den Wartezeiten leicht schlechter.
• Bei der Festzeitsteuerung steigen die Halte von morgens bis nachmittags leicht
an. Die Wartezeiten sinken tagsüber auf den geringsten Wert. Auffällig ist dabei,
2um z. B. Zwischenzeiten korrekt einzuhalten
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Abbildung 4.5: Szenario 1. links: Anzahl der Halte und rechts: Mittlere Wartezeit je Fahrzeug in den
drei simulierten Tageszeiten bei einer Grundgesamtheit von ca. 5350 (morgens), 4940
(tags) bzw. 6510 (nachmittags) erfassten Fahrzeugen, Radfahrern und Fußgängern.
dass tagsüber gegenüber morgens zwar die Halte ansteigen, die Wartezeiten jedoch
sinken.
• Analog zur Festzeitsteuerung steigen die Halte von morgens bis nachmittags auch
bei der Zeitlückensteuerung und der Stopp-Minimierung an. Im Gegensatz zu
dieser sinken jedoch die Wartezeiten tagsüber nicht, sondern bleiben fast identisch
zum Morgen mit minimalen Anstiegen.
• Alle drei Steuerungen haben nachmittags die höchsten Werte für Halte und War-
tezeiten, wo auch die Verkehrsnachfrage am größten ist.
Tageszeitliche Unterschiede: Die Zeitlückensteuerung und die Stopp-Minimierung
folgen in ihren tageszeitlichen Unterschieden in etwa den Ergebnissen der Festzeitsteue-
rung. Das deutet darauf hin, dass diese Unterschiede nicht in den verschiedenen Steue-
rungen zu finden sind, sondern andere Ursachen haben, wie z.B. die Verkehrsstärke oder
die grundlegende Gestaltung der Signalzeitenprogramme.
So sind beispielsweise die Umlaufzeiten an den beiden westlichen Knoten 277, Re-
benring/ Mittelweg und 293, Rebenring/ Pockelstr. tagsüber um 15 s kürzer als im
restlichen Netz. Damit ist keine gleichmäßige netzweite Koordinierung gewährleistet,
wodurch mehr Halte entstehen können. Die geringere Umlaufzeit und die tagsüber ge-
ringe Nachfrage wirkt jedoch positiv auf die Wartezeiten. Damit lässt sich der Anstieg






Morgens gibt es auch unterschiedliche Umlaufzeiten, doch sind sie für die Knoten 277
und 293 um 10 s länger als im restlichen Netz. Dies wirkt sich offensichtlich nicht so ne-
gativ auf die Halte aus, die gegenüber dem Tag geringer sind. Allerdings sind am Morgen
die Wartezeiten deutlich länger, was sich ggf. auf die längere Umlaufzeit zurückführen
lässt. Nachmittags ist zwar die Umlaufzeit netzweit gleich, doch die Verkehrsnachfrage
am größten. Letztere könnte die Ursache für die größeren Halte und Wartezeiten sein.
Zeitlückensteuerung: Die Zeitlückensteuerung produzierte immer die meisten Hal-
te. Eine Erklärung dafür soll nachfolgend gegeben werden: Es war festzustellen, dass
die Fahrzeuge - aufgrund der dichten Knotenfolge - vor allem in Kolonnen durch das
Netz fließen. Bei den dazwischen auftretenden größeren Lücken brach die Zeitlücken-
steuerung eine Phase ab, so dass häufig auch große Kolonnen zum Halt kamen. Die
Stopp-Minimierung dagegen wartete häufig bis zum spätesten Phasenende, wenn noch
Kolonnen zu erwarten waren. Aufgrund des größeren Prognosehorizontes war sie in der
Lage, Kolonnen auch nach größeren Zeitlücken noch rechtzeitig vor einem Phasenab-
bruch zu detektieren.
So bogen z. B. am Knoten 330 zuerst die Rechtsabbieger von Nord nach West auf
die Ost-West-Achse ein. Nach einer größeren Lücke flossen die Geradeausfahrer nach
Westen ab, gefolgt von den Linksabbiegern aus Süden. Während sich das Grünband
bei der Festzeitsteuerung zumindest auf zwei größere Kolonnen erstreckte und auch die
größere Lücke dazwischen abgewartet wurde, brach hier die Zeitlückensteuerung die
Phase ab.
Stopp-Minimierung: Interessant ist, dass es der Stopp-Minimierung gelingt, immer
geringere Halte und Wartezeiten als Zeitlücken- und Festzeitsteuerung aufzuweisen. Hier
konnte in den koordinierten Phasen beobachtet werden, dass nicht nur bis zum Ende des
Umschaltfensters auf Kolonnen gewartet wurde, sondern die koordinierten Phasen bei
Kolonnenankünften auch früher begannen. So wurden gegenüber der Festzeitsteuerung
weniger Kolonnen angehalten, weil z. B. eine Phase zusätzlich eher beginnen konnte,
aufgrund nicht benötigter Grünzeiten bei vorigen Phasen. Am Knoten 330 konnte dies
beispielsweise von den aus Norden kommenden Linksabbiegern in Richtung Osten be-
obachtet werden, die am nächsten Knoten 355 häufig nicht mehr anhalten mussten.
Szenario 2
Im Szenario 2 lagen die Synchronisationszeitpunkte für alle Kreuzungen der Ost-West-
Achse, ausgenommen Knoten 330, in einer Nebenphase. Abbildung 4.6 zeigt die aufge-
tretenen mittleren Wartezeiten und Halte für die drei simulierten Tageszeiten zusam-
mengefasst für alle Verkehrsarten.
Folgendes war zu beobachten:
• Es sind zum einen relativ geringe tageszeitliche Unterschiede, zum anderen deut-
lich größere Unterschiede zwischen den Steuerungsarten festzustellen.
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Abbildung 4.6: Szenario 2. links: Anzahl der Halte je Fahrzeug bei verschiedenen Tageszeiten.
rechts: Mittlere Wartezeit je Fahrzeug in den drei simulierten Tageszeiten bei einer
Grundgesamtheit von ca. 5350 (morgens), 4940 (tags) bzw. 6510 (nachmittags) er-
fassten Fahrzeugen, Radfahrern und Fußgängern.
• Bei allen drei Steuerungen ist wieder die Anzahl der Halte morgens am geringsten
und steigt tagsüber und nachmittags leicht an.
• Die Zeitlückensteuerung zeigt gegenüber dem Szenario 1 nochmals deutliche Ver-
schlechterungen bei Halten und Wartezeiten.
• Bei der Stopp-Minimierung treten fast dieselben Halte und Wartezeiten auf wie
im Szenario 1, überwiegend sind sie sogar minimal besser.
In der Konfiguration der Festzeitsteuerung wurde nichts geändert, deshalb sind für sie
die Ergebnisse dieselben wie im Szenario 1.
Zeitlückensteuerung: Wie man im Szenario 2 deutlich an den Halten und Wartezeiten
erkennt, ist die Zeitlückensteuerung noch weniger in der Lage, adäquat auf Kolonnen zu
reagieren, wenn die Synchronisationszeitpunkte außerhalb der koordinierten Phase lie-
gen. Im Gegensatz zur Stopp-Minimierung synchronisiert sich die Zeitlückensteuerung
nur außerhalb der festgelegten Zeitpunkte, wenn ununterbrochene Kolonnen in der aktu-
ellen Phase auftreten. Wie bereits erwähnt, treten jedoch die Kolonnen in Gruppen mit
größeren Zeitlücken dazwischen auf. So bricht die Zeitlückensteuerung die koordinierten
Phasen regelmäßig zu zeitig ab und erzeugt zusätzliche Halte von Fahrzeugen, die erst
im darauffolgenden Umlauf abfließen können. Weil die Synchronisationszeitpunkte in
den Nebenphasen liegen und dort die aufgelaufenen Grünzeitgewinne abgewartet wer-































































Abbildung 4.7: Szenario 1: Auswertung des Öffentlichen Verkehrs im Braunschweiger Netz bei einer
Grundgesamtheit von 38 (morgens), 30 (tags) bzw. 38 (nachmittags) erfassten Fahr-
zeugen. links: Anzahl der Halte je ÖV-Fahrzeug bei verschiedenen Tageszeiten.
rechts: Mittlere Wartezeit je ÖV-Fahrzeug in den drei simulierten Tageszeiten.
Stopp-Minimierung: Die gleichbleibend guten Ergebnisse der Stopp-Minimierung im-
plizieren, dass die Synchronisationszeitpunkte nicht zwingend in die koordinierte Phase
gelegt werden müssen, wenn gleichzeitig das Fixed Force-Off -Prinzip verwendet wird.
Mit diesem Prinzip können in jeder Phase bereits vorhandene Grünzeitgewinne bei
Bedarf für die Verlängerung von Umschaltfenstern und damit von Phasen genutzt wer-
den. Dies führt zu einer teilweisen oder vollständigen Synchronisation, schon bevor die
Phase mit dem geplanten Synchronisationszeitpunkt erreicht wird. Die ankommenden
Kolonnen in den koordinierten Phasen sorgen im Braunschweiger Netz dafür, dass ge-
nau dort eine Synchronisation stattfindet und sich passende Versatzzeiten zwischen den
Knotenpunkten in der koordinierten Phase einstellen.
Öffentlicher Verkehr
In Abbildung 4.7 sind die gesamten Halte und Wartezeiten der Linienbusse im Netz für
das Szenario 1, im Anhang in Abbildung A.2.6 für das Szenario 2 zusammengefasst. Zu
beachten ist, dass auch Halte und Wartezeiten, die aufgrund der Haltestellen auftra-
ten, in der Statistik enthalten sind. Damit lassen sich die höheren Werte gegenüber der
Gesamtstatistik erklären. Weiterhin muss die relativ kleine Grundgesamtheit beachtet
werden, wodurch sich der Einfluss von zufälligen Schwankungen vergrößert. Beispiels-
weise schwankten die Zeitpunkte, zu denen die Fahrzeuge ins Netz eingefahren sind,
aufgrund der tageszeitlichen Taktzeitunterschiede bei vielen Linien.
Im Szenario 1 schneidet die Stopp-Minimierung wieder am besten ab. Bei der Zeit-
lückensteuerung gibt es einige Unterschiede zu den Gesamtwerten: Sie ist häufig besser
als die Festzeitsteuerung, nur am Nachmittag sind die Halte größer. Diese Unterschie-
de zwischen den Steuerungen sind tagsüber geringer als morgens oder nachmittags.
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Fußgänger/ Radfahrer - Halte 
Rad, Festzeit Rad, Zeitlücke Rad, Stopp-Min. 



























Fußgänger/ Radfahrer - Wartezeiten 
Rad, Festzeit Rad, Zeitlücke Rad, Stopp-Min. 
Fuß, Festzeit Fuß, Zeitlücke Fuß, Stopp-Min. 
Abbildung 4.8: Szenario 1: Auswertung der Fußgänger und Radfahrer im Braunschweiger Netz bei
einer Grundgesamtheit von jeweils ca. 530 (morgens), 450 (tags) bzw. 580 (nachmit-
tags).
links: Anzahl der Halte je Fußgänger/ Radfahrer bei verschiedenen Tageszeiten.
rechts: Mittlere Wartezeit je Fuß/ Rad in den drei simulierten Tageszeiten.
Im Szenario 2 folgen die Ergebnisse für den Öffentlichen Verkehr im Wesentlichen dem
Gesamtverkehr.
Fußgänger und Radfahrer
Fußgänger und Radfahrer wurden bei der Stopp-Minimierung nicht mit optimiert, weil
sie zum einen nicht rechtzeitig im Voraus detektiert werden können und zum anderen bei
Tasteranforderung ihre Anzahl unbekannt bleibt (siehe Kapitel 3.5.3). Die Grünzeiten
wurden passiv und parallel zu den optimierten Kfz-Strömen der jeweiligen Phase mit
angepasst.
Die Ergebnisse der Simulationen für die Fußgänger und Radfahrer sind für das Sze-
nario 1 in Abbildung 4.8, für das Szenario 2 im Anhang in Abbildung A.2.7 ersichtlich.
Bei den Radfahrern erzielen alle drei Steuerungen in beiden Szenarien sehr ähnliche
Ergebnisse und weichen nur minimal voneinander ab.
Die Ergebnisse der Fußgänger sind im Szenario 1 bei der Festzeitsteuerung immer am
schlechtesten. Zeitlückensteuerung und Stopp-Minimierung sind sich sehr ähnlich. Mor-
gens ist die Zeitlückensteuerung minimal besser, nachmittags die Stopp-Minimierung.
Im Szenario 2 zeigen die Fußgänger ein ähnliches Verhalten wie der ÖV und die Ge-
samtergebnisse. So ist die Zeitlückensteuerung stets deutlich schlechter, die Stopp-
Minimierung deutlich besser als die Festzeitsteuerung. Die tageszeitlichen Unterschiede
sind demgegenüber wieder geringer, anders als zuvor nehmen die Wartezeiten hier zum
Nachmittag hin leicht ab, die Halte bei der Zeitlückensteuerung ebenso.
60







*Nur in den Szenarien K.1-K.3
Abbildung 4.9: Topografie des Einzelknotens. Bei den Szenarien K.1 bis K.3 gibt es zusätzlich eine
vorgelagerte festzeitgesteuerte LSA mit einer konstanten Freigabe, die Kolonnenan-
künfte aus West verursacht.
4.4 Simulation eines Einzelknotens
Abschließend wird der Kfz-Verkehr an einem isolierten Knotenpunkt simuliert und da-
bei wieder die Stopp-Minimierung mit einer Festzeit- und einer Zeitlückensteuerung
verglichen. Dabei wurden verschiedene Parameter variiert. Es fanden Tests mit und
ohne Synchronisationszeitpunkt statt, sowie mit zufälligen Ankünften und Kolonnen-
ankünften.
4.4.1 Netzkenngrößen
Der Knotenpunkt wurde künstlich erzeugt mit einem Fahrstreifen aus jeder Richtung
und zwei zusätzlichen, getrennten Linksabbiegestreifen aus West und Ost, siehe Abbil-
dung 4.9. Es gab dieselben Nachfragen und Abbiegeraten wie in Tabelle 4.1 auf Seite 49,
nur aus West und Ost wurde die Verkehrsstärke halbiert auf 400 Kfz/h bzw. 350 Kfz/h.
Die Phaseneinteilung, Freigabezeiten und Umschaltfenster sind identisch mit dem in
Abschnitt 4.2.1 auf Seite 48 beschriebenen Signalzeitenplan der Arterie.
4.4.2 Auswertung verschiedener Szenarien
Es wurden sechs verschiedene Szenarien simuliert, deren Konfiguration in Tabelle 4.3
abgebildet ist. Von diesen Szenarien sind die Ergebnisse hinsichtlich der Halte und
Wartezeiten, die auf allen Straßen insgesamt auftraten, in Abbildung 4.10 graphisch
verdeutlicht. Die zugehörige Tabelle mit den Einzelwerten findet sich im Anhang A.3.
Anzumerken ist, dass auch eine Zeitlücke von 2 s getestet wurde, die stets zu schlechteren
Ergebnissen führte.
Feste Umlaufzeiten
Für die Szenarien Z.1 und K.1 wurde dieselbe Konfiguration verwendet wie bei der
Arterie und dem Praxisnetz. Für die Zeitlückensteuerung gab es eine Grenzzeitlücke von
4 s. Die Simulation erfolgte mit dem Fixed Force-Off -Prinzip und einem Synchronisa-
tionszeitpunkt in der Phase 1, in denen die Geradeausfahrer und Rechtsabbieger aus
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Tabelle 4.3: Konfiguration der Szenarien am isolierten Knoten.
Szenario Z.1 K.1 Z.2 K.2 Z.3 K.3
Ankünfte zufällig Kolonne zufällig Kolonne zufällig Kolonne
Force-Off -Prinzip Fixed Fixed Fixed Fixed Floating Floating
Synchronisation ja ja nein nein nein nein
Ost und West Grün erhalten. Der Unterschied zwischen beiden Szenarien bestand darin,
dass in Z.1 die Ankünfte aus jeder Richtung zufällig waren, während es in K.1 nur aus
drei Richtungen zufällige Ankünfte gab mit Kolonnen aus Richtung West, die über eine
600 m entfernte Lichtsignalanlage mit derselben Umlaufzeit erzeugt wurden.
Auswertung Z.1 und K.1: Im Szenario Z.1 bei den zufälligen Ankünften erkennt
man, dass die Zeitlückensteuerung und die Stopp-Minimierung sowohl bei den Halten
als auch den Wartezeiten gleiche Ergebnisse aufweisen, wobei beide besser als die Fest-
zeitsteuerung sind. Weichen die Ankünfte jedoch vom rein zufälligen Muster ab und
kommen sie teilweise in Kolonnen an wie in Szenario K.1, so ist die Stopp-Minimierung
besser als die Zeitlückensteuerung. Im städtischen Bereich, wo die meisten LSA einge-
setzt werden, überwiegen die Kolonnen vor den zufälligen Ankünften.
Variable Umlaufzeiten
In den übrigen Szenarien wurde von der festen Umlaufzeit bei beiden verkehrsabhängi-
gen Steuerungen abgewichen, indem die Synchronisationszeitpunkte weggelassen wur-
den. An der vorgelagerten LSA, die die Kolonnen erzeugte, blieb die feste Umlaufzeit
erhalten. Da hier keine Versatzzeiten aus einer Koordinierung eingehalten werden müs-
sen, ist dies zulässig. Das bedeutet für den Ablauf, dass Zeitgewinne aus Phasenab-
brüchen nun die Umlaufzeit in beiden Steuerungen verkürzen können. Z.2 und K.2
verwenden weiterhin das Fixed Force-Off -Prinzip, bei dem Zeitgewinne nachfolgende
Umschaltfenster erweitern und dort eine (Teil-)Synchronisation weiter möglich bleibt.
Nur die nicht (für nachfolgende Umschaltfenster) benötigten Grünzeitgewinne verkür-
zen die Umlaufzeit. Alternativ dazu wurde in den Szenarien Z.3 und K.3 das Floating
Force-Off -Prinzip eingesetzt, bei dem die Größe der Umschaltfenster konstant bleibt
und alle Grünzeitgewinne die Umlaufzeit entsprechend verkürzen.
Auswertung Z.2 und K.2: Es ist zu erwarten, dass eine kürzere Umlaufzeit die
Wartezeiten nun nochmals verringert. Während die Stopp-Minimierung sich gleicherma-
ßen sowohl bei den Halten als auch bei den Wartezeiten in beiden Szenarien Z.2 und K.2
gegenüber Z.1 bzw. K.1 leicht verbessert, gelingt dies der Zeitlückensteuerung nur für die
Wartezeiten im Szenario Z.2. Dort ist sie sogar besser als die Stopp-Minimierung. Dass
die Zeitlückensteuerung jedoch bei den Halten schlechter als die Stopp-Minimierung
ist, weist darauf hin, dass sie eine Phase tendenziell schneller beendet und dabei mehr
Halte in Kauf nimmt. Sie erzeugt damit geringere Umlaufzeiten, jedoch nur bei den
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Wartezeiten am isolierten Knoten 
Festzeitsteuerung 4s Zeitlückensteuerung Stopp-Minimierung 
Abbildung 4.10: Auswertung des Kfz-Verkehrs am isolierten Knoten für 3 Szenarien mit zufälligen
Ankünften (Z.1–Z.3) und 3 Szenarien mit Kolonnenankünften aus West (K.1–K.3)
bei einer Grundgesamtheit von jeweils ca. 1200 Kfz. oben: Anzahl der Halte. unten:
Mittlere Wartezeit je Fahrzeug.
in K.2, die aufgrund der festen Umlaufzeit an der vorgelagerten LSA immer im gleichen
Takt aus West ankommen, kann sie nicht adäquat abfertigen. Hier ist das Ergebnis
eher mit dem Braunschweiger Netz vergleichbar, wo die Halte und Wartezeiten der
Zeitlückensteuerung auch über der der Festzeitsteuerung lagen.
Auswertung Z.3 und K.3: Bleiben die Umschaltfenster stets konstant wie bei Z.3,
so können etwas weniger Halte minimiert werden (siehe Z.3 gegenüber Z.2), mit etwas
besseren Ergebnissen für die Stopp-Minimierung. Dafür werden in beiden Steuerungen
gleichermaßen jedoch deutlich weniger Wartezeiten erzeugt, was auf nochmals geringere
Umlaufzeiten hindeutet.
Im Szenario K.3 reagieren beide verkehrsabhängigen Steuerungen nicht mehr gut auf
die Kolonnen. Die Wartezeiten sind zwar der Festzeitsteuerung noch ähnlich, doch es
treten deutlich mehr Halte auf. Durch das Floating Force-Off -Prinzip ist nun auch der
Stopp-Minimierung die Möglichkeit genommen, Grünzeitgewinne aus Phasenabbrüchen
zur Synchronisation mit den immer im gleichen Takt ankommenden Kolonnen und somit
der Umlaufzeit der vorgelagerten LSA zu verwenden.
4.5 Zusammenfassung
Die Stopp-Minimierung wurde im Vergleich zur Festzeitsteuerung und zur Zeitlücken-
steuerung an einer Arterie mit einer Koordinierung, einem Praxisnetz mit zwei Koor-
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dinierungen und an einem Einzelknoten simuliert. Mit Ausnahme der Reduktion bzw.
dem Anstieg der Verkehrslasten bei der Arterie erfolgte die Planung des Signalzei-
tenplanes anhand der gegebenen Bemessungsverkehrsstärke immer optimiert für die
Festzeitsteuerung.
Es wurden verschiedene Parameter getestet, die i. d. R. auf beide verkehrsabhängige
Steuerungen angewandt wurden. Mit der Wahl einer guten Zeitlücke wurde das Ziel
verfolgt, die Zeitlückensteuerung so gut wie möglich hinsichtlich der Halte und Warte-
zeiten zu kalibrieren. Entgegen den in der RiLSA [8] angegebenen Werten von 2 s bzw.
3 s führte hier ein längerer Wert zu durchgehend besseren Ergebnissen. Entscheidend
war weiterhin die Wahl des Prinzips zur Verteilung von Grünzeitgewinnen, bei dem das
Fixed Force-Off -Prinzip für beide Steuerungen die besseren Ergebnisse lieferte. Daneben
wurden im Praxisnetz auch die Auswirkungen der Verlegung des Synchronisationszeit-
punktes in eine Nebenphase getestet.
Folgende Erkenntnisse konnten durch die Simulationen gewonnen werden:
• Bei einer Reduktion der Verkehrslast erhöht sich das Optimierungspotenzial für
die Stopp-Minimierung, nicht jedoch für die Zeitlückensteuerung.
• Bei einem Anstieg der Verkehrslast bis zu einem mittleren Sättigungsgrad von
ca. 100 % gleichen sich die Ergebnisse der Stopp-Minimierung und der Zeitlücken-
steuerung zunehmend an.
• Die Zeitlückensteuerung ist teilweise schlechter als die Festzeitsteuerung. Beson-
ders im Braunschweiger Netz zeigt sich, dass eine Phase nach einer größeren Zeit-
lücke abgebrochen wird, obwohl darauf noch eine Kolonne folgt. Dies bestätigt,
dass man allein mit dem Zeitlückenkriterium eines 15 – 40 m entfernten Detektors
keine neuen Kolonnen erkennen kann.
• Die Stopp-Minimierung hat stets die wenigsten Halte. Dies kann u. a. dadurch
erreicht werden, dass auch Kolonnenankünfte in der nächsten Phase in die Opti-
mierung einbezogen werden. Die Zeitlückensteuerung dagegen reagiert allein auf
die Ankünfte der aktuellen Phase, was zur zuverlässigen Reduktion der Halte
nicht genügt.
• Die Stopp-Minimierung ist gegen eine Verlegung der Synchronisationszeitpunk-
tes in eine Nebenphase robust. Das Praxisnetz wie auch die Kolonnenankünfte
am Einzelknoten zeigen, dass sie eine Synchronisation der Umlaufzeit selbststän-
dig in Abhängigkeit der Kolonnenankünfte vornimmt, ohne dass sie gesonderte
Synchronisationszeitpunkte braucht5.
• Die durchgehend positiven Ergebnisse der Stopp-Minimierung bei Koordinierun-
gen lassen auf eine Eignung einer verkehrsabhängigen Phasenanpassung in koordi-
nierten Netze schließen, so dass Halte und Wartezeiten zuverlässig reduziert wer-
den.









Zuerst werden verschiedene Anwendungsbereiche und Maßstäbe zur Ermittlung der
Verkehrsqualität im Allgemeinen dargelegt. Anschließend wird der Begriff „Wartezeit“
definiert. Aus zwei bekannten Regelwerken wird jeweils eine Berechnungsmethodik für
die mittlere Wartezeit an lichtsignalgeregelten Knotenpunkten erläutert. Danach wird
ein Überblick über messwertbasierte Verfahren gegeben, die in irgendeiner Weise eine
Verkehrsqualität mittels Detektoren schätzen. Im Anhang B sind in den Tabellen B.1.1
und B.1.2 die wichtigsten Verfahren nochmals zusammengefasst. Zum Schluss wird auf
die Datenqualität von Detektoren und mögliche Messfehler eingegangen.
5.1 Bestimmung der Verkehrsqualität
Die Erhebung der Verkehrsqualität ist für verschiedene Verkehrsanlagen, wie z. B. Kno-
tenpunkte und Straßen von großem Interesse. Laut [3] wird darunter eine „zusammen-
fassende Gütebeurteilung des Verkehrsflusses“ verstanden.
5.1.1 Anwendungsbereiche
Abbildung 5.1 systematisiert die Anwendungen beispielhaft für Straßen und Knoten-
punkte. Verkehrsinformationen können jeweils auf kurzfristiger, operativer Ebene Ver-
wendung finden oder für langfristige Planungen relevant sein. Auf Autobahnen, Land-
und Stadtstraßen möchte vor allem der Nutzer des Verkehrsnetzes wissen, wie der ak-
tuelle Verkehrszustand ist, um beispielsweise seine Routenwahl entsprechend zu ge-
stalten. Diese Informationen werden häufig permanent erfasst und kurz darauf an die
Verkehrsteilnehmer weitergegeben. Dies geschieht durch individuelle Verkehrsleitsyste-
me, wie z. B. Radio, Navigationssysteme oder kollektive Verkehrsleitsysteme. Auf eher
langfristiger Ebene sind insbesondere Informationen zu häufigen Überlastungserschei-
nungen auch für Straßenerneuerungs- und Ausbauplanungen relevant [130].
Im Bereich von vorfahrt-geregelten Knotenpunkten und an Kreisverkehrsplätzen do-
miniert die Nutzung der Verkehrsqualitätsinformationen für planerische bzw. bauliche
Maßnahmen. Für lichtsignalgeregelte Knotenpunkte trifft dies ebenso zu, jedoch werden
Informationen über die aktuelle Verkehrsqualität außerdem zur Echtzeit-Optimierung
genutzt. So verwendet die Netzsteuerung Balance [43, 45] zur Optimierung von Signal-
plänen u.a. maximale Staulängen, wie sie beispielsweise das Verfahren nach Mück [87]
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Abbildung 5.1: Anwendungsbereiche von Informationen zur Verkehrsqualität am Beispiel von Straßen
und Knotenpunkten.
online ermittelt. Bei allen zuvor genannten Anwendungsfällen spielen Detektoren eine
große Rolle für die Gewinnung von Verkehrsinformationen.
5.1.2 Qualitätsmaßstäbe
In Deutschland werden laut Brilon et. al. [27] drei Beurteilungsstufen für die Qualität
vorgesehen:
1. Der ungesättigte Bereich, in dem sich die Verkehrsbelastung deutlich unterhalb
Leistungsgrenze der Verkehrsanlage befindet. Es werden festgelegte Mindestqua-
litätsanforderungen eingehalten, so dass die Verkehrsqualität als ausreichend be-
urteilt wird.
2. Im Grenzbereich gibt es instabile Verkehrsabläufe, z. B. gekennzeichnet durch eine
deutlich verminderte durchschnittliche Reisegeschwindigkeit, und es ist jederzeit
mit einer Überlastung zu rechnen.
3. Im übersättigten, überlasteten Bereich liegt die Verkehrsnachfrage oberhalb der
Leistungsfähigkeit und die geforderte Mindestqualität wird nicht mehr erreicht.
Beispielsweise tritt Stau auf oder die Warteschlangen an Kreuzungen wachsen.
Die Verkehrsqualität ist ungenügend.
Neben diesen drei Beurteilungsstufen hat im deutschsprachigen Raum auch das sechs-
stufige Level-of-Service-Konzept (LOS) in Anlehnung an das amerikanische Highway
Capacity Manual (HCM) [7] Verbreitung gefunden, in dem sechs Stufen von A bis E
unterschieden werden. Dabei wird der Bereich ausreichender Verkehrsqualität in vier
weitere Stufen (A-D) untergliedert. Dieses Konzept wird in entsprechenden Regelwer-
ken, wie z. B. dem Handbuch zur Bemessung von Straßenverkehrsanlagen (HBS) [6],
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Abbildung 5.2: LOS-Grenzwerte für den Kfz-Verkehr an Kreuzungen, a) nach dem deutschen HBS [6]
und b) nach dem strengeren amerikanischen HCM [7].
umgesetzt und mit Grenzwerten gemäß den jeweiligen Bewertungskriterien für die ein-
zelnen Stufen unterlegt.
Als Bewertungskriterium für Straßenabschnitte der freien Strecke wird vor allem die
Reisegeschwindigkeit herangezogen. Weiterhin gibt es alternative Kriterien, wie z. B.
die mittlere Reisezeit, die Verkehrsstärke oder die Verkehrsdichte. Die beiden Letzten
werden insbesondere zur Dimensionierung der Verkehrsanlagen herangezogen [130]. Im
Kreuzungsbereich dagegen ist die wichtigste Bewertungsgröße die Wartezeit [6]. Dane-
ben werden auch die Anzahl der Halte, vorwiegend bei koordinierten Zufahrten, und
manchmal auch Staulängen verwendet [27]. Für die hier interessierenden LOS des Kfz-
Verkehrs sind in Abbildung 5.2 die im HBS und HCM verwendeten Grenzwerte der
mittleren Wartezeit gegenübergestellt.
Da die Verkehrsqualität wesentlich von der Verkehrsstärke abhängt, stellt das HBS [6]
für verschiedene Verkehrsanlagen Zusammenhänge und Berechnungsmethoden dar. Da-
mit erfolgen i. d. R. schon bei der Planung der Anlagen Abschätzungen zur Verkehrs-
qualität, indem zunächst die zu erwartenden Verkehrsstärken geschätzt werden.
Mit einer permanent eingesetzten, automatisierten Erfassung und Verarbeitung könn-
te man hier nicht nur die bei der Planung angenommenen mit den tatsächlich vorhande-
nen Verkehrsstärken vergleichen, sondern auch die Übereinstimmung mit der erwarteten
Verkehrsqualität überprüfen.
5.1.3 Definition der Wartezeit
Die Wartezeit ist das primäre Kriterium für die Beurteilung der Verkehrsqualität an
lichtsignalgeregelten Knotenpunkten. Abbildung 5.3 zeigt vier mögliche Definitionen
der Wartezeit, wie sie im amerikanischen HCM [7] zu finden sind. Sie beziehen sich
zunächst auf ein Fahrzeug. Das arithmetische Mittel der Wartezeiten über eine Menge
vor Fahrzeugen entspricht der mittleren Wartezeit.
Der Segment delay bezeichnet den Verlust auf einem Straßenabschnitt bezüglich der
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Abbildung 5.3: Verschiedene Definitionen der Wartezeit, nach dem amerikanischen HCM [7].
Wunschgeschwindigkeit. Der Control delay als Teilmenge davon enthält nur die Ver-
luste, die aufgrund der Regelung an Kreuzungen – LSA, vorfahrtgeregelten Knoten
oder Kreisverkehren – entstehen. Andere Verluste, z. B. durch Fahrzeuginteraktionen,
entfallen. Der Queue delay ist der Zeitanteil, in dem sich ein Fahrzeug in einer War-
teschlange befindet, während der Stopped delay nur die reine Haltezeit angibt. Laut
HCM [7] stellt der Queue delay eine sinnvolle Näherung des Control delay dar, sofern
die Wartezeit in der Warteschlange auch von der Steuerung verursacht wird.
Welche Wartezeit erhoben werden kann, wird von der Lage der Detektoren beeinflusst
und entspricht hier i. d. R. dem Control delay bzw. Queue delay. Dabei ist ein Standort
kurz vor Beginn der längsten auftretenden Warteschlange günstig für den Zuflussdetek-
tor. Wenn er jedoch sehr weit entfernt vor der Kreuzung liegt, ist es nicht ausgeschlossen,
dass auch Verluste durch den sich gegenseitig beeinflussenden Verkehrsfluss gemessen
werden.
5.2 Verfahren für die Wartezeitberechnung an Knotenpunkten
Die Wartezeitmodelle, auf denen Berechnungsverfahren zur Bestimmung der mittleren
Wartezeit an lichtsignalgeregelten Knotenpunkten beruhen, sind in ihrer Natur eher
Grobschätzungen im Sinne einer Prognose [64]. Sie können eine Messung vor Ort nicht
ersetzen, vor allem, wenn man die tatsächlich aufgetretenen Wartezeiten ermitteln will.
Im Folgenden werden zwei analytische Berechnungsverfahren vorgestellt. Diese erfor-
dern im Wesentlichen die Kenntnis der Verkehrsstärken sowie die Umlauf- und Grünzeit
der LSA-Steuerung. Aus dieser Abschätzung der erwarteten mittleren Wartezeit kön-
nen bereits im Planungsstadium der Anlage Aussagen zur Verkehrsqualität getroffen
werden.
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5.2.1 Deutsche Berechnung
Im deutschen HBS [6] wird nur der Fall von Festzeitsteuerungen behandelt. Das aus dem
HCM [7] im Anschluss vorgestellte Verfahren berücksichtigt daneben auch verkehrsab-
hängige Steuerungen. Für beide Regelwerke gibt es sowohl methodische Gemeinsamkei-
ten als auch Unterschiede. Bei einer Berechnung der mittleren Wartezeit gehen beide
von eine Grundwartezeit w1 und eine Reststauwartezeit w2 aus1:
w = w1 + w2 (5.1)
Die Grundwartezeit betrifft alle Fahrzeuge, die in einer Bedienperiode ankommen und
in der nächsten Freigabezeit abgefertigt werden können. Die Reststauwartezeit ist der
Anteil, der von den nicht abgefertigten Fahrzeugen ab dem Grünende verursacht wird.
Die folgende Gleichung zur Schätzung der mittleren Wartezeit im HBS [6] ist auf ein
Fahrzeug und einen Fahrstreifen bezogen.
w =
tU(1 − GtU )
2




· qs  
w1 w2
(5.2)
wobei G signalisierte Grünzeit [s]
tU Umlaufzeit [s]
qi Verkehrsstärke für den betreffenden Fahrstreifen i [Fz/h]
qs Sättigungsverkehrsstärke für den betreffenden Fahrstreifen [Fz/h]
NGE mittlerer Stau am Ende der Grünzeit für den betrachteten Untersuchungs-
zeitraum [Fz]
Für den mittleren Reststau bei Grünende NGE werden in Abhängigkeit des Sättigungs-
grades verschiedene Berechnungsvorschriften angegeben. Welche aus den im HBS ange-
gebenen Gleichungen anzuwenden ist, hängt vom Sättigungsgrad ab [6]. Weiterhin wird
im HBS mit der signalisierten Grünzeit G gerechnet, wohingegen das HCM genauer die
effektive Grünzeit g betrachtet, während der die Fahrzeuge tatsächlich abfließen. Eine
Definition der effektiven Grünzeit g ist im Abschnitt 2.1.2 auf Seite 10 zu finden.
1Darüber hinaus berücksichtigt das HCM [7] noch eine Wartezeit, falls eine Anfangswarteschlange zu
Beginn der Untersuchungsperiode vorhanden ist. Auf diese wird hier nicht näher eingegangen.
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5.2.2 Amerikanische Berechnung
Die Berechnungsvorschrift im HCM [7] ist sowohl für Festzeitsteuerungen als auch für
verkehrsabhängige Steuerungen anwendbar, wobei für letztere jeweils die mittlere Um-
laufzeit und Grünzeit ermittelt und eingesetzt wird:
w =
0, 5 · tU(1 − gtU )
2
1 − [min(1, X) gtU ]  + 900T
[
(XA − 1) +
√











wobei g effektive Grünzeit [s]
T Untersuchungszeitraum [h]
X Sättigungsgrad auf dem betreffenden Fahrstreifen (X = qpc )
XA mittlerer Sättigungsgrad auf dem betreffenden Fahrstreifen
cA mittlere Kapazität auf dem betreffenden Fahrstreifen [Fz/h]
k incremental delay Faktor, beschreibt den Effekt des Steuerverfahrens auf die
Wartezeit
I filtering adjustment Faktor, beschreibt Effekte auf den Ankunftsstrom durch
vorgelagerte LSA
Abgesehen der bereits erwähnten unterschiedlichen Verwendung der Grünzeit unter-
scheiden sich die beiden Gleichungen im ersten Term, der Grundwartezeit w1, bis zu
einem Sättigungsgrad von 100 % (X ≤ 1) nicht. Wenn man den Sättigungsgrad X in
Gleichung 5.3 auflöst und mit gtU kürzt, so ergibt sich für w1 dieselbe Teilgleichung wie
in Gleichung 5.2.
X = qp · tU
qs · g
(5.5)
Ab einem Sättigungsgrad von 100 % ist der Wartezeitanteil w1 in Gleichung 5.3 im
Gegensatz zu Gleichung 5.2 begrenzt. Weiterhin gibt es für die Reststauwartezeit w2
hier eine einzige geschlossene Berechnungsvorschrift.
5.2.3 Kritische Diskussion
Angenommene Ankunftsverteilung
Das HBS nimmt für beide Terme zur Wartezeitberechnung zufällig verteilte Ankünfte
an. Dies führt zwar zu einfacheren Berechnungsvorschriften, weicht jedoch potenziell
stärker von den realen Gegebenheiten ab. Gerade im städtischen Verkehr gibt es häu-
fige Bündelungen von Fahrzeugankünften, die bezüglich einer Freigabezeit mehr oder
weniger günstig ankommen können. Eine zu Beginn der Rotzeit ankommende Kolonne
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wird dabei immer höhere Wartezeiten gegenüber zufällig verteilten Ankünften aufwei-
sen, eine während der Grünzeit ankommende Kolonne eher geringere Wartezeiten.
Im HCM [7] dagegen finden sich Berechnungsvorschriften, die eine realitätsnähere Be-
rechnung der Wartezeiten ermöglichen. So geht es nur bei der Grundwartezeit von zufäl-
lig verteilten Ankünften aus und stellt außerdem gleichzeitig eine alternative, genauere
Berechnung vor: Bei bekanntem Ankunfts- und Abflussprofil können die Wartezeiten
über eine sog. incremental queue accumulation ermittelt werden. Dabei müssen inner-
halb eines Umlaufes die Ankunfts- und Abflussraten jeweils abschnittsweise bekannt
und konstant sein. Diese Vorgehensweise ermöglicht eine höhere Übereinstimmung der
berechneten an die tatsächlich auftretenden Wartezeiten, erfordert allerdings die Kennt-
nis der entsprechenden Verkehrsflussprofile. Ebenso wird die Reststauwartezeit w2 mit
den Faktoren k und I an die Art der Steuerung und an Fahrzeug-Bündelungseffekte vor-
gelagerter LSA angepasst. Dabei werden auch verkehrsabhängige Steuerungsverfahren
berücksichtigt.
Effektive Grünzeit
Die im HBS [6] durchgeführte Gleichsetzung der signalisierten mit der effektiven Grün-
zeit beruht auf der Annahme, dass beide Größen betragsmäßig übereinstimmen, d. h.
die sog. Grünzeitdifferenz ist Null. Jedoch stellte Tang [116] fest, dass die Anfangsver-
lustzeiten in Deutschland bei ca. 1 s liegen. Die Überfahrzeiten sind aber in der Regel
höher [129]. Deshalb ist die effektive Grünzeit gewöhnlich größer als die signalisier-
te. Die Konsequenz ist, dass die deutsche Formel die mittlere Wartezeit tendenziell zu
schlecht einschätzen würde. Um diesen Fehler auszugleichen, berücksichtigt das HBS [6]
die verlängerte Bedienzeit implizit mit einer höheren Sättigungsverkehrsstärke qs. Sie
gibt an, wie viele Fahrzeuge theoretisch in einer Stunde abfließen könnten, wenn im-
mer Grün wäre. Doch allein eine konstant höhere Sättigungsverkehrsstärke anzunehmen
genügt nicht. Selbst wenn die effektive Grünzeit die signalisierte um eine in etwa kon-
stante Überfahrzeit übersteigen würde, nimmt deren relativer Anteil mit zunehmender
Gründauer ab. Bei kurzen Grünzeiten und hohen Auslastungen soll die Überfahrzeit,
d. h. die Nutzung der Gelbzeit, sogar noch höher sein [6]. Deshalb wird qs in Abhängig-
keit der Grünzeitdauer angepasst.
So gibt es im HBS [6] zwar die signalisierte Grünzeit als beobachtbare Größe, die Sät-
tigungsverkehrsstärke ist jedoch fiktiv. Kapazitätsanpassungen werden über die Wahl
der „geeigneten“ Sättigungsverkehrsstärke erreicht. Wolfermann [129] zeigte in bei-
spielhaften Messungen, dass die effektive Kapazität signifikant größer als die berechnete
war, um ca. 7 %. Dies bestätigt die Ungenauigkeit des impliziten Vorgehens im HBS [6].
Demgegenüber ist die methodisch konsistentere, direkte Ermittlung von Grünzeitdiffe-
renzen im HCM [7] vorzuziehen: Dort werden Zeitlücken der Fahrzeuge in der Mitte
der Grünzeit bei gesättigten Verkehrsflussverhältnissen gemessen und daraus die Sät-
tigungsverkehrsstärke ermittelt. Danach wird die effektive Grünzeit bestimmt, die hier
die fiktive Größe ist, um alle Kapazitätsverringerungen bezüglich der Sättigungsver-
kehrsstärke zu berücksichtigen.
73
Kapitel 5 Stand der Forschung
5.3 Messwertbasierte Verfahren
In diesem Abschnitt soll ein Überblick über Verfahren gegeben werden, die in irgendei-
ner Weise eine Verkehrsqualität ermitteln. Gewöhnlich geschieht eine Bewertung ledig-
lich qualitativ und nicht quantitativ. Weiterhin ist festzustellen, dass die Abstufungen
der Verkehrsqualität bisweilen sehr grob sind. So können beispielsweise die Verfahren
von Mück und Pranckus [89] oder Bernhard und Riedel [14] nur zwischen einem
ungesättigten und übersättigten Verkehrszustand unterscheiden, was dem LOS A bis
D bzw. LOS E entspricht. Häufig dienen die Verfahren zur Verkehrsqualitätsschätzung
als Eingangsgröße für LSA-Steuerungen [14, 87, 120] oder für telematische Anwendun-
gen [47, 53]. Manche Verfahren sind nur im Kreuzungsbereich [25, 89, 120], andere nur
streckenbezogen im Straßennetz [38, 53], und wieder andere in beiden Bereichen ein-
setzbar [47, 52, 58]. Sie werden hier zunächst nach der Art der Erfassung gegliedert, die
jeweils verwendet wird:




Floating Car Data (FCD) sind zur Ermittlung von streckenbezogenen Verkehrslage-
informationen wie Stau oder Stop-and-Go-Verkehr [67] geeignet. Ob bei den relativ
geringen Fahrzeugmengen, die FCD senden, eine ausreichende Zuverlässigkeit und Ge-
nauigkeit erreicht werden kann, um mittlere Wartezeiten an Kreuzungen zu schätzen,
ist fraglich.
Manuelle Erhebungen mit Zählkräften dagegen können zwar das gesamte Verkehrs-
aufkommen an einer Kreuzung messen, die Erhebung der Verkehrsqualität ist aber nur
temporär im Rahmen einer begrenzten Messdauer möglich. Im Unterschied zu den Be-
rechnungsverfahren wird bei der manuellen Messung i. d. R. nur die Haltezeit (Stopped
delay) der Fahrzeuge erhoben.
5.3.1 Video
Automatisierte Kennzeichenerfassung
Der Vorläufer der automatisierten Kennzeichenerfassung war eine manuelle Erfassung,
die beispielsweise Krimmling [69] in seiner Arbeit anwendete, um Reisezeiten zu messen
und daraus auf den Verkehrszustand in den gemessenen Abschnitten zu schließen.
Ein von BMW durchgeführter Feldtest zur automatisierten Kennzeichenerfassung
wurde 2007 von Gruber und Röhr veröffentlicht [52]. Dabei erfolgte die Installation
eines Messstellennetzes auf innerstädtischen Relationen in München, das aus Videoka-
meras zur automatisierten Auswertung von Kfz-Kennzeichen besteht. Damit wurden
Reisezeiten erhoben und die BMW-Mitarbeiter über die Verkehrslage informiert. Das
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System erwies sich als sehr erfolgreich und hatte bei guten Witterungsbedingungen eine
Erkennungsrate von nahezu 100 % [52].
Mit automatischen Kennzeichenerfassungssystemen werden vor allem Reisezeiten er-
fasst. Es gibt sie als mobile Systeme oder fest installiert. Sie können für die Steuerung
von Verkehrsbeeinflussungssystemen oder zur direkten Informationsweitergabe an die
Verkehrsteilnehmer genutzt werden [47]. Diese Verfahren schätzen Reisezeiten relativ
genau und eignen sich auch für die Ermittlung von Wartezeiten an Knotenpunkten.
Nachteilig ist allerdings der hohe zusätzliche Installationsaufwand der dafür benötigten
APNR-Messgeräte, der mit ca. 20.000 € beziffert wird [47].
Otterstädter vergleicht im Zusammenhang mit APNR-Systemen den Einsatz von
Bluetooth-Technik und kommt zu dem Ergebnis, dass die Fahrzeit auf kürzer werdenden
Routen ungenauer wird und sich Bluetooth für den 100 bis 200 m–Bereich nicht mehr
eignet [91].
Geschwindigkeitsbasierte Verkehrszustandsschätzung
In einem von Döge [38] entwickelten Verfahren wird eine Verkehrszustandsschätzung
mit Videodetektion erreicht. Der Fokus liegt darauf, insbesondere Stausituationen und
Störfälle auch unter schwierigen Sichtbedingungen wie Regen oder Dunkelheit zu er-
kennen. Das Verfahren ist echtzeitfähig und wurde sowohl im Stadtbereich als auch
auf Autobahnen getestet. Es wird eine Korrelationsanalyse zur Schätzung des räumli-
chen Mittelwertes der Verkehrsstromgeschwindigkeit durchgeführt, die Verkehrsdichte
ermittelt und daraus eine dreistufige Verkehrsqualität abgeleitet [38].
Der Anwendungsbereich des Verfahrens liegt eher auf dem Erkennen von strecken-
bezogenen Stausituationen in einem Straßennetz. Einerseits ist die Untergliederung in
drei Qualitätsstufen zu gering, andererseits liegt der Fokus auf der Reisegeschwindigkeit,
weshalb es für einen Einsatz an Kreuzungen weniger geeignet ist.
Ein anderes, auf Videodetektion beruhendes Verfahren wurde von Kurz et. al. [71]
vorgestellt. Dabei werden Fahrzeuge detektiert und verfolgt, um daraus Geschwindigkei-
ten zu schätzen. Die Rate zur Fahrzeugverfolgung ist allerdings gering und der Algorith-
mus wird als aufwändig beschrieben. Auch aufgrund des kostenintensiven Einsatzes im
Helikopter wird eine Verwendung des Verfahrens nur für Katastrophenfälle empfohlen.
5.3.2 Induktionsschleifen
Einen Literaturüberblick geben die Tabellen B.1.1 und B.1.2 im Anhang B, in denen
verschiedene Verfahren zusammengefasst und bewertet wurden. Einige davon werden
im Folgenden beschrieben. Dabei weist das automatisierte Messverfahren MAVE [18]
die größten Ähnlichkeiten zur hier vorgestellten Methodik auf.
Das System MAVE
Mave [18] misst die mittlere Reisezeit im Kfz-Verkehr mittels Induktionsschleifendetek-
toren so genau, dass eine permanente Verkehrsqualitätserhebung auf Streckenabschnit-
ten möglich ist. Es basiert auf der Dissertation von Bohnke [17]. Zunächst wurde es
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zur Reisezeitschätzung auf Autobahnen und zur Störfallerkennung in Tunneln einge-
setzt. Später erfolgte im Rahmen des Forschungsprojektes stadtinfokoeln [18] die Wei-
terentwicklung für den Einsatz im Stadtnetz (siehe MAVE-urb [11]), um Reisezeiten
und Verkehrsdichten direkt aus Detektordaten auf Streckenabschnitten von bis zu 2 km
Länge zu messen [18]. Durch die Summierung von Reisezeiten der einzelnen Abschnitte
können auch ganze Stadtteile erfasst werden. Das Verfahren besteht aus drei Teilen:
1. einer Mustererkennung, die Fahrzeugtypen klassifiziert,
2. einem Korrelationsverfahren zwischen Detektionsimpulsen im Zu- und Abfluss zur
Wiedererkennung von Fahrzeuggruppen sowie
3. der Ermittlung der kollektiven Reisezeit aus den beiden Mittelwerten der Fahr-
zeugüberfahrten.
Der letzte Teil ist identisch zum hier vorgestellten Verfahren. Mit Mave werden derzeit
zwar nur Reisezeiten auf Straßenabschnitten ermittelt, jedoch wäre die Methodik einfach
auf mittlere Wartezeiten im Kreuzungsbereich erweiterbar.
Rückstaulängenschätzung
Das von Mück [87, 88] entwickelte Schätzverfahren ist beispielsweise zur Optimierung
der Steuerungspläne in der adaptiven Netzsteuerung Balance [43, 45] eingesetzt wor-
den. Es wird zunächst die maximale Rückstaulänge mittels Detektoren ermittelt, die
sich zwischen 15 m und 50 m von der Haltelinie entfernt befinden. Bemerkenswert ist,
dass, obwohl der Detektor sich regelmäßig im gestauten Bereich befindet, die Rückstau-
länge bis zum 5- bis 10-fachen Abstand Detektor–Haltelinie geschätzt werden kann.
Das Verfahren wird seit 2007 innerhalb der adaptiven Netzsteuerung Sitraffic Motion
eingesetzt [15, 28, 29], allerdings werden dort nur Rückstaulängen und keine Wartezeiten
geschätzt. Aus diesem kontinuierlichen Praxiseinsatz zeigten sich einige Schwächen des
Systems, die vor allem bei komplexen Knotenpunktgeometrien auftraten. Spurverzwei-
gungen führten zu einer verzögerten Füllzeit und damit Unterschätzung der maximalen
Rückstaulänge. Der resultierende Verbesserungsbedarf mündete in die Weiterentwick-
lung des Verfahrens [89].
Das neue Verfahren von Mück und Pranckus [89] schätzt nur noch binär den Zu-
stand von ungesättigtem (LOS A-D) und übersättigtem Verkehr (LOS E). Ziel war es,
dass Verfahren besser an die Praxis anzupassen, es einfacher und auch treffsicherer zu
machen. Es ist nun auch für mehrstreifige Zufahrten geeignet. So gibt es darin zahlrei-
che zusätzliche Plausibilitätsprüfungen, sowohl Indikatoren als auch Ausschlusskriterien
einer Überlastung. Dass das Verfahren damit robuster ist, wurde in Pranckus [96]
anhand von realen Daten nachgewiesen. Ein Praxiseinsatz steht noch bevor, genaue
Einsatzmöglichkeiten müssen noch eruiert werden.
Ähnlich wie die eben beschriebenen Verfahren nutzen auch Liu et. al. [77] und Wu et.
al. [132] dieselben Detektoren innerhalb des Rückstaus für eine Rückstaulängenschät-
zung, die auf der Lighthill-Whitham-Richards Schockwellentheorie beruht. Allerdings
76
5.4 Datenqualität von Detektoren
wird weder die Schätzung einer Verkehrsqualität noch ein praktischer Anwendungsfall
in der Praxis erwähnt.
Bewertung von Grünen Wellen
Braun und Mück [25] veröffentlichten ein echtzeitfähiges Verfahren zur Bewertung von
Grünen Wellen, dass bisher nur anhand von Simulationen getestet wurde. Sie arbeiten
dabei mit einem Detektor in einer Entfernung von 10-70 m vor der Haltelinie. Es wird
jeweils getrennt für jede Rot- und Gründauer ein sog. Belegungsschwerpunkt anhand
der zeitlichen Verteilung gemessener Belegungsgrade und die Verkehrsstärke ermittelt.
Weiterhin wird der Staukennwert und die Füllzeit aus dem Verfahren von Mück [87, 88]
bestimmt und über eine Fuzzy-Logik anschließend einer von drei verschiedenen Koor-
dinierungsqualitäten zugeordnet. Sie stellten fest, dass das Verfahren gute Qualitäten
meist auch erkennt, mittlere und schlechte Qualitäten dagegen nur bei geringen Aus-
lastungsgraden. Bei hohen Auslastungsgraden verbesserte sich die Schätzung mit der
Detektorentfernung zur Haltelinie.
Fazit
Nur das im kommerziellen Einsatz befindliche Verfahren Mave würde derzeit die Anfor-
derungen zur Genauigkeit erfüllen, um eine automatisierte Wartezeitmessung an LSA
und eine Unterteilung in alle Qualitätsstufen vornehmen zu können. In Kapitel 6 wird
eine eigene Methodik vorgestellt, um mittlere Wartezeiten zu schätzen. Diese ist Mave
zwar im Kern bei der Ermittlung der Reisezeit mittels mittlerer Überfahrzeiten an
einem Eingangs- und einem Ausgangsquerschnitt ähnlich, unterscheidet sich jedoch in
der Wiedererkennung der Fahrzeuggruppen.
5.4 Datenqualität von Detektoren
Zur Detektion des Verkehrs sind verschiedene Technologien im Einsatz, z. B. Video,
Radar, Infrarot sowie Induktionsschleifen [130]. Je nach Ausführung sind verschiedene
Verkehrskenngrößen messbar, u. a. die Geschwindigkeit, Belegungsbeginn und -ende2,
Belegungsgrad3 oder manchmal auch nur die Anwesenheit mindestens eines Fahrzeugs.
Detektoren können i. d. R. je nach Bauart auch verschiedene Fahrzeugarten voneinander
unterscheiden [4].
Insbesondere an Lichtsignalanlagen dominieren Induktionsschleifendetektoren, nicht
zuletzt wegen ihrer hohen Zuverlässigkeit und Genauigkeit. Sie messen Beginn und Ende
der Belegung, können gegenüber anderen Technologien Fahrzeuge sehr gut voneinander
unterscheiden und damit Verkehrsstärken erfassen. Laut den Technischen Lieferbedin-
gungen für Streckenstationen [4] wird im deutschen Bundesfernstraßennetz je nach Art
des Induktionsschleifendetektors eine Genauigkeit zwischen 80 % und 97 % gefordert.
2und damit der Zeitpunkt der Überfahrt und daraus abgeleitet die Verkehrsstärke
3bezeichnet den zeitlichen Anteil des Mittelungsintervalls, in dem der Detektorquerschnitt von Fahr-
zeugen belegt ist [122].
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Wegen dieser vergleichsweise hohen Messqualität sowie der weiten Verbreitung sind In-
duktionsschleifen zur Umsetzung des hier vorgestellten Verfahrens zur Wartezeitschät-
zung sehr gut geeignet.
Turner stellt in [123] verschiedene Qualitätskriterien für Detektordaten vor. Davon
sollen hier die Zuverlässigkeit und die Genauigkeit näher beschrieben werden. Mit Zu-
verlässigkeit ist hierbei die zeitlich und räumlich konstante Verfügbarkeit gemeint. Die
Detektorgenauigkeit betrifft den Grad einer vollständigen und korrekten Erfassung aller
Fahrzeugüberfahrten.
5.4.1 Detektorausfälle
Als Detektorausfälle werden hier Situationen bezeichnet, wenn der Detektor über einen
zusammenhängenden Zeitraum keine gültigen Messungen liefert, obwohl Fahrzeugüber-
fahrten stattfinden. Dann ist die Zuverlässigkeit des Detektors betroffen. Induktions-
schleifendetektoren melden Ausfälle i. d. R. zum Steuergerät selbstständig. Sie treten
beispielsweise auf, während Detektoren sich selbst justieren und ihre Sensitivität an-
passen. Dies ist notwendig, da es verschiedene örtliche Bedingungen gibt, wie z. B.
die Einbautiefe oder die Schleifenlänge [1]. Während dieser Phase sendet der Detek-
tor keine gültigen Messergebnisse. Andere Ursachen können ebenso eine Rolle spielen,
wie Spannungsabfälle in der Stromversorgung oder Ausfälle der Signalübertragung zur
Steuereinheit und ggf. einer Zentrale.
5.4.2 Zu häufige Detektionen
Werden mehr Fahrzeuge an einem Querschnitt detektiert als den Detektor tatsächlich
überfuhren, so beeinträchtigt dies die Genauigkeit. Die häufigste Ursache sind ein oder
mehrere Nachbarfahrstreifen in unmittelbarer Nähe zum Detektor. Vor allem bei einer
Schleifenlänge von mindestens 4 m werden möglicherweise auch die dort befindlichen
Fahrzeuge mit detektiert [1]. Je höher der Eisenanteil der Fahrzeuge und je näher sie
am Detektor vorbeifahren, desto wahrscheinlicher ist dies. Nicht nur Kfz, sondern auch
Straßenbahnen in unmittelbarer Nähe können zusätzliche Detektionen auslösen, wie
Lehnhoff [74] in ihren Untersuchungen herausfand. Sie stellte auch fest, dass - zwar
wesentlich seltener als durch Fahrzeuge auf Nachbarspuren - Messimpulse ausgelöst
wurden, obwohl keine Fahrzeuge anwesend waren. Lehnhoff konnte die Ursachen aber
nicht näher quantifizieren [74].
5.4.3 Zu geringe Detektionen
Eine Nichterfassung von Fahrzeugen führt zu weniger Detektionen gegenüber den tat-
sächlich vorhandenen Fahrzeugüberfahrten. Sie setzt die Genauigkeit des Detektors he-
rab. Lehnhoff fand in den aus ihr erhobenen Daten heraus, dass ab einer Verkehrs-
stärke von 100 Kfz/h mindestens 75 % aller Überfahrten auch detektiert werden. Bei
einer geringeren Verkehrsstärke gab es auch Detektoren mit Genauigkeiten bis zu 50 %.
Längere Detektoren hatten durchschnittlich eine höhere Genauigkeit, hingegen gab es
bei kurzen Detektoren auch Beispiele, bei denen gar kein Verkehr detektiert wurde [74].
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In diesem Abschnitt wird das Verfahren zur Bestimmung der mittleren Wartezeit vorge-

























Abbildung 6.1: Verarbeitungsschritte zur Schätzung der mittleren Wartezeit.
zu berechnen, werden an einem Zufluss- und einem Abflussquerschnitt eines Knoten-
punktes werden die Zeitpunkte der Fahrzeugüberfahrten erfasst. Diese werden um die
mittlere freie Fahrzeit T versetzt gemessen, wodurch eine explizite Fahrzeugwiederer-
kennung umgangen wird. An jedem Querschnitt wird jeweils der Mittelwert aus allen
Überfahrzeitpunkten berechnet. Man erhält so die mittlere Überfahrzeit für den Zufluss
und den Abfluss. Aus der Differenz zwischen dem mittleren Überfahrzeitpunkt am Zu-
flussdetektor und dem am Abflussdetektor erhält man die gemessene mittlere Reisezeit.
Davon wird die mittlere freie Fahrzeit subtrahiert, um schließlich die mittlere Wartezeit
zu erhalten.
Das Verfahren ist zur Schätzung von Wartezeiten im Bereich von Kreuzungszufahr-
ten geeignet, kann aber ebenfalls zur Reisezeitmessung auf einzelnen Straßenabschnit-
ten eingesetzt werden. Nachfolgend wird davon ausgegangen, dass an der Kreuzung
eine Lichtsignalanlage (LSA) installiert ist. Die Wartezeiten sind mit dieser Methodik
grundsätzlich auch an vorfahrtgeregelten Knotenpunkten oder Kreisverkehren schätz-
bar.
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AbflussdetektorZuflussdetektor
Haltelinie
Abbildung 6.2: Messung der Überfahrtszeitpunkte an Detektionsquerschnitten im Zu- und Abfluss
einer Kreuzungszufahrt.
6.1 Überfahrzeitpunkte am Detektor
Um die Wartezeit zu ermitteln, stehen hier Zu- und Abflussdetektoren an zwei Mess-
querschnitten zur Verfügung. Vereinfachend wird von einstreifigen Messabschnitten
bzw. Zufahrten ausgegangen, so dass es jeweils einen Zufluss- und einen Abflussde-
tektor in einem bekannten Abstand voneinander gibt, wie Abbildung 6.2 zeigt. Die
Zuflussdetektoren sollten dabei so weit stromaufwärts vor der Haltelinie liegen, dass
dort ein Rückstau von der nachfolgenden LSA nicht zu erwarten ist. Andernfalls wer-
den wartende Fahrzeuge stromaufwärts des Detektors nicht erfasst. Der Abflussdetektor
kann entweder unmittelbar vor oder nach der Haltelinie liegen.
Messbar sind dabei die Überfahrzeitpunkte der Fahrzeuge am Detektor. Bei Induk-
tionsschleifen ist damit jeweils die Flanke gemeint, die durch das Verlassen des Detektors
ausgelöst wird. Bei freier, konstanter Fahrt legen die Fahrzeuge in einer bestimmten
Zeit eine gewisse Strecke zurück. Die freie Fahrzeit zwischen dem Zufluss- und dem
Abflussdetektor wird mit T bezeichnet, die gleichzeitig dem Prognosehorizont für Fahr-
zeugankünfte an der Haltelinie entspricht.
6.2 Wartezeit eines Fahrzeugs
Die Reisezeit rα eines Fahrzeugs α erhält man aus den beiden Überfahrzeitpunkten zα,E
und zα,A am Zu- und am Abflussdetektor, indem man deren Differenz bildet:
rα = zα,A − zα,E (6.1)
Voraussetzung wäre, dass man den Zeitstempel am Zuflussdetektor genau einem be-
stimmten Fahrzeug zuordnen kann, das am Abflussdetektor wiedererkannt wird. Wie
in Kapitel 5.3 erwähnt, ist diese Zuordnung gewöhnlich mit zusätzlichem Installations-
aufwand zur Fahrzeugwiedererkennung verbunden.
Diese Reisezeit rα setzt sich aus einem Anteil Tα, den das Fahrzeug bei freier Fahrt mit
Wunsch- bzw. maximal zulässiger Geschwindigkeit benötigt hätte, und der Wartezeit
wα zusammen:
rα = wα + Tα (6.2)
Bei freier, unbehinderter Fahrt ist wα = 0. Die spezifische freie Reisezeit Tα kann für
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verschiedene Fahrzeuge unterschiedliche Werte annehmen, da der Detektorabstand zwar
unveränderlich, das Fahrverhalten selbst bei freier Fahrt jedoch individuell ist. Da bei
unbekannter Wartezeit das spezifische Verhalten allein durch die Detektoren nicht er-
fassbar und bei der späteren Bestimmung der mittleren Wartezeit auch nicht nötig ist,
wird Tα durch die mittlere Reisezeit T bei freier Fahrt approximiert.
Die mittlere freie Fahrzeit T kann dabei entweder aus den gemittelten Differenzen der
gemessenen Überfahrzeitpunkte von Fahrzeugen ermittelt werden, bei denen man sicher
weiß, dass sie die Fahrt unbehindert zurückgelegt haben1, oder aus der Distanz zwischen
den Detektoren bei Annahme einer Durchschnittsgeschwindigkeit geschätzt werden. Ist
T nun bekannt, lässt sich die Wartezeit wα eines Fahrzeugs wie folgt bestimmen:
wα = zα,A − zα,E − T (6.3)
Um schließlich die mittlere Wartezeit w̄ zu ermitteln, bildet man den arithmetischen





wα mit α = 1, 2, 3, . . . , n (6.4)
6.3 Mittlerer Überfahrzeitpunkt
Um die Überfahrzeitpunkte beider Detektorstandorte zα,A und zα,E separiert zu be-
trachten, wird die Summe in Gleichung 6.4 mithilfe der individuellen Wartezeiten eines
















w̄ = z̄A − z̄E − T
(6.5)
Die Gleichung 6.5 lässt sich so umwandeln, dass man die Mittelwerte der gemessenen
Überfahrzeiten für den Abflussdetektor z̄A und den Zuflussdetektor z̄E erhält. Deren
Differenz entspricht unter Abzug der mittleren, freien Fahrzeit T der mittleren Wartezeit
w̄.
Durch diese Einführung eines mittleren Überfahrzeitpunktes je Detektor und der da-
mit verbundenen getrennten Fahrzeugerfassung zwischen Zu- und Abflussdetektor ist
es nicht mehr notwendig, jedes Fahrzeug, das den Zuflussdetektor überfahren hatte,
am Abflussdetektor wiederum zu identifizieren. So wird es möglich, auch fehlerbehaf-
tete Detektoren einzubeziehen, die während des jeweiligen Intervalles unterschiedliche
Fahrzeugzahlen nE und nA messen.
1z. B. während einer Grünzeit, nachdem die Warteschlangenleerung detektiert wurde.
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Abbildung 6.3: Bestimmung der mittleren Wartezeit w̄. Für jeden Detektor wird der mittlere Über-
fahrzeitpunkt z̄E bzw. z̄A innerhalb des Messintervalls (Grün) ermittelt. Von deren
Differenz wird danach die mittlere freie Fahrzeit T subtrahiert um w̄ zu erhalten.
In Abbildung 6.3 ist die Ermittlung der Wartezeit nochmals graphisch veranschau-
licht. Fahrzeuge überfahren zuerst einen Zuflussdetektor in einer bestimmten Entfer-
nung von der Haltelinie und anschließend einen Abflussdetektor unmittelbar vor der
Haltelinie. In einem Raum-Zeit-Diagramm lässt sich die Bewegung von Fahrzeugen
durch Trajektorien darstellen. Bei freier Fahrt verlaufen diese schräg, halten Fahrzeu-
ge in einer Warteschlange an, so ist dies durch horizontal verlaufende Trajektorien zu
erkennen. Man erkennt die gemessenen Überfahrten am Zufluss- und am Abflussdetek-
tor, für die eine mittlere Überfahrzeit gefunden werden kann. Die Zeitspanne zwischen
mittlerer Überfahrzeit von Zufluss- und Abflussdetektor ist die mittlere Reisezeit, die
sich wiederum aus der mittleren freien Fahrzeit T und der mittleren Wartezeit w̄ für
die gemessenen Fahrzeuge zusammensetzt.
6.4 Erfassung derselben Fahrzeuge
Damit die Wartezeit mit Gleichung 6.5 richtig geschätzt wird, müssen während eines
Messzeitraumes dieselben Fahrzeuge am Zu- und am Abflussdetektor erfasst werden
können. Dafür ist ein Messintervall am Abflussdetektor um T Sekunden später als am
Zuflussdetektor zu beginnen und zu beenden, sodass das erste bzw. letzte Fahrzeug
diesen bei freier Fahrt erreicht haben kann. Die zeitversetzten, grün markierten Mess-
zeiträume in Abbildung 6.3 verdeutlichen dies.
Dieser Zeitversatz allein genügt noch nicht, um sicherzustellen, dass das erste Fahr-
zeug des Zuflussdetektors auch am Abflussdetektor als Erstes gezählt wird. Weiterhin
müssen alle vor Messbeginn angekommenen und ggf. gestauten Fahrzeuge zwischen den
beiden Detektorquerschnitten abgeflossen sein. Das bedeutet, dass am Anfang und am
Ende eines Intervalls alle Warteschlangen in der Zufahrt geleert sind. Andernfalls kann
sich eine Messung auch über mehrere Bedienperioden erstrecken.
Fahrzeuge aus Warteschlangen fließen i. d. R. im Sättigungsfluss mit relativ kleinen
Zeitlücken ab. Das Ende einer Warteschlangenleerung könnte man beispielsweise da-
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durch feststellen, dass größere Zeitlücken auftreten. Dafür muss heuristisch ein guter
Grenzwert gefunden werden, ab dem die Leerung der Warteschlange angenommen wird.
In dem von Liu et. al. [77] entwickelten Schätzverfahren von Warteschlangenlängen wur-
de zur Erkennung der Warteschlangenleerung beispielsweise ein Grenzwert von 2,5 s ver-
wendet. Die gemessene Zeitlücke musste dabei entweder mehrmals zwischen 2,5 s und
3,0 s liegen oder einmal deutlich darüber.
Einerseits sollte der gewählte Wert groß genug sein, um möglichst robust zu sein ge-
genüber auftretenden Zeitlückenschwankungen aufgrund von unterschiedlich schnellen
Fahrerreaktionen beim Anfahrvorgang aus der Warteschlange oder auch gegenüber ein-
zelnen nicht detektierten Fahrzeugen. Andererseits sollte dieser Grenzwert klein genug
sein, um auch noch bei hohen Verkehrsstärken geleerte Warteschlangen festzustellen.
Unmittelbar nach der Warteschlangenleerung folgende Kolonnen können die Erkennung
von geleerten Warteschlangen verhindern. Der Messzeitraum wird dann zwar unnöti-
gerweise verlängert, was jedoch die Genauigkeit der Messung nicht beeinträchtigt.
Für die Wahl der Messintervalle ist es empfehlenswert, zuerst die Warteschlangen-
leerung am Abflussdetektor mit einer ausreichend großen Zeitlücke zu detektieren, und
dann eine Messung zu beginnen bzw. zu beenden, wenn eine entsprechend große Zeit-
lücke um T Sekunden früher auch am Zuflussdetektor gefunden wurde. Um vergleichbare
Werte zu erhalten, sollte die Wartezeit über einen konstanten Zeitraum, der N einzelne
Messzeiträume enthält, gemittelt werden. Dies kann z. B. mit einem gleitenden, nach


















⎞⎠ N gerade, m = N2
(6.6)
Da für den Beginn und das Ende einer Messung die Leerung von Warteschlangen ab-
gewartet werden muss, führt dies zu verschieden langen Messzeiträumen. Wenn nun
über einen konstanten Zeitraum gemittelt wird, ist die Anzahl N der für das Mittel zu
berücksichtigenden Messungen jedes Mal neu zu bestimmen.
6.5 Randbedingungen zur Anwendung des Verfahrens
Bis hierher sind eine Reihe von Erkenntnissen über Randbedingungen zu Detektoren
und Fahrzeugen beschrieben worden, um das dargelegte Verfahren zur Ermittlung der
Verkehrsqualität korrekt anwenden zu können. Sie werden nachfolgend nochmals kurz
zusammengefasst.
1. Da die Wartezeit der sich stromaufwärts vom Detektor befindlichen, gestauten
Fahrzeuge nicht erfasst werden kann, sollte sich der Zuflussdetektor stets hinter
dem Stauende, im freien Verkehr befinden.
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2. Grundsätzlich sollten an beiden Detektoren dieselben Fahrzeuge erfasst werden
können. Wegen der mindestens anfallenden freien Fahrzeit zwischen den Detekto-
ren ist deshalb ein Zeitversatz der beiden Messungen an den Querschnitten nötig.
Außerdem kann ein Messzeitraum nur beginnen oder enden, wenn die Warte-
schlangen vollständig geleert sind.
3. Um den korrekten Zeitversatz bei den Messungen am Zufluss- und Abflussquer-
schnitt zu realisieren und um schließlich von der gemessenen Reisezeit auf die
Wartezeit zu schließen, muss zuvor die freie mittlere Reisezeit T zwischen den
Detektorquerschnitten ermittelt werden.
6.6 Diskussion
Abweichungen von der mittleren freien Fahrzeit
Bisher wurde immer davon ausgegangen, dass der Versatz der Messzeiträume um T die
Erfassung derselben Fahrzeuge am Zufluss- und Abflussdetektor garantiert, sofern die
Warteschlangen zu Beginn und am Ende der Messung geleert sind. Für ein Fahrzeug
gibt es jedoch immer eine mehr oder weniger große Abweichung von der mittleren freien
Fahrzeit. Das hat zur Folge, dass ggf. nicht mehr dieselben Fahrzeuge erfasst werden.
Wenn beispielsweise ein Fahrzeug unmittelbar nach Messbeginn oder kurz vor dem
Ende den Zuflussdetektor überfährt, könnte eine Fahrzeitabweichung dazu führen, dass
das Fahrzeug am Abflussdetektor nicht mehr dem richtigen Messzeitraum zugeordnet
wird. Die Folge sind systematische Fehler der Wartezeitschätzung. Der Einfluss dieses
Fehlers nimmt mit steigender Verkehrsstärke ab, da dann mehr richtig zugeordnete
Fahrzeuge in einem Messzeitraum erfasst werden.
Man könnte die potenzielle Abweichung von der freien Reisezeit insbesondere bei der
Wahl des Messzeitraumes für den Abflussdetektor berücksichtigen. Dafür ist zunächst
ein guter Schätzwert für die Abweichung von der mittleren freien Reisezeit zu finden,
um den der Messzeitraum für den Abflussdetektor anschließend erweitert wird. Zusätz-
lich sollte überwacht werden, dass am Detektionsbeginn (-ende) eine ausreichend große
Zeitlücke zum letzten (ersten) Fahrzeug des vorigen (nächsten) Messzeitraumes besteht.
Damit wird vermieden, dass Detektionsgrenzen sich inmitten von Kolonnen befinden.
Eine weitere Fehlerquelle besteht darin, dass sich die mittlere freie Reisezeit T sys-
tematisch ändert. Dies ist könnte z. B. auf Witterungseinflüsse wie Regen oder Schnee
zurückzuführen sein. Diesem Fehler kann nur entgegengewirkt werden, indem der Pa-
rameter T kontinuierlich überprüft wird, z. B. durch Reisezeitmessungen in Zeitinter-
vallen, in denen sicher freier Verkehr vorherrscht.
Fehlende Warteschlangenleerung
Eine unvollständige Warteschlangenleerung an den Grenzen des Messzeitraumes führt
ebenfalls zu einem systematischen Fehler der Wartezeitschätzung, da verschiedene
Grundgesamtheiten zwischen Zufluss- und Abflussdetektor bestehen. Tritt sie zu Beginn





Abbildung 6.4: Schematische Darstellung einer Fahrstreifenverzweigung mit ungleicher Zahl von
Zufluss- und Abflussdetektoren.
Zuflussdetektor noch vor Beginn des Messintervalls überfahren haben. Damit verfrüht
sich die mittlere Überfahrzeit am Abflussdetektor und es verringert sich die geschätzte
Wartezeit gegenüber dem wahren Wert.
Fahrzeuge aus einer nicht geleerten Warteschlange am Ende des Messzeitraumes feh-
len in der Detektion am Abfluss. Dies führt ebenfalls zu einer Verfrühung der ent-
sprechenden mittleren Überfahrzeit und verringert die geschätzte Wartezeit. Wenn die
Warteschlangenleerung nicht detektiert wurde, wird das Messintervall um eine weitere
Bedienperiode verlängert. Wichtig ist hierbei ein guter Algorithmus, der das Ende der
Leerung möglichst fehlerfrei erfasst.
Fahrstreifenverzweigung
Fahrstreifenverzweigungen in einer Zufahrt wurden bisher nicht berücksichtigt. Dabei
gibt es zwei Herausforderungen: Zum einen treten in der Regel weniger Fahrstreifen
im Bereich des Zuflussdetektors als in Höhe der Abflussdetektoren auf (vgl. Abbil-
dung 6.4). Wegen der Forderung, dass sich Zuflussdetektoren oberhalb des Stauendes
befinden sollen, Abbiegefahrstreifen dagegen i. d. R. nur so lang bemessen werden wie
Stauraum benötigt wird, können Zuflussdetektoren stromaufwärts von einer Spurauf-
teilung liegen. Dann haben kurze Fahrstreifen nur einen Detektor, sodass Wartezeiten
nicht mehr fahrstreifenfein geschätzt werden können. Um dennoch eine Wartezeitschät-
zung durchzuführen, sollten in diesem Fall alle Detektoren an einem Querschnitt für
eine zufahrtsbezogene Schätzung zusammengefasst werden.
Zum anderen kann es in einer Zufahrt verschiedene Grünzeiten für Geradeaus- und
Abbiegeverkehr geben. Gibt es Grünzeitüberschneidungen und ist eine Warteschlangen-
leerung in diesem Zeitbereich grundsätzlich möglich, kann der Messzeitraum entspre-
chend angepasst und z. B. an das früheste Grünende gelegt werden. Ist dies nicht der
Fall, sind ggf. die Warteschlangen am Anfang und Ende eines Messzeitraumes nicht auf





Einfluss fehlerbehafteter Detektoren auf
die Wartezeitschätzung
In diesem Kapitel soll theoretisch analysiert werden, wie sehr sich das Verfahren bei
fehlerbehafteten Detektoren verschätzen könnte. In Kapitel 7.1 wird dazu die aus den
Detektoren ermittelte Wartezeit mit einer einfachen Fehlercharakteristik „zufälliges
Übersehen vor Überfahrzeiten“ modelliert, und für die Schätzung Erwartungswert und
Varianz gegenüber dem wahren Wert hergeleitet.
Im Kapitel 7.2 wird der theoretisch auftretende Verkehrsfluss durch verschiedene
Ankunfts- und Abflussprofile charakterisiert, die als Grundbausteine für das danach
folgende Beispielszenario dienen. Dabei werden verschiedene Verteilungen von Ankünf-
ten angenommen, die jeweils durch ihren Erwartungswert und ihre Varianz beschrieben
werden.
In Kapitel 7.3 wird anhand eines Beispielszenarios untersucht, wie genau das ent-
wickelte Verfahren bei fehlerhaften Detektoren arbeitet. Dabei werden verschiedene
Parameter variiert und deren Einfluss auf den möglichen Schätzfehler gegenüber einer
fehlerfreien Messung untersucht. Die Abweichung von der wahren mittleren Wartezeit
wird dabei durch Konfidenzintervalle quantifiziert.
7.1 Modellierung des Schätzers der mittleren Überfahrzeit
Erst wenn man die mittlere Wartezeit auch mit fehlerbehafteten Detektoren hinrei-
chend genau ermitteln kann, ist das Verfahren für einen Praxiseinsatz geeignet. Um die
Auswirkungen der Fehlmessungen auf die Wartezeitschätzung besser fassen zu können,
wird im Folgenden ein Fehlermodell anhand eines Beispiels entwickelt.
Für die Modellierung wird zunächst nur der Fall von zu geringen Messungen betrach-
tet, d. h. dass Fahrzeuge übersehen werden können. Wenn dagegen zu häufige Detektio-
nen modelliert werden sollten, wäre zuerst zu klären, zu welchen Zeitpunkten sich die
zusätzlichen Detektionsimpulse ohne Fahrzeugüberfahrten ereignen. Zur Vereinfachung
wird auf eine Betrachtung hier vorerst verzichtet und in der abschließenden Diskussion
in 7.4 nochmals darauf eingegangen.
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Messintervall
z1 z10z9z8z7z6z5z4z3z2 Zeit    z1ˆ
Abbildung 7.1: Beispiel für eine fehlerhafte Messung. Der Mittelwert aus allen Detektionszeitpunkten
entspricht der wahren mittleren Überfahrzeit z̄. Wenn das erste Fahrzeug z1 übersehen
wird, ist ˆ̄zz1 die davon abweichende, geschätzte mittlere Überfahrzeit.
7.1.1 Fehlermodell
Modellierung als Zufallsgröße
In Abbildung 6.3 sind die Überfahrzeitpunkte am Zu- und am Abflussdetektor als senk-
rechte Striche auf der Zeitachse dargestellt. Aus den vollständigen Fahrzeugüberfahrten
erhält man jeweils die tatsächlich aufgetretene mittlere Überfahrzeit, die nachfolgend
als wahre mittlere Überfahrzeit bezeichnet wird. Abbildung 7.1 zeigt die Situation an
einem Detektor, wenn beispielsweise das erste Fahrzeug übersehen wird. Man erkennt,
dass die geschätzte mittlere Überfahrzeit von der wahren abweicht. Es hätte aber auch
zufällig ein anderes Fahrzeug übersehen werden können. Dann würde es eine andere
geschätzte mittlere Überfahrzeit geben, die wiederum von der wahren mittleren Über-
fahrzeit abweicht. Oder es hätten auch zwei oder drei Fahrzeuge in der Messung fehlen
können.
Man kann also die mittlere Überfahrzeit, die bei fehlerhaften Detektormessungen er-
mittelt wird, als Zufallsgröße bzw. Schätzer auffassen, die eine mehr oder weniger große
Differenz zur wahren mittleren Überfahrzeit aufweist. Für diese Zufallsgröße lassen sich
verschiedene Eigenschaften beschreiben, wie z. B. der Erwartungswert oder die Varianz.
Diese Größen werden in den Abschnitten 7.1.2 und 7.1.3 hergeleitet.
Am Zufluss- und am Abflussquerschnitt ist eine unabhängige Betrachtung der bei-
den mittleren Überfahrzeit-Schätzer möglich, weil erstens die Detektoren unabhängig
voneinander messen und zweitens bereits in Gleichung 6.5 gezeigt wurde, dass die Fahr-
zeugzahlen nA und nE für die Wartezeitberechnung separierbar sind. Der Schätzer
der mittleren Reisezeit bzw. Wartezeit ergibt sich anschließend aus der Addition der
Überfahrzeit-Schätzer des Zu- und Abflusses. Der zusätzliche Einfluss von Abweichun-
gen bei der mittleren freien Fahrzeit soll hier zunächst vernachlässigt werden.
Modellierung der detektierten Fahrzeugzahl mittels Binomialverteilung
Nachfolgend wird veranschaulicht, warum man die detektierte Fahrzeugzahl, und damit
die Anzahl detektierter Überfahrzeiten, mit der Binomialverteilung modellieren kann.
Dabei werden zwei Größen als bekannt vorausgesetzt: Zum Einen soll die Anzahl der
Fahrzeugüberfahrten n während eines Messintervalls bekannt sein, zum Anderen die
Detektorgenauigkeit p.
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Nochmals zurück zum Beispiel in Abbildung 7.1: Es treten hier n = 10 Fahrzeu-
ge auf, die einen Detektor während eines Messintervalls überfahren. Da der Detektor
fehlerbehaftet ist, werden in diesem Beispiel nur die Überfahrzeitpunkte der letzten 9
Fahrzeuge erfasst. Jede einzelne der 10 Fahrzeugüberfahren wird als ein Versuch auf-
gefasst, den Überfahrzeitpunkt des jeweiligen Fahrzeugs zu detektieren. Dabei wird
generell angenommen, dass die Fahrzeugmessungen unabhängig voneinander auftreten.
Deshalb bleibt die Wahrscheinlichkeit p, ein Fahrzeug zu detektieren, bei jedem Versuch
gleich. p ist gleichzeitig die als bekannt vorausgesetzte Genauigkeit des Detektors.
Zu jedem Detektionsereignis gibt es das Gegenereignis, dass ein Fahrzeug übersehen
wird. Die Wahrscheinlichkeit dafür ist 1 − p. Weil sich am Detektor eine Serie von n
Fahrzeugüberfahrten ereignet und wegen der Annahme der Unabhängigkeit der zugehö-
rigen „Detektionsversuche“, lässt sich dieser Prozess mit Hilfe der Binomialverteilung
modellieren.
Die Zufallsgröße bzw. der Schätzer für die konkrete Anzahl der detektierten Überfahr-
zeitpunkte wird mit X bezeichnet, es folgt X ∼ B(n, p). Dabei ist p die Eintrittswahr-
scheinlichkeit für das Elementarereignis, n die aufgetretene Fahrzeugzahl, n−x sind die
gemessenen und x die übersehenen Fahrzeuge. Weiterhin wird eine Wahrscheinlichkeit
P (x) dafür definiert, dass eine bestimmte Anzahl von Fahrzeugüberfahrten detektiert
wird:
P (x) != B(n−x|n, p) (7.1)






pn−x(1 − p)x (7.2)
Wegen der Symmetrie des Binomialkoeffizienten gleichen sich die Eintrittswahrschein-
lichkeiten der Ereignisse für n−x detektierte bzw. x übersehene Fahrzeuge:









(1 − p)xpn−x (7.4)
Deshalb werden die Ereignisse „Es werden n − x Fahrzeuge detektiert“ und „Es wer-
den x Fahrzeuge übersehen“ nachfolgend synonym, d. h. austauschbar verwendet. Aus
Gründen der anschaulicheren Darstellung wird oft nur auf die x übersehenen Fahrzeuge
eingegangen.
Modellierung des Überfahrzeit-Schätzers als bedingte Verteilung
In diesem Abschnitt wird erklärt, dass man die Verteilung der Schätzer einer mittleren
Überfahrzeit als Überlagerung der verschiedenen Verteilungen, unter der Bedingung
genau x Fahrzeuge zu übersehen, und damit als bedingte Verteilung auffassen kann.
Die wahre mittlere Überfahrzeit wird mit z̄, der Schätzer mit ˆ̄z bezeichnet.
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In Abbildung 7.1 wurde genau das erste Fahrzeug übersehen. Bei x = 1 übersehenem




= 10 verschiedene Möglichkei-
ten, ein Fahrzeug zu übersehen1. Es kann nicht nur, wie abgebildet, das erste Fahrzeug,
sondern auch das Zweite oder das Dritte usw. übersehen werden. Damit sind 10 ver-
schiedene Realisierungen des Schätzers für die mittlere Überfahrzeit möglich, die von
der wahren mittleren Überfahrzeit mehr oder weniger abweichen.









dene geschätzte mittlere Überfahrzeiten, je nachdem, an welcher Stelle die x Fahrzeuge
nicht detektiert werden. Diese Teilmenge aus allen möglichen Schätzern für die mittlere
Überfahrzeit wird hier mit ˆ̄z|X = 1 bezeichnet. Diese geschätzten mittleren Überfahr-
zeiten stellen eine zweite Zufallsgröße Y dar. Für diesen Schätzer ˆ̄z|X = 1 ist der Er-
wartungswert E(ˆ̄z|X = 1) und die Varianz V(ˆ̄z|X = 1) gegenüber der wahren mittleren
Überfahrzeit bestimmbar.
Allgemein lässt sich bei jedem der Ereignisse, dass genau x Fahrzeuge übersehen
werden, eine Teilmenge der entsprechenden Überfahrzeit-Schätzer
Y
!= (ˆ̄z|X = x) (7.5)
zuordnen. Für jede Teilmenge gibt es eine Verteilung der mittleren Überfahrzeit-
Schätzer um die wahre mittlere Überfahrzeit, für die jeweils ein Erwartungswert und
eine Varianz existieren. Für beide wird eine Kurzschreibweise definiert:
E(ˆ̄z|x) != E
(ˆ̄z|X =x) bzw. V(ˆ̄z|x) != V(ˆ̄z|X =x) (7.6)
Die resultierende Verteilung aller möglichen geschätzten mittleren Überfahrzeiten ˆ̄z
bei einer bestimmten Detektorgenauigkeit p ist eine Überlagerung der Verteilungen
der Überfahrzeit-Schätzer aus den Ereignissen, dass genau x = 1, 2, . . . , n Fahrzeuge
übersehen werden. Für diese bedingte Verteilung gibt es einen Erwartungswert und
eine Varianz, sie werden mit E(ˆ̄z) bzw. V(ˆ̄z) gekennzeichnet.
Thesen
Für jeden Schätzer der mittleren Überfahrzeit werden die beiden folgenden Thesen
formuliert:
1. Fehlmessungen verschieben die mittleren Überfahrzeiten, und damit die mittlere
Reisezeit, nicht systematisch. Das bedeutet, dass eine geschätzte mittlere Über-
fahrzeit bei fehlerhafter Detektion immer erwartungstreu zum wahren Wert ist.
2. Bei ungenau messenden Detektoren lässt sich die mögliche Streuung gegenüber
der wahren mittleren Überfahrzeit berechnen. Damit ist auch die Varianz des






= 10 verschiedene Möglichkeiten 9 von 10 Fahrzeugen zu detektieren.
2bzw. n − x detektierten Fahrzeugen
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7.1.2 Erwartungswert
Nun soll untersucht werden, ob die in Gleichung 6.5 beschriebene und an einem unge-
nauen Detektor geschätzte mittlere Überfahrzeit im Mittel gleich der wahren mittleren
Überfahrzeit ist. Wenn dies der Fall ist, so ist eine erwartungstreue Erhebung der mitt-
leren Wartezeit auch bei ungenau messenden Detektoren möglich. Andernfalls wäre
eine systematische Abweichung der fehlerhaften Messung vom wahren Wert mit einem
entsprechend verfälschten Messergebnis zu erwarten.
Ausgangspunkt
Es wird zunächst von einer Sequenz von Überfahrzeitpunkten z1, z2, . . . , zn an einem
Detektor ausgegangen. Daraus erhält man den arithmetischen Mittelwert z̄ der voll-






Der Index α zählt die aufgetretenen n Fahrzeuge während eines Messintervalls.
Da es jedoch fehlerbehaftete Detektoren gibt, ist dieser Mittelwert von einer ge-
schätzten mittleren Überfahrzeit ˆ̄z zu unterscheiden. Sie enthält nur die detektierten






Dabei ist α(β) mit α(1), ..., α(n − x) die Menge der Indizes der vom Detektor erfassten
Fahrzeuge. Der neue Index β zählt nur die zufällig detektierten n−x Fahrzeuge. Wenn
beispielsweise das erste Fahrzeug übersehen wird, wie in Abbildung 7.1 auf Seite 88,





Die aus diesen detektierten Überfahrzeiten geschätzte mittlere Überfahrzeit weicht vom
wahren Wert ab. Dabei gibt es hier zwei Einflüsse auf die Abweichung: Zum Einen ist
die Anzahl der übersehenen Fahrzeuge zufällig, zum Anderen ist es zufällig, an welcher
Stelle ein übersehenes Fahrzeug auftritt. Zunächst soll die übersehene Fahrzeugzahl,
die zuvor bereits mit der Zufallsgröße X beschrieben wurde, feststehen, so dass nur die
Position der übersehenen Überfahrzeiten variieren kann. Es gibt einen Erwartungswert
nur von dieser Teilmenge der Schätzer der mittleren Überfahrzeit ˆ̄z|x. Er wird mit
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Wie bereits zuvor dargestellt, ist der allgemeine Schätzer ˆ̄z eine Überlagerung aller
Teilmengen ˆ̄z|x. Der zugehörige Erwartungswert E(ˆ̄z) lässt sich berechnen, indem man
den Erwartungswert einer Teilmenge der Schätzer E
(ˆ̄z|x) mit der zugehörigen Ein-
trittswahrscheinlichkeit P(x) für jede mögliche Anzahl übersehener Überfahrzeitpunkte







Erwartungswert der geschätzten mittleren Überfahrzeit
Zunächst soll von E
(ˆ̄z|x) in Abhängigkeit von der wahren mittleren Überfahrzeit z̄
dargestellt werden. Bei einem Detektorfehler mit x übersehenen Fahrzeugen trifft es
zufällig Überfahrzeiten an genau x beliebigen Positionen. Die Wahrscheinlichkeit, dass
es das α-te Fahrzeug trifft, ist gleich xn . Umgekehrt wird das α-te Fahrzeug mit einer














zα = z̄ (7.12)
Um den resultierenden Erwartungswert des mittleren Überfahrzeit-Schätzers E(ˆ̄z) zu
erhalten, muss gemäß Gleichung 7.11 das Produkt aus Eintrittswahrscheinlichkeit P(x)
und Erwartungswert E(ˆ̄z|x) für alle x ∈ [0, 1, 2, . . . n] summiert werden. Da die Summe
aus allen P(x) gleich Eins ist, ∑nx=0 P (x) = 1, folgt:
E(ˆ̄z) = 1 · E
(ˆ̄z|x) = z̄ (7.13)
Damit ist der Erwartungswert der geschätzten mittleren Überfahrzeit gleich der wahren
mittleren Überfahrzeit, womit die These 1 auf Seite 90 belegt ist.
Den Erwartungswert für die mittlere Reisezeit zwischen zwei ungenauen Detektoren
erhält man, analog zur Berechnung der Reisezeit (Gleichung 6.1 auf Seite 80), aus der
Differenz der Erwartungswerte der mittleren Überfahrzeit-Schätzer am stromabwärts
und am stromaufwärts gelegenen Detektor, E(ˆ̄zA) und E(ˆ̄zE):
E(ˆ̄r) = E(ˆ̄zA) − E(ˆ̄zE) (7.14)
E(ˆ̄r) ist dabei ebenso erwartungstreu gegenüber der wahren mittleren Reisezeit r̄, wie
die geschätzte mittlere Überfahrzeit der einzelnen fehlerbehafteten Detektoren.
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7.1.3 Varianz
Im vorherigen Abschnitt wurde nachgewiesen, dass die geschätzte mittlere Überfahr-
zeit nicht systematisch vom wahren Wert abweicht und somit erwartungstreu ist. Der
zugehörige Erwartungswert wurde in Abhängigkeit der wahren mittleren Überfahrzeit
beschrieben. Nun soll analog dazu die Varianz des mittleren Überfahrzeit-Schätzers
untersucht werden.
Ausgangspunkt
Hierfür wird wiederum zunächst eine Sequenz von Überfahrzeitpunkten z1, z2, . . . , zn an
einem Detektor betrachtet, die hier die empirische Grundgesamtheit bildet. Von ihr lässt
sich neben dem Mittelwert z̄ (siehe Gleichung 7.7) auch die Varianz V(zα) berechnen.
Sie beschreibt die Abweichung aller einzelnen Überfahrzeiten von der wahren mittleren
Überfahrzeit z̄:





(zα − z̄)2 (7.15)
Diese Größe ist ein Maß dafür, wie dicht die einzelnen Fahrzeuge angekommen sind
bzw. wie nahe sie den Detektor bezüglich des mittleren Überfahrzeitpunktes überfahren
haben. Sie bezieht sich auf alle Überfahrzeiten, unabhängig davon, ob diese detektiert
wurden oder nicht.
Aus dieser Varianz V(zα) soll auf die Varianz des mittleren Überfahrzeit-Schätzers
geschlossen werden, der die mögliche Abweichung der geschätzten mittleren Überfahr-
zeit aus einer fehlerhaften Messung zum wahren Wert darstellt. Deshalb wird V(zα)
nachfolgend auch als Ausgangsvarianz bezeichnet, und mit dem Symbol s2z bezeichnet.
Wichtig ist, den Unterschied zwischen der Varianz der einzelnen, vollständigen Über-
fahrzeitpunkte V(zα) und der Varianz des mittleren Überfahrzeit-Schätzers V(ˆ̄z) zu
erfassen: V(zα) bzw. s2z beschreibt die Abweichung der einzelnen, vollständigen Fahr-
zeugüberfahrtzeitpunkte zα von z̄ vor ihrer Detektion, während V(ˆ̄z) die Abweichung
des Schätzers der mittleren Überfahrzeit ˆ̄z, bezogen auf z̄, nach einer fehlerhaften De-
tektion mit übersehenen Zeitpunkten darstellt.
Wie bereits in Abschnitt 7.1.1 dargelegt, ist die Verteilung des Schätzers ˆ̄z eine Über-
lagerung aus den Teilmengen ˆ̄z|x. Analog dazu lässt sich die Varianz aufgliedern: V(ˆ̄z)
ist eine Überlagerung aus allen Varianzen V
(ˆ̄z|x), bei denen genau x der n Fahrzeu-
ge übersehen werden. Die Berechnung der Varianz V
(ˆ̄z|x) erfolgt für die geschätzte









Bei dieser Teilmenge der Schätzer bleibt zunächst die Anzahl übersehener Fahrzeuge
feststehend, nur die Position der fehlenden Fahrzeuge mit ihren Überfahrzeitpunkten
wechselt.
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Die Varianz des Mittelwertschätzers V
(ˆ̄z|x) erhält man über einen Zwischenschritt:
Es wird zuerst die Varianz der Summe der zufällig detektierten Überfahrzeiten V(S|x)
gebildet und anschließend durch das Quadrat der detektierten Fahrzeugzahl (n − x)2
geteilt:
V




⎞⎠ = V(S|x)(n − x)2 (7.17)
Schließlich wird die Varianz der mittleren Überfahrzeit-Schätzer V(ˆ̄z) auch hier –
analog zum Erwartungswert E(ˆ̄z) in Gleichung 7.11 – ermittelt, indem V
(ˆ̄z|x) für jede
mögliche Anzahl übersehener Überfahrzeitpunkte x ∈ [0, 1, 2, . . . n] mit der zugehörigen







Zunächst wird V(ˆ̄z|x) aus V(zα) bzw. s2z in zwei Schritten hergeleitet. Zur Vereinfachung
der Herleitung soll im Schritt (A) bei der Ermittlung der Varianz des Schätzers V
(ˆ̄z|x)
die Auswahl der Positionen der x fehlenden Fahrzeuge mit Zurücklegen erfolgen.
Man kann sich die Auswahl der Positionen der x fehlenden Fahrzeuge als Zufallsex-
periment vorstellen, bei dem aus n Fahrzeugen x-mal ein α-tes Fahrzeug gezogen wird.
Die Grundgesamtheit der n Fahrzeuge bleibt dabei konstant. Deshalb bleibt auch die
Wahrscheinlichkeit dafür, an wievielter Stelle ein Fahrzeug übersehen wird, mit 1n gleich
und ist unabhängig von der Anzahl der Wiederholungen. Dass damit unter den überse-
henen auch identische Fahrzeuge sein können, ist zwar zunächst rein fiktiv, vereinfacht
jedoch die Herleitung von V
(ˆ̄z|x) wegen der konstanten Auswahlwahrscheinlichkeit für
die Elementarereignisse. In der Realität werden dagegen beispielsweise zwei übersehene
Fahrzeuge immer auch zwei verschiedene sein und nie eines, das zweimal ausgewählt
wurde.
Im Schritt (B) wird deshalb V
(ˆ̄z|x) ermittelt, so dass die Auswahl der Positionen
der fehlenden Fahrzeuge ohne Zurücklegen erfolgt. Das bedeutet, dass die x überse-
henen Fahrzeuge immer verschieden voneinander sind. Im Gegensatz zu (A) ist nach
jeder Ziehung ein Fahrzeug weniger in der Grundgesamtheit. Somit ändert sich auch
die Wahrscheinlichkeit für ein Elementarereignis, das nicht mehr stochastisch unabhän-
gig ist. Diese Auswahl der Positionen der übersehenen Überfahrzeiten bildet nun die
Realität ab. Zum Schluss wird von V
(ˆ̄z|x) auf V(ˆ̄z) geschlossen.
(A) Ein Fahrzeug kann mehrfach übersehen werden - Ziehen mit Zurücklegen
Zunächst kann ein Fahrzeug auch mehrfach übersehen werden, d. h. es ist beispielsweise
das erste und das zweite übersehene Fahrzeug dasselbe (an derselben α-ten Position).
Ab x>1 ist diese Unterscheidung zum Fall (B), dem Ziehen ohne Zurücklegen, relevant.
Deshalb wird zur Abgrenzung die Varianz für das Ziehen mit Zurücklegen hier mit Vm
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Tabelle 7.1: Ein Beispiel dafür, dass die Varianz der Summe der übersehenen Überfahrzeitpunkte
V(S(x=1)) der der detektierten Zeitpunkte V(S(n−x=4)) entspricht, mit den Parame-
tern n = 5 und x = 1.
zα in [s] S(x=1) in [s] S(n−x=4) in [s]
z1 = 0 S(z1) = 0 S(z2 + z3 + z4 + z5) = 110
z2 = 13 S(z2) = 13 S(z1 + z3 + z4 + z5) = 97
z3 = 19 S(z3) = 19 S(z1 + z2 + z4 + z5) = 91
z4 = 36 S(z4) = 36 S(z1 + z2 + z3 + z5) = 74
z5 = 42 S(z5) = 42 S(z1 + z2 + z3 + z4) = 68
Mittelwert in [s] z̄ = 22 S̄|1 = 22 S̄|4 = 88
Varianz in [s2] V(zα)=s2z =200 V(S|x=1) = 200 V(S|n−x=4) = 200














mit x > 1 (7.19)
Wie später noch gezeigt wird, ist es ohne Einfluss auf die Varianz, ob die n−x detektier-
ten oder die x übersehenen Überfahrzeiten summiert werden. Gleichung 7.19 summiert
alle möglichen Kombinationen von x übersehenen Überfahrzeiten. Dabei zählt der In-
dex k die zufällig übersehenen Überfahrzeitpunkte bis zum x-ten Fahrzeug, αk ist der
Platzhalter für das k-te übersehene Fahrzeug. Jedes dieser übersehenen Fahrzeuge kann
von der 1. bis n-ten Position der Fahrzeuge α zufällig gewählt werden.
(A.i) Varianz bei Summenbildung: Es wird so vorgegangen, dass sukzessiv die Va-





eingesetzt und anschließend eine allgemeine Gleichung ab-
geleitet wird.
Kein übersehenes Fahrzeug: Bei x=0, d. h. wenn kein Fahrzeug übersehen wird, liegt
eine fehlerfreie Detektion vor. Diese Summe aller Überfahrzeitpunkte S|n bleibt immer






Ein übersehenes Fahrzeug: Für genau x=1 übersehenes Fahrzeug zeigt das Beispiel
in Tabelle 7.1 bei n=5 gegebenen Überfahrzeitpunkten (1. Spalte), dass die Varianzen
der Summen der übersehenen und detektierten Überfahrzeiten gleich sind. Es kann mit
gleicher Wahrscheinlichkeit entweder das erste, das zweite, usw. oder das n-te Fahrzeug
übersehen werden. Die Varianz bei einer übersehenen Überfahrzeit (2. Spalte) entspricht
der Varianz der Summe der detektierten n−1 Überfahrzeiten (3. Spalte). Es ist für alle
x verallgemeinerbar, dass die Varianz der Summe der detektierten n−x Überfahrzeiten
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immer gleich der Varianz der Summe der x übersehenen Fahrzeugüberfahrten bleibt.
Dies wird später in Gleichung 7.24 gezeigt.
Aus Tabelle 7.1 erkennt man weiterhin, dass die Varianz der Summe für ein überse-
henes Fahrzeug mit der Ausgangsvarianz übereinstimmt:
V(S|1) = s2z (7.21)
Zwei übersehene Fahrzeuge: Um die Varianz der Summe für x=2 übersehene Über-
fahrzeiten Vm(Sm|2) zu ermitteln, könnte man entweder die zufällig ausgewählten n−2
detektierten Überfahrzeiten oder die 2 übersehenen Überfahrzeiten summieren, weil
beide Varianzen gleich sind. Einfacher ist es, eine beliebige fehlende Überfahrzeit zα1
aus den n Gesamtwerten auszuwählen und mit einer weiteren zα2 Fehlenden zu sum-
mieren. So entstehen n2 neue Summenwerte. Die 2-Tupel aller Elementkombinationen
von zα1 mit zα2 lassen sich in einer n × n-Matrix darstellen. Da hierbei α1 = α2 zuläs-
sig sein soll, was dem bereits erwähnten Ziehen mit Zurücklegen entspricht, bleibt die
Wahrscheinlichkeit für die Auswahl der ersten und der zweiten Fahrzeugüberfahrt aus
n gleich. Aus dieser stochastischen Unabhängigkeit beider Ereignisse, der Auswahl der















(zα1 + zα2 − 2z̄)2
⎞⎠
= n
2 (V(zα1) + V(zα2))
n2
= 2 · s2z
(7.22)
Viele übersehene Fahrzeuge: Bei jedem weiteren Fahrzeug, das übersehen und des-






= x · s2z (7.23)
Wie schon im Beispiel bei x=1 beschrieben, ist es für die Ermittlung der Varianz egal,
ob man die Summe der fehlenden x Überfahrzeiten oder die Summe der detektierten





= Vm(S|0 − Sm|x) = V(S|0) − Vm(Sm|x)




7.1 Modellierung des Schätzers der mittleren Überfahrzeit
(A.ii) Varianz des Mittelwertes: Aus der Varianz der Summe Vm(Sm|x) in Gleichung
7.23 und Einsetzen in 7.17 lässt sich nun die Varianz der Teilmenge des Schätzers für
die mittlere Überfahrzeit Vm(ˆ̄z|x) ableiten:
Vm(ˆ̄z|x) = V
m(Sm|x)
(n − x)2 =
x
(n − x)2 s
2
z (7.25)
(B) Ein Fahrzeug kann nur einmal übersehen werden - Ziehen ohne Zurücklegen
In der Realität kann am Detektor ein Fahrzeug nur einmal und nicht mehrfach über-
sehen werden. Deshalb ist Gleichung 7.25 noch weiter zu modifizieren. Dafür wird zu-
nächst wieder von der Varianz der Summe der x zufällig übersehenen Überfahrzeiten














mit α1 ̸= α2 ̸= · · · ̸= αx (7.26)
Gleichung 7.26 summiert alle möglichen Kombinationen von x übersehenen Überfahr-
zeiten. Dabei zählt der Index k die zufällig übersehenen Überfahrzeitpunkte und αk ist
der Platzhalter für das k-te übersehene Fahrzeug. Gleiche Positionen sind nicht mehr
zulässig, deshalb sinkt die Auswahlmenge n nach jedem übersehenen Fahrzeug um eins.
Nachfolgend sollen zunächst die konkreten Fälle von x = 1, 2, 3 übersehenen Fahr-
zeugen betrachtet und daraus eine allgemeine Gleichung für V(ˆ̄z|x), und schließlich für
V(ˆ̄z) abgeleitet werden.
(B.i) Es wird genau ein Fahrzeug übersehen: Zuerst soll die Varianz des mittleren
Überfahrzeit-Schätzers V(z̄|1), wenn immer genau ein Fahrzeug nicht detektiert wird,
ermittelt werden. Bei der Auswahl nur eines beliebigen Fahrzeugs entspricht das Zie-
hen ohne Zurücklegen dem Ziehen mit Zurücklegen, da sich die Wahrscheinlichkeit erst
für das Ziehen des zweiten Fahrzeuges ändert. Deshalb kann man x = 1 direkt in die
Gleichung 7.25 einsetzen:
V(z̄|1) = Vm(z̄|1) = 1(n − 1)2 s
2
z (7.27)
(B.ii) Es werden genau zwei Fahrzeuge übersehen: Als nächstes wird der Ausdruck
für die Varianz des mittleren Überfahrzeit-Schätzers bei zwei übersehenen Fahrzeugen
V
(ˆ̄z|2) gesucht, ohne dass ein Fahrzeug doppelt gezählt werden soll. In einem Zwi-
schenschritt wird zunächst die Varianz für die Summe zweier zufällig ausgewählter
Überfahrzeiten zα1 und zα2 mit α1 ̸=α2, die am Detektor übersehen werden, ermittelt.
Es entstehen nicht n2 mögliche Summen wie beim Ziehen mit Zurücklegen, sondern
n(n−1). Deshalb müssen von der bereits bekannten Varianz Vm(Sm|2) alle doppelten
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(zα1 +zα2 − 2z̄)2 −
n∑
α=1









n(n − 1) =
n2 · 2s2z − n · 4s2z
n(n − 1)




Wie bereits zuvor schon beschrieben, ist diese Varianz der übersehenen Fahrzeuge gleich
der der detektierten Fahrzeuge, V(S|2) = V(S|n − 2).
Um den geschätzten Mittelwert ˆ̄z|2 zu erhalten, muss die Summe S|2 der detektierten
Fahrzeuge durch deren Anzahl, n−2, geteilt werden. Für die Varianz des Mittelwert-
Schätzers V(ˆ̄z|2) ist die Varianz der Summe der detektierten Überfahrzeiten V(S|2) aus






= 1(n − 2)2 ·
2(n − 2)
n − 1 s
2
z




(B.iii) Es werden genau drei Fahrzeuge übersehen: Analog zu (B.ii) wird bei drei
fehlenden Fahrzeugen die Berechnung der Varianz des geschätzten Mittelwertes V(z̄|2)
über den Zwischenschritt der Varianz für die Summe V(S|3) durchgeführt. Dafür wählt
man zufällig drei Überfahrzeiten zα1 , zα2 und zα3 ohne Zurücklegen aus, so dass diese
immer verschieden voneinander sind mit α1 ̸= α2 ̸= α3, und summiert sie anschließend.
So entstehen n(n−1)(n−2) mögliche Summen, im Gegensatz zum Ziehen mit Zurücklegen
mit n3 verschiedenen Summen.
Hier kann man wiederum die bekannte Varianz Vm(Sm|3) hinzuziehen und alle 3-
Tupel mit doppelten und dreifachen gleichen Überfahrzeiten subtrahieren. Dies sind
die 3-Tupel mit α1 = α2 ̸= α3, α1 = α3 ̸= α2, α1 ̸= α2 = α3 und α1 = α2 = α3. Man
kann sich die Menge aller 3-fach Summen auch als Würfel vorstellen. Die Summen mit
doppelt gleichen Überfahrzeiten entsprechen dabei den drei Schnittflächen, die jeweils
die zueinander diagonalen Außenkanten des Würfels verbinden. Die Schnittgerade die-
ser Schnittflächen entspricht den Summen mit dreifach gleichen Überfahrzeiten. Man
muss letztere zunächst auslassen, und darf sie nur einmal subtrahieren, wie Zeile 3 in
Gleichung 7.30 zeigt:
98










(zα1 + zα2 + zα3)
⎞⎟⎟⎠
= 1





























3 · Vm(Sm|3) − n2 · 3 (V(2zα) + V(zα)) + n · 3 V(3zα) − n · V(3zα)
n(n − 1)(n − 2)
=n
3 · 3s2z − n2 · 3 · 5s2z + n · 2 · 9s2z
n(n − 1)(n − 2) =
3n(n − 2)(n − 3)
n(n − 1)(n − 2) s
2
z




Für die Berechnung der Varianz des Mittelwertes V
(ˆ̄z|3) muss V(S|3) nochmals durch
die quadrierte Anzahl der detektierten Fahrzeuge, (n − 3)2, geteilt werden:
V
(ˆ̄z|3) = V( S|3
n − 3
)
= 1(n − 3)2
3(n − 3)
n − 1 s
2
z




(B.iv) Ableitung der allgemeinen Gleichung: Abschließend kann aus 7.27, 7.29 und
7.31 folgende Gleichung für die Varianz des Mittelwertes, wenn genau x Fahrzeuge
übersehen werden, induktiv abgeleitet werden:
V
(ˆ̄z|x) = x(n − 1)(n − x)s2z (7.32)
Diese Varianz beim Ziehen ohne Zurücklegen entspricht nun dem realen Fall, da am
Detektor mit einer Genauigkeit p einzelne Fahrzeuge zufällig, aber nicht mehrfach über-
sehen werden.
Um abschließend die Varianz des mittleren Überfahrzeit-Schätzers V(ˆ̄z) zu erhalten,
wird Gleichung 7.32 in Gleichung 7.18 eingesetzt. Dabei fließt V(ˆ̄z|x) in der Gewichtung
der zugehörigen Eintrittswahrscheinlichkeit P (x) in die Gesamtvarianz V(ˆ̄z) ein. Wie
bereits in Abschnitt 7.1.1 beschrieben, wird die Zufallsgröße X für die Anzahl der
detektierten bzw. übersehenen Überfahrzeitpunkte binomialverteilt angenommen.
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Darüber hinaus kann das Ereignis „fehlerfreie Detektion“ mit x = 0 weggelassen
werden, da gemäß Gleichung 7.20 und 7.25 die zugehörige Varianz gleich Null ist. Wenn
dagegen alle Fahrzeuge übersehen werden, d. h. x = n, ist die Varianz V(ˆ̄z|n) nicht
bestimmbar. Das erkennt man auch an dem Faktor x(n−x)2 in Gleichung 7.25, der eine
Division durch n−n=0 nicht zulässt. Dieses Ereignis entspricht einem Detektorausfall,
was nicht die Genauigkeit, sondern die Zuverlässigkeit betrifft, und hier nicht – wie
eingangs in Kapitel 7.1 beschrieben – untersucht werden soll. Es wird deshalb aus dem
Ereignisraum herausgenommen.
Es ist also die Wahrscheinlichkeit aller Ereignisse X =x gesucht, unter der Bedingung,


























= F (n, p) · s2z
(7.33)
Die Varianz des mittleren Überfahrzeit-Schätzers V(ˆ̄z) ist hier in Abhängigkeit der
Varianz der vollständigen Überfahrzeiten s2z abgebildet, womit These 2 auf Seite 90
belegt ist. Die Ausgangsvarianz s2z kann aus der Summe herausgenommen werden. Der
verbleibende Ausdruck wird zu einer neuen Funktion F (n, p) zusammengefasst, die nur
noch von n und p abhängig ist.
(C) Varianz der mittleren geschätzten Fahrzeit
Die mittlere Reisezeit erhält man aus Differenz der mittleren Überfahrzeiten am Abfluss-
und am Zuflussquerschnitt, wobei hier vereinfachend zunächst von je einem Detektor
ausgegangen wird. Da die Messungen der beiden Detektoren unabhängig voneinander
sind, kann man die Varianzen der geschätzten Mittelwerte addieren, um die Varianz
der geschätzten mittleren Reisezeit zu erhalten:
V(ˆ̄r) = V( ˆ̄w) = VZu(ˆ̄z) + VAb(ˆ̄z) (7.34)
Um die mittlere Wartezeit zu erhalten, muss von der geschätzten mittleren Reisezeit ˆ̄r
noch die mittlere freie Fahrzeit T gemäß Gleichung 6.5 subtrahiert werden. Da Schwan-
kungen der mittleren freien Fahrzeit T nicht auf Detektorfehler zurückzuführen sind,
werden sie hier nicht beachtet. Deshalb ist die Varianz der geschätzten mittleren War-
tezeit V( ˆ̄w) gleich der Varianz der geschätzten mittleren Reisezeit V(ˆ̄r).
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7.2 Charakterisierung verschiedener Ankunfts- und
Abflussprofile
Da im vorigen Abschnitt die Varianz der geschätzten mittleren Überfahrzeiten V(ˆ̄z) her-
geleitet wurde, die durch die fehlerbehafteten Detektoren verursacht wird, lassen sich
nun verschiedene Einflussgrößen auf diese Varianz untersuchen. Zuvor wird in diesem
Abschnitt beschrieben, wie sich die dafür notwendige Ausgangsvarianz s2z, d. h. der Va-
rianz der vollständigen Überfahrzeiten, approximieren lässt. Dafür werden verschiedene
Verkehrsflussprofile und deren Zusammensetzung hinsichtlich ihres Erwartungswertes
und der Varianz charakterisiert.
Am Zuflussdetektor lassen sich u.a. zwei typische Ankunftsmuster beobachten. Zum
Einen gibt es Kolonnen, zum Anderen zufällig verteilte Ankünfte. Mit dieser Klas-
sifizierung lassen sich auch komplexere Ankunftsprofile beschreiben, innerhalb derer
man Teilbereiche findet, die einem der beiden Muster ähnlich sind. Dies ist zwar eine
Vereinfachung der Realität, ermöglicht jedoch eine mathematische Beschreibung des
Problems.
Am Abflussdetektor hingegen wird am Anfang jeder Grünzeit i. d. R. zuerst eine War-
teschlange geleert, innerhalb von Grünen Wellen schließt sich häufig eine Kolonne an.
Danach fließen die Fahrzeuge entsprechend ihrer Ankünfte ab, entweder zufällig verteilt
oder wiederum in einem oder mehreren Pulks bzw. Kolonnen.
7.2.1 Kolonnen und Warteschlangenleerung
Beim gebundenen Verkehr treten Kolonnen auf freier Strecke und auch beim Abfluss
einer Warteschlange auf. Er kennzeichnet sich durch einen sehr gleichmäßigen Ver-
kehrsstrom von nk Fahrzeugen in einem Zeitintervall [a, b], in dem relativ geringe Ab-
weichungen von einer mittleren Folgezeitlücke γ zu erwarten sind. Beim Anfahren der
ersten Fahrzeuge in der Warteschlange treten aufgrund von Anfahrtszeitverlusten grö-
ßere Zeitlücken auf, bis sich eine mittlere Folgezeitlücke im gesättigten Abfluss einstellt.
Wenn man diese Abweichungen vernachlässigt, kann vereinfachend von äquidistanten
Überfahrzeitpunkten der nk Fahrzeuge am Detektor aller γ Sekunden ausgegangen wer-
den [7, 105]. Somit sind der Erwartungswert Ek(zα) und die Varianz Vk(zα) der diskre-
ten Gleichverteilung anwendbar. Gegebenenfalls muss die Zeitlücke γ angepasst werden.
Die Zeitlücke bei Kolonnen γk kann ggf. größer sein als die Zeitlücke während der War-
teschlangenleerung γs, bei der Fahrzeuge mit der Sättigungsrate qs abfließen. Für die
gleichzeitige Erfassung mehrerer Fahrstreifen wird γ außerdem durch die Anzahl der
Fahrstreifen L dividiert.




( γL)2(n2k − 1)
12 (7.36)
Wenn ausschließlich Kolonnen bzw. eine Warteschlangenleerung auftreten, entspricht
Vk(z) der Ausgangsvarianz s2z.
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Weiterhin gibt es teilgebundenen Verkehr, bei dem sich mehrere Fahrzeugpulks bzw.
Kolonnen mit größeren Lücken dazwischen bilden. Er wird durch zusammengesetzte
Verkehrsflussprofile modelliert, indem jedes Fahrzeugpulk als einzelne Kolonne in einem
Teilintervall aufgefasst wird. Auf die Berechnung von Erwartungswert und Varianz sol-
cher komplexeren Flussprofile wird im übernächsten Abschnitt näher eingegangen.
7.2.2 Zufällige Ankünfte
Beim freien bzw. ungebundenen Verkehr beeinflussen sich die Fahrzeuge nicht gegen-
seitig. Wie bereits in Kapitel 2.3 beschrieben, sind die Ankünfte zufällig, die Zeitlücken
exponentialverteilt und die Anzahl der ankommenden Fahrzeuge nz in einem definiertem
Zeitintervall [a, b] poissonverteilt. Bei idealem Zufall, d. h. wenn man die notwendigen
Folgezeitlücken zwischen den Fahrzeugen vernachlässigt, ist jeder Überfahrzeitpunkt
gleich wahrscheinlich. Der Erwartungswert zufälliger Ankünfte Ez(zα) kann deshalb




Hierbei handelt es sich um den mathematischen Ausdruck der theoretischen Grundge-
samtheit bei Gleichverteilung für nz → ∞. Bei der Detektion ist jedoch die Fahrzeug-
zahl nz immer begrenzt. Es handelt sich um eine Stichprobe aus dieser Grundgesamt-
heit, d. h. um eine konkrete Auswahl von Überfahrzeiten. Deshalb muss für die Berech-
nung der Varianz der Überfahrzeitpunkte Vz(zα) der Faktor3 nz−1nz ergänzt werden, um





· (b − a)
2
12 (7.38)
Gibt es in einem Messintervall nur zufällige Ankünfte, beschreibt Vz(zα) die Ausgangs-
varianz s2z (siehe Gleichung 7.15). Bei bekannten Überfahrzeiten zα der zufälligen An-
künfte könnte alternativ dazu der Mittelwert z̄ und die Ausgangsvarianz s2z auch direkt
aus den Gleichungen 7.7 und 7.15 ohne Anwendung der Gleichungen 7.37 und 7.38
ermittelt werden.
Zur vollständigen Darstellung sei hier erwähnt, dass bei unbekannten, zufälligen An-
kunftszeitpunkten eine weitere Varianz Vz(z̄), die Streuung des Mittelwertes z̄ der zufäl-
ligen Ankünfte gegenüber dem Erwartungswert Ez(zα) einer perfekten Gleichverteilung
im Messintervall, zu berücksichtigen ist (siehe Anhang B.2). Da sie jedoch keinen Ein-
fluss auf V(ˆ̄z) hat, findet sie nachfolgend keine weitere Beachtung.
3Um hier korrekt von der Varianz der theoretischen Grundgesamtheit der zufälligen Ankünfte σ2 zur
Varianz der unkorrigierten Stichprobe V(zα) zu schließen, berechnet man den Erwartungswert der
unkorrigierten Stichprobenvarianz E(V(zα)) = n−1n σ
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7.2.3 Zusammengesetzte Ankünfte
Aus den beiden Grundmustern für zufällige Ankünfte und Kolonnen lässt sich ein kom-
plexeres Ankunftsprofil am Zuflussdetektor zusammenfügen. Ebenso kann am Abfluss-
detektor eine Unterteilung in Warteschlangenleerung, Kolonnenabfertigung und ggf.
zufällige Überfahrten erfolgen. Um den resultierenden Erwartungswert Eres(z) für den
gesamten Messzeitraum zu erhalten, müssen die Erwartungswerte der Teilintervalle
q ∈ [1, Q] gewichtet summiert werden, entsprechend dem Anteil der Ankünfte im Teil-










Die resultierende Varianz Vres(z) besteht aus den Summen der gewichteten internen und
externen Varianzen. Die internen Varianzen Vintq (z) beschreiben die quadrierten Diffe-
renzen der Überfahrzeiten vom Erwartungswert des jeweiligen Teilintervalles Eq(z). Die
externen Varianzen Vextq (z) erhält man aus der quadrierten Abweichung der einzelnen





















Vintq (z) + (Eq(z) − Eges(z))2
)) (7.40)
Mit diesen Gleichungen lassen sich beliebige Ankunfts- und Abflussprofile zusammen-
setzen, um eine Approximation für die Ausgangsvarianz s2z zu erhalten.
7.3 Einflüsse auf die Genauigkeit der Wartezeitschätzung
In diesem Kapitel sollen Einflussgrößen auf die Varianz der mittleren geschätzten Reise-
zeit mit fehlerbehafteten Detektoren anhand eines Beispielszenarios untersucht werden.
Dies geschieht systematisch durch Variation verschiedener Parameter, die die Varianz
V(ˆ̄z) eines Detektors (siehe Gleichung 7.33) beeinflussen. Um den möglichen Schätzfeh-
ler greifbarer zu machen, wird eine Normalverteilung angenommen und aus der Varianz
jeweils das 95%-Konfidenzintervall bei 20 Messwiederholungen für die mittlere geschätz-
te Wartezeit ermittelt.
7.3.1 Beschreibung des gewählten Szenarios
Es wird zunächst ein typisches Szenario für Koordinierungen erstellt, dass in Abbil-
dung 7.2 dargestellt ist. Während der Rotdauer r kommen zuerst nz Fahrzeuge zufällig
auf L Fahrstreifen an, wobei die Ankunftszeitpunkte bekannt sind. Diese nz Fahrzeuge
bilden eine Warteschlange, die bei Grünbeginn mit der Sättigungsrate qs und einer Zeit-
lücke γs abfließen. Unmittelbar danach schließt sich eine Kolonne im freien Fluss mit nk
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Abbildung 7.2: Schematische Darstellung der Trajektorienverläufe der zufälligen Ankünfte und Ko-
lonnenankünfte. Die Kolonne kommt unmittelbar nach Leerung der Warteschlange
während der Freigabe an der Haltelinie an.
Fahrzeugen und der Folgezeitlücke γk an. Die Grünzeit g wird immer so gewählt, dass
die gesamte Warteschlange der zufälligen Ankünfte und alle Fahrzeuge der Kolonne am
Ende der Grünzeit abgeflossen sind (siehe Abbildung 7.2).
Unabhängig von der Fahrstreifenanzahl wird hier vereinfachend von je einem Detek-
tor am Zufluss- und am Abflussquerschnitt ausgegangen, der die Fahrzeuge auf allen
Fahrstreifen erfasst. Um potenziell dieselben Fahrzeuge zu erfassen, werden die Messin-
tervalle der beiden Detektoren um T Sekunden versetzt, was der freien Fahrzeit zwischen
Zu- und Abfluss und damit dem Prognosehorizont entspricht. Alle Zeitpunkte werden
in Abhängigkeit eines Referenzzeitpunktes, dem Grünbeginn tga, angegeben. Das Mess-
intervall [a, b] soll hier eine Bedienperiode umfassen, damit gilt für den Zuflussdetektor
[−r−T, g−T ], für den Abflussdetektor [−r, g].
Varianzanteile
In Abbildung 7.3 links oben sind verschiedene Varianzanteile für das beschriebene Sze-
nario mit den gewählten Parametern abgebildet, die bei der Schätzung der mittleren
Wartezeit zu berücksichtigen sind. Sie zeigt die Varianz der geschätzten mittleren Rei-
sezeit V(ˆ̄r) (schwarze Linie), die der Varianz der geschätzten mittleren Wartezeit V( ˆ̄w)
entspricht4. Diese Varianz setzt sich aus der Varianz der geschätzten mittleren Überfahr-
zeit am Zuflussdetektor VZu(ˆ̄z) und am Abflussdetektor VAb(ˆ̄z) zusammen (gestrichelte
rote und blaue Linien).
Abbildung 7.3 rechts oben zeigt den Verlauf aller Eingangsgrößen zur Berechnung
von V( ˆ̄w): die beiden Ausgangsvarianzen am Zu- und am Abflussdetektor, s2z,Zu und
s2z,Ab, sowie F (n, p) (siehe Gleichung 7.33).
Um s2z,Zu für den Zuflussdetektor zu ermitteln, müssen die zwei verschiedenen Teilin-
tervalle betrachtet werden: die zufälligen Ankünfte und die Kolonne. Dafür werden die
4Es können zwar zusätzlich Abweichungen von der mittleren freien Fahrzeit T auftreten, jedoch werden
diese nicht von den ungenauen Detektoren verursacht
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Abbildung 7.3: Variation der Fahrzeugzahl bzw. der Verkehrsstärke. oben links: Varianz der
geschätzten mittleren Wartezeit mit den Anteilen VZu(ˆ̄z) und VAb(ˆ̄z) oben rechts:
F (n, p), Ausgangsvarianzen s2z,Zu und s2z,Ab (siehe Gleichung 7.33). unten: 95% Konfi-
denzintervall der geschätzten mittleren Wartezeit. Parameter: p=0, 9, L=2, γs =1,8 s,
γk =2,5 s, T =10 s, r =60 s, tga =0, Verhältnis nz :nk =1:1
internen Varianzen, die nur innerhalb jedes Teilintervalles auftreten, gemäß den Glei-
chungen 7.38 und 7.36 berechnet. Anschließend wird mit Gleichung 7.40 die Varianz
für den gesamten Messzeitraum berechnet. Dafür müssen neben den zuvor berechneten
internen Varianzen zusätzlich die externen Varianzen jeweils nach dem Fahrzeuganteil
gewichtet berücksichtigt werden. Die externen Varianzen sind die quadrierten Abwei-
chungen der Erwartungswerte der beiden Teilintervalle, Ez(z) und Ek(z), vom Gesamt-
erwartungswert Eges(z). Diese Erwartungswerte können mit den Gleichungen 7.37, 7.35
und 7.39 ermittelt werden.
Bei der Berechnung der Varianz s2z,Ab am Abflussdetektor ist analog vorzugehen. Hier
jedoch werden die zufälligen Ankünfte als Warteschlange gestaut und fließen bei Grün
als kompakte Kolonne ab, so dass die beiden Teilintervalle als zwei verschieden dichte
Kolonnen zu modellieren sind, deren Folgezeitlücken γs und γk differieren. Deshalb
werden zur Varianzermittlung für die zusammengesetzten Ankünfte nur die Gleichungen
für Kolonnen aus Abschnitt 7.2.1 sowie die Zusammensetzung der Teilintervalle aus
Abschnitt 7.2.3 benötigt.
Normalverteilung und Konfidenzintervalle
Aus der Varianz V( ˆ̄w) lassen sich weitere Größen ableiten. Abbildung 7.3 unten zeigt
das 95 %-Konfidenzintervall der mittleren Wartezeit, wenn man die Messung 20-mal
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unter gleichen Bedingungen wiederholt. Dies entspricht beispielsweise N = 20 Bedien-
perioden unter der Annahme gleichbleibender Parameter. Dabei wird angenommen,
dass die Streuung der mittleren Überfahrzeitschätzer V(ˆ̄z) ∼ N(µ, σ2) ähnlich der
Gaußverteilung ist.
Eine Gaußverteilung z. B. liegt vor, wenn sich einzelne, voneinander unabhängige
Verteilungen überlagern. Nach dem Gesetz der großen Zahlen konzentrieren sich die
einzelnen Mittelwerte immer mehr um den gemeinsamen Erwartungswert. Dann trifft
der zentrale Grenzwertsatz zu, dass die resultierende Verteilungsfunktion gegen eine
Normalverteilung konvergiert [54]. Die Verteilung der mittleren Überfahrzeit-Schätzer,
deren Varianz V(ˆ̄z) gemäß Gleichung 7.33 berechnet wird, lässt sich dabei als Überlage-
rung der Verteilungen der Schätzer auffassen, wenn genau x der n Fahrzeuge übersehen
werden. Das bedeutet, das für größere n durchaus eine Normalverteilung angenommen
werden kann.
In Anhang B.3 ist für das Szenario mit n = 20 Fahrzeugen und p = 20 eine Normal-
verteilung mit dem Kolmogoroff-Smirnov-Test nachgewiesen. Gegenüber n = 20 werden
nachfolgend allerdings noch kleinere n verwendet, für diese ist eine Normalverteilung
nicht mehr zu erwarten. Deshalb wird das 95 %-Konfidenzintervall mit der Student t-
Verteilung, die bei großen n gegen die Normalverteilung strebt und für kleine n eine
Relaxation5 gegenüber dieser darstellt, wie folgt bestimmt:




mit uF =19,1− 0,052 = 2, 093 (7.41)
Dabei bezeichnet up das p-Quantil der t-Verteilung mit F = N − 1 Freiheitsgraden.
7.3.2 Verkehrsstärke
In diesem Abschnitt soll der Einfluss der Verkehrsstärke auf die Varianz der Wartezeit-
schätzung untersucht werden, indem die Fahrzeugzahl n variiert wird. Dabei bleibt bei
zunehmender Verkehrsstärke das Verhältnis zwischen zufälligen Ankünften und Fahr-
zeugen in der Kolonne nz : nk zunächst gleich, d. h. die Fahrzeugzahlen bei den zufälligen
Ankünften und der Kolonne nehmen gleichmäßig zu.
Abbildung 7.3 oben links beschreibt die Varianz der geschätzten mittleren Wartezeit
V( ˆ̄w) gegenüber der wahren mittleren Wartezeit w̄ in Abhängigkeit von n. Man erkennt,
dass mit steigender Verkehrsstärke die Varianz abnimmt. Interessant ist hierbei, dass
zwar der Anteil des Zuflussdetektors sinkt (blaue, gestrichelte Linie), jedoch die ver-
gleichsweise sehr niedrige Varianz am Abflussdetektor fast konstant bleibt bzw. leicht
steigt (rote, gestrichelte Linie). Dies ist auf den Einfluss der Ausgangsvarianz s2z,Ab zu-
rückzuführen (rote Linie, rechts oben), der Ausgangsgröße zur Berechnung für VAb(ˆ̄z).
Mit zunehmender Fahrzeugzahl vergrößert sich der Zeitraum, in dem Fahrzeuge abflie-
ßen, wodurch auch die quadrierte Abweichung vom mittleren Überfahrzeitpunkt s2z,Ab
zunimmt. Insgesamt hat die Varianz VAb(ˆ̄z) am Abflussdetektor (rote, gestrichelte Li-
5d. h. sie hat weniger strenge Bedingungen als die Normalverteilung, das Konfidenzintervall ist größer
bei gleichem Signifikanzniveau un für kleine n.
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nie) den geringsten Anteil an V( ˆ̄w), vor allem wegen des vergleichsweise dichten Ab-
flusses im Gegensatz zur langen Zeitspanne der Ankünfte am Zufluss.
Die hohe Varianz VZu(ˆ̄z) am Zuflussdetektor bei geringer Fahrzeugzahl lässt sich wie
folgt erklären: VZu(ˆ̄z) entsteht aus der Multiplikation von s2z,Zu und F (n, p), die beide
vergleichsweise groß sind (Abbildung 7.3 rechts oben). Mit zunehmender Fahrzeugzahl
steigt s2z,Zu zwar annähernd linear an, F (n, p) sinkt demgegenüber überproportional,
sodass das Produkt beider, d. h. VZu(ˆ̄z), ebenso sinkt. Interpretieren könnte man dies
mit der steigenden Zahl zufälliger Ankünfte innerhalb der unveränderten Dauer der
Rotzeit, die VZu(ˆ̄z) sinken lässt.
Abbildung 7.3 unten zeigt das 95 %-Konfidenzintervall für die geschätzte mittle-
re Wartezeit bei 20 Messwiederholungen. Es sinkt von ca. ±3 s bei zwei Fahrzeugen
(80 Fzg/h)6 auf ca. ±1 s bei 24 Fahrzeugen (960 Fzg/h)6. Die wahre mittlere Wartezeit
steigt dabei mit zunehmender Fahrzeugzahl von 15,5 s nur leicht auf 18 s. Zusammen-
fassend bedeutet dies, je höher die Verkehrsstärke und je mehr Fahrzeuge potenziell
detektierbar sind, desto geringer ist die Abweichung des Wartezeitschätzers.
7.3.3 Detektorgenauigkeit
Als nächstes soll die Detektorgenauigkeit p für den Zufluss und den Abfluss gleicher-
maßen von 5 % bis 95 % variiert werden. Die Verkehrsstärke wird mit 800 Fzg/h mit
n = 20 ankommenden Fahrzeugen im Messintervall gewählt. Da sich nur die Detektor-
genauigkeit verändert, bleibt auch die wahre mittlere Wartezeit mit 17,5 s konstant.
Dass eine höhere Detektorgenauigkeit die mittleren Wartezeitschätzung verbessert,
wird in Abbildung 7.4 bestätigt. Oben links ist die Varianz der geschätzten mittleren
Wartezeit in Abhängigkeit der Detektorgenauigkeit p dargestellt, die mit zunehmender
Detektorgenauigkeit sinkt. Für die Veränderung ist hierbei nur F (n, p) als Eingangs-
größe verantwortlich (siehe Abbildung 7.4 oben rechts). Die beiden Ausgangsvarianzen
s2z,Zu und s2z,Ab bleiben konstant, weil sie unabhängig von der Detektorgenauigkeit sind.
An der Varianz V( ˆ̄w) verursachen wieder die Ankünfte am Zuflussdetektor den größ-
ten Anteil (blaue, gestrichelte Linie oben links), wohingegen der relative Einfluss der
Varianz am Abflussdetektor VAb(ˆ̄z) klein ist (rote, gestrichelte Linie). Die Ursache
dafür liegt in der Ausgangsvarianz s2z,Ab (siehe Abbildung 7.4 oben rechts), aus der
VZu(ˆ̄z) berechnet wird. Sie ist gering, da die Fahrzeuge regelmäßig und dicht in einem
vergleichsweise kleinen Zeitraum bei Grün abfließen.
In Abbildung 7.4 unten ist das 95%-Konfidenzintervall der mittleren Wartezeit bei
20 Messwiederholungen dargestellt. Entsprechend der Varianz sinkt es mit zunehmender
Detektorgenauigkeit. Die Abweichung von der wahren mittleren Wartezeit beginnt bei
±10 s und ist damit zunächst doppelt so groß wie bei der Variation der Verkehrsstärke
(siehe Abbildung 7.3). Bei n = 20 Fahrzeugen und 90% Detektorgenauigkeit sind die
Werte in beiden Abbildungen genau identisch.
6bei 90 s Umlaufzeit
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Abbildung 7.4: Variation der Detektorgenauigkeit. oben links: Varianz der mittleren Wartezeit
mit den Anteilen VZu(ˆ̄z) und VAb(ˆ̄z). oben rechts: F (n, p), s2z,Zu und s2z,Ab (siehe
Gleichung 7.33) unten: 95%-Konfidenzintervall der mittleren Wartezeit. Parameter:
L=2, γs =1,8 s, γk =2,5 s, T =10 s, r =60 s, tga =0, Verhältnis nz : nk = 1 : 1
7.3.4 Ankunftsprofil
Nachfolgend soll gezeigt werden, wie eine Variation im Ankunftsprofil wirkt. Zuerst wird
bei gleichbleibender Fahrzeugzahl der Anteil zwischen den zufälligen Ankünften und
der Kolonne verändert, anschließend wird das Ankunftsprofil relativ zum Grünbeginn
verschoben. Zum Schluss wird der Einfluss einer Dehnung bzw. Stauchung der Kolonne
untersucht, indem die Zeitlücke zwischen den Fahrzeugen in der Kolonne variiert wird.
Anteil der Kolonnenankünfte
Abbildung 7.5 zeigt links die Varianz und rechts die mittlere Wartezeit mit dem 95%
Konfidenzintervall, wenn das Verhältnis zwischen zufälligen Ankünften und Kolonnen-
ankünften nz : nk bei gleichbleibender Gesamtfahrzeugzahl n systematisch variiert wird.
Die Varianz des ungenauen Zuflussdetektors (gestrichelte blaue Linie) steigt erst an, bis
das Verhältnis zwischen zufälligen und Kolonnenankünften ausgeglichen ist, und sinkt
danach wieder. Der zwischenzeitliche Anstieg liegt in der Berechnung der Ausgangsva-
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Abbildung 7.5: Variation zwischen den zufälligen Ankünften und der Kolonne. Die Gesamt-
fahrzeugzahl mit n=26 bleibt gleich, nur die Aufteilung zwischen zufälligen Ankünf-
ten und Kolonne verschiebt sich. links: Varianz der geschätzten mittleren Wartezeit.
rechts: Mittlere Wartezeit mit 95 %-Konfidenzintervall. Die LOS-Grenzen sind dem
HBS [6] entnommen. Parameter: n=26, p=0, 9, L=2, γs =1,8 s, γk =2,5 s, T =10 s,
r =60 s, tga =0
rianz s2z,Zu begründet, die sich aus den beiden Teilintervallen der zufälligen Ankünfte
und der Kolonne gemäß den Gleichungen 7.38, 7.36 und 7.40 zusammensetzt. Wenn
es fast nur zufällige Ankünfte gibt (linke Seite der gestrichelten blauen Linie) ist die
Varianz größer als diejenige, der bei sehr hohem Kolonnenanteil auftritt (rechte Seite
der gestrichelten blauen Linie). Die geringere Varianz bei hohem Kolonnenanteil lässt
sich dadurch erklären, dass diese Fahrzeuge – im Gegensatz zur gleichen Zahl zufälliger
Ankünfte – dichter innerhalb einer kürzeren Zeitspanne ankommen.
Im Bereich kleinerer Unterschiede zwischen Kolonnenanteil und zufälligen Ankünften
(im mittleren Bereich der gestrichelten blauen Linie) ist die Varianz am größten. Die
wesentliche Ursache dafür liegt in den gewichteten Summen der externen Varianzanteile
beider Teilintervalle, die die quadrierte Abweichung des jeweiligen Teilmittelwertes vom
Gesamtmittelwert beschreiben. Der Gesamtmittelwert verschiebt sich mit zunehmenden
Kolonnenankünften vom Teilmittelwert der zufälligen Ankünfte zur danach ankommen-
den Kolonne hin. In etwa bei ausgeglichener Fahrzeugzahl in beiden Teilintervallen liegt
der Gesamtmittelwert mittig zwischen beiden Teilmittelwerten, die zudem noch gleich
gewichtet werden. Daraus resultiert die betragsmäßig größte externe Varianz über den
gesamten Zuflusszeitraum.
Die Varianz im Abfluss (rote gestrichelte Linie in Abb. 7.5) steigt mit zunehmender
Fahrzeugzahl in der Kolonne leicht an. Das ist darauf zurückzuführen, dass die Fahr-
zeuge in der Kolonne in dem gewählten Szenario mit einer größeren Zeitlücke abfließen
als die zufälligen Fahrzeuge. So wird das Intervall größer, in dem Fahrzeuge abfließen,
und damit auch die Varianz am ungenauen Abflussdetektor. Wären beide Zeitlücken
gleich, würde auch die Varianz im Abfluss konstant bleiben.
Wie Abbildung 7.5 rechts zeigt, nimmt die mittlere Wartezeit mit zunehmendem
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Abbildung 7.6: Zeitversatz des Grünbeginns bezüglich der Kolonnenankunft. Mittlere War-
tezeit mit 95%-Konfidenzintervall bei 20 Messwiederholungen. Die LOS-Grenzen sind
dem HBS [6] entnommen. Parameter: n=20, L = 2, γs = 1,8 s, γk = 2,5 s, T = 10 s,
r = 60 s, tga = 0, Verhältnis nz : nk = 1 : 1
Kolonnenanteil für das gewählte Szenario linear ab. Das liegt daran, dass die Kolonne
unbehindert bei Grün durchfährt, während alle zufälligen Ankünfte stets halten und
warten müssen. Außerdem ist zu jeder mittleren Wartezeit das 95%-Konfidenzintervall
bei 20 Messwiederholungen abgebildet. Analog zur Varianz ist es im Bereich ausgegli-
chener Anteile zwischen Kolonne und zufälligen Ankünften am höchsten.
Zusammenfassend lässt sich feststellen, dass es bei einem sehr hohen Kolonnenanteil
am wenigsten Abweichungen der Wartezeitschätzung gibt, da die Varianz geringer ist
gegenüber demselben Anteil zufälliger Ankünfte. Ein eher ausgeglichenes Verhältnis
zwischen Kolonne und zufälligen Ankünften dagegen führt zu den höheren möglichen
Abweichungen.
Versatz des Grünbeginns
Nun wird der Grünbeginn gegenüber der Kolonnenankunft zeitlich versetzt. Das
Ankunfts- und das Abflussprofil bleiben dabei unverändert. Bei negativen Versatzzeiten
beginnt das Grün noch in den letzten Sekunden des Zeitraumes der zufälligen Ankünfte,
so dass die bis dahin aufgestaute Warteschlange eher abfließen kann. Damit entsteht
eine Lücke zwischen dem Ende der Warteschlangenleerung und der Kolonnenankünf-
te an der Haltelinie entsprechend dem Betrag der negativen Versatzzeit. Bei positiven
Werten werden die zufälligen Ankünfte und die Kolonne im Abfluss um die Versatzzeit
verzögert.
Man erkennt in Abbildung 7.6, dass die mittlere Wartezeit linear ansteigt, je spä-
ter der Grünbeginn erfolgt. Bei negativen Versatzzeiten dagegen nimmt die mittlere
Wartezeit schwächer ab, weil der Freigabebeginn schon vor Ankunft der Kolonne er-
110
7.3 Einflüsse auf die Genauigkeit der Wartezeitschätzung







Abweichung der geschätzen mittleren Wartezeit bei einer Messung























Abbildung 7.7: Konfidenzintervalle der geschätzten Wartezeit für eine einzelne Messung bei Versatz
des Grünbeginns für das Beispielszenario mit nk =nz =10 Fahrzeugen und p = 0, 9.
folgt und hier nur die Warteschlange aus den zufälligen Fahrzeuge eher geleert werden
kann. Dabei wurde unterstellt, dass von den nz = 10 Fahrzeugen in den ersten 40 s im
Mittel schon zwei Drittel der Fahrzeuge angekommen sind, die bei einem Versatz von
−20 s sofort abfließen können, und dass die restlichen zufälligen Fahrzeuge während der
Warteschlangenleerung ankommen. Während die Kolonne bis zu einem Versatz von 0 s
frei durchfahren kann, wird sie bei positiven Versatzzeiten verzögert, so dass zu den
Wartezeiten der zufälligen Ankünfte die aus Kolonne hinzukommen. Dies führt zu dem
steileren Anstieg der mittleren Wartezeiten bei positiven Versatzzeiten.
Das 95%-Konfidenzintervall in Abbildung 7.6 bleibt trotz steigender Wartezeiten kon-
stant. Ursache dafür ist, dass die Varianz V( ˆ̄w) gleich bleibt. Wegen gleichbleibenden
Parameter des Ankunfts- und Abflussprofils und der Detektorgenauigkeit ändert sich
keine der Einflussgrößen F (n, p), s2z,Zu oder s2z,Ab. Dies gilt ebenso für Abbildung 7.7,
die verschiedene Konfidenzintervalle bei nur einer Messung ohne Wiederholung zeigt.
Auf der Abszisse ist die wahre mittlere Wartezeit abgebildet, die Ordinate stellt den
Raum möglicher geschätzter Wartezeiten dar. Dabei liegen beispielsweise 99 % aller
geschätzten Wartezeiten innerhalb der grünen Hüllkurve.
Zeitlücke
Zum Schluss wird die Folgezeitlücke in der ankommenden Kolonne und der abfließenden
Fahrzeuge variiert. Dabei werden hier γk und γz jeweils gleich gewählt und systema-
tisch erhöht. In Abbildung 7.8 erkennt man, dass mit größer werdender Zeitlücke die
Varianz wenig bis moderat ansteigt (schwarze Linie). Dies wirkt sowohl im Zufluss als
auch im Abfluss (blaue und rote gestrichelte Linie). Die Ursache liegt in der jeweiligen
ansteigenden Ausgangsvarianz s2z,Zu und s2z,Ab. Durch die Erhöhung der Zeitlücke wird
sowohl der Zeitraum größer, in dem Fahrzeuge als Kolonne ankommen, als auch der
Zeitraum, in dem Fahrzeuge abfließen.
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Varianz in Abhängigkeit der Größe der Zeitlücke


























Varianz der beiden ungenauen Detektoren
Anteil des ungenauen Zuflusses
Anteil des ungenauen Abflusses
Abbildung 7.8: Varianz in Abhängigkeit der Zeitlücke der Kolonne und des Abflusses. Parameter:
n=20, L=2, γs =1,8 s, γk =2,5 s, T =10 s, r =60 s, tga =0, Verhältnis nz :nk = 1:1
Häufig auftretende Zeitlücken, in denen noch gebundener Verkehr auftritt, finden
sich zwischen 1 s und 5 s [10]. Werden die Zeitlücken größer, erhöhen sich wiederum die
Abweichungen von der mittleren Folgezeitlücke, die hier nicht dargestellt sind.
Zusammenfassung
Die Detektorgenauigkeit hat den betragsmäßig größten Einfluss auf die Genauigkeit der
Wartezeitschätzung. Je höher die Detektorgenauigkeit, desto geringer ist die Varianz
gegenüber der wahren mittleren Wartezeit. An zweiter Stelle steht der Einfluss der
Verkehrsstärke. Je mehr Fahrzeuge innerhalb des Messzeitraumes detektiert werden,
desto geringer ist Abweichung der geschätzte mittlere Wartezeit vom wahren Wert.
Nur wenn der Kolonnenanteil gegenüber zufälligen Ankünften hoch ist, wirkt sich das
positiv auf die Genauigkeit aus. Bei ausgeglichenen Verhältnissen zwischen Kolonne und
zufälligen Ankünften ist die mögliche Abweichung der Schätzung am größten. Insgesamt
ist dieser Einfluss moderat. Ein Versatz des Grünbeginns hat keinerlei Auswirkung
auf die Genauigkeit der Schätzung, erhöht jedoch maßgeblich die gemessene mittlere
Wartezeit. Eine höhere Zeitlücke zwischen den Fahrzeugen in einer Kolonne oder im
Abfluss wirkt sich kaum negativ auf die Wartezeitschätzung aus.
7.4 Diskussion
Voneinander abhängige Detektionen
Unabhängige Detektionen sind nicht immer gewährleistet. Die Fahrzeuge mit einem ge-
ringen Eisenanteil werden ggf. nicht erfasst. Das betrifft beispielsweise Motorräder oder
Fahrräder auf der Fahrbahn. So ist die Detektion eher von der Verkehrszusammen-
setzung abhängig und nicht rein zufällig, wie bei der Annahme einer Detektorgenauig-
keit p unterstellt wird.
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Bei Anfahrvorgängen an einer LSA lösen möglicherweise die ersten zwei oder drei
Fahrzeuge nur einen Detektionsimpuls aus. Die Ursache liegt in der geringen Geschwin-
digkeit und dem geringen Abstand der Fahrzeuge, so dass sich schon bei mittleren De-
tektorlängen von 2-3 m zwei Fahrzeuge gleichzeitig auf einem Detektor befinden können.
Die Möglichkeit einer separaten Detektion wächst hierbei mit steigender Geschwindig-
keit.
Zu viele Detektionen
Der Fall, dass es zusätzliche Detektionen gibt, obwohl auf dem betreffenden Fahrstreifen
kein Fahrzeug entlang fuhr, wurde hier nicht betrachtet. Lehnhoff [74] konnte in ihren
Untersuchungen zur Detektorgenauigkeit ausmachen, dass bei einem Teil der zusätzli-
chen Detektionen die Quelle der nicht vorhandener Fahrzeuge unbekannt blieb, und
sonst entweder mit den Überfahrzeiten an Nachbarfahrstreifen oder auch mit vorbei-
fahrenden Straßenbahnen korreliert war. Man könnte ggf. zwar versuchen, zusätzliche
Detektionen aufgrund von Nachbarfahrstreifen oder Straßenbahnen herauszufiltern, je-
doch löst dies das Problem nicht vollständig. Systematische Fehler in der Schätzung der





In diesem Kapitel wird das Verfahren zur Wartezeitschätzung anhand von Detektorda-
ten zweier Knotenpunkte getestet. Der Algorithmus wurde in Matlab implementiert,
die Detektordaten und die Signalzeiten eingelesen. Zum Vergleich lagen manuelle Mes-
sungen in den entsprechenden Zeiträumen vor.
8.1 Messaufbau
8.1.1 Manuelle Messung
Im Zuge der Nachher-Erhebung zur prototypischen Umsetzung der Selbst-Steuerung [72]
standen für die beiden Kreuzungen Königsbrücker Str./ Infineon Nord und Königs-
brücker Landstr./ Karl-Marx-Str. manuelle Messungen der Kfz-Wartezeiten zur Verfü-
gung. Sie wurden von der Professur für Bahnverkehr, öffentlicher Stadt- und Regional-
verkehr der TU Dresden im Auftrag der Dresdner Verkehrsbetriebe an 3 Wochentagen
(Dienstag, Mittwoch, Donnerstag) vom 11.-13.11.2014 erhoben. Dabei wurde die Mor-
genverkehrsspitze von 6:30-9:15 Uhr, der Mittagsverkehr von 12:30-14:30 Uhr und der
Nachmittagsverkehr von 15:45-18:30 gemessen.
Daten
Es wurde die Haltezeit der Fahrzeuge erhoben, was gemäß der Wartezeitdefinition im
Kapitel 5.1.3 auf Seite 69 dem stopped delay entspricht (siehe auch Abbildung 5.3 auf
Seite 70). Für jeden Fahrstreifen gab es i. d. R. einen Erheber. Er notierte durch Augen-
maß mit einer Stoppuhr jeden Zeitpunkt, an dem ein Fahrzeug zum Halten kam. Es
erfolgte keine Aufzeichnung über den genauen Zeitpunkt, wann der Halt endete. Ledig-
lich Fahrzeuge, die während der ersten Freigabe nach Ankunft noch nicht abgeflossen
waren, d. h. nicht vollständig geleerte Warteschlangen, wurden gekennzeichnet. Außer-
dem hielt der Erheber die Anzahl der Durchfahrten ohne Halt, Lkw und den Grünbeginn
fest. Dieser diente später als Zeitreferenz, um die Erhebungsdaten in der Auswertung
mit den Signalzeiten aus dem Signalprogramm zu fusionieren.
Auswertung
Es erfolgte eine Zusammenfassung mehrerer Fahrzeugmessungen zu Messintervallen,
die sich aus der aufgezeichneten Signalisierung für jeden Verkehrsstrom ergaben und
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sich jeweils vom einem bis zum nächsten Rotanfang erstreckten. Der Zeitpunkt, an
dem das erste haltende Fahrzeug eines Messintervalls abfloss, wurde mit dem nächsten
Grünbeginn gleichgesetzt. Für jedes weitere Fahrzeug wurde angenommen, dass es 1,1
Sekunden später anfahren konnte als das Fahrzeug zuvor. Aus der Summe aller Halte-
zeiten und den Durchfahrern wurde gemäß HBS [6] eine mittlere Wartezeit bestimmt,
die im engeren Sinne eine mittlere Haltezeit ist.
8.1.2 Detektormessung
Daten
Es waren Detektordaten sowie die aufgetretenen Signalzeiten für den gleichen Zeitraum
wie bei der manuellen Erhebung verfügbar. Die Lage der Detektoren ist für die beiden
betrachteten Kreuzungen in den Abbildungen B.4.1 und B.4.2 (Seiten 155 und 159)
ersichtlich. Für jeden Fahrstreifen existiert mindestens ein Zuflussdetektor und ein Ab-
flussdetektor unmittelbar vor der Haltelinie. Bei einigen Fahrstreifen gibt es nur einen
Detektor in einer Entfernung von ca. 40 m vor der Haltelinie. Häufiger jedoch gibt es
noch einen weiteren Detektor mindestens 100 m vor der Haltelinie. Dieser entfernte De-
tektor lag i. d. R. außerhalb des Stauraumes, der nähere Detektor dagegen nicht immer.
Für jeden Detektor lagen für alle detektierten Überfahrten Datensätze vor, die jeweils
aus zwei Zeitstempeln bestehen. Der Erste kennzeichnet für das Befahren, der Zweite das
Verlassen des Detektors. Sie werden nachfolgend mit ON- bzw. OFF-Impuls bezeichnet.
Weiterhin wurde die Signalisierung aufgezeichnet, anhand derer die Zeitbasis mit der
manuellen Messung abgeglichen werden konnte.
Auswertung
Gemäß dem in Kapitel 6 beschriebenen Verfahren wurde je eine fahrstreifenbezogene
mittlere Überfahrzeit aus den Überfahrzeitpunkten des Zufluss- und des Abflussdetek-
tors gebildet. Zuvor wurden die Daten in Messintervalle eingeteilt. Die Messintervalle
des Abflussdetektors waren identisch zur manuellen Messung. Sie begannen jeweils am
Rotanfang und umfassten eine Bedienperiode, d. h. eine Rot- und Grünzeit. Für den
Zuflussdetektor erfolgte zunächst die Ermittlung der mittleren freien Fahrzeit. Um diese
Zeit begann jedes Messintervall des Zuflussdetektors früher.
Zunächst gab es die Idee, nur die Überfahrzeiten der durchfahrenden Fahrzeuge mit-
einander zu korrelieren. Sie wurde wieder verworfen, weil überwiegend Warteschlangen
abgebaut wurden und der Anteil der durchfahrenden Fahrzeuge gering war. Der An-
teil der durchfahrenden Fahrzeuge, die mit den Detektordaten eindeutig identifizierbar
waren, war demgegenüber noch geringer, weil sich die Durchfahrten oft nahtlos an die
Warteschlangenleerung anschlossen1. Deshalb erfolgte die Bestimmung der mittleren
freien Fahrzeit durch Korrelation der Zeitreihen aller ON-Impulse beider Detektoren.
In der Detektormessung wurde der Abfluss so modelliert, dass ein Halt erst mit dem
Freifahren des Abflussdetektors beendet wird, weil das erste Fahrzeug auf dem Detektor
1Dies lag u. a. an dem eingesetzten Steuerverfahren, der Selbststeuerung [72]. Sie verteilt die Grünzeiten
vollverkehrsabhängig und ist sensitiv auf herannahende Kolonnen.
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Abbildung 8.1: Wartezeitschätzung an der Kreuzung Infineon Nord in Dresden, Linksabbieger Rich-
tung Infineon am Signal K3 am 11.11.2014 von 6:30–9:15 Uhr.
wartet, bis es grün bekommt. Das bedeutet, dass das Heck des Fahrzeuges gerade die
Haltelinie überquert hat. Schließlich wurde für jedes Messintervall die Differenz aus
den mittleren Überfahrzeiten der Detektoren gebildet und die mittlere freie Fahrzeit
subtrahiert. Die so geschätzte mittlere Wartezeit entspricht zumindest bei Verwendung
des entfernten Detektors der Definition des control delay (siehe 5.1.3 auf Seite 69 und
Abbildung 5.3).
Warteschlangenleerung
Eine wichtige Randbedingung für das Verfahren ist es, die Warteschlangenleerung rich-
tig zu detektieren. Dies konnte für den hier erfolgten Test nur eingeschränkt geschehen.
Zum Einen bedarf es dafür genügend Beispiele geleerter und nicht geleerter Warteschlan-
gen. In den untersuchten Beispielen dagegen wurde die Warteschlange stets bis zum
Ende der Grünzeit geleert. Zum Anderen kam es hier darauf an, die Detektorschätzung
mit der manuellen Erhebung zu vergleichen. Deshalb waren identische Messzeiträume
notwendig.
Es erfolgte der Versuch, eine Überwachung der Warteschlangenleerung für die De-
tektorschätzung zu implementieren, bisher noch nicht mit einem zufriedenstellenden
Ergebnis. Wie in Kapitel 6.4 vorgeschlagen, wurde am Abflussdetektor eine Zeitlücke
von 2,5 s als Grenzwert definiert, die mindestens überschritten sein muss, damit eine
Warteschlangenleerung angenommen werden kann. Es gab jedoch stets einige Messin-
tervalle, bei denen mit diesem Wert keine Warteschlangenleerung angenommen werden
konnte. Auch die Herabsetzung des Grenzwertes auf 2,2 s brachte kein übereinstim-
mendes Ergebnis mit der manuellen Erhebung. Deshalb wurde in den Untersuchungen
zunächst auf die Überwachung der Warteschlangenleerung verzichtet.
117




























































































Absolute Abweichungen von der manuellen Messung 
naher Detektor 
Abbildung 8.2: Abweichungen der Detektorschätzung von der manuellen Messung an der Kreuzung
Infineon Nord, Linksabbieger Richtung Infineon am Signal K3 am 11.11.2014 von
6:30–9:15 Uhr.
8.2 Wartezeitschätzung einzelner Fahrstreifen
Nachfolgend werden die mittleren Wartezeiten beispielhaft für zwei verschiedene Fahr-
streifen am 11.11.2014 in der Morgenverkehrsspitze von 6:30–9:15 Uhr geschätzt. Die
Messintervalle in diesem Zeitraum entsprechen den Bedienperioden. Das Steuerverfah-
ren regelte den Verkehr nach Bedarf ohne feste Umlaufzeit, so dass die Messintervalle
unterschiedlich lang waren. Die Warteschlangen wurden in diesem Beispiel immer ge-
leert.
8.2.1 Linksabbieger mit geringem Detektorabstand
Abbildung 8.1 zeigt die Ergebnisse der Wartezeitschätzung mittels Detektoren im Ver-
gleich zur manuellen Erhebung für einen Fahrstreifen an der Kreuzung Königsbrücker
Str./ Infineon Nord in Dresden. Ein Datenpunkt entspricht dabei der Messung einer
Bedienzeit, d. h. einer Rotzeit und der sich anschließenden Grünzeit.
Es wurden die OFF-Impulse des halteliniennahen Abflussdetektors und eines 40 m
entfernten Zuflussdetektors verwendet und eine mittlere freie Fahrzeit von 4 s ange-
nommen. Die in Abbildung 8.1 dargestellten mittleren Wartezeiten sind nochmals im
Anhang B in Tabelle B.4.1 mit den gemessenen Fahrzeugzahlen zusammen aufgelis-
tet. Es zeigt sich hier, dass die durchschnittliche mittlere Wartezeit für den Zeitraum
von 6:30–9:15 Uhr bei der Detektorschätzung mit 25,2 s leicht unterhalb der manuellen
Erhebung mit 27,0 s liegt (siehe Tabelle 8.1). Trotz Messfehler sowohl bei der manu-
ellen Erhebung als auch bei der Detektorschätzung liegen die Mittelwerte relativ nah
beieinander. In Abbildung 8.2 wurde die Differenz aus manueller Messung und Detek-
torschätzung gebildet, wobei die Messintervalle aufsteigend nach ihren Abweichungen
sortiert sind. Man erkennt, dass der überwiegende Teil der Messintervalle Abweichungen
von weniger als 5 Sekunden aufweist.
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Tabelle 8.1: Durchschnittliche mittlere Wartezeit der Wartezeitschätzung am 11.11.2014 für den ge-
samten Zeitraum von 6:30–9:15 Uhr.
Zufluss Detektor- Manuelle
schätzung Erhebung
Infineon Nord K3, naher Detektor (40 m) 25,2 s 27,0 s
Karl-Marx-Str. K1, naher Detektor (40 m) 10,7 s 10,0 s
Karl-Marx-Str. K1, entfernter Detektor (100 m) 13,0 s 10,0 s
Beispiele für Messfehler
Wenn man in der Tabelle B.4.1 auf Seite 155 Unterschiede in der Wartezeitschätzung
in Relation mit der Anzahl der Halte betrachtet, erkennt man, dass in Intervallen, in
denen mehr Fahrzeuge gehalten haben, die Wartezeiten von den Detektoren tenden-
ziell unterschätzt wurden. Wenn sich der Stau bis auf den Zuflussdetektor und darüber
hinaus ausgedehnt hat, konnte ein Anteil der Fahrzeuge und deren Wartezeiten nicht
mehr erfasst werden. Beispielsweise ist anzunehmen, dass im Messintervall Nr. 52 bei
8 wartenden und 3 durchfahrenden Fahrzeugen zwar alle Fahrzeuge gezählt wurden,
jedoch nur die Wartezeiten der ersten Fahrzeuge erfasst werden konnten. Die mittlere
Wartezeit war um ca. 13 s geringer als die manuelle Messung. Wenn man am Zuflussde-
tektor statt der OFF-Impulse die ON-Impulse auswertet, erreicht man in einigen Fällen
ein genaueres Ergebnis, weil zusätzlich die Wartezeit eines auf dem Detektor wartenden
Fahrzeuges mit erfasst wird. Beispiele finden sich in den Intervallen 52, 78, 92 und 98
(siehe Abbildung 8.1 und die Tabelle B.4.1 im Anhang auf Seite 155 ff.).
Manchmal werden Fahrzeuge nicht detektiert. So ist z. B. laut manueller Messung im
Messintervall Nr. 37 ein Fahrzeug um 07:09:10 zum Halten gekommen. Dieses Fahrzeug
wurde nur am Abfluss-, nicht jedoch am Zuflussdetektor detektiert. Eine Ursache dafür
wäre, wenn der Spurwechsel auf den Linksabbiegefahrstreifen erst nach dem Zufluss-
detektor stattfand. Da nur dieses Fahrzeug gewartet hat, sinkt die geschätzte mittlere
Wartezeit um ca. 20 s gegenüber der Referenzmessung. Hier zeigt sich, dass die Aus-
wirkung von Fehlern in der Wartezeitschätzung bei geringen Fahrzeugzahlen sehr groß
sein kann.
Aufgrund von Abweichungen der mittleren freien Fahrzeit kam es auch vor, dass Fahr-
zeuge dem falschen Messzeitraum zugeordnet wurden. Abbildung 8.1 zeigt z. B., dass
in den Messintervallen 104 und 105 die mittleren Wartezeiten der Detektorschätzung
über der manuellen Messung liegen. Weil im Messintervall 104 die freie Fahrzeit des
Durchfahrers unmittelbar vor Grünende nur 2,6 s betrug, wurde er zwar am Abflussde-
tektor richtig zugeordnet, am Zuflussdetektor jedoch schon zum nächsten Messintervall
gezählt. Das führte zur Überschätzung der mittleren Wartezeiten in beiden Intervallen.
Weiterhin zeigt sich, dass auch die manuelle Messung nicht frei von Messfehlern
ist. Auffällig ist beispielsweise das 47. Intervall: Die Detektoren messen 6 Fahrzeuge,
während in der manuellen Messung nur 3 angegeben werden. Es ist anzunehmen, dass
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Geschätzte mittlere Wartezeiten - Rechtsabbieger Karl-Marx-Str. 
Manuelle Erhebung Entfernter Detektor Naher Detektor 
Abbildung 8.3: Wartezeitschätzung an der Kreuzung Karl-Marx-Str. in Dresden, stadteinwärtige
Rechtsabbieger am Signal K1 am 11.11.2014 von 6:30–8:00 Uhr.
die Erheber 3 Durchfahrten nicht erfasst haben und dadurch die Wartezeit um ca. 18 s
zu hoch schätzten.
8.2.2 Rechtsabbieger mit geringem und großem Detektorabstand
Abbildung 8.3 zeigt die Ergebnisse der Wartezeitschätzung mittels Detektoren im Ver-
gleich zur manuellen Erhebung für einen Fahrstreifen an der Kreuzung Karl-Marx-Str./
Königsbrücker Landstr. in Dresden am 11.11.2014 von 6:30–8:00 Uhr. Die mittleren
Wartezeiten des gesamten Zeitraumes von 6:30–9:15 Uhr sind im Anhang B in Tabel-
le B.4.2 aufgelistet.
Als Abflussdetektor diente wieder der Detektor unmittelbar vor der Haltelinie. Dies-
mal wurde die Schätzung einmal mit einem ca. 100 m entfernten und einem relativ nahen
ca. 40 m entfernten Detektor zur Haltelinie durchgeführt. Beide Detektoren überschät-
zen durchschnittlich mit 10,7 s bzw. 13,0 s die manuell erhobene mittlere Wartezeit von
10,0 s leicht (siehe Tabelle 8.1).
Beispiele für Messfehler
Dass der entferntere Detektor die mittlere Wartezeit deutlicher überschätzt, kann da-
mit erklärt werden, dass hier noch der Abbremsvorgang der Fahrzeuge zur Wartezeit
hinzuzählt. Bei der manuellen Erhebung dagegen wurde nur die Zeit ab dem Stillstand
des Fahrzeuges erfasst. Außerdem wird hier das Abfließen der Fahrzeuge mit Grünbe-
ginn ohne Anfahrzeitverluste angenommen, was die Wartezeit systematisch um ca. 1-2
Sekunden unterschätzt.
Ein weiterer Grund für die höhere Wartezeit bei der Detektorschätzung sind Lkw-
Ankünfte, der Anteil auf diesem Fahrstreifen lag bei ca. 4 %. Beispielsweise ist im In-
tervall Nr. 15 die höhere Wartezeit des entfernteren Detektors auf einen Lkw-Halt zu-
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Absolute Abweichungen von der manuellen Messung 
entfernter Detektor naher Detektor 
Abbildung 8.4: Abweichungen der Wartezeitschätzung von der manuellen Messung an der Kreuzung
Karl-Marx-Str. in Dresden, von Klotzsche kommende Linksabbieger Richtung Infine-
on am 11.11.2014 von 6:30–8:00 Uhr.
rückzuführen, was zu einem verzögerten Abfluss des Lkw und der dahinter wartenden
Fahrzeugen führte. Dass der nahe Detektor die Wartezeit weniger stark überschätzt,
liegt am Rückstau über den nahen Detektor hinaus, sodass die letzte Fahrzeugankunft
erst beim Abfließen detektiert wurde. Außerdem löste der Lkw zwei kurze Impulse
nacheinander aus, so dass am nahen Detektor ein Fahrzeug zu viel gezählt wurde (siehe
Tabelle B.4.2, Seite 159).
Manchmal wurden Fahrzeugankünfte am Zuflussdetektor dem falschen Messzeitraum
zugeordnet, wenn größere Abweichungen von der mittleren freien Fahrzeit auftraten. So
ist beispielsweise im 29. Messintervall die Wartezeitschätzung des entfernten Detektors
gleich Null. In diesem Intervall kommt zuerst unmittelbar nach dem Rotbeginn ein
Lkw an, dem zwei andere Fahrzeuge folgen. Wegen dem Lkw nähern sie sich mit einer
geringeren Geschwindigkeit der Haltelinie. Die längere Fahrzeit führt zu einer fehler-
haften Zuordnung der Kolonne am entfernten Zuflussdetektor in das vorhergehende 28.
Intervall.
Quantitative Auswertung
In Abbildung 8.4 erkennt man die sortierten absoluten Abweichungen der geschätzten
Wartezeiten aus den Detektordaten gegenüber der manuellen Messung. Auch hier liegt
der größte Teil der Abweichungen bei weniger als ±5 s. Die mittleren Wartezeiten der
Detektorschätzung sind überwiegend höher. Es gibt allerdings auch Ausreißer, insbe-
sondere sehr hohe negative Abweichungen. Wie bereits beschrieben, liegen diese Fehler
an der falschen Zuordnung der Fahrzeuge an den Grenzen einiger Messintervalle.
8.3 Aufgetretene Mess- und Schätzfehler
Insgesamt zeigt sich, dass die Detektorschätzung den Messergebnissen der manuellen
Erhebung überwiegend ähnelt. Bei beiden Erhebungsmethoden können Fehler auftreten.
121
Kapitel 8 Auswertung geschätzter Kfz-Wartezeiten
Wesentliche Fehlerquellen, die bei der Detektorschätzung auftraten, lassen sich wie folgt
zusammenfassen:
• Je größer die Entfernung zwischen Zufluss- und Abflussdetektor, desto größer
werden Abweichungen von der mittleren freien Fahrzeit, was durch Mischverkehr
mit Lkw-Ankünften noch verstärkt wird. So können die Fahrzeuge zwar am Ab-
flussdetektor dem richtigen Messintervall zugeordnet werden. Am Zuflussdetektor
hingegen werden langsame Fahrzeuge dem vorigen Messintervall zugeordnet, da
die Messintervalle dort genau um die mittlere freie Fahrzeit versetzt sind. Das
führt zu geringeren mittleren Wartezeiten.
• Zuflussdetektoren erfassen grundsätzlich nur die Wartezeiten der Warteschlange
bis zum Detektor. Bei Detektoren, die einen relativ kurzen Abstand zur Halteli-
nie haben, führt dies zu einer Unterschätzung der mittleren Wartezeit, wenn der
Rückstau über den Detektor hinaus wächst.
• Ein Fahrzeug wird nur an einem Detektor erfasst, weil es zwischen den Detektoren
den Fahrstreifen wechselt. Je nachdem, welcher Impuls nicht erfasst wurde, können
die Wartezeiten größer oder geringer sein.
• Beim ersten und zweiten abfließenden Fahrzeug tritt am Abflussdetektor häufig
nur ein OFF-Impuls auf. Sie befinden sich aufgrund des geringen Abstandes beim
Anfahren gleichzeitig auf dem Detektor. Dies verspätet die geschätzte mittlere
Überfahrzeit am Abflussdetektor minimal.
Bei der manuellen Erhebung konnten folgende Messfehler und Abweichungen zum realen
Fahrverhalten festgestellt werden:
• Es wird angenommen, dass das erste Fahrzeuge genau am Grünbeginn losfährt.
In Wirklichkeit gibt es eine Zeitverzögerung von 1-2 s aufgrund der Reaktions-
und Anfahrzeit des Fahrers. Das erste Fahrzeug der Warteschlange, und damit
auch alle Nachfolgenden, fließt in der Realität später ab als modelliert, was zur
systematischen Unterschätzung der Wartezeiten führt.
• Weiterhin wird der Abfluss nur modelliert, und nicht gemessen. Zum Einen wer-
den damit gelegentlich verzögerte Anfahrten, z. B. der Lkw, nicht erfasst. Zum
Anderen sind die Annahmen, z. B. dass aller 1,1 Sekunden ein Fahrzeug losfährt,
so gewählt, dass nur die Haltezeit erhoben wird. Die Detektorschätzung dagegen
schließt die Fahrzeit vom Standort in der Warteschlange bis zur Haltelinie mit
ein. Dies hat niedrigere Wartezeiten bei der manuellen Messung zur Folge.
• Gelegentlich werden Fahrzeuge nicht erfasst. Übersehene Durchfahrer erhöhen
die mittlere Wartezeit, zu spät bemerkte oder übersehene haltende Fahrzeuge
verringern sie.
Gegenüber dem in Kapitel 7 entwickelten Fehlermodell zeigt sich hier, dass es als Feh-
lerursache bei der Detektorschätzung nicht nur übersehene Fahrzeuge gibt. Den größten
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Fehler verursacht eine fehlerhafte Zuordnung des Zu- und des Abflussüberfahrtzeitpunk-
tes in verschiedene Messintervalle. Hauptursache dafür sind zu große Abweichungen von
der mittleren freien Überfahrzeit. Dies wirkt sich vor allem bei den entfernteren Detek-
toren aus, bei denen sich die Fahrzeit zum Abflussdetektor entsprechend verlängert und






Im Folgenden werden einige Vorschläge für die Erweiterung des Steuerverfahrens zur Mi-
nimierung von Fahrzeughalten und des Schätzverfahrens für Kfz-Wartezeiten gemacht.
9.1.1 Minimierung von Fahrzeughalten
Detektorabstand zur Haltelinie
Bei einer Geschwindigkeit von 50 km/h ist beispielsweise ein Abstand von ca. 350 m
notwendig, um einen Prognosehorizont von 25 s zu erreichen. Damit treten allerdings
neue Unsicherheiten auf: Mit zunehmendem Abstand nehmen die Streuungen in der
Fahrzeit zu. Damit wird die Ankunftsprognose unsicherer.
Bei der Simulation des entwickelten Steuerverfahrens wurde diese Unsicherheit mit
abnehmender Entfernung zur Haltelinie korrigiert. Hintergrund war, dass keine Detekto-
ren verwendet wurden, sondern die genauen Fahrzeugpositionen und Geschwindigkeiten
bei jeder Interaktion zwischen Java und Vissim an der Com-Schnittstelle vorlagen.
Wenn allerdings Detektoren zum Einsatz kommen, gibt es diese fortlaufende Korrek-
tur nicht mehr. Hier ist eine weitere Erforschung über die Prognosegenauigkeit bei den
hier erforderlichen weiten Detektorentfernungen zur Haltelinie notwendig. Weiterent-
wicklungen des Verfahrens sind dahingehend möglich, dass die als konstant angenom-
mene Reisegeschwindigkeit durch die Modellierung einer Geschwindigkeitsverteilung er-
setzt wird, um die Streuungen der Fahrzeuggeschwindigkeiten stärker zu berücksichti-
gen. Folglich ist dann die Ankunftsprognose um Wahrscheinlichkeiten für erwartete
Ankunftszeitpunkte zu erweitern.
ÖPNV-Bevorrechtigung im Steuerverfahren
Die Auswirkungen einer ÖPNV-Bevorrechtigung sind im Konzept der Stopp-
Minimierung bisher noch nicht umfassend getestet worden. So sollte in weiteren Simu-
lationen der Einfluss verschiedener Fahrzeuggewichte für die ÖV-Fahrzeuge untersucht
werden. Weiterhin wäre zu testen, wie sich weitere Maßnahmen zur Bevorrechtigung
integrieren lassen, auch in Kombination mit einer übergeordneten Steuerung.
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Integration in eine adaptive Netzsteuerung
Bisher sind die Parameter Umlauf- und Versatzzeit, Phaseneinteilung und Phasenfolge
während einer Simulation konstant. Es muss noch konzeptionell erarbeitet werden, wie
die Kommunikation mit der übergeordneten Steuerung aussehen sollte, die diese Para-
meter auch verändert und an das neue Verfahren, die Stopp-Minimierung, weitergibt.
9.1.2 Schätzung von Kfz-Wartezeiten
Zuordnung von Überfahrzeiten in das richtige Messintervall
Manchmal treten noch systematische Fehler bei der Wartezeitschätzung auf. Das
Schätzverfahren ist an dieser Stelle weiterzuentwickeln, um diese Fehler zu minimieren.
So werden beispielsweise Fahrzeuge, die im Grenzbereich zwischen zwei Messinterval-
len ankommen und deren freie Fahrzeit größere Abweichungen von der mittleren freien
Fahrzeit aufweist, im Zu- und im Abfluss verschiedenen Messintervallen zugeordnet.
Dies war vor allem bei Lkw-Ankünften zu beobachten. Hier könnte man versuchen,
Lkw’s zu erfassen und für sie eine geringere mittlere freie Fahrzeit anzuwenden.
Warteschlangenleerung
Für die zuverlässige Erkennung einer abgeschlossenen Warteschlangenleerung sind wei-
tere Tests notwendig. So wurde die Erkennung zwar probeweise implementiert, jedoch
bisher zur Auswertung der Kfz-Wartezeiten in Kapitel 8 nicht angewandt. Wegen der
Vergleichbarkeit mussten die Messintervalle der Detektorschätzung in Übereinstimmung
mit der manuellen Messung gewählt werden. Bei der Implementierung des Algorithmus
zur Überwachung der Warteschlangenleerung ergaben sich Abweichungen zu den Mes-
sintervallen der manueller Messung. Dabei nahm das Schätzverfahren an, dass Warte-
schlangen nicht geleert wurden, obwohl dies der Fall war.
Für die generelle Implementierung des Schätzverfahrens ist dies kein Problem, da
lediglich das Messintervall unnötigerweise verlängert wird. Wichtig ist vor allem zu
verhindern, dass eine Warteschlangenleerung angenommen wird, obwohl dies nicht der
Fall ist. Dies ist insbesondere noch an Detektordaten zu überprüfen, bei denen die
Warteschlangen nicht vollständig geleert wurden. Gegebenenfalls ist der bisher getestete
Algorithmus zur Überwachung der Warteschlangenleerung noch zu verfeinern.
Schätzung des Anteils der Durchfahrten
Idealerweise sollte auch der Anteil der Durchfahrten bzw. der Anteil der Fahrzeughalte
erhebbar sein, wie es das HBS [6] für die qualitative Beurteilung koordinierter Zufahrten
vorschlägt. Mit dem vorgestellten Verfahren ist dies allerdings noch nicht möglich, da
bisher der Zeitpunkt, an dem eine Warteschlange geleert ist und Kolonnenankünfte sich
anschließen, noch nicht genau genug detektiert werden kann.
Wenn es allerdings gelingt, das Ende der Warteschlangenleerung zuverlässig zu detek-
tieren, könnte man auch den Anteil der Durchfahrten erfassen. Bei geringen Verkehrs-
stärken ist zu erwarten, dass dies leichter möglich ist, weil häufiger größere Zeitlücken
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auftreten. Sich unmittelbar an eine Warteschlangenleerung anschließende Kolonnen zäh-
len auch zu den Durchfahrten, es ist jedoch fraglich, ob sich dies messtechnisch erfassen
lässt. Weiterhin wäre noch anhand von realen Daten zu untersuchen, wie genau die
Detektion von Durchfahrten geschehen kann und welche Einflussgrößen es gibt.
9.2 Zusammenfassung
Minimierung von Fahrzeughalten
In der vorliegenden Arbeit wurde im ersten Teil ein Steuerungsverfahren für Licht-
signalanlagen erarbeitet, das Grünzeiten modellbasiert so anpasst, dass Fahrzeughalte
minimiert werden. Es ist als Modul einer umlaufbasierten Netzsteuerung in Straßen-
netzen sowie an isolierten Knotenpunkten einsetzbar.
Ausgangspunkt war die Analyse der Verfahren zur Verkehrsregelung an Lichtsignal-
anlagen. Es wurde deutlich, dass es zwar vielfältige Entwicklungen von modellbasierten
neuen Steuerverfahren insbesondere für vernetzte Knotenpunkte gibt, in Deutschland
jedoch häufig regelbasierte verkehrsabhängige Steuerverfahren und auch noch herkömm-
liche Festzeitsteuerungen in Betrieb sind. In der Regel wird dabei mittels Zeitlücken-
messung zwischen den Fahrzeugen entschieden, wann Grünzeiten verkehrsabhängig be-
endet werden. Zu diesem Verfahren, hier als Zeitlückensteuerung bezeichnet, wurde eine
modellbasierte Alternative geschaffen.
Das Verfahren ist so aufgebaut, dass es zunächst die Warteschlangenleerung priori-
siert, um auch bei hohen Verkehrslasten die verfügbare Kapazität bestmöglich zu nut-
zen. Anschließend wird der übrige Freiraum zwischen einer minimalen und maximalen
Grünzeit so angepasst, dass Fahrzeughalte minimiert werden. Dabei wird auf die Daten
von Detektoren im Zufluss der Kreuzung zurückgegriffen. Daraus werden die Fahrzeu-
gankünfte an der Haltelinie für die aktuelle und die nächste Phase prognostiziert. Kenn-
zeichnend ist hier der einfache Algorithmus, der aus der Bilanz der potenziellen Halte
beider Phasen einen günstigen Umschaltzeitpunkt so auswählt, dass die Halte minimal
werden. Ein weiterer Vorteil des Verfahrens ist es auf zusätzliche Modellannahmen über
Ankunftsraten verzichten zu können, sofern die Detektoren weit genug stromaufwärts
platziert sind und so ein ausreichender Prognosehorizont vorhanden ist. Damit nehmen
jedoch Fahrzeitschwankungen zu und die Ankunftsprognose wird ungenauer.
Das als Stopp-Minimierung bezeichnete Verfahren passt nur Phasenlängen an, und
keine Phasenfolgen, Umlauf- oder Versatzzeiten. Diese müssen entweder planerisch oder
durch eine übergeordnete adaptive Netzsteuerung vorgegeben werden. Mit der Einfüh-
rung von Synchronisationszeitpunkten werden trotz der Variabilität in den Phasenlän-
gen Umlauf- und Versatzzeiten sichergestellt. Weil die Stopp-Minimierung diese Rand-
bedingungen bei der lokalen Anpassung der Grünzeiten beachtet, ist sie sehr gut für
den Einsatz in koordinierten Netzen geeignet. Obwohl sie nur Halte minimiert, gelingt
es ihr gleichzeitig Wartezeiten zu minimieren. In verschiedenen simulierten Szenarien
wurde nachgewiesen, dass sich das Steuerverfahren gegenüber einer guten Festzeitsteue-
rung und einer Zeitlückensteuerung sehr gut bewährt und hinsichtlich der Halte und
Wartezeiten gleich oder besser war.
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Am deutlichsten zeigten sich die Vorteile im Praxisnetz bei nicht optimalen Bedingun-
gen, in denen die Synchronisationszeitpunkte, die üblicherweise in koordinierten Phasen
liegen sollten, in die Nebenphase gelegt wurden. Charakteristisch waren dort mehrere
kompakte Kolonnen in der koordinierten Phase. Dabei schnitt die Zeitlückensteuerung
sogar schlechter ab als die Festzeitsteuerung, weil sie die Phase schon nach der ersten
Kolonne beendete, auch weil in der koordinierten Phase die Versatzzeit nicht über die
Synchronisation gesichert war. Die Stopp-Minimierung beendete auch nach einer länge-
ren Zeitlücke die Grünzeit nicht, wenn noch Kolonnen ankamen. Sie synchronisierte die
koordinierte Phase auch ohne einen geplanten Synchronisationszeitpunkt, weil dadurch
Halte vermieden werden konnten.
Zwei wesentliche Faktoren tragen dazu bei, dass das neue Verfahren besser ist: Einer-
seits wird der Verkehr länger im Voraus aufgrund des größeren Detektorabstandes und
Prognosehorizontes erfasst, andererseits werden auch Ankünfte der nächsten Phase
einbezogen. So schaltet die Stopp-Minimierung beispielsweise genau rechtzeitig in die
nächste Phase, wenn dort mehr Halte aufgrund einer größeren ankommenden Kolonne
vermieden werden können.
Zwar kann durch die großen Detektorabstände im Zufluss weitestgehend auf Mo-
dellannahmen verzichtet werden, jedoch ist dies gleichzeitig der größte Nachteil. Es ist
fraglich, wie oft die notwendigen Abstände in der Realität realisiert werden können.
Schätzung von Kfz-Wartezeiten
Im zweiten Teil wurde ein Schätzverfahren entwickelt, das auf den Zufahrten einer Kreu-
zung mittels Induktionsschleifen-Detektoren Kfz-Wartezeiten ermittelt. Das Verfahren
könnte zukünftig beispielsweise zum detaillierten Monitoring von Kreuzungen in Ver-
kehrsmanagementsystemen genutzt werden. Bisher gibt es in diesen Systemen i. d. R.
nur eine relativ grobe Verkehrslageschätzung, die vor allem Überlastungssituationen auf
Straßenabschnitten erkennt.
Das neue Verfahren dagegen ermittelt Verkehrsqualitäten an Kreuzungen viel detail-
lierter, weil es Kfz-Wartezeiten zufahrtsbezogen so genau schätzt, dass daraus Qua-
litäten über alle sechs Stufen abgeleitet werden können. Es misst an einem Zufluss-
und einem Abflussquerschnitt die Überfahrzeiten der Fahrzeuge, aus denen jeweils eine
mittlere Überfahrzeit berechnet wird. Aus der Differenz beider Zeitpunkte wird unter
Beachtung einer mittleren freien Fahrzeit die mittlere Wartezeit geschätzt.
Vorteilhaft ist, dass dabei die häufig bereits installierten Detektoren Verwendung
finden, ohne Mehraufwand für die Installation zusätzlicher Technik. Das wird auch
erreicht, weil keine Fahrzeugwiedererkennung notwendig ist. Eine Randbedingung dafür
ist, dass potenziell dieselben Fahrzeuge erfasst werden können. Dies ist methodisch
gewährleistet durch: Erstens eine um die freie Fahrzeit zeitversetzte Messung zwischen
Zu- und Abfluss, und zweitens die abgeschlossene Warteschlangenleerung, wenn ein
Messintervall beginnt oder endet.
Eine Anforderung an das neue Verfahren zur Wartezeitschätzung ist, dass es mit zu-
fällig auftretenden Detektorfehlern umgehen kann. Es ist unerheblich, ob am Zufluss-
und am Abfluss dieselbe oder eine unterschiedliche Anzahl an Überfahrten detektiert
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wurde, weil an jedem Querschnitt unabhängig voneinander eine mittlere Überfahrzeit
aus den Überfahrzeiten ermittelt wird, um anschließend eine mittlere Reisezeit zu schät-
zen.
Mit einem Fehlermodell, das zunächst nur zufällig übersehene Fahrzeuge beinhaltet,
wurde theoretisch nachgewiesen, dass die mit fehlerbehafteten Detektoren geschätzten
mittleren Überfahrzeiten an jedem Messquerschnitt erwartungstreu sind, und deshalb
auch die geschätzte mittlere Reisezeit und die Wartezeit. So konnte nachgewiesen wer-
den, dass sich die Wartezeitschätzung bei Mittelung über ausreichend viele Messinter-
valle dem wahren Wert nähert. Außerdem wurde die mögliche Streuung des Schätzers
gegenüber der wahren mittleren Wartezeit theoretisch bestimmt, unter der Vorausset-
zung, dass die Detektorgenauigkeit und alle aufgetretenen Überfahrzeiten bekannt sind.
Zwar ist dies in der Realität nicht gegeben, allerdings konnten Fahrzeugüberfahrten und
fehlerhafte Detektormessungen simuliert werden, und so zunächst theoretisch mögliche
Einflussgrößen auf die Genauigkeit der Schätzung und die Größenordnung der Abwei-
chung vom wahren Wert gefunden werden.
Dass das Schätzverfahren auch für einen Praxiseinsatz geeignet ist, wurde anhand
eines Vergleichs einer manuellen Messung mit einer Schätzung aus realen Detektordaten
aufgezeigt. Zwar traten auch systematische Fehler auf, wie z. B. die Zuordnung einzelner
Überfahrten zum falschen Messintervall oder Zuflussdetektoren im Stauraum, jedoch
lagen die Mittelwerte beider Messungen aus allen im Erhebungszeitraum betrachteten






Tabelle A.1.1: Verhältnis von Verkehrslast zum mittleren Sättigungsgrad an den Knotenpunkten.
100 % Verkehrslast entspricht dem Grundszenario mit folgenden Verkehrsstärken im
Zufluss: West: 800 Fzg/h Ost: 700 Fzg/h Nord, Süd: 200 Fzg/h.
mittlerer Sättigungsgrad
Verkehrslast größter geringster
10 % 7 % 6 %
20 % 14 % 13 %
30 % 19 % 21 %
40 % 27 % 25 %
50 % 34 % 31 %
60 % 41 % 38 %
70 % 48 % 44 %
80 % 55 % 50 %
90 % 62 % 57 %
100 % 68 % 63 %
110 % 75 % 69 %
120 % 82 % 75 %
130 % 89 % 82 %
140 % 96 % 88 %
150 % 103 % 94 %
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A.1.1 Anzahl der Halte
Tabelle A.1.2: Arterie, Anzahl der Halte bei verschiedenen Verkehrslasten. Anzahl der Halte pro
Fahrzeug in [s] bei 40 Simulationsläufen von einer Stunde, für (1) Festzeitsteuerung,
(2) Zeitlückensteuerung, (3) Stopp-Minimierung. Die Gewinne als absolute und relative













10 % 1,493 1,393 0,099 (6,7 %) 1,156 0,337 (22,6 %)
20 % 1,515 1,417 0,098 (6,5 %) 1,238 0,277 (18,3 %)
30 % 1,530 1,441 0,089 (5,8 %) 1,290 0,240 (15,7 %)
40 % 1,536 1,448 0,088 (5,7 %) 1,329 0,207 (13,5 %)
50 % 1,550 1,465 0,086 (5,5 %) 1,363 0,188 (12,1 %)
60 % 1,564 1,483 0,081 (5,2 %) 1,396 0,168 (10,7 %)
70 % 1,578 1,505 0,073 (4,6 %) 1,425 0,153 (9,7 %)
80 % 1,598 1,517 0,081 (5,0 %) 1,456 0,142 (8,9 %)
90 % 1,617 1,543 0,074 (4,6 %) 1,495 0,121 (7,5 %)
100 % 1,617 1,555 0,063 (3,9 %) 1,523 0,094 (5,8 %)
110 % 1,661 1,587 0,074 (4,5 %) 1,572 0,088 (5,3 %)
120 % 1,688 1,617 0,071 (4,2 %) 1,608 0,080 (4,8 %)
130 % 1,720 1,648 0,073 (4,2 %) 1,652 0,069 (4,0 %)
140 % 1,743 1,676 0,067 (3,8 %) 1,685 0,058 (3,3 %)













































Anzahl der Halte 
Stopp-Minimierung Zeitlückensteuerung Festzeitsteuerung 
Gewinn Stopp-Minimierung Gewinn Zeitlückensteuerung 
Abbildung A.1.1: Anzahl der Halte bei Variation der Verkehrslast. Die Referenzverkehrsstärken aus




Tabelle A.1.3: Mittlere Wartezeit pro Fahrzeug in [s] bei 40 Simulationsläufen von einer Stunde, für
(1) Festzeitsteuerung, (2) Zeitlückensteuerung, (3) Stopp-Minimierung. Die Gewinne













10 % 53,26 48,08 5,18 (9,7 %) 42,63 10,63 (20,0 %)
20 % 54,35 49,15 5,20 (9,6 %) 44,53 9,82 (18,1 %)
30 % 55,21 49,91 5,30 (9,6 %) 46,14 9,07 (16,4 %)
40 % 55,64 50,76 4,87 (8,8 %) 47,44 8,19 (14,7 %)
50 % 56,11 51,40 4,71 (8,4 %) 48,60 7,52 (13,4 %)
60 % 56,70 52,21 4,48 (7,9 %) 49,93 6,76 (11,9 %)
70 % 57,28 52,88 4,40 (7,7 %) 51,02 6,26 (10,9 %)
80 % 57,68 53,57 4,11 (7,1 %) 52,01 5,68 (9,8 %)
90 % 58,44 54,57 3,87 (6,6 %) 53,37 5,07 (8,7 %)
100 % 60,48 57,00 3,48 (5,8 %) 55,84 4,64 (7,7 %)
110 % 60,07 56,39 3,68 (6,1 %) 55,78 4,29 (7,1 %)
120 % 60,93 57,39 3,54 (5,8 %) 56,94 3,98 (6,5 %)
130 % 62,08 58,49 3,59 (5,8 %) 58,11 3,96 (6,4 %)
140 % 63,00 59,36 3,64 (5,8 %) 59,17 3,83 (6,1 %)














































Stopp-Minimierung Zeitlückensteuerung Festzeitsteuerung 
Gewinn Stopp-Minimierung Gewinn Zeitlückensteuerung 
Abbildung A.1.2: Mittlere Wartezeit bei Variation der Verkehrslast. Die Referenzverkehrsstärken aus
dem Grundszenario sind in Tabelle 4.1 auf Seite 49 hinterlegt.
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A.1.3 Mittlere Reisezeit
Tabelle A.1.4: Mittlere Reisezeit pro Fahrzeug in [s] bei 40 Simulationsläufen von einer Stunde, für
(1) Festzeitsteuerung, (2) Zeitlückensteuerung, (3) Stopp-Minimierung. Die Gewinne













10 % 204,9 199,8 0,099 (5,1 %) 194,5 0,337 (10,4 %)
20 % 204,9 199,7 0,098 (5,1 %) 195,3 0,277 (9,6 %)
30 % 206,4 201,2 0,089 (5,2 %) 197,5 0,240 (8,9 %)
40 % 205,9 201,1 0,088 (4,8 %) 197,9 0,207 (8,0 %)
50 % 206,5 201,8 0,086 (4,6 %) 199,1 0,188 (7,3 %)
60 % 206,9 202,5 0,081 (4,4 %) 200,3 0,168 (6,6 %)
70 % 207,5 203,2 0,073 (4,3 %) 201,4 0,153 (6,1 %)
80 % 207,6 203,6 0,081 (4,1 %) 202,1 0,142 (5,6 %)
90 % 208,4 204,6 0,074 (3,8 %) 203,4 0,121 (5,0 %)
100 % 209,1 205,6 0,063 (3,5 %) 204,5 0,094 (4,6 %)
110 % 209,5 205,8 0,074 (3,6 %) 205,3 0,088 (4,2 %)
120 % 210,5 207,0 0,071 (3,5 %) 206,6 0,080 (3,9 %)
130 % 211,6 208,1 0,073 (3,5 %) 207,7 0,069 (3,9 %)
140 % 212,1 208,5 0,067 (3,6 %) 208,4 0,058 (3,8 %)












































Stopp-Minimierung Zeitlückensteuerung Festzeitsteuerung 
Gewinn Stopp-Minimierung Gewinn Zeitlückensteuerung 
Abbildung A.1.3: Mittlere Reisezeit bei Variation der Verkehrslast. Die Referenzverkehrsstärken aus





Tabelle A.2.1: Verkehrsnachfrage im Morgen- und Tagesverkehr für den Kfz-Verkehr inkl. Schwer-
verkehrsanteil (oben) sowie für die Fußgänger und Radfahrer (unten). Diese Verkehrs-
nachfrage entspricht 100 % Verkehrslast und wird tageszeitabhängig angepasst.
Zufahrt
Morgenspitze Tagesverkehr
Verkehrsstärke SV-Anteil Verkehrsstärke SV-Anteilin [Fzg/h] in [Fzg/h]
Mittelweg, Ri Süd 151 4 % 156 4 %
Rebenring Ri Ost 1054 4 % 1160 4 %
Pockelstr. Ri Nord 63 5 % 121 3 %
Geysostr Ri Süd 18 0 % 38 3 %
Nordstr. Ri Ost 86 3 % 130 5 %
Bültenweg Ri Süd 504 4 % 630 4 %
Langer Kamp Ri Nord 60 5 % 76 4 %
Langer Kamp Ri Süd 98 3 % 132 5 %
Hans-Sommer-Str. Ri West 772 4 % 1005 4 %
Beethovenstr Ri Nord 9 0 % 12 0 %
Beethovenstr Ri Süd 100 2 % 136 4 %
Gließmaroder Str Ri Ost 16 0 % 16 0 %
Gließmaroder Str Ri West 68 4 % 64 5 %
Hagenring Ri Nord 1252 4 % 1194 4 %
Summe 4251 4870
Zufahrt Fußgänger Radfahrerpro Stunde pro Stunde
Hagenring/Brucknerstr. West Ri Nord 50
Hagenring/Brucknerstr. West Ri Süd 21 60
Hagenring/Brucknerstr. Nord Ri Ost 35
Hagenring/Brucknerstr. Nord Ri West 44 60
Hagenring/Brucknerstr. Ost Ri Süd 57
Hagenring/Brucknerstr. Ost Ri Nord 28 60
Hagenring/Brucknerstr. Süd Ri West 60
Hagenring/Brucknerstr. Süd Ri Ost 37 60
Hans-Sommer-Str./Langer Kamp Süd Ri West 60
Hans-Sommer-Str./Langer Kamp Süd Ri Ost 60 60
Hans-Sommer-Str./Langer Kamp Nord Ri Ost 60
Hans-Sommer-Str./Langer Kamp Nord Ri West 60 60
Hans-Sommer-Str./Langer Kamp Nord Ost Ri Süd 60
Hans-Sommer-Str./Langer Kamp Nord Ost Ri Nord 60 60
Hans-Sommer-Str./Langer Kamp Nord West Ri Nord 60
Hans-Sommer-Str./Langer Kamp Nord West Ri Süd 60 60
Summe 812 480
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K112 Brucknerstraße / Nordstraße
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Abbildung A.2.1: links: Lageplan Knoten 318: Brucknerstr./ Nordstr.
rechts: Lageplan Knoten 387: Hagenring/ Gließmaroder Str.
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K053 Hans-Sommer-Straße / Beethovenstraße
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Abbildung A.2.2: links: Lageplan Knoten 355: Hans-Sommer-Str./ Langer Kamp
rechts: Lageplan Knoten 368: Hans-Sommer-Str./ Beethovenstr.
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Abbildung A.2.3: Lageplan Knoten 330: Hagenring/ Brucknerstr.
Abbildung A.2.4: Lageplan Knoten 355: Hans-Sommer-Str./ Langer Kamp
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Z1
Abbildung A.2.5: Lageplan Knoten 293: Rebenring/ Pockelstr.
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Tabelle A.2.2: Spezifikation der drei simulierten Zeiträume mit verwendeten Signalprogrammen.
Morgenspitze Tagesverkehr Nachmittagspitze
Tageszeit 7:30-8:30 10:00-11:00 16:00-17:00
Verkehrsnachfrage Morgenspitze Tagesverkehr Tagesverkehr
Verkehrslast 83 % (7:30-8:00) 74 % 95 %
95 % (8:00-8:30)
Signalprogramm
277: Rebenring/Mittelweg SP3 SP1 SP2
293: Rebenring/Pockelstraße SP3 SP1 SP2
330: Hagenring/Brucknerstr. SP(morgen) SP(sonst) SP(sonst)
Tabelle A.2.3: Signalprogramme der östlichen Knotenpunkte. Dabei sind „FZ“ Kfz-Signalgruppen,





FZ11 (Nord) 21 24
FZ21 (Ost) 53 44
FZ31 (Süd) 21 24
FZ41 (West) 53 44
F301 F302 R351 53 42
F101 F102 R151 53 42
F201 F202 R252 18 28
F203 F204 R251 21 15
F401 F402 R452 18 28





FZ11 (Nord) 62 25
FZ21 (Ost) 10 40
FZ31 (Süd) 62 25
FZ41 (West) 10 43






FZ11 (Nord) 18 46
FZ12 (Nord links) 69 5
FZ21 (Ost) 79 15
FZ31 (Süd rechts) 17 7
FZ32 (Süd gerade) 17 47
FZ33 (Süd links) 69 5





FZ11 (Nord) 56 51
FZ31 (Süd) 56 51
FZ41 (West) 34 15
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Tabelle A.2.5: Signalprogramme des zentralen Knotenpunktes Hagenring/Brucknerstraße. Dabei sind






FZ11 (Nord) 25 13
FZ12 (Nord links) 25 5
FZ21 (Ost) 68 26
FZ22 (Ost links) 6 11
FZ31 (Süd) 42 18
FZ32 (Süd links) 47 13
FZ41 (West rechts) 48 20
FZ42 (West) 68 13
F101 F102 R152 70 18
F103 F104 R151 70 6
F201 F202 R252 41 13
F203 F204 R251 41 5
F301 F302 R352 76 19
F303 F304 R351 76 10
F401 F402 R452 20 13





FZ11 (Nord) 22 16
FZ12 (Nord links) 22 8
FZ21 (Ost) 68 24
FZ22 (Ost links) 6 8
FZ31 (Süd) 42 18
FZ32 (Süd links) 47 13
FZ41 (West) 48 20
FZ42 (West links) 68 13
F101 F102 R152 70 18
F103 F104 R151 70 6
F201 F202 R252 41 13
F203 F204 R251 41 5
F301 F302 R352 76 19
F303 F304 R351 76 10
F401 F402 R452 18 15
F403 F404 R451 18 7







FZ11 (Nord) 35 30
FZ12 (Nord links) 50 11
FZ21 (Ost) 0 27
FZ41 (West) 0 27






















Tabelle A.2.7: Signalprogramme des westlichen Knotenpunktes Rebenring/Pockelstraße. Dabei







FZ11 (Nord) 45 12
FZ21 (Ost) 69 36
FZ31 (Süd) 45 12
FZ41 (West) 69 36
F101 F102 R151 69 35
F201 F202 40 23
F203 F204 44 19
F301 F302 R351 69 36
F401 F402 40 23






























Tabelle A.2.8: Taktzeiten der Buslinien in [min] in den drei simulierten Zeiträumen.
Takt
Morgen Tag Nachmittag
Buslinie 7:30-8:30 10:00-11:00 16:00-17:00
230 Braunschweig - Wolfsburg einzelne Abfahrten
433 Hondelage -Völkenrode 30 60 30
436 Flughafen - Hauptbahnhof 30 60 30
443 Querum - Weststadt 30 30 30
M16 Krahlenriede Völkenrode 15 15 15
M19 Hauptbahnhof/ M29 Hauptbahnhof 10 10 10
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A.2.2 Auswertung
Tabelle A.2.9: Gesamtverkehr im Szenario 1 des Braunschweiger Netzes (mit allen Synchro-
nisationszeitpunkten in den koordinierten Phasen): Durchschnittliche Anzahl der Hal-
te, der mittleren Wartezeit und Reisezeit pro Fahrzeug bei 40 Simulationsläufen von
einer Stunde. Gewinne (negative Prozentwerte) bzw. Verluste (positive Prozentwerte)
beziehen sich auf die Festzeitsteuerung. Der einseitige t-Test, der prüft, ob der Mittel-
wert größer bzw. kleiner zum jeweiligen Mittelwert der Festzeitsteuerung ist, konnte
stets mit mindestens α = 0, 01 abgelehnt werden, außer bei den mit ∗ gekennzeichneten
Werten.
Zeitraum Steuerung Halte Wartezeit Reisezeit
Morgen (1) Festzeitsteuerung 1,342 48,84 s 120,5 s
7:30 -8:30 (2) 4 s Zeitlücke 1,349 (0,5 %)
∗ 46,09 s (-5,6 %) 117,8 s (-2,3%)
(3) Stopp-Minimierung 1,182 (-11,9 %) 42,79 s (-12,4 %) 114,6 s (-4,9 %)
Tag (4) Festzeitsteuerung 1,365 46,02 s 119,1 s
10:00 -11:00 (5) 4 s Zeitlücke 1,453 (6,5 %) 46,35 s (0,7 %) 119,5 s (0,3 %)
(6) Stopp-Minimierung 1,260 (-7,7 %) 42,95 s (-6,7 %) 116,1 s (-2,6 %)
Nach- (7) Festzeitsteuerung 1,416 49,20 s 122,8 s
mittag (8) 4 s Zeitlücke 1,501 (6,0 %) 49,98 s (1,6 %) 123,6 s (0,6 %)
16:00 -17:00 (9) Stopp-Minimierung 1,283 (-9,4 %) 44,19 s (-10,2 %) 117,9 s (-4,0 %)
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Tabelle A.2.10: Öffentlicher Verkehr, Fuß- und Radverkehr im Szenario 1: Durchschnittliche
Anzahl der Halte, der mittleren Wartezeit und Reisezeit pro ÖV-Fahrzeug, Fußgän-
ger bzw. Radfahrer bei 40 Simulationsläufen von einer Stunde. Gewinne (negative
Prozentwerte) bzw. Verluste (positive Prozentwerte) beziehen sich auf die Festzeit-
steuerung. Der einseitige t-Test, der prüft, ob der Mittelwert größer bzw. kleiner
zum jeweiligen Mittelwert der Festzeitsteuerung ist, konnte mit mindestens α = 0, 01
abgelehnt werden, außer bei den mit ∗ gekennzeichneten Werten.
Zeitraum Steuerung Halte Wartezeit Reisezeit
ÖV
Morgen
(O.1) Festzeit 4,328 106,1 s 246,8 s
(O.2) Zeitlücke 4,266 (-1,4 %) 101,6 s (-4,3 %) 242,8 s (-1,6 %)
(O.3) Stopp-Min. 4,199 (-3,0 %) 95,8 s (-9,7 %) 237,6 s (-3,7 %)
Tag
(O.4) Festzeit 4,422 104,0 s 242,6 s
(O.5) Zeitlücke 4,376 (-1,1 %)∗ 102,1 s (-1,9 %) 241,4 s (-0,5 %)∗
(O.6) Stopp-Min. 4,338 (-1,9 %) 99,7 s (-4,2 %) 238,8 s (-1,6 %)
Nach- (O.7) Festzeit 4,273 108,5 s 249,1 s
mittag (O.8) Zeitlücke 4,361 (2,1 %) 104,7 s (-3,5 %) 245,9 s (-1,3 %)
(O.9) Stopp-Min. 4,202 (-1,7 %) 99,5 s (-8,3 %) 240,9 s (-3,3 %)
Fuß
Morgen
(F.1) Festzeit 0,280 15,67 s 18,2 s
(F.2) Zeitlücke 0,233 (-17,0 %) 12,33 s (-21,3 %) 14,9 s (-18,3 %)
(F.3) Stopp-Min. 0,244 (-12,8 %) 13,01 s (-17,0 %) 15,5 s (-14,6 %)
Tag
(F.4) Festzeit 0,288 15,27 s 17,8 s
(F.5) Zeitlücke 0,253 (12,0 %) 12,09 s (-20,9 %) 14,6 s (-17,9 %)
(F.6) Stopp-Min. 0,253 (-12,0 %) 12,5 s (-18,2 %) 15,0 s (-15,6 %)
Nach- (F.7) Festzeit 0,281 14,87 s 17,4 s
mittag (F.8) Zeitlücke 0,251 (-10,5 %) 12,26 s (-17,6 %) 14,8 s (-15,0 %)
(F.9) Stopp-Min. 0,245 (-12,5 %) 12,01 s (-19,2 %) 14,5 s (-16,4 %)
Rad
Morgen
(R.1) Festzeit 0,402 19,34 s 20,2 s
(R.2) Zeitlücke 0,401 (-0,3 %)∗ 19,69 s (1,9 %) 20,5 s (1,8 %)
(R.3) Stopp-Min. 0,406 (1,0 %)∗ 20,19 s (4,4 %) 21,0 s (4,2 %)
Tag
(R.4) Festzeit 0,425 17,65 s 18,5 s
(R.5) Zeitlücke 0,428 (0,7 %)∗ 18,50 s (4,8 %) 19,4 s (4,6 %)
(R.6) Stopp-Min. 0,428 (0,8 %)∗ 18,76 s (6,3 %) 19,6 s (6,0 %)
Nach- (R.7) Festzeit 0,389 17,42 s 18,3 s
mittag (R.8) Zeitlücke 0,390 (0,2 %)
∗ 18,07 s (3,7 %) 18,9 s (3,6 %)
(R.9) Stopp-Min. 0,387 (-,6 %)∗ 17,91 s (2,8 %) 18,8 s (2,7 %)
143
Anhang A Simulationen zur Stopp-Minimierung
Tabelle A.2.11: Gesamtverkehr im Szenario 2 des Braunschweiger Netzes (mit Synchroni-
sationszeitpunkten in den Nebenphasen auf der Ost-West-Achse): Durchschnittliche
Anzahl der Halte, der mittleren Wartezeit und Reisezeit pro Fahrzeug bei 40 Si-
mulationsläufen von einer Stunde. Gewinne (negative Prozentwerte) bzw. Verluste
(positive Prozentwerte) beziehen sich auf die Festzeitsteuerung. Der einseitige t-Test,
der prüft, ob der Mittelwert größer bzw. kleiner zum jeweiligen Mittelwert der Fest-
zeitsteuerung ist, konnte stets mit mindestens α = 0, 01 abgelehnt werden.
Zeitraum Steuerung Halte Wartezeit Reisezeit
Morgen (1) Festzeitsteuerung 1,344 48,93 s 120,7 s
7:30 -8:30 (2) 4 s Zeitlücke 1,685 (25,4 %) 60,31 s (23,3 %) 131,9 s (9,3 %)
(3) Stopp-Minimierung 1,160 (-13,7 %) 41,93 s (-14,3 %) 113,8 s (-5,7 %)
Tag (4) Festzeitsteuerung 1,364 45,98 s 119,1 s
10:00 -11:00 (5) 4 s Zeitlücke 1,702 (24,8 %) 54,76 s (19,1 %) 127,7 s (7,3 %)
(6) Stopp-Minimierung 1,237 (-9,3 %) 42,11 s (-8,4 %) 115,2 s (-3,2 %)
Nach- (7) Festzeitsteuerung 1,413 49,03 s 122,6 s
mittag (8) 4 s Zeitlücke 1,724 (22,1 %) 57,64 s (17,6 %) 131,2 s (7,0 %)
16:00 -17:00 (9) Stopp-Minimierung 1,284 (-9,1 %) 43,93 s (-10,4 %) 117,6 s (-4,1 %)
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Tabelle A.2.12: Öffentlicher Verkehr, Fuß- und Radverkehr im Szenario 2: Durchschnittliche
Anzahl der Halte, der mittleren Wartezeit und Reisezeit pro ÖV-Fahrzeug, Fußgän-
ger bzw. Radfahrer bei 40 Simulationsläufen von einer Stunde. Gewinne (negative
Prozentwerte) bzw. Verluste (positive Prozentwerte) beziehen sich auf die Festzeit-
steuerung. Der einseitige t-Test, der prüft, ob der Mittelwert größer bzw. kleiner
zum jeweiligen Mittelwert der Festzeitsteuerung ist, konnte mit mindestens α = 0, 01
abgelehnt werden, außer bei den mit ∗ gekennzeichneten Werten.
Zeitraum Steuerung Halte Wartezeit Reisezeit
ÖV
Morgen
(O.1) Festzeit 4,332 106,1 s 246,7 s
(O.2) Zeitlücke 4,728 (9,2 %) 121,4 s (14,5 %) 261,8 s (6,1 %)
(O.3) Stopp-Min. 4,105 (-5,2 %) 93,5 s (-11,9 %) 235,4 s (-4,6 %)
Tag
(O.4) Festzeit 4,423 104,0 s 242,6 s
(O.5) Zeitlücke 4,572 (3,4 %) 110,7 s (6,4 %) 249,4 s (2,8 %)
(O.6) Stopp-Min. 4,349 (-1,7 %) 99,6 s (-4,2 %) 238,8 s (-1,5 %)
Nach- (O.7) Festzeit 4,283 108,9 s 249,5 s
mittag (O.8) Zeitlücke 4,636 (8,2 %) 120,2 s (10,3 %) 260,9 s (4,6 %)
(O.9) Stopp-Min. 4,191 (-2,1 %) 98,7 s (-9,4 %) 240,2 s (-3,7 %)
Fuß
Morgen
(F.1) Festzeit 0,280 15,69 s 18,2 s
(F.2) Zeitlücke 0,353 (26,2 %) 23,87 s (52,1 %) 26,4 s (44,9 %)
(F.3) Stopp-Min. 0,231 (-17,6 %) 12,00 s (-23,5 %) 14,5 s (-20,3 %)
Tag
(F.4) Festzeit 0,287 15,28 s 17,8 s
(F.5) Zeitlücke 0,347 (20,9 %) 20,74 s (35,7 %) 23,2 s (30,7 %)
(F.6) Stopp-Min. 0,240 (-16,6 %) 11,57 s (-24,3 %) 14,1 s (-20,9 %)
Nach- (F.7) Festzeit 0,281 14,84 s 17,4 s
mittag (F.8) Zeitlücke 0,321 (14,1 %) 18,99 s (28,0 %) 21,5 s (23,9 %)
(F.9) Stopp-Min. 0,237 (-15,8 %) 11,44 s (-22,9 %) 14,0 s (-19,6 %)
Rad
Morgen
(R.1) Festzeit 0,403 19,35 s 20,2 s
(R.2) Zeitlücke 0,395 (-2,0 %) 19,70 s (1,8 %) 20,5 s (1,7 %)
(R.3) Stopp-Min. 0,404 (0,1 %)∗ 20,16 s (4,2 %) 21,0 s (4,0 %)
Tag
(R.4) Festzeit 0,425 17,68 s 18,5 s
(R.5) Zeitlücke 0,405 (-4,7 %) 17,19 s (-2,8 %) 18,0 s (-2,7 %)
(R.6) Stopp-Min. 0,422 (-0,6 %)∗ 18,58 s (5,0 %) 19,4 s (4,8 %)
Nach- (R.7) Festzeit 0,389 17,51 s 18,4 s
mittag (R.8) Zeitlücke 0,380 (-2,4 %) 17,31 s (-1,1 %) 18,2 s (-1,1 %)
(R.9) Stopp-Min. 0,388 (-0,2 %)∗ 18,02 s (2,9 %) 18,9 s (2,8 %)
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Abbildung A.2.6: Szenario 2: Auswertung des Öffentlichen Verkehrs im Braunschweiger Netz bei
einer Grundgesamtheit von 38 (morgens), 30 (tags) bzw. 38 (nachmittags) erfassten
Fahrzeugen. links: Anzahl der Halte je ÖV-Fahrzeug bei verschiedenen Tageszeiten.
































Fußgänger/ Radfahrer - Halte 
Fuß, Festzeit Fuß, Zeitlücke Fuß, Stopp-Min. 




























Fußgänger/ Radfahrer - Wartezeiten 
Fuß, Festzeit Fuß, Zeitlücke Fuß, Stopp-Min. 
Rad, Festzeit Rad, Zeitlücke Rad, Stopp-Min. 
Abbildung A.2.7: Szenario 2: Auswertung der Fußgänger und Radfahrer im Braunschweiger
Netz bei einer Grundgesamtheit von jeweils ca. 530 (morgens), 450 (tags) bzw.
580 (nachmittags).
links: Anzahl der Halte je Fußgänger/ Radfahrer bei verschiedenen Tageszeiten.




Tabelle A.3.1: Auswertung: Ergebnisse aus der Simulation an einem isolierten Knoten bei zufälligen
Ankünften (Z.1–Z.3) und bei Kolonnenankünften aus West (K.1–K.3). Durchschnitt-
liche Anzahl der Halte, der mittleren Wartezeit und Reisezeit pro Fahrzeug bei 40
Simulationsläufen von einer Stunde. Die Gewinne (negative Prozentwerte) bzw. Ver-
luste (positive Prozentwerte) beziehen sich auf die Festzeitsteuerung. Der einseitige
t-Test, der prüft, ob der Mittelwert größer bzw. kleiner zum jeweiligen Mittelwert der
Festzeitsteuerung ist, konnte mit mindestens α = 0, 01 abgelehnt werden, außer bei
den mit ∗ gekennzeichneten Werten.
Nr. Parameter Steuerung Halte Wartezeit Reisezeit
Festzeit 0,722 28,70 s 107,7 s
(Z.1) Fixed FO 2 s Zeitlücke 0,653 (-9,6 %) 25,85 s (-9,9 %) 104,8 s (-2,7 %)
Mit Synchr. 4 s Zeitlücke 0,633 (-12,2 %) 24,62 s (-14,2 %) 103,6 s (-3,8 %)
Stopp-Min. 0,639 (-11,4 %) 24,72 s (-13,9 %) 103,8 s (-3,7 %)
(Z.2)
Fixed FO 2 s Zeitlücke 0,730 (1,2 %) 22,23 s (-22,6 %) 101,3 s (-6,0 %)
Ohne Synchr. 4 s Zeitlücke 0,716 (-0,8 %)∗ 21,95 s (-23,5 %) 101,0 s (-6,2 %)
Stopp-Min. 0,621 (-13,9 %) 23,64 s (-17,7 %) 102,7 s (-4,7 %)
(Z.3)
Floating FO 2 s Zeitlücke 0,715 (-0,9 %)∗ 21,98 s (-23,4 %) 101,1 s (-6,2 %)
Ohne Synchr. 4 s Zeitlücke 0,673 (-6,7 %) 21,13 s (-26,4 %) 100,2 s (-7,0 %)
Stopp-Min. 0,647 (-10,3 %) 21,53 s (-25,0 %) 100,6 s (-6,6 %)
Festzeit 0,758 30,22 s 116,3 s
(K.1)
Fixed FO 2 s Zeitlücke 0,763 (0,7 %)∗ 30,63 s (1,4 %) 116,6 s (0,3 %)∗
Mit Synchr. 4 s Zeitlücke 0,735 (-3,4 %) 29,08 s (-3,8 %) 115,1 s (-1,0 %)
Stopp-Min. 0,709 (-6,4 %) 27,57 s (-8,8 %) 113,6 s (-2,3 %)
(K.2) Fixed FO 2 s Zeitlücke 0,967 (27,5 %) 31,97 s (5,8 %) 118,0 s (1,5 %)
Ohne Synchr. 4 s Zeitlücke 0,891 (17,5 %) 30,56 s (1,2 %) 116,6 s (0,3 %)∗
Stopp-Min. 0,700 (-7,6 %) 26,89 s (-11,0 %) 112,9 s (-2,9 %)
(K.3) Floating FO 2 s Zeitlücke 0,922 (21,7 %) 30,34 s (0,4 %)
∗ 116,4 s (0,1 %)∗
Ohne Synchr. 4 s Zeitlücke 0,884 (16,6 %) 29,55 s (-2,2 %) 115,6 s (-0,6 %)




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































B.2 Varianz des Mittelwertes bei zufälligen Ankünften
In Abschnitt 7.2.2 wurde eine stetige Gleichverteilung für zufällige Ankünfte angenom-
men, für die der Erwartungswert Ez(zα) und die Varianz Vz(zα) angegeben werden
kann. Wegen der endlichen Fahrzeugzahl im Messzeitraum kann bei jeder Realisierung
konkreter Überfahrzeiten der Mittelwert der Ankünfte z̄ vom theoretischen Erwartungs-
wert zufälliger Ankünfte Ez(z) abweichen.
Diese Varianz des Mittelwertes Vz(z̄) ist allein darauf zurückzuführen, dass man die














Vz(z̄) tritt unabhängig von fehlerhaften Detektoren auf und ist ohne Einfluss auf die
Varianz der geschätzten mittleren Überfahrzeit V(ˆ̄z). Sie muss für eine Gesamtbetrach-
tung bei unbekannten zufälligen Ankünften zusätzlich zu V(ˆ̄z) addiert werden.
Anzumerken ist, dass die Gleichung B.1 den allgemeinen Fall abdeckt, bei dem auch
zufällige Ankünfte in mehreren Teilintervallen [aq, bq] mit q ∈ [1, Q] und der jeweiligen
Fahrzeugzahl nzq auftreten können (siehe Abschnitt 7.2.3). Innerhalb eines Messinter-
valls mit n Fahrzeugen können sie auch gemischt mit Teilintervallen anderer Ankunfts-
muster vorkommen.
B.3 Test auf Normalverteilung
Prüfung der Hypothesen mit dem Kolmogoroff-Smirnov-Test
Es soll überprüft werden, ob für das in Tabelle B.3.1 gegebene Szenario die beiden
geschätzten mittleren Überfahrzeiten an den fehlerbehafteten Zu- und Abflussdetekto-
ren sowie die daraus geschätzte mittlere Wartezeit normalverteilt sind. Dafür wurden
zuerst konkrete Überfahrzeiten am Zufluss- und am Abflussdetektor konstruiert, dass
die Grundgesamtheit aller Überfahrten darstellt. Von diesen wurden anschließend mit
einer Wahrscheinlichkeit von p = 90 % am Zufluss- und am Abflussdetektor Fahrzeu-
ge detektiert und für jede der N = 300 Messungen die beiden geschätzten mittleren
Überfahrzeiten sowie die daraus ermittelte geschätzte mittlere Wartezeit notiert. Die
Tabelle B.3.1: Testszenario – Vollständige Überfahrzeiten am Zufluss- und am Abflussdetektor.
Parameter: p = 0, 9, n = 20, L = 2, T = 10, γs = 1,8 s, γk = 2,5 s, r = 60 s, tga = 0,
Verhältnis nz : nk = 1 : 1
Testszenario Vollständige Überfahrzeiten in [s]
Zuflussdetektor: -57; -51; -45; -39; -33; -27; -21; -15; -9; -3; 10,25; 11,5; 12,75; 14,0; 15,25;
16,5; 17,75; 19,0; 20,25; 21,5
Abflussdetektor: 0,9; 1,8; 2,7; 3,6; 4,5; 5,4; 6,3; 7,2; 8,1; 9,0; 10,25; 11,5; 12,75; 14,0; 15,25;
16,5; 17,75; 19,0; 20,25; 21,5
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Umsetzung der Messung erfolgte mit dem Programm Matlab.
Für den Test werden zunächst die Nullhypothesen aufgestellt, d. h. dass
1. H0,1: die geschätzte mittlere Wartezeit ˆ̄w,
2. H0,2: die geschätzte mittlere Überfahrzeit am Zuflussdetektor ˆ̄zZu,
3. H0,3: die geschätzte mittlere Überfahrzeit am Abflussdetektor ˆ̄zAb
normalverteilt sind. Die Parameter, die jeweils für die theoretische Normalverteilung als
Vergleichsgröße verwendet wurden, sind in Tabelle B.3.2 angegeben. Die Berechnung
von z̄ und V(ˆ̄z) erfolgte mit den Gleichungen 7.7 und 7.33, für w̄ und V( ˆ̄w) mit den
Gleichungen 6.5 und 7.34.
Tabelle B.3.2: Erwartungswert (wahrer Mittelwert) und Standardabweichung der Schätzung für die
Testdaten.





H0,1: Mittlere Wartezeit ˆ̄w 300 17,4750 s 2,0930 s
H0,2: Zufluss - mittlere Überfahrzeit ˆ̄zZu 300 -17,0625 s 2,0335 s
H0,3: Abfluss - mittlere Überfahrzeit ˆ̄zAb 300 10,4125 s 0,4954 s
Zur Prüfung der Hypothesen wird der Kolmogoroff-Smirnov-Test angewendet, der
prüft, ob die Stichprobe der Zufallsvariable einer Normalverteilung entstammt [54].
Der Test umfasst folgende Schritte:
1. Aufstellen der Nullhypothese: H0 : Fi(x) = F0(x)
2. Ermittlung der empirischen Verteilungsfunktion Fi(x) für die Hypothese.
3. Berechnung einer Prüfgröße
D = sup{|Fi(x) − F0(x)|} = max{|Fi(x) − F0(x)|, |Fi−1(x) − F0(x)|} (B.2)
4. Verwerfen der Hypothese, wenn die Prüfgröße Z0,N größer ist als ein kritischer
Wert z0,N,1−α
Z0,N > z0,N,1−α, mit Z0,N = N · D (B.3)
Die Berechnung der kritischen Werte z0,N,1−α erfolgte gemäß [54]. Sie werden in Abhän-
gigkeit der Anzahl der geschätzten Werte N , d. h. der Anzahl der Messwiederholungen
mit den fehlerhaften Detektoren, und einem zu wählenden Signifikanzniveau α ermit-
telt. α entspricht der Wahrscheinlichkeit, eine richtige Hypothese fälschlicherweise zu
verwerfen.
Tabelle B.3.3 zeigt, dass alle Hypothesen angenommen werden, mit Ausnahme der
Hypothese H0,2 für das Signifikanzniveaus α = 0, 20. Das bedeutet, dass sowohl für die
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Tabelle B.3.3: Ergebnisse des Kolmogoroff-Smirnov-Tests. Prüfgrößen aus den drei Stichproben
im Vergleich mit den kritischen Werten des Kolmogoroff-Smirnov-Tests zur Prüfung
der Nullhypothese in Abhängigkeit der gewählten Signifikanzniveaus [54].
z0,N,1−α α = 0, 20 α = 0, 05 α = 0, 01
1, 527 ·
√
n 1, 923 ·
√
n 2, 305 ·
√
n
z0,300,1−α 26,4484 33,3073 39,9238
Prüfgrößen H0,1: 21,5233 + + +
H0,2: 30,5626 – + +
H0,3: 23,6515 + + +
geschätzte mittlere Wartezeit als auch für die beiden geschätzten mittleren Überfahr-
zeiten eine Normalverteilung mit einer Irrtumswahrscheinlichkeit von α = 0, 05 nicht
ausgeschlossen werden kann. In Abbildung B.3.1 sind die jeweiligen empirischen und
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Abbildung B.3.1: Empirische und theoretische Verteilungsfunktionen oben: der mittleren Wartezeit,
rechts unten: der mittleren Überfahrzeit im Zufluss, links unten: der mittleren
Überfahrzeit im Abfluss.
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Abbildung B.4.1: Lage der Detektoren (blau) an der Kreuzung Königsbrücker Str./ Infineon Nord,
Dresden. Zum ausgewerteten Fahrstreifen sind die Detektoren und zugehörige Si-
gnalgruppe beschriftet.
Tabelle B.4.1: Wartezeitschätzung an der Kreuzung Infineon Nord, Linksabbieger K3 nach Infineon
am 11.11.2014 von 6:30–9:15 Uhr. Fett gedruckte Zeilen bedeuten Messungen, bei
denen anzunehmen ist, dass der Rückstau über den Zuflussdetektor hinausragte. ON∗
bedeutet, dass vom ON-Impuls des Zuflussdetektors bis zum OFF-Impuls des Abfluss-
detektors gemessen wurde. Bei OFF∗ wurde für beide Detektoren der OFF-Impuls
verwendet.
Detektorschätzung Manuelle Messung
Inter- Beginn Wartezeit Fzg.- Warte- Fzg.- Durch-
vall ON∗ OFF∗ Anzahl zeit Anzahl fahrten
1 06:30:02 21,31 20,67 4 22,00 4 0
2 06:30:53 9,84 9,37 2 10,00 2 0
3 06:31:38 18,30 17,83 3 18,00 3 1
4 06:32:38 9,82 9,30 1 8,00 1 0
5 06:32:59 42,38 41,75 3 41,00 3 0
6 06:34:37 35,09 34,21 6 33,00 6 1
7 06:36:09 11,72 11,26 3 11,00 3 1
8 06:36:45 50,66 50,26 1 50,00 1 0
9 06:37:53 40,77 40,13 4 40,00 4 0
10 06:39:13 13,86 13,39 5 14,00 5 2
11 06:40:56 14,11 13,36 3 11,00 3 0
12 06:41:41 5,59 5,08 2 0,00 0 0
13 06:42:26 15,20 14,70 1 14,00 1 0
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Tabelle B.4.1: Wartezeitschätzung an der Kreuzung Infineon Nord
Detektorschätzung Manuelle Messung
Inter- Beginn Wartezeit Fzg.- Warte- Fzg.- Durch-
vall ON∗ OFF∗ Anzahl zeit Anzahl fahrten
14 06:43:00 9,92 9,48 1 8,00 1 0
15 06:44:22 42,16 41,76 2 20,00 2 1
16 06:45:50 13,65 13,17 2 10,00 1 0
17 06:46:10 15,29 14,82 3 15,00 3 1
18 06:47:48 30,29 29,29 8 32,00 8 1
19 06:49:38 27,77 27,23 3 30,00 3 0
20 06:50:47 6,04 5,38 4 6,00 4 0
21 06:51:15 45,17 44,29 6 39,00 7 1
22 06:52:49 26,72 26,25 5 35,00 4 0
23 06:54:13 53,66 52,27 6 54,00 6 0
24 06:56:10 13,36 12,53 6 14,00 6 0
25 06:56:50 39,50 38,96 1 39,00 1 0
26 06:57:43 18,58 17,85 8 23,00 7 2
27 06:59:36 0,00 0,00 9 8,00 8 4
28 07:01:00 10,00 9,36 1 8,00 1 0
29 07:01:21 5,71 5,14 2 6,00 2 0
30 07:01:42 25,06 24,61 2 24,00 2 0
31 07:02:29 4,34 3,93 2 4,00 2 1
32 07:03:05 14,50 13,97 3 14,00 3 0
33 07:04:43 13,81 13,34 2 13,00 2 0
34 07:06:11 19,01 18,43 2 17,00 2 0
35 07:06:45 46,64 46,14 3 49,00 3 0
36 07:08:02 5,55 4,93 4 5,00 3 1
37 07:08:58 1,34 0,62 2 21,00 2 1
38 07:10:01 13,37 12,58 6 14,00 6 2
39 07:11:03 10,56 10,07 3 10,00 3 1
40 07:12:15 4,67 4,29 2 3,00 3 2
41 07:13:04 32,54 32,09 4 41,00 3 0
42 07:14:23 7,05 6,58 4 7,00 4 2
43 07:15:01 25,78 25,17 4 24,00 4 0
44 07:16:05 13,02 12,54 1 13,00 1 0
45 07:16:40 3,39 2,92 3 3,00 3 2
46 07:17:44 9,88 9,58 1 4,00 1 0
47 07:18:03 32,91 32,05 6 50,00 3 0
48 07:19:36 31,19 27,83 4 0,00 0 0
49 07:20:14 23,46 16,29 7 51,00 7 2
50 07:21:02 7,52 7,17 2 3,00 1 0
51 07:21:21 26,44 25,85 4 24,00 4 1
52 07:22:47 43,79 38,72 12 52,00 11 3
53 07:24:49 19,54 19,03 5 24,00 4 1
54 07:25:58 73,61 72,98 3 93,00 3 0
55 07:27:50 4,67 4,11 3 3,00 3 1
56 07:28:12 26,61 26,09 3 28,00 3 0
57 07:29:05 9,68 9,06 1 7,00 1 0
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Tabelle B.4.1: Wartezeitschätzung an der Kreuzung Infineon Nord
Detektorschätzung Manuelle Messung
Inter- Beginn Wartezeit Fzg.- Warte- Fzg.- Durch-
vall ON∗ OFF∗ Anzahl zeit Anzahl fahrten
58 07:29:31 47,87 47,14 6 47,00 6 0
59 07:31:16 31,33 28,34 7 31,00 7 1
60 07:32:30 5,65 4,96 5 5,00 5 2
61 07:33:21 12,14 11,47 4 11,00 4 0
62 07:34:28 6,90 6,50 1 7,00 1 0
63 07:34:48 27,31 26,83 4 24,00 2 1
64 07:35:48 13,68 13,26 3 21,00 2 0
65 07:36:28 51,62 50,94 3 51,00 3 0
66 07:37:35 14,08 13,54 1 11,00 1 0
67 07:37:55 28,50 28,01 4 29,00 4 1
68 07:39:24 20,52 19,79 8 23,00 7 2
69 07:41:02 27,69 27,29 4 16,00 5 3
70 07:42:46 4,80 4,31 4 2,00 3 2
71 07:43:09 36,71 35,99 5 36,00 6 1
72 07:45:52 3,20 2,80 3 1,00 4 3
73 07:46:13 6,79 6,42 5 6,00 3 0
74 07:46:37 8,02 7,57 2 7,00 2 0
75 07:47:03 16,70 16,16 2 13,00 3 1
76 07:48:03 9,06 8,62 2 7,00 2 0
77 07:48:23 34,96 34,54 3 28,00 4 1
78 07:49:41 30,64 29,76 7 35,00 6 0
79 07:51:19 16,19 15,34 7 19,00 7 1
80 07:52:53 26,24 25,54 4 20,00 5 2
81 07:54:33 13,45 12,88 4 18,00 3 0
82 07:55:08 23,13 21,64 8 22,00 8 2
83 07:56:18 39,92 39,45 5 38,00 5 0
84 07:57:29 24,83 24,12 2 26,00 2 0
85 07:58:10 16,38 15,88 1 16,00 1 0
86 07:59:29 2,70 2,13 2 1,00 2 1
87 07:59:50 28,38 27,70 3 26,00 3 0
88 08:01:29 49,76 49,30 3 45,00 4 0
89 08:02:44 10,80 10,50 1 12,00 1 0
90 08:03:03 9,30 8,94 1 9,00 1 0
91 08:03:48 29,64 27,66 6 32,00 7 0
92 08:04:57 112,78 100,83 7 113,00 7 0
93 08:07:58 16,10 13,70 13 44,00 13 0
94 08:08:59 5,90 5,41 3 9,00 2 0
95 08:09:33 28,79 28,22 3 37,00 3 0
96 08:10:36 39,90 39,32 3 40,00 3 0
97 08:11:56 22,74 22,24 3 23,00 3 1
98 08:13:22 22,23 21,81 4 24,00 4 1
99 08:14:49 28,06 24,61 8 33,00 8 0
100 08:17:04 23,92 23,32 5 24,00 5 0
101 08:18:33 5,05 4,63 2 9,00 2 0
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Tabelle B.4.1: Wartezeitschätzung an der Kreuzung Infineon Nord
Detektorschätzung Manuelle Messung
Inter- Beginn Wartezeit Fzg.- Warte- Fzg.- Durch-
vall ON∗ OFF∗ Anzahl zeit Anzahl fahrten
102 08:19:52 17,07 16,54 4 17,00 4 0
103 08:21:02 22,02 21,58 1 19,00 1 0
104 08:21:39 32,44 31,95 3 21,00 3 1
105 08:22:27 34,00 33,58 3 17,00 2 1
106 08:23:39 64,78 64,42 1 65,00 1 0
107 08:25:04 21,91 21,20 2 23,00 2 0
108 08:25:37 7,24 6,77 3 6,00 3 2
109 08:26:27 20,30 19,86 1 11,00 2 1
110 08:27:59 36,49 36,10 4 67,00 2 0
111 08:29:32 21,28 20,87 2 23,00 2 0
112 08:30:29 48,36 47,73 3 50,00 3 0
113 08:32:17 8,92 8,48 1 9,00 1 0
114 08:33:07 23,85 23,22 5 26,00 5 0
115 08:34:28 22,25 20,72 2 20,00 2 0
116 08:35:12 43,13 42,61 3 43,00 3 1
117 08:37:19 16,45 15,98 2 16,00 2 1
118 08:38:03 9,95 9,40 3 10,00 3 0
119 08:38:47 1,29 0,88 1 2,00 1 0
120 08:39:48 15,66 15,08 1 17,00 1 0
121 08:40:32 17,02 16,56 1 16,00 1 0
122 08:41:08 27,94 27,27 4 27,00 4 0
123 08:42:23 24,30 23,88 1 24,00 1 0
124 08:45:15 34,71 34,29 2 35,00 2 0
125 08:46:27 12,97 12,46 3 19,00 3 0
126 08:48:13 19,63 19,08 5 22,00 5 1
127 08:49:16 11,01 10,50 2 12,00 2 0
128 08:50:34 9,50 9,06 1 9,00 1 0
129 08:50:53 38,17 36,70 7 42,00 7 0
130 08:53:00 57,87 57,38 3 64,00 3 0
131 08:55:52 22,40 21,42 1 20,00 1 0
132 08:56:57 6,68 6,34 1 7,00 1 0
133 08:57:16 32,08 31,48 1 30,00 1 0
134 08:58:25 15,33 14,44 3 12,00 3 0
135 08:59:57 36,21 35,74 4 38,00 4 0
136 09:01:11 9,88 9,50 1 10,00 1 0
137 09:02:55 8,94 3,68 1 3,00 1 0
138 09:03:52 0,00 0,00 0 2,00 1 0
139 09:06:03 8,22 6,70 2 6,00 2 0
140 09:06:45 24,55 24,00 2 24,00 2 0
141 09:10:22 28,05 27,63 2 55,00 1 0
09:15:50
Gewichtetes Mittel: 26,53 25,21 27,00
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Abbildung B.4.2: Lage der Detektoren (blau) an der Kreuzung Königsbrücker Str./ Karl-Marx-Str.,
Dresden. Zum ausgewerteten Fahrstreifen sind die Detektoren und zugehörige Si-
gnalgruppe beschriftet.
Tabelle B.4.2: Wartezeitschätzung (WZ) an der Kreuzung Karl-Marx-Str. in Dresden, stadteinwärtige
Rechtsabbieger am Signal K1 am 11.11.2014 von 6:30–9:15 Uhr.
Detektorschätzung Manuelle Messung
Entfernter Naher Det.
Intervall Beginn WZ Anz. WZ Anz. WZ Anz. Durchfahrten
1 06:26:40 11,94 1 12,98 1 14,00 1 0
2 06:27:20 23,53 7 17,70 7 21,00 7 0
3 06:28:17 16,99 6 16,72 6 18,00 5 0
4 06:29:10 5,49 6 5,69 6 2,00 5 3
5 06:30:23 4,58 3 3,99 3 2,00 3 1
6 06:31:18 9,15 6 7,25 7 7,00 6 3
7 06:32:12 19,19 1 17,73 1 15,00 1 0
8 06:32:47 15,44 5 15,88 3 14,00 3 0
9 06:33:39 4,86 10 5,39 10 4,00 9 6
10 06:34:52 10,23 12 7,51 10 5,00 10 7
11 06:36:16 6,59 2 5,56 2 9,00 1 0
12 06:36:52 12,09 5 11,93 5 9,00 5 3
13 06:37:47 1,16 2 11,51 2 9,00 2 1
14 06:38:49 4,01 3 4,58 3 3,00 3 1
15 06:39:13 21,58 6 15,93 7 12,00 6 0
16 06:39:54 23,71 11 14,65 11 19,00 11 2
17 06:41:08 15,10 9 15,18 8 13,00 8 5
18 06:42:17 13,74 2 26,40 2 20,00 2 0
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Tabelle B.4.2: Wartezeitschätzung an der Kreuzung Karl-Marx-Str. in Dresden
Detektorschätzung Manuelle Messung
Entfernter Naher Det.
Intervall Beginn WZ Anz. WZ Anz. WZ Anz. Durchfahrten
19 06:43:03 10,74 4 10,24 4 8,00 4 1
20 06:43:47 20,50 4 20,82 4 18,00 4 0
21 06:44:30 6,17 9 3,76 10 3,00 8 7
22 06:45:34 12,15 2 12,55 2 9,00 2 0
23 06:46:14 4,07 6 7,12 6 8,00 5 2
24 06:46:48 11,07 7 8,53 7 6,00 7 3
25 06:47:32 16,68 12 12,15 12 15,00 11 2
26 06:48:39 11,22 5 10,78 5 9,00 5 2
27 06:49:53 17,14 9 11,02 10 8,00 10 3
28 06:50:47 6,12 9 5,59 8 6,00 7 3
29 06:51:28 0,00 4 22,72 4 27,00 5 2
30 06:52:30 14,87 5 14,36 5 12,00 4 0
31 06:53:15 8,91 6 8,81 6 3,00 7 4
32 06:54:17 18,14 11 17,52 11 18,00 11 3
33 06:55:24 12,72 11 9,61 11 13,00 9 2
34 06:56:17 6,36 7 6,46 7 4,00 7 5
35 06:57:12 21,73 13 20,95 12 20,00 13 5
36 06:58:59 20,51 2 12,41 2 22,00 1 0
37 06:59:35 12,94 7 13,54 8 9,00 8 3
38 07:00:38 6,65 6 6,44 6 5,00 6 3
39 07:01:40 29,88 14 15,80 14 15,00 15 5
40 07:02:51 20,80 3 19,86 3 17,00 3 1
41 07:03:49 9,14 1 7,02 1 2,00 1 0
42 07:04:32 25,27 4 25,39 5 20,00 5 0
43 07:05:25 3,88 19 1,32 19 0,00 18 16
44 07:07:01 12,92 6 10,76 6 9,00 5 1
45 07:07:45 10,12 8 6,08 8 3,00 8 6
46 07:08:28 10,83 10 9,09 9 13,00 7 3
47 07:09:34 43,97 3 36,53 3 35,00 3 0
48 07:10:24 6,70 11 9,77 9 3,00 9 5
49 07:11:22 4,18 19 8,39 19 19,00 18 6
50 07:12:50 5,27 13 11,00 13 9,00 13 9
51 07:14:32 5,11 7 4,94 7 3,00 7 5
52 07:15:30 18,96 4 27,55 4 22,00 4 0
53 07:16:28 8,04 10 7,62 8 5,00 8 5
54 07:17:06 8,13 4 14,07 4 15,00 3 0
55 07:17:35 2,91 2 3,60 2 1,00 2 1
56 07:18:05 34,22 11 14,88 11 25,00 11 0
57 07:19:34 20,14 8 17,21 6 18,00 5 0
58 07:20:33 38,97 1 43,45 1 41,00 1 0
59 07:21:06 3,56 10 1,18 10 0,00 9 8
60 07:21:54 9,54 18 8,71 18 11,00 17 8
61 07:23:12 14,58 13 11,78 12 10,00 12 7
62 07:24:30 2,73 10 1,54 10 0,00 11 10
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Tabelle B.4.2: Wartezeitschätzung an der Kreuzung Karl-Marx-Str. in Dresden
Detektorschätzung Manuelle Messung
Entfernter Naher Det.
Intervall Beginn WZ Anz. WZ Anz. WZ Anz. Durchfahrten
63 07:25:25 0,54 5 17,42 4 14,00 4 2
64 07:26:42 22,78 17 11,90 17 20,00 17 2
65 07:28:13 21,58 4 22,63 4 20,00 4 0
66 07:28:55 8,03 7 9,47 7 6,00 7 3
67 07:29:33 7,07 16 1,87 16 1,00 16 14
68 07:31:20 26,73 12 17,65 12 18,00 12 3
69 07:32:55 6,08 13 7,16 14 6,00 13 7
70 07:33:55 13,76 5 21,61 5 18,00 5 0
71 07:34:36 0,77 8 3,42 5 3,00 5 3
72 07:34:57 10,57 14 15,59 14 12,00 15 10
73 07:36:16 13,48 7 13,09 6 8,00 6 1
74 07:37:13 12,28 3 12,60 3 11,00 3 1
75 07:38:00 1,22 12 1,21 12 1,00 12 11
76 07:39:06 1,97 10 0,00 0 0,00 10 9
77 07:39:43 28,18 10 16,20 10 24,00 9 1
78 07:41:16 23,44 16 15,58 16 18,00 16 8
79 07:42:45 17,32 2 15,08 2 9,00 2 0
80 07:43:31 31,70 16 12,23 16 27,00 14 1
81 07:44:41 31,06 17 17,51 13 31,00 13 1
82 07:45:58 20,82 3 26,03 3 22,00 3 0
83 07:46:40 23,83 14 5,45 14 9,00 14 3
84 07:47:57 40,50 11 31,07 9 51,00 8 0
85 07:49:32 0,55 13 4,43 14 2,00 14 11
86 07:50:12 23,05 4 25,62 4 23,00 4 1
87 07:51:01 32,90 14 25,03 13 30,00 13 5
88 07:52:27 7,41 6 5,82 7 2,00 7 4
89 07:53:03 15,40 5 12,36 5 8,00 5 1
90 07:53:45 23,94 14 11,76 14 19,00 16 3
91 07:55:04 9,64 12 8,10 12 7,00 11 5
92 07:56:07 10,15 6 9,07 6 5,00 6 5
93 07:57:17 43,71 1 43,84 1 40,00 1 0
94 07:58:19 16,36 10 11,14 10 14,00 10 1
95 07:59:26 8,45 11 6,80 11 5,00 11 7
96 08:00:24 7,93 4 7,09 4 5,00 4 3
97 08:01:09 14,03 11 10,34 9 8,00 9 3
98 08:02:06 7,85 15 0,48 12 2,00 12 9
99 08:03:44 8,52 5 13,98 5 10,00 5 2
100 08:04:21 5,68 9 6,72 8 5,00 8 5
101 08:05:02 9,36 8 9,99 7 5,00 7 4
102 08:06:03 22,32 6 30,25 5 26,00 5 0
103 08:06:53 3,85 5 6,83 5 5,00 4 2
104 08:07:43 26,98 3 26,45 3 23,00 3 0
105 08:08:22 0,00 8 0,71 8 1,00 8 7
106 08:09:11 8,75 8 7,72 5 14,00 5 2
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Anhang B Wartezeitschätzung
Tabelle B.4.2: Wartezeitschätzung an der Kreuzung Karl-Marx-Str. in Dresden
Detektorschätzung Manuelle Messung
Entfernter Naher Det.
Intervall Beginn WZ Anz. WZ Anz. WZ Anz. Durchfahrten
107 08:10:18 3,93 10 10,75 10 13,00 11 4
108 08:11:11 4,31 6 3,70 5 3,00 5 3
109 08:11:58 14,55 5 15,13 5 14,00 5 2
110 08:13:00 1,85 10 5,35 8 0,00 9 8
111 08:13:57 11,66 7 13,75 7 9,00 6 2
112 08:14:41 18,48 19 9,92 19 12,00 20 9
113 08:16:20 18,73 5 18,54 5 13,00 5 0
114 08:17:11 5,31 7 6,50 8 2,00 8 5
115 08:17:58 0,00 3 0,00 3 1,00 3 2
116 08:18:39 9,69 4 12,07 5 10,00 5 1
117 08:19:13 6,44 2 6,76 2 6,00 2 0
118 08:19:47 10,33 9 9,72 8 6,00 8 3
119 08:20:27 0,00 10 4,70 10 8,00 10 7
120 08:21:34 7,26 3 6,61 3 5,00 3 2
121 08:22:26 6,61 4 6,70 4 5,00 4 3
122 08:23:14 6,80 6 7,27 7 4,00 7 4
123 08:24:13 8,40 3 9,10 3 7,00 3 1
124 08:24:53 10,50 8 10,59 8 9,00 8 3
125 08:26:03 5,96 5 6,52 5 6,00 5 3
126 08:26:48 0,93 8 5,57 6 4,00 5 2
127 08:27:36 14,05 4 18,52 4 14,00 5 0
128 08:28:16 33,47 3 33,77 3 31,00 3 0
129 08:29:15 15,61 2 16,48 2 13,00 2 0
130 08:30:04 18,57 9 11,73 9 13,00 9 0
131 08:31:02 7,69 3 8,11 3 8,00 3 2
132 08:32:02 7,78 3 8,35 3 5,00 3 0
133 08:32:23 2,86 10 9,22 10 5,00 10 7
134 08:33:31 24,22 4 22,79 5 15,00 4 0
135 08:34:19 4,66 3 0,00 0 0,00 3 3
136 08:35:06 24,24 7 20,46 7 18,00 6 0
137 08:35:46 2,43 2 2,86 2 3,00 2 1
138 08:36:18 10,03 9 6,79 8 2,00 8 5
139 08:37:00 1,69 3 1,17 3 0,00 3 3
140 08:37:51 9,49 6 8,02 7 4,00 6 2
141 08:38:45 11,17 5 9,01 6 7,00 5 2
142 08:39:23 6,71 10 5,97 10 4,00 10 5
143 08:40:31 18,05 10 13,69 10 12,00 10 5
144 08:41:33 10,20 4 0,66 3 1,00 3 2
145 08:42:27 0,24 1 0,10 1 0,00 1 1
146 08:43:04 2,45 9 3,78 7 3,00 7 5
147 08:43:58 0,58 5 0,88 5 1,00 5 4
148 08:45:09 5,83 5 5,89 5 4,00 5 2
149 08:45:58 6,05 2 0,86 1 0,00 1 1
150 08:46:58 6,69 5 6,82 5 5,00 3 0
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B.4 Auswertung geschätzter Kfz-Wartezeiten
Tabelle B.4.2: Wartezeitschätzung an der Kreuzung Karl-Marx-Str. in Dresden
Detektorschätzung Manuelle Messung
Entfernter Naher Det.
Intervall Beginn WZ Anz. WZ Anz. WZ Anz. Durchfahrten
151 08:47:18 5,25 12 0,00 12 9,00 12 6
152 08:48:24 8,81 7 2,25 7 2,00 8 5
153 08:49:15 7,14 3 7,45 3 5,00 3 1
154 08:49:51 9,21 2 9,06 2 15,00 1 0
155 08:50:30 10,93 7 11,70 7 11,00 7 0
156 08:51:44 4,20 3 8,88 3 6,00 3 1
157 08:52:44 3,42 6 0,79 6 1,00 6 5
158 08:54:19 17,64 4 17,40 4 14,00 4 0
159 08:55:01 6,85 4 7,27 4 5,00 4 1
160 08:56:00 12,04 2 12,51 2 12,00 2 1
161 08:56:36 3,08 6 6,39 6 5,00 6 3
162 08:57:30 4,56 3 0,00 0 0,00 0 0
163 08:58:28 1,75 13 0,43 12 1,00 12 11
164 08:59:13 12,23 10 11,55 10 10,00 10 5
165 09:00:22 12,14 5 3,89 5 2,00 5 3
166 09:01:40 13,38 2 28,67 1 26,00 1 0
167 09:02:31 7,02 4 5,28 4 4,00 4 2
168 09:03:18 38,02 1 12,46 1 9,00 1 0
169 09:03:58 5,76 3 6,35 2 0,00 1 1
170 09:04:37 17,70 7 8,82 6 11,00 6 0
171 09:06:03 2,98 3 0,99 2 1,00 2 1
172 09:06:38 20,82 5 10,16 5 4,00 5 1
173 09:08:03 22,30 10 23,98 10 23,00 10 4
174 09:09:28 30,08 2 32,89 2 30,00 2 0
175 09:10:09 10,81 4 16,67 5 11,00 4 1
176 09:11:17 8,11 2 8,77 2 7,00 2 1
177 09:12:00 4,32 1 2,00 1 3,00 1 0
178 09:12:24 14,15 9 13,91 8 11,00 8 3
179 09:13:25 20,93 11 6,62 11 4,00 12 9
09:15:15




APNR Automated Number Plate Recognition, System zur automatischen
Kennzeichenerfassung
Fz Fahrzeug
HBS Handbuch für die Bemessung von Straßenverkehrsanlagen












α Index eines Fahrzeugs
Ap(t) Bilanzierungsfunktion der Halte in der aktuellen Phase
Bp+1(t) Bilanzierungsfunktion der Halte in der nächsten Phase
E Erwartungswert
F Umschaltfenster
F Dauer des Umschaltfensters
g Dauer der effektiven Grünzeit
γ Zeitbedarfswert bzw. Bruttofolgezeitlücke
Hp,p+1(t) Gesamtbilanzierungsfunktion der Halte
i Index einer Signalgruppe, die in der aktuellen Phase bedient wird
I Menge, Anzahl der zu einer Phase gehörigen Signalgruppen
j Index einer zur nächsten Phase gehörigen Signalgruppe
l Index für einen Fahrstreifen
L Menge, Anzahl der Fahrstreifen
n Fahrzeugzahl
N(t) Zeitreihe von Fahrzeugen
p Index einer Phase in Kapitel 3
p Detektionswahrscheinlichkeit in Kapitel 7
qi maßgebende Fahrstreifenverkehrsstärke in [Fz/s]
qs Sättigungsverkehrsstärke in [Fz/s]
r Dauer der Rotzeit
r̄ mittlere Reisezeit
s2z Varianz der vollständig gemessenen Fahrzeugüberfahrtzeitpunkte,
auch Ausgangsvarianz genannt





tp Umschaltzeitpunkt in der aktuellen Phase
τv Zeitdauer zum Abbau der Warteschlange vor v
tz,i maßgebende Zwischenzeit einer Phase
tz Zwischenzeit
v Index für ein Fahrzeug in Kapitel 3
V Menge, Anzahl der Fahrzeuge in Kapitel 3
V Varianz




Wp Wartezeitbilanz der aktuellen Phase
Wp+1 Wartezeitbilanz der nächsten Phase
zα Überfahrtzeitpunkt eines Fahrzeuges α am Detektor
ˆ̄z geschätzter mittlerer Überfahrtzeitpunkt am Detektor
168
Literaturverzeichnis
[1] Merkblatt über Detektoren für den Straßenverkehr. Köln : Forschungsgesellschaft
für Straßen- und Verkehrswesen e. V., 1991
[2] Department for Transport: The MOVA signal control system. London,
March 1997 (3/97). – Traffic Advisory Leaflet
[3] Begriffsbestimmungen, Teil: Verkehrsplanung, Straßenentwurf und Straßenbetrieb.
Köln : Forschungsgesellschaft für Straßen- und Verkehrswesen, 2000
[4] Technische Lieferbedingungen für Streckenstationen (TLS). Bergisch Gladbach :
Bundesanstalt für Straßenwesen, 2002
[5] Department for Transport: Signal-control at Junctions on High-speed
Roads. London, March 2003 (2/03). – Traffic Advisory Leaflet
[6] Handbuch für die Bemessung von Straßenverkehrsanlagen. Köln : Forschungsge-
sellschaft für Straßen- und Verkehrswesen e. V., 2005
[7] Highway Capacity Manual. TRB, 2010
[8] Richtlinien für Lichtsignalanlagen – RiLSA. Köln : Forschungsgesellschaft für
Straßen- und Verkehrswesen e. V., 2010
[9] Bundesministerium für Verkehr und digitale Infrastruktur (Hrsg.):
Verkehr in Zahlen. Version: 2014. http://www.bmvi.de/SharedDocs/DE/
Artikel/K/verkehr-in-zahlen.html, Abruf: 19.06.2015
[10] Akcelik, R. ; Besley, M. ; Roper, R. : Fundamental relationships for traffic
flows at signalised intersections. ARRB Transport Research, 1999 (ARR 340)
[11] ave Verkehrs- und Informationstechnik: MAVE-urb Stadt- und Verkehrs-
management. http://www.ave-web.de, Abruf: 20.04.2015
[12] Barceló, J. ; Casas, J. ; Ferrer, J. ; García, D. : Modelling advanced trans-
port telematic applications with microscopic simulators: The case of AIMSUN2.
In: Traffic and Mobility. Springer, 1999, S. 205–221
[13] Bell, M. C. ; Bretherton, R. D.: Ageing of fixed-time traffic signal plans. In:
2nd International Conference on Road Traffic Control. London, 1986
[14] Bernhard, J. ; Riedel, T. : Erkennung von Stau mit kurzen Schleifendetektoren.
In: Straßenverkehrstechnik 7 (1999), Nr. 99, S. 329–332
169
Literaturverzeichnis
[15] Bielefeldt, C. ; Busch, F. : MOTION - a new on-line traffic signal network
control system. In: Seventh International Conference on Road Traffic Monitoring
and Control. London, 1994, S. 55–59
[16] Bielefeldt, C. ; Diakaki, C. ; Papageorgiou, M. : TUC and the SMART
NETS project, 2001, S. 55–60
[17] Böhnke, P. : Beitrag zur Systemtheorie von Objektfunktionen. Analyse und Pro-
gnose der Verkehrsabläufe innerhalb von Stras̈senabschnitten aus lokal gemesse-
nen Fahrzeugfolgen, RTWH Aachen, Diss., 1980
[18] Böhnke, P. : Automatic measurement of travel time for motorized individual
traffic inside cities. In: Proceedings of the 7th World Congress on Intelligent
Systems, 2000
[19] Boillot, F. ; Blosseville, J. ; Lesort, J. ; Motyka, V. ; Papageorgiou,
M. ; Sellam, S. : Optimal signal control of urban traffic networks. In: Sixth
International Conference on Road Traffic Monitoring and Control Bd. 355, 1992,
S. 75–79
[20] Boillot, F. ; Midenet, S. ; Pierrelee, J. C.: Real-life CRONOS evaluation.
In: Tenth International Conference on Road Transport Information and Control
Bd. 472, 2000, S. 182–186
[21] Boillot, F. ; Midenet, S. ; Pierrelée, J.-C. : The real-time urban traffic con-
trol system CRONOS: Algorithm and experiments. In: Transportation Research
Part C: Emerging Technologies 14 (2006), Nr. 1, S. 18–38
[22] Bose, S. K.: An Introduction to Queueing Systems. Springer, 2001
[23] Braun, R. ; Busch, F. ; Kemper, C. ; Hildebrandt, R. ; Weichenmeier, F.
; Menig, C. ; Paulus, I. ; Preßlein-Lehle, R. : TRAVOLUTION – Netzweite
Optimierung der Lichtsignalsteuerung und LSA-Fahrzeug-Kommunikation. In:
Straßenverkehrstechnik 53 (2009), Nr. 6, S. 365–374
[24] Braun, R. ; Kemper, C. ; Weichenmeier, F. : TRAVOLUTION – Adaptive
urban traffic signal control with an evolutionary algorithm. In: Proceedings of the
4th International Symposium “Networks for Mobility”. Stuttgart, 2008
[25] Braun, R. ; Mück, J. : Online-Bewertung Grüner Wellen - Ein Fuzzy-
Expertensystem zur Schätzung der Verlustzeit vor Lichtsignalanlagen mittels hal-
teliniennaher Detektoren. In: Straßenverkehrstechnik 48 (2004), Nr. 5, S. 213–220
[26] Brilon, W. ; Wu, N. : Capacity at unsignalized Two-Stage Priority Intersections.
In: Transportation Research A 33 (1999), Nr. 3, S. 275–289
[27] Brilon, W. ; Großmann, M. ; Blanke, H. : Verfahren für die Berechnung
der Leistungsfähigkeit und Qualität des Verkehrsablaufes auf Straßen. Bonn -
170
Literaturverzeichnis
Bad Godesberg : Bundesministerium für Verkehr, Abteilung Straßenbau, 1994
(Schriftenreihe Forschung Straßenbau und Straßenverkehrstechnik 669)
[28] Busch, F. ; Kruse, G. : MOTION - Ein neues Verfahren für die städtische
Lichtsignalsteuerung und seine Erprobung in Rahmen des EG-Programms ATT.
In: Heureka 93 (1993), S. 79–93
[29] Busch, F. ; Kruse, G. : MOTION for SITRAFFIC - a modern approach to
urban traffic control. In: IEEE Intelligent Transportation Systems Conference
Proceedings. Oakland, 2001, S. 61–64
[30] Chen, H. ; Cohen, S. L. ; Gartner, N. H. ; Liu, C. C.: Simulation study of
OPAC: A demand-responsive strategy for traffic signal control. In: Gartner,
N. H. (Hrsg.) ; Wilson, N. H. M. (Hrsg.): Transportation and Traffic Theory:
Proceedings of the Tenth International Symposium on Transportation and Traffic
Theory. Elsevier Applied Science, 1987, S. 233–249
[31] Daganzo, C. F.: Queue spillovers in transportation networks with a route choice.
In: Transportation Science 32 (1998), Nr. 1, S. 3–11
[32] Daganzo, C. F. ; Cassidy, M. J. ; Bertini, R. L.: Possible explanations of
phase transitions in highway traffic. In: Transportation Research Part A: Policy
and Practice 33 (1999), Nr. 5, S. 365–379
[33] Diakaki, C. : Integrated control of traffic flow in corridor networks. Chania,
Greece, Technical University of Crete, Department of Production Engineering
and Management, Diss., 1999
[34] Diakaki, C. ; Dinopoulou, V. ; Aboudolas, K. ; Papageorgiou, M. ; Ben-
Shabat, E. ; Seider, E. ; Leibov, A. : Extensions and new applications of
the traffic signal control strategy TUC. In: Transportation Research Board 1856
(2003), S. 202–211
[35] Diakaki, C. ; Papageorgiou, M. ; Aboudolas, K. : A multivariable regulator
approach to traffic-responsive network-wide signal control. In: Control Enginee-
ring Practice 10 (2002), Nr. 2, S. 183–195
[36] Dinopoulou, V. ; Diakaki, C. ; Papageorgiou, M. : Simulation investigations
of the traffic-responsive urban control strategy TUC. In: Intelligent Transporta-
tion Systems (2000), S. 458–463
[37] Dinopoulou, V. ; Diakaki, C. ; Papageorgiou, M. : Applications of the urban
traffic control strategy TUC. In: European Journal of Operational Research 175
(2006), S. 1652–1665
[38] Döge, K.-P. : Ein Beitrag zur videobasierten Verkehrszustandsidentifikation. In-
stitut für Verkehrsinformationssysteme, Professur für Verkehrsleitsysteme und -
Prozessautomatisierung, TU Dresden, Diss., 2004
171
Literaturverzeichnis
[39] Donati, F. ; Mauro, V. ; Roncolini, G. ; Vallauri, M. : A Hierarchical De-
centralised Traffic Light Control System. The First Realisation:‘Progetto Torino’.
In: 9 th IFAC Triennial World Congress Bd. II 11.G/A-1. Budapest, 1984
[40] Dürr, P. : Integration des ÖPNV in die dynamische Fahrwegsteuerung des
Straßenverkehrs-Steuerungsverfahren Darvin, Lehrstuhl für Verkehrs- und Stadt-
planung, Technische Universität München, Diss., 2001
[41] European Union: EU transport in figures - Statistical Pocketbook. Version: 2014.
http://ec.europa.eu/transport/facts-fundings/statistics/doc/2014/
pocketbook2014.pdf, Abruf: 19.06.2015
[42] Fellendorf, M. : VISSIM: A microscopic simulation tool to evaluate actuated
signal control including bus priority. In: 64th Institute of Transportation Engineers
Annual Meeting, 1994, S. 1–9
[43] Friedrich, B. : Steuerung von Lichtsignalanlagen, BALANCE - ein neuer An-
satz. In: Straßenverkehrstechnik 7 (2000), S. 1–44
[44] Friedrich, B. : Verkehrsadaptive Steuerung von Lichtsignalanlagen - Ein Über-
blick. In: Festschrift zum Ehrenkolloquium für Univ.-Prof. Dr. UCB Hartmut
Keller (2002)
[45] Friedrich, B. : Ein verkehrsadaptives Verfahren zur Steuerung von Lichtsignal-
anlagen, Technische Universität München, Diss., 1997
[46] Friedrich, B. : Adaptive Signal Control - An Overview. In: Proc. of the 9th
Meeting of the Euro Working Group Transportation, 2002
[47] Friedrich, M. ; Jehlicka, P. ; Schlaich, J. : Erfassung von Verkehrsdaten
mit automatischen Kennzeichenerfassungssystemen. In: Strassenverkehrstechnik
53 (2009), Nr. 12, S. 789 – 795
[48] Gartner, H. : OPAC: A demand-responsive strategy for traffic signal control.
In: Transportation Research Record 906 (1983), S. 75–84
[49] Gartner, N. H. ; Pooran, F. J. ; Andrews, C. M.: Implementation of the
OPAC Adaptive Control Strategy in a Traffic Signal Network. In: IEEE Intelligent
Transportation Systems Conference Proceedings, 2001, S. 195–200
[50] Gipps, P. G.: A behavioural car-following model for computer simulation. In:
Transportation Research Part B: Methodological 15 (1981), Nr. 2, S. 105–111
[51] Gipps, P. G.: A model for the structure of lane-changing decisions. In: Transpor-
tation Research Part B: Methodological 20 (1986), Nr. 5, S. 403–414
[52] Grüber, B. ; Röhr, T. : Reisezeitmessungen setzen sich durch. In: Straßenver-
kehrstechnik 51 (2007), Nr. 5, S. 264–267
172
Literaturverzeichnis
[53] Hangleiter, S. ; Kühne, R. : Prognose kritischer Verkehrssituationen in städ-
tischen Netzen. In: Heureka 99 (1999), S. 383–387
[54] Hartung, J. ; Elpelt, B. ; Klösener, K.-H. : Statistik: Lehr-und Handbuch
der angewandten Statistik. Walter de Gruyter, 2009
[55] Hasberg, P. ; Serwill, D. : Stadtinfoköln-a global mobility information system
for the Cologne area. In: Proceedings of the 7th World Congress on Intelligent
Systems, 2000
[56] Heidemann, D. : Queue length and waiting-time distributions at priority inter-
sections. In: Transportation Research B 25 (1991), Nr. 4, S. 163–174
[57] Heidemann, D. : A queueing theory model of nonstationary traffic flow. In:
Transportation Science 35 (2001), S. 405–412
[58] Henninger, T. : Eine kombinierte Methode zur Schätzung von Kantenbelastun-
gen, Abbiegequoten und Störungen in Stadtstraßennetzen. In: Heureka 99 (1999),
S. 345–357
[59] Henry, J.-J. : PRODYN Tests and Future Experiments on ZELT. In: IEEE
Conference on Vehicle Navigation and Information Systems. Toronto, 1989
[60] Henry, J. ; Farges, J. ; Tufal, J. : The PRODYN Real Time Traffic Algorithm.
In: 4th IFAC/IFIP/IFORS International Conference on Control in Transportati-
on Systems. Baden Baden, 1983, S. 307–311
[61] Hounsell, N. B. ; McDonald, M. : Urban network traffic control. In: Journal
of Systems & Control Engineering 215 (2001), Nr. 4, S. 325–334
[62] Hunt, P. ; Robertson, D. ; Bretherton, R. ; Winton, R. : SCOOT: a
traffic responsive method of coordinating signals / Transport and Road Research
Laboratory. Crowthorne, 1981 (1041). – Forschungsbericht
[63] Hunt, P. ; Robertson, D. ; Bretherton, R. : The SCOOT on-line traffic signal
optimisation techique. In: Traffic Engineering & Control 23 (1982), S. 190–192
[64] Hurdle, V. F.: Signalized intersection delay models - A primer for the uninitia-
ted. In: Transportation Research Record 971 (1984), S. 96–105
[65] Kang, Y.-S. : Delay, stop and queue estimation for uniform and random traf-
fic arrivals at fixed-time signalized intersections, Virginia State University, Diss.,
2000
[66] Kimber, R. ; Hollis, E. M.: Traffic queues and delays at road junctions /
Transport and Road Research Laboratory. Crowthorne, Berkshire England, 1979
(LR909 Monograph). – Forschungsbericht
173
Literaturverzeichnis
[67] Körner, M. : Traffic conditions determination based on floating car data with
short capturing intervals. In: 16th ITS World Congress and Exhibition on Intel-
ligent Transport Systems and Services, 2009
[68] Kretschmer, A. ; Krimmling, J. : The Traffic Management System VAMOS –
from Research to Regular Operation. In: Proceedings 19th ITS World Congress,
2012
[69] Krimmling, J. : Ein Beitrag zur adaptiven Steuerung der Hauptverkehrsströme,
Hochschule für Verkehrswesen „Friedrich List“ Dresden, Diss., 1980
[70] Kronborg, P. ; Davidsson, F. : MOVA and LHOVRA: traffic signal control
for isolated intersections. In: Traffic Engineering and Control 34 (1993), Nr. 4, S.
195–200
[71] Kurz, F. ; Charmette, B. ; Suri, S. ; Rosenbaum, D. ; Spangler, M. ; Leon-
hardt, A. ; Bachleitner, M. ; Stätter, R. ; Reinartz, P. : Automatic traffic
monitoring with an airborne wide-angle digital camera system for estimation of
travel times. In: PIA07, Photogrammetic Immage Analysis (2007), September
[72] Lämmer, S. : Reglerentwurf zur dezentralen Online-Steuerung von Lichtsignal-
anlagen in Straßennetzwerken, Technische Universität Dresden, Diss., 2007
[73] Lämmer, S. : Stabilitätsprobleme vollverkehrsabhängiger Lichtsignalsteuerungen
/ Diskussionsbeiträge des Instituts für Wirtschaft und Verkehr. Version: 2010.
http://stefanlaemmer.de/stability. – Forschungsbericht
[74] Lehnhoff, N. : Überprüfung und Verbesserung der Qualität von automatisch
erhobenen Daten an Lichtsignalanlagen, Universität Hannover, Diss., 2005
[75] Little, J. : A Proof of the Queueing Formula L = λW . In: Operations Research
9 (1961), S. 383–387
[76] Little, J. ; Kelson, M. ; Gartner, N. : MAXBAND: A program for setting
signals on arteries and triangular networks. In: Transportation Research Record
795 (1981), S. 40–46
[77] Liu, H. ; Wu, X. ; Ma, W. ; Hu, H. : Real-time queue length estimation for
congested signalized intersections. In: Transportation Research Part C: Emerging
Technologies 17 (2009), Nr. 4, S. 412–427
[78] Mahendran, A. ; PI, S. S. ; Hebert, M. ; Xie, X.-F. : Bus Detection for
Adaptive Traffic Signal Control / Carnegie Mellon University Pittsburgh, PA.
2014. – Forschungsbericht
[79] Marsh, B. W.: Traffic Control. In: Annals of the American Academy of Political
and Social Science 133 (1927), S. 90–113
174
Literaturverzeichnis
[80] Mauro, V. ; Taranto, C. D.: UTOPIA. In: Proceedings of the Sixth
IFAC/IFIP/IFORS Symposium on Control and Communication in Transportati-
on. Paris, France, 1990
[81] May, A. D. ; Keller, H. E.: A deterministic queueing model. In: Transportation
research 1 (1967), Nr. 2, S. 117–128
[82] Meehan, D. : We know it’s good, but just how good is it? In: Traffic Engineering
and Control 44 (2003), Nr. 8, S. 295–298
[83] Mertz, J. : Ein mikroskopisches Verfahren zur verkehrsadaptiven Knotenpunkt-
steuerung mit Vorrang des öffentlichen Verkehrs. Fachgebiet Verkehrstechnik und
Verkehrsplanung, Technische Universität München, Diss., 2001
[84] Mirchandani, P. ; Head, L. : A real-time traffic signal control system: archi-
tecture, algorithms, and analysis. In: Transportation Research Part C 9 (2001),
Nr. 6, S. 415–432
[85] Mirchandani, P. ; Wang, F.-Y. : RHODES to Intelligent Transportation Sys-
tems. In: IEEE Intelligent Systems 10 (2005), Nr. 1, S. 10–15
[86] Morgan, J. T. ; Little, J. D. C.: Synchronizing traffic signals for maximal
bandwidth. In: Journal of the Operations Research Society of America 12 (1964),
Nr. 6, S. 896–912
[87] Mück, J. : Schätzverfahren für den Verkehrszustand an Lichtsignalanlagen unter
Verwendung halteliniennaher Detektoren. In: Straßenverkehrstechnik 46 (2002),
Nr. 11, S. 613–618
[88] Mück, J. : Using detectors near the stop-line to estimate traffic flows. In: Traffic
Engineering and Control 43 (2002), S. 429–434
[89] Mück, J. ; Pranckus, V. : Ermittlung der Überlastung an mehrstreifigen Si-
gnalzufahrten. In: Straßenverkehrstechnik 58 (2014), Nr. 8, S. 521–528
[90] Newell, G. F. ; University Press, C. (Hrsg.): Applications of queueing theory.
2nd ed. Chapman and Hall, 1982
[91] Otterstätter, T. : Methoden zur Erfassung von Verkehrsströmen und Fahrzei-
ten mit stationären fahrzeugwiedererkennenden Detektoren, Universität Stuttgart,
Diss., 2013
[92] Papageorgiou, M. ; Ben-Akiva, M. ; Bottom, J. ; Bovy, P. ; Hoogendoorn,
S. ; Hounsell, N. ; Kotsialos, A. ; McDonald, M. : ITS and Traffic Mana-
gement. In: Barnhart, C. (Hrsg.) ; Laporte, G. (Hrsg.): Handbook in OR &
MS Bd. 14. Elsevier, 2007, S. 715–774
[93] Papageorgiou, M. ; Diakaki, C. ; Dinopoulou, V. ; Kotsialos, A. ; Wang,
Y. : Review of road traffic control strategies. In: Proceedings of the IEEE 91
(2003), Nr. 12, S. 2043–2067
175
Literaturverzeichnis
[94] Peirce, J. ; Webb, P. : MOVA: The 20 site trial / Transport and Road Research
Laboratory. Crowthorne, UK, 1990 (RR 279). – Research Report
[95] Pohlmann, T. : New Approaches for Online Control of Urban Traffic Signal
Systems, TU Braunschweig, Diss., 2010
[96] Pranckus, V. : Estimating the Service Level on Signalized Intersections, Tech-
nische Universität München, Diplomarbeit, 2013
[97] Priemer, C. : Kommunikationsdatenbasierte, dezentrale Lichtsignalsteuerung in
städtischen Netzen, Technische Universität Braunschweig, Diss., 2010
[98] Robertson, D. I.: TRANSYT: A Traffic Network Study Tool / Transport and
Road Research Laboratory. Crowthorne, Berkshire, 1969 (LR 253). – Forschungs-
bericht
[99] Robertson, D. I.: TRANSYT Method for Area Traffic Control. In: Traffic
Engineering & Control 10 (1969), S. 276–281
[100] Robertson, D. I.: Research on the TRANSYT and SCOOT Methods of Signal
Coordination. In: ITE Journal 56 (1986), Nr. 1, S. 36–40
[101] Robertson, D. I. ; Bretherton, R. D.: Optimum control of an intersection
for anyknown sequence of vehicle arrivals. In: Traffic Control and Transportation
Systems (1974)
[102] Robertson, D. I. ; Bretherton, R. D.: Optimizing networks of traffic signals in
real time - the SCOOTmethod. In: IEEE Transactions on Vehicular Technology
40 (1991), Nr. 1, S. 11–15
[103] Rouphail, N. M. ; Tarko, A. ; Li, C. : Traffic flow at signalized intersections. In:
Gartner, N. (Hrsg.) ; Mahmassani, H. (Hrsg.) ; Messer, C. J. (Hrsg.) ; Lieu,
H. (Hrsg.) ; Cunard, R. (Hrsg.) ; Rathi, A. K. (Hrsg.): Traffic Flow Theory: A
State-of-the-Art Report. Transportation Research Board, 1997, S. 8.1–8.32
[104] Schnabel, W. : Verkehrstechnische Berechnung von lichtsignalgesteuerten Stra-
ßenennetzen / Forschungsbericht, Zentrales Forschungsinstitut des Verkehrswesen
der DDR, Berlin. 1981. – Forschungsbericht
[105] Schnabel, W. ; Lohse, D. : Grundlagen der Straßenverkehrstechnik und der
Verkehrsplanung, Band 1 Straßenverkehrstechnik. Verlag Bauwesen, 2010
[106] Sen, S. ; Head, K. L.: Controlled optimization of phases at an intersection. In:
Transportation Science 31 (1997), S. 5–17
[107] Siemens PLC (Hrsg.): SCOOT User Guide. Issue 30. Poole: Siemens PLC, 2009
[108] Sims, A. G.: SCATS: The sydney co-ordinated adaptive system. In: Proceeding
of the Engineering Foundation Conference on Research Priorities in Computer
Control of Urban Traffic Systems, 1979
176
Literaturverzeichnis
[109] Sims, A. G. ; Dobinson, K. W.: The Sydney coordinated adaptive traffic (SCAT)
system philosophy and benefits. In: IEEE Transactions on Vehicular Technology
29 (1980), Nr. 2, S. 130–137
[110] Smith, S. F. ; Barlow, G. J. ; Xie, X.-F. ; Rubinstein, Z. B.: Smart Urban
Signal Networks: Initial Application of the SURTRAC Adaptive Traffic Signal
Control System. In: ICAPS, 2013
[111] Spence, J. ; Rowlands, P. ; Whipps, C. : Performance at partially signaled
roundabout. In: Traffic engineering & control 41 (2000), Nr. 7, S. 262–263
[112] Spence, J. ; Vincent, R. : Benefits of MOVA control at a partially-signalled
roundabout. In: Traffic engineering & control 40 (1999), Nr. 7-8, S. 383–385
[113] Steierwald, G. ; Boesefeldt, J. ; Eberts, K. ; Keudel, W. ; Schönhar-
ting, J. : Untersuchungen zur verkehrsabhängigen Signalsteuerung / Forschung
Straßenbau und Straßenverkehrstechnik. 1970 (100). – Forschungsbericht
[114] Steierwald, G. ; Künne, H.-D. ; Vogt, W. : Stadtverkehrsplanung. Grundlagen,
Methoden, Ziele. Berlin : Springer, 2005
[115] Szentpétery, V. : Die perfekte grüne Welle. In: Technology Review 10 (2006),
S. 79237
[116] Tang, K. : A Study in the Evaluation of Group-Based Signal Contol Policy
for Signalized Intersections. Japan, Department of Civil Engineering, Nagoya
University, Diss., 2008
[117] Tenekeci, G. : A modelling technique for assessing linked MOVA. In: Proceedings
of the ICE-Transport 160 (2007), Nr. 3, S. 125–138
[118] Tischler, K. ; Lämmer, S. : Minimization of Vehicle Stops by an Early Termi-
nation of Green Times in Traffic-Light Controlled Road Networks. In: TUDpress
(Hrsg.): 3rd International Conference on Models and Technologies for Intelligent
Transportation Systems 2013, 2013, S. 57–67
[119] Tischler, K. ; Lämmer, S. : Modellbasierte Anpassung von Grünzeiten in ko-
ordinierten Steuerungen unter der Randbedingung einer vollständiger Warten-
schlangenleerung. In: HEUREKA’14: „Optimierung in Verkehr und Transport“.
Stuttgart, 2014, S. 340–350
[120] Trabia, M. ; Kaseko, M. ; Ande, M. : A two-stage fuzzy logic controller for
traffic signals. In: Transportation Research C 7 (1999), Nr. 6, S. 353–367
[121] Transport Research Laboratory Ltd. (Hrsg.): TRL Application Guide 44.
Transport Research Laboratory Ltd., 2011
[122] Treiber, M. ; Kesting, A. : Verkehrsdynamik und -simulation. Springer, 2010
177
Literaturverzeichnis
[123] Turner, S. : Defining and measuring traffic data quality. In: Proceedings of the
Traffic Data Quality Workshop. Washington, DC, 2002
[124] U.S. Department of Transportation (Hrsg.): Traffic Signal Timing Manual.
U.S. Department of Transportation, 2008
[125] Vincent, R. ; Peirce, J. : ’MOVA’: Traffic responsive, self-optimising signal con-
trol for isolated intersections / Transport and Road Research Laboratory. Crow-
thorne, UK, 1988 (RR 170). – Research Report
[126] Webster, F. : Traffic Signal Settings. In: Road Research Technical Paper 39
(1958), S. 1–44
[127] Wiedemann, R. : Simulation des Straßenverkehrsflusses. In: Schriftenreihe des
Instituts für Verkehrswesen der Universitä Karlsruhe Heft 8 (1974)
[128] Woensel, T. van ; Vandaele, N. : Modelling traffic flows with queueing models:
A review. In: Asia-Pacific Journal of Operational Research eingereicht (2006)
[129] Wolfermann, A. : Influence of Intergreen Times on the Capacity of Signalised
Intersections, TU Darmstadt, Diss., 2009
[130] Wolfermann, A. ; Schäfer, P. K.: Leitfaden Verkehrstelematik. Bundesminis-
terium für Verkehr, Bau- und Wohnungswesen, 2005
[131] Wu, N. : Verteilung der Rückstaulängen an Knotenpunkten ohne Lichtsignalan-
lagen. In: Straßenverkehrstechnik 8 (1997)
[132] Wu, X. ; Liu, H. ; Gettman, D. : Identification of oversaturated intersections
using high-resolution traffic signal data. In: Transportation Research Part C:
Emerging Technologies 18 (2010), Nr. 4, S. 626–638
[133] Xie, X.-F. ; Smith, S. ; Barlow, G. : Schedule-Driven Coordination for Real-
Time Traffic Network Control. In: Proceedings 22nd International Conference on
Automated Planning and Scheduling, 2012
[134] Xie, X.-F. ; Smith, S. F. ; Chen, T.-W. ; Barlow, G. J.: Real-time traffic control
for sustainable urban living. In: Intelligent Transportation Systems (ITSC), 2014
IEEE 17th International Conference on IEEE, 2014, S. 1863–1868
[135] Xie, X.-F. ; Smith, S. F. ; Lu, L. ; Barlow, G. J.: Schedule-driven intersection
control. In: Transportation Research Part C: Emerging Technologies 24 (2012),
S. 168–189
178
