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In 1977, Mishra and Sudarshan showed that an unstable particle would never be found decayed
while it was continuously observed. They called this effect the quantum Zeno effect (or paradox).
Later it was realized that the frequent measurements could also accelerate the decay (quantum anti-
Zeno effect). In this paper we investigate the quantum Zeno effect using the definite model of the
measurement. We take into account the finite duration and the finite accuracy of the measurement.
A general equation for the jump probability during the measurement is derived. We find that the
measurements can cause inhibition (quantum Zeno effect) or acceleration (quantum anti-Zeno effect)
of the evolution, depending on the strength of the interaction with the measuring device and on the
properties of the system. However, the evolution cannot be fully stopped.
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I. INTRODUCTION
Theory of measurements has a special status in quantum mechanics. Unlike classical mechanics, in quantum
mechanics it cannot be assumed that the effect of the measurement on the system can be made arbitrarily small.
It is necessary to supplement quantum theory with additional postulates, describing the measurement. One of such
additional postulate is von Neumann’s state reduction (or projection) postulate [1]. The essential peculiarity of
this postulate is its nonunitary character. However, this postulate refers only to an ideal measurement, which is
instantaneous and arbitrarily accurate. Real measurements are described by the projection postulate only roughly.
The important consequence of von Neumann’s projection postulate is the quantum Zeno effect. In quantum
mechanics short-time behavior of nondecay probability of unstable particle is not exponential but quadratic [2]. This
deviation from the exponential decay has been observed by Wilkinson et al. [3]. In 1977, Mishra and Sudarshan [4]
showed that this behavior when combined with the quantum theory of measurement, based on the assumption of the
collapse of the wave function, leaded to a very surprising conclusion: frequent observations slowed down the decay.
An unstable particle would never decay when continuously observed. Mishra and Sudarshan have called this effect the
quantum Zeno paradox or effect. The effect is called so in allusion to the paradox stated by Greek philosopher Zeno (or
Zenon) of Elea. The very first analysis does not take into account the actual mechanism of the measurement process
involved, but it is based on an alternating sequence of unitary evolution and a collapse of the wave function. The Zeno
effect has been experimentally proved [5] in a repeatedly measured two-level system undergoing Rabi oscillations. The
outcome of this experiment has also been explained without the collapse hypothesis [6–8].
Later it was realized that the repeated measurements could not only slow the quantum dynamics but the quantum
process may be accelerated by frequent measurements as well [9–15]. This effect was called a quantum anti-Zeno
effect by Kaulakys and Gontis [10], who argued that frequent interrogations may destroy quantum localization effect
in chaotic systems. An effect, analogous to the quantum anti-Zeno effect has been obtained in a computational study
involving barrier penetration, too [16]. Recently, an analysis of the acceleration of a chemical reaction due to the
quantum anti-Zeno effect has been presented in Ref. [17].
Although a great progress in the investigation of the quantum Zeno effect has been made, this effect is not completely
understood as yet. In the analysis of the quantum Zeno effect the finite duration of the measurement becomes
important, therefore, the projection postulate is not sufficient to solve this problem. The complete analysis of the
Zeno effect requires a more precise model of measurement than the projection postulate.
The purpose of this article is to consider such a model of the measurement. The model describes a measurement of
the finite duration and finite accuracy. Although the used model does not describe the irreversible process, it leads,
however, to the correct correlation between the states of the measured system and the measuring apparatus.
Due to the finite duration of the measurement it is impossible to consider infinitely frequent measurements, as in
Ref. [4]. The highest frequency of the measurements is achieved when the measurements are performed one after
another, without the period of the measurement-free evolution between two successive measurements. In this paper
we consider such a sequence of the measurements. Our goal is to check whether this sequence of the measurements
can change the evolution of the system and to verify the predictions of the quantum Zeno effect.
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The work is organized as follows. In section II we present the model of the measurement. A simple case is considered
in section III in order to determine the requirements for the duration of the measurement. In section IV we derived
a general formula for the probability of the jump into another level during the measurement. The effect of repeated
measurements on the system with a discrete spectrum is investigated in section V. The decaying system is considered
in section VI. Section VII summarizes our findings.
II. MODEL OF THE MEASUREMENTS
We consider a system which consists of two parts. The first part of the system has the discrete energy spectrum.
The Hamiltonian of this part is Hˆ0. The other part of the system is represented by Hamiltonian Hˆ1. Hamiltonian
Hˆ1 commutes with Hˆ0. In a particular case the second part can be absent and Hˆ1 can be zero. The operator Vˆ (t)
causes the jumps between different energy levels of Hˆ0. Therefore, the full Hamiltonian of the system equals to
HˆS = Hˆ0 + Hˆ1 + Vˆ (t). The example of such a system is an atom with the Hamiltonian Hˆ0 interacting with the
electromagnetic field, represented by Hˆ1.
We will measure in which eigenstate of the Hamiltonian Hˆ0 the system is. The measurement is performed by
coupling the system with the detector. The full Hamiltonian of the system and the detector equals to
Hˆ = HˆS + HˆD + HˆI (1)
where HˆD is the Hamiltonian of the detector and HˆI represents the interaction between the detector and the system.
We choose the operator HˆI in the form
HˆI = λqˆHˆ0 (2)
where qˆ is the operator acting in the Hilbert space of the detector and the parameter λ describes the strength of the
interaction. This system—detector interaction is that considered by von Neumann [1] and in Refs. [18–22]. In order
to obtain a sensible measurement, the parameter λ must be large. We require a continuous spectrum of operator qˆ.
For simplicity, we can consider the quantity q as the coordinate of the detector.
The measurement begins at time moment t0. At the beginning of the interaction with the detector, the detector is
in the pure state |Φ〉. The full density matrix of the system and detector is ρˆ(t0) = ρˆS(t0) ⊗ |Φ〉 〈Φ| where ρˆS(t0) is
the density matrix of the system. The duration of the measurement is τ . After the measurement the density matrix
of the system is ρˆS(τ + t0) = TrD
{
Uˆ(τ + t0) (ρˆS(t0)⊗ |Φ〉 〈Φ|) Uˆ
†(τ + t0)
}
and the density matrix of the detector is
ρˆD(τ + t0) = TrS
{
Uˆ(τ + t0) (ρˆS(t0)⊗ |Φ〉 〈Φ|) Uˆ
†(τ + t0)
}
where Uˆ(t) is the evolution operator of the system and
detector, obeying the equation
ih¯
∂
∂t
Uˆ(t) = Hˆ(t)Uˆ (t) (3)
with the initial condition Uˆ(t0) = 1.
Since the initial density matrix is chosen in a factorizable form, the density matrix of the system after the interaction
depends linearly on the density matrix of the system before the interaction. We can represent this fact by the equality
ρˆS(τ + t0) = S(τ, t0)ρˆS(t0) (4)
where S(τ, t0) is the superoperator acting on the density matrices of the system. If the vectors |n〉 form the complete
basis in the Hilbert space of the system we can rewrite Eq. (4) in the form
ρS(τ + t0)pr = S(τ, t0)
nm
pr ρS(t0)nm (5)
where the sum over the repeating indices is supposed. The matrix elements of the superoperator are
S(τ, t0)
nm
pr = TrD
{
〈p| Uˆ(τ + t0) (|n〉 〈m| ⊗ |Φ〉 〈Φ|) Uˆ
†(τ + t0) |r〉
}
. (6)
Due to the finite duration of the measurement it is impossible to realize the infinitely frequent measurements. The
highest frequency of the measurements is achieved when the measurements are performed one after another without
the period of the measurement-free evolution between two successive measurements. Therefore, we model a continuous
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measurement by the subsequent measurements of the finite duration and finite accuracy. After N measurements the
density matrix of the system is
ρˆS(Nτ) = S(τ, (N − 1)τ) . . . S(τ, τ)S(τ, 0)ρˆS(0). (7)
Further, for simplicity we will neglect the Hamiltonian of the detector. After this assumption the evolution operator
is equal to Uˆ(t, 1 + λqˆ) where the operator Uˆ(t, ξ) obeys the equation
ih¯
∂
∂t
Uˆ(t, ξ) =
(
ξHˆ0 + Hˆ1 + Vˆ (t+ t0)
)
Uˆ(t, ξ) (8)
with the initial condition Uˆ(t0, ξ) = 1. Then the superoperator S(τ, t0) is
S(τ, t0)
nm
pr =
∫
dq |〈q |Φ〉|
2
〈p| Uˆ(τ + t0, 1 + λq) |n〉 〈m| Uˆ
†(τ + t0, 1 + λq) |r〉 . (9)
III. MEASUREMENT OF THE UNPERTURBED SYSTEM
In order to estimate the necessary duration of the single measurement it is convenient to consider the case when the
operator Vˆ = 0. In such a case the description of the evolution is simpler. The measurement of this kind occurs also
when the influence of the perturbation operator Vˆ is small in comparison with the interaction between the system
and the detector and, therefore, the operator Vˆ can be neglected.
We can choose the basis |nα〉 common for the operators Hˆ0 and Hˆ1,
Hˆ0 |nα〉 = En |nα〉 (10)
Hˆ1 |nα〉 = E1(n, α) |nα〉 (11)
where n numbers the eigenvalues of the Hamiltonian Hˆ0 and α represents the remaining quantum numbers. Since
the Hamiltonian of the system does not depend on t we will omit the parameter t0 in this section. From Eq. (9) we
obtain the superoperator S(τ) in the basis |nα〉
S(τ)nα1,mα2pα3,rα4 = δnpδmrδ(α1, α3)δ(α2, α4) exp(iωmα2,nα1τ)
×
∫
dq |〈q |Φ〉|
2
exp(iλωmnτq) (12)
where
ωmn =
1
h¯
(Em − En) , (13)
ωmα2,nα1 = ωmn +
E1(m,α2)− E1(n, α1)
h¯
(14)
and δ(·, ·) represent the Kronecker’s delta in a discrete case and the Dirac’s delta in a continuous case. Eq. (12) can
be rewritten using the correlation function
F (ν) = 〈Φ| exp(iνqˆ) |Φ〉 . (15)
We can express this function as F (ν) =
∫
dq |〈q |Φ〉|
2
exp(iνq) =
∫
dp 〈Φ| p〉〈p− ν
h¯
|Φ〉. Since vector |Φ〉 is normalized,
the function F (ν) tends to zero when |ν| increases. There exists a constant C such that the correlation function |F (ν)|
is small if the variable |ν| > C.
Then the equation for the superoperator S(τ) is
S(τ)nα1,mα2pα3,rα4 = δnpδmrδ(α1, α3)δ(α2, α4) exp(iωmα2,nα1τ)F (λτωmn). (16)
Using Eqs. (5) and (16) we find that after the measurement the non-diagonal elements of the density matrix of the
system become small, since F (λτωmn) is small for n 6= m when λτ is large.
The density matrix of the detector is
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〈q| ρˆD(τ) |q1〉 = 〈q |Φ〉 〈Φ| q1〉Tr
{
Uˆ(τ, 1 + λq)ρˆS(0)Uˆ
†(τ, 1 + λq1)
}
. (17)
From Eqs. (8) and (17) we obtain
〈q| ρˆD(τ) |q1〉 = 〈q |Φ〉 〈Φ| q1〉
∑
n
exp(iλτωn(q1 − q))
∑
α
〈n, α| ρˆS(0) |n, α〉 (18)
where
ωn =
1
h¯
En. (19)
The probability that the system is in the energy level n may be expressed as
P (n) =
∑
α
〈n, α| ρˆS(0) |n, α〉 . (20)
Introducing the state vectors of the detector
|ΦE〉 = exp
(
−
i
h¯
λτEqˆ
)
|Φ〉 (21)
we can express the density operator of the detector as
ρˆD(τ) =
∑
n
|ΦEn〉 〈ΦEn |P (n). (22)
The measurement is complete when the states |ΦE〉 are almost orthogonal. The different energies can be separated
only when the overlap between the corresponding states |ΦE〉 is almost zero. The scalar product of the states |ΦE〉
with different energies E1 and E2 is
〈ΦE1 |ΦE2〉 = F (λτω12). (23)
The correlation function |F (ν)| is small when |ν| > C. Therefore, we have the estimation for the error of the energy
measurement ∆E as
λτ∆E >∼ h¯C (24)
and we obtain the expression for the necessary duration of the measurement
τ >∼
h¯
Λ∆E
(25)
where
Λ =
λ
C
. (26)
Since in our model the measurements are performed immediately one after the other, from Eq. (25) it follows that
the rate of measurements is proportional to the strength of the interaction λ between the system and the measuring
device.
IV. MEASUREMENT OF THE PERTURBED SYSTEM
The operator Vˆ (t) represents the perturbation of the unperturbed Hamiltonian Hˆ0+ Hˆ1. We will take into account
the influence of the operator Vˆ by the perturbation method, assuming that the strength of the interaction λ between
the system and detector is large.
The operator Vˆ (t) in the interaction picture is
V˜ (t, t0, ξ) = exp
(
i
h¯
(ξHˆ0 + Hˆ1)t
)
Vˆ (t+ t0) exp
(
−
i
h¯
(ξHˆ0 + Hˆ1)t
)
. (27)
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In the second order approximation the evolution operator equals to
Uˆ(τ, t0, ξ) ≈ exp
(
−
i
h¯
(ξHˆ0 + Hˆ1)τ
){
1 +
1
ih¯
∫ τ
0
dtV˜ (t, t0, ξ)
−
1
h¯2
∫ τ
0
dt1
∫ t
0
dt2V˜ (t1, t0, ξ)V˜ (t2, t0ξ)
}
. (28)
Using Eqs. (9) and (28) we can obtain the superoperator S in the second order approximation, too. The expression
for the matrix elements of the superoperator S is given in the appendix (Eqs. (A1), (A2) and (A3)).
The probability of the jump from the level |iα〉 to the level |fα1〉 during the measurement is W (iα → fα1) =
S(τ, t0)
iα,iα
fα1,fα1
. Using Eqs. (A1), (A2) and (A3) we obtain
W (iα→ fα1) =
1
h¯2
∫ τ
0
dt1
∫ τ
0
dt2F (λωif (t2 − t1))V (t1 + t0)fα1,iαV (t2 + t0)iα,fα1
× exp (iωiα,fα1(t2 − t1)) . (29)
The expression for the jump probability can be further simplified if the operator Vˆ does not depend on t. We
introduce the function
Φ(t)fα1,iα = |Vfα1,iα|
2
exp
(
i
h¯
(E1(f, α1)− E1(i, α))t
)
. (30)
Changing variables we can rewrite the jump probability as
W (iα→ fα1) =
2
h¯2
Re
∫ τ
0
dtF (λωfit) exp(iωfit)(τ − t)Φ(t)fα1,iα. (31)
Introducing the Fourier transformation of Φ(t)fα1,iα
G(ω)fα1,iα =
1
2pi
∫ ∞
−∞
dtΦ(t)fα1,iα exp(−iωt) (32)
and using Eq. (31) we obtain the equality
W (iα→ fα1) =
2piτ
h¯2
∫ ∞
−∞
dωG(ω)fα1,iαP (ω)if (33)
where
P (ω)if =
1
pi
Re
∫ τ
0
dtF (λωif t) exp(i(ω − ωif )t)
(
1−
t
τ
)
. (34)
From Eq. (34), using the equality F (0) = 1, we obtain∫
dωP (ω)if = 1. (35)
The quantity G equals to
G(ω)fα1,iα = h¯ |Vfα1,iα|
2
δ(E1(f, α1)− E1(i, α)− h¯ω). (36)
We see that the quantity G(ω) characterizes the perturbation.
V. THE DISCRETE SPECTRUM
Let us consider the measurement effect on the system with the discrete spectrum. The Hamiltonian Hˆ0 of the
system has a discrete spectrum, the operator Hˆ1 = 0, and the operator Vˆ (t) represents a perturbation resulting in
the quantum jumps between the discrete states of the system Hˆ0.
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For the separation of the energy levels, the error in the measurement should be smaller than the distance between
the nearest energy levels of the system. It follows from this requirement and Eq. (25) that the measurement time
τ >∼
1
Λωmin
, where ωmin is the smallest of the transition frequencies |ωif |.
When λ is large then |F (λx)| is not very small only in the region |x| < Λ−1. We can estimate the probability of the
jump to the other energy level during the measurement, replacing F (ν) by 2Cδ(ν)in Eq. (29). Then from Eq. (29)
we obtain
W (iα→ fα1) ≈
2
h¯2Λ |ωif |
∫ τ
0
dt |V (t+ t0)iα1,fα|
2
. (37)
We see that the probability of the jump is proportional to Λ−1. Consequently, for large Λ, i.e. for the strong
interaction with the detector, the jump probability is small. This fact represents the quantum Zeno effect. However,
due to the finiteness of the interaction strength the jump probability is not zero. After sufficiently large number
of measurements the jump occurs. We can estimate the number of measurements N after which the system jumps
into other energy levels from the equality 2τ
h¯2Λ|ωmin|
|Vmax|
2
N ∼ 1 where |Vmax| is the largest matrix element of the
perturbation operator V . This estimation allows us to introduce the characteristic time, during which the evolution
of the system is inhibited
tinh ≡ τN = Λ
h¯2 |ωmin|
2 |Vmax|
2 . (38)
We call this duration the inhibition time (it is natural to call this duration the Zeno time, but this term has already
different meaning).
The full probability of the jump from level |iα〉 to other levels is W (iα) =
∑
f,α1
W (iα→ fα1). From Eq. (37) we
obtain
W (iα) =
2
h¯2Λ
∑
f,α1
1
|ωif |
∫ τ
0
dt
∣∣∣V (t+ t0)fα1,iα
∣∣∣2 . (39)
If the matrix elements of the perturbation V between different levels are of the same size then the jump probability
increases linearly with the number of the energy levels. This behavior has been observed in Ref. [23].
Due to the unitarity of the operator Uˆ(t, ξ) it follows from Eq. (9) that the superoperator S(τ, t0) obeys the
equalities ∑
p,α
S(τ, t0)
nα1,mα2
pα,pα = δnmδα1,α2 , (40a)
∑
n,α
S(τ, t0)
nα,nα
pα1,rα2
= δprδα1,α2 . (40b)
If the system has a finite number of energy levels, the density matrix of the system is diagonal and all states are
equally occupied (i.e., ρ(t0)nα1,mα2 =
1
K
δnmδα1,α2 where K is the number of the energy levels) then from Eq. (40b)
it follows that S(τ, t0)ρ(t0) = ρ(t0). Such a density matrix is the stable point of the map ρ→ Sρ. Therefore, we can
expect that after a large number of measurements the density matrix of the system tends to this density matrix.
When Λ is large and the duration of the measurement is small, we can neglect the non-diagonal elements in the
density matrix of the system, since they always are of order Λ−1. Replacing F (ν) by 2Cδ(ν) in Eqs. (A1), (A2) and
(A3) and neglecting the elements of the superoperator S that cause the arising of the non-diagonal elements of the
density matrix, we can write the equation for the superoperator S as
S(τ, t0)
nα1,mα2
pα3,rα4
≈ δpnδ(α3, α1)δrmδ(α4, α2)δpr +
1
Λ
A(τ, t0)
n,α1,α2
p,α3,α4
δprδnm (41)
where
A(τ, t0)
n,α1,α2
p,α3,α4
=
2
h¯2 |ωnp|
∫ τ
0
dtV (t+ t0)pα3,nα1V (t+ t0)nα2,pα4
−δpnδ(α4, α2)
∑
s,α
1
h¯2 |ωsn|
∫ τ
0
dtV (t+ t0)nα3,sαV (t+ t0)sα,nα1
−δpnδ(α3, α1)
∑
s,α
1
h¯2 |ωns|
∫ τ
0
dtV (t+ t0)sα,nα4V (t+ t0)nα2,sα (42)
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Then for the diagonal elements of the density matrix we have ρ(τ + t0) ≈ ρ(t0) +
1
ΛA(τ, t0)ρ(t0), or
d
dt
ρˆ(t) ≈
1
Λτ
A(τ, t)ρˆ(t). (43)
If the perturbation V does not depend on t then it follows from Eq. (43) that the diagonal elements of the density
matrix evolve exponentially.
A. Example
As an example we will consider the evolution of the measured two-level system. The system is forced by the
perturbation V which induces the jumps from one state to another. The Hamiltonian of this system is
Hˆ = Hˆ0 + Vˆ (44)
where
Hˆ0 =
h¯ω
2
σˆ3, (45)
Vˆ = vσˆ+ + v
∗σˆ−. (46)
Here σ1, σ2, σ3 are Pauli matrices and σ± =
1
2 (σ1± iσ2). The Hamiltonian Hˆ0 has two eigenfunctions |0〉 and |1〉 with
the eigenvalues −h¯ω2 and h¯
ω
2 respectively. The evolution operator of the unmeasured system is
Uˆ(t) = cos
(
Ω
2
t
)
−
2i
h¯Ω
Hˆ sin
(
Ω
2
t
)
(47)
where
Ω =
√
ω2 + 4
|v|
2
h¯2
. (48)
If the initial density matrix is ρ(0) = |1〉〈1| then the evolution of the diagonal elements of the unmeasured system’s
density matrix is given by the equations
ρ11(t) = cos
2
(
Ω
2
t
)
+
(ω
Ω
)2
sin2
(
Ω
2
t
)
(49a)
ρ00(t) =
(
1−
(ω
Ω
)2)
sin2
(
Ω
2
t
)
. (49b)
Let us consider now the dynamics of the measured system. The equations for the diagonal elements of the density
matrix (Eq. (43) ) for the system under consideration are
d
dt
ρ11 ≈ −
1
tinh
(ρ11 − ρ00) , (50a)
d
dt
ρ00 ≈ −
1
tinh
(ρ00 − ρ11) . (50b)
where the inhibition time, according to Eq. (38), is
tinh =
Λ
2ω
∣∣∣∣ h¯ωv
∣∣∣∣
2
. (51)
The solution of Eqs. (50) with the initial condition ρ(0) = |1〉 〈1| is
ρ11(t) =
1
2
(
1 + exp
(
−
2
tinh
t
))
, (52a)
ρ00(t) =
1
2
(
1− exp
(
−
2
tinh
t
))
. (52b)
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From Eq. (40b) it follows that if the density matrix of the system is
ρˆf =
1
2
(|0〉 〈0|+ |1〉 〈1|) , (53)
then S(τ)ρˆf = ρˆf . Hence, when the number of the measurements tends to infinity, the density matrix of the system
approaches ρˆf .
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FIG. 1. The occupation of the initial level 1 of the measured two-level system calculated according to Eqs. (5), (9), (47) and
(54). The used parameters are h¯ = 1, σ2 = 1, ω = 2, v = 1. The strength of the measurement λ = 50 and the duration of the
measurement τ = 0.1. The exponential approximation (52a) is shown as a dashed line. For comparison the occupation of the
level 1 of the unmeasured system is also shown (dotted line).
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t
FIG. 2. The non-diagonal element of the density matrix of the measured two-level system. Used parameters are the same as
in Fig. 1
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FIG. 3. The occupation of the initial level 1 of the measured two-level system for different strengths of the measurement:
λ = 50, τ = 0.1 (dashed line) and λ = 5, τ = 0.2 (solid line). Other parameters are the same as in Fig. 1
We have performed the numerical analysis of the dynamics of the measured two-level system (44)—(46) using Eqs.
(5), (9) and (47) with the Gaussian correlation function (15)
F (ν) = exp
(
−
ν2
2σ2
)
. (54)
From the condition
∫∞
−∞ F (ν)dν = 2C we have C = σ
√
pi
2 . The initial state of the system is |1〉. The matrix elements
of the density matrix ρ(t)11 and ρ(t)10 are represented in Fig. 1 and Fig. 2, respectively. In Fig. 1 the approximation
(52a) is also shown. This approach is close to the exact evolution. The matrix element ρ(t)11 for two different values
of λ is shown in Fig. 3. We see that for larger λ the evolution of the system is slower.
The influence of the repeated non-ideal measurements on the two level system driven by the periodic perturbation
has also been considered in Refs. [23–26]. Similar results have been found: the occupation of the energy levels changes
exponentially with time, approaching the limit 12 .
VI. THE DECAYING SYSTEM
We consider the system which consists of two parts. We can treat the first part as an atom, and the second part
as the field (reservoir). The energy spectrum of the atom is discrete and the spectrum of the field is continuous. The
Hamiltonians of these parts are Hˆ0 and Hˆ1 respectively and the eigenfunctions are |n〉 and |α〉,
Hˆ0 |n〉 = En |n〉 , (55a)
Hˆ1 |α〉 = Eα |α〉 . (55b)
There is the interaction between the atom and the field represented by the operator Vˆ . So, the Hamiltonian of the
system is
HˆS = Hˆ0 + Hˆ1 + Vˆ . (56)
The basis for the full system is |nα〉 = |n〉 ⊗ |α〉.
When the measurement is not performed, such a system exhibits exponential decay, valid for the intermediate times.
The decay rate is given according to the Fermi’s Golden Rule
R(iα1 → fα2) =
2pi
h¯
|Vfα2,iα1 |
2
ρ (h¯ωif ) (57)
where
9
1h¯
(Eα2 − Eα1) = ωif (58)
and ρ (E) is the density of the reservoir’s states.
When the energy level of the atom is measured, we can use the perturbation theory, as it is in the discrete case.
The initial state of the field is a vacuum state |0〉 with energy E0 = 0. Then the density matrix of the atom is
ρˆ0(τ) = Tr1 {ρˆ(τ)} = Tr1 {S(τ)ρˆ(0)} or ρˆ0(τ) = Sef (τ)ρˆ0(0), where Sef is an effective superoperator
Sef (τ)
nm
pr =
∑
α
S(τ)n0,m0pα,rα . (59)
When the states of the atom are weakly coupled to a broad band of states (continuum), the transitions back to the
excited state of the atom can be neglected (i.e., we neglect the influence of emitted photons on the atom). Therefore,
we can use the superoperator Sef for determination of the evolution of the atom.
Since the states in the reservoir are very dense, one can replace the sum over α by an integral over Eα∑
α
. . . =
∫
dEαρ(Eα) . . .
where ρ(Eα) is the density of the states in the reservoir.
A. The spectrum
The density matrix of the field is ρˆ1(τ) = Tr0 {ρˆ(τ)} = Tr0 {S(τ)ρˆ(0)}. The diagonal elements of the field’s
density matrix give the spectrum. If the initial state of the atom is |i〉 then the distribution of the field’s energy is
W (Eα) = ρ1(τ)αα =
∑
f S(τ)
i0,i0
fα,fα . From Eqs. (A1), (A2) and (A3) we obtain
W (Eα) =
∑
f
2pi
h¯2
|Vfα,i0|
2
τP
(
Eα
h¯
)
if
(60)
where P (ω)if is given by the equation (34). From Eq. (60) we see that P (ω) is the measurement-modified shape of
the spectral line.
The integral in Eq. (34) is small when the exponent oscillates more rapidly than the function F . This condition is
fulfilled when E
h¯
− ωif >∼
λωif
C
. Consequently, the width of the spectral line is
∆Eif = Λh¯ωif . (61)
The width of the spectral line is proportional to the strength of the measurement (this equation is obtained using
the assumption that the strength of the interaction with the measuring device λ is large and, therefore, the natural
width of the spectral line can be neglected). The broadening of the spectrum of the measured system is also reported
in Ref. [12] for the case of an electron tunneling out of a quantum dot.
B. The decay rate
The probability of the jump from the state i to the state f is W (i→ f ; τ) = Sef (τ)
ii
ff . From Eqs. (59) it follows
W (i→ f ; τ) =
∑
α
W (i0,→ fα, τ) (62)
Using Eq. (33) we obtain the equality
W (i→ f ; τ) =
2piτ
h¯2
∫ +∞
−∞
dωG (ω)fi P (ω)if . (63)
where
G(ω)fi =
∫
dEαρ(Eα)G(ω)fα,i0 (64)
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The expression for G(ω) according to Eq. (36) is
G(ω)fi = h¯ρ(h¯ω) |VfEα=h¯ω,i0|
2
. (65)
The quantity G (ω) is the reservoir coupling spectrum.
The measurement-modified decay rate is R (i→ f) = 1
τ
W (i→ f ; τ). From Eq. (63) we have
R(i→ f) =
2pi
h¯2
∫ ∞
−∞
dωG(ω)fiP (ω)if . (66)
The equation (66) represents a universal result: the decay rate of the frequently measured decaying system is deter-
mined by the overlap of the reservoir coupling spectrum and the measurement-modified level width. This equation
was derived by Kofman and Kurizki [14], assuming the ideal instantaneous projections. We show that Eq. (66) is
valid for the more realistic model of the measurement, as well. An equation, similar to Eq. (66) has been obtained in
Ref. [27], considering a destruction of the final decay state.
Depending on the reservoir spectrum G(ω) and the strength of the measurement the inhibition or acceleration of
the decay can be obtained. If the interaction with the measuring device is weak and, consequently, the width of the
spectral line is much smaller than the width of the reservoir spectrum, the decay rate equals the decay rate of the
unmeasured system, given by the Fermi’s Golden Rule (57). In the intermediate region, when the width of the spectral
line is rather small compared with the distance between ωif and the nearest maximum in the reservoir spectrum, the
decay rate grows with increase of Λ. This results in the anti-Zeno effect.
If the width of the spectral line is much greater compared both with the width of the reservoir spectrum and the
distance between ωif and the centrum of the reservoir spectrum, the decay rate decreases when Λ increases. This
results in the quantum Zeno effect. In such a case we can use the approximation
G (ω)fi ≈ h¯Bfiδ (ω − ωR) . (67)
where Bfi is defined by the equality Bfi =
1
h¯
∫
G (ω)fi dω and ωR is the centrum of G(ω). Then from Eq. (66) we
obtain the decay rate R (i→ f) ≈ 2pi
h¯
BfiP (ωif )if . From Eq. (34), using the condition Λτ |ωif | ≫ 1 and the equality∫∞
−∞ F (ν) dν = 2C we obtain
P (ωif )if =
1
piΛωif
. (68)
Therefore, the decay rate is equal to
R (i→ f) ≈
2Bfi
Λh¯ωif
. (69)
The obtained decay rate is insensitive to the spectral shape of the reservoir and is inverse proportional to the mea-
surement strength Λ.
VII. SUMMARY
In this work we investigate the quantum Zeno effect using the definite model of the measurement. We take into
account the finite duration and the finite accuracy of the measurement. The general equation for the probability of
the jump during the measurement is derived (33). The behavior of the system under the repeated measurements
depends on the strength of measurement and on the properties of the system.
When the the strength of the interaction with the measuring device is sufficiently large, the frequent measurements
of the system with discrete spectrum slow down the evolution. However, the evolution cannot be fully stopped. Under
the repeated measurements the occupation of the energy levels changes exponentially with time, approaching the limit
of the equal occupation of the levels. The jump probability is inversely proportional to the strength of the interaction
with the measuring device.
In the case of a continuous spectrum the measurements can cause inhibition or acceleration of the evolution. Our
model of the continuous measurement gives the same result as the approach based on the projection postulate [14].
The decay rate is equal to the convolution of the reservoir coupling spectrum with the measurement-modified shape of
the spectral line. The width of the spectral line is proportional to the strength of the interaction with the measuring
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device. When this width is much greater than the width of the reservoir, the quantum Zeno effect takes place.
Under these conditions the decay rate is inversely proportional to the strength of the interaction with the measuring
device. In a number of decaying systems, however, the reservoir spectrum G(ω) grows with frequency almost up to
the relativistic cut-off and the strength of the interaction required for the appearance of the quantum Zeno effect is
so high that the initial system is significantly modified. When the spectral line is not very broad, the decay rate may
be increased by the measurements more often than it may be decreased and the quantum anti-Zeno effect can be
obtained.
APPENDIX: THE SUPEROPERATOR
We obtain the superoperator S in the second order approximation substituting the approximate expression for the
evolution operator (28) into Eq. (9). Thus we have
S(τ, t0) = S
(0)(τ) + S(1)(τ, t0) + S
(2)(τ, t0) (A1)
where S(0)(τ) is the superoperator of the unperturbed measurement given by Eq. (16), S(1)(τ, t0) is the first order
correction,
S(1)(τ, t0)
nα1,mα2
pα3,rα4
=
1
ih¯
δrmδ(α4, α2) exp(iωrα4,pα3τ)
∫ τ
0
dtV (t+ t0)pα3,nα1
× exp(iωpα3,nα1t)F (λ(ωrpτ + ωpnt))
−
1
ih¯
δpnδ(α3, α1) exp(iωrα4,pα3τ)
∫ τ
0
dtV (t+ t0)mα2,rα4
× exp(iωmα2,rα4t)F (λ(ωrpτ + ωmrt)), (A2)
and S(2)(τ, t0) is the second order correction,
S(2)(τ, t0)
nα1,mα2
pα3,rα4
=
1
h¯2
exp(iωrα4,pα3τ)
∫ τ
0
dt1
∫ τ
0
dt2V (t1 + t0)pα3,nα1V (t2 + t0)mα2,rα4
×F (λ(ωrpτ + ωpnt1 + ωmrt2)) exp(iωpα3,nα1t1 + iωmα2,rα4t2)
−
1
h¯2
δrmδ(α4, α2) exp(iωrα4,pα3τ)
∑
s,α∫ τ
0
dt1
∫ t1
0
dt2V (t1 + t0)pα3,sαV (t2 + t0)sα,nα1
×F (λ(ωrpτ + ωpst1 + ωsnt2)) exp(iωpα3,sαt1 + iωsα,nα1t2)
−
1
h¯2
δpnδ(α3, α1) exp(iωrα4,pα3τ)
∑
s,α∫ τ
0
dt1
∫ t1
0
dt2V (t2 + t0)mα2,sαV (t1 + t0)sα,rα4
×F (λ(ωrpτ + ωsrt1 + ωmst2)) exp(iωsα,rα4t1 + iωmα2,sαt2), (A3)
where
ωnα1,mα2 = ωnm +
E1(n, α1)− E1(m,α2)
h¯
. (A4)
[1] J. von Neumann, Mathematisch Grundlagen der Quanten-mechanik (Springer, Berlin, 1932). English translation: Mathe-
matical Foundations of Quantum Mechanics (Princeton University Press, Princeton, NJ, 1955).
12
[2] L. A. Khalfin, Zh. Eksp. Teor. Fiz. 33, 1371 (1958) [Sov. Phys. JETP 6, 1503 (1958)]; L. Fonda, G. C. Ghirardi, and
A. Rimini, Rep. Prog. Phys. 41, 587 (1978).
[3] S. R. Wilkinson, C. F. Bharucha, M. C. Fisher, K. W. Madison, P. R. Morrow, Q. Niu, B. Sundaram, and M. G. Raizen,
Nature 387, 575 (1997).
[4] B. Mishra and E. C. G. Sudarshan, J. Math. Phys. 18, 756 (1977).
[5] W. M. Itano, D. Heinzen, J. J. Bollinger, and D. J. Wineland, Phys. Rev. A 41, 2295 (1990).
[6] T. Petrosky, S. Tasaki, and I. Prigogine, Phys. Lett. A 151, 109 (1990); T. Petrosky, S. Tasaki, and I. Prigogine, Physica
A 170, 306 (1991).
[7] V. Frerichs and A. Schenzle, Phys. Rev. A 44, 1962 (1991).
[8] S. Pascazio and M. Namiki, Phys. Rev. A 50, 4582 (1994).
[9] A. G. Kofman and G. Kurizki, Phys. Rev. A 54, R3750 (1996).
[10] B. Kaulakys and V. Gontis, Phys. Rev. A 56, 1131 (1997); V Gontis and B. Kaulakys, Lith. J. Phys. 38, 118 (1998);
e-print quant-ph/9806015.
[11] S. Pascazio and P. Facchi, e-print quant-ph/9904076.
[12] B. Elattari and S. A. Gurvitz, e-print quant-ph/0001020.
[13] P. Facchi, H. Nakazato, and S. Pascazio, e-print quant-ph/0006094.
[14] A. G. Kofman and G. Kurizki, Nature 405, 546 (2000).
[15] M. Lewenstein and K. Rza¸zˇewski, Phys. Rev. A 61, 022105 (2000).
[16] H. Fearn and W. E. Lamb Jr, Phys. Rev. A 46, 1199 (1992).
[17] O. V. Prezhdo, Phys. Rev. Lett 85, 4413 (2000).
[18] E. Joos, Phys. Rev. D 29, 1626 (1984).
[19] C. M. Caves and G. J. Milburn, Phys. Rev. A, 36, 5548 (1987).
[20] G. J. Milburn, J. Opt. Soc. Am. B 5, 1317 (1988).
[21] M. J. Gagen, H. M. Wiseman, and G. J. Milburn, Phys. Rev. A 48, 132 (1993).
[22] J. Ruseckas, Phys. Rev. A (to be published).
[23] M. J. Gagen and G. J. Milburn, Phys. Rev. A 45, 5228 (1992).
[24] A. Peres and A. Ron, Phys. Rev. A 42, 5720 (1990).
[25] T. F. Jordan, E. C. G. Sudarshan, and P. Valanju, Phys. Rev. A 44, 3340 (1991).
[26] A. Venugoplan and R. Ghosh, Phys. Lett. A 204, 11 (1995).
[27] A. D. Panov, Phys. Lett. A 260, 441 (1999).
13
