Recently, energetic variational approach was employed to derive dynamics for non-isothermal electrokinetics by Liu et. al [15] . In particular, the Poisson-Nernst-Planck-Fourier (PNPF) system for the dynamics of N -ionic species in a solvent was derived. In this paper we first reformulate PNPF (4N + 6 unknown functions) into a system for the densities of N -species, temperature (N + 1 unknown functions), and define a new total electrical charge. Not all positive constant solutions of PNPF are stable equilibria, i.e. the fluctuation systems around constant solutions are not necessary dissipative. We characterize a set of admissible equilibria Seq, and prove it is nonempty. After then, we prove the long time stability of these admissible equilibria, thus the global well-posedness of PNPF near them.
Introduction
1.1. The Poisson-Nernst-Planck-Fourier system. The Poisson-Nernst-Planck (PNP) system is one of the most extensively studied models for the transport of charged particles in many physical and biological problems, such as free moving electrons in semiconductors [11, 18, 19] , fuel cell [20, 22] , ion particles in electrokinetic fluids [2, 8, 12, 16] , and ion channels in cell membranes [1, 3, 21] . The ionic transport can be modeled through PNP theory and its various modified versions [4, 5, 7, 14, 23, 24, 26] . Through the energetic variational approach. Liu et. al. derived the modified PNP equations with given free energy functional and the form of entropy production [6, 9, 25] . However, these models are all isothermal: the temperature is fixed as a constant. For this reason, in [15] , Liu et al. they proposed a general framework to derive the transport equations with heat flow through the Energetic Variational Approach. According to the first law of thermodynamics, the total energy is conserved and we can use the Least Action Principle to derive the conservative forces. From the second law of thermodynamics, the entropy increases and the dissipative forces can be computed through the Maximum Dissipation Principle. Combining these two laws, they then conclude with the force balance equations and a temperature equation. In particular, they derived the following PNP equations coupled with the dynamics of temperature equation, which is named Poisson-Nernst-Planck-Fourier (PNPF) system. for i = 1, 2, · · · , N , which describes the charge dynamics with N (N ≥ 2) ionic species. The index i = 0 stands for the solvent particles, which is incompressible with constant density ρ 0 > 0, and index 1, · · · , N represents the solute species. The time and space variables (t, x) ∈ R + × R 3 . Since there are many unknown functions and physical constants, for the convenience of readers, we list them in the following tabular form: ρ i (t, x) the local density distribution for i-th species for i = 1, · · · , N u i (t, x) the velocity field of the i-th species for i = 1, · · · , N u 0 (t, x) the velocity field of the solvent particles P 0 (t, x) the Lagrange multiplier corresponding to the incompressibility of the solvent φ(t, x) the mean electrical potential T (t, x) the temperature z i the valences of the i-th species for i = 1, 2, · · · , N e the elementary charge k B the Boltzmann constant ν i the viscosity between the i-th particles and the solvent for i = 1, · · · , N k the constant relating with the heat conductance ε the dielectric constant λ 0 the shear viscosity coefficient for the solvent ρ 0 the constant density of the solvent c 0 the constant related to the heat capacitance of the solvent c i the constant related to the heat capacitance of the i-th species for i = 1, · · · , N We further give some assumptions on the all coefficients throughout this paper. To cover the most general case, the valences z i can be assumed
for some integer 1 ≤ s ≤ N − 1. Moreover, the other coefficients are all naturally considered to be positive, say, e , k B , ν i , k , ε , λ 0 , ρ 0 , c 0 , c i > 0 , (1.3) where i = 1, 2, · · · , N .
We emphasize that (as pointed out in [15] ) we cannot simply assume u 0 is a constant, since the solvent energy and entropy are included. This is different from the original PNP equations where the velocity, energy and entropy of the solvent are not considered. The system (1.1) might not be solvable without the solvent viscosity λ 0 . Simply letting the temperature T constant will not cover the original PNP system. In this sense, the system PNPF is not just simply adding a temperature equation comparing to PNP system.
1.2.
Reformulation of the PNPF system. The system (1.1) looks complicated (with 4N + 6 unknown functions), we can transform it to a system associated with only N + 1 unknown functions ρ i (t, x) (i = 1, · · · , N ) and T (t, x). First, from the third Poisson equation in (1.1), we know
which means that
Let P be the usual Leray projection. Then the second and the last two equations of (1.1) imply that
and
Thus, we have
Then, the first N evolutions of ρ i in (1.1) read
for i = 1, · · · , N . Moreover, we can deduce from plugging the relations (1.5), (1.6) and (1.8) into the forth equation of (1.1) that
(1.10)
One notices that the equation (1.9) coupled the evolution (1.10) is a closed system associated with the unknown functions ρ i and T , which can be solved under the following initial conditions ρ i (0, x) = ρ in i (x) , i = 1, 2, · · · , N , T (0, x) = T in (x) .
(1.11) However, the system (1.9)-(1.10) still looks tedious. We can further simplify it. More precisely, Let m = N j=1 z j ρ j which is called the total electrical charge. Then the system (1.1) can be rewritten as
> 0 is the harmonic average of the viscosities ν 1 , ν 2 , · · · , ν N . Furthermore, if we consider the following perturbations
where δ i > 0 are arbitrarily fixed constants with the constraint N j=1 z j δ j = 0, then the functions (n 1 , · · · , n N , θ, m, φ, u 0 , P 0 ) subjects to the following equations 15) and the nonlinear terms R n i := R n i (n i , m, φ, u 0 ), R u 0 := R u 0 (n 1 , · · · , n N , θ, m, φ), R θ := R θ (n 1 , · · · , n N , θ, m, φ, u 0 ) and R m := R m (n 1 , · · · , n N , θ, m, φ, u 0 ) are defined as follows:
Here the term R ⋆ θ := R ⋆ θ (n 1 , · · · , n N , θ, m, φ, u 0 ) is of the form
(1.20)
The details of the derivations on the forms (1.12) and (1.14) can be referred to Lemma A.1.
Remark 1.1. The evolution of the total electrical charge m in (1.14) is not an independent equation, because of the relation m = N j=1 z j ρ j = N j=1 z j n j . However, it has the dissipative effect k B ν ∆m and the damping effect e 2 ε N i=1 z 2 i δ i ν i m, which will play an essential role in constructing the global small solution near the admissible equilibria.
Notations and main results.
To state our main results, we collect here the notations we will use throughout this paper. The symbol A B represents A ≤ CB for some harmless constant C > 0. We further denote by A ∼ B if there are two constants C 1 , C 2 > 0, independent of ε > 0, such that C 1 A ≤ B ≤ C 2 A. For convenience, we also denote by
|f (x)|. For p = 2, we use the notation · , · to represent the inner product on the Hilbert space L 2 .
For any multi-index α = (α 1 , α 2 , α 3 ) in N 3 , we denote the α-th partial derivative by
is not greater than that ofα's, we denote by α ≤α. The symbol α <α means α ≤α and |α| < |α|, where |α| = α 1 + α 2 + α 3 . We define the Sobolev space
Now we state our main theorem as follows:
Theorem 1.1. Let s ≥ 3, N ≥ 2 be any fixed integers, and (δ 1 , · · · , δ N ) belong to S eq , which is the admissible equilibria family given in Definition 2.1, and let the coefficients satisfy (1.2) and (1.3). If there is a small constant ξ 0 > 0, depending only on s, N , δ 1 , · · · , δ N and the all coefficients, such that
21)
then the Cauchy problem (1.1)-(1.11) admits a unique global solution (ρ 1 , · · · , ρ N , T ),
which satisfy the energy bound
for some constant C 0 > 0, depending only on s, N , δ 1 , · · · , δ N and the all coefficients. Furthermore, the functions (φ, u 0 , u 1 , · · · , u N , P 0 ), determined by (ρ 1 , · · · , ρ N , T ) through
Remark 1.2. The first condition N i=1 z i δ i = 0 in the admissible equilibria family S eq means that the stabilities verified in Theorem 1.1 is around the constant equilibrium state with zeroed total electrical charge.
Key ideas and sketch of the proofs.
The key observation of this paper is that although all positive constants states are solutions of the system (1.1), for the fixed coefficients with the assumptions (1.2) and (1.3), not all the constant states around which the system of the fluctuations are dissipative. So, we need to find some suitable equilibrium states (δ 1 , · · · , δ N , 1) associated with (ρ 1 , · · · , ρ N , T ), so that the basic energy of the whole system near the equilibrium state is dissipative. Here δ 1 , · · · , δ N > 0 are to be determined.
First, from the physical point of view, the total electrical charge m = N i=1 z i ρ i is a very important physical quantity in the PNPF system, whose evolution is governed by the last equation of (1.14), namely,
which has the dissipative effect − k B ν ∆m and the damping effect e 2 ε N i=1
These two structures play an essential role in deriving the global energy bounds.
Second, in order to see the intrinsic structure of the PNPF system (1.1), we linearize the equations (1.1) near the constant equilibrium state (δ 1 , · · · , δ N , 1), which reduces to the linearized system (2.1). We rewrite this linear system as an abstract form
Here the function φ is determined by −∆φ = e ε m. Although the linear system (1.23) has dissipation mechanism D δ (U ), whose coefficients depend on the equilibrium state (δ 1 , · · · , δ N ), the linear term L δ (U ) may have a negative impact on the dissipation mechanism of the entire system near the general equilibrium state. We thereby introduce an admissible equilibria family S eq , which contains all possible equilibrium states such that the linear system (1.23) is dissipative and thus the nonlinear system (1.1) is also dissipative. Moreover, we can prove the set S eq is nonempty in Proposition 2.1. This is the main novelty of current paper.
At the end, based on the linearized dissipative law in Section (2), we employ the energy method to derive the a priori energy estimates given in Proposition 3.1. We emphasize that the standard elliptic to deal with the third and the last second Laplacian equations in (1.1) to estimate the φ and u 0 . Then, by the continuity arguments, we construct the unique global smooth solution near the admissible equilibrium states.
1.5. Organization of this paper. In the next section, we study the dissipative structures of the linearized equations (2.1) of (1.1). In order to ensure the dissipation of the whole system, we define the admissible equilibria family S eq , which is nonempty proved in Proposition 2.1. In Section 3, we derive the global a priori estimates and prove the global well-posedness near the admissible equilibrium states by employing the continuity arguments. Finally, in Appendix A, we give the details on deriving the reformulation (1.12) of the original PNPF system (1.1) and the perturbed equations (1.14).
Linearized dissipative laws and the admissible equilibria
In this section, we aim at studying the dissipative structures of the linearized equations of the system (1.14) near some proper constant equilibria (δ 1 , δ 2 , · · · , δ N ) associated with the local density distributions ρ i (i = 1, 2, · · · , N ). More precisely, the linearized system of (1.14) reads
in which the positive constants δ 1 , δ 2 , · · · , δ N with the constraint N j=1 δ j z j = 0 is to be determined, and the constants a, b are defined in (1.15) . One easily observes that if
We note that the incompressible solvent velocity u 0 does not affect the linear part of the evolutions. In the following, we will find some admissible equilibria δ 1 , δ 2 , · · · , δ N such that the linearized system (2.1) is dissipative.
From the standard elliptic theory, there is a constant k 0 > 0 such that
We take L 2 -inner product in the n i -equation of (2.1) by dot with n i . We then have
for some positive constants η i , η ′ i > 0 (i = 1, 2, · · · , N ) to be determined, where the last inequality is derived from the Hölder inequality and the Young's inequality. We thereby obtain
for i = 1, 2, · · · , N . From the same arguments of the inequality (2.3), we can deduce that
where the positive constants η θ , η ′ θ , η m and η ′ m are to be determined. We now add the χ φ times of (2.2), χ i times of (2.3) and χ m times of (2.5) into the inequality (2.4), where the constants χ φ , χ i , χ m > 0 (i = 1, 2, · · · , N ) are also to be determined. We therefore obtain
Then the basic energy law (2.6) is dissipative if and only if there are some positive constants
, which may depend on the choices of δ i (i = 1, 2, · · · , N ), such that (H1):
(
:
We now introduce a set S eq of the elements (δ 1 , δ 2 , · · · , δ N ), which contains all possible equilibria δ 1 , δ 2 , · · · , δ N associated with the local density distributions ρ 1 , ρ 2 , · · · , ρ N , respectively, such that the linearized system (2.1) is dissipative.
Definition 2.1 (Admissible equilibria family S eq ). We call a set S eq as an admissible equilibria family, whose elements are the form (δ 1 , δ 2 , · · · , δ N ), if (1) δ i > 0 for i = 1, 2, · · · , N and N i=1 z i δ i = 0; (2) There are some positive constants
which may depend on the choices of δ i (i = 1, 2, · · · , N ), such that the hypotheses (H1)-(H5) hold.
We remark that the admissible equilibria family S eq depends only on the all coefficients and the species number N ≥ 2.
Next, for the admissible equilibria family S eq defined in Definition 2.1, we introduce the following proposition to prove the set S eq is nonempty. Once the following proposition holds, the basic energy law (2.6) is dissipative with any fixed equilibrium belonging to S eq associated with the local density distributions ρ 1 , ρ 2 , · · · , ρ N .
Then the hypothesis (H2) holds and the hypotheses (H1), (H3)-(H5) transform to
respectively.
Step 1. N ≥ 3.
We first restrict the (δ 1 , δ 2 , · · · , δ N ) ∈ R N into the subset
subspace of R N restricted the each component to be positive. Under this restriction, the first inequality of (2.8) reads
where we have used the relations (1.15) . In order to ensure the above inequality holding, we can require
9) Moreover, under the restriction M, the second and the third inequalities of (2.8) give us
Furthermore, the last inequality in (2.8) reads
Thus, if we can find some (δ 1 , δ 2 , · · · , δ N ) ∈ M and construct some positive constants χ i (i = 1, 2, · · · , N ), χ φ and χ m such that the inequalities (2.9), (2.10) and (2.11) hold, then we can say that the set S eq is nonempty for the case N ≥ 3. Let
Noticing that f (0, 0, · · · , 0) = f i (0, 0, · · · , 0) = 0, f (δ 1 , δ 2 , · · · , δ N ) and f i (δ 1 , δ 2 , · · · , δ N ) are both continuous on R N , we know that there is a constant r 0 > 0 such that for all (δ 1 , δ 2 , · · · , δ N ) ∈ B r 0 ∩ M,
From the second inequality of (2.12), we deduce that
for all (δ 1 , δ 2 , · · · , δ N ) ∈ B r 0 ∩ M and i = 1, 2, · · · , N . From the first bound of (2.12) and the inequality (2.13), we have 14) which implies that
for all (δ 1 , δ 2 , · · · , δ N ) ∈ B r 0 ∩ M and i = 1, 2, · · · , N . We then choose
Thus the bound (2.9) holds and bχ i > 2N k 3 B . We next choose the constant χ m > 0. First, if there are i = j such that ν i = ν j , the inequality (2.11) can be rewritten as
for all i = 1, 2, · · · , N and (δ 1 , δ 2 , · · · , δ N ) ∈ B r 0 ∩ M. Then the inequality (2.10) reduces to
for all i = 1, 2, · · · , N and (δ 1 , δ 2 , · · · , δ N ) ∈ B r 0 ∩ M. One easily derives from the bound (2.15) and the relations (1.15) that
for all (δ 1 , δ 2 , · · · , δ N ) ∈ B r 0 ∩ M. Then we have
for all (δ 1 , δ 2 , · · · , δ N ) ∈ B r 0 ∩ M and i = 1, 2, · · · , N . Furthermore, from the choice (2.16) of
It is easy to know that there is a small r 1 ∈ (0, r 0 ) such that for all (δ 1 , δ 2 , · · · , δ N ) ∈ B r 1 ∩ M and i = 1, 2, · · · , N ,
We deduce from the relations (2.22), (2.23) and (2.24 
for all (δ 1 , δ 2 , · · · , δ N ) ∈ B r 1 ∩ M and i = 1, 2, · · · , N . We thus can choose
such that the inequality (2.11) holds and
for all (δ 1 , δ 2 , · · · , δ N ) ∈ B r 1 ∩ M. We thus choose arbitrarily
j δ j ν j , namely, the inequality (2.10) holds. Finally, if ν 1 = ν 2 = · · · = ν N > 0, the last inequality of (2.8) reads
Then the χ i chosen in (2.16) satisfies the bound (2.28). Notice that there is a small constant r 2 > 0 such that for all (δ 1 , δ 2 , · · · , δ N )
j δ j ν j , namely, the inequality (2.10) holds. Consequently, S eq = ∅ for N ≥ 3.
Step 2. N = 2.
If ν 1 = ν 2 > 0, the arguments are highly similar to Step 1. We only consider the case
The assumption (1.2) tells us − z 1 z 2 > 0. Since z 1 δ 1 + z 2 δ 2 = 0, we infer that b = k + ( 1 ν 1 − z 1 z 2 ν 2 )k 2 B δ 1 and the inequalities (2.8) can be rewritten as
We take
(2.33)
One easily verifies that
for all δ 1 ∈ (0, 1) and i = 1, 2. Thus the inequality (2.32) holds for all δ 1 ∈ (0, 1). It is easy to infer that there is small number ℓ 0 ∈ (0, 1) such that for all δ 1 ∈ (0, ℓ 0 ),
35)
which means that the inequalities (2.30) and (2.31) hold for all δ 1 ∈ (0, ℓ 0 ) ⊆ (0, 1) after taking
Consequently, S eq = ∅ for N = 2. The proof of Proposition 2.1 is finished.
Global well-posedness with small initial data
In this section, we will prove the global well-posedness of the (ρ 1 , ρ 2 , · · · , ρ N , T )-system (1.1)-(1.11) near the equilibrium (δ 1 , δ 2 , · · · , δ N , 1), where (δ 1 , δ 2 , · · · , δ N ) belongs to the admissible equilibria family S eq given in Definition 2.1. In this sense, we focus on the perturbed system (1.14) with initial data n i (0, x) = n in i (x) , i = 1, 2, · · · , N , θ(0, x) = θ in (x) ,
where n in i (x) = ρ in i (x) − δ i , i = 1, 2, · · · , N , and θ in (x) = T in (x) − 1. We employ the mollifier method to construct the approximate solutions:
with initial data
It is natural to know that m κ (0, x) = N j=1 z j J κ n in j (x). The mollifier operator J κ is defined as
where F is the standard Fourier transform over the whole space R 3 and F −1 is its inverse transform. Moreover, the mollifier operator J κ has the property J 2 κ = J κ . In the arguments proving the convergence (κ → 0) of the approximate solutions (3.2)-(3.3), it is essential to obtain uniform (in κ > 0) energy estimates of (3.2)-(3.3), whose derivations are the same as the derivations of the a priori estimates for the perturbed system (1.14) with the initial data (3.1). The convergence arguments are a standard process. For simplicity, we will only establish a priori estimates for the smooth solutions of (1.14)-(3.1). Therefore, let us assume in the rest of this section that (n 1 , · · · , n N , θ, m) is a local smooth solution to (1.14)-(3.1) on some time interval.
We first introduce the following energy functional E s (t) 4) and the energy dissipation rate functional D s (t)
where the constants d i , d θ , d m ,d m , d φ are given as
Proposition 3.1 (A priori estimates). Let s ≥ 3 be an integer. Assume that the function (n 1 , · · · , n N , θ, m, φ, u 0 ) is a sufficiently smooth solution on the interval [0, T ] to the perturbed system (1.14) with initial data (3.1). Then there is a constant C 0 > 0, depending only on s, N and the all coefficients, such that
with the vectors c = (c 1 , · · · , c N ) and n = (n 1 , · · · , n N ) belonging to R N .
Before proving this proposition, we introduce a useful lemma.
Lemma 3.1 (Lemma 3.2 of [13] ). Let f : R N → R be a smooth function and n = (n 1 , · · · , n N ) : R 3 → R N be a vector-valued function belonging to H |α| for any multi-index α = 0. Then,
Moreover, if |α| ≤ s (s ≥ 2) is further assumed, we deduce from the Sobolev theory that
Proof of Proposition 3.1. For any multi-index α ∈ N 3 with |α| ≤ s (s ≥ 3), we act the derivative operator ∂ α on the evolutions of (n i , θ, m) (i = 1, · · · , N ) in (1.14) and employ the similar arguments in deriving the basic energy law (2.6). We thereby have
where the symbols R n i , R m and R θ are defined in (1.16), (1.18) and (1.19) , respectively. Next we will apply the derivative operator ∂ α (|α| ≤ s) and the Leray projection P on the third u 0 -equation of (1.14) . The incompressibility ∇ · u 0 = 0 tells us ∆∂ α u 0 = 1 λ 0 P∂ α R u 0 , which implies that by utilizing the standard elliptic theory,
Here the constant k 0 > 0 is given in (2.2) and the term R u 0 is defined in (1.17). We then add the inequalities (3.12) and (3.13) together and sum up for all |α| ≤ s. Recalling the definitions of E s (t) and D s (t) in (3.4) and (3.5), respectively, we thereby obtain
14)
It remains to control the four quantities in the right-hand side of (3.14) in terms of the energy E s (t) and the dissipative rate D s (t). We emphasize that the following embedding inequalities will be frequently used:
Step 1. Control of the quantity N i=1 χ i |α|≤s ∂ α R n i , ∂ α n i . Recalling the definition of R n i in (1.16), we have
(3.16)
Based on the incompressibility ∇ · u 0 = 0, we derive that
where we have used the Hölder inequality and the first inequality of (3.15). For the term I 2 , we can infer that
where the second inequality is derived from the second inequality of (3.15). Next, from the first inequality of (3.15), we deduce that
. Consequently, from plugging the bounds (3.17), (3.18) and (3.19) into the equality (3.16), we infer that
(3.20)
Step 2. Control of the quantity |α|≤s χ m ∂ α R m , ∂ α m .
From the definition of the term R m in the (1.18), we have
(3.21)
By employing the same arguments in deriving the bound (3.17), we yield that
Moreover, it is deduced from the same derivations of the inequality (3.18) that
For the term II 3 , we deduce from the first and the third inequalities of (3.15) that 
Step 3. Control of the quantity k 2
From the definition of the term R u 0 in (1.17), we straightforwardly compute that Now we control the quantity III 2 . One observes that
30)
where we have utilized the Hölder inequality and the calculus inequality (3.28). It is easy to be derived from the similar arguments of the bound (3.30) that 
Step 4. Control of the quantity |α|≤s ∂ α R θ , ∂ α θ .
Recalling the definition of the term R θ in (1.19) , we compute that
where R ⋆ θ and f (n) are defined in (1.20) and (3.9), respectively. We first decompose the term IV 1 into three parts:
.
(3.34)
It is implied by the Hölder inequality and the second inequality of (3.15) that
(3.35)
From the Hölder inequality, the inequalities in (3.15 ) and the bound (3.11) in Lemma 3.1, we infer that
36)
where K(n) is given in (3.7) . We now apply the Hölder inequality, the last inequality in (3.15) , the calculus inequality in (3.28) and the inequality (3.11) in Lemma 3.1 to dominate the quantity IV 13 . More precisely, we have
(3.37)
Collecting the all relations (3.34), (3.35), (3.36) and (3.37), we immediately obtain
38)
where the K(n) is defined in (3.7). Secondly, we devote ourselves to control the term IV 2 . We split it into three parts:
It is derived from the inequality (3.11) in Lemma 3.1 and the first inequality in (3.15) that
40)
where the integer s ≥ 3 is required and K(n) is given in (3.7) . For the quantity IV 22 , we deduce from the Hölder inequality, the first inequality in (3.15) , the calculus inequality (3.28) and the inequality (3.11) in Lemma 3.1 that
Based on the Hölder inequality, the last inequality in (3.15 ) and the inequality (3.11) in Lemma 3.1, the quantity IV 23 can be bounded by
Therefore, plugging the bounds (3.40), (3.41) and (3.42) into the equality (3.39) reduces to
Moreover, from the similar arguments in estimating the bound (3.43), we can deduce that
Furthermore, by employing the same arguments in (3.17), we have
Finally, we dominate the quantity IV 5 = a |α|≤s ∂ α (f (n)R ⋆ θ ), ∂ α θ , where the term R ⋆ θ is given in (1.20) and f (n) is mentioned as in (3.9). The term IV 5 can be specifically expressed as
Then, we substitute the inequalities (3.47), (3.48), (3.49), (3.50), (3.51), (3.52), (3.53), (3.54) and (3.55) into the equality (3.46), so that we obtain Proof of Theorem 1.1. Based on the a priori estimate (3.6) in Proposition 3.1, we now prove the main result of current paper by employing the continuity arguments.
We first deal with the quantities K(n) and G(n) defined in (3.7) and (3.8), respectively. One easily observes that there is a constant β > 0 such that
where f (n) is given in (3.9) . From the first Sobolev inequality in (3.15), we deduce that
where a > 0 is given in (1.15), C ∞ > 0 is mentioned as in (3.15) and
Similarly in (3.59), one immediately has
where
It is easy to know that E s (0) ≤ max{χ 1 , · · · , χ N , z 2 1 , · · · , z 2 N , a}E in := γ 0 E in .
We now take ξ 1 = 1 16 min a 2 Finally, based on the global energy bound (1.22), the u i -equation in (1.1) implies that u i = u 0 − k B ν i ∇θ + k B ν i (δ i +n i ) ∇n i (1 + θ) − ez i ν i ∇φ belongs to L ∞ (R + ; H s−1 ) ∩ L 2 loc (R + ; H s ). Consequently, the proof of Theorem 1.1 is finished.
Appendix A. Detailed derivations of the reformulations (1.12) and (1.14)
In this section, we will give the details on deriving the reformulation (1.12) of the original PNPF system (1.1) and the perturbed equations (1.14) . More precisely, we introduce the following lemma.
Lemma A.1. Let m = N j=1 z j ρ j be the total electric charge. Then the system (1.1) can be rewritten as the form (1.12) . Furthermore, if we consider the following perturbations (1.13), then the functions (n 1 , · · · , n N , θ, m, φ, u 0 , P 0 ) subjects to the equations (1.14).
Proof. We first derive the form (1.12) from the original system (1.1). It is easy to derive from the third equation of (1.1) and the definition of m = N j=1 z j ρ j that −∆φ = e ε m . (A.1)
From plugging the second equation into the last second equation of (1.1), we deduce that
Moreover, we derive from substituting the second equation into the first equation of (1.1) that
for i = 1, · · · , N . We next derive the evolution of the total electric charge m. From the definition of m and the first equation of (1.1), we deduce that ∂ t m = N j=1 z j ∂ t ρ j = − N j=1 ∇ · (z j ρ j u j ) .
(A.4)
From the second equation of (1.1) and m = N j=1 z j ρ j , we deduce that
1 ν j > 0 is the harmonic average of the viscosities ν 1 , ν 2 , · · · , ν N . We thereby
and ∂ t ρ i + u 0 · ∇ρ 0 − k B ν i ∆(ρ i T ) − e∇ · ( z i ν i ρ i ∇φ) = 0 (A.8) for i = 1, · · · , N , where ∇ · u 0 = 0 is utilized.
It remains to compute the evolution of the temperature T . The second equation of (1.1) firstly tells
Moreover, the relation (A.5) implies that
Consequently, the forth equation of (1.1) reads
(A.12)
Then we obtain the formulate (1.12) of the PNPF system. Finally, from plugging the perturbations (1.13), i.e., ρ i = δ i + n i , T = 1 + θ, into the equations (1.12), we easily deduce the perturbed system (1.14) , and then the proof of Lemma A.1 is completed.
