Chromosomes form 3D structures that are critical to the regulation of cellular and genetic processes.
INTRODUCTION
Spatial organization of the genome and higher-order chromosome structures can be studied by a series of chromosome conformation capture (3C)-based approaches (Dekker et al., 2013) . Eukaryotic chromosomes are organized in three dimensions inside the nucleus (Dixon et al., 2012; Gibcus and Dekker, 2013; Jin et al., 2013; Lieberman-Aiden et al., 2009; Sexton et al., 2012) . Folding of chromosomes leads different regions of chromatin to interact with each other, which often bears important functional significance such as maintaining genome integrity, compartmentalizing silent chromatin, regulating gene expression, regulating DNA replication, and forming highly interactive local domains (Dixon et al., 2012; Jin et al., 2013; Sexton et al., 2012; Zhang et al., 2012) . Chromatin-interaction studies have uncovered looping interactions in genes, such as those between enhancers and CTCF-binding sites with their target promoters, as well as interactions among centromeres, telomeres, early origins of replication, and chromosomal breakpoints (Crevillé n et al., 2013; Dekker et al., 2013; Dixon et al., 2012; Duan et al., 2010; Jin et al., 2013; Li et al., 2012; Sanyal et al., 2012; Shen et al., 2012) . Highly expressed and transcriptionally related genes have also been shown to interact with each other (Dekker et al., 2013; Gibcus and Dekker, 2013; Osborne et al., 2004; Tanizawa et al., 2010) . Interestingly, mammalian chromosomes often have subchromosomal compartments preferentially enriched for either gene-rich transcriptionally active or gene-poor transcriptionally silent chromatin regions (Gibcus and Dekker, 2013; Lieberman-Aiden et al., 2009) .
Transcriptionally active and silent chromatin regions are distinguished by distinct epigenetic marks such as DNA methylation and particular histone modifications (Feng and Jacobsen, 2011) . For example, in Arabidopsis, silent heterochromatin is marked by histone H3 lysine 9 dimethylation (H3K9me2) and H3K27 mono-methylation (H3K27me1) (Bernatavichute et al., 2008; Jacob et al., 2009) , whereas H3K4 trimethylation (H3K4me3) marks actively transcribed regions and is absent from heterochromatin (Zhang et al., 2009) . Constitutively highly expressed protein-coding genes are also modified by DNA methylation occurring in the CG dinucleotide context within the transcribed region (gene body methylation) (Feng et al., 2010; Zemach et al., 2010) . On the other hand, H3K27me3 (mediated by Polycomb pathway) marks silent genes and genes with tissue-specific expression patterns and is highly anticorrelated with gene body methylation (Zhang et al., 2007) . DNA methylation in non-CG sequence contexts (CHG and CHH, where H = A, C, or T) is often found on repetitive DNA, such as transposable elements (''TEs'') that form heterochromatin (Feng and Jacobsen, 2011) . These observations raise the possibility that epigenetic marks might influence the architecture and interaction patterns of the chromosomes. This idea is consistent with a recent study that employed a circular chromosome conformation capture (4C) technique in Arabidopsis and found that interacting regions tend to have similar epigenetic landscapes (Grob et al., 2013).
Chromosomes from mammals, Drosophila, and bacteria form large local interactive domains, termed ''topological,'' ''physical,'' and ''chromosome-interaction'' domains, respectively (Dixon et al., 2012; Le et al., 2013; Sexton et al., 2012) . Although the sizes of these domains vary in different organisms, it is common in eukaryotes (mammals and Drosophila) that these domains correlate extensively with active or repressive epigenetic modifications (Dixon et al., 2012; Sexton et al., 2012) . Furthermore, the boundaries of topological and physical domains are often marked by the insulator binding protein CTCF, as well as other factors such as actively transcribed genes or certain types of TEs (Dixon et al., 2012; Sexton et al., 2012) . So far, it remains unclear whether chromosomes of the model plant Arabidopsis also contain well-defined regular domain structures or whether they have unique folding and interaction patterns.
In this study, we adapted genome-wide Hi-C (LiebermanAiden et al., 2009) to study chromatin interactions in Arabidopsis. Our data sets in wild-type (WT) and various epigenetic mutants provide a framework for the further understanding of the nuclear organization of plant genomes and the relationship between epigenetic marks and chromosome architectures.
RESULTS AND DISCUSSION

High-Resolution Maps of Chromatin Interaction in Arabidopsis
We previously developed a Hi-C protocol suitable for analysis of the genome of Arabidopsis thaliana (L.) Heynh (Moissiard et al., 2012) . Using this protocol, we generated Hi-C libraries for WT Arabidopsis, as well as from a suite of mutants defective in gene silencing, DNA methylation, or specific histone modifications. We obtained 41-66 million usable paired-end reads from each library, which given the relatively small size of the Arabidopsis genome (125 million bases) (Arabidopsis Genome Initiative, 2000) and the dynamic smoothing process we applied, permits analysis of interaction at high resolution. Sequencing data were first processed using previously described analysis filters and pipelines (Lieberman-Aiden et al., 2009; Moissiard et al., 2012) with modifications and then plotted in 2D matrices to present interaction tendency between any two locations in the Arabidopsis genome ( Figure 1A ; File S1 available online) (see Supplemental Experimental Procedures). We also generated one-dimensional plots depicting the general relationship between interaction tendency and genomic distance ( Figure S1A ).
General Patterns of Chromatin Interaction Exhibited by the Arabidopsis Genome
A prominent feature of the WT Arabidopsis genome is that it is generally not segmented into large local adjacent interactive domains as has been previously described in several other organisms ( Figure 1A ) (Dixon et al., 2012; Le et al., 2013; Sexton et al., 2012) , although a small number of interactive domains do exist (see later sections). To ensure that this difference was not due to differences in our analysis methods, we applied our pipeline to a previously published mouse Hi-C data set (Dixon et al., 2012) and readily observed topological domains that have been described ( Figure S1B ). The boundaries of topological domains are highly correlated with the binding of insulator protein CTCF (Dixon et al., 2012; Sexton et al., 2012) , suggesting that CTCF may play a central role in defining the borders of topological domains. The lack of CTCF in plants (Heger et al., 2012) may help explain the lack of regular large topological domains and suggests that nuclear architecture of plants is significantly different from that of animals.
The strongest interactions we observed were exhibited by the blocks of pericentromeric heterochromatin, both among sequences within the same pericentromere and between sequences of different pericentromeres ( Figure 1A ) (Moissiard et al., 2012) . This is consistent with previous studies showing that Arabidopsis has well-defined chromocenters formed by pericentromeric heterochromatin, these being visible by light microscopy, and that homologous pericentromeric regions frequently associate with each other in DNA fluorescence in situ hybridization (FISH) assays (Fransz et al., 2002; Schubert et al., 2012) . We detect interaction between all pairs of heterologous pericentromeres ( Figure 1A ). Also, consistent with a previous 4C study in Arabidopsis (Grob et al., 2013) , the interaction of pericentromeres includes the heterochromatic knob on the short arm of chromosome 4, which is close to the pericentromere ( Figure 1A ) (Arabidopsis Genome Initiative, 2000) . The knob is composed of heterochromatin regions that were originally derived from the pericentromere, and therefore, the interaction of the knob with pericentromeres is analogous to the interactions between the pericentromeres. The region between the knob and the pericentromere is not included in these strong interactions, indicating the presence of a euchromatic loop ( Figure 1A ), consistent with earlier FISH studies (Fransz et al., 2002) . Moreover, pericentromeres have very little interaction with regions outside of the pericentromeres or the knob, except for the nucleolar-organizing regions (''NORs''; see below) ( Figure 1A ) (Moissiard et al., 2012) .
We also detected strong interactions among telomeres (Figure 1A) (Moissiard et al., 2012) , supported by previous DNA FISH assays (Schubert et al., 2012) , and consistent with the ''telomere bouquet model'' in which telomeres cluster around the nucleolus (Harper et al., 2004; Scherthan, 2007) . Figures 1A and S1A show that telomere interactions take place among all telomeres of all chromosomes, suggesting that all telomeres cluster together randomly. The telomeres on the short arms of chromosomes 2 and 4 take part in these interactions but interact more weakly than the other telomeres ( Figure 1A ). The short arms of chromosomes 2 and 4 contain the 45S rDNA containing NORs, which are very close to the telomeres (Arabidopsis Genome Initiative, 2000; Fransz et al., 2002) . By DNA FISH, the two NORs not only interact with each other but also colocalize with the chromocenters of chromosomes 2 and 4 (Fransz et al., 2002) , as seen with Hi-C ( Figures 1A and 1B) . The strong association of the NORs and chromocenters likely prevents the adjacent telomeres from strongly interacting with other telomeres. Although not seen in Figure 1A (due to genomic distance-related data modeling; see Supplemental Experimental Procedures), the strong interaction between the two telomeres of each single chromosome is clearly evident both from the general relationship between interactivity and genomic distance ( Figure S1A ) and 2D plots in which the average distance-related interactivity has not been removed ( Figure S1C ). The interactive domains at the ends of chromosomes extend much further than Figure 1A ), in line with previous findings showing that distal regions of chromosome arms interact more frequently than regions close to the centromeres (Grob et al., 2013; Schubert et al., 2012) .
A previous DNA FISH-based model of Arabidopsis nuclear architecture hypothesized that regions of the euchromatic arms associate with pericentromeric heterochromatin, with euchromatic loops emanating from the chromocenters (Fransz et al., 2002) . Our data support this model by revealing that there are regions in the euchromatic arms that frequently interact with the peripheral areas of pericentromeric heterochromatin, both intraand interchromosomally ( Figures 1A and 1C) . However, we found that the euchromatic regions that participate in these interactions are those in the roughly one-half of the chromosome arm that is closest to the pericentromere ( Figures 1A and 1C) . We also found that for a given chromosome, euchromatic-pericentromeric interactions are higher between sequences on a given euchromatic arm with the half of the pericentromere that it is adjacent to (Figure 1C, chromosome 1) . This preference might contribute to the observation of a generally higher level of interaction between the chromatin regions on one side of a centromere with other chromatin on that same side, as opposed to interaction with chromatin regions on the opposite sides of the centromere (Figure S1C ), which is supported by FISH studies showing that the two euchromatic arms of the same chromosome tend not to intermingle (Berr and Schubert, 2007) . Interestingly, these same regions tend to interact with the areas adjacent to the pericentromeres on all of the other chromosomes as well, and in this case, they interact with chromatin regions on both sides of the centromere ( Figure 1C , chromosomes 2-5). This could be explained by the observation that all of the pericentromeric regions interact strongly ( Figure 1A ), which would bring these euchromatic sequences in closer proximity to each other.
In sharp contrast to the interactions of the proximal half of the euchromatic arms, the distal half of the arms preferentially interacts with the distal half of the other chromosome arms ( Figures  1A, 1D , and S1C), and sharp boundaries between these two halves of the arms are frequently apparent (e.g., arms of chromosome 1 with those of chromosome 3 in Figure 1A ). These distal interactions mirror, and may be in part driven by, the telomere interactions described above.
The Arabidopsis genome thus shows a unique nuclear organization that is different from that of animal genomes previously studied. Arabidopsis shows a lack of regular large topological domains but prominent interaction patterns involving pericentromeres, telomeres, and very large areas of the euchromatic arms partitioned into a centromere proximal region that interacts with itself and the pericentromeric regions, and a distal region that interacts with itself and the telomeric regions ( Figure 1E ). This is further supported by a hierarchical clustering analysis ( Figure S1D ).
Interactive Heterochromatic Islands Formed by Multiple Loci in Arabidopsis
Inspection of the interaction maps revealed a number of highintensity off-diagonal punctate signals, indicating strong interactions between loci far apart in the primary DNA sequence ( Figure 1A) . Prominent examples include two loci near the beginning of chromosome 3, which can also be readily detected by 3C analyses (Figures 2A and S2A ; Table S1 ). DNA FISH further confirmed a high frequency of interaction between these two loci ( Figure 2B ; Table S1B ). We found that regions participating in these interactions all contain small patches of heterochromatin (average size 7 kbp) that exist in the otherwise euchromatic arms. They are marked, for instance, by H3K9me2 and contain numerous TE-related repetitive sequences but are flanked by expressed protein-coding genes ( Figures S2B-S2E ). We therefore term these structures ''interactive heterochromatic islands'' (''IHIs''). The euchromatic arms also contain many additional similar patches of heterochromatin, some larger in size, but do not show these long-range interactions. Although the IHI-interacting regions all contained these heterochromatin patches, the interacting region is much larger than the patches themselves, ranging from 200 to 1,600 kbp (Table S1A) . It is clear, though, that the peaks of highest interaction intensity overlap small heterochromatin patches (sharp H3K9me2 peaks) within the IHIs (Figures S2B-S2F ), suggesting that the interactions of IHIs are possibly mediated through the heterochromatin patches. Nonetheless, Figure S2F also suggests that heterochromatin patches alone are not sufficient to cause chromatin interaction because there are peaks of H3K9me2 within the IHIs that do not overlap with peaks of interaction. Intriguingly, all IHIs showed interaction with all other IHIs (Figures 2A, 2C , and 2D). Because our Hi-C data are generated from large collections of cells, it is not possible to tell if all IHIs are clustered together simultaneously or whether only a fraction of these interactions exist at any given moment in a given single cell.
yellow to orange to red is weak-to-strong interaction tendency, with white for very strong interaction beyond a threshold. Light-gray indicates areas withheld from analysis due to, for example, problematic 50-mer mapping. Figure S1 and File S1.
Curiously, although IHIs have heterochromatic features similar to sequences in pericentromeric heterochromatin, they do not interact with pericentromeric regions. Instead, we found that IHIs frequently interact with telomeric and subtelomeric regions (Figures 1A, 2A, and 2D) . In addition, the broad regions surrounding IHIs show a higher level of interchromosomal interactions, especially for those in the distal half of the euchromatic arms ( Figures 1A and 2D ). Although the function of IHI interactions is not known, it is possible that they strengthen the interactions of larger domains, such as the telomere-containing distal halves of the euchromatic chromosomes ( Figure 1E ). It is interesting that the dynamics and participants of the IHI-interaction network are altered in several epigenetic mutants (see below), suggesting that epigenetic marks are in part regulating these interactions. Together, these findings suggest that a network of interactions takes place among a small set of epigenetically silent regions and the telomeres, forming a previously unappreciated level of complexity of interaction within the Arabidopsis nucleus.
Comparisons of Genomic Features and Chromatin Interactions
We assessed connections between chromatin-interaction patterns and various genomic data sets, including histone modifications (chromatin immunoprecipitation sequencing (B) DNA FISH analysis of the two loci on chromosome 3 from (A). The left subpanel diagrams chromosome 3 and the approximate positions of bacterial artificial chromosomes (BACs) used, along with a statistical summary of the results (*p < 0.001 via two-sided Fisher's exact test) from 200 nuclei. Here, ''homologs'' refer to the same regions on homologous chromosomes, and ''cis association'' refers to the association between different regions on the same chromosome. Representative images of 2C and 4C nuclei show different configurations of associated and/or separated chromatin segments of the frequently associated BACs F24P17 and T22K18 (upper panel) in comparison to configurations in nuclei labeled by BACs MMM17 and MGL6 as a control (lower panel). Chromatin elongation in 2C and 4C nuclei (indicated by white arrows) and sister chromatid separation in 4C may lead to more than two or four signals per nucleus in 2C and 4C nuclei, respectively. (C) Interaction of the two loci on chromosome 3 from (A) with five other loci, one from each chromosome. (D) Interaction of the two loci on chromosome 3 from (A) with loci toward the beginning of chromosome 5 and the ends of chromosomes 3 and 4. Color scales in (A), (C), and (D) are the same as in Figure 1A . See also Figure S2 and Table S1 . [ChIP-seq] and ChIP with DNA microarray), DNA methylation (whole-genome bisulfite sequencing), and RNA abundance (RNA-seq) (all data utilized are displayed at http://genomes. mcdb.ucla.edu/AthBSseq/ and were produced from similar tissues as the Hi-C data) (Bernatavichute et al., 2008; Jacob et al., 2009; Stroud et al., 2013 Stroud et al., , 2014 Zhang et al., 2007 Zhang et al., , 2009 ). We permuted 2.5 kbp binned copies of the Arabidopsis genome based on bin average signal intensity for each genomic data set and then rendered the interaction map in each new order. Thus, regions with the highest signal intensity for a given genomic feature (e.g., H3K9me2) are clustered to the top left of each permuted map and those with low intensity toward the bottom right (Figures 3 and S3 ; File S1). This allows for easy visualization of increased or decreased chromatin interactions in regions enriched or depleted for particular genomic features.
Most repressive epigenetic marks, including DNA methylation, H3K9me2, and H3K27me1, strongly colocalized with the highest levels of chromatin interactions (upper-left corners in Figures 3A and S3C; File S1). This is consistent with our finding that the strongest chromatin interactions exist among and between pericentromeric regions that are enriched in these marks ( Figures 1A,  3A , and S3C; File S1). We also observed lower interaction between the heavily DNA, H3K9 di-, or H3K27 monomethylated regions with the rest of each chromosome (Figures 3A and S3C ; File S1). This likely reflects the association of pericentromeric regions with themselves and avoidance of the rest of the genome ( Figure 1A ). We also found that if we exclude previously defined pericentromeric regions (Bernatavichute et al., 2008) from the permutation analysis, there is no clear association of chromatin-interaction strength with either highly or lowly H3K9m2-modified regions ( Figure S3D ), suggesting that the effect observed in Figure 3A is primarily the result of pericentromere interactions.
Marks of active chromatin, such as H3K4 mono-, di-, and trimethylation, showed antilocalization with the brightest Hi-C signals ( Figure 3B ; File S1), suggesting that transcriptionalactive regions do not show unusually high interaction among themselves. Consistently, these marks almost exclusively exist outside of the pericentromeric regions that show the strongest interactions in the genome ( Figure 3B ; File S1). We also examined the relationship between mRNA-seq-derived gene expression levels and chromatin interactivity. Notably, we did not see a correlation of chromatin interactivity with genes of the highest level of RNA-seq expression, even when pericentromeric regions were excluded ( Figure S3E ), suggesting a lack of clustering of the most actively transcribed genes generally. This result is consistent with our recent observation that plant RNA Polymerase II, while excluded from the heterochromatic regions, exhibits a homogeneous distribution pattern within the euchromatic regions of interphase nuclei (Schubert, 2014) .
Local Interactive Domains Correlated with Certain H3K27me3 and H3K9me2 Regions
To investigate interactive domains on a short-to-medium distance scale (up to a few megabase pairs), we extracted strips of the interaction maps near the main diagonal and rendered Figure S3 and File S1. them as detailed local interaction maps (see Figure S4A for chromosome 3 of WT, and File S1 for a complete set). From these, we identified a small number of interactive domains scattered throughout the genome, which are correlated with certain regions marked with either of the two histone modifications: H3K27me3 or H3K9me2.
H3K27me3 is a silencing mark of the Polycomb system and is present on about 17% of protein-coding genes (Turck et al., 2007; Zhang et al., 2007) . As opposed to the frequent clustering of Polycomb-regulated genes known in animals (e.g., Hox gene clusters) (Schwartz et al., 2006; Tolhuis et al., 2006) , H3K27me3 regions are more evenly scattered throughout the Arabidopsis genome and are generally restricted to the transcribed regions of single genes, with only a few H3K27me3 regions clustered together, especially in the case of tandemly repeated homologous genes (Turck et al., 2007; Zhang et al., 2007) . Recent work by Rosa et al. (2013) has shown that the two FLOWERING LOCUS C (a well-known target of the Polycomb/H3K27me3 pathway) alleles on homologous chromosomes cluster together, suggesting long-range interactions. Furthermore, in Drosophila, Polycomb/H3K27me3 target regions have been shown to interact with each other (Sexton et al., 2012) . We identified two heavily H3K27me3-marked regions on chromosome 4 of WT, lying within 1 Mbp of each other, which show strong interaction within the domains ( Figure 4A , WT) as well as a number of other similar regions ( Figures 4B and 4C , WT). These regions correspond to unusually large clusters of adjacent H3K27me3-marked genes (Figures 4 and S4B) . On the other hand, we did not observe a higher chromatin interactivity for H3K27me3-marked regions generally in the genome ( Figure S3F ; File S1). Therefore, the H3K27me3-interactive domains are apparently limited to a small number of sites in the genome, where H3K27me3-marked genes are clustered.
As discussed above, pericentromeric regions marked by H3K9me2 interact extensively within and among each other ( Figure 3A ), readily visualized in local interaction maps as large domains near the centromeres of each chromosome (Figures S4A and S4C; File S1) . In addition, we observed a number of small patches of H3K9me2 outside of the pericentromeric regions (Bernatavichute et al., 2008) that show a high level of interactivity within the domain ( Figures S4A and S4C ). All of the most prominent H3K9me2-containing small local interactive domains correspond to the IHIs described above; however, not all IHIs form locally interacting domains of this type (Figures 2, S4A, and S4C; Table S1A ). Indeed, the IHIs form stronger interactions among each other than they do with other areas of chromatin in the vicinity of the IHI (Figures 1 and 2 ). This suggests that IHIs, unlike pericentromeric regions, do not necessarily form strong local interactive domains but, instead, have a relatively high level of interactivity with other IHIs and the telomere regions.
Epigenetic Mutants Show Altered ChromatinInteraction Patterns
We performed Hi-C in a number of mutants affecting epigenetic regulation, including the curly leaf (clf) swinger (swn) double mutant, arabidopsis thaliana microrchidia 6 (atmorc6), morpheus' molecule 1 (mom1), decrease in dna methylation 1 (ddm1), methyltransferase 1 (met1), chromomethylase 3 (cmt3), and the su(var)3-9 homolog 4 (suvh4) suvh5 suvh6 triple mutant. We generated 2D interaction maps (Figures 5A and S5 ; Files S2, S3, S4, and S5), local interaction maps (File S6), and histograms and 2D plots of interaction differences between each mutant and WT (Figures 6 and S6 ; Files S2, S3, S4, and S5). Histograms suggest that the overall differences between mutants and WT are readily detectable and are visibly larger than the difference between two WT replicates ( Figure S6B ).
CLF and SWN are two enhancer of zeste (Ez) homologs that control H3K27me3, and the clf swn double mutant lacks virtually all H3K27me3 (Lafos et al., 2011) . We analyzed the local interactive domains consisting of clustered H3K27me3 genes described above and found that the interaction within these domains was dramatically reduced or eliminated in the double mutant (Figure 4 ; Files S1 and S6). Hence, H3K27me3 may act directly or indirectly to regulate the interactivity of these domains. Although the functions of the clustering of these H3K27me3-marked genes and their higher level of local interactivity are unknown, the change in the behavior of these domains in clf swn suggests regulation of these interactions at an epigenetic level.
AtMORC6 is required for heterochromatin condensation, and we have previously shown a low-resolution Hi-C comparison of WT versus atmorc6 (Moissiard et al., 2012) . We repeated Hi-C analysis of atmorc6 at higher coverage and resolution. As we showed previously, atmorc6 exhibits decreased association of pericentromeric heterochromatin with itself as well as elevated interaction between pericentromeric heterochromatin and euchromatic arms (Figure 6 ), consistent with decondensed chromocenters and derepressed transposon expression in atmorc6 (Moissiard et al., 2012) . Interestingly, the atmorc6 mutant clearly shows enhanced interaction among telomeres when compared to WT, and the interactive chromatin regions at the ends of chromosomes extend much further from the telomere territories into euchromatic arms than in WT ( Figures 1A,  5A , and 6). In addition, atmorc6 affects the above-mentioned interactions involving the distal and proximal halves of the euchromatic chromosome arms, such that the proximal interaction is enhanced and the distal interaction is reduced in the atmorc6 mutant ( Figure 6 ). Thus, AtMORC6 appears to regulate large-scale nuclear organization and shifts the balance of interaction of euchromatic arms with themselves and with pericentromeres. Moreover, AtMORC6 affects the interactions of the IHIs: compared to WT, atmorc6 shows enhanced interaction Figure S1D ) is shown at the bottom of the figure. See Supplemental Experimental Procedures for details. See also Figure S4 and Files S1 and S6.
among IHIs ( Figure 7A ; File S3). This is particularly interesting in light of the fact that both IHIs and pericentromeric regions are characterized by high levels of H3K9me2 and transposon sequences, yet atmorc6 reduces the interaction among pericentromeres while increasing the interactions among IHIs (Figures 6 and 7A). Figure 1A . See also Figure S5 and Files S2, S3, S4, and S5.
Similar to AtMORC6, MOM1 is another Arabidopsis gene that represses genes and TEs without altering DNA methylation (Amedeo et al., 2000) . Interestingly, several loss-of-function mom1 alleles were recovered from the same genetic screen that identified atmorc6 (see Supplemental Experimental Procedures), again implicating a functional resemblance of the MOM1 and AtMORC6 genes. We found very little difference in the pattern of chromatin interaction of mom1 versus WT, and we did not observe a decrease in interaction within and between pericentromeric regions ( Figure 6 ; File S3). These results are consistent with previous DNA FISH observations showing that mom1 does not show decondensed chromocenters (Probst et al., 2003) and suggest that although MOM1 and AtMORC6 share some similarities, they likely employ different mechanisms in regulating transcriptional gene silencing. Chromatin-interaction patterns of atmorc6, mom1, met1, and ddm1 versus WT. Colors show difference of mutant relative to mean of WT and mutant (''percent difference''); black is no change, and brightest red (mutant higher) and brightest green (mutant lower) are 100%. Chromosome labels and gray are as in Figure 1A . Color bar is shown at the bottom of the figure. See Supplemental Experimental Procedures for details. See also Figure S6 and Files S2, S3, S4, and S5.
Because chromatin interaction is positively correlated with repressive epigenetic marks (see above), we sought to examine whether reducing DNA methylation and H3K9me2 levels would impact chromatin interaction in the regions with these marks. We therefore performed Hi-C analysis in met1, ddm1, cmt3, and suvh4 suvh5 suvh6 triple mutants. The 2D interaction maps and comparative maps revealed striking changes in chromatininteraction patterns, particularly in met1 and ddm1 (Figures 5A and 6; File S4), two mutants that reduce DNA methylation in all sequence contexts (Stroud et al., 2013) . First, both met1 and ddm1 resemble atmorc6 in having less interaction of pericentromeric regions with themselves and more interaction of pericentromeres with euchromatic chromosome arms. However, the degree of change displayed by each of met1 and ddm1 is even higher than atmorc6. This is consistent with previous microscopic studies showing that met1 and ddm1 mutants have decondensed chromocenters and that DDM1 and MET1 are both required for the repression of a larger number of genes and TEs Figure 6 . See also Figure S7 , Table S1 , and Files S3, S4, and S5.
than AtMORC6 (Moissiard et al., 2012; Probst et al., 2003; Soppe et al., 2002; Stroud et al., 2012) . The most drastic changes in pericentromere association take place on chromosomes 2 and 4, whereas areas of pericentromeric heterochromatin on these that interact with NORs still interact with NORs in the mutants; other areas of the pericentromeres show very little interaction with adjacent areas, especially for chromosome 4 ( Figure 5B ). We also observed a loss of interactivity of internal regions of chromocenters, such as on chromosome 5, suggesting the formation of loops that no longer participate in the main block of pericentromeric interactions ( Figure 5B ). These results are consistent with previous work showing that the visible chromocenters are smaller in met1 and ddm1 mutants (Soppe et al., 2002) . The effects of met1 and ddm1 on the pericentromeric regions are very different from the effect of the atmorc6 mutant, which shows decreased interaction for all pericentromeric regions but maintains the same regions in the generally still-strongly interacting pericentromeres ( Figure 5B ). This is also consistent with the different morphology of the chromocenters; atmorc6 mutants show larger and more diffused chromocenters, whereas met1 and ddm1 show smaller but still very punctate chromocenters (Moissiard et al., 2012; Soppe et al., 2002) . We also observed another unique and striking phenotype in both met1 and ddm1-a shift in the locations of the chromatin regions that participate in strong interactions within pericentromeric regions-suggesting that the regions that fold into the chromocenters have changed in these mutants ( Figure 5B ). This phenomenon is possibly due to a combinatorial effect of reduction of DNA methylation in pericentromeres of met1 and ddm1 (Stroud et al., 2013) together with changes in the histone methylation landscapes in the pericentromeres of these mutants (Deleris et al., 2012; Mathieu et al., 2005) . We also observed an interesting behavior of IHIs in met1 and ddm1, with the IHIs defined in WT showing slightly decreased mutual interaction in met1 and ddm1. However, this slight decrease is perhaps the result of recruitment of an increased number of participating IHI loci in the mutants ( Figure 7B ; Tables S1A and S1C; File S4). The newly appearing IHI loci resemble the previously described loci in WT in that they are centered on small patches of heterochromatin in the otherwise euchromatic arms ( Figures S7A-S7D ). A comparison of WT and mutant expression profiles did not reveal a clear correlation between reactivation of transposons and recruitment of new IHI loci in the mutants ( Figure S7E) ; therefore, the mechanism by which the new IHIs get recruited is unknown. Together, these results demonstrate dramatic alteration of chromatin interactions in the met1 and ddm1 mutants, suggesting that DNA methylation is a major epigenetic determinant of the natural nuclear architecture of chromatin.
SUVH4, SUVH5, and SUVH6 are histone methyltransferases for H3K9 (Feng and Jacobsen, 2011) . The suvh4 suvh5 suvh6 triple mutant exhibits extensive loss of non-CG methylation (Stroud et al., 2013 (Stroud et al., , 2014 and has been shown to have somewhat decondensed chromocenters (Rajakumara et al., 2011) . Consistent with these data, we observed an atmorc6-like pericentromeric-interaction pattern in suvh4 suvh5 suvh6 (Figure S6C) (Stroud et al., 2014) . However, unlike the met1 and ddm1 mutants, suvh4 suvh5 suvh6 did not shift the regions interacting with pericentromeric regions ( Figure S5 ), suggesting that suvh4 suvh5 suvh6 generates a less-severe nuclear organization change than met1 and ddm1. We also observed that all of the IHI interactions still occurred in suvh4 suvh5 suvh6, whereas three new IHI loci also appeared, two of which correspond to the same ectopic IHI loci in met1 and ddm1 ( Figure 7C ; Tables S1A and S1C; File S5). ChIP-seq (Stroud et al., 2014) suggests that the majority of IHI loci, including the ones that ectopically interact in suvh4 suvh5 suvh6, have lost detectable H3K9me2 signal in suvh4 suvh5 suvh6 ( Figure S7F ). Collectively, the findings from met1, ddm1, and suvh4 suvh5 suvh6 suggest that, despite the IHIs being enriched in DNA methylation and H3K9me2, the interactions among IHI loci are not dependent on DNA methylation or H3K9me2 marks and that, in fact, additional loci are recruited to IHIs when these marks are reduced.
CMT3 mediates CHG methylation (Stroud et al., 2013) , but loss of CMT3 does not lead to chromocenter decondensation (Moissiard et al., 2012) . Consistently, we did not observe atmorc6-like chromatin-interaction patterns in cmt3 mutant, and cmt3 also lacks the dramatic chromocenter-interaction alterations observed in met1 and ddm1 (Figures S5 and S6C; File S5) . In fact, the difference in Hi-C maps between cmt3 and WT is quite minimal-not much bigger than the difference between WT replicates ( Figures S6A-S6C ). This result suggests that CHG methylation alone plays a relatively minor role in regulating chromatin interaction.
Collectively, our investigations of the chromatin-interaction patterns in various epigenetic mutants indicate that loss of DNA methylation and histone H3K9 methylation affects chromatin interaction, leading to losses of interaction among pericentromeric regions and gains in interaction among IHIs. Furthermore, H3K27me3 is also important in regulating interactions within large domains consisting of adjacent H3K27me3-marked genes.
Conclusions
Our Hi-C analyses show that Arabidopsis chromosomes interact extensively through their pericentromeric regions, as well as through two domains of the euchromatic arms: one consisting of the proximal half that also interacts with pericentromere-adjacent regions, and one consisting of the distal half that also interacts with telomeres (see model in Figure 1E ). A number of IHIs show strong long-range interactions with each other, which are also associated with telomeric regions. In addition, special regions in the euchromatic arms that are either H3K9me2 or H3K27me3 modified form local interactive hot spots. On the other hand, we do not observe strong interactions among highly expressed genes as has been observed in animals. Mutants that affect various repressive epigenetic processes exhibit altered chromosome architectures that are related to the effect of these mutations on heterochromatin condensation or their effects on the maintenance of histone or DNA methylation. These results reveal the complexity of chromatin interactions within the Arabidopsis nucleus and will form the basis of future studies on the regulatory mechanisms underlying chromosome folding in plants.
EXPERIMENTAL PROCEDURES
Additional details of experimental and analysis methods can be found in the Supplemental Experimental Procedures.
Hi-C Library Construction and Sequencing
Hi-C libraries compatible with Illumina sequencing were generated as described previously by Moissiard et al. (2012) . The libraries were sequenced on HiSeq 2000 DNA sequencers obtaining paired-end 50-or 51-nucleotide reads following manufacturer instructions (Illumina).
Hi-C Data Analysis
The analysis pipeline includes a ''dynamic smoothing'' algorithm to reduce statistical noise in low-coverage regions but retain high resolution in highcoverage regions. Provision was also made for two aspects of Hi-C signals that can lead to confounding effects. The first phenomenon is that some regions of the genome have much higher or lower counts than average due to issues such as density of HindIII sites, the mapability of 50-mer, the fidelity of the reference genome, and any biases introduced by library amplification or sequencing procedures. The second relates to the fact that interactions on the same chromosome correlate strongly with genomic distance. For instance, interactions between two areas of chromatin are naturally higher if those areas have only a short distance between them ( Figure S1A ). Raw counts are separated into components consisting of mapability effect, distance effect, and the remaining signal. This procedure allowed for higher sensitivity in detecting subtle interactions occurring both within and between chromosomes.
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10-fold change
(F) Chromatin interaction levels (y axis on the left) and H3K9me2 levels (y axis on the right) across the IHIs (x axis). The names of IHIs (from AthIHI001 to AthIHI010, as labeled at the bottom of the panel) and the corresponding genomic coordinates of each IHI can be found in Table S1A . Figure S4C and Table S1 ), which explains why the overall H3K9me2 level in this IHI is higher than that in other IHIs. showing untransformed Hi-C interaction tendency colored as in Figure S1D , and with pericentromeric regions (dark blue) eliminated from the analysis (gray bands). Chromosomal positions are permuted based on intensity of H3K9me2 (D), mRNA abundance (E), and
H3K27me3 (F).
Color scales in panels (A) to (C) are the same as Figure 3 . Color scales in panels (D) to (F) are the same as in Figure S1D . Table S1 .
Color scales in panels (A) and (C) are the same as in Figure 4 . Two dimensional interaction maps of suvh4 suvh5 suvh6 and cmt3, in the style of Figure 1A .
Color scales are the same as in Figure 1A .
See also File S5. Table S1 . Table S1 . JP11707 5'-TAAAGATAATGAGAAATGATGGGAAAGTAG-3' chr3: 3,130,189 -3,130,218 Primer for IHI -3' chr1: 20,248,723 -20,248,752 JP10122 5'-GAAAGCAACATAACCTTGCAGTTAGCCGTAG-3' chr1: 20,254,342 -20,254,372 SUPPLEMENTAL FILES File S1. Full resolution two dimensional interaction maps for wild-type Col-0 in the style of 
SUPPLEMENTAL TABLE
JP10119 5'-AGTACTTCCCCAGGAGCAACTTTATCACCT
SUPPLEMENTAL EXPERIMENTAL PROCEDURES Plant Materials
Wild-type Arabidopsis in this study is Columbia-0 (Col-0) accession unless indicated otherwise. The -1, ddm1-2, met1-3, cmt3-11, suvh4 suvh5 suvh6 triple, and clf-28 swn-7 double mutants are as described previously (Lafos et al., 2011; Moissiard et al., 2012; Stroud et al., 2013) . The mom1 EMS mutant (line 337) was identified through a previously described forward genetic screen, and the mutation produces a stop codon at amino acid number 603 in the MOM1 protein (Moissiard et al., 2014; Moissiard et al., 2012) . Since atmorc6 and mom1 are EMS mutagenesis alleles, we also made Hi-C libraries from the parental lines used for the screen (Moissiard et al., 2012) as wild-type controls. Arabidopsis plants were germinated on soil and grown under continuous light, and tissues were harvested at the same developmental stage (four-week-old rosette leaves) for all genotypes, except that clf swn tissues were taken from callus grown in liquid medium due to the growth defects of this double mutant (Lafos et al., 2011) . The clf swn double mutant was first germinated on plates containing MS medium and then grown in liquid MS medium for one month before the callus-like tissues formed by the double mutant were harvested.
atmorc6
Preparation of Nuclei, Probe Labeling, and Fluorescence in situ Hybridization (FISH)
Wild-type Col-0 Arabidopsis were grown on agar plates at 21 • C under continuous light for 14 days before seedling tissues (without roots) were harvested. Nuclei were isolated and flow-sorted from these seedlings after formaldehyde fixation using a FACS Aria (BD Biosciences) according to their 2C and 4C ploidy level as described previously (Pecinka et al., 2004) . The Arabidopsis BACs used for FISH were obtained from the Arabidopsis Biological Resource Center (Columbus, OH, USA). BAC DNA from positions along chromosomes 3 ( Figure 2B and Table S1B ) was labelled by nick translation with Alexa488-dUTP, Cy3-dUTP, and Texas Red-dUTP according to previously published protocols (Ward, 2002) . FISH was performed as described previously (Schubert et al., 2001) . Nuclei and chromosomes were counterstained with DAPI (1 µg/ml) in Vectashield (Vector Laboratories).
Microscopic Evaluation, Image Processing, and Statistics
Analysis of FISH signals was performed with an epifluorescence microscope (Zeiss Axiophot) using a 100×/1.45 Zeiss α plan-fluar objective and a three-chip Sony (DXC-950P) color camera. Images were captured separately for each fluorochrome using appropriate excitation and emission filters. Images were merged using Adobe Photoshop 6.0 software. Euchromatin associations at the ∼100 Kbp segments labeled by BACs were evaluated as described previously (Schubert et al., 2008) . The cohesion frequencies were calculated per homolog. One FISH signal cluster and overlapping signals per homolog were regarded as cohesion, two signal clusters as separated. The frequencies of homologous and heterologous associations and of sister chromatid cohesion at distinct BAC positions were compared by two-sided
Fisher's exact test. Note that for both 2C and 4C images in Figure 2B , there are sometimes more signals than expected (e.g., more than one signal -red or green -per homolog). This is because elongated chromatin fibers can lead to split FISH signals, especially when using BAC probes that are ≈100 Kbp long. This effect and the method to appropriately evaluate FISH signals under this circumstance have been described previously (Schubert et al., 2008) .
3C and Quantitative PCR Analysis
3C assays were performed in the same way as Hi-C (Moissiard et al., 2012) , except the omission of the end filling step after the HindIII restriction digestion step. After the ligation of HindIII fragments, ∼100 ng Table S1D . meeting all requirements, with most of the loss due to pairs with either or both ends not having any gapless end-to-end perfect alignments (unique or not).
Formation of Raw Hi-C Interaction Matrices
Depending on the downstream analysis, the reference genome was partitioned into successive 2,500, 20,000, or 100,000 basepair (50,000 for mouse) intervals ("bins") starting at the beginning of each chromosome. "Raw" whole genome (bin, bin) Hi-C interaction real symmetric entrywise non-negative matrices were formed starting from a zero matrix as follows: given a unit mass to be placed on a fragment pair (f 1 , f 2 ) with f i composed of basepairs F i , i ∈ 1..2, the mass is imagined to be uniformly distributed over pairs of basepairs in F 1 × F 2 , and as each basepair belongs to exactly one bin, this induces a mass contribution to (bin, bin) pairs (i.e., entries of the matrix). Each surviving aligned read pair (fragment f 1 , fragment f 2 ) effectively contributes +1 mass to (f 1 , f 2 ) and +1 mass to (f 2 , f 1 ). (Computationally, the symmetry of the matrix is typically used to reduce storage needs and is not represented explicitly.)
Blacklisting of Problematic Genomic Regions
As with all high-throughput alignment-based analyses, due to representational inaccuracies in the refer- For each bin and preliminary experiment, the raw Hi-C matrix row for that bin was broken into two parts, interaction to same chromosome vs. to different chromosomes, and each part summarized by the number of non-zero entries and total of entries. Various thresholds on these summaries (collapsing over conditions by sum or maximum) or ratios of these to centered-window sliding medians were used to compose the blacklists. The primary constitutent of the blacklists, unsurprisingly, are genomic intervals near centromeres proper, at the cores deep inside the large regions of pericentromeric heterochromatin in each chromosome (and, for mouse, note UCSC mm9 reference chr18 and chr19 each have a 3 Mbp stretch of consecutive N's).
Hi-C interaction matrix analyses generally treated the entire row and column of blacklisted bins as missing (i.e., as if the bin was not present). Analyses also generally treated as blacklisted/missing those individual (bin, bin) pairs (i.e., matrix entries) that contain at least one (basepair, basepair) pair with both basepairs belonging to the same fragment.
Dynamic Smoothing of Raw Hi-C Interaction Matrices
While the number of contributing Hi-C read pairs per condition is large (being many millions), hugeness of the space (effectively 2-D whole genome HindIII all fragments to all fragments) they are populating as well as the highly non-uniform distribution (short vs. long genomic distances, same vs. different chromosomes) into the space results in typical Hi-C experiments operating in an undersampled regime relative to the presumed true continuous 2-D density distribution being sampled from. This is exacerbated when high resolution (e.g., small bin size) analyses are attempted (especially as each halving of 1-D bin size tends to quarter the number of counts per raw matrix entry, so that counts rapidly fall as bin sizes decrease). Indeed, a raw Hi-C Arabidopsis matrix at 2,500 bp resolution has more than 1.9 billion entries, with most entries (at current sequencing depths) essentially being just discrete "counts" of 0 or 1 (fractional values may arise due to fragments straddling bin boundaries, but this does not change the essence). Difficulties then arise in downstream analyses as Hi-C interaction density estimates from single matrix entries are statistically poor and extremely noisy.
Existing Hi-C analyses have employed constant spatial resolution at the expense of statistical control of individual interaction density estimates. The choice has generally either been a fine bin size to obtain high resolution in high coverage areas, leaving low coverage areas to have poor density estimates, or a coarse bin size to obtain usable density estimates widely across the entire Hi-C interaction matrix, but with reduced spatial resolution. Note that due to the discrete nature of the sampling (digital counting of read pairs), an uncertainty principle applies in the absense of, e.g., detailed a priori assumptions on the Hi-C interaction (and we wish to be unbiased here and not make strong assumptions about the distributions): spatial genomic resolution trades against quantitation of interaction density resolution;
for any fixed depth of sampling, one of these two can be relatively high, but not both at the same time.
In this work, a different approach was taken, placing a lower bound on statistical quality of density estimates everywhere, but at the expense of constant genomic spatial resolution. Instead, spatial resolution is high in regions of high coverage and lower (by necessity) in regions of low coverage; spatial resolution becomes dynamic in response to local density variation. A very similar situation (with comparable statistics) is found in astrophysics: digital cameras (e.g., behind telescopes) produce 2-D images with Poisson (counting) noise per pixel (i.e., matrix entry); there is very high dynamic range variation and a mixture of point and diffuse sources across the field; and there is a general need for accurate photon (interaction) density estimation throughout the field. Thus, a "dynamic smoothing" ("dyna-smoothing") process, eventually realized to be similar to ASMOOTH (Ebeling et al., 2006) used for Chandra X-ray images, is being developed with a preliminary version applied to the raw Hi-C interaction matrices here.
That many averages and weighted averages of increasing numbers of independent Poissons are increasingly likely to have low relative error to the corresponding average of their true rates is key, with lower bounds on the total "counts" (e.g., 100 or 200 as used here) contributing able to control the relative error with relatively high probability.
A smoothed density estimate at a matrix entry is a weighted average (determined by a smoothing kernel of variable size, such as a Gaussian) of masked matrix entries in a region around the entry. Initially, these regions contain just the entries themselves (i.e., there is no smoothing). Certain entries may have kernel-pooled counts (initially, raw Hi-C interaction matrix values) sufficiently high that it is statistically likely that the weighted average (having Poisson counting ambiguities) is close in relative error to the true density (scaled by the number of counts in the experiment); these entries are done (the density estimate from the average being accepted) and no longer participate or propagate (becoming masked from future iterations). Other entries have lower counts and require more averaging before the statistics of low counts results in an average that is statistically likely to have low relative error to the true average density; kernels are incrementally enlarged and the process repeated until all matrix entries are replaced with density estimates of sufficient probable quality or the smoothing radius (kernel size) is untenably large. In this way, high-count, sharp features are retained (and do not unduly "bleed" to nearby entries), while low-count diffuse regions are smoothed until their density estimates are directly representative:
the output of dyna-smoothing gives our spatially sharpest estimate of observed interaction density given the depth of sequencing performed for the desired level of control of error.
To mitigate the computational intensiveness of the many needed algorithm iterations and generally very large (gigabyte-sized) matrices, an efficient implementation was coded in C++ using Intel AVX vector intrinsics and OpenMP-based multithreading, operating on each raw Hi-C interaction submatrix corresponding to one pair of chromosomes at a time. For successive iterations with smoothing radius R = 0, 1, 2, . . ., Gaussian smoothing of a matrix M was approximated as
where H (·, r ) is a centered horizontal (i.e., row) box blur over ±r entries and V (·, r ) is a centered vertical (i.e., column) box blur over ±r entries, with non-negative integers a ,
(This has support of (2R + 1) × (2R + 1) bins and approximately corresponds to Mathematica kernel GaussianMatrix[ ≈ 0.726R + 1.179], which has standard deviation ≈ 0.320R + 0.586 bins.) The upper limit for radius R was dependent on bin size and high enough to permit the support of the largest kernel to exceed or approach the size of the largest chromosome (or extend ≈5 Mbp for 2,500 bp bins). Faster performance would likely be achieved by moving to a GPGPU-based implementation (assuming large memory GPUs are available), given the natural fit of the simple core loops to GPU-style architectures and the massive bandwidth of such platforms to accelerator-local memory.
The Mus 50,000 bp ∼717 Kbp ∼541 Kbp ∼861 Kbp ∼9% ∼9%
Empirical confirmation of the efficacy of the dynamic smoothing process and the level of relative error control achieved can be performed as follows: given a binned 2-D probability density as a known truth for interaction, simulate the Poisson sampling process of Hi-C from this density for a total number of placed read pairs as seen in actual experiments to obtain a raw interaction matrix for which the true density it arises from is known. Dyna-smooth this raw matrix and then examine the relative error of the resultant entries to the entries of the known truth. For a realistic examination, the known truth should be typical for biological Hi-C interactions as experimentally observed; a good choice is the dyna-smoothed result of an actual experiment. For example, suppose Arabidopsis Col0 at 20,000 bp resolution is taken as known truth, this having not infrequent ≈4.25 orders of magnitude variation in density across entries.
For the upper ≈3.25 orders of magnitude, for a very large fraction of entries, the recovered density closely linearly tracks the true density, and with relative error approximately independent of magnitude and having standard deviation ≈ ± 15% (or better -as expected, relative errors are even lower for the very highest densities, as for these even unsmoothed observations are already well beyond the level needed to establish the relative error control that lower densities can only achieve with smoothing). For the lowest order of density magnitude, linear tracking is still very good but standard deviation of relative errors gradually rises to ≈ ± 50% (but this is still a considerable degree of control -note that without dyna-smoothing, relative errors are often extremely large, e.g., in very low density areas where observed raw counts contain the occassional 1 in a sea of zeros).
Modeling of Dyna-Smoothed Raw Hi-C Interaction Matrices
As is clear from existing work as well as preliminary experiments presently, Hi-C interaction matrices as observed are subject to certain strong effects related to the library preparation protocol and limitations of short-read alignments. One such issue ("sequenceability") is bins (rows and columns) have varying numbers of read pairs with one end in the bin due to, e.g., variation in the local density of genome-wide unique 50-mers in interaction with the details of where HindIII fragments lie in the genome and how long the fragments are, together with library preparation details that affect the position and width of the distribution of read starts relative to parent fragments. Another issue is the rapid increase of observed interaction to extremely high frequency as the genomic distance between loci on the same chromosome decreases to zero (which is expected due to each chromosome existing in cells as a linear polymer, so that as genomic distance decreases, 3-D physical distance necessarily decreases, making cross-linking and eventual sequenced Hi-C read pairs more likely).
To tease these effects apart from other chromatin interactions of interest, non-blacklisted entries of submatrices S of an n × n dyna-smoothed raw Hi-C interaction matrix have their entries modeled as a multiplicative product of several factors: scale. Log-scale also reduces influence of outliers and sensitivity to details of blacklist formation.) Note that per-experiment variation in depth of sequencing (i.e., the total number of read pairs contributing to a raw matrix) is absorbed into the model variables; A(i , j ) may be viewed as the ratio of observed interaction relative to the expected interaction given the row-column (sequenceability RC ) and diagonal (genomic distance D) effects.
The least squares problems arising are typically very large (e.g., A is 12,172 × 12,172 for Arabidopsis chromosome 1 to itself with 2,500 bp bins, hence tens of thousands of variables and more than 100 million equations), but very sparse. Hence, one of the iterative class of least squares solution algorithms that only require access to the model matrix via the action of it and its transpose on the vector of variables was used. LSQR was chosen (Paige et al., 1982a, b Figures 1ABCD, 2ACD , 4ABC, 5AB, S1B, S4AC, and S5 show A(·, ·) in non-ln (multiplicative) scale, all initially at 20,000 bp resolution, except Figures 4ABC and S4AC at 2,500 bp resolution and Figure S1B (mouse) at 50,000 bp resolution, and with Figures 1AB, 5AB , and S5 rendered as pixel bitmaps then shrunk five-fold as images (hence final pixels for these correspond to 100,000 bp). Figure five-fold shrunk as pixel-based images, hence the resultant pixels for these correspond to 100,000 bp genomic intervals. Figure S1C begins with a dyna-smoothed raw Hi-C interaction matrix at 100,000 bp resolution. One hundred iterations of the MLE-based sequenceability modeling of existing work (e.g., Imakaev et al., 2012; Moissiard et al., 2012) were applied, with no modeling of the effect of genomic distance between points on same chromosomes performed. Plotted values are the resulting (bin, bin) contact probabilities in linear scale.
Construction of Figures
Hi-C interaction maps permuted by "signals" -these being UCSC BED or wiggle (WIG) tracksas in Figures 3AB and S3ABC, were constructed as follows. Start with A(·, ·) for 2,500 bp resolution and take log 2 of every (non-blacklisted) entry. Compute a real signal value associated to each bin, and within each chromosome, simultaneously permute rows and columns so that the signal values decrease (breaking ties arbitrarily, placing bins with no signal value last and blacklisted rows and columns after those):
for an unpermuted plot, assign values of a strictly decreasing affine function to successive bins of each chromosome (resulting in the identity permutation, equivalent to no permutation). For a random plot, assign a random real number as signal for each bin (resulting in a uniformly random permutation). For BED signals, the signal value in each bin is the fraction of reference genome basepairs in the bin that belong to at least one interval in the track. For wiggles, the signal value in a bin is a weighted average of the wiggle values for the intervals that have non-empty intersection with the bin, the weights being proportional to the number of basepairs in the intersection of the bin and the interval; bins disjoint from all intervals have no signal value. Partition the typically permuted matrix into 8 × 8 submatrices, replacing each submatrix by the average of its entries (hence, each row and column now corresponds to a
[generally disconnected] collection of 20,000 genomic basepairs). For the pool of non-blacklisted entries from chromosomes to themselves, convert values to z -scores by subtracting the mean of these values and dividing by their standard deviation, and do the same for the pool of non-blacklisted entries from chromosomes to different chromosomes. Render the result as a pixel bitmap in the colors shown at the bottom of Figure 3 , and shrink this image eight-fold, with the result that final pixels are at 160 Kbp resolution. The permuted plots of Figure S3DEF are similar, with these differences: (i) entries in a "peri" row or column (i.e., those that intersect the previously-defined pericentromeric regions of Bernatavichute et al., 2008) are effectively treated as blacklisted; (ii) the permutation order is slightly different, the blacklisted bins followed by peri bins followed by bins with no signal value being placed before bins by decreasing signal rather than after; and (iii) values for plotted colors are original A(·, ·) entries in non-ln (multiplicative) scale. Wiggle tracks with widely varying values were first log-transformed before the processing of this paragraph began.
The IHI-to-IHI analysis of Figure S2F begins with A(·, ·) at 2,500 bp resolution, restricted to the submatrix given by the (discontinuous) subset of rows and columns from the IHI intervals of Table S1A , with each interval enlarged by 50% of the interval's width on each side (pinned to chromosome boundaries when those are reached). The red curves (summarizing Hi-C interaction of the IHI zones to themselves)
give row means of this submatrix (omitting blacklisted entries) for rows in the IHI intervals proper (without enlargement). The H3K9me2 signal (dark gray) is from the appropriate UCSC wiggle track, assigning each signal value to the 2,500 bp Hi-C bin containing the middle of its interval and plotting for each bin the mean of values assigned to it.
Finally, note that the clf-28 swn-7 double T-DNA mutant has rearranged chromosomes.
