Objective: To determine whether voicing perception is influenced primarily by linguistic experience or if it is due to innate temporal sensitivity to voicing boundaries, by examining behavioral and electrophysiological correlates of speech Voice-Onset-Time (VOT) and nonspeech Formant-Onset-Time (FOT) categorical perception.
Results: VOT and FOT continua yielded similar behavioral identification curves. Differences between the two stimulus types were found in discrimination of within-category differences and in reaction time effects. During identification and discrimination tasks, ERPs were differently affected by the VOT or FOT value of the stimulus: VOT value had a significant effect on N1 latency and on N1 and P2 amplitudes whereas FOT value had a significant effect on P2 amplitude. Additionally, during identification tasks, whereas all speech signals evoked a P3, regardless of overt categorization, only the perceptually "rare" nonspeech stimulus (؉15 msec FOT) evoked a P3.
Conclusions: Voicing boundaries corresponded to
Hebrew VOT values of production, suggesting that voicing perception in Hebrew is mediated mainly by linguistic experience rather than by innate temporal sensitivity. ERP data differed to VOT versus FOT stimuli as early as N1, indicating that brain processing of the temporal aspects of speech and nonspeech signals differ from their early stages. Further studies to establish the neural response patterns to voicing in speakers of languages that use different voicing categories than English are warranted. (Ear & Hearing 2007; 28; 111-128) The concept of a specialized mechanism for speech perception (Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967; Liberman & Mattingly, 1985; Studdert-Kennedy, Liberman, Harris, & Cooper, 1970) has been challenged by theories that claim that speech, like all sounds, is processed by general psychoacoustic mechanisms (Pastore et al., 1977; Pastore, Layer, Morris, & Logan, 1988; Pisoni, 1977) . To address this controversy, this study compared the categorical perception of speech (Voice-Onset-Time [VOT] continuum) with the perception of an analogous nonspeech continuum, using behavioral and electrophysiological measures obtained from Hebrew speakers.
THE CATEGORICAL PERCEPTION OF VOICING
Speech perception requires mapping the acoustic stream onto phonetic categories while ignoring the high degree of variability among signals that convey information about the same particular phoneme. Categorical perception (CP) refers to a mode of perception in which discrimination is limited by identification: Subjects can only discriminate between stimuli that they identify differently (Liberman, Harris, Hoffman, & Griffith, 1957; Studdert-Kennedy et al., 1970) . The categorical perception of speech sounds allows listeners to attend to acoustic differences that alter word meaning and to ignore acoustic differences that do not affect the word's meaning. This ability makes it possible to interpret a stream of acoustic information as a series of speech sounds, which can then be assembled into words and phrases that are eventually associated with a meaning.
One of the most quoted examples for CP is the distinction between voiced and voiceless initial stops. Voicing perception in initial stops is based, in many languages, on differences in VOT, which is defined as the temporal relation between the onset of glottal vibration and the release of the stop consonant (Abramson, 1977; Lisker & Abramson, 1964) . Conventionally, negative VOTs characterize prevoiced syllables, whereas positive VOTs describe voicing that starts after the release. The acoustic correlates of VOT can be progressively manipulated to create a VOT continuum whose end points are voiced and voiceless initial stops. English-speaking listeners perceive VOT continua categorically Jusczyk, Rosner, Reed, & Kennedy, 1989 Harris, Kinney, & Lane, 1961; , showing steep identification functions, poor discrimination of stimuli drawn from the same identification category, and good discrimination of stimuli that straddle the category boundary. The category boundary in English is located in the range of ϩ20 to ϩ50 msec, depending on place of articulation .
Categorical perception was originally considered to reflect the operation of a special perceptual speech mode, which is engaged automatically when we listen to speech sounds (Liberman, et al., 1961; Studdert-Kennedy et al., 1970) . The opposing hypothesis proposes that the CP of voicing in initial stops is a result of an innate temporal sensitivity for 15-to 20-msec onset asynchronies (Miller, Wier, Pastore, Kelly, & Dooling, 1976; Pastore et al., 1977; Pastore et al., 1988; Pisoni, 1977) . This argument is based on the findings that voicing boundaries exhibited by preverbal babies (Eimas, Miller, & Jusczyk, 1987; Jusczyk et al., 1989) and by nonverbal mammals (Kuhl & Padden, 1982) , as well as category boundaries for nonspeech temporal continua (Jusczyk et al., 1989; Miller et al., 1976; Pisoni, 1977; Stevens & Klatt, 1974; Summerfield, 1982) , are reasonably close to the voicing boundary for bilabial stops in English, which occurs at about ϩ25 msec VOT (Jusczyk et al., 1989; . One of the most serious limitations of the above argument concerns the influence of linguistic experience on voicing boundaries. Although the presumed innate temporal sensitivity approximates the English voicing boundaries for bilabial stops, it does not match voicing boundaries in languages such as Spanish (Williams, 1977) , French (Laguitton, De Graaf, Chauvel, & Liégeois-Chauvel, 2000) , Polish (Keating, Mikos, & Ganong, 1981) , and Hebrew (Laufer, 1998) , which apply the voicing distinction differently.
Hebrew speakers produce voiced stops (/b/, /d/, /g/), with a mean VOT value of -90 msec. Voiceless stops are produced with mean VOT values of ϩ28.5 msec, ϩ35.2 msec, and ϩ54.2 msec for /p/, /t/, /k/, respectively (Raphael et al., 1995) . Perception of initial voicing in Hebrew was tested by Laufer (1998) , who used synthetic VOT continua ranging from -150 to ϩ150 msec VOT and found mean category boundaries of ϩ14 msec for a /bi/-/pi/ continuum, ϩ15 msec for a /dam/-/tam/ continuum, and ϩ13 msec for a /gam/-/kam/ continuum. Because the end points of these continua were all meaningful words that were not controlled for their frequencies, there might have been some lexical effect (Repp & Lin, 1991) on the reported VOT boundaries. Discrimination of VOT differences was not tested. Because the Hebrew voicing boundaries are different from the presumed innate auditory sensitivity, studying the perception of VOT and nonspeech an-alogs among Hebrew speakers may elucidate the relative contribution of auditory and linguistic factors to voicing perception.
The way in which Hebrew speakers identify a VOT continuum in comparison to two-tone stimuli varying in tone-onset time (TOT) was recently studied by Kishon-Rabin, Rotshtein, & Taitelbaum (2002) . TOT category boundary in the positive range was found at ϩ15.7 msec, similar to TOT boundary that was found among English-speaking listeners. VOT boundary for a /ba/-/pa/ continuum was found at -5.2 msec, somewhat shorter than expected on the basis of Hebrew VOT values of production. The finding that Hebrewspeaking listeners and English-speaking listeners demonstrate very similar TOT boundaries has led the authors to conclude that the categorization of nonspeech stimuli is mediated by general (universal) psychophysical thresholds for temporal order. Furthermore, because Hebrew-speaking listeners locate the voicing boundaries at different VOT values than reported for English and show different VOT and TOT boundaries, it was concluded that the categorical perception of VOT in Hebrew is influenced by phonetic factors that are language dependent. These results call for further scrutiny for several reasons: First, the definition of categorical perception relies on the expected relation between identification and discrimination performance (Liberman et al., 1957; Studdert-Kennedy et al., 1970) . Comparing the categorical perception of two sets of stimuli requires administration of both tasks (Repp, 1984; Studdert-Kennedy et al., 1970) . This was not done by Kishon-Rabin et al., (2002) and conclusions about the categorical perception of the continua were based solely on identification results. Second, the legitimacy of using a pure-tone TOT continuum as an analog of the much more complex acoustics of speech VOT stimuli has been questioned (Repp, 1984) . TOT stimuli only tap into the temporal aspect of VOT, whereas voicing distinction relies not only on the temporal cue of delay of voicing onset but also on the perceived presence of aspiration, of a high Fl onset and of shorter formant transition (Klatt, 1975; Lisker, Liberman, Erickson, Dechovitz, & Mandler 1976; Stevens & Klatt, 1974 , Summerfield, 1982 . More authentic VOT analogs should therefore include some correspondence to the aspiration noise (Miller et al., 1976) . Additionally, mimicking some of the complexity of the speech signal can be achieved by using harmonically richer components (Jusczyk et al., 1989) . As for the speech continuum, Kishon-Rabin et al. (2002) created stimuli with positive VOT values by inserting a silent interval between the release burst and the formants of the original /ba/. Their continuum, therefore, changed only with regard to the temporal dimension and did not include the spectral correlates of VOT, as is accepted for both synthesized (Lisker & 112 EAR & HEARING / FEBRUARY 2007 Lisker et al., 1976) and natural (Ganong, 1980; Repp & Lin, 1991) VOT continua. Natural VOT continua are generated via the crosssplicing method, in which initial periodic segments of the voiced token are replaced with aspiration from the voiceless token. This method, which was used in the current study, assures that lag stimuli (positive VOT) carry all the relevant spectral and temporal voicing cues (Ganong, 1980) .
ELECTROPHYSIOLOGICAL CORRELATES OF SPEECH PERCEPTION
Behavioral measures provide information limited to the end result of the perceptual process. Eventrelated potentials (ERPs) are manifestations of electrical brain activity that is time-locked to sensory, motor, or cognitive events. ERPs can be classified along an exogenous-endogenous continuum, from the early exogenous potentials, which are determined primarily by the physical properties of the eliciting stimuli, to the late endogenous ERPs associated with internal cognitive processes, with intermediate components that are influenced by both external and internal factors (Picton & Hillyard, 1988; Regan, 1989) . ERP recordings, thanks to their high temporal resolution, may be used to follow the time course of speech perception, with resolution in the millisecond domain. Concomitant recording of behavioral measures allows assessment of early versus late cortical processes associated with the identification and discrimination of speech sounds.
The P3 component of ERP indexes stimulus discrimination at a conscious level. This component is typically elicited in an "oddball" paradigm in which the listener has to respond to low probability stimuli that are embedded in a series of high probability stimuli. The presence of P3 indicates that the subject has discriminated and recognized the stimulus as task relevant. P3 latency is related to stimulus evaluation and categorization time and its amplitude is mainly affected by the subjective probability of the eliciting stimulus and by the motivational significance and the task-relevance of the evoking event (reviewed in Picton & Hillyard, 1988; Sutton & Ruchkin, 1984) . Although the oddball task is the prototypical P3 eliciting paradigm, P3 can be elicited by other paradigms such as a binary decision between two events that are equally probable (Dien, Spencer, & Donchin, 2004; Regan, 1989) . Classifying three equally probable tones into two categories evokes a P3, whose amplitude is related to the probability of the response (Karlin and Martz, as cited in Picton & Hillyard, 1988) . This finding indicates that it is the probability of the category into which the stimulus is classified rather than the objective probability of a given stimulus that affects P3 amplitude. It is not surprising, then, that P3 reflects the categorical perception of speech sounds (e.g., Maiste, Wiens, Hunt, Scherg, & Picton, 1995; Sams, Aulanko, Aaltonen, & Nä ä tä nen, 1990; Tampas, Harkrider, & Hedrick, 2005) and is highly correlated with behavioral measures of discrimination (e.g., Martin, Kurtzberg, & Stapells, 1999; Oates, Kurtzberg, & Stapells, 2002; Whiting, Martin, & Stapells, 1998) . Whereas P3 indexes relatively late stages of informational processing, there is a growing interest in whether speech discrimination abilities are reflected in earlier ERPs components.
Recently, N1 and P2 have been used to study the neural representation of speech signals. These ERP components, sometimes called the N1-P2 complex, are evoked in response to any acoustical change in the environment (Hyde, 1997) to repetitive acoustic stimuli or by time-varying changes within a signal, such as the transition from noise to periodic signal and vise versa (Martin & Boothroyd, 1999) and the transition from friction noise to the following vowel (Ostroff, Martin, & Boothroyd, 1998; Tremblay, Friesen, Martin, & Wright, 2003a) . Speech-evoked N1-P2 can be reliably recorded in individuals, and it shows distinct neural response patterns and remarkable testretest reliability when elicited by different naturally produced speech sounds (Tremblay et al., 2003a) . Furthermore, changes in latencies and amplitudes of N1 and P2 are associated with changes in discriminability of speech signals. Improved VOT perception after discrimination training resulted in an increase in N1-P2 peak to peak amplitudes (Tremblay, Kraus, McGee, Ponton, & Otis, 2001) . Subsequent analysis revealed that when measured separately, N1 and P2 amplitudes are affected differently across different electrodes sites (Tremblay & Kraus, 2002) . Prolonged latencies and decreased amplitudes of N1 are associated with decreased audibility of speech signals by masking Whiting et al., 1998) and sensory-neural hearing loss (Oates et al., 2002) . Tremblay, Piskosz, & Souza (2003b) , using a synthetic 10-step VOT continuum, found that elderly listeners, with or without hearing loss, show poorer VOT discrimination, longer N1 latencies in response to voiceless stops, and longer P2 latencies to all stops when compared with younger listeners. Additionally, compared with young and older normal hearing, agerelated hearing loss was reported to result in increased N1 amplitudes when elicited by voiceless stops. These increased amplitudes have been attributed to the combination of deficits in neural inhibition and hearing loss. Taken together, these studies have generated interest in using N1 and P2 to assess the neural representation of speech cues in individuals with normal and impaired auditory function.
ELECTROPHYSIOLOGICAL CORRELATES OF VOICING PERCEPTION
Numerous studies indicate that the temporal speech cue VOT is reflected in N1 morphology. Scalprecorded potentials evoked by synthetic continua change systematically with VOT. Syllables with short VOT values evoke a single N1 response that is timelocked to vowel-onset, and syllables with long VOT values evoke a bifid N1 response. The first peak coincides with the release burst and the second with the onset of voicing. Thus, N1 reflects the VOT value of the evoking stimulus in two ways: double N1 to long VOTs (Sharma & Dorman, 1999; Sharma, Marsh, & Dorman, 2000) and/or an increase in N1 latency with an increase in VOT Tremblay et al., 2003b) . The same pattern of responses is obtained in intracranial recordings from the cortical surface of animals (Steinschneider, Schroeder, Arezzo, & Vaughan, 1994) and humans (Liégeois-Chauvel, De Graaf, Laguitton, & Chauvel, 1999; Steinschneider, Volkoc, Noh, Garell, & Howard, 1999) . These recordings revealed that double-onset responses, time-locked to the sequential events defining VOT (i.e., voicing onset and the release burst), are evoked by long VOT values, either positive, as in voiceless stops in English (Steinschneider et al., 1999) , or negative, as in voiced stops in French (Liégeois-Chauvel et al., 1999) . Furthermore, similar time-locked responses are evoked by nonspeech temporal analogues (Liégeois-Chauvel et al., 1999; Steinschneider et al., 2005) . This activity profile offers a plausible neurophysiologic base for the perception of voicing that is not language specific (Liégeois-Chauvel et al., 1999; Simos, Molfese, & Brenden, 1997; Steinschneider et al., 1994; 1999; and supports the view that voicing distinction is determined by the capability to discern the sequential order of transient acoustic events (Pisoni, 1977) .
Other studies, however, demonstrate that changes in N1 morphology do not correlate with behavioral voicing perception. Changes in place of articulation shift the perceptual boundaries but do not alter the transition from single to double N1 . Additionally, as VOT changes, Hindi and English speakers show similar shifts in N1 latency, even though their voicing boundaries differ greatly . It is possible, therefore, that changes in N1 morphology, which reflect the temporal structure of the stimuli, do not sufficiently explain the processes underlying phonemic distinctions, especially when considering languages whose voicing boundaries are different than English.
It is important to note that previous studies that reported an increase in N1 latency with an increase in VOT have all used synthesized VOT continua. Tremblay et al. (2003a) found that N1 and P2 evoked by natural voiced and voiceless stops differ in amplitude but not in latency. The absence of a VOT effect on N1 latency suggests that natural and synthesized speech stimuli may evoke different response patterns. Further, natural speech sounds are more likely to evoke the internal representation of the phoneme (Schouten & Van Hessen, 1992) and therefore may be more ecologically valid.
The above-cited studies have used a passive paradigm to probe the neural representation of VOT. N1 and P2 were recorded in response to repeated presentations of each stimulus. Subjects were instructed to ignore the stimuli and their behavioral measures were collected separately. However, speech-specific evoked potentials and behavioral perception can be measured concurrently, contributing to our understanding of the relations between the listener's perception of the speech signal and the physiologic processes associated with this perception in the same individual. A clearer view of whether voicing perception relies on speechspecific or general auditory mechanisms might be achieved by recording from the same listeners the responses to natural VOT tokens and nonspeech analogs. Additional understanding may be gained if the listeners are speakers of a language in which voicing boundaries are different from the presumed innate auditory sensitivity. Recording both behavioral and electrophysiological measures during speech and nonspeech perception may help to compare not only the overt responses but also their underlying neural mechanisms.
The purpose of the present study was to compare the perception of a VOT continuum in Hebrew with the perception of an analogous nonspeech continuum, using behavioral and electrophysiological measures, and to examine the relative contribution of the innate temporal sensitivity and the exposure to language to voicing perception.
MATERIALS AND METHODS

Subjects
Fourteen (7 men and 7 women), healthy, righthanded, native Hebrew speakers, 20 to 26 yr old (mean, 22.6; SD, 1.8) participated in this study. All reported, in a questionnaire, normal hearing, no history of neurological impairment, and no history of language or learning disabilities.
Stimuli
Two sets of stimuli were used: Speech stimuli, forming a natural VOT continuum, and nonspeech stimuli, forming an analogous synthesized continuum (Formant-Onset-Time [FOT]).
114
EAR & HEARING / FEBRUARY 2007 Speech stimuli: VOT continuum • Speech stimuli were consonant-vowel syllables that shaped a labial voicing continuum, ranging from -20 to ϩ40 msec VOT. The continuum was constructed by editing natural productions of /ba/ and /pa/, using the waveform editor of the Praat program (version 3.8.2, developed by Paul Boersma and David Weenink). Stimuli were created in 10-msec steps, except for the range from -10 to ϩ20, around the Hebrew voicing boundary (Kishon-Rabin et al., 2002; Laufer, 1998) , where the step size was 5 msec to increase resolution. The syllables /ba/ and /pa/, which are not meaningful syllables in Hebrew, were produced by a native Hebrew male speaker in a sound treated booth and were recorded at 44.1 kHz sampling rate and 16-bit quantization resolution. The syllable /ba/ served as the basis for manipulation. Fundamental frequency (F0), at the steady-state portion of the vowel, was 120 Hz, and the frequencies of the first three formants were 617, 1328, and 2350 Hz. Tokens with negative VOT values, in which voicing was initiated before the release of the burst were created by removing successive pre-voicing segments from /ba/, which was originally produced with -90 msec VOT, a typical VOT value for Hebrew voiced stops (Laufer 1998; Raphael et al., 1995) . Tokens with positive VOTs were created by replacing initial periodic segments of /ba/ with aperiodic segments of equal duration extracted from /pa/. As a result, initial formant transitions of /ba/ were progressively replaced with aspiration noise. Care was taken to only cut and splice at zero-crossings of the waveform (to minimize clicks). Stimulus duration was 330 msec from burst onset. In a pilot study, the end points of this continuum were identified as clear /ba/ and /pa/ speech sounds, by 21 native Hebrew speakers. Spectrograms of the -20, 0, and ϩ20 msec VOT stimuli are displayed in the upper panel of Figure 1 . Non-speech stimuli: FOT continuum • The FOT continuum was generated by using the source-filter synthesis function of the Praat program. Each FOT stimulus consisted of two constant synthesized formants, f1 and f2. The formants' central frequencies and bandwidths (BW) were modeled after the first two formants of the /ba/-/pa/ series (f1 ϭ 620 Hz, BW1 ϭ 60 Hz; f2 ϭ 1330 Hz, BW2 ϭ 110 Hz). The fundamental frequency (F0) of the periodic source was kept constant at 120 Hz. The relative onset time of f2 with respect to f1 was varied across members of the stimulus continuum, ranging from -20 to ϩ 40 msec FOT. For negative FOT tokens, f1 started before f2 and both formants were excited by a periodic source. The stimulus 0 msec FOT consisted of two formants starting simultaneously. For positive FOT tokens, during the delay in f1 onset, f2 was excited by an aperiodic source and from the time of f1 onset both formants were excited by a periodic source. Thus, stimuli with positive FOTs started with a segment of noise band-limited around the f2 frequency, whose length was fixed by the FOT value. The total duration of each stimulus was 330 msec. Because our aim was to compare the brain responses to comparable speech and nonspeech stimuli, the acoustic properties of the FOT stimuli were adjusted to match those of the VOT stimuli and to elicit a similar category boundary. This was done by altering the intensity of the noise in stimuli with positive FOTs until 9 listeners in a pilot study showed similar category boundaries for the VOT and FOT continua. These listeners were also asked to describe the FOT stimuli to ensure that these stimuli were not heard as speech sounds. The FOT stimuli were described as a "buzz" (4 subjects), "horn" or "truck horn" (3 subjects), and "low beep" (2 subjects). Spectrograms of the -20, 0, and ϩ20 msec FOT stimuli are displayed in the lower panel of Figure 1 .
Procedure
The experiment consisted of two tasks, identification and discrimination, each of them divided into a behavioral portion and a concurrent behavioral and electrophysiological portion. The behavioral portions involved identification or discrimination of stimuli drawn from the entire range of VOT and FOT continua. The concurrent behavioral and electrophysiological portions included recording of brain potentials during active identification or discrimination of a selected subset of VOT and FOT stimuli. For both discrimination and identification, the behavioral portion, which took only several minutes to complete, always preceded the concurrent behavioral and electrophysiological portion. To minimize the effect of labeling on the ability to perceive small acoustical differences, discrimination was tested before identification. In summary, for each continuum the experiment followed this order:
A. Discrimination: 1, behavioral only; 2, behavioral and electrophysiological. B. Identification: 1, behavioral only; 2, behavioral and electrophysiological.
VOT-FOT presentation order was counterbalanced across subjects. Stimulus presentation order within a run was pseudo-random, with no two identical stimuli occurring in succession.
Throughout the experiment, subjects sat comfortably in a reclining chair in an electrically shielded, sound-attenuated chamber. During all parts of the experiment, subjects were instructed to respond as quickly and as accurately as possible by pressing the appropriate button on a response box. Stimuli were presented binaurally at a comfortable listening level (85 dB SPL) through SONY MDR-CD770 earphones. A computer-based stimulus delivery system controlled the timing and intensity of stimulus presentation and delivered an external trigger to the evoked potential recording system (Ceegraph IV, Bio-Logic Systems). Stimulus type, behavioral responses and the EEG were stored in parallel for later, off-line processing.
Behavioral Procedures
Discrimination • Twelve pairs of stimuli, differing in 10 msec VOT/FOT (-20/-10; -10/-20; -10/0; 0/-10; 0/ϩ10; ϩ10/0; ϩ10/ϩ20; ϩ20/ϩ10; ϩ20/ϩ30; ϩ30/ ϩ20; ϩ30/ϩ40; ϩ40/ϩ30), in random within-pair order, were delivered for discrimination. Subjects were asked to indicate whether the stimuli in the pair were identical or whether there was any difference between members of the pair, by pressing the appropriate response button (labeled ϭ and ϭ͞, respectively). Each of the 12 pairs included different stimuli from the continuum and was presented 8 times for a total of 96 trials. Inter-Stimulus Interval (ISI) within a pair was 500 msec. Inter-Pair Interval (IPI) was 2000 msec. Identification • In the identification task, subjects were asked to identify each VOT sound as "ba" or "pa" and each FOT sound as "1" or "2." Subjects were told to identify each stimulus by pushing the appropriate button on the response box. During VOT identification, the buttons were marked with the labels "b" and "p" written in Hebrew orthography. Before FOT identification, a short training session was administered, in which subjects learned to label the two end point stimuli. After each trial, the experimenter told the subject whether his response was correct or incorrect. Training was terminated when the subject could correctly identify the end points in at least 85% of the trials, and the identification task began. During FOT identification, the buttons on the response box were marked with the labels "1" and "2." Each of the 10 stimuli from the tested continuum (-20, -10, -5, 0, ϩ5, ϩ10, ϩ15, ϩ20, ϩ30, ϩ40) was presented 12 times for a total of 120 trials. The ISI was 1800 msec.
Concurrent Behavioral and ERP Procedures
ERP recording • EEG was continuously recorded from 21 tin electrodes placed according to the 10 -20 system. Nineteen electrodes (Fp1, Fp2, F7, F3, Fz, F4, F8, C3, Cz, C4, T3, T5, T4, T6, P3, Pz, P4, O1, O2) were embedded in an electrode cap (Electro-Cap International, Eaton, OH). Two additional electrodes, external to the cap, were attached to the right and left mastoids (M1 and M2). All EEG electrodes were referenced to the center of the chin. An electrode located on the forearm served as ground. Electro-ocular activity (EOG) was recorded by an electrode placed below the left eye referenced to Fz. Impedance was maintained below 5 k⍀. Potentials were band-pass filtered on-line (0.1 to 100 Hz, 6 dB/octave slopes), amplified (EEG: ϫ00,000; EOG ϫ20,000) and digitized with a 12-bit A/D converter at 256 Hz. During EEG acquisition, subjects were asked to sit as quietly as possible, fixate their gaze, and avoid blinking until after the button press of each trial. Offline, continuous EEG data were segmented relative to stimulus onset and averaged for each stimulus to obtain ERP results (See Data Analysis). Discrimination • Six pairs of stimuli were discriminated in an AX paradigm. Pairs consisted of two control pairs, in which stimuli were physically identical [CC1 (0;0) and CC2 (ϩ15; ϩ15)], two withincategory pairs [WC1 (-15; 0) and WC2 (ϩ30; ϩ15)] and two across-category pairs [AC1 (ϩ15;0) and AC2 (0; ϩ15)]. Stimuli in the AC and WC pairs differed in 15 msec VOT or FOT. Each pair was presented 96 times in 6 blocks. To balance probabilities of the "same" and "different" responses, we doubled the number of AC repetitions because the expected response for both the CC pairs and the WC pairs was "same." ISI was 800 msec. IPI was 2000 msec. We report here the ERPs to the first stimulus in each pair. Because only the responses to the first stimu-
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EAR & HEARING / FEBRUARY 2007 lus are reported, this paper does not address neural mechanisms involved in discrimination. Identification • Three stimuli (-15, 0, and ϩ15 msec), selected from the VOT and FOT continua were identified. For each stimulus type (VOT or FOT), subjects heard 90 repetitions of each of the three stimuli, arranged randomly in 3 blocks, with an ISI of 1800 msec. Subjects were asked to identify each VOT sound as "ba" or "pa" and each FOT sound as "1" or "2" by pressing an appropriately marked button.
Data Analysis
Behavioral measures
Discrimination scores • Individual subject discrimination scores, for each stimulus pair, of the entire FOT and VOT continua, were calculated as the percent of "different" responses. Because in this part of the experiment all pairs were different, this score represents the percentage of correct responses. Identification scores • Individual identification scores for VOT and FOT continua were calculated in terms of percentage of "ba" (VOT) or "1" (FOT) responses. Identification scores were transformed to z-scores to find the category boundary for each subject. Additionally, reaction times (RTs) in the identification task were measured relative to stimulus onset.
Concurrent behavioral and electrophysiological measures
Discrimination scores • This part of the experiment tested discrimination of pairs that were constructed of either identical or different stimuli. Individual discrimination responses were classified as hits ("different" response when the stimulus pair members were different), false alarms ("different" response when the stimuli in the pair were the same), correct rejections ("same" response when the stimuli were the same), and missed responses ("same" response when the stimuli were different). For each condition, the d-prime sensitivity scores (d´) were calculated by the formula d´ϭ z(false alarms) -z(hits) (Yanz, 1984 who consistently failed to reach this criterion, was dropped from further analysis. Waveforms were examined across all electrode sites and scalp topography was used to aid in peak identification. To be considered present, N1 and P2 had to be larger in amplitude at the frontocentral electrode sites than at the parietal electrode sites, and P3 was required to have the largest amplitude at the parietal electrodes. Absolute latency and peak amplitudes of N1, P2, and P3 were measured at the electrode locations that yielded the maximum responses for the respective peaks (i.e., N1 and P2 at Cz and P3 at Pz). The data from all 21 scalp locations were used for subsequent source estimation that is not reported here. Grand-average waveforms provided time frames to assist in amplitude and latency measurements of individual subject responses Oates et al., 2002; Whiting et al., 1998) . N1 was defined as the largest negativity occurring between 70 and 150 msec at Cz, P2 was defined as the largest positivity following N1 at Cz, and P3 was defined as the largest positivity occurring between 250 and 800 msec at Pz. Amplitudes were measured relative to the mean amplitude over the 100 msec preceding the stimulus (peak-to-baseline). Latency measures were taken at the center of the peak. Pearson correlation coefficients were calculated between N1, P2, and P3 latencies and identification RTs. Peak measurements were subjected to general linear model analysis of variance (GLM ANOVA) to test the effect of stimulus type (VOT, FOT) and stimulus value (-15,ϩ15,0) . The Box epsilon version of the Geisser-Greenhouse correction was applied, and any significant differences (Box epsilon probability level Ͻ0.05) were analyzed by post hoc Bonferroni multiplecomparison tests.
ERPs to the three stimuli presented for identification (-15, 0, and ϩ15) were analyzed as well as the responses evoked by the same stimuli when presented as the first stimuli in the discrimination pairs. The statistical analyses were conducted separately for each set of measurements to observe whether the effects of the evoking stimulus persisted in both tasks. This was done to try and separate exogenous from endogenous effects on N1 and P2, which are sensitive to the physical characteristics of the evoking stimulus, but are also affected by endogenous processes such as attention. The underlying assumption was that changing the psychological context in which the same physical stimulus evokes the ERPs could delineate some of the endogenous effects. Specifically, effects that are related to the physical properties of the eliciting stimulus will appear in both tasks and effects that are not common to both tasks are assumed to result from task-specific processes. This procedure does not rule out the possibility that cognitive processes that are common to both tasks will go unnoticed.
RESULTS
Behavioral Measures
Identification results for VOT and FOT continua are presented in Figure 2 , which shows the percentage of trials in which stimuli were categorized as belonging to the first category ("ba" in the VOT continuum and "1" in the FOT continuum). As expected, the two continua yielded very similar curves: stimuli in the range of -20 to 0 msec were consistently (Ͼ90%) identified as belonging to the first category, whereas stimuli in the range of ϩ15 to ϩ40 were consistently identified as belonging to the second category, with a sharp transition from the first to the second category. A repeated-measures ANOVA, which tested the effect of stimulus type (VOT, FOT) and stimulus value (-20 to ϩ 40 msec onset time) on the percentage of first category identification, confirmed this observation and showed a main effect of stimulus value [F(9,117) ϭ 329.4, p Ͻ 0.001], with no effect of stimulus type [F(1,13) ϭ 0.15, p Ͼ 0.1] and no interaction [F(9, 117) ϭ 1.08, p Ͼ 0.1].
Identification scores were transformed to z-scores to find the category boundary for each subject, in terms of the 50% crossover point (z ϭ 0). The mean boundary values were 6.54 (Ϯ2.94) msec for VOT and 5.21 (Ϯ2.81) for FOT. A one-way ANOVA confirmed that the boundaries were not affected by stimulus type [F(1,13) ϭ 1.37, p Ͼ 0.1].
Identification reaction times were averaged over 12 repetitions for each subject. The continua were divided into 3 ranges: within the first category (-20, -10, -5), around the category boundary (0, ϩ5, ϩ10), and within the second category (ϩ15, ϩ20, ϩ30, ϩ40). The averaged RTs for each range are displayed in Figure 3 . A repeated-measures ANOVA, with factors stimulus type (VOT and FOT) and range (first, boundary, and second), was conducted. Reaction times were not significantly affected by stimulus type [F(1,13) ϭ 0.1, p Ͼ 0.1]. A main effect was found for range [F (2, 26) ϭ 25.11, p Ͻ 0.001], with an interaction with stimulus type [F(2, 26) ϭ 4.84, p Ͻ 0.05]. Bonferroni multiple comparison tests indicated that RTs to stimuli close to the category boundary were longer than RTs to stimuli from any of the within category range, but only for the VOT series. Figure 4 depicts the percentage of correct "different" responses in the discrimination trials. Both continua showed the typical discrimination curves found in categorical perception: Stimuli drawn from the same identification category were poorly discriminated, whereas stimuli from different identification categories (i.e., 0 and ϩ10) were well discriminated, as indicated by a peak in the discrimination function at the category boundary. Table 1 shows the percentage of correct "different" responses as a function of stimulus type (VOT and FOT) and stim- Post hoc paired comparisons indicated that this could be attributed to differences in percent discrimination of within-category pairs: The VOT pair ϩ10/ϩ20 yielded higher discrimination scores than the respective FOT pair. The opposite was true for the pair -10/0, which was better discriminated in the FOT series. Individual discrimination responses, collected during ERP recordings were classified as hits, false alarms, correct rejections, and missed responses. Mean d´values for each stimulus type (VOT and FOT) at different experimental conditions (WC1, WC2, AC, and CC) are presented in Figure 5 . A repeated-measures ANOVA carried out on d´values revealed a significant main effect of experimental condition [F(3,39) ϭ 52.31, p Ͻ 0.001] and a significant stimulus type x value interaction [F(3,39) ϭ 7.7, p Ͻ 0.05]. Bonferroni tests indicated that the interaction between stimulus type and experimental condition was due to higher scores obtained for FOT series at the WC1 condition (-15; 0), compared with all other WC conditions.
Electrophysiological Results
Grand averaged waveforms evoked by each of the three VOT and FOT stimuli recorded from electrodes Fz, Cz, and Pz during the identification task are shown in Figure 6 . Latency and amplitude measurements of N1 and P2 were conducted at Cz, and P3 measurements were taken at Pz. (-15, ϩ15, 0) [F(2,24) ϭ 4.55, p Ͻ 0.05]. Pairwise comparisons indicated that stimulus value affected N1 amplitudes only in response to VOT stimuli: 0 msec VOT evoked larger amplitudes than -15 msec VOT. These results are illustrated in Figure. 7.
Main effects of stimulus value were indicated for P2 and P3 amplitudes, which, overall, were larger in response to ϩ15 msec compared with -15 and 0 ms [P2: F(2,24) ϭ 17.56, p Ͻ 0.01; P3: F(2,24) ϭ 10.89, p Ͻ 0.01]. P3 amplitudes also showed a significant stimulus type x value interaction [F(2,24) ϭ 5.08, p Ͻ 0.05]. Post hoc comparisons indicated that the above-mentioned differences among stimuli hold only in the FOT series and that all VOT stimuli evoked P3 with similar magnitudes.
ERPs to the First Stimulus in the Discrimination Pairs
Grand averaged waveforms recorded from electrodes Fz, Cz, and Pz in response to -15, 0, and ϩ15 msec VOT and FOT, presented as first stimuli in the discrimination pairs, are shown in Figure 8 . N1 and P2 are clearly present in all waveforms, and their latencies and amplitudes were measured at Cz. A small P3 can be recognized in the grand averaged responses to the first stimuli in the pair. However, in many individual waveforms, P3 was too small to be measured. 
DISCUSSION
Behavioral Measures
Identification and discrimination of syllables from the /ba/-/pa/ continuum revealed a category boundary (CB) at 6 msec VOT and a corresponding peak in the discrimination curve. Similar curves were obtained for the analogous nonspeech continuum (FOT). For both continua, discrimination of ϩ15 msec onset-time differences was excellent when these differences crossed the CBs but poor for stimuli drawn from the same identification category. One of the two within-category (WC) FOT pairs was better discriminated than all other WC pairs. During identification, VOT stimuli close to the phoneme boundary elicited longer reaction times. No such effect was evident for the FOT stimuli.
Hebrew-speaking listeners showed a mean category boundary (CB) of 6 msec VOT along the /ba/-/ pa/ continuum. Based on production data collected by Raphael et al. (1995) , the boundary that we found would separate between voiced and voiceless bilabial stops in 96% of the productions, thus demon- (-15, ؉15, 0) on the amplitudes and latencies of N1, P2, and P3. N1 and P2 peaks were measured at Cz. P3 was measured at Pz
TABLE 2. Mean amplitudes and latencies along with corresponding standard deviations of responses to each stimulus recorded during active identification of VOT and FOT stimuli (top). Bottom part provides summary of the results of the ANOVAs carried out to test the effect of stimulus series (VOT, FOT) and stimulus value
Amplitudes (V)
Latencies ( strating correspondence between the perceptual category boundary and the Hebrew VOT values of production. The CB that is reported here for the /ba/-/pa/ continuum is somewhat shorter than the CB that was found by Laufer (1998) for a /bi/-/pi/ continuum. The difference is in line with the known effect of the following vowel. Among English-speaking listeners, CBs for stops preceding /i/ were found to be longer than CBs for stops before /a/ (Summerfield & Haggard, 1974) . Moreover, production values in Hebrew showed the same trend of longer VOT values before high vowels, especially /i/ Laufer (1998) . On the other hand, the CB that we found is longer than the CB which was found by Kishon-Rabin et al., (2002) who used, as we did, a natural /ba/-/pa/ continuum. Whereas all their listeners identified the syllable 0 msec VOT as /pa/, all our listeners identified it as /ba/. Kishon-Rabin and colleagues did not only remove the prevoicing but also filtered out the periodicity (i.e., F0 and the first 4 harmonics) from the 10 msec release burst of the syllables 0 and ϩ10 msec VOT. It is possible that this filtering procedure provided the listeners with additional cues for voiceless perception. Our data suggest that removing the prevoicing from a natu-rally produced /ba/ is not sufficient to result in voiceless identification. VOT discrimination performance was best in the vicinity of the phonemic boundary, indicating that the ability to discriminate between VOT stimuli was strongly affected by the way these stimuli are identified. Therefore, both identification and discrimination data indicated that the voicing boundary aligns with the Hebrew VOT values of production. This link between perception and production suggests that categorization was based on language-specific phonemic knowledge, thus highlighting the influence of linguistic experience on voicing boundaries. The auditory theory argues that voicing perception is based on temporal sensitivity for 15 to 20 msec onset asynchronies. Studies of infant VOT perception indicate that babies are born with an enhanced sensitivity around the English voicing boundary (Eimas et al., 1987; Jusczyk et al., 1989 ), even if their mother tongue does not contain an Englishlike contrast (Lasky, Syrdal-Lasky, & Klein, 1975) . The present identification results indicate that Hebrew-speaking adults locate the voicing boundary where infants show the lowest sensitivity. It is reasonable to assume that Hebrew-learning infants 
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EAR & HEARING / FEBRUARY 2007 are born with the same innate sensitivity at around ϩ20 msec VOT. During language acquisition, these infants are likely to adjust their category boundaries to the way voicing distinction is applied in Hebrew. The role of language experience in modifications of the voicing boundaries is demonstrated by the finding that by the age of 6 to 8 mo Spanish-learning infants discriminate both English and Spanish contrasts, whereas English-learning infants can discriminate only the English contrast (Eilers, Gavin, & Wilson, 1979) . Moreover, when Hebrew speakers were asked to discriminate between ϩ15 and ϩ30 msec VOT, where the enhanced sensitivity is presumed to occur, they performed only at chance level (49.7% correct discrimination). The behavioral data of this study therefore suggest that voicing distinction in Hebrew is based mainly on sensitivity that is language specific and not on general psychoacoustic sensitivities. The similar identification curves obtained for speech and nonspeech continua were expected, because the present study aimed to elicit similar category boundaries for speech and nonspeech continua by adjusting the FOT stimuli, and the subjects were trained in labeling the FOT end point stimuli. The similar discrimination curves, on the other hand, were less expected because subjects discriminated between FOT stimuli before they were trained or required to label them. These discrimination curves show marked peaks at the category boundaries, which indicate poor discrimination of stimuli drawn from the same identification category and good discrimination of stimuli that straddle the category boundary. These findings are hallmarks of categorical perception (Repp, 1984; Studdert-Kennedy et al., 1970) .
Categorical perception was claimed, at least originally, to be unique to certain speech sounds (Liberman, et al., 1961) . Later studies found a similarity between the categorical perception of VOT continua and the categorical perception of nonspeech temporal continua (Jusczyk et al., 1989; Miller et al., 1976; Pisoni, 1977) . This similarity was taken as an indication for the existence of an innate auditory mechanism that underlies the categorical perception of voicing in initial stops (Jusczyk et al., 1989; Pisoni, 1977) . Our behavioral data confirm that both VOT and FOT continua were categorically perceived and could support the hypothesis that ordinary auditory processes are sufficient to explain categorical perception. However, although we postulate that language experience modifies voicing perception, it is not clear how it can modify ordinary auditory processes, especially if we consider the finding that Hebrew speakers show a CB for Tone Onset Time continuum that is similar to the boundary that is found among English-speaking listeners (Kishon Rabin, et al., 2002) . We suggest that despite the observed similarity and despite our efforts to elicit similar category boundaries, different perceptual processes may be involved in the categorization of speech and nonspeech signals. FOT stimuli drawn from the same identification category were discriminated accurately in 20% to 30% of the time in 3 of the 5 within-category pairs. In contrast, 4 of 5 of the within-category pairs in the VOT series were poorly discriminated (Ͻ10%). In addition, discrimination of Pisoni & Tash (1974) . Our data imply that this prolongation is not a result of the categorization process per se, as no such effect was found during the categorization of nonspeech sounds.
Electrophysiological Measures
Analysis of ERPs recorded during identification of -15, 0, and ϩ15 msec VOT and FOT stimuli revealed longer P2 and P3 latencies to VOT. Stimulus VOT values affected N1 latencies, which were longer in response to ϩ15 and -15 msec VOT compared with 0 msec VOT. In addition, N1 amplitudes were larger in response to 0 ms VOT compared with -15 msec VOT, and P2 amplitudes were larger in response to ϩ15 msec VOT compared with -15 and 0 msec. Stimulus FOT value affected P2 and P3 amplitudes, which were larger in response to ϩ15 msec FOT compared with -15 and 0 msec. Consistent with ERPs recorded during identification tasks, ERPs recorded in response to the first stimulus of the discrimination pairs showed a similar stimulus VOT value effect on N1 latencies and a similar stimulus FOT value FOT effect on P2 amplitudes.
Comparing the electrophysiological responses that were evoked during active identification of three tokens of VOT and FOT stimuli, showed that VOT stimuli evoked longer P2 and P3 latencies. The differences in P2 latency can be attributed to differences in the acoustic properties of the VOT and FOT signals, and in particular to differences in their rise time. VOT stimuli had 40 msec rise times, whereas the rise time of the FOT stimuli was less than 10 msec. Due to its effect on the transient quality of the signal, a longer rise time results in bigger amplitudes and longer latencies for P2 (Hyde, 1997; Starr & Don, 1988) . P3 latency is thought to reflect the time needed for stimulus evaluation and classification (Kutas & Dale, 1997; Picton & Hillyard, 1988) . Prolongation of P3 latencies in response to speech sounds versus nonspeech may indicate that the perception of voicing requires integration of information over a longer time period. Our behavioral data indicate that among Hebrew-speaking listeners, the absence of prevoicing is not a sufficient cue for voiceless perception, and cues such as the duration of the release burst, the presence of aspiration, and first formant transitions are probably needed as well. These cues are spread over tens of milliseconds of speech onset, which may result in a longer evaluation time of the signal and hence the longer P3 latencies.
During identification tasks, FOT value affected P3 amplitudes. The effect of FOT value on P3 amplitudes can be explained by the categorization of the stimuli. Subjects identified ϩ15 msec FOT as belonging to a different category than the other two stimuli. Karlin and Martz (as cited in Picton & Hillyard, 1988) have demonstrated that it is the probability of the response and not of the physical stimulus that affects P3. Thus, even though all FOT stimuli in the current experiment were presented with an equal probability, categorization resulted in different response probabilities, and P3 was recorded only in response to the perceptually "rare" nonspeech stimulus. Interestingly, during speech identification, P3 was not affected by the categorization of the stimuli, and all speech stimuli evoked a clear P3. Among the factors that are known to affect P3 amplitudes are the value, significance, and task relevance of the evoking event to the subject (Sutton & Ruchkin, 1984) . The finding that all speech stimuli evoked P3, regardless of the probability of the response, suggests that they were all recorded and treated as significant events, plausibly due to their communicative value.
The value of the FOT stimuli also affected P2 amplitudes. N1 and P2 are known to be affected by the acoustic properties of the eliciting stimulus. The effect of FOT value on P2 amplitudes was identical regardless of the task: ϩ15 msec FOT evoked larger P2 amplitudes. We postulate that this was due to the temporal acoustic structure of this stimulus. ϩ15 msec FOT started with a segment of noise that changed after 15 msec into periodic energy. Martin & Boothroyd (1999) showed that in addition to the N1-P2 onset response, time-varying changes within a signal, such as the transition from noise to periodic signal, evoke an additional N1-P2 response, known as the acoustic change complex. Similar findings were reported for the transition from friction noise to the following vowel (Ostroff et al., 1998; Tremblay et al., 2003a) . It seems reasonable that because the acoustic change within the ϩ15 msec FOT signal was not sufficiently separated in time from the stimulus onset, we did not record two distinct responses; instead the transition from noise to period-
124
EAR & HEARING / FEBRUARY 2007 icity induced an overlap of these responses, resulting in a large P2 response. There are, however, some indications that N1 and P2 are also sensitive to changes in speech perception abilities Oates et al., 2002; Tremblay & Kraus, 2002; Whiting et al., 1998) . Picton & Hillyard (1988) suggested that the best indication that an ERP component is endogenous in nature is the finding that the component changes when the same physical stimulus is presented in different psychological contexts. With this in mind, to differentiate exogenous (acoustical) from endogenous effects, we compared the effect of the VOT or FOT value on the ERPs recorded during identification, with their effect on ERPs obtained to the same stimuli when presented as first stimuli in the discrimination pairs. We assume that effects that are not common to both tasks result from cognitive processing, beyond registration of the physical properties of the stimulus. Consistent effects across tasks, on the other hand, may result from exogenous effects or from cognitive processes that are common to both tasks. It is possible that identification of speech sounds is inevitable, even if the subject's task does not include identification of the stimuli as in discrimination experiments (Schouten & Van Hessen, 1992) . Hence, we cannot rule out the possibility that common VOT effects were due to involuntary identification of the first stimulus of the discrimination pairs. As for the nonspeech stimuli, such identification is unlikely to occur, because subjects learned the FOT labels only after the discrimination task was completed.
The effect of VOT value on N1 latency was evident during both identification and to the first stimuli in the discrimination pairs; that is, the finding of shorter N1 latencies in response to 0 msec VOT compared with ϩ15 and with -15 msec VOT persisted in both tasks. In both stimuli that elicited longer N1 latency, the vowel started 15 msec after stimulus onset. The vowel in the positive VOT token is preceded by 15 msec of aspiration, and the vowel in the negative VOT token is preceded by 15 msec of pre-voicing. N1 latencies are therefore time-locked to the vowel (voicing) onset and hence reflect the VOT values of the eliciting stimuli. Previous studies showed that whereas long VOT values elicit doublepeaked N1 responses, both positive (Sharma & Dorman, 1999; and negative short VOT values evoke N1s time-locked to voicing onset.
It is possible that at short VOTs, as were used in the current experiment, the vowel masks the neural response to the preceding, much softer acoustic event (i.e., aspiration in the positive VOTs and the prevoicing in negative VOTs). As a result, in re-sponse to short VOTs, a single N1 is recorded that is time-locked to the vowel onset. Support for this suggestion comes from the MMNm study of Koyama et al. (2000) , which demonstrates that CV stimuli (/ra/ and /la/) with longer vowels (150 msec) evoke smaller MMNs compared with stimuli with shorter vowels (110 msec). The authors attributed the diminished MMNm to the backward masking effect from the vowel. Apparently the vowels in the present study were long enough (290 to 330 msec) to mask the response to the preceding short, low-amplitude acoustic energy. We assume that at longer VOTs, the vowelonset and the onset of the aspiration/prevoicing are separated enough in time to produce a double-onset response. In the current study, ERPs were recorded to three VOT values only, and therefore the systematic change of N1 to short and long VOTs, or a double N1 response, could not be demonstrated.
The present data indicate that N1 morphology does not reflect an obligatory cue for voicing distinction; that is, stimuli that were categorized as belonging to different voicing categories (-15 and ϩ15 msec VOT) elicited a similar N1, whereas stimuli identified as the same phoneme (0 and -15 msec VOT) evoked a different N1. It seems more likely that N1 latency reflects representation of the acoustics of speech and is probably not modified by exposure to any specific language. This conclusion is in line with other studies demonstrating that changes in N1 morphology do not always correlate with behavioral voicing perception and that training in VOT perception did not alter N1 latencies, even though the stimuli were labeled as different categories following training (Tremblay & Kraus, 2002) .
Our findings do not rule out the existence of an innate temporal sensitivity that may affect voicing boundaries in infants and nonverbal animals, as well as the category boundary in English. It is possible that this sensitivity is reflected in N1 morphology. However, when it comes to languages such as Hebrew that apply the voicing distinction differently, differences in N1 latency do not reflect a perceptual cue. Acoustic encoding is a necessary precursor to perception and Hebrew speakers may use other acoustic cues such as the duration and intensity of the release burst, the presence of aspiration and first formant transitions. N1 may not be sensitive to these cues.
In contrast to N1 latency, N1 and P2 amplitudes were affected by the VOT value only when the subjects were asked to identify the syllables. We may tentatively suggest that this finding is related to an endogenous process that is involved in voicing judgment. Support for the relation of N1 and P2 to speech and language processing comes from studies that showed that changes in speech perception abilities as a result of masking Whiting et al., 1998) and sensory-neural hearing loss (Oates et al., 2002) were associated with decreased amplitudes of N1. Further, improvement in VOT perception after discrimination training resulted in larger N1 and P2 amplitudes (Tremblay & Kraus, 2002) . The present data suggest that during voicing, identification differences in VOT are reflected in N1 and P2 amplitudes. These results corroborate findings of Tremblay et al., (2003a) who suggested that consonants differing in VOT evoke distinct neural patterns, but these results differ in the direction of the effects. Whereas Tremblay and colleagues found larger amplitudes of N1 and P2 in response to the voiced syllable /bi/ (5 msec VOT) compared with /pi/ (64 msec VOT), we found that the voiced token (-15 msec VOT) evoked the smallest N1 amplitudes and that the voiceless syllable (ϩ15 msec VOT) evoked the largest P2 amplitudes. This discrepancy may be attributed to the different VOT values of the evoking stimuli or to differences between English and Hebrew in their voicing categories. Alternatively, the differences may be related to differences in attentional state, because the ERPs were collected in the present study during active identification and not during passive listening as in the Tremblay et al. study.
The search for distinct and stable neural responses to various speech stimuli is motivated mainly by their possible clinical applications in cases of impaired speech perception abilities. The differences between English and Hebrew speakers in the neural responses evoked by syllables differing in their VOTs imply that linguistic experience may alter the neural representation of voicing. Thus, further studies to establish the electrophysiological correlates of voicing, in languages that use different voicing categories than English, are warranted.
CONCLUSIONS
Hebrew-speaking listeners divided a natural VOT continuum into two voicing categories, with a category boundary different than for English but matching the Hebrew VOT values of production. Discrimination abilities were limited by identification. Thus, behavioral measures reflect the effect of linguistic experience on voicing distinction in Hebrew. Analogous nonspeech stimuli were also perceived in a categorical manner. However, subjects were better at discriminating within-category FOT differences and showed prolonged reaction times to stimuli close to the category boundary only during VOT identification. These differences were taken as the first indication for the involvement of different perceptual processes for speech ver-sus nonspeech stimuli. Electrophysiological results provide further support for this notion.
Differential effects of VOT and FOT value on ERPs components, during discrimination and identification tasks, suggest that differences in the processing of speech and nonspeech are present as early as N1. ERP recordings may not be sensitive enough to detect all contributing processes, but it is possible to infer that if the ERPs in two experimental conditions differ at some point in time, then the associated brain and mental activities are different at least by that time (Kutas, 2000; Kutas & Dale, 1997) . During discrimination and identification tasks, N1 latency was affected by VOT's temporal structure, whereas the temporal structure of FOT stimuli was reflected only in P2 amplitude. Furthermore, during the identification task, speech perception endogenous effects were reflected in N1 and P2 amplitudes. During nonspeech perception, on the other hand, endogenous effects were only observed on P3 amplitude. If we assume that processing progresses from early acoustical exogenous processing onto later cognitive perceptual analysis, it seems plausible that these processes occur earlier for speech. Additional differences between VOT and FOT were found in P3 during identification tasks: Whereas P3 was recorded only to the perceptually "rare" FOT stimulus, all VOT stimuli, regardless of overt categorization, evoked P3, presumably due to the communicative value of the speech signal.
These results indicate that brain processing of temporal aspects of speech and nonspeech signals differs from its early stages. The results do not, however, point toward the basis of these effects and give little indication of the brain structures that are implicated in processing these signals. To examine differences in the brain areas involved, as well as in the strength and the laterality of the activation that is evoked by speech and nonspeech signals, estimating the sources of the electrophysiological responses will be necessary. In addition to localizing the activated brain structures, source estimation provides unparalleled temporal resolution for functional brain imaging (Pascual-Marqui, Michel, & Lehmann, 1994; Pascual-Marqui, 1999; Pratt, Sinai, Laufer, & Horev, 2002; 2003) and could thus indicate the time course of processing.
