The traditional classification algorithms have been widely applied for hyperspectral imagery (HSI), but many methods exploit spectral or spatial information in HSI data that doesn't make full use of the information of HSI data. To solve this problem, a new classification method, termed multiple characteristics similarity metric (MCSM), was proposed in this paper for HSI classification. In MCSM, a spatial similarity probability relationship, a sparse similarity relationship and a collaborative similarity relationship are integrated to use the multiple information of HSI. At first, a spatial similarity probability is designed by the multiple features fusion, which can reveal the spatial information of HSI. Then, it utilizes sparse representation and collaborative representation to represent the sparse and collaborative properties of HSI. Finally, the class label can be determined by combining spatial similarity probability, sparse similarity and collaborative similarity. To demonstrate the effectiveness of the proposed method, experiments have been conducted on the Indian Pines and Pavia University data sets. The experimental results show that MCSM achieves better classification performance compared with some state-of-the-art classification methods, which indicates that MCSM can make full use of the multiple information of HSI to form the complementarity of different characteristics and enhance the discriminant performance for HSI classification.
I. INTRODUCTION
With the advance of sensor technology, hyperspectral imagery (HSI) is continually becoming more available in modern remote sensing field [1] - [8] . Hyperspectral image is a data cube composed of dozens or even hundreds of continuous-wave images, and it is widely applied in different fields such as resource exploration [9] , [10] , classification [11] , precision agriculture [12] , [13] , and target recognition [14] , [15] , in which a fundamental and challenging task is to obtain the class label of each pixel in HSI.
Many methods have been proposed to automatically judge the land cover type of each pixel in HSI [1] , [16] , [17] . The classic methods include k-nearest neighbor (KNN) [18] and spectral angle mapper (SAM) [19] . They respectively The associate editor coordinating the review of this manuscript and approving it for publication was Yongqiang Zhao . utilize the minimum Euclidean distance and spectral angle to discriminate the class of each test pixel. Based on the probability distribution model, native Bayes classifier (NBC) [20] , maximum likelihood classifier (MLC) [21] and multinomial logistic regression (MLR) [22] were proposed by applying the probability of a test pixel occurrence in each class to determine its class label. However, these classification methods cannot obtain good classification results with the simple models. To enhance the classification results, sparse representation classifier (SRC) [23] and collaborative representation classifier (CRC) [24] , [25] were designed to reveal the intrinsic information of data and improve the classification accuracy of HSI. However, these classifiers only utilize the spectral information of HSI data, which will not show the merits of HSI.
To enhance the function of HSI, some spatial-spectral classification methods are developed to exploit rich spatial VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and spectral information for improving the performance of classification [26] . Some classic classification methods have been designed on the basis of sparse representation, for example joint sparse representation classifier (JSRC) [27] , [28] , which takes spatial information into account by representing the pixels in a local window. To incorporate the spatial contextual information into the pixelwise-based classifier, the researchers develop extended morphological profiles (EPFs) [29] to construct spatial-spectral features, which has adaptive neighborhood of pixels. In addition, the spatial-spectral kernels have been proposed, which were applied into SVM to construct SVM with composite kernels (SVMCKs) [30] . In fact, these spatial-spectral classification methods can improve classification accuracy. However, those methods only consider a discriminant strategy, which neglects different strategies for the influence of classification. To combine different strategies, a class-dependent sparse representation classifier (CDSRC) [31] was proposed, which effectively joints the ideas of SRC and k-nearest neighbor classifier in a classwise manner to exploit both correlation and Euclidean distance between test and training pixels. In addition, researchers proposed a classification method by combining correlation coefficient (CC) and JSR (CCJSR) [32] for HSI, which uses the within-class similarity between test and training samples to achieve better classification performance. However, these methods only use a characteristic of HSI, which cannot make full use of the multiple properties of HSI.
To make full use of different characteristics and strategies, this paper proposed a multiple characteristics similarity metric (MCSM) method. The MCSM algorithm applies three similarity relationship to exploit the different information of HSI, including a spatial similarity, a sparse similarity and a collaborative similarity. At first, it extracts three different features, which contains rich spatial and spectral information, to establish the spatial similarity with MLR. Then, SRC and CRC methods are applied to calculate sparse similarity and collaborative similarity, respectively. Finally, we design a joint model to fuse spatial similarity probability, sparse similarity and collaborative similarity, and the class label can be determined by the joint similarity. The proposed method can utilize multiple characteristics of HSI with different strategies which can obtain better classification performance. This paper is organized as follows. In Section II, we introduced related works. MCSM is proposed in Section III. Section IV gives experimental results to demonstrate the effectiveness of our proposed method. Finally, some concluding remarks and suggestions are given in Section V.
II. RELATED WORKS A. LBP
LBP is an efficient rotation-invariant operator [33] , [34] , which has been used to describe the local texture features of HSI image. Given a center pixel t c , each neighbor in a local region is assigned with a binary label, which can be either ''0'' or ''1'', depending on whether the center pixel has a larger intensity value or not. The neighbor pixels are some spatial samples around the center pixel. Radius r represents the spatial window of the center pixel. Along with the selected k neighbors {t i } k−1 i=0 , the LBP code for the center pixel t c is given by
As shown in Fig 1, each HSI pixel is compared with its eight neighbor pixels in a 3 × 3 neighborhood by subtracting the value of center pixel t c , and the corresponding negative values are encoded to 0 and the others to 1. After that, LBP code can be calculated by concatenating all the binary codes in a clockwise direction starting from the top-left one, and the corresponding decimal value is referred to LBP code. LBP feature has been used in a fused way to explore complete texture information, we choose the parameter set (k, r) = (8, 2) in the experiment.
B. EMAP
EMAP [35] , [36] is an extension of traditional morphological profiles. It can be seen as a cube of grayscale images, and many attribute filters are used to connect components of every feature extracted from a HSI.
At first, principal component analysis (PCA) is explored to reduce the dimensionality of HSI for avoiding Hughes phenomenon. Then, attribute filters are performed on several principal components to obtain extended attribute profiles (EAP) as follows:
where C i is the connected part of the image, AP(C i ) represents an attribute filter of component i, and n represents the number of remaining principal components. Attribute filters process depending on whether an attribute A (e.g., area, standard deviation, moment of inertia) meets a predefined condition with a threshold value λ (e.g., A (C i ) > λ). If A(C i ) meets the condition, C i is maintained, otherwise, it is merged to the nearest connected component having a lower (or greater) gray level, and this merging is called thinning γ (or thickening ϕ). If we conduct thickening and thinning several times to the same feature f with a set of ordered thresholds {λ 1 , . . . , λ n }, we can obtain an attribute profile (AP) as
where ϕ i and γ i represent the thickening and thinning transformation, respectively. Fig 2 shows the procedure of EAP.
As shown in Fig 2, the multi-level feature vector AP i is structured by different attributes, and then all AP i are connected in series to form a single vector, and it can effectively represent the spatial information of the hyperspectral data.
C. SRC AND CRC
For HSI classification, SRC means that a test sample can be linearly represented by the training samples via l 0 -norm or l 1 -norm [37] , [38] , which reveals the sparse property of HSI data. While CRC emphasizes that all the training samples are equal to represent a test sample by l 2 -norm regularized term, which provides collaborative characteristic of HSI data.
Let {x i } n i=1 ∈ d denote a training set in HSI data sets, where d is the number of spectral bands. There are k classes and n training samples. Let n c be the number of training samples for the c-th class, and k c=1 n c = n. Notice that D c = d 1,c , . . . , d n c ,c ∈ d×n c , the subdictionary of the feature vector denotes the c-th class. We can construct a dictionary D from all the classes as
In SRC, a test sample can be represented lineally by all the training samples. For a test sample, it is critical to find the coefficient vector α SR whose entries correspond to the training samples, then minimum residual can be obtained. Thus, the sparse representation model can be calculated as
where λ is the regularization parameter, and α SR = [α 1 , . . . , α n ] are the sparse coefficient of x over the dictionary D. The coefficient vector α SR can be solved by orthogonal matching pursuit (OMP) [39] or subspace pursuit (SP) [40] . After that, D and α SR are divided into different class-specific subdictionaries according to the labels of training samples. Finally, a test sample is assigned a class label according to the class that resulted in the minimal residual as follows:
where α SR c is the sparse coefficient of c-th class. In CRC, it is also necessary to find the coefficient vector α CR such that we can obtain the minimum residual. The collaborative representation model is expressed as
where λ 2 is the regularization parameter, the coefficient vec-
where λ is a regularized parameter, then the labels of test samples can be determined by the minimum residual as the following.
where α CR c is the collaborative coefficient of c-th class.
III. PROPOSED FRAMEWORK
In this section, a MCSM method is proposed to exploit rich multiple characteristic of HSI for classification. Firstly, we construct spatial similarity relationship based on several textural, spatial and spectral information, and MLR is applied to obtain the joint probability of three features. Then, based on SRC and CRC, sparse similarity values and collaborative similarity values of an unknown pixel are calculated to reveal sparse characteristics and collaborative similarity of data. Finally, the spatial-sparse-collaborative similarity relationship of an unknown pixel is constructed to calculate joint similarity value, and the class of unknown pixels can be determined by joint similarity. Fig. 3 shows the flowchart of the proposed MCSM method.
A. SPATIAL SIMILARITY
With the spatial information of data, three features (including LBP, EMAP and spectral) are applied to exploit rich spatial and spectral information of HSI. X 1 is used to denote spectral feature of data. X 2 denotes LBP feature to reveal the local textural spatial information of data, and X 3 is EMAP feature to reveal the morphology spatial information of data. In this paper, suppose that we have k classes, t test pixels and n training pixels of an image. MLR is applied to obtain the probability value of test samples with three different features. For each feature, the traditional MLR method has been introduced to calculate the probability of test samples in each class as follows. 
m is calculated from the maximum a posteriori (MAP) estimate. MLR is a classic method with a subspace projection to deal with the highly mixed remote sensing data under limited training samples. To exploit more information of HSI, different kernel functions are used to the input features. For this purpose, the function h (x i ) is defined as follows.
represents different kernel functions, which may be a linear kernel functions or nonlinear kernel functions, and r d represents the dimension of input features. Notice that, u (c) i is a kernel function, so h ((x i ) m ) is a combination of multiple kernels.
According to the multiple kernel learning (MKL) [41] , MLR with several kernels is commonly applied to combine different characteristics from multiple features, for a test sample y i ,we have
where p c (y i ) is the spatial similar probability value in each class, p m y
represents the similar probability value for different features. If the spatial similar probability value is largest in a certain category, it proves that the unknown pixel maybe belong to this land cover category. ω (c) m is a logistic regressor of a feature.
According to eq. (9), we compute ω 
where l ω (c) m is the log-likelihood function given by
To deal with this optimal problem, we exploit the logistic regression via variable splitting and augmented Lagrangian (LORSAL) algorithm [42] .
B. SPARSE SIMILARILY
According to the sparse representation theory, a test sample can be automatically represented by a few training samples in a dictionary and the coefficients are sparse. So sparse representation can reveal sparse characteristics of data. In SRC, after obtaining the sparse coefficient α SR and constructing the dictionary D, the sparse residual value r c in each class is calculated as the following.
where r c (y i ) is residual value of y i in each class. Therefore, we construct sparse similarity S c in each class to separate the samples on the basis of sparse residual as the following.
where
is the thermonuclear parameter, S c represents the sparse similarity in each class and the test sample will belong to the class with a large similarity value.
C. COLLABORATIVE SIMILARITY
According to the collaborative representation theory, a test sample can be represented by all the training samples. So collaborative representation can reveal collaborative characteristic of data. In CRC, after obtaining coefficient α CR , the residual value r c in each class is calculated as the following.
where r c (y i ) is residual value of y i in each class.
According to the residual value, we construct collaborative similarity C c in each class to classify the samples on the basis of collaborative residual as follows.
is the thermonuclear parameter, C c represents the collaborative similarity in each class.
D. MULTIPLE CHARACTERISTICS FUSION
To effectively discriminate the classes of HSI, we construct a complementary model of spatial similarity probability, sparse similarity and collaborative similarity. The fusion model is represented as the following.
where 0 ≤ θ ≤ 1 is a balanced parameter. Finally, we propose a multiple characteristic similarity metric (MCSM) method to gather the merits of spatial similarity, sparse similarity, and collaborative similarity. The final spatial-sparse-collaborative similarity of MCSM can be obtained as the following.
According to spatial-sparse-collaborative similarity, we can get the label of test samples as follows.
E. ILLUSTRATION OF MCSM
In general, the proposed MCSM method combines spatial similarity probability, sparse similarity and collaborative similarity. MCSM not only reveals the complex multiple characteristics of data but also represents intrinsic information of HSI, which can achieve the complementarity of different structures of data and improve the classification performance. The steps of the proposed MCSM method is shown in Algorithm 1.
IV. EXPERIMENT
To validate the effectiveness of the proposed method, two publicly available hyperspectral data sets(Indian Pines and Pavia University [43] ) are employed in the experiments. The proposed MCSM method is compared with some state-of-art algorithms. 
Compute spatial similarity value: is 145 × 145, and the spectral data contains 220 spectral bands ranging from 0.4 to 2.5 µm with a spatial resolution of 22m. In the experiment, 200 spectral bands are remained after removing 104-108 and 150-163 water absorption bands. There are 16 ground-truth classes in this scene. The HSI in false color and its ground-truth map are shown in Figure 4 .
2) Pavia University data set: This HSI data was collected by the ROSIS optical sensor, over an urban region surrounding the University of Pavia in Italy. The data set has 115 spectral bands which range from 0.43 to 0.86µm with a spatial resolution of 1.3m. It consists of 610 × 340 pixels. After removing the 12 noisy bands, the remaining is 103 bands are used in our experiment. The HSI in false color and the ground-truth map are shown in Figure 5 .
B. PARAMETER SETTING
In each experiment, the HSI data set is randomly divided into training and test sets. For the classes with small samples (i.e., Alfalfa, Grass/Pasture-mowed, and Oats from the Indian Pines data set), we randomly selected 5 samples as training samples. After selecting training set and test set, different classification methods are used in all experiments. The overall accuracy (OA), the classification accuracy for each class and the Kappa coefficient (κ) are used to evaluate the classification results.
In the experiments, we proposed a classification method, so we selected some relevant classification methods to compare with the proposed MCSM method. To analyze the classification model, we selected three spectral methods, termed SRC, CRC and SVM, for comparison. To demonstrate the classification power, we compare MCSM with three spatial-spectral classification methods including JSR, EPF, and SVMCK. In addition, we also apply some advanced fused classification methods, i.e. CDSRC and CCJSR, to evaluate the effectiveness of the proposed method. After obtaining training set and test set, we selected classification method to determine the class labels of the test set, which need to adjust some parameters. The parameters for MCSM classification methods are listed in Table 1 .
In the experiments, we randomly selected 50 samples from each class on the Indian Pines and Pavia University data sets for training, and the remaining samples were used as test set. For the compared algorithms, the cross-validation method was adopted to achieve the optimized parameters. For the proposed method, we set the balanced parameter θ both from zero to one at the interval of 0.1 for the search of the optimization value. Figure 6 reports the classification results under different θ on the Indian Pines and Pavia University data sets. As shown in Figure 6 , the OAs and κ coefficient first improve and then decline with the increase of θ on the two data sets. This is the reason that too small or large tradeoff parameter will lead to the imbalance between different characteristics. Therefore, the parameter θ is set to be 0.5 and 0.6 on the Indian Pines and Pavia University data sets, respectively. To robustly analyze each algorithm, we repeated each experiment ten times in each condition and obtained the average OAs with standard deviations (STDs) and the average κs.
C. EXPERIMENTS ON THE INDIAN PINES DATA SET
In this subsection, some classification experiments were conducted on the Indian Pines data set to evaluate the performance of MCSM. In these experiments, the training samples was randomly selected from each class with n i samples, where n i is set to {1%, 2%, 4%, 6%, 8%, 10%}, and the remaining samples were used for testing. Table 2 shows the OAs with standard deviations (STDs) of different algorithms under different numbers of training samples.
As can be seen from Table 2 , for all the methods, the OAs of all the methods improves with the increased sample size of the training samples, this indicating that more training samples possess more desired information to represent the image features. The proposed method achieves the best OAs under different numbers of training samples, which indicates that MCSM can effectively discriminate the classes of HSI with the spatial similarity probability, sparse similarity probability and collaborative similarity probability, so it achieves the complementary of different characteristics to improve the discriminating power for classification. To show the classification accuracy of each class, we evaluated the performance of our proposed method with 10% training samples per class for training, and the remaining samples were used for testing. The classification results are shown in Table 3 .
According to Table 3 , the proposed method generates better classification accuracies in most compared with the other related methods on the Indian Pines data set. MCSM achieves better OAs, AAs, and κ than the other spectral classification algorithms (i.e. SRC, CRC and SVM), because MCSM applies sparse and collaborative relationship and the spatial similarity between different samples to enhance the discriminant performance of different classes. MCSM improves the performance of land-cover classification to compare the spatial-spectral classification methods, including JSR, EPF and SVMCK, since the proposed method considers more characteristics to enhance the discriminate performance for HSI classification. We also compare MCSM with fused classification method on Indian Pines data set and MCSM obtains better classification performance for the reason that our method analyzes not only the spatial-spectral information but also sparse and collaborative relationships of data. In addition, MCSM possesses better OAs, AAs, and κ than all compared algorithms, which indicates that the proposed method can improve the discriminating power of data.
As shown in Fig 7, the proposed method achieves smoother classification maps than the other compared classification algorithms on Indian Pines data set and contains more homogeneous areas, especially, in the regions of Alfalfa, Corn, Grass/Pasture-mowed, Hay-windrowed.
D. EXPERIMENT ON THE PAVIA UNIVERSITY DATA SET
In the experiments, the Pavia University HSI data set was used to evaluate the classification performance of MCSM. Table 4 reports the OAs with std by using different methods.
In Table 4 , MCSM achieved the best results in all cases compared with other methods. The results in Table 4 indicates that MCSM achieves the best accuracy for classification. Table 4 , the proposed MCSM method is superior to spectral methods, spatial methods and fusion classification methods in each condition for HSI classification. Because MCSM inherits the discriminating power of different characteristics and achieves better classification performance on Pavia University data set.
As shown in
To show the classification accuracy of each class, 10% samples per class were randomly selected for training, and the remaining samples were used for testing. The experiment parameter was set to the optimization. The classification results of each class are presented in Table 5 and the corresponding classification maps are given in Figure 8 . From Table 5 , MCSM presents the best classification accuracy than other methods in terms of AA and κ. The proposed MCSM algorithm obtains the best classification accuracies in most classes compared with the other state-of-art methods. As shown in Figure 8 , the classification map of MCSM is smoother than that of other methods in most areas.
V. CONCLUSION
In this paper, we proposed a classification method, termed MCSM, based on mulitple characteristics to discriminate the class labels of HSI. In MCSM, we construct the spatial property with the spatial and spectral information measured by three features. To achieve the complementarity of HSI, we construct the sparse relationship and the collaborative relationship. According to multiple characteristics, a classification model is constructed to compact the spatial-sparsecollaborative similarity. Finally, the label of test samples can be obtained with the classification model. MCSM considers multiple relationships, which can achieve the complementarity of different characteristics of HSI. Experiments on the Indian Pines and Pavia University data sets show that the proposed method achieves the best classification accuracies compared with some state-of-the-art methods under different cases. As a result, MCSM can effectively utilize different information of HSI and obtain strong discriminant power to improve the classification of HSI. However, our method takes too much time to construct the spatial, sparse and collaborative relationships, so we will focus on how to reduce the running time and improve the computational efficiency in the future work.
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