Abstract-This brief analyzes the performance of the hardwarebased tone-mapping operators for compression of high-dynamicrange images. The bottlenecks of a tone-mapping system are determined, and a high-performance field-programmable gate array (FPGA) implementation of an operator is introduced. The operator utilizes a polynomial mapping technique, which is adaptive to the pixel values, thus preserving high-contrast areas. The technique is further optimized for the presented resource-efficient FPGA implementation. We show that the timing optimization does not reduce the image quality by obtaining a high peak signal-to-noise ratio of the resulting images. The timing comparison to the similar implementations shows 2.5 times increase in the achieved throughput, irrespective of the hardware platform.
I. INTRODUCTION

M
ODERN digital cameras are still not able to capture the full dynamic range of natural scenes, i.e., the ratio between intensity of the brightest and the darkest pixel. This results in underexposed or overexposed regions of the taken image and the lack of local contrast. Fig. 1 shows three shots taken under different exposure settings of the camera. The underexposed and overexposed images show fine details in very bright and very dark areas, respectively. These details cannot be observed in the moderately exposed image.
The increase in dynamic range and contrast enhancement are only a few of the methods used to create a realistic representation of a scene. A high dynamic range (HDR) imaging technique was introduced to increase the dynamic range of a captured scene by encoding images with higher precision than standard 24-bit RGB. The most common method of obtaining HDR images is by taking several low dynamic range (LDR) photographs, all under different exposures. Such example is given in Fig. 1 . Debevec and Malik [1] developed an algorithm for creating wide-range radiance maps from multiple LDR images. The algorithm included obtaining a camera response curve, the creation of an HDR radiance map, and storage in RGBE format [2] . Alternatively, scenes can be represented using exposure fusion [3] . Exposure fusion is a pipelined process on LDR images, and it is not necessary to create a large HDR image, which significantly reduces the memory requirement. A similar principle is used for contrast enhancement using a single LDR image [4] . Apart from capturing natural scenes, another problem arises when displaying them. Current displays are limited to a very small dynamic range and suffer from problems of displaying even standard LDR images. Thus, tone-mapping operation [5] is introduced to map the real pixel values to the ones adapted to the displaying device. The purpose of tone mapping is to reduce the contrast in the HDR image, while preserving natural features of the scene. Due to the characteristics of the human visual system (HVS), it is enough to tone map only the luminance component of the pixels.
Tone-mapping operators can be divided into two main groups, namely, global and local operators. Global operators are spatially invariant because they apply the same transformation to each pixel in the image. These algorithms usually have low complexity and high computational speed. One of the first complex global techniques was introduced by Ward et al. [5] , which included histogram equalization and sensitivity of HVS to contrast in the image. Later, Pattanaik et al. [6] created a time-dependent operator based on an HVS model and subjective experiments. The operator also takes into account color appearance and changes of color perception over time. One of the latest global techniques is based on adaptive logarithmic mapping, and it was introduced by Drago et al. [7] . Although it is considered as a global technique, it applies different mapping curves on pixels based on their luminosity. The curves vary from log 2 for the darkest pixels to log 10 for the brightest.
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However, global operators do not preserve local contrast in the images where the luminance is uniformly occupying the full dynamic range. Oppositely, local operators are more flexible and adaptable to the image content, which may drastically improve local contrast in regions of interest [8] - [10] . Since they differently operate on different regions of the image, they are significantly more expensive and resource demanding. Hassan and Carletta [11] proposed a field-programmable gate array (FPGA) architecture for Reinhard operator [12] , which introduces a local adaptation inspired by photographic film development in order to avoid halo artifacts. However, the proposed local adaptation requires a Gaussian pyramid decomposition, which requires a vast amount of resources, particularly in terms of the required memory. Additionally, Hassan and Carletta [11] proposed to estimate the logarithm function by the integer part of the operand and then refine it using the lookup table (LUT) with a fixed number of bits. A large number of bits should be considered in order to preserve the dynamic range, which enlarges the LUT size even further. A method with a lower number of bits reduces the precision and the dynamic range of the image.
Lapray et al. [13] presented a full imaging system with an FPGA as a processing core. Although the used camera sensor streams 60 frames per second (fps) signal, the system only provides 30 fps output video for a 1 Mpixel frame. The loss of frame rate is due to a calibration step needed before tone mapping and a slow nonpipelined implementation of computations, such as division and logarithm. The computational results are precise, but the cost is a significantly reduced frame rate. Apart from FPGA systems, a system-on-chip (SOC) solution was presented by Chiu et al. [14] . An ARM SOC platform was used for both global and local tone-mapping processors. The achieved frame rate was 60 fps for a 1024 × 768 pixel resolution frame.
A detailed comparison of the major tone-mapping operators is published by Yoshida et al. [15] . The comparison was realized by human subjects grading several aspects of the constructed image, such as contrast, brightness, naturalness, and detail reproduction. One of the best graded techniques in this review was the global operator by Drago et al. [7] . Therefore, this operator is taken as a base for the development of the FPGA-suitable operator.
In this brief, we analyze the performance of the tonemapping procedure on 1080p60 (1920 × 1080) input and output images and determine the logarithm calculation as the main bottleneck of the system. We constrain 1) the image quality to be at least 8 bits per color channel and 2) the system frame rate to be higher than 60 fps, and we aim to find a function that satisfies both constraints. We propose a polynomial approximation of the Drago operator, which overcomes the system's performance bottleneck, and show that this tone-mapping function fits our constraints. An efficient FPGA implementation of the operator is presented together with the supporting prototype system. Our implementation exploits pipeline processing of the polynomial approximations, which increases performance compared with the previously used LUT-based methods. Furthermore, performance and image quality measurements show a significant increase in the achieved frame rate, without any visually perceivable loss of quality in the image.
II. PROBLEM ANALYSIS
Similarly to the majority of the global operators, the Drago operator uses a logarithmic mapping function expressed in (1), where displayed luminance L d is derived from the ratio of world luminance L w and its maximum L max . The algorithm adapts the mapping function by changing the logarithm base t as a function of the bias parameter b [7] , as shown in (2) . The base value is a function of the pixel luminance, and it is bounded on the interval [2, 10] , i.e.,
Although this mapping is created for interactive applications, its speed is very low for video applications. The reported frame rate is below ten fps, even for a 720 × 480 pixel image, without any approximations that decrease the image quality [7] .
In order to analyze complexity and timing performance of the tone-mapping algorithm, we implemented a benchmark system on Xilinx ML501 Development Kit, which includes XC5VLX50 Virtex-5 FPGA, and both zero bus turnaround SRAM and DDR2 memory chips. The benchmark system included a MicroBlaze microprocessor, memory controllers for code and data storage, a Digital Visual Interface (DVI) controller for display of the tone-mapped image, and a timer for measuring performance. The tone-mapping code was written in C, and it was run on MicroBlaze.
The purpose of this benchmark is to determine the bottleneck of the system in terms of timing performance. We wanted to determine what is the most time-consuming operation and what is the influence of the external memory on the performance of this FPGA system. We benchmarked multiplication, division, and logarithm, since they appear in (1) and (2) . Furthermore, operand data are stored in three different locations: internal BlockRAMs, external SRAM, and external DDR2 memory. Hence, nine different cases were observed and measured. The instantiated timer measured the number of clock cycles needed for each operation, in each case. Thus, a performance analysis is independent of the clock frequency. The numbers are obtained by averaging 10 000 measurements per each case. Fig. 2(a) shows that the most time-consuming operation is logarithm, which is the bottleneck of the system. Furthermore, it shows that the relative improvement when fast memory devices are used is negligible. Fig. 2(b) illustrates in more detail the duration of multiplication and division, which is two orders of magnitude lower than the duration of logarithm calculation. The dominant factor in these two cases is the memory access, as the duration can even triple when external DDR2 memory is used.
The analysis showed two main issues in tone-mapping operation: 1) Fast calculations are significantly affected by external memory access; and 2) long duration of the logarithm operation. In order to resolve these issues, we implemented the whole tone mapping as a hardware-only system. The system resembles an accelerating unit, with reduced access to the external memory and faster logarithm calculation. 
III. TONE-MAPPING OPTIMIZATION
The dynamic range of the natural scenes reaches values as high as 400 000, according to [1] and [7] . Although an exact representation requires 19 bits, modern displays using DVI standard do not support more than 8 bits per color. We decided to use 16-bit calculations in order to achieve computational precision higher than 8 bits, with a large enough error margin.
To avoid long calculation time and large LUTs, we have developed an optimized operator based on (1) and (2) . Using the logarithm properties, we can change its base and calculate only natural and base-10 logarithms. Expressions in the form of log(1 + x) can be efficiently approximated by the Chebyshev polynomials of the first kind T i (x) [16] . The approximation needs only six integer coefficients to achieve the desired 16-bit precision. The intermediate approximation step is given in (3), where L wa is the world adaption luminance calculated as the log-average of all pixels' luminance, i.e.,
The Chebyshev approximation can be applied to both natural and base-10 logarithms by only changing the coefficients. The coefficients for the natural logarithm are denoted as c e (i), whereas c 10 (i) are for base-10 in (4). According to [7] , the best visually perceived results are obtained for the bias parameter b ≈ 0.85. We have fixed this parameter to b = 0.84, to simplify the hardware implementation, as generic power functions are difficult to implement. The exponent in the denominator becomes 0.25, and the argument can be evaluated by two consecutive calculations of the square root. The square root is also approximated using the Chebyshev polynomials. Thus
The natural logarithm term in the denominator cannot be precisely approximated by Chebyshev polynomial, due to arguments much higher than 1. A suitable approximation of the expression ln x is a fast convergence form of the Taylor series, which is expressed in (5). This expression needs only three nonzero coefficients to achieve sufficient 16-bit precision, but the argument should be preconditioned as shown in (5). The world adaptation luminance L wa is calculated as the logluminance average of all N pixels. Thus, it can be calculated using Taylor approximation, i.e.,
Equations (4) and (5) describe the optimized tone-mapping operator suitable for hardware implementation. The set of required mathematical operations is reduced to only addition, multiplication, and division.
IV. FPGA IMPLEMENTATION
The internal FPGA architecture of the system is shown in Fig. 3 . The camera block represents an acquisition device, which can be a single HDR sensor streaming video signal [13] or a single LDR camera taking multiple shots under different exposure settings. In both cases, the camera interface outputs HDR images that are written to the memory. Since the main goal of this work is to implement a tone-mapping operator, the camera block is emulated, and it streams a precalculated HDR radiance map [1] and stores it in DDR2. The pixel values are read from DDR2 and transformed into a YUV color system.
The tone-mapping implementation consists of two parts: finding the adaptation parameters (L max and L wa ) and tone mapping curve implementation. L max and L wa must be calculated before starting the core tone-mapping operation. Since the presented system processes the HDR video stream, the parameters are determined based on the previous frame, under the assumption that the scene illumination does not vary faster than the response time of the HVS. The parameters are updated at the end of each frame.
The block diagram of a subsystem for finding the adaptation parameters is shown in Fig. 4(a) . The problem of finding L max consists in finding the maximum value in a sequence of read luminances. The world adaptation luminance is calculated by accumulating Taylor approximation evaluations and averaging them by the total number of pixels in the frame. TABLE I  FPGA DEVICE UTILIZATION SUMMARY   TABLE II  PIXEL THROUGHPUT COMPARISON. VALUES  ARE IN MEGAPIXELS PER SECOND scheme, and the division block is implemented using the fast Anderson algorithm [16] . The Taylor approximation blocks in Fig. 4 (a) and (b) follow the implementation given in Algorithm 1. Taylor approximation of the logarithm given in (5) is accurate only in the range [0, 1]. However, logarithm argument in the denominator of expression (4) is in the range [2, 10] . Thus, the argument is scaled down to the [0, 1] range. The scaling factor is determined by the location of the first "1" in the 16-bit fixed-point representation. Additionally, the argument is preconditioned according to (5) in order to achieve fast convergence. The polynomial is evaluated using the pipelined implementation of the Horner scheme. The scheme requires both zero and nonzero coefficients q(k) to be provided; hence, the processing pipeline of (5) comprises six stages instead of three. The polynomial is scaled back to the original range after the evaluation. The output L d of the tone-mapping block is synchronized with the corresponding chrominance values in the YUV synchronizer. The tone-mapped image can be directly shown on a screen or written back to the memory.
V. EXPERIMENTAL RESULTS
The tone-mapping system was implemented on ML501 Development Kit with Xilinx XC5VLX50FFG676 Virtex-5 FPGA. The maximum operational frequency reported by the synthesis tool is 214.27 MHz, and the utilization summary is given in Table I . The summary presents the utilization of a single tone-mapping block and the full system that includes DDR2 and DVI controllers. As a comparison, the utilization summary in [13] is also given, since the same FPGA family is used. Our implementation instantiates more DSP blocks, which are used for multiplication, whereas utilization of all the other resources is significantly reduced.
The comparison of the proposed implementation in terms of achievable pixel throughput is given in Table II implementation. The advantage of our implementation is the fully pipelined operation, which reduces the critical path of the system. Furthermore, our implementation allows larger image resolutions if a lower frame rate is acceptable.
Visual quality testing was applied on a set of HDR images provided by Debevec and Malik [1] and Fattal et al. [9] . These images were stored into DDR2 and loaded twice by the tone-mapping block. Maximum and log-average luminance are calculated in the first "pass," and tone mapping is realized after. Screenshots of four tone-mapped examples are shown in Fig. 5(a) . The results show that the proposed approximations and hardware implementation do not introduce visual differences compared with the results in [7] , which are shown in Fig. 5(b) .
Apart from visual appearance comparison, an objective image quality comparison was performed. Peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) [17] values are calculated and shown in Table III . The tone-mapped images in Fig. 5(b) are taken as reference images. SSIM values almost equal to 1 confirm that the structure of the scene's objects is not affected. High PSNR values show that the objective image quality is high, despite lower computational time when the proposed fast implementation is used. Moreover, the PSNR is high enough that the difference in images cannot be visually noticed on the standard LDR screens.
VI. CONCLUSION
In this brief, we have proposed an optimized global tonemapping operator based on the Drago operator. The operator is suitable for high-frame-rate operation and the presented resource-efficient FPGA implementation. The operator compresses the luminance component of the HDR image using Taylor and Chebyshev polynomials, since the number of needed coefficients for high-precision calculation is low. The Horner scheme is used for evaluation of the polynomials, and it is implemented as a fully pipelined operation, resulting in high performance.
High operating frequency and increased frame rate make this algorithm and implementation an excellent choice for real-time and video HDR applications.
