Abstract-We determine the rate region of the vector Gaussian one-helper source-coding problem under a covariance matrix distortion constraint. The rate region is achieved by a simple scheme that separates the lossy vector quantization from the lossless spatial compression. The converse is established by extending and combining three analysis techniques that have been employed in the past to obtain partial results for the problem.
that channel enhancement yields an outer bound for the vector one-helper problem that is not tight in general. This was later improved slightly by the present authors to show that the Gaussian scheme achieves a portion of the boundary of the rate region [5] . Liu and Viswanath's approach was later subsumed by Zhang [6] , who applied enhancement in a different way and called it source enhancement, but this also yielded an outer bound that is not always tight.
The case in which Y is a scalar and X is a vector was solved by the authors [7] . The proof did not use enhancement, but it did require a novel technique that we call distortion projection. Here we shall show that distortion projection, source enhancement, and Oohama's converse technique together are sufficient to solve the general problem in which both X and Y are vectors. In particular, we shall determine the rate region exactly and show that a vector extension of the Gaussian scheme used by Oohama is optimal. In this scheme, as depicted in Fig. 2 , encoder 1 vector quantizes (VQ) its observations using a Gaussian test channel as in point-to-point rate-distortion theory. It then compresses the quantized values using Slepian-Wolf (SW) encoding [8] . Encoder 2 just vector quantizes its observations using another Gaussian test channel. The decoder decodes the quantized values and estimates the observations of encoder 1 using a minimum mean-squared error (MMSE) estimator.
The rest of the paper is organized as follows. Section II explains the notation used in the paper. In Section III, we present the mathematical formulation of the problem, a description of the scheme, and the statement of our main result. Section IV gives an outline of the converse argument. Since the proof of the converse is somewhat involved, it is divided into Sections V through VIII.
II. NOTATION
We use uppercase to denote random variables and vectors. Boldface is used to distinguish vectors from scalars. Arbitrary realizations of random variables and vectors are denoted in lowercase. For a random vector X, X n denotes an i.i.d. vector of length n, X n (i ) denotes its ith component, and X n (i : j ) denotes the ith through jth components. The superscript T denotes matrix transpose. The covariance matrix of X is denoted by K X . The conditional covariance matrix of X given Y is denoted by K X|Y and is defined as
K X|Y E (X − E(X|Y)) (X − E(X|Y))
T .
All vectors are column vectors and are m-dimensional, unless otherwise stated. We use I m to denote an m × m identity matrix. With a little abuse of notation, 0 is used to denote both zero vectors and zero matrices of appropriate dimensions. We use Diag(d 1 
III. PROBLEM FORMULATION AND MAIN RESULTS
Let X and Y be two generic zero-mean jointly Gaussian random vectors with covariance matrices K X and K Y , respectively. Initially, we shall assume that X is m-dimensional and Y is k-dimensional. Let {(X n (i ), Y n (i ))} n i=1 be a sequence of i.i.d. random vectors with the distribution at a single stage being the same as that of the generic pair (X, Y). As depicted in Fig. 1 , encoder 1 observes X n and sends a message to the decoder using an encoding function
Analogously, encoder 2 observes Y n and sends a message to the decoder using another encoding function
The decoder uses both received messages to estimate X n using a decoding function
Definition 1: A rate-distortion vector (R 1 , R 2 , D) is achievable for the vector Gaussian one-helper source-coding problem if there exist a block length n, encoding functions f
(n) 1 and f (n) 2 , and a decoding function g (n) such that
for all i ∈ {1, 2}, and
Let RD be the set of all achievable rate-distortion vectors and RD be its closure. Define
We call R(D) the rate region for the vector Gaussian one-helper source-coding problem.
Our goal is to characterize the rate region R (D) . Note that the matrix distortion constraint is quite general in the sense that it subsumes other natural distortion constraints such as a finite number of upper bounds on the mean square error of reproductions of linear functions of the source. In particular, it subsumes the case in which the distortion constraint is on the mean square error of reproductions of the components of X.
Since we are interested in a quadratic distortion constraint, without loss of generality we can restrict the decoding function to be the MMSE estimate of X n based on the received messages. Therefore,X n can be written aŝ
We can assume without loss of generality 1 that
where N is a zero-mean Gaussian random vector with the covariance matrix K N and is independent of Y. The case in which K X D has a trivial solution. In this case, the rate region is the entire nonnegative quadrant. So, we assume that K X D does not hold in the rest of the paper. This means that there exists a direction z = 0 such that
For now, we assume that K X , K Y , and D are positive definite. The general case of the problem will be addressed in Section VIII.
where A is an m × k matrix and N is an m-dimensional zero-mean Gaussian random vector that is independent of Y. Since there is no distortion constraint on Y, and AY is a sufficient statistic for X given Y (i.e., X ↔ Y ↔ AY and X ↔ AY ↔ Y), we can relabel AY as Y and write
A. Rate Region
The rate region R(D) is a closed convex set in the nonnegative quadrant. It is closed by definition and is convex because any convex combination of two points in the rate region can be achieved by time-sharing. Therefore, we can characterize it completely by its supporting hyperplanes, which can be expressed as the following optimization problem
where μ is a nonnegative real number. Let us define
where v P pt− pt and v (P G1 ) are the optimal values of the optimization problems P pt− pt and (P G1 ), respectively, which are defined as
and
We use similar notation to denote other optimization problems and their optimal values throughout the paper. The main result of this paper is the following theorem. 
B. A Gaussian Achievable Scheme
In this subsection, we present a Gaussian achievable scheme (Fig. 2) . The scheme is well-known and is sometimes referred to as the Berger-Tung scheme [9] , [10] . This scheme is known to be optimal for several problems in the Gaussian multiterminal source-coding literature [1] , [11] - [16] . However, it is not optimal in some cases. For instance, a lattice-based scheme can outperform it if the goal is to reconstruct a hidden random vector that is jointly Gaussian with X and Y [17] , [18] , and the discrete memoryless version of the scheme can be suboptimal if the sources have common components [19] . For the problem under consideration however, we shall prove that the Berger-Tung scheme is indeed optimal. We present an overview of the scheme here. The details for similar problem setups can be found in [1] and [11] .
Let S be the set of zero-mean jointly Gaussian random vectors U and V such that (C1) U, X, Y, and V form a Markov chain U ↔ X ↔ Y ↔ V, and (C2) K X|U,V D.
Consider any (U, V) ∈ S and a large block length n. Let R 1 I (X; U) + , where > 0. To construct the codebook for encoder 1, first generate 2 n R 1 independent codewords U n randomly according to the marginal distribution of U, and then uniformly distribute them into 2 n R 1 bins. Encoder 2's codebook is constructed by generating 2 n R 2 independent codewords V n randomly according to the marginal distribution of V. Given a source sequence X n , encoder 1 looks for a codeword U n that is jointly typical with X n , and sends the index b of the bin to which U n belongs. Encoder 2, upon observing Y n , sends the index of the codeword V n that is jointly typical with Y n . The decoder receives the two indices, then looks into the bin b for a codeword U n that is jointly typical with V n . The decoder can recover U n and V n with high probability as long as R 1 ≥ I (X; U|V) and
The decoder then computes the MMSE estimate of the source X n given the messages U n and V n , and (C2) above guarantees that this estimate will satisfy the covariance matrix distortion constraint. Let
The following lemma gives the weighted sum-rate achieved by this scheme.
Lemma 1: The Gaussian achievable scheme achieves R G (D, μ) and
Proof: It follows immediately that the Gaussian achievable scheme achieves R G (D, μ). The equality in Lemma 1 is proved in Appendix A. 
We prove the reverse inequality (converse) next. Since the proof is rather long, we divide it into sections. The next section gives a nonrigorous overview of the argument. In the following section, we study the optimization problem (P G1 ) in the definition of R * (D, μ) and establish several properties that its solution satisfies. We use these properties in Section VI to prove the main result needed for the converse. We finally complete the proof of Theorem 1 in Section VII.
IV. OVERVIEW OF THE CONVERSE ARGUMENT
The starting point of our proof is Oohama's converse [1] for the scalar case, which proceeds as follows. Let f (n) 1 and f (n) 2 be encoding functions and g (n) be a decoding function that achieve the rate-distortion vector
Likewise, we have
It follows that
subject to
Now this infimum can be lower bounded by separately optimizing each term
The first optimization problem,
which we call the distortion problem, can be solved using the entropy-maximizing property of the Gaussian distribution and the concavity of the logarithm. The second problem,
which we call the helper problem, can be solved via the conditional version of the entropy power inequality [2] . Substituting these solutions into (3) yields exactly the R 1 achieved by the scheme from the previous section for the given R 2 and D. This completes Oohama's converse proof for the scalar case.
The key to Oohama's proof is that separately minimizing the two terms in (2) does not decrease the objective. More precisely, for any pair (C * 1 , C * 2 ) that achieves the infimum in (2) we have
Whenever (5) occurs, we shall say that the distortion problem incurs no loss. Whenever (6) occurs, we shall say that the helper problem incurs no loss. It is not difficult to verify that this proof also works when X is a scalar and Y is a vector. In particular, both the distortion and helper problems incur no loss in this case. When both X and Y are vectors, the proof breaks down in three places:
1) The distortion problem incurs a loss in general. For instance, if D K X , then the distortion problem is solved by choosing C 1 and C 2 so that
That is, the constraint is met with equality. For the original problem in (2), on the other hand, even if D K X we can only guarantee that
and equality does not hold in general. The lack of equality is easiest to see when K Y is poorly conditioned. If K Y has essentially one nonzero eigenvalue, then the helper will allocate all of its rate in the direction of the associated eigenvector. If R 2 is large, this could result in "overshooting" the distortion constraint in that direction. 2) The helper problem also incurs a loss in general.
One way of seeing this is to note that if the goal is only to maximize the mutual information in (4), then one might choose C 2 to favor a direction along which the distortion constraint D is not active over one for which it is. This would necessarily deviate from the optimizer C * 2 of the original problem.
3) The vector EPI does not solve the helper problem in general. To address the first issue, observe that the distortion problem incurs no loss if the optimizers C * 1 and C * 2 for the original problem happen to meet the distortion constraint with equality, i.e., it holds that
In prior work [7] , we showed that it is possible to reduce the general case to this one by projecting the source and the distortion constraint in the directions in which the distortion constraint is met with equality for the candidate optimal scheme. We call this process distortion projection. This addresses the first issue. One can verify that if X is a vector and Y is a scalar, then the second and third issues do not arise, and hence distortion projection together with Oohama's converse arguments is sufficient to solve the problem [7] . Liu and Viswanath [4] showed that the channel enhancement technique of Weingarten et al. [3] is sufficient to solve the helper problem in the vector case, thereby addressing the third issue. Their solution, however, is not sufficient to handle the second issue. Zhang [6] introduced a variation on the enhancement idea called source enhancement that subsumes Liu and Viswanath's approach. Source enhancement effectively replaces the original problem with a relaxation for which the helper problem incurs no loss and the vector EPI solves the helper problem, although Zhang does not describe it in this way. This addresses the second and third issues. Thus it appears that distortion projection, source enhancement, and Oohama's converse technique together should be sufficient to solve the case in which both X and Y are vectors. We shall show that this is indeed true. Source enhancement and Oohama's converse technique are lifted directly from [1] and [6] . The distortion projection, on the other hand, requires an extension beyond what was needed in the scalar helper case [7] . This extension requires us to first establish several properties of the optimal Gaussian solution to the problem, to which we turn next.
V. PROPERTIES OF THE OPTIMAL GAUSSIAN SOLUTION
In this section, we study the optimization problem (P G1 ) defined in Section III-A. Note first that the constraints
are never active because otherwise the objective value is infinite. We therefore ignore these constraints in the study of the problem. Now, instead of studying (P G1 ) directly as it is, we study an equivalent formulation. This formulation is implicit in [6] . Note that if K Y|V and K X|U,V are feasible for (P G1 ), then there exist two positive semidefinite matrices B 1 and B 2 such that
, and
Therefore, (P G1 ) is equivalent to the following problem
, 2}, and
We next establish several properties that an optimal solution to (P G2 ) satisfies.
Since (P G2 ) has a continuous objective and a compact feasible set, there exists an optimal solution (B * 1 , B * 2 ) to it. The Lagrangian of the problem is [20, Sec. 5.9.1] 
where M * 1 , M * 2 , and * are optimal Lagrange multiplier matrices. Conditions (7) and (8) respectively are obtained by setting gradients of the objective with respect to B 1 and B 2 to zero. Conditions (9) through (10) are slackness conditions on the Lagrange multiplier matrices. We next establish that these KKT conditions must hold at (B * 1 , B * 2 ). Lemma 2: There exist matrices M * 1 , M * 2 , and * that satisfy the KKT conditions (7) - (11) .
Proof:
It follows from conditions (7) and (8) 
We have the following lemma. 
where
are sets of orthonormal vectors. Note that we allow p and q to be zero because M * 1 and M * 2 can be zero. Since (12) implies
0,
we must have It now follows from the definition of * that * * = SS
This and (10) imply that
Let C be an m × m positive definite matrix and
Definition 4: A non-zero m × p matrix E and a non-zero m × q matrix F are cross C-orthogonal if E T CF = 0.
Definition 5: A non-zero m × p matrix E and a non-zero
We denote this as
We have the following theorem about the optimal solution to the optimization problem (P G2 ). 
2 ) -orthogonal. Proof: It suffices to consider the r < m case. Since * = SS T is rank deficient in this case, there exists z 1 = 0 such that
Let us define
2 )t 1 = 0. We have from (12), (13) , and (14) that
On post-multiplying this by (K X − B * 2 )t 1 , we obtain
This proves that
. We next show that
.
Suppose otherwise that
. Then there exist real numbers {c i } r i=1 such that
On multiplying this by c i and then summing over all i in {1, 2, . . . , r }, we obtain
which is a contradiction because K X − B * 2 is positive definite. We therefore have that
. We have shown so far that there exists
such that the rank of [S, t 1 ] is r + 1 and
2 )t 1 = 0. Let us now assume that there exists
2 )T j = 0, and
We therefore have that
2 )t j +1 = 0. It can be shown as before that
. Hence, the rank of [S, T j +1 ], where
for all k = l in {1, 2, . . . , j + 1}. It now follows from the mathematical induction that there exist
such that if we define
2 )T = 0, and
Since B * 1 T = 0 from (9) and (16), we immediately have that
This completes the proof of parts (a) through (c) of the theorem.
For parts (d) through (f), we have from (12), (13), and (15) that
Similar to the previous case, we can find
2 )W = 0, and
Since B * 2 W = 0 from (9), we conclude
This completes the proof of parts (d) through (f) of the theorem.
We have the following corollary of Theorem 2. Corollary 1: If r < m = r + p, then we can set
Proof: Let r < m = r + p and let us set
for all i in {1, 2, . . . , p} in the definition of T. We have from (12), (13) , and (14) that
Now, on post-multiplying (17) by
which can be re-written as
Since [S, T] is invertible from (17), its columns are linearly independent. Hence, the coefficients of all vectors in (18) must be zero. Therefore,
2 )s 1 = 0, ∀i ∈ {2, . . . , r }, and a
)a p and then equating all coefficients to zero, we obtain similar equations. In summary,
Parts (a) through (c) of Theorem 2 follow immediately from (9), (10) , and (19) because M * 1 = TT T in this case. The proof for the case when r < m = r + q is exactly similar. It starts with the following from (12), (13) , and (15)
In summary, the key properties of the optimal Gaussian solution are as follows. 2 )-orthogonal. We shall exploit these properties in the next section to prove the optimality of an optimization problem, which is central to prove our main result.
VI. CONVERSE INGREDIENTS
Let us define an optimization problem as
where X, Y, D, and μ are defined as before. We refer to this problem as the main optimization problem and denote it by (P). We have the following theorem.
Theorem 3: There exists a (U, V) that is jointly Gaussian with (X, Y) and is optimal for the main optimization problem (P).
We prove this theorem in the remainder of the section. The proof for μ in [0, 1] is easy. In this case the objective of (P) can be lower bounded as
where ( which evidently equals v(P pt− pt ). Moreover, this lower bound can be achieved with a Gaussian U and V: given a feasible K X|U,V , we choose V to be null and U to be jointly Gaussian with X and Y so that the conditional variance of X given U is the specified K X|U,V . This choice will be feasible in (P) and will yield equality in (20) , (21) , and (22) . Hence, if μ is in [0, 1], then a Gaussian (U, V) is an optimal solution of the main optimization problem (P) and the optimal value is
We therefore assume that μ > 1 in the remainder of the section. Let us first restrict the solution space of (P) to Gaussian distributions. This results in an optimization problem (P G1 ), or equivalently (P G2 ), defined in Section V. For convenience, we shall work with the (P G2 ) formulation. First note that since restricting the solution space to Gaussian distributions can only increase the optimal value of the main optimization problem (P), we immediately have
So it suffices to prove the reverse inequality
Let (B * 1 , B * 2 ) be an optimal solution to (P G2 ). As discussed in Section V, (B * 1 , B * 2 ) gives three matrices S, T, and W that satisfy the properties in Theorem 2. Using these properties, the optimal value of (P G2 ) can be expressed as
= μ 2 log 2 ) -orthogonal, and (27) follows from (16) and the facts that
A. Distortion Projection
The special structure of the optimal Gaussian solution of (P G2 ) suggests a way of lower bounding (P) by projecting the sources X and Y on S and imposing the distortion constraint on the subspace spanned by the columns of S. Note that the distortion constraint is tight on this subspace for the optimal Gaussian solution. We refer to this method of lower bounding (P) as distortion projection. Let us definẽ
2 )S −1 , and
Since S has full column rank, we immediately have that 
0.
The projected optimization problem (P) is now defined as
μI (X; U|V) + I (Ỹ; V)
subject to KX |U,V D and X ↔Ỹ ↔ V.
Next we show that the main optimization problem (P) is lower bounded by the projected optimization problem (P). Since [S, T] and [S, W] are invertible and mutual information is nonnegative, we have μI (X; U|V) + I (Y; V) = μI (S T X, T T X; U|V) + I (S T Y, W T Y; V) = μI (S T X; U|V) + μI (T T X; U|V, S T X) + I (S T Y; V)
Consider any (U, V) feasible for (P). Then
D K X|U,V and (29)
Now (29) implies
and (30) yields
= I (X; V|Y) = I (S T X; V|Y) + I (T T X; V|Y, S T X)
where (32) and (35) follows because mutual information is nonnegative, (33) follows because [S, W] is invertible, and (34) follows because conditioning reduces entropy and we have from Theorem 2 that W T Y is independent of S T Y, which implies that W T Y is also independent of S T X because X = Y + N by assumption. Now (35) is equivalent tõ X ↔Ỹ ↔ V, which together with (31) implies that (U, V) is feasible for (P). Hence, the feasible set of (P) is contained in that of (P). Moreover, (28) above implies that the objective of (P) is no less than that of (P). We therefore have that the projected optimization problem (P) lower bounds the main optimization problem (P), i.e.,
v (P) ≥ v(P).
(36)
By restricting the solution space of (P) to Gaussian distributions, we obtain its Gaussian version
subject toB i 0 for all i ∈ {1, 2}, and
It is easy to verify that the projected optimal Gaussian solution (B * 1 ,B * 2 ) is feasible for (P G2 ) and it meets the projected distortion constraintD with equality from (16) . We next show that (B * 1 ,B * 2 ) is in fact optimal for (P). Remark 2: If r = m, then there is no need for distortion projection because S is invertible, and hence so is * .
B. Source Enhancement
In this subsection, we use the KKT conditions (7) through (11) satisfied by (B * 1 , B * 2 ) to derive conditions that must be satisfied by (B * 1 ,B * 2 ). These conditions are then used to define the enhanced optimization problem, which lower bounds (P). We show that the optimal solution to the enhanced optimization problem is Gaussian, in particular (B * 1 ,B * 2 ) is optimal for the problem. This will in turn prove that (B * 1 ,B * 2 ) is optimal for (P). This approach of lower bounding is referred to as source enhancement [6] and is similar to the channel enhancement idea of Weingarten et al. [3] .
We start with the following key lemma. 
We now have the following lemma, which is similar to [3, Lemmas 11, 12] . 
Proof: See Appendix E. LetX andŶ be two zero-mean Gaussian random vectors with covariance matrices KX and KŶ, respectively. Since KX KŶ from (44), we can writê
whereN is a zero-mean Gaussian random vector with covariance matrix
and is independent ofŶ. This specifies a joint distribution betweenX andŶ. Using (39) and (45), we definê
The enhanced optimization problem (P) is now defined as
μI (X; U|V) + I (Ŷ; V)
subject to KX |U,V D and
We next show that v(P) lower bounds v(P) using a variation on an argument of Zhang [6] . Since KX KX by (45), we may coupleX to (X,Ỹ) in such a way that
where N 1 is a zero-mean Gaussian random variable with covariance matrix
and is independent ofX andỸ. Now consider any (U, V) that is feasible for (P), and assume that the joint distribution of (U, V,X,Ỹ,X) is such that
Then (48) and the distortion constraint in the definition of (P) implies that
We next use the chain rule for mutual information to obtain
I (X,X; U|V) = I (X; U|V) + I (X; U|V,X)
= I (X; U|V) + I (X; U|V,X)
Since mutual information is nonnegative, this implies that
I (X; U|V) ≥ I (X; U|V).
Thus, for this coupling of (X,Ỹ,X), we have that v(P) is lower bounded by the optimal value of min U,V
μI (X; U|V) + I (Ỹ; V)
Now the two Markov chain conditions in this optimization problem together imply the condition
Thus we obtain a further lower bound on (P) by replacing the two Markov chain conditions in (50) and (51) with (52). The resulting optimization problem is similar to (P) except thatỸ appears instead ofŶ. One expects that replacingỸ withŶ will only lower the optimal value sinceŶ is "closer" toX thanỸ is, by (44), soŶ is the preferable source variable from the helper's viewpoint. To prove this, note thatX does not appear in the lower bound once (50) and (51) are replaced with (52). Thus we may dropX from the source triple (X,Ỹ,X) and view the source as consisting of only (Ỹ,X). Let us now coupleŶ tõ Y andX in such a way that
where N 2 , N 3 andỸ are independent Gaussian random variables and 
C. Oohama's Approach
We now apply Oohama's approach [1] to prove that (B * 1 ,B * 2 ) is optimal for (P). The objective of (P) can be decomposed as
We next define two subproblems that are used to lower bound the enhanced optimization problem (P). The first subproblem (P 1 ) minimizes the first mutual information in the right-hand-side of (55) subject to the distortion constraint in (P) and the second subproblem (P 2 ) maximizes the expression within the parenthesis in the right-hand-side of (55) subject to the Markov condition in (P). In other words, (P 1 ) is defined as
and (P 2 ) is defined as
It is clear from the decomposition in (55) and from the definitions of (P), (P 1 ), and (P 2 ) that (P 1 ) and (P 2 ) lower bound (P), i.e.,
We now give two lemmas about the optimal solutions to subproblems (P 1 ) and (P 2 ). Lemma 6: A Gaussian (U, V) with the conditional covariance matrix
is optimal for the subproblem (P 1 ), and the optimal value is
Proof: See Appendix F.
Lemma 7: A Gaussian V with the conditional covariance matrix
is optimal for the subproblem (P 2 ), and the optimal value is
Proof: See Appendix G. Substituting (57) and (58) into (56), we obtain
where (59) follows from (39), (46), (47), and (48), and (60) follows from (27). We conclude from (36), (54), and (60) that
It now follows from this and (24) that
which proves that a Gaussian (U, V) is optimal for the main optimization problem (P). This completes the proof of Theorem 3.
VII. CONVERSE PROOF OF THEOREM 1
Liu and Viswanath gave a single-letter outer bound to the rate region in [4] . We shall use a similar outer bound that is reminiscent of the Berger-Tung outer bound [9] , [10] . (R 1 , R 2 , D) is achievable, then there exist random vectors U and V such that
Lemma 8: If the rate-distortion vector
The proof of the lemma is similar to [7, Lemma 2] and is omitted. We are now ready to prove the converse of Theorem 1. If (R 1 , R 2 , D) is achievable, then
where (62) follows from Lemma 8, and (63) follows from (23) and (61).
This completes the converse proof of Theorem 1. 
VIII. SOLUTION FOR THE GENERAL CASE
In this section, we lift the assumptions on K X , K Y , and D and allow them to be any positive semidefinite matrices. We shall show that the Gaussian achievable scheme is optimal for this general problem. For this section, we denote the rate region of the problem by R (K X , K Y , D) to show the dependency on K X and K Y also. Note that K X and K Y completely specify the joint distribution of X and Y because we may continue to assume that X = Y + N without loss of generality. Similarly, R G (K X , K Y , D) is used to denote the rate region achieved by the Gaussian achievable scheme. We use R (K X , K Y , D, μ) and R G (K X , K Y , D, μ) to denote the two minimum weighted sum-rates. Likewise, we denote the set S defined in Section III-B by S (K X , K Y , D) . We use similar notation later in the section. We start with the following extension. 
If K Y is positive definite (hence nonsingular), then the result follows from Theorem 1. We therefore assume that K Y is singular and has a rank p < m. The eigen decomposition of K Y is
where Q is an orthogonal matrix and = Diag(α 1 , . . . , α p , 0, . . . , 0) .
Let us partition Q as
where Q 1 is an m × p matrix. Let us define
where E, F, and G are submatrices of dimensions p × p, 
Using these, the covariance matrix of the transformed sourceX can be expressed as
Since A is invertible, the above transformation is information lossless, and hence the transformed problem is equivalent to the original problem. Therefore,
So, it is sufficient to prove that
Let us define the following matrices
where n is a positive integer. It is clear that these matrices are positive semidefinite and they satisfy
2 be zero-mean vector Gaussian sources with covariance matrices KN(n) 1 and KN(n) 2 , respectively. In addition, suppose they are independent of each other and all other vector Gaussian sources. We can then writē
Let us consider a new problem in which encoder 1 has access toX, encoder 2 has access to Ȳ ,N (n) 1
, and the distortion constraint onX isD. This problem is clearly a relaxation to the original problem because encoder 2 has access to more information aboutX than the original problem. In other words, any feasible scheme for the original problem is also feasible for this new problem. Now since there is no distortion constraint onȲ and the sufficient statistic ofX in Ȳ ,N 
SinceX,Ȳ (n) , U (n) , and V (n) are jointly Gaussian, we can without loss of generality parameterize them by positive semidefinite matrices B 1 and B 2 as in the definition (P G2 ). These matrices lie in a compact set because they satisfy the KKT conditions that are continuous, and they are bounded as B 1 + B 2 ≺ KX. Therefore, there exists a subsequence of KȲ(n) along which
Since the right-hand-side of (67) is
It now follows from (66) and (68) 
Proof: Let us suppose that the rank of K X is p ≤ m. Since K X is positive semidefinite, its eigen decomposition is
where Q is an orthogonal matrix and
Let us partition Q as
where Q 1 is an m × p matrix. Since Q T 2 K X Q 2 = 0 and X = Y + N, we have
Let us define 
where G + is the pseudo-inverse or Moore-Penrose inverse of G [20, Appendix A.5.4, p. 649] . Let
where T 1 is a p × m matrix. Using this, we obtain a transformed problem in which the transformed sources arē
Using Lemma 9, we obtain the transformed distortion matrix
The covariance matrix of the transformed sourceX is
and the covariance matrix of the transformed sourceȲ is
It follows that X 2 and Y 2 are deterministic, i.e.,
Since T is invertible, the distortion constraint is equivalent to
Since D 1 and D 2 are positive semidefinite from Lemma 9, (69) and (70) imply that the distortion constraint is equivalent to
Since T is invertible, the above transformation is information lossless, and hence the transformed problem is equivalent to the original problem. Moreover, the transformed problem is effectively p-dimensional with the sources X 1 and Y 1 , and the distortion matrix D 1 such that K X 1 = 1 0 and
where N 1 T 1 N. We therefore have that
Since K X 1 is positive definite, if D 1 is singular, then the righthand side of (71) and (72) are both infinite, so the conclusion trivially holds. Otherwise, we have that K X 1 and D 1 are positive definite and K Y 1 is positive semidefinite. In that case Theorem 4 implies that
This together with (71) and (72) establishes the desired equality
Theorem 5 is thus proved. 
To show the reverse inequality, consider any (U, V) in S. We have
where in (73) we use the fact that
by the data processing inequality [21, Th. 2.8.1] and the fact that μ ≤ 1. Since (U, V) must satisfy
we see that K X|U,V is a feasible choice for the decision variable K X|U in (P pt− pt ) and thus
Conversely, suppose K Y|V and K X|U,V are feasible for (P G1 ). Then one can create a V that is jointly Gaussian with X and Y such that
and the covariance of Y given V is the specified K Y|V . Note that (74) then implies that
Since K Y|V and K X|U,V are feasible for (P G1 ), they must satisfy
Now one can find a U that is jointly Gaussian with (X, Y, V) such that
and the covariance of X given U and V is the target K X|U,V . Then (U, V) is in S and
and the proof is complete.
APPENDIX B PROOF OF LEMMA 2
We will be using several results and terms from Bertsekas et al. [22] . The book contains all of the background that these results need. The proof of the lemma is similar to that of Lemma 5 in [3] . Let us first introduce some notation used in the proof. We use vec(A 1 , A 2 ) to denote the column vector created by the concatenation of the columns of m × m matrices A 1 and A 2 . If a = vec(A 1 , A 2 ), then we use the notation mat(a) to denote the inverse operation to get back the pair (A 1 , A 2 ) , i.e.,
The set of all column vectors created by the concatenation of the columns of m × m symmetric matrices A 1 and A 2 is denoted by A, i.e.,
for all i ∈ {1, 2}}. ri(B) is used to denote the relative interior of the set B. The sum of the two vector sets V 1 and V 1 is denoted by V 1 + V 2 and is defined as
We also need the following facts from linear algebra. We can express the problem (P G2 ) as
where b vec(B 1 , B 2 ), 
We next show that
Note that −∇h(b * ) is a column concatenation of two m × m symmetric matrices. This together with (75) and (76) yields
where for i ∈ {1, 2} Using this, we definē
, ∀i ∈ {1, 2} and
Since B 1 is a nonempty convex set, it follows from [22, Proposition 4.6.3, p. 254] that
Consider any b ∈ B 1 . Let
We now obtain 
where (85) follows because K 1 + K 2 + K 12 and L 1 + L 2 + L 12 are symmetric from (78), and (86) follows from the equality in (78). This together with (82)-(84) implies (77).
We now proceed to characterize the right-hand side of (77). Lemma 2 now follows because
2 ) −1 .
APPENDIX C PROOF OF LEMMA 3
Using (12), we obtain * = μ 2 (K X − B where the last equality follows from (48). We thus conclude
