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Multirate digital signal processing algorithm to calculate complex 
acoustic pressure fields 
Donald P. Orofino and PederC. Pedersen 
Department of Electrical Engineering, Worcester Polytechnic Institute, Worcester, Massachusetts 0!609 
(Received 21 November 1991; revised 24 March 1991; accepted 26 March 1991 ) 
An efficient algorithm to compute complex (magnitude and phase) acoustic pressure field data 
that uses a multirate digital processing architecture is presented. The algorithm is based on the 
discretization of the velocity potential function, sampled at a rate that varies as a function of 
field point location and transducer geometry. The algorithm can be used to determine accurate 
magnitude and phase information at any field point location, and for any transducer geometry 
with a closed-form velocity potential function, including planar pistons, spherically focused 
pistons, and planar annular array transducers (e.g., the nondiffracting or Jo-Bessel 
transducer). Numerical simulations based on this algorithm are presented together with exact 
field calculations wherever possible in order to make absolute error comparisons. Additionally, 
results based on a standard Gaussian quadrature integration scheme are presented in order to 
compare computational speed and accuracy in the near field. Results indicate improvements in 
numerical efficiency of 15 to 30 times over standard numerical integration techniques. 
PACS numbers: 43.20.Rz, 43.40.Le, 43.35.Ze 
LIST OF SYMBOLS h [ n ] 
a transducer radius, orprojected ra ius for spheri- haa (r,t) 
cally focused piston 
outer radius of ith ring of annular transducer 
speed of propagation in medium 
depth of spherically focused transducer 
envelope of magnitude spectrum of velocity po- 
tential function at axial field points, for a given 
transducer geometry 
Fourier transform of quantity 
fast Fourier transform 
frequency, Hertz 
upper limit of desired baseband frequency range 
Nyquist frequency, = f•/2 
Nyquist frequency after ith stage of decimation, 
i= 1,2 
Nyquist frequency after decimation, e.g., 
L1 = Lg and fn2 = L I 
sampling frequency 
sampling frequency after ith stage of decimation, 
i= 1,2 
sampling frequency after decimation, e.g., 
Z1 = f•; andf•2 
global sampling rate allowed for multirate algo- 
rithm 
local (maximum) sampling rate for a given ve- 
locity potential function 
minimum allowable global sampling rate 
digital filter passband frequency, = •pJsg 
digital filter stopband frequency, = l•s•fsg 
coefficients of linear phase lowpass digital filter 
velocity potential function in response to an im- 
pulsive velocity on surface of transducer 
a i 
FFT 
f 
Zi 
f; 
Zm 
g[n] 
h(r,t) 
hpp (r,t) 
hsp (r,t) 
h 'In] 
H[k] 
L 
LPDF 
M 
M, 
N 
N' 
•(r,t) 
P(r,co) 
R 
t 
ta 
discretized impulse velocity potential function 
velocity potential for planar annular array trans- 
ducer 
velocity potential for planar piston transducer 
velocity potential for spherically focused piston 
transducer 
decimated impulse velocity potential sequence 
impulse velocity potential in frequency domain 
number of samples in linear phase digital filter 
linear phase digital filter 
integer decimation ratio 
decimation ratio of the ith stage decimator 
number of samples in sequence h[ n ] 
number of samples in decimated sequence h '[ n ] 
number of annuli in planar annular array 
acoustic pressure 
acoustic pressure in the frequency domain 
field or observation point 
ratio of undesired aliasing component o true de- 
sired frequency component of a signal, at some 
frequency f
focal length of transducer 
general position vector 
digital filter passband ripple specification 
digital filter stopband ripple specification 
magnitude spectrum of velocity potential func- 
tion at axial field points, for a given transducer 
geometry 
phase delay of linear phase digital filter 
sampling period, = 1/fs 
time, seconds 
time delay to midpoint of h (z,t); only defined for 
axial (rectangular) velocity potential functions 
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u(r,t) 
U(r,o•) 
W 
z• 
time epochs of discontinuities in velocity poten- 
tial functions (to, t,, etc. ) 
velocity excitation of transducer surface 
normal component of u (r,t), in frequency do- 
main 
excitation voltage to ith ring of annular array 
transducer 
surface of transducer (region of integration) 
unit vector in z direction (points axially away 
from W for axisymmetric transducers) 
z coordinate of field point Q 
denotes a complex quantity 
temporal length of nonzero portion of h (r,t) 
rS(t) 
o•(r,t) 
•(r,o•) 
jOq 
Po 
tr(t) 
•'•sb 
fl(ct) 
Dirac delta function 
velocity potential function 
velocity potential in frequency domain 
radial coordinate of field point Q 
density of propagation medium 
Heaviside unit step function 
frequency, radians 
unity-normalized passband cutoff frequency of 
lowpass digital filter 
unity-normalized stopband cutoff frequency of 
lowpass digital filter 
half-angle of arc used to derive O• (r,t) for piston 
transducers 
INTRODUCTION 
Considerable effort is being expended for the develop- 
ment of quantitative ultrasound techniques, in particular for 
nondestructive acoustic evaluation. To the extent that pre- 
cise determination of the relevant acoustic parameters of a 
test sample can be performed, valuable information may be 
obtained about its structural integrity, homogeneity, or 
physical dimensions. The explicit numerical nature of quan- 
titative testing allows an objective analysis of the sample pa- 
rameter being studied. This is in contrast to the more con- 
ventional qualitative ultrasonic tests, wherein an observable 
parameter in the received signal (whether a discriminating 
feature found in the received electrical signal, or a visual 
characteristic of an image) is identified and correlated with a 
physical parameter of interest. This type of analysis utilizes 
less of the information available in the received signal and is 
more prone to error since the interpretation of test results are 
quite subjective in nature. 
In nondestructive valuation applications, such quanti- 
tative tests may be used to determine the attenuation and 
impedance profiles of a material sample, which, for exact 
results, is predicated on a priori knowledge of the pressure 
field over the sample region of interest. Once determined, 
these quantities can be used to predict weld and bond fail- 
ures, to detect undesirable material inhomogeneities uch as 
bubbles and inclusions, and to identify stress cracks and 
flaws developing inside a sample. 
Likewise, quantitative ultrasound is obviously applica- 
ble in diagnostic medicine, where the relevant acoustic pa- 
rameters determined for various organs and vessels can be 
used to locate tissue pathologies uch as tumors and lesions, 
or to find atherosclerotic plaque and abnormal vessel con- 
striction, without having to resort to more invasive and po- 
tentially harmful techniques. 
Quantitative measurements require an accurate knowl- 
edge of the temporal and spatial pressure field distribution 
generated by the ultrasonic transducer, as well as the inter- 
action and scattering of the field by the volume of interest, 
and the pressure field intercepted (and electrical signal pro- 
duced) by the receiving transducer in response to this field. 
The knowledge about the pressure fields is incorporated into 
the analysis and interpretation of the received data, so that 
the desired information concerning the actual structure or 
state of the material being examined can be determined. 
Each of these topics are active areas of research in quantita- 
tive ultrasound, as witnessed by the vast number of papers on 
these and related areas. • 
This paper addresses one of the key aspects of conduct- 
ing quantitative ultrasonic analyses: the need to accurately 
compute or predict the acoustic pressure field generated by a 
source transducer. Many factors can cause the calculation of 
the pressure field to be computationally intensive, such as 
requiring the full complex (magnitude and phase) pressure 
field result. The magnitude of the pressure field has com- 
monly been a distinguishing feature in both qualitative and 
quantitative measurements. The phase information of the 
pressure field is becoming an increasingly important quanti- 
ty in current analyses, however, as researchers begin to un- 
veil the more fundamental relations between acoustic mea- 
surement and physical wave interaction. For example, phase 
information is critical to the modeling of received signals 
from transducers. The analysis of the acoustic field in the 
near-field regions of the source transducer is another compu- 
tationally demanding task. Many practical ultrasonic ex- 
aminations are conducted in the near field, where the field is 
varying quickly with respect to both its magnitude and 
phase, and therefore requiring the calculations to be per- 
formed on a much finer spatial grid than in the far field. 
Additionally, the determination of the complex pressure at a 
single spatial coordinate in the near field (for a given trans- 
ducer geometry) is more computationally intensive than for 
a point located in the far field. This can be attributed to the 
increasingly oscillatory nature of the Rayleigh integrand 
(necessary to describe the acoustic pressure at any field 
point) as the field point moves from far field to near field. 2'3 
In medical ultrasound, the frequency range of most 
practical ultrasonic transducers ranges from less than 1 to 15 
MHz or greater. The frequency range of pressure field calcu- 
lations intended for medical ultrasound analysis should 
therefore be capable of spanning this bandwidth. For non- 
destructive materials testing, the range of acoustic frequen- 
cies employed is much greater, ranging from below 1 kHz to 
over 100 MHz. In either case, the frequency resolution of the 
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pressure field over the desired bandwidth is specific to the 
analysis being conducted, but current quantitative results 
indicate that increasingly finer frequency resolutions offer 
distinct advantages that are essential to accurate quantita- 
tive reconstructions, particularly for results destined for 
time-domain analysis and interpretation. 
As mentioned above, the number of field point locations 
at which the pressure field must be evaluated can be quite 
large, and depends primarily upon the extent of the sample 
volume of interest and the acoustic wavelength in the medi- 
um. As an example, consider the field produced at a frequen- 
cy of 10 MHz in a medium with a sound speed of 1500 m/s 
(typical parameters for medical ultrasound); the acoustic 
wavelength is c/f, or 150/•m. To accurately represent his 
spatial wavelength, the Nyquist sampling criterion is satis- 
fied when at least two samples per wavelength are deter- 
mined, or roughly a field point every 75/•m. This indicates 
that the number of field point locations can be quite large for 
most samples of practical importance. 
I. REVIEW OF CURRENT ALGORITHMS 
Many algorithms for calculating acoustic pressure fields 
emanating from a wide variety of ultrasonic transducers 
have been reported over the past several decades. 4-•3 Nu- 
merical techniques exist that base their results on a direct 
evaluation of Huygen's integral, 4a slow but powerful tech- 
nique that can handle transducers of arbitrary geometries 
and dimensions. Another algorithm that can generate com- 
plex field results for arbitrary transducer geometries is based 
on the angular spectrum decomposition f the source field. 5 
This is a computationally intensive technique, but is a suit- 
able approach for problems involving field diffraction from 
finite apertures, and field scattering from rough reflectors. 
Another category of field calculation algorithms are those 
that determine the pressure field directly in the time domain, 
int'l]]rlln• fhc•o h•cl r•n finite-element and boundary-ele- 
ment (Galerkin) formulations. 6
Algorithms based on formulation of the velocity poten- 
tial function have been well known for some time, TM and 
recent algorithms can accomplish an efficient calculation of 
the acoustic field using numerical integration of the velocity 
potential at a given field location and frequency. 9'•ø Some of 
the velocity potential algorithms gain their efficiency by uti- 
lizing simplifying approximations valid only in the far field. 
Other algorithms directly approximate the velocity potential 
functions, either through Taylor series expansions or other 
polynomial parametrizations, and yield results with varying 
degrees of accuracy. •o A common characteristic of these al- 
gorithms is that they determine the complex pressure field at 
a single frequency each time the algorithm is executed. This 
is primarily due to the intrinsic numerical integration of the 
Fourier transform contai.ned in these algorithms, which 
must be performed one frequency at a time. This is a time 
consuming process that may be speeded up if the algorithms 
were designed to yield broadband frequency results directly, 
rather than iteratively. 
The multirate algorithm presented in this paper is based 
on the velocity potential formulation, and can be used to 
increase the efficiency of pressure field calculations in quan- 
titative analyses where the complex field must be determined 
over a large number of frequencies. The algorithm computes 
the complex pressure field directly in the frequency domain, 
using a zoom-FFT and multistage decimator modified to 
accept variable sampling rates. In the chosen implementa- 
tion, pressure field components are generated over the entire 
O-15.625 MHz range, at a resolution of roughly 30 kHz, for 
each execution of the algorithm. We will limit our discus- 
sions in the remainder of this paper to the medical ultra- 
sound frequency range of 0-15 MHz. Changes in algorithm 
requirements to handle other frequency ranges will be dis- 
cussed when appropriate. Section II reviews the essential 
mathematics of pressure field analysis. Sections III-V detail 
various aspects of the multirate algorithm. Section VI con- 
tains results obtained using the multirate algorithm, and in 
particular presents pressure field profiles for the more recent 
"nondiffracting" orJo-Bessel annular array transducer. •4-•6 
Results of accuracy comparisons are given with respect to 
both exact techniques (whenever available) and a current 
algorithm utilizing a Gaussian quadrature numerical inte- 
gration scheme. The numerical efficiency is evaluated by 
performance comparison to the Gaussian quadrature inte- 
gration scheme. 
II. PRESSURE FIELD ANALYSIS 
We will begin by reviewing several basic results of 
acoustic pressure field analysis. Derivations of the equations 
are well known and will not be presented here; the interested 
reader is referred to the cited references where indicated. 
The acoustic pressure p in a fluid is related to the veloc- 
ity potential function • by 
p(r,t) = Po O•b(r,t_•_) ( 1 ) Ot 
where Po is the equilibrium density of the propagation medi- 
um and r is the position vector of the field point. The particle 
velocity u is proportional to the gradient of the velocity po- 
tential and may be expressed as 
u(r,t) = -- V•(r,t). (2) 
Knowledge of • therefore allows a complete description of 
the acoustic field in a fluid medium; note that • satisfies the 
linearized scalar wave equation. Equations ( 1 ) and (2) as- 
sume that a scalar (longitudinal mode) wave theory will 
accurately describe the propagation phenomenon, which is 
the case for propagation in a fluid medium (the particle ve- 
locity in an inviscid fluid is irrotational). Propagation in a 
medium that supports additional modes (e.g., longitudinal 
and shear waves in solids) requires a vector representation 
of the acoustic field, and is not covered in this paper. 
For the case of a radiator surface set in an infinite rigid 
baffle, the velocity potential • is given by Rayleigh's integral, 
1 ••nu(t--r/C) ds, (3) •(r,t) = • r 
where Wis the surface of the radiator, r = Irl, c is the propa- 
gation velocity of the medium and u (t) is the normal compo- 
nent of the radiator velocity u(t), assumed to be uniform 
over the entire surface W. The conditions on u as may be 
expressed as 
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[u( t)cr( t)•, r•W u(r,t) = O, •W, (4) 
where rr(t) is the Heaviside unit-step function. The integra- 
tion in (3) depends upon the geometry and boundaries of the 
transducer surface W. We need to concern ourselves only 
with the case of a time-impulsive velocity u(t) = 6(t), since 
we may obtain the general time-varying velocity solution by 
convolution. Therefore, 
•(r,t) = u(t) • h(r,t), (5) 
where 
ctX; h (r,t) --• r (6) 
h(r,t) is thus the velocity potential due to a spatially uni- 
form, time-impulsive velocity on the radiator surface. 
The previous equations may conveniently be expressed 
in the frequency domain. By application of Fourier trans- 
form theorems, ( 1 ) can be written as 
P( r,w ) = jwpo• (r,w), ( 7 ) 
where the tilde superscript denotes a complex quantity. 
Likewise, (5) and (6) may be expressed in the frequency 
domain as 
q•(r,w) = U(w)H(r,w) (8) 
and 
- 1;fexp(-jør/c) dX. (9) H(r,w) =-•-• r 
Therefore, we may compute the pressure field directly in the 
frequency domain by finding the Fourier transform of 
h (r,t), and multiplying by the various quantities as indicated 
in (7) and (8). The multirate algorithm for pressure field 
calculation is essentially a discrete implementation of Eqs. 
( 6)-( 8 ). Note that H(r,w) can be numerically obtained by 
Fourier transformation of (6) using an FFT, rather than by 
analytical Fourier transformation of (6) as expressed in (9). 
Since solutions to (6) can be found in closed form, the FFT 
of (6) constitutes an attractive and efficient alternative to 
straightforward numerical integration of (9). 
In order to find the velocity potential function h(r,t), 
Eq. (6) must be evaluated over the surface W described for a 
given transducer geometry. Closed-form solutions to (6) are 
known at an arbitrary field point for several transducer geo- 
metries, including the circular planar piston, 7'8 rectangular 
planar piston, 8 and spherically focused piston trans- 
ducer. 12'13 A small approximation is made in formulating 
the pressure field due to a spherical transducer in terms of 
the Rayleigh integral in (3). Each hemispherical wave gen- 
erated by points on the transducer surface is reflected by 
other points on the curved surface, causing a secondary dif- 
fraction of the field at the given field point; this secondary 
diffraction is not taken into account in the Rayleigh inte- 
gral. •7'18 However, the error produced is generally small, 
especially for a weakly focused transducer. Derivations of 
the velocity potential functions are left to the references 
wherever cited. 
A. Planar piston 
For the circular planar piston, the velocity potential 
function is found by consideration of the problem geometry. 
Referring to Fig. 1, pq denotes the radial distance from the 
piston center (acoustic axis) to the projection ( Q' or Q ") of 
field point Q onto the source, zq denotes the axial distance to 
the field point, and a is the radius of the circular planar 
piston transducer. Then, adopting the axisymmetric cylin- 
drical coordinates r = (p,z), 
r o = ct o = Zq, 
rl =Ctl_ [(a_i9q)2 _•_ •2q ] 1/2, (10) 
r2 = ct2 = [ (a -l- pq )2 -l- Z2q ] '/2. 
In the above expression, rl is the distance to the nearest edge 
and r2 the distance to the farthest edge of the piston from the 
field point Q. Hence, (10) defines the time epochs to, tl, and 
t2 for a given field point; these time epochs indicate points in 
the velocity potential where the function is discontinuous. 
[The time epochs are explicitly illustrated later in Fig. 
5 (a). ] Based on these notations, the velocity potential func- 
tion hpp for the planar piston is found to be (Ref. 7, Table I) 
, 
hpp (r,t) c, ( c/rr) ll ( r,ct) , 
[0, 
0, hpp (r,t) = (c/rr)ll(r,ct), 
[0, 
t<to, 
t o < t < tl, 
t l < t < t2, 
t 2 < t, 
t<tl' } t I < t < t2, ,  2 < t, 
if pq <a 
(11) 
if pq>a. 
(12) 
Front View 
a 
Q 
•z 
Zq 
Side View 
FIG. 1. Geometry of planar piston radiator, illustrating angles 11(r, ct) for 
the cases Ofpq <a (with projection Q') and pq > a (with projection Q"). 
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It has been shown in the same reference (Ref. 7, Table I) 
that 
II (r,ct) = cos- • . ( 13 ) 
•; (c2t 2__ g2q) 1/2 ' 
B. Planar annular array 
The velocity potential for a planar, annular concentric 
array can also be derived in closed form, based on the super- 
position of solutions to the circular planar piston. This result 
will be needed when calculating the pressure field due to the 
annular array implementation of the nondiffracting trans- 
ducer, m•6 given later in this paper. Typically, an annular 
array has a uniform excitation voltage assigned to each of N, 
concentric annular tings in the array, where the radial 
widths of each annulus may vary. The outer and inner radii 
of the ith annulus are denoted by ai and ai_ •, respectively, 
where a i_ • < a i, i = 1,2,...,N,, and ao = 0. The geometry of 
the annular array is illustrated in Fig. 2. From the linearity 
of the wave equation (and hence of the velocity potential 
function itself), the impulse velocity potential h • and h i ar ar • 
for the first and ith annular rings, respectively, are 
h • =V•h • 
• PP' (14) 
hi = Vih i - V•h •- • i=2,3,...,N•, ar pp pp , 
where h i denotes the velocity potential function hpp (r,t) pp 
for a planarpiston transducer of radius a = a i. The velocity 
potential function for the entire annular array, denoted by 
haa , is the summation of h i over all annuli n the array, ar 
haa= Z h i ar 
i=1 
= V•h' + ( V2 ha --V2h' ) PP PP PP 
+ "' + (V•r •h Na--I Na--2) pp -- V•v l h a-- .-- PP 
+ ( V•v h •r• V•v h •v•- • a PP • a PP ) ' (15) 
Note that (15) requires the evaluation and summation 
of 2N• -- 1 velocity potential functions. If we regroup terms, 
then haa may be expressed using only N• velocity potential 
functions, as follows: 
haa = V•v h •% i PP-[- Z h ( Vi -- Vi + , ) (16) a PP 
i=1 
Equation (16) efficiently computes the closed-form velocity 
potential function haa for an N•-ring annular array using N, 
planar piston velocity potential functions. 
C. Spherically focused piston 
The spherically focused transducer has a velocity poten- 
tial function that may also be expressed in closed form. The 
geometry of interest is shown in Fig. 3, which describes a 
transducer of projected radius a and radius of curvature (fo- 
cal depth) R. The depth do is a measure of the transducer 
thickness variation due to the spherical curvature, and is 
found to be 
do = R -- x/R 2 -- a 2. (17) 
The spherically focused piston differs from the planar 
piston only in the description of the transducer surface ge- 
ometry; the same conditions for u(t), as given in (4), de- 
scribing the velocity on the surface of the transducer still 
hold. Referring to Eq. (6), the velocity potential function is 
now obtained by integration over the spherical surface W of 
the transducer. 
In order to write the impulse response for a given field 
point Q, we follow the derivation given in Ref. 12. The re- 
gions inside and outside the cone defined by the circular 
boundary of the radiator and the focal point must be consid- 
ered separately. The field point Q lies inside this cone if 
< (18) 
-zl 
where we have adopted an axisymmetric ylindrical coordi- 
nate system, where r• = (p•,%). Four time instants can be 
z 
JR (O,R) 
Q (•q, Zq) •*•"l 
w 
E 1' 
FIG. 2. Geometry of an N,-ring planar concentric annular array, indicating 
annulus outer radii ai and voltage excitations V,.. The total array radius is a. 
FIG. 3. Geometry of spherically focused transducer, indicating transducer 
radius a, depth do, and focal length R. 
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defined by the shortest and longest travel times of a wave 
from different points on the surface of the transducer to the 
field point. These times are as follows: 
t• = r•/c = (l/c) [ R -- x/p•q d-( R -- 2q )2 ], 
t2= r2/c= (1/c)x/(a--pq) • d- (Zq --do) e, 
t 3 = r3/c = ( 1/c)x/(a q- lOq )2 .ql_ (Zq -- do) e, 
t4 = 2R /c -- t• = (l/c) [ R q- •/pq2 q_ (R -- Zq ): ]. 
(19) 
In the above equations, r• corresponds to the shortest 
distance from field point to source (transducer surface) 
when Zq < R and the field point lies inside the cone, r: is the 
distance to the closest edge of the source, r 3 is the distance to 
the farthest edge of the source, and r4 is the farthest distance 
from field point o source when Zq > R and the field point lies 
outside the cone. 
For points Q inside the cone, the impulse velocity poten- 
tial function hsp for the spherically focused piston is 
hsp (pq,2q,t) 2q'< R 2q > R 
0 t<tl t<t2 
Rc/x/p2q + (R -- Zq )2 t• < t < t 2 t 3 < t < t 4 
[ (Rc/rr)/x/p2q + (R--Zq)2]ll(ct) t2<t<t3 t2<t<t3 
0 t3<t t4<t ß 
(20) 
If the field point Q is outside this cone, then the velocity 
potential will be 
hsp (pq,2q,t) 
0 t<t2 
[ (Rc/rr)/x/p2q + (R -- ze )2 ] ll(ct) t 2 < t < t3 
0 t3<t ß 
(21) 
The function 11(ct) is defined to be the half-angle sub- 
tended by arc L (r) from point E. This relation is complicat- 
ed to derive, and is found to be [Ref. 12, Eq. (8) ] 
ll(ct)=cos-'(•P•+(R--z•)2 rop2q 
X [4po2(R --2q) 2 --p2q(a2-- F20 --po 2 )
-- Po (R -- Zq ) ] ), (22) 
where 
and 
a = tan- • [pq/(R -- Zq ) ], 
•': [ (a --tOq)2 q- 22q ], 
0= cos-l( (2Rzq--Z2q--[•2q j•'2i•5 ) 2r[pq 2 + (R -- Zq ' 
ro = r sin 0, 
Po = Pq q_ r cos 0 sin a. 
(23a) 
(23b) 
(23c) 
(23d) 
(23e) 
Since L (r) is the length of the intersection of the surface W 
and a circular cone with half an apex angle 0, then, noting 
that r lies completely on the surface of this cone, all points on 
L(r) must be equidistant from Q. The equation for ras given 
in (23b) may then be stated directly. Refer to Fig. 3 for the 
definitions of angles a and 0. 
Finally, the impulse velocity potential function for a 
field point located at the focal point Zq = R of the trans- 
ducer is not given in either (20) or (21 ); this function is 
simply [ Ref. 12, Eq. (9) ] 
hsp (O,R,t) = doiS(t-- R/c). (24) 
Thus, from (5) and (24), the velocity potential •b(r,t) at the 
focal point of a spherically focused transducer is directly 
proportional to the velocity excitation u (r,t) induced on the 
surface W of the transducer, as long as the velocity is uni- 
form over W. 
Figure 4 reveals the symmetry found in the velocity po- 
tential functions for a spherically focused piston transducer 
with R/a = x/•. Figure 4(a)-(c) represent velocity poten- 
tials versus radial distance p to the field point for some fixed 
axialposition z. For field points on the source side of the focal 
point [ Fig. 4 (a) ], the velocity potentials are asymmetric 
and discontinuous; the functions grow longer in time as the 
field point moves axially closer and/or radially farther from 
the transducer center. For field points in the focal plane 
[Fig. 4(b) ], the velocity potentials are symmetric, and tend 
toward an impulse at the focal point itself. At field points 
beyond the focus [Fig. 4(c) ], there is an apparent time re- 
versal in the potential functions from those given in Fig. 
4(a). Axial range relations are shown in Fig. 4(d)-(f), 
where the radial distance p isfixed to some value, while z is 
varied over a given range. The symmetry of the potential 
functions is clearly revealed in these illustrations. 
The velocity potential functions for the planar piston are 
similar in shape to the velocity potential functions given for 
the spherically focused piston transducer, if the axial posi- 
tion z of the field point is confined to the source side of the 
focal point as illustrated in Fig. 4(a). In fact, the velocity 
potentials for the spherically focused piston are identical to 
those of the planar piston, if the focal length is moved out to 
infinity. 
III. DISCRETE REPRESENTATION OF VELOCITY 
POTENTIALS 
The goal has been to calculate the complex pressure 
field via a discrete sampling of the impulse velocity potential 
function h(r,t) for the transducer geometry of interest. It 
has already been shown in (5) that any arbitrary velocity 
excitation may be incorporated into the velocity potential 
solution. Once determined, the discretized velocity potential 
function is Fourier transformed as indicated in (8). The last 
remaining step is to differentiate and multiply by the density 
of the propagation medium, as expressed in Eq. (7). 
Discretizing h(r,t) involves sampling it at a rate high 
enough to render any aliasing effects negligible. The inter- 
pretation of this statement is based upon the frequency con- 
tent of the velocity potential function. In order to estimate 
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FIG. 4. Representative impulse velocity potential functions for spherically focused transducer, R/a = x/•, and various observation points; (a)-(c) Fixed 
axial position Zq; (d)-(f) fixed radial position pq. Specifically, (a) Zq --0.8R, O<pq<O.3R, (b) Zq -- R, O<pq•O.3R, (c) Zq -- 1.2R, O•pq•O.3R, (d) pq 
= 0.1R, 0.55R•Zq •1.45R, (e) pq --0.2R, 0.7R•Zq•l.3R, and (f) pq --0.3R, 0.8R•Zq • 1.2R. 
just how high this rate must be, we must examine the worst 
case situation involving the maximum high-frequency ener- 
gy content produced by any h (r,t). This worst case condi- 
tion occurs on-axis (for planar and focused pistons), when 
the discontinuities in the derivative of the velocity potential 
functions are large; the discontinuities are responsible for 
producing the large bandwidths required to represent he 
potential function in the frequency domain. For field points 
on-axis, h (r,t) assumes the form of a rectangular function, 
h(z,t) = tr(t- to) - tr(t-- t•), (25) 
where tr(t) once again indicates the unit step function. Re- 
ferring to Fig. 5 (a), we define a rectangular function of am- 
plitude A and width T as 
A Rect(-•) --A (:r(t -- -•) -- (:r(t +-•)] . (26) 
Since our function is not centered about the time origin but 
569 J. Acoust. Soc. Am., Vol. 92, No. 1, July 1992 D.P. Orofino and P. C. Pedersen: Complex acoustic fields 569 
Downloaded 18 Jun 2012 to 130.215.36.83. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/terms.jsp
rather at some delayed time ta, application of the time-delay 
theorem of Fourier transforms to the transform of a rectan- 
gular signal yields 
[ (t--ta)] sin(rrfAt) F c Rect = c exp( --j 2rrfia ) •t rrf 
=•(f), (27) 
where T has been replaced by At, the temporal length of the 
velocity potential function, and •(f) is the shifted sinc 
function in the frequency domain. Here, At can be deter- 
mined only if a specific transducer geometry and field point 
location have been defined. Referring to Eq. (10) for a 
planar piston with an on-axis field point, At -- t• -- to, and 
ta = (to q- t•)/2 as shown in Fig. 5(a) and (b). The fre- 
quency domain representation is shown in Fig. 5(c). Note 
that on-axis, the velocity potentials for the planar piston are 
of amplitude c, the propagation velocity of the medium, 
while for focused pistons the amplitude is variable [see Eq. 
(20) ]. The envelope of•(f) is denoted •(f), and can be 
deduced to be 
o t o t 1 
At 
(a) (b) 
fbb fn fs 
(f) 
-'øI / / 
-20 , ' ..... [(f•f ) 
•'• -30 fs' 
• -50 
•; -60 
-70 
-80s • 7 8 • 2 • 4 s • 7 8• 
10 • 10 2 
f, MHz 
(c) 
FIG. 5. Features of axial impulse velocity potential function for determin- 
ing approximate aliasing error due to its discrete representation. (a) A gen- 
eralized rectangle function. (b) On-axis velocity potential function for a 
planar piston transducer. (c) Magnitude spectrum of velocity potential 
function in (b), with parameters for discretization indicated. 
E( f ) = c/zf. (28) 
Figure 5 (c) reveals the frequency domain interpreta- 
tion of (27), with some modifications. Here, E(f) has been 
plotted together with $(f) for convenience, and any value 
that •(f) may take on will necessarily be less than or equal 
to E(f). 
With the envelope of the frequency content so defined, 
the effect of sampling rate on signal aliasing may be deter- 
mined in several ways. We will determine the aliasing in the 
frequency domain. Note that iffs is the sampling frequency 
andfn = fs/2 is the corresponding Nyquist frequency, then 
the amplitude of the aliasing signal at a given frequency, 
f<fn, is approximately equal to 
• •(kfs--f), (29) 
k• 
k%0 
where (kfs --f) represents the irnagefrequenciesfimage such 
that fmage --- kZ -- f• k -• •- l, _ 2, .... 
The dominating contribution to the aliasing signal in the 
positive frequency range dc tofn is from S( fs --f) with the 
image frequency corresponding to k = q- 1. The envelope 
E( fs --f) of the magnitude spectrum $( fs --f) is shown 
in Fig. 5(c), along with the original magnitude spectrum 
•(f) and its envelope •(f). This dominant aliasing com- 
ponent can be readily found over the range dc tofn by "wrap- 
ping" the original signal spectrum back onto itself, folding 
the frequency axis at the Nyquist frequency fn. The portion 
of the spectrum folding back into the lower frequency range 
approximates very closely the actual aliasing that would oc- 
cur at various frequenciesf<fn. Let Q(f) be defined as the 
ratio of the envelopes E( fs -- f) and E( f ) at some frequen- 
cyf<fn, such that 
E( fs -- f ) c/ [ rr( fs --f)] f Q(f) = = • o 
E( f ) c/[rrf ] fs -- f 
(30) 
Solving (30) forfs, we find that to achieve a minimum speci- 
fied ratio, 
f•>•f[ l + 1/Q(f)]. (31) 
For Q(f) --0.002 (i.e., the aliasing signal amplitude is at 
least 54 dB below the true signal amplitude at f, or equiv- 
alently 0.2 % error), and f-- f• -- 15.625 MHz (the specific 
maximum extent of the baseband signal for our purposes), 
we find the following approximate constraint on the sam- 
pling frequency' 
f•>•8 GHz. (32) 
Note that the minimum sampling frequency determined 
in (32) need be maintained only for worst-case velocity po- 
tential functions (on-axis for the planar piston). All other 
velocity potentials exhibit decay over frequency much faster. 
Additionally, as can be seen in Fig. 5 (c), the function •( f ) 
only periodically attains the magnitude of the absolute enve- 
lope amplitude E(f) due to its sinc-like behavior. There- 
fore, a lower f• than specified by (31 ) would usually be ac- 
ceptable to maintain the prescribed limit of aliasing error. 
The foregoing analysis of aliasing errors can be applied 
equally well to both the planar and focused piston trans- 
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ducers, since the worst-case aliasing errors for both occur 
on-axis, where the velocity potential function discontinuities 
are at their greatest extent. However, the focused transducer 
exhibits one singularity in its velocity potential function; at 
the focal point, the velocity potential impulse response func- 
tion h(r,t) is itself an impulse of weight do, as previously 
found in (24) and shown graphically in Fig. 4(b). Since an 
impulse cannot be accurately represented with the discrete 
sampling performed here, the algorithm must detect and by- 
pass this field point. A precise determination of the velocity 
potential function at the focal point can instead be obtained 
by direct evaluation of (24). The pressure field at the focal 
point is obtained by noting that the Fourier transform of 
(24) is a constant (of amplitude do) over all frequencies. 
Differentiation in the frequency domain can then be per- 
formed in a straightforward manner. 
For the general case (i.e., for field points not at the focal 
point), the discretization of h (r,t) is based on the chosen 
sampling period Ts = l/rs and denoted by 
h [n] = h(r,nTs), (33) 
where dependence on r is assumed. The discrete samples are 
indicated by n = 0,1,...,N-- 1, where N is the total number 
of samples required to represent the entire temporal function 
h (r,t). For the planar piston, the temporal length of h (r,t) is 
t2 - to [see Eq. (10) ], and given the sampling frequencyfs, 
we find that 
N-- i'(t2 -- to)fs 3, (34) 
where f' ß-I is the integer ceiling function, defined to be the 
smallest integer that is greater than the argument. Similar 
procedures can be used to find N for the spherically focused 
and annular array transducers as well. 
Given that h[n] is a finite-length sequence, then the 
Fourier transform of h[n] can be obtained via the discrete 
Fourier transform (DFT or FFT) as 
H[k]=F(h[n])= • h[n]exp -j 2•'k n , 
•--o N 
k = 0,1,...,N-- 1. (35) 
We may express the frequencies of evaluation, (k/N)f•, in 
normalized form as 12 =fF• = k/N, where 12 denotes a 
sampling rate normalized to unity. 
IV. DECIMATION OF DISCRETIZED VELOCITY 
POTENTIALS 
Based on the previous discussions, it is clear that once a 
maximum level ofaliasing error Q(f) has been chosen for the 
discretization of the velocity potential h(r,t), a minimum 
sampling frequency fs is dictated as well. Some minimum 
number of samples N is required to discretely represent 
h (r,t) in its temporal entirety. 
Practical imitations prohibit the choice of specifying 
arbitrarily large sampling frequencies f for the discretiza- 
tion, however. The higher the sampling frequency is chosen 
to be, the greater the total number of points N that must be 
stored in the sampled version of h (r,t). Not only may there 
be complications in allocating a sufficient amount of com- 
puter memory to process uch a long sequence, but there will 
certainly be difficulty in calculating the Fourier transform 
H[ k] in a microcomputer environment. For a planar piston 
transducer with radius a = 1 cm, c = 1500 m/s, and field 
point located at Zq -- 4 cm and pq = 1.5 cm, the temporal 
length At of the velocity potential function is 5.3/•s; usingf• 
= 8 GHz, there are nearly 42 500 samples in its discretiza- 
tion. A frequency resolution problem also becomes evident 
when the sampling rate is increased to such an extent; too 
few frequency-domain samples are left in the relatively nar- 
row frequency range of interest for accurate spectral charac- 
terization of the pressure at the given field point. 
A solution to this dilemma is to reduce the number of sam- 
ples in the sequence h [ n ] by a process known as decimation. 
Decimation attempts to reduce the discretized sequence 
length by some integer factor M, without disturbing the fre- 
quency content of the original signal. That is, if the number 
of samples in the original sequence is N, then the decimated 
sampled sequence will contain N' samples at a new sampling 
frequency f;, where 
N' = N/M (36a) 
and 
f; = f•/M. (36b) 
The Nyquist frequency associated with the new decimated 
sampling rate isf j -- f '/2. The decimated velocity potential 
sequence is denoted by h '[ n ], where 
h'[n] --h[nM], n--0,1 .... ,N'-- 1. (37) 
The apostrophe will be included wherever the decimated se- 
quence is to be specifically distinguished from the original 
(undecimated) velocity potential function h [ n ]. In general, 
the notations f], f•, and h' [ n ] are used to denote the next- 
stage (future) parameters and results of a multistage deci- 
mation. 
As noted earlier, h [ n ] has frequency content such that it 
requires discretization at the predecimation sampling fre- 
quency f•. Hence, the spectrum of H[ k] is typicall nonzero 
for frequencies above the next-stage decimated Nyquist fre- 
quencyf• <fn' In order to decimate the sequence while min- 
imizing any additional signal aliasing, h[n] must be pro- 
cessed with a lowpass filter, g[ n ], prior to the decimation 
operation. This digital filter must have a stopband cutoff 
frequency fsb below the Nyquist frequency f j of the subse- 
quent decimation stage. This digital filter is applied to the 
original (undecimated) sequence h [ n ]. Note that the pass- 
band cutoff requency fpb (see Fig. 7) of the filter must be 
greater than the desired baseband, and that the ripple in the 
filter passband must be kept as small as possible to prevent 
degradation of the desired signal content. 
Decimation is then achieved by keeping every M th sam- 
ple from the filtered output sequence. These steps are illus- 
trated in Fig. 6 (a). In this figure, x [ n ] is the lowpass filtered 
version of the input signal h [ n ]. The decimator block (also 
known as a compressor) is denoted by IM, and its output 
h '[ n ] is the desired decimated sequence. 
To provide a numerical illustration, the velocity poten- 
tial function at some observation point is discretized with an 
initial sampling frequency f• equal to 4 GHz. The corre- 
sponding Nyquist frequency (2 GHz) is much greater than 
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FIG. 6. Possible direct form structures for an M-to-1 decimator. Straight- 
forward implementations (a) and (b) yield large computational require- 
ments. Alternate realizations (valid for L even) exploit linear phase filter 
symmetry (c) and commutation of the compressor stage (d) to achieve 
reductions in computation by a factor of 2M over implementations (a) and 
(b). 
our maximum frequency of interest (assumed to be approxi- 
mately 15 MHz), and we may therefore decimate this se- 
quence by a theoretical maximum value of M• 133. By ap- 
propriate filtering and downsampling of the data, we may 
reduce the required sequence length to N/133, as long as 
these operations do not affect the magnitude or phase of the 
pressure field over the frequencies of interest. This decima- 
tion operation may be split into several separate decimation 
stages, each stage decimating by an integer factor of the total 
desired decimation ratio M, to yield a more efficient multi- 
stage decimation algorithm. 19 
A brief look at the signal processing implementation of 
the decimator structure is worthwhile at this point. A 
straightforward implementation is shown in Fig. 6(a). In 
this structure, the input is sampled at a frequency rs, and 
M- 1 out of every M samples of the filter output are dis- 
carded by the M-to- 1 sampling rate compressor. Figure 6(b) 
shows a similar structure but assumes an L-point FIR filter, 
g[ n ], realized in direct form. This FIR filter is designed to 
have a lowpass characteristic, with a stopband cutoff fre- 
quency fsb <f; to prevent aliasing of the decimated output. 
If less than the entire nonaliased baseband (tic to f ;) is re- 
quired, then the computational oad of the digital filtering 
operation may be decreased somewhat by allowing the filter 
cutoff to be greater than f;. Since the number of coefficients 
required for a lowpass digital filter becomes smaller as the 
tra sition bandwidth (from passband to stopband edges) of 
the filter increases, then increasing the stopband cutoff fre- 
quency (while maintaining a constant passband cutoff fre- 
quency) widens the transition bandwidth and yields a 
shorter length filter. This ultimately leads to a faster filter 
computation. To determine how wide this transition band 
can be made, we note that for some desired baseband spec- 
trum whose upper frequency limit is fbb, the digital filter 
cutoff may be selected such that 
fsb <'K/'• -- fbb = f•/M -- fbb, (38) 
wherefsb is the stopband frequency of the lowpass decimator 
filter. A graphical interpretation of (38) is given in Fig;. 7, 
,and indicates that no aliasing will occur in the desired base- 
lband frequency range dc tOfbb of h [ n ] only if no frequency 
•components exist in the frequency range above Oe• ' --fbb ) 
lprior to decimating the sequence. 
Note that L multiplications are required to calculate 
each output sample in the filter implementation of Fig. 6(b). 
A better realization of this filter is demonstrated in Fig. 
6(c), where the symmetry found in g[ n] for linear phase 
FIR filter designs is exploited. This structure achieves a re- 
duction in the number of required multiplications by a factor 
of two over the structure in Fig. 6(b). [In particular, Fig. 
6(c) assumes L to be even. ] Even greater efficiency can be 
achieved by commuting the decimation stage of Fig. 6(c) 
IG[k]l, Filter Response 
IH[k]l, unfiltered 
fbb fpb f;• fsb f• 
(a) 
: : 
I 
0 fbb f;• 
IH[k]l, filtered 
Aliasing component 
I 
fsb f•s-fbb f•, 
>f 
(b) 
FIG. 7. Specification of filter stopband frequencY•b, when the entire base- 
band frequency range dc tof • is not required. Note that the aliasing compo- 
nent will not disturb the desired baseband frequency content, dc to fbb, as 
long as fsb <'•f's -- fbb' 
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into each of the filter branches; the symmetry in g[ n] is still 
exploited for linear phase designs. This realization is shown 
in Fig. 6(d). In this final implementation, the filter operates 
on the decimated data at a rate reduced by an additional 
factor of M; therefore, this reduces the number of multiplica- 
tions required to implement the decimator by a factor of M 
as well. In total, the decimator given in Fig. 6 (d) reduces the 
number of required multiplications per output sample by a 
factor of 2M over the simple approach taken in Fig. 6(b). 
Note that M can be unity for any given stage of the decima- 
tion under certain circumstances. More on structures for 
FIR decimators can be found in Crochiere and Rabiner 
(Ref. 19, Sec. 3.3 ). 
V. MULTIRATE ALGORITHM 
The specific multirate algorithm employed to compute 
the broadband pressure field will now be discussed. No men- 
tion has yet been made as to the "multirate" nature of the 
present algorithm; "multirate" is used here to indicate that 
the discretization of h(r,t) occurs at a variable sampling 
rate, based specifically on spatial coordinate r; this section 
will explain this procedure in detail. These changes in sam- 
pling frequencies will be used to obtain further computa- 
tional savings. 
An outline of the algorithm is described below. 
Discretization of h (r,t) into h [ n ]. 
Decimation of h [ n ] into h '[ n ] to minimize number of 
samples. 
Frequency transformation of h '[ n ] into H[ k]. 
Differentiation of H[ k] to yield complex acoustic pres- 
sure (times a scale factor). 
At this point it may be mentioned that the technique of deci- 
mation of data followed by Fourier transformation is some- 
times referred to as a zoom FFT. 
Throughout the following discussions, a planar piston 
transducer will be assumed whenever specific velocity po- 
tential calculations are referenced. The potential function 
hpp (r,t) will thus be indicated in these situations. Note that 
the subsequent developments are applicable as well to both 
the annular array and spherically focused piston with only 
slight changes in notation. Therefore, whenever a statement 
applies globally to all transducer geometries (with known 
velocity potential functions), then the more general h (r,t) 
without subscript will be used. 
not to, and the sampling of hpp (r,t) starts at t•. Similar time 
epochs are defined for the spherically focused piston. Since 
phase coherence of H[k] must be maintained throughout 
the observation region, the delay to the start of the velocity 
potential function, th,start, must be retained and used at the 
end of computations for correcting the phase shifts in the 
subsequent FFT results (see subsection C in this section). 
For the planar piston, th,star  = t o forpq < a; otherwise, th,star  
The temporal length of hpp (r,t) is At and is given by the 
following: 
t: -- to, pq •< aAt= . (39) t 2 t•, q >  
The maximum sampling frequency that can be used in dis- 
cretizing hpp (r,t) at a given field point r is determined by At 
and the maximum sequence length, N. This is called the local 
sampling frequency, as it describes the maximum sampling 
frequency obtainable at the specific observation point. The 
local sampling frequency is thus 
f• -- N/At. (40) 
However, the actual discretization ofhpp (r,t) in h [ n ] is 
performed at a global sampling frequency fsg, which is the 
largest frequency less than or equal to fsf conforming to one 
of several predetermined algorithm sampling rates. Each 
global sampling rate is an even multiple of the lowest possi- 
blefsg, and as such allows a more efficient multistage down- 
sampling scheme to be employed. Furthermore, limiting the 
global sampling frequency to factors of two of the lowest 
possible sampling rate will give us identical frequency do- 
main resolutions when H[k] is generated, as will be seen 
later. This is beneficial when using the broadband acoustic 
pressure field results in a system analysis, where identical 
analysis frequencies and intervals are often required. The 
particular translation fromrs/tOfsg used in this algorithm is 
given in Table I. 
The shortest emporal velocity potential functions for a 
given transducer (e.g., those functions corresponding to 
field points close to the acoustic axis and far from the 
source) will allow the highest sampling frequencies fs;. It 
should be noted that some minimum global sampling fre- 
quency f•m has been specified for the maximum acceptable 
aliasing error. This implies that at certain field points and for 
A. Sampling and decimator design 
The first step indicated in the outline is the discretiza- 
tion of the velocity potential. In order to accomplish this, the 
velocity potential function must be calculated at the sample 
points. The temporal length of the function at the observa- 
tion point r is calculated in order to determine the highest 
achievable sampling rate, given a maximum sequence length 
N that is constrained by the limits of the particular computer 
used. Note that we still must adhere to the minimum sam- 
pling rate required for a specified level of aliasing. 
Recall that if pq > a (i.e., an observation point lies a 
radial distance of greater than one transducer radius away 
from the transducer axis), then the start of hpp (r,t) is t• and 
TABLE I. Local (f•/) to global ( f•g ) sampling rate translation. 
Possible local sampling rates 
f•/(GHz) 
Corresponding lobal sampling 
rate f•g (GHz) 
f•/>•8 8 
8 >f•/>•4 4 
4 >fs/>•2 2 
2 >f•/>• 1 1 
1 >f•/>•0.5 0.5 :Zrn 
0.5 >f•/ Invalid 
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large transducers, there may be hvv (r,t) whose durations are 
too long to be completely sampled by this algorithm; regions 
where this condition exists are termed invalid sampling re- 
gions. 
To determine exactly when an observation point is in an 
invalid sampling region, we note that this limit is determined 
by selection of N and fsm' Given these parameters, we may 
derive the following relations for the valid sampling regions 
for planar piston and annular array transducers. For focused 
transducers, these relationships hold approximately true: 
N N 
Lm< =•' (41) 
At t 2 -- t n 
Note that from (39), t n is either to or tl, depending upon 
whetherpq <a orpq > a, respectively. If pq > a, which can be 
shown to yield the largest At for a given transducer, then for 
some axial distance zq, 
fsm <N/(t2 - tl), 
Nc 
< , (42) 
•J(Pq + a)2 + z2q --4("q -- a)2 + z2q 
or 
Nc>x/(Pq + a)2 + z2q - 4(Pq - a)2 + z2q ß (43) 
Zrn 
Combinations ofp and z may be checked against he relation 
in (43) to determine whether an observation point is in a 
computable region. Similarly, ifpq Ca, we see that 
2 Nc/fsm>/4(pq + a) 2 + Zq -- Zq. (44) 
Spatial boundary contours specifying the limits of valid- 
ity for the sampling technique are given in Fig. 8 (a) and (b), 
where data for planar transducers of radius 1.27 and 2.54 
cm, respectively, are given for various values of N. These 
data were determined by plotting the surface contours of 
(43) and (44) based onf• = Zrn = 0.5 GHz. Note that for a 
planar piston transducer with a given radius a, the maximum 
At anywhere is 
•tma• = 2a/c. (45) 
Thus, if 
Nc/f s m >/2a (46) 
or 
a <Nc/2f s m , (47) 
then no invalid sampling regions exist. For N-16384, 
c = 1500 m/s, andfsm = 500 MHz, the invalid sampling re- 
gions vanish completely for transducers of radius a <2.46 cm 
(i.e., approximately a 2-in.-diam transducer). 
B. Decimation of velocity potentials 
Once h(r,t) has been discretized, the digital filtering 
and decimation procedure discussed in Sec. IV may be ap- 
plied. A two-stage decimator design will be used as a trade- 
off between overall computational efficiency and total stor- 
age requirements. 19
The parameters of the two-stage decimator are shown in 
Table II. Generally, a decimator of this type would require 
two lowpass filters for each of the possible sampling rates 
E 
a=1.27cm 
•o.oo / / 
8.00 
ß 
1• O0 2 O0 4 O0 6 O0 8 O0 10 O0 
(a) z, cm 
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6.00 
4.00 
2.00 
a=2.54cm 
/ / 
i ! 
0.0( 2.00 4.00 6.00 8.60 10.00 
(b} Z, cm 
FIG. 8. Spatial boundaries ofthe valid sampling regions of hpp (r,t) for pis- 
ton radiators with radius a, fsm --- 500 MHz, and c = 1500 m/s. The extent 
of the radiator from center to edge at p = a is indicated. (a) a = 1.27 cm, 
(b) a = 2.54 cm. Note invalid regions will completely disappear for 
N-- 8467 (a = 1.27 cm) and N = 16934 (a -- 2.54 cm). 
TABLE II. Parameters ofmultirate decimation algorithm. (All frequencies 
given in MHz.) 
Global sampling 
rate 
f• L• 
First stage Second stage 
Filter Decimator 
fp•, f•, M, f,,, 
Filter Decimator 
fpb2 Zb2 M2fn2 
8000 4000 256 440 16 250 16 27.5 8 31.25 
4000 2000 128 220 8 250 16 27.5 8 31.25 
2000 1000 64 110 4 250 16 27.5 8 31.25 
1000 500 32 55 2 250 16 27.5 8 31.25 
500 250 16 27.5 1 250 16 27.5 8 31.25 
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(one filter for each stage). For efficiency of design and com- 
putational speed, the final filtering and downsampling rates 
are to be maintained identical to one another over all possi- 
ble sampling frequencies. Given the five possible global sam- 
pling rates, this would stipulate the design and implementa- 
tion of six digital filters (since the second stage decimators 
will all be identical), consuming considerable storage for the 
filter coefficients. The control logic necessary to implement 
this number of filters would also be cumbersome in the final 
design. If we constrain the design to use just a single digital 
filter, this would reduce the storage requirements of the algo- 
rithm and at the same time create a more efficient decimator 
section. This constraint is possible to achieve along with the 
previous restriction in global sampling frequencies because a
lowpass digital filter having a given set of normalized design 
parameters will exhibit various passband and stopband cut- 
off frequencies by adjusting the sampling frequency of its 
input sequence. 
The first and second stage downsample ratios were ma- 
nipulated until a satisfactory design was achieved. This de- 
sign allows the same filter to be used for the second stage 
with sufficient nonaliased bandwidth on the output of the 
filter for our broadband ultrasonic applications. Table III 
gives the parameters of a lowpass digital filter capable of 
performing the necessary filtering required for the two-stage 
decimator. As discussed in Sec. IV, this filter minimizes the 
aliasing introduced by the decimation operation. The nor- 
malized passband and stopband cutoff frequencies are de- 
noted by 11p• and 11s•, respectively. 
The values of possible global sampling frequencies f g 
are given in column 1 of Table II, as well as their correspond- 
ing Nyquist frequenciesf•g in column 2. Column 3 gives the 
first-stage filter passband cutoff requenciesfp• obtained by 
multiplying the normalized filter parameter 11p• byfsg. Col- 
umn 4 gives the filter stopband frequenciesfs• calculated in 
a similar manner. Column 5 shows the first-stage downsam- 
pling ratios (M•), which yield identical first-stage output 
Nyquist frequencies (fn•) given in column 6. These are cal- 
culated by dividing f•g by M•. All second stage parameters 
are derived similarly, but use the first stage decimated sam- 
pling frequencyfs• = 2f• as the input sampling rate. 
The determination of the bounds for the normalized fil- 
ter cutoff frequencies is as follows. Equation (38) constrains 
the filter stopband cutoff frequency to be less than the maxi- 
mum sampling frequency into any decimator stage; thus, the 
most restrictive constraint imposed by (38) may be written 
as 
1 Ab 
11s• < , (48) 
TABLE III. Parameters of unity-normalized lowpass filter, designed using 
a linear-phase Parks-McClellan algorithm. 
Passband Stopband Filter order 
Cutoff requency 11pb = 0.0325 12sb = 0.055 
Ripple rp• = 0.01 rs• = 0.001 
L= 130 
where M1 is the largest first-stage decimation factor (which 
from column 5 is found to be 16) andfs is the corresponding 
first-stage input sampling rate (fsg = 8 GHz). For a desired 
f•b = 15.625 MHz, the limit imposed by (48) is thus llsb 
= 1/16 -- (15.625/8000) = 0.0605. For maximum com- 
putational efficiency, we would like to make lls• as large as 
possible while keeping it less than 0.0605. Limitations on the 
filter passband cutoff frequency are imposed so that the de- 
sired baseband frequency content is left unchanged. For the 
baseband to be protected from unwanted changes, it can be 
shown that 
•pJsl •Ab' (49) 
Equation (49) constrains the filter passband cutoff frequen- 
cy to be greater than the highest desired baseband frequency; 
thus, the most restrictive constraint imposed by (49) is 
fbbM1 fbb 
fsg 
(50) 
The limit imposed by (50) is found to be 12p• > (15.625)/ 
(500) = 0.031 25. For maximum computational efficiency, 
we would like to make 12p• as small as possible while keeping 
it greater than 0.031 25. 
It would be advantageous to select the widest possible 
transition band (12s• -- 12pb ) that achieves the previous con- 
straints, in order to generate the shortest possible filter (see 
Sec. IV). Basing the design on the Parks-McClellan algo- 
rithm, 2ø a lowpass linear phase digital filter (LPDF) was 
constructed with a stopband attenuation level and passband 
ripple as given in Table III. The passband and stopband fre- 
quencies meet the constraints stated in (48) and (50). The 
ripple parameters yield at least 60 dB[' 20 log(rs• ) ] stop- 
band attenuation and a passband ripple of maximally 
_+ 0.04 dB[= 20 log( 1 -- t'pb ) ]. 
Such a filter enables the use of a faster decimation algo- 
rithm because we may exploit the symmetrical layout of the 
linear phase filter, mentioned at the end of Sec. IV. More- 
over, since the complex pressure function is required, we 
must maintain either a zero-phase characteristic (e.g., a 
noncausal filter implementation), or be prepared to com- 
pensate for the nonzero phase relationship over all compo- 
nents of the desired baseband frequency spectrum. The lin- 
ear phase of the filter makes this compensation 
straightforward. 
The second stage of the decimator has specfications im- 
ilar to the first stage. Recall that the same digital filter as 
used for the first stage is used again here. To yield a mini- 
mum number of samples in our final decimated output, we 
set the second stage decimation ratio M2 (Table II, column 
9) to the largest value that will still allow the filter specifica- 
tions to meet the criteria in (48). 
The second stage filter cutoff values are given in co- 
lumns 7 and 8, based on the same filter used for the first 
stage. Note that the selection of first stage decimation ratios 
yields identical first stage downsampled Nyquist rates (f, 1, 
column 6), and therefore the second stage decimation factor 
is constant (M2 = 8) for all given global sampling rates. Di- 
viding the first stage downsampled Nyquist ratesfn• by the 
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second stage downsample ratio M2 yields the second stage 
downsample Nyquist ratef,2 as given in column 10. 
Selection of global sampling rates is primarily based 
upon the acceptable level of aliasing. When the maximum 
number of samples capable of being processed and stored on 
a given computer is specified, the bounds on the sampling 
regions are thus defined. In general, variations on the sam- 
pling scheme may be used either to extend the valid sampling 
regions, or, along with appropriate downsampling changes, 
to increase the global sampling rates to achieve greater accu- 
racy in the final results. 
It is possible to implement the two-stage decimator as a 
cascade of two separate decimator sections, instead of reus- 
ing the same decimator section for both stages. This imple- 
mentation will increase the length of the algorithm, but does 
not require storage of all N samples of the velocity potential 
function at one time. The samples of the velocity potentials 
may be moved directly into the cascaded decimator struc- 
ture, which at a minimum decimates the sequence by an 
overall factor of 8. Therefore storage of only N/8 points can 
be afforded by this implementation. Note that if the two 
decimator stages are not cascaded, then this benefit is lost 
because the first decimator stage may decimate by a unity 
factor under some circumstances. 
C. Transformation, compensation, and differentation 
The decimated velocity potential impulse response 
function h '[ n] must be transformed into the frequency do- 
main, as noted earlier in (7) and ( 8 ). The most efficient way 
of accomplishing the frequency transformation is via the fast 
Fourier transform, or FFT. The implementation of the FFT 
used here requires a sequence h '[ n] that is some power of 2 
in length. The downsampled sequence lengths are not neces- 
sarily integer powers of two, and thus some amount of zero 
padding must be performed. 
For the specific decimation algorithm given in Table II, 
and with N = 16384 samples maximum, no decimated se- 
quence xceeds 2 TM, or 2048 samples in length. We therefore 
choose to zero pad all decimated sequences uitably in order 
to employ a 2048-point FFT. Since the velocity potential is a 
real valued function, a real-valued FFT is implemented for 
greater computational speed. 
The frequency resolution of the algorithm can now be 
determined. Consulting Table II once again, column 10 
gives the second stage decimated Nyquist frequency which 
in all cases isf,2 = 31.25 MHz. With 2048 time domain sam- 
ples entering the transform, then 1024 samples fall between 
dc andf•2. This yields a pressure field resolution of roughly 
30.52 kHz. With the baseband frequency range of 
f•b----f•2/2= 15.625 MHz, then 512 frequency domain 
samples will be of interest. This is more than sufficient for 
most ultrasonic system analyses. 
The final data manipulations to be performed are phase 
compensation and time-domain differentiation, the latter 
performed as multiplication byjco in the frequency domain. 
These are performed as simultaneous operations on the 
transformed data, and are thus described together here. 
During the sampling process, the beginning of the sam- 
pling interval is allowed to vary according to the location of 
the observation point to be analyzed, as previously discussed 
in Sec. VA. The time delay th,star  to the start of the nonzero 
portion of the velocity potential is not accounted for in the 
discretization of h[n] and must be introduced as a phase 
shift that changes based upon observation point. The correct 
phase is restored by recording the value of th, start as each 
observation point is processed and adding the frequency- 
dependent phase shift to the phase terms of the FFT result. 
The delay due to the linear phase of the decimation filter 
must be compensated as well. (If a noncausal filter having a 
zero-phase characteristic is implemented, then no filter 
phase compensation is necessary.) Determination of the 
phase shift of the linear phase digital filter (LPDF) g[n] is 
briefly reviewed. The frequency-normalized passband g.roup 
delay of the LPDF may be prestored as a constant, which we 
denote as Tg. It is well known that the slope of the passband 
phase of an LPDF is equal to (N- 1 )/2 samples (Ref. 20, 
Sec. 4.5.3); for the 130-tap LPDF, Tg = 64.5. When the 
phase compensation is to be performed, Tg is multiplied by 
the fractionf/fsg to determine the amount ofcompensation 
necessary at each baseband frequencyf of interest. Note that 
the group delay for a causal LPDF is positive, and when 
divided by the sampling rate may be added to the previous 
delay term, th,star  . The total amount of phase compensation 
at a given frequency fis thus 
2•f( th,star  q- Tg/fsg ) (51) 
and should be added to the phase terms of the frequency 
domain data once the FFT has been performed. The phase- 
compensated velocity potential function is denoted by 
Hc[k ] in the frequency domain. 
To determine the discrete frequency domain pressure 
field function P[ k] (where dependence on spatial ocation r
is implied), the velocity potential function must be differen- 
tiated and multiplied by the•propagating medium densitypo, 
as indicated in (7). Given Hc [k ], then this is acomplished 
for each frequency k = 0,1,...,N- 1, by multiplication, 
P [k ] --jpo(2•rfk/N)Hc[k ]. (52) 
VI. PERFORMANCE EVALUATION 
The multirate algorithm was implemented on both PC 
and workstation computing environments. Several represen- 
tative results from pressure field simulations are presented in 
this section for the spherically focused and nondiffracting 
(annular array) transducers. Error analyses for the planar 
piston and spherically focused piston transducers are pre- 
sented by means of an exact (closed-form) axial solution to 
the pressure field, determining absolute rror in both magni- 
tude and phase. To determine the computational efficiency 
of the multirate algorithm, a comparison of execution time 
to a commonly used Gaussian quadrature numerical inte- 
gration technique was made. The relative efficiency was 
computed for several transducer geometries and field point 
observation regions. The relative pressure field error be- 
tween the multirate and numerical integration algorithm is 
presented. 
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A. Results from the multirate algorithm 
1. Spherical focused piston 
The multirate algorithm was used to generate the pres- 
sure field for a spherically focused transducer with param- 
eters R/a = x[•, a/A = 2.5, and a/A = 5; the magnitude 
pressure fields for each case of a/A are shown in Fig. 9(a) 
and (b), respectively, with c = 1500 m/s. Note that the ob- 
servation region spans 0<% < 1.5R and 0<pq <OAR in both 
cases. The focusing effect on the magnitude acoustic pres- 
sure field can be clearly seen along the axis in each case. Note 
that the fields have their peak magnitude pressures on-axis at 
zq < R. In general, the maximum pressure magnitude occurs 
not at the geometrical focus, R, but at some effective focal 
point Re• r located to the source side of the geometrical focus 
(Ref. 21, p. 193). For a fixed ratio R/a, the maximum pres- 
(b) 
FIG. 9. Magnitude pressure field for spherically focused piston, with 
c = 1500 m/s, R/a -- x/•, and (a) a/A = 2.5, (b) a/A -- 5.0. Observation 
region in both cases i  0<% < 1.5R and 0<pq <0.4R. 
sure occurs closest o the geometrical focus (Ree -----R ) when 
the quantity a/A is large (strongly focused piston, large ap- 
erture), and occurs much closer to the source transducer 
(Ree ,•R ) when a/A is small (weakly focused piston, small 
aperture). 
2. Jo-Bessel transducer 
Numerical simulations for a nondiffracting transducer 
were performed using the multirate algorithm, by imple- 
menting the transducer using an annular array. The theo- 
retical development and annular array implementation of 
the nondiffracting transducer have been described in recent 
literature. 15.•6 The nondiffracting transducer requires acon- 
tinuous Jo-Bessel apodization distribution over a planar pis- 
ton. In order to implement this transducer as a simple planar 
annular array with constant voltage excitation per annulus, 
an approximation to the Bessel apodization is made. The 
most common approximation made is to choose the annulus 
radii ai to be the zeros of the Jo function, such that each 
annulus spans a single lobe of the Bessel function. Further- 
more, the excitation voltage Vi is chosen to be the maximum 
amplitude of the lobe of the Jo function that the ith annulus 
spans. This results in a "squared-off" approximation to the 
original continuous apodization function, but for a large 
number of annuli, introduces only a limited amount of noise 
in the extreme nearfield of the nondiffracting array trans- 
ducer. 
In order to discretize the velocity potential function for 
the annular array, it has been previously shown in (16) that 
a total of Na planar piston velocity potential functions 
h i (r,t) are required. These velocity potentials must be in- pp 
dividually scaled by a factor Vi- Vi+l, discretized, and 
summed together. Each function in the sum has associated 
with it a radius a i corresponding to the outer radius of the ith 
annulus in the array. From (10) it can be seen that the time 
epochs tl and t2 will be different for each function h i (r,t) pp ß 
Futhermore, the time epoch to (which is constant for all 
velocity potentials describing the array annuli) may not 
mark the beginning of the (nonzero) portion of any single 
velocity potential, since from ( 11 ) and (12) it can be de- 
duced that the temporal ength At of any given h i (r,t) is pp 
At = t2 -- to if pq <ai, and At = t2 -- t• Of pq > a i. Therefore, 
a calculation must be made to determine the starting time 
delay for the velocity potential discretization array h [ n ] be- 
fore sampling of each function h i (r,t) can be performed. PP 
A simulated transducer array of radius a = 50.75 mm 
was used, and the number of annuli in the array was chosen 
to be Na = 51 for comparison to published results. •6 The 
annulus radii a i and excitation voltages Vi are found from 
the zeros and extrema of the Jo Bessel function, Jo(ap), re- 
spectively, where p is radial distance measured from the ar- 
ray center, and a is a compression factor that maps the Bes- 
sel array-apodization function to the actual transducer 
annulus radii. The compression a is expressed in units of 
m- •. For a transducer with infinite aperture, i.e., a--, oo, the 
beam does not undergo any diffraction effects. However, for 
a practical finite aperture transducer, the beam eventually 
diffracts at some axial distance Zmax. Using geometrical op- 
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tics, it can be shown [ Ref. 14, Eq. (5) ] that a useful approxi- 
mation to the axial extent of the diffraction-free region of the 
transducer is 
Zma x = ax/(2•'/aA) •' -- 1. (53) 
The tradeoff in selection of small a values is that small values 
of a tend to increase the amount of spurious sidelobe genera- 
tion of the array. Thus, one must trade axial length of the 
diffraction-free region of the beam for reasonable suppres- 
sion of sidelobe production. 
This tradeoff can be seen in the magnitude pressure 
fields shown in Fig. 10(a) (for a-- 3141.5 m -l) and (b) 
(where a -- 6283.2 m-l). Adjustment of a is here accom- 
plished simply by changing the radius of the transducer, and 
allows the number of annuli in the array to remain fixed at 
2 
1.8 
1.6 
1.4 
• 1 ............... . .... 
0.6 
03 
(a) 
o• 
FIG. 10. Magnitude pressure field for nondiffracting transducer implemen- 
ted as a planar annular array. There are No -- 51 annuli in the array, (a) 
a = 50. 75 mm, a = 3141.5 m -l, and (b) a = 25.375 mm, a = 6283.2 
m -1. 
N, - 51. For the simulation performed in Fig. 10(a), the 
calculated length of the diffraction-free region according to 
(53) is Zmax --•33.5 cm; note that the axial magnitude pres- 
sure field quickly drops off after this point. This figure agrees 
with those published in the literature. •6 For the simulation 
performed in Fig. 10(b), the transducer adius was halved to 
25.375 mm, thus increasing a by a factor of two as well. The 
length of the diffraction-free region is now Zmax --• 8.1 cm; the 
sudden drop off in the axial magnitude pressure field verifies 
this result. Note that the sidelobes generated in the nearfield 
of the transducer in Fig. 10(b) are much smaller than those 
seen in Fig. 10(a); this evidence supports the claim previous- 
ly made regarding the tradeoff of diffraction-free region and 
nearfield sidelobe production. 
B. Error analysis 
1. Absolute error on axis 
An absolute error analysis can be made by use of the 
exact closed form solutions to the pressure field equation 
when field points are located on the axis of symmetry. There- 
fore we will explore the errors in both the planar and focused 
pressure algorithms for the case of the fields along the axis. 
For the planar transducer, the exact pressure field on 
axis (p -- 0) is given in Kinsler and Frey 22 to be 
•'(O,z) =poc[e -•z-- e -•(z• +"•) ], (54) 
where the transducer surface velocity has been set to unity, 
and harmonic dependence on t has been dropped for simpli- 
city. The pressure magnitude and phase on axis are therefore 
I(O,z)l = 2poclsin{-•kz[41 + (a/Z)2_ 1]}1, (55a) 
/_•(O,z) =- tan-•(. sin(kz)-sin(k x/z2 + a2) .).cos (kz) -- cos (k /z 2    ) 
(55b) 
These equations were programmed and compared to the re- 
sults of axial pressure field calculations from the multirate 
technique. The exact solutions to the magnitude and phase 
axial pressure are given in Fig. 11 (a) and (b). Figure 11 (c) 
and (d) show the result of comparing the multirate tech- 
nique to ( 5 5a) and ( 5 5b ), respectively. The magnitude pres- 
sure fields were independently normalized such that the 
maximum pressure magnitude in either result was unity be- 
fore taking the difference to obtain Fig. 11 (c). A total of 500 
points along the axis of symmetry were evaluated, for the 
range 0 < z < 1.5a2/A and a/A = 2.5. The small amount of 
error in these results indicates that the multirate technique 
yields very accurate results. The phase error can be observed 
to vary in a steplike fashion with z, correspond to two differ- 
ent sampling rates, fsg -- 4 GHz (for z < 0.15a2/,•) and 8 
GHz. 
To determine the on-axis response for the focused trans- 
ducer, we follow Luukkala and Penttinen. •2 The integral 
form of the pressure field, as expressed in (7)-(9), is evalu- 
ated using the velocity potential function h(r,t) given in 
(20), for field points on-axis. For these field points, t2 = t3 
and the impulse response is nonzero only in the time interval 
t• to t2. From (20), the impulse response is deduced to be a 
constant, and using (7)-(9) it can be shown that 
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FIG. 11. Comparison f exact axial pressure solution due to planar piston transducer to corresponding multirate solution. (a) Exact pressure magnitude and 
(b) exact pressure phase for 0<z < 1.5a2/A, a/A = 2.5, and c = 1500 m/s. Absolute error between multirate and exact solution isgiven in (c) for normalized 
magnitude and in (d) for phase terms, respectively. 
'• Rc f,i -• e -jot dt P(O,%,w) = -jwpo (R -- % )
2 sin(-•)e-jt,• (56) = jpoc ( 1-- zq/R) ' 
where 
s = + - + ], 
• -- 4a 2 q- (z,• -- do) 2 -- ze, (57) 
and 
These equations were programmed and compared to the re- 
sults of axial pressure field calculations from the multirate 
technique. A total of 500 points were evaluated along the 
acoustic axis. The observation range 0 < % < 1.5R is used, 
with a/A- 5.0 and R/a--x/•- The exact solution to the 
magnitude and phase axial pressure is given in Fig. 12(a) 
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and (b). The closed form solution of the pressure field as 
given in (56) and (57) is compared to the multirate tech- 
nique. Figure 12 (c) and (d) show the result of comparing 
the individual magnitude and phase components of (56) to 
the multirate technique. As before, the magnitude pressure 
fields were normalized to 1.0 before taking the difference to 
obtain Fig. 12(c). A total of 500 points along the axis of 
symmetry were evaluated. 
The large spike in the error curve occurs in the vicinity 
of the focal point, where the velocity potential functions 
hsp (r,t) approach an impulse function in the time domain. 
The velocity potentials introduce a detectable amount of 
aliasing in the frequency domain, manifesting itself as a pres- 
sure field error in the immediate vicinity of the focal point. 
As with the planar piston transducer, the effect of global 
sampling frequency can be observed in the phase error 
curves in Fig. 12(d), where fsg -- 2 GHz for z < 0.25R, 4 
GHz for 0.25R < z < 0.5R, and 8 GHz for the remainder of 
the axial range. 
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FIG. 1 2. Comparison of exact axial pressure solution due to focused piston transducer to corresponding multirate solution. (a) Exact magnitude and (b) 
exact phase solution for 0 < zq < 1.5R, a/A = 5.0, and c = 1500 m/s. Absolute error between multirate and exact solution isgiven in (c) for normalized 
magnitude and in (d) for phase terms, respectively. The large spike in the error curve occurs in the vicinity of the focal point, where the velocity potential 
functions hsp (r,t) approach an impulse function. 
2. Relative error over a plane 
The result of the multirate pressure field calculator is 
next compared to another known algorithm to judge its 
speed and accuracy. A suitably chosen reference is a numeri- 
cal integration method, implementing the Fourier transform 
indicated in (7)-(9). The integral in both of these cases is in 
general 
P( r,w ) =jwpoH( r,w ) 
•t• b=jwpo h(r,t)e -•' dt, (58) 
where h (r,t) is the appropriate velocity potential for a given 
transducer. Note that the transform needs to be integrated 
only from t• to to, which determines the temporal extent of 
the h (r,t). 
The choice of a specific integration algorithm was moti- 
vated by the need for high accuracy with a fast computation 
time, as well as selecting a reference algorithm that is consis- 
tent with the other comparisons made in related literature. 
The velocity potential functions to be integrated are general- 
ly made up of a smooth, continuous interval, along with ei- 
ther a flattop section near axial points of the planar trans- 
ducer, or an asymptotic region near the focal point of the 
focused transducer. If the ability to integrate polynomials of 
highest possible order is used as a criterion of performance, 
then the Gaussian quadrature numerical integration tech- 
nique is the most appropriate choice. 9'23 Since the number of 
quadrature points is directly related to the order of polyno- 
mial integration, the highest order of quadrature readily 
available was chosen, this being a 96-point Gaussian quadra- 
ture integration. 23 This Gaussian quadrature integration al- 
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TABLE V. Improvement in calculation time of the multirate technique ver- 
sus the optimized numerical integration. Time speedup is for difference in 
exec. time as defined in Table IV. 
Speed improvement 
a/2 Planar Focused 
1.0 15.8 33.0 
2.5 16.1 24.6 
5.0 17.2 23.9 
10.0 19.8 17.8 
velocity potential functions hsp (r,t) approach an impulse 
function in the time domain, and introduce a measurable 
level of aliasing in the frequency domain. 
FIG. 13. Comparison of numerical integration and multirate algorithm re- 
sults for the spherical focused piston, with R/a = x/• and a/A = 5.0. The 
observation region is 0<Zq < 1.5R and O<pq <0.4R. The large spike in the 
error field occurs in the focal region, where the velocity potential functions 
hsp (r,t) approach an impulse function. 
gorithm was constructed for the numerical integrations. 
A plot of the magnitude error between the multirate and 
numerical integration techniques for the focused transducer 
are presented in Fig. 13. For this simulation, O<zq • 1.5R, 
0<p<0.4R, a/A = 5.0, and R/a = x/•. From Fig. 13 it can be 
seen that there is little error between both simulation tech- 
niques. As noted previously in Fig. 12, the large spike in the 
error field occurs in the vicinity of the focal point, where the 
TABLE IV. Comparison of representative execution times for calculating 
the complex pressure fields. For the multirate technique, total run time in- 
cludes the calculation of all 512 frequencies of interest over a 50 X 50 grid of 
spatial observation points, and execution time= (total run time)/ 
(50X 50). For the numerical integration technique, total run time includes 
the average calculation time for a single frequency over the same 50 X 50 
grid of spatial observation, and execution time = (total run timex 512)/ 
(50X50). 
Multirate technique Numerical integration 
Planar Total run time Exec. time Total run time Exec. time 
a/2 (MM:SS) (seconds) (MM:SS) (seconds) 
1.0 12:55 0.310 00:24 4.92 
2.5 12:42 0.305 00:24 4.92 
5.0 11:24 0.274 00:23 4.71 
10.0 9:28 0.227 00:22 4.51 
Multirate technique 
FocuSed Total run time Exec. time 
a/2 (MM:SS) (seconds) 
Numerical integration 
Total run time Exec. time 
(MM:SS) (seconds) 
1.0 10:21 0.248 00:40 8.19 
2.5 13:52 0.333 00:40 8.19 
5.0 14:15 0.342 00:40 8.19 
10.0 18:43 0.449 00:39 7.99 
C. Calculation speed comparisons 
The calculation times of the multirate algorithm are giv- 
en in Table IV below. The calculation times of the numerical 
integration technique for the same observation regions are 
also given in Table IV below for relative comparison. The 
total run time is the time it takes to calculate the complex 
acoustic pressure for an entire 50X 50 grid of field points. 
For the multirate technique, 512 discrete frequencies are cal- 
culated with each run of the algorithm, whereas only a single 
frequency is calculated by the numerical integration tech- 
nique; therefore, the total run time results must be scaled 
accordingly for a comparison to be made. The execution time 
takes this into account by multiplying the total run time for 
the numerical integration technique by 512. Execution time 
also divides both the multirate and numerical integration 
calculation times by the total number of field points at which 
the pressure is calculated, namely 50X 50 or 2500 field 
points in each case. This averages the computation time over 
the field so that a reasonable per-field-point calculation time 
can be found. 
Table V shows the improvement in calculation time of 
the multirate technique over the numerical integration algo- 
rithm. The improvement is calculated by dividing the execu- 
tion time of the multirate technique by the execution time of 
the appropriate numerical integration technique. The im- 
provement in calculation speed over numerical integration 
varied from X 15 to X 33, depending upon transducer geom- 
etry and aperture width a/A. 
VII. CONCLUSIONS 
In this paper, an efficient technique for generating 
broadband complex acoustic pressure field data has been 
presented. This technique, based on a multirate, multistage 
digital decimator structure, is shown to be capable of calcu- 
lating the pressure fields due to planar, annular, and spheri- 
cally focused piston transducers. The accuracy of pressure 
field data is comparable to that of other standard numerical 
techniques, such as Gaussian quadrature numerical integra- 
tion, and affords a computation efficiency of up to X 30 
greater than these more traditional processing techniques. 
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