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Abstract
In this article, based on Lyapunov–Krasovskii functional method and stochastic analysis theory, we obtain some new criteria
ensuringmean square stability of trivial solution of a class of impulsive stochastic differential equationswith delays.As an application,
a class of stochastic impulsive neural network with delays has been discussed. One illustrative example has been provided to show
the effectiveness of our results.
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1. Introduction
Impulsive effects exist widely in many evolution processes in which states are changed abruptly at certain moments
of time, involving such ﬁelds as medicine and biology, economics, mechanics, electronics and telecommunications,
etc. (see [3] and references therein). Recently, the study of impulsive differential equations with delays has been very
intensive (see [6,17,12,13] and references therein). However, besides delay and impulsive effects, stochastic effects
likewise exist in real systems. It is well-known that a lot of dynamical systems have variable structures subject to
stochastic abrupt changes, which may result from abrupt phenomena such as stochastic failures and repairs of the
components, changes in the interconnections of subsystems, sudden environment changes, etc. (see [14,8–10] and
references therein). In recent years, the stability investigation of stochastic systems with delays is interesting to many
authors, and a large number of stability criteria of these systems have been reported (see [14,8–10,5,1,4,15,7] and
references therein).
Therefore, it is necessary to consider stochastic effects to stability of solutions of impulsive differential equations
with delays. However, to the best of our knowledge, there are only few results about this problem [14,8–10]. So,
∗ Corresponding author.
E-mail address: yj_uestc@126.com (J. Yang).
0377-0427/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.05.022
J. Yang et al. / Journal of Computational and Applied Mathematics 216 (2008) 474–483 475
techniques and methods for stability of solutions of impulsive stochastic differential equations with delays should be
developed and explored.
In this article, we consider the problem of mean square stability of trivial solution of a class of impulsive stochastic
differential equations with delays. We utilize a special analysis technique, which has been used in [16], to study the
stochastic impulsive differential systems with delays. Together with Lyapunov–Krasovskii functional and stochastic
analysis, we obtain some new conditions ensuring mean square stability of trivial solution of the impulsive stochastic
differential equations with delays. As an application, a class of stochastic impulsive neural network with delays has
been discussed. An illustrative example has been provided to show the effectiveness of our results.
2. Preliminaries
To begin with, we introduce some notations and recall some basic deﬁnitions and two lemmas.
The notation A> 0 (0) (where A is symmetric matrix) means that A is positive-deﬁnite (semi-positive-deﬁnite).
I is the identity matrix with appropriate dimensions. max(•) (min(•)) means the largest (smallest) eigenvalue of
matrix (•). Let (,F, {Ft }t0, P ) be a complete probability space with a ﬁltration {Ft }t0 satisfying the usual
condition (i.e., the ﬁltration contains all P-null sets and is right continuous). ‖ • ‖ is the Euclidean norm in Rn and
‖xt‖ = sup−0 ‖x(t + )‖, where xt () = x(t + ).
Let PC(I, Rn)= { : I → Rn|(t+)=(t) for t ∈ I , (t−) exists for t ∈ (t0,∞), (t−)=(t) for all but points
tk ∈ (t0,∞)}, where I ⊂ R is an interval, (t+) and (t−) denote the right-hand and left-hand limits of function (t),
respectively. Let PC()={| ∈ PC([−, 0], Rn) and ‖‖}. PCbF0([−, 0], Rn) denotes the family of allF0-
measurablePC([−, 0], Rn)-valued stochastic process={(s) : −s0} such that sup− s0 E{‖(s)‖2}<∞,
where E{•} stands for the mathematical expectation operator with respect to the given probability measure P. Let
PCbF0
() = {| ∈ PCbF0([−, 0], Rn), and sup− s0 E{‖(s)‖2}}. L denotes the well-known L-operator
given by the Itô’s formula.
In this article, we consider a class of Itô impulsive stochastic differential equations with delays as follows:
{dx(t) = f (t, x(t), xt ) dt + 	(t, x(t), xt ) dw(t), t t0, t = tk,
x(tk) = Hk(x(t−k )), k = 1, 2, . . . ,
x(t0 + s) = (s), s ∈ [−, 0],
(1)
where the initial value (s) ∈ PCbF0(), Hk(x(t−k )) = (H1k(x(t−k )), . . . , Hnk(x(t−k )))T represents the impulsive
perturbation of x at time tk and satisﬁes the global Lipschitz condition given later. The ﬁxed moments of time tk
satisﬁes 0 t0 < t1 < t2 < · · ·< tk < · · · , limk→∞ tk = ∞. The solution process is x(t) = (x1(t), . . . , xn(t))T.xt =
(x1t , . . . , xnt )
T, xit = xi(t − i ), i ∈ {1, 2, . . . , n}, and  = max0 in {i}. f : R × Rn × Rn → Rn and 	 :
R × Rn × Rn → Rn×m.w(t) = (w1(t), w2(t), . . . , wm(t))T is an m-dimensional standard Brownian motion deﬁned
on a complete probability space (,F, {Ft }t0, P ) with a natural ﬁltration {Ft }t0. As a standing hypothesis, we
assume that f and 	 are continuous, and that system (1) has a solution on the entire t t0 − , which is denoted by x(t)
in this article and all solutions of system (1) are continuous on the right-handside and limitable on the left-handside.
Moreover, we assume that Hk(0) = 0(k = 1, 2, . . .), f (t, 0, 0) = 0 and 	(t, 0, 0) = 0, then system (1) admits an
equilibrium solution x(t) ≡ 0. We also assume that Hk(•) satisﬁes the global Lipschitz condition:
‖Hk(x(t−k ))‖
k‖x(t−k )‖, 
k0, k = 1, 2, . . . . (2)
Remark 1. Assumptions (2) is required in many works on the qualitative analysis of impulsive systems (see [14] and
references therein).
Deﬁnition 1. The solution of (1) is called stable in the mean square if for any > 0, there exists a scalar > 0, such
that
E{‖x(t)‖2}< , t t0,
if the initial function  ∈ PCbF0().
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Deﬁnition 2. The function V : [t0,∞) × Rn → R+ belongs to class v{1,2}0 if
(1) the functionV (•) is continuously once differentiable in t and twice differentiable in x on each of the sets [tk−1, tk)×
Rn (k = 1, 2, . . .) and for all t t0, V (t, 0) ≡ 0,
(2) V (t, x) is locally Lipschitzian in x,
(3) for each k = 1, 2, . . . , there exist ﬁnite limits
lim
(t,y)→(t−k ,x)
V (t, y) = V (t−k , x), lim
(t,y)→(t+k ,x)
V (t, y) = V (t+k , x) and V (t+k , x) = V (tk, x).
Lemma 1 (Hwang [2]). Assume that P ∈ Rn×n is a positive-deﬁnite matrix and Q ∈ Rn×n is a symmetrical matrix.
Then for any x ∈ Rn we have
xTQxmax(P−1Q)xTPx.
Lemma 2 (Xu et al. [11]). Let x ∈ Rn, y ∈ Rn and a scalar > 0. Then we have
xTy + yTx−1xTx + yTy.
3. Main results
In this section, we shall extend a special analysis technique, which has been used in [16], to study stochastic impulsive
differential systems with delays. Besides, as an application, a class of stochastic impulsive neural network with delays
has been discussed.
Theorem 1. If there exist scalars 1 > 0, 2 > 0,, > 0, a n×n symmetric matrix P > 0 and a Lyapunov–Krasovskii
functional V (t, x(t)) ∈ v{1,2}0 , such that
(A1)
1‖x(t)‖2V (t, x(t))2‖xt‖2 ,
(A2)
LV (t, x(t))V (t, x(t)) + V (t, xt ), t ∈ [tk−1, tk), k = 1, 2, · · · ,
(A3)
0< ∗ < 1, where ∗ = sup{∗k |∗k =
2
1

2k, k = 1, 2, . . .},
(A4) (
+ 
∗
)
(tk − tk−1)< − ln ∗, k = 1, 2, . . . ,
where V (t, xt ) is obtained by substituting xt = (x1t , . . . , xnt )T = (x1(t − 1), . . . , xn(t − n))T for x(t) in V (t, x(t)).
Then the trivial solution of (1) is stable in the mean square.
Proof. For any > 0, there is a scalar  = ()> 0 such that < 1∗2 . For any t00 and xt0 =  ∈ PCbF0(), let
x(t) = x(t, t0,) be the solution of ((1) through (t0,)), we will prove that E{‖x(t)‖2}<  for all t t0.
Since V (t, x(t)) ∈ v{1,2}0 , by Itô’s formula, when t = tk , k = 1, 2, . . ., we have
dV (t, x(t)) =LV (t, x(t)) dt + V (t, x(t))
x(t)
	(t, x(t), xt ) dw(t). (3)
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When t ∈ [tk, tk+1), k = 1, 2, . . ., integrate (3) from tk to t, we have
V (t, x(t)) = V (tk, x(tk)) +
∫ t
tk
LV (s, x(s)) ds +
∫ t
tk
V (s, x(s))
x(s)
	(s, x(s), xs) dw(s). (4)
Taking the mathematical expectation of both sides of (4), we get
EV (t, x(t)) = EV (tk, x(tk)) +
∫ t
tk
ELV (s, x(s)) ds. (5)
So, for small enough t > 0 such that t + t ∈ [tk, tk+1), we have
EV (t + t, x(t + t)) = EV (tk, x(tk)) +
∫ t+t
tk
ELV (s, x(s)) ds, t ∈ [tk, tk+1). (6)
Thus, from (A2), (5), (6), it follows that
EV (t + t, x(t + t)) − EV (t, x(t)) =
∫ t+t
t
ELV (s, x(s)) ds

∫ t+t
t
(EV (s, x(s)) + EV (s, xs)) ds, t ∈ [tk, tk+1),
therefore
D+EV (t, x(t))EV (t, x(t)) + EV (t, xt ), t ∈ [tk, tk+1).
In what follows, we ﬁrst prove that
EV (t, x(t)) 2
∗
, t0 t < t1. (7)
Obviously, for any t ∈ [t0 − , t0], there exists a  ∈ [−, 0] such that t = t0 + , so it follows from xt0 ∈ PCbF0()
and (A1) that
EV (t, x(t)) = EV (t0 + , x(t0 + ))2E‖xt0‖22<
2
∗
, t0 −  t t0.
So if inequality (7) does not hold, then there exists some s ∈ (t0, t1), such that
EV (s, x(s))>
2
∗
> 2EV (t0, x(t0)).
Let
s1 = inf{s ∈ [t0, t1)|EV (s, x(s))> 2
∗
}
Since EV (t, x(t))< 2∗ , for any t ∈ [t0 − , t0], then we know s1 ∈ (t0, t1), Note that EV (t, x(t)) is continuous for
variable on [t0, t1), then
EV (s1, x(s1)) = 2
∗
,
EV (t, x(t)) 2
∗
, t0 −  ts1,
D+EV (s1, x(s1))0. (8)
From the inequalities 2∗ > 2, and EV (t, x(t))2 for t ∈ [t0 − , t0], it follows that there exists a s2 ∈ [t0, s1),
such that
EV (s2, x(s2)) = 2,
EV (t, x(t))2, t ∈ [ s2, s1],
D+EV (s2, x(s2))0. (9)
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Since xt = (x1(t − 1), x2(t − 2), . . . , xn(t − n)), 0< i(i = 1, 2, . . . , n), then for t ∈ [s2, s1], from inequalities
(8) and (9), we have
EV (t, xt )
2
∗
 1
∗
EV (t, x(t)).
So, for t ∈ [ s2, s1], we have
D+EV (t, x(t))EV (t, x(t)) + EV (t, xt )
(
+ 
∗
)
EV (t, x(t)). (10)
Integrate (10) in t ∈ [s2, s1], we have∫ s1
s2
D+EV (s, x(s))
EV (s, x(s))
ds
∫ s1
s2
(+ 
∗
) dt ,
when + ∗ 0, it follows from (A3) that∫ s1
s2
(
+ 
∗
)
dt0< − ln ∗,
when + ∗ > 0, it follows from (A3) and (A4) that∫ s1
s2
(
+ 
∗
)
dt
∫ t1
t0
(
+ 
∗
)
ds =
(
+ 
∗
)
(t1 − t0)< − ln ∗,
so ∫ s1
s2
D+EV (s, x(s))
EV (s, x(s))
ds < − ln ∗.
But at the same time
∫ s1
s2
D+EV (s, x(s))
EV (s, x(s))
ds =
∫ EV (s1,x(s1))
EV (s2,x(s2))
du
u
=
∫ (2/∗)
2
du
u
= ln((2/∗)) − ln(2) = − ln ∗.
A contradiction, so (7) holds.
From (A1), inequalities (2) and (7), we have
EV (t1, x(t1)) = EV (t1, H1(x(t−1 )))2E{‖H1(x(t−1 ))‖2}2
21E{‖x(t−1 )‖2}
 2

2
1
1
sup−0E{V (t−1 + , x(t−1 + ))}∗1
2
∗
2.
Now we assume that, for m = 1, 2, . . . , k, the following inequalities hold
EV (t, x(t)) 2
∗
, tm−1 t < tm,
EV (tm, x(tm))2, (11)
for m = k + 1, we will prove that
EV (t, x(t)) 2
∗
, tk t < tk+1. (12)
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Suppose not, then there exists some r ∈ (tk, tk+1), so that
EV (r, x(r))>
2
∗
> 2V (tk, x(tk)).
Let
r1 = inf
{
r ∈ [tk, tk+1) |EV (r, x(r))> 2
∗

}
,
from inequalities (11), we know r1 ∈ (tk, tk+1), note that EV (t, x(t)) is continuous on [tk, tk+1), then
EV (r1, x(r1)) = 2
∗
,
EV (t, x(t)) 2
∗
, t0 −  tr1,
D+EV (r1, x(r1))0. (13)
From the inequalities 2∗ > 2, V (tk, x(tk))2 and note that V (t, x(t)) is continuous on [tk, tk+1), then it follows
that there exists a r2 ∈ [tk, r1), such that
EV (r2, x(r2)) = 2,
EV (t, x(t))2, t ∈ [r2, r1],
D+EV (r2, x(r2))0. (14)
Since xt = (x1(t − 1), x2(t − 2), · · · , xn(t − n)), i > 0(i = 1, 2, . . . , n), for t ∈ [r2, r1], from inequalities (13) and
(14), we have that
V (t, xt )
2
∗
 1
∗
V (t, x(t)).
So, for t ∈ [r2, r1], we get
D+EV (t, x(t))EV (t, x(t)) + EV (t, xt )
(
+ 
∗
)
EV (t, x(t)). (15)
Integrate (15) in t ∈ [r2, r1], we have∫ r1
r2
D+EV (s, x(s))
EV (s, x(s))
ds
∫ r1
r2
(+ 
∗
) dt ,
when + ∗ 0, it follows from (A3) that∫ r1
r2
(
+ 
∗
)
dt0< − ln ∗,
when + ∗ > 0, it follows from (A3) and (A4) that∫ r1
r2
(
+ 
∗
)
dt
∫ tk+1
tk
(
+ 
∗
)
ds =
(
+ 
∗
)
(tk+1 − tk)< − ln ∗,
therefore∫ r1
r2
D+EV (s, x(s))
EV (s, x(s))
ds < − ln ∗.
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But at the same time∫ r1
r2
D+EV (s, x(s))
EV (s, x(s))
ds =
∫ EV (r1,x(r1))
EV (r2,x(r2))
du
u
=
∫ (2/∗)
2
du
u
= ln((2/∗)) − ln(2) = − ln ∗.
A contradiction. So (12) holds.
From (A1), inequalities (2) and (12), we have
EV (tk+1, x(tk+1)) = EV (tk+1, Hk+1(x(t−k+1))2E{‖Hk+1(x(t−k+1))‖2}2
2k+1E{‖x(t−k+1)‖2}

2
2k+1
1
sup
−0
E{V (t−k+1 + , x(t−k+1 + ))}∗k+1
2
∗
2.
By the mathematical induction, we can conclude that
EV (t, x(t)) 2
∗
, tk−1 t < tk, k = 1, 2, . . . ,
EV (tk, x(tk))2, k = 0, 1, 2, . . . .
So it follows that
EV (t, x(t)) 2
∗
, t t0.
Hence
1E{‖x(t)‖2}EV (t, x(t)) 2
∗
, t t0,
which yields
E{‖x(t)‖2} 2
∗1
< , t t0.
So the trivial solution of (1) is stable in the mean square. The proof of Theorem 1 is completed. 
As an application, we consider a class of stochastic impulsive Hopﬁeld neural network with delays as follows:{dx(t) = [−Cx(t) + Af (x(t)) + Bg(xt )] dt + 	(t, x(t), xt ) dw(t), t t0, t = tk,
x(tk) = Hk(x(t−k )), k = 1, 2, . . . ,
x(t0 + s) = (s), s ∈ [−, 0],
(16)
where the initial value(s) ∈ PCbF0(), x(t)=(x1(t), x2(t), . . . , xn(t))T ∈ Rn is the state vector,C=diag(c1, c2, . . . ,
cn), ci > 0 is the neuron charging time constant, A= (aij )n×n and B= (bij )n×n are, respectively, the connection weight
matrix, the discretely delayed connection weight matrix. f (x(t)) = (f1(x1(t)), f2(x2(t)), . . . , fn(xn(t)))T ∈ Rn and
g(xt ) = (g1(x1t ), g2(x2t ), . . . , gn(xnt ))T ∈ Rn, where fi(xi(t)) and gi(xit ) denote, respectively, the measures of
response or activation to its incoming potentials of the unit i at time t and t − i . We also assume that Hk(0) = 0(k =
1, 2, . . .), f (0) = 0, g(0) = 0 and 	(t, 0, 0) = 0, then system (16) admits an equilibrium solution x(t) ≡ 0. Moreover,
we assume that Hk(•) satisﬁes (2), and f (•), g(•), 	(•) satisfy:
‖f (x(t))‖‖Fx(t)‖, ‖g(xt )‖‖Gxt‖, (17)
trace[	T(t, x(t), xt )	(t, x(t), xt )]‖Kx(t)‖2 + ‖Kxt‖2, (18)
where F,G,K, and K are known constant matrices with appropriate dimensions.
Remark 2. Assumptions (17) and (18) are general and elementary because similar assumptions are required in many
works on the qualitative analysis of stochastic systems with delays (see [7] and references therein).
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Corollary 1. If there exist positive scalars 1 > 0, 2 > 0 and a n × n symmetric matrix P > 0, such that
(B1)
0< ∗ < 1, where ∗ = sup{∗k |∗k =
max(P )
min(P )

2k, k = 1, 2, . . .},
(B2) [
max(−2C + 1AATP + 2BBTP + P−1(−11 F TF + max(P )KTK))
+ max(P
−1(−12 GTG + max(P )KT K))
∗
]
(tk − tk−1)< − ln ∗, for k = 1, 2, . . . .
Then the trivial solution of system (16) is stable in the mean square.
proof. Construct a Lyapunov–Krasovskii functional V (t, x(t)) = xT(t)P x(t), obviously, V ∈ v{1,2}0 and
min(P )‖x(t)‖2V (t, x(t))max(P )‖xt‖2 ,
so (A1) holds.
When t = tk, k = 1, 2, · · · , by Itô’s formula, Lemmas 1 and 2, inequalities (17) and (18), we have
LV (t, x(t)) = 2xT(t)P [−Cx(t) + Af (x(t)) + Bg(xt )] + trace(	T(t, x(t), xt )P	(t, x(t), xt ))
xT(t)(−2PC)x(t) + xT(t)1PAATPx(t) + −11 f T(x(t))f (x(t)) + 2xT(t)PBBTPx(t)
+ −12 gT(xt )g(xt ) + max(P )(xT(t)KTKx(t) + xTt KT Kxt )
xT(t)(−2PC + 1PAATP + −11 F TF + 2PBBTP + max(P )KTK)x(t)
+ xTt (−12 GTG + max(P )KT K)xt
max(P−1(−2PC + 1PAATP + −11 F TF + 2PBBTP + max(P )KTK))xT(t)P x(t)
+ max(P−1(−12 GTG + max(P )KT K))xTt P xt
= max(−2C + 1AATP + 2BBTP + P−1(−11 F TF + max(P )KTK))V (t, x(t))
+ max(P−1(−12 GTG + max(P )KT K))V (t, xt ).
Let
= max(−2C + 1AATP + 2BBTP + P−1(−11 F TF + max(P )KTK)),
 = max(P−1(−12 GTG + max(P )KT K)), (19)
then (A2) holds. By (19), (B1) and (B2) we get that (A3) and (A4) hold. Therefore, by Theorem 1 it follows that
Corollary 1 holds. The proof of Corollary 1 is completed. 
Remark 3. In [16], stability of equilibrium point of impulsive Hopﬁeld neural network with time delays has been
considered by means of a special analysis technique. We extend this technique to study the stochastic impulsive
systems. In view of this, our results in the article extend the results in [16].
4. Numerical example
The following illustrative example will demonstrate the effectiveness of our results. For convenience, we only
consider a neural network with 2-neuron.
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Example. Consider a delay impulsive stochastic neural network with the following parameters:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
dx1(t)
dx2(t)
]
=
{[−10.5 0
0 −12.2
] [
x1(t)
x2(t)
]
+
[
1.2 −0.2
0.6 2.4
] [
sin x1(t)
arctan x2(t)
]
+
[
1.6 0.3
−0.5 1.8
]
×
⎡
⎣ sin x1(t −
1
2
)
arctan x2(t − 13 )
⎤
⎦
⎫⎬
⎭ dt +
⎡
⎣ 2x1(t) x2(t −
1
3
)
x1(t − 12 ) −x2(t)
⎤
⎦[dw1(t)
dw2(t)
]
, t t0, t = tk,
[
x1(tk)
x2(tk)
]
= e−0.1k
[
0.5 −0.15
0.12 0.6
] [
x1(t
−
k )
x2(t
−
k )
]
, k = 1, 2, . . . ,
where t0 = 0, tk = tk−1 + 0.15 (k = 1, 2, . . .).
We can verify that the point (0, 0)T is an equilibrium point. By Corollary 1 and simple calculation, we can obtain
the solution as follows:
P =
[
0.56 0
0 0.68
]
, i = 1(i = 1, 2), min(P ) = 0.56, max(P ) = 0.68,

k = 0.620e−0.1k, KTK =
[
4 0
0 1
]
, KT K = I, F = G = I, 0< ∗ = 0.313< 1,(
+ 
∗
)
(tk − tk−1) = 0.7293< 1.1608 = − ln ∗, k = 1, 2, . . . ,
so the equilibrium point (0, 0)T of the given stochastic impulsive system is stable in the mean square.
5. Conclusions
In this article, mean square stability of trivial solution of a class of impulsive stochastic differential equations with
delays has been considered. By Lyapunov–Krasovskii functional and stochastic analysis, we obtain some novel criteria
ensuring mean square stability of trivial solution of the impulsive stochastic differential equations with delays. We
have extended the special analysis technique, which has been used in [16] to study impulsive delayed Hopﬁeld neural
networks, to study the stochastic impulsive differential systems with delays. So our results in this article extend the
results in [16]. As an application, a class of stochastic impulsive neural network with delays has been discussed. An
illustrative example has been provided to show the effectiveness of our results.
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