Abstract-A classification algorithm, called the Linear Centralization Classifier (LCC), is introduced. The algorithm seeks to find a transformation that best maps instances from the feature space to a space where they concentrate towards the center of their own classes, while maximimizing the distance between class centers. We formulate the classifier as a quadratic program with quadratic constraints. We then simplify this formulation to a linear program that can be solved effectively using a linear programming solver (e.g., simplex-dual). We extend the formulation for LCC to enable the use of kernel functions for non-linear classification applications. We compare our method with two standard classification methods (support vector machine and linear discriminant analysis) and four state-of-the-art classification methods when they are applied to eight standard classification datasets. Our experimental results show that LCC is able to classify instances more accurately (based on the area under the receiver operating characteristic) in comparison to other tested methods on the chosen datasets. We also report the results for LCC with a particular kernel to solve for synthetic non-linear classification problems.
I. INTRODUCTION
T HE ultimate goal of a supervised classification algorithm is to identify the class to which each instance belongs based on a given set of correctly labeled instances. A discriminative classifier [1] is defined as follows: Definition 1. (Discriminative classifier) Let S, S 1 , S 2 , ..., S c be sets of instances such that, ∀i, j ∈ {1, ..., c}, i = j, |S i | = m i , |S| = m, S i ∩ S j = ∅, and ∪ c i=1 S i = S. A classifier ψ β : S → {1, ..., c} aims to guarantee ∀i ∈ {1, ..., c}, ∀x ∈ S i , P (ψ β (x) = i|x) = 1, where β is a set of configurations for the procedure ψ β (x), and P is the probability measure.
The classifier ψ β (·) is usually a combination of an optimization problem, Ω β , a transformation M β : S →Ŝ, and a discriminator D :Ŝ → {1, ..., c}. The solution to Ω β yields β that can transform any given instance x tô x throughx = M β (x), which finally, can be mapped into the class label by D(x). In reality, the true class of only a subset of S is known (the training set). It is hence challenging to find a transformation β for which ψ β ( x) is the true class of all x in S, including the ones that are not in the training set (unseen instances). Therefore, All authors are with the Centre for Advanced Imaging (CAI), the University of Queensland, Brisbane, QLD 4072, Australia. M. R. Bonyadi (reza@cai.uq.edu.au, rezabny@gmail.com) is also with the Optimisation and Logistics Group, The University of Adelaide, Adelaide 5005, Australia.
the generality of an optimized β depends on the assumptions made to formulate Ω β and the given training set itself. Hence, the optimal choice of the classifier is problem dependent, often achieved by a cross validation [2] . Various basic assumptions to formulate Ω β have led to many classification methods being proposed such as multi-layer perceptrons [3] , decision trees [4] , support vector machines [5] , and extreme learning machines [6] , amongst others.
We consider a special case of classification problems where all members of S are in R n (so called feature space), and each instance in S is represented by a vector. We also assume that feasible values for x j (called a variable throughout this paper), the j th element of the instance x, are ordered by the operator "≤" (i.e. x j is not categorical). We only focus on c = 2 (binary classification, labeled by −1 and 1), that can be extended to multiclass classification by using one-vs-all or one-vs-one strategies [7] .
We propose a new classification algorithm that aims to find a transformation that maximizes the distance between the centers of the classes whilst ensuring instances are close to their class center. We define the constraints and objective associated with this classifier as a linear program. As such, we refer to it as the Linear Centralization Classifier (LCC). We validate LCC using eight standard benchmarking binary classification datasets and compare the results with six other classification methods.
We structure the paper as follows: Section II provides a background on the classification methods used for comparison. Section III details our proposed method. Section IV reports and discusses the results of the comparisons between multiple classification methods based on eight standard benchmark classification problems. Section V concludes the paper and points to potential future directions.
II. BACKGROUND
This section provides background information on existing classification methods and associated kernelization.
A. Established classification methods
We describe in brief popular classification methods used herein for benchmarking and comparison.
1) Support vector machines (SVM):
SVM aims to find a hyperplane H defined by the normal vector ω that separates the instances such that the distance between the closest instances (i.e., support vectors) and H from each class is maximized [5] . The separation is determined by the sign of x ω T + r (T is transpose) indicating the side of H on which the instance, x, belongs. Formally, β =< ω, r >, M β ( x) = x ω T +r and D( x) = sign(M β ( x)). The optimization problem Ω β for SVM is defined as:
This optimization problem has m inequality constraints, m boundaries, and m + n + 1 variables, which can be solved effectively using quadratic programming. Note that SVM seeks to maximize between-class margins to ensure correct classification of (ideally) all given instances in the training set, ignoring the distribution by which the instances may have been generated.
2) Linear discriminant analysis (LDA):
The aim of LDA is to find β such that, in the transformed space, the distance between the centers of the classes is maximized while the spread of instances within the class is minimized. Assuming p = 1 and the conditional probabilities P (
is the label of x (i) ) are both normally distributed with mean and covariance parameters ( µ 1 , Σ 1 ) and ( µ 2 , Σ 2 ), Fisher [8] proved that β = (
T . In this case, β is considered to be the norm of a hyperplane that discriminates the two classes and k shifts the hyperplane to be between the two classes, i.e., xβ > k if the instance x belongs to class 1 (i.e., Ω β,k seeks to maximize
If Σ 1 and Σ 2 are small then (Σ 1 + Σ 2 ) −1 becomes singular and ( µ 2 − µ 1 ) vanishes, i.e. a solution that leads to a singular (Σ 1 + Σ 2 ) −1 dominates over all other solutions, no matter the distance between the centers of the classes [9] . This is undesirable as it is important for class centers to be separated for classes to be distinguishable. Such a scenario occurs particularly when the number of instances in a class is smaller than the number of dimensions n. The threshold k is effective only if the distribution of the instances associated with each class are similar, which may not be the case for certain datasets. To overcome the singularity issue, the covariance matrices are replaced by a regularized term (λΣ + (1 − λΣ)) which ensures the impact of between class separation does not vanish [10] .
B. State-of-the-art extensions 1) Structural minimax probability machine (SMP):
On the one hand, minimax probability machine (MPM) is a type of discriminative classifier that aims to minimize the maximum misclassification probability of instances [11] . Unlike SVM, and similar to LDA, MPM attempts to find a generalizable margin by paying attention to the distributions within classes rather than the instances themselves. On the other hand, there exists evidence [12] suggesting that the structure of the instances in different classes provides important information for the design of generalizable transformations for classification. Structural minimax probability machine (SMP) [13] makes use of the structural information, approximated by two finite mixture models in each class, in the context of MPM for classification of instances. This idea has shown to be very effective on a set of standard datasets.
2) Twin SVM: Different from SVM, Twin SVM (TSV) [14] , [15] seeks a pair of hyperplanes, H −1 and H 1 , such that H −1 is closer to the instances from class -1 in comparison to the instances from class 1, while H 1 is closer to the instances from class 1 comparing to the instances from class -1. The discriminator then is used to calculate which hyperplane is closer to an instance. A recent extension [16] of TSV is based on introducing a weighted linear loss to the formulation of TSV (hence, called WSV throughout the paper) instead of the Hinge loss, reducing the quadratic problem to a linear one.
3) Discriminative elastic net (DEL): Elastic net incorporates the least absolute shrinkage and selection operator (LASSO) [17] and Tikhonov regularization [18] terms into the linear (or logistic) regression formulation [19] for regression or classification problems. For classification purposes, elastic net usually performs optimization in relation to the true class labels, restricting the algorithm to binary targets. This restriction was resolved in [20] where a term was used to relax the class labels. The optimization problem associated with this classification process was then introduced and solved via an iterative procedure.
C. Kernelization
The use of kernels plays an important role in classifying instances that are not linearly separable [21] . For such problems, a transformation φ : R n → R p is defined in a way that the instances transformed by φ are linearly separable. If p ≫ n then the classification task would involve larger computational complexity. To avoid such increase in the computational complexity, it is beneficial to compute the higher dimensional space inner product without mapping instances by φ. Hence, one seeks to define a 'kernel', a transformation κ :
, that performs the inner product in the the p dimensional space implicitly. The challenge then is to find an expression for κ which does not require the computation of φ( x (i) ) and φ( x (j) ). In view of some restrictions [22] , a number of kernels have been developed for various classification applications all of which aim to reduce the computational complexity. For example, the Radial Basis Function (RBF) kernel has the form:
where σ controls how κ changes with changes in distance between x (i) and x (j) .
III. PROPOSED ALGORITHM
In this section we describe Ω β , M β , and D for our proposed classifier.
A. Classification by centralizing instances
The aim of our proposed method is to optimize transformation parameters of M β such that the transformed instances appear closer to their class center while the distance between the class centers in the transformed space is maximized. This is a combination of the SVM and LDA aims. Similar to LDA, we maximize the distance between the class centers. Unlike LDA and similar to SVM, we minimize the penalty associated with the total number of misclassified instances. This approach reduces the norm of the covariance matrix, whilst ensuring instance misclassification is minimized. Having found an optimal transformation, M β transforms instances to a space where they are more "centralized" to class centers (hence, the name, centralization classifier). Any given instance x (0) can then be assigned to one of the classes using the discriminator D that is simply the distance between the given instance and the centers of the two classes ( C −1 and C 1 ) in the transformed space.
We define the optimization problem associated with the centralization classifier (Ω β ) as:
Consider a linear transformation,ẑ = M β ( z) = zβ, where β is a n × 1 transformation operator and z is 1 × n, then it is possible to rewrite Eq. 3 as:
This optimization problem involves m constraints and n variables for the classification of instances. An optimized β ensures that the transformed centers, C −1 β and C 1 β, are as far away as possible from each other while the distance between x (i) β and the center to which
belongs is smaller than the distance between x (i) β and the other center. As such, instances can be distinguished by (see Section III-E for other alternatives):
To guarantee existence of at least one feasible solution, a necessary condition for Eq. 3 is
might not be achievable in real-world classification problems. Hence, we define a "slack" variable and incorporate its values to the objective function of Eq. 3 as:
is close to zero, and λ > 0.
The boundaries for β can be set to [−1, 1] n without loss of generality. The reason is that β does not shift the instances (intercept equal to zero), hence, for any β 0 , there exists β = β0 ||β0|| that acts the same as β 0 in satisfying the constraints and optimizing the objective value of Eq. 5. Thereby, LCC can be forumated as:
This optimization problem, together with the discriminator D introduced in Eq. 4 and considering M β ( k) = kβ, defines our proposed classifier. We refer to this as the Fully Quadratic Centralization Classifier (FQCC). We further simplify FQCC in Section III-C.
B. Role of parameters
If an instance x (i) in the transformed space is closer to its class center than to the other center by at least |σ| then ǫ i = σ. When this is true for all i then λ m i=1 ǫ i = λmσ, a constant. The optimum solution is therefore obtained when the distance between class centers is maximized. If σ < ǫ i < 0 then x (i) has been classified correctly, however it is on the margin between the two classes. That is, in the transformed space x (i) is closer to its correct center than its incorrect center by a value smaller than |σ|. In the case of ǫ i > 0 then x (i) is closer to the incorrect center. In the both latter cases the objective is penalized. Hence, |σ| formalizes the margin between two classes in the transformed space and a larger value for |σ| leads to a larger margin between the classes. The impact of misclassification of an instance can be calculated by λ(ǫ i − σ). Hence, argmax i {λ(ǫ i − σ)} yields the index of the instance that has the largest misclassification impact on the objective function and, could be treated as an outlayer.
A large |σ| may lead to misclassification of instances or, in extreme cases, an infeasible linear problem. Thus, σ needs to be set for each application. An obvious upper bound for |σ| is || C −1 − C 1 ||, since larger values for |σ| lead to the undesirable outcome of misclassification of all instances.
The role of λ is to control the balance between satisfying the constraints and maximizing the distance between the centers. A larger λ places a larger emphasis on classifying instances correctly. This may not, however, always be a good choice, as many instances may be outlayers and eforcement of constraints could lead to suboptimal transformations.
C. Linearization of objective and constraints
Only a locally optimal solution can be found for Eq. 6 using the interior-point method [23] , since positive definiteness of the objective and constraints cannot be guaranteed. We therefore linearize all of the FQCC constraints and the objective to overcome this problem.
Assuming y (i) = 1, the main aim of the constraint ||(
Following a similar rationale, one can also show thatx
This means that we can rewrite the optimization problem in Eq. 3 as:
where
. Here, constraints are linear and the solution is also the solution to the problem defined in Eq. 3. Now let us assume that the best solution for Eq. 6 is β 0 , and β 0 violates C −1 β < C 1 β. Then, −β 0 acts the same way as β 0 , which is to satisfy all constraints in Eq. 6 and maximize the distance between centers while satisfying C −1 β < C 1 β as well. Thereby, the constraint C −1 β < C 1 β does not impact the generality of Eq. 7.
Since C −1 β < C 1 β is a guaranteed constraint, || C −1 β − C 1 β|| is maximized iff C 1 β − C −1 β is maximized. Hence, the optimization problem for FQCC can be simplified further:
Intuitively, the optimal solution to this linear program ensures that
• C −1 is smaller than C 1 (constraint C −1 β < C 1 β).
• x (i) are closer to their own centers (constraints
• The distance between the centers is maximized.
1 Let a, b, c ∈ R and b < c. Because a, b, and c are scalars then the inequality ||a − b|| < ||a − c|| is reduced to |a − b| < |a − c|. Because b < c, this inequality holds iff a is closer to b than c, that is a < b+c 2 . Hence, ||a − b|| < ||a − c|| iff a − b+c 2 < 0.
As
whereẑ = zβ. This equation is completely linear and can optimally be solved using any linear programming method (e.g., simplex-dual).
While the discriminator introduced in Eq. 4 is effective in distinguishing instances transformed by β optimized by Eq. 8, it can also be linearized:
The combination of the optimization problem Ω β in Eq. 8, the discriminator D in Eq. 9, and a linear transformation M β define the Linear Centralization Classifier (LCC). The optimization problem associated with LCC is a linear program, and Eq. 8 involves m + 1 inequality constraints, m + n boundaries, and m + n variables.
D. A visual overview through an example
We generate a synthetic dataset for a binary classification problem for the purpose of demonstrating how LCC works. We use a multivariate normal distribution, Figure 1 . We then solve the LCC optimization problem (i.e., Eq. 8) to find β, the optimal transformation. Note, β transforms instances from an n-dimensional space to a one-dimensional space where the instances are separable by the discriminator D in Eq. 9.
The histogram of the transformed instances before and after optimizing β, shown in Fig. 2 , indicates increased separability of instances.
E. Alternative discriminators
The most basic and intuitive discriminator for LCC, introduced in Eq. 9, is based on the assumption that the instances are actually closer to their own center than to the other center in the transformed space. In this case, the classification procedure is straightforward: collect the training dataset, optimize β by solving the linear program in Eq. 8, and finally use Eq. 9 for discrimination. To classify a new instance x 0 simply calculate M β ( x 0 ) and then use Eq. 9 for assigning the class label. Since instances are centralized through the optimal choice of β, the transformed instances in each class become closer to other instances from their class. This observation promotes the use of the 1-nearest neighbor (1-NN) [24] classifier where the classification procedure becomes: collect the training dataset, optimize β by solving the linear program in Eq. 8, transform the training instances by M β , and train 1-NN on the transformed data. To classify a new instance x 0 , first calculate M β ( x 0 ) and then use the trained 1-NN for assigning the class label. We refer to this modification as LCC-1NN.
There is no guarantee that after transformation, instances in each class have a similar level of spread. Hence, the choice ofĈ −1+Ĉ1 2 for distinguishing classes can be improved. The best threshold should be the one that has the maximum marginal distance to the instances in both classes in the transformed space, as is the case in SVM. Accordingly, we propose the following procedure for classification: collect the training dataset, optimize β by solving the linear program in Eq. 8, transform the training instances by M β , and train a 1-dimensional SVM problem (note, the transformed instances are 1-dimensional) on the transformed data. For classification of a new instance x 0 , first calculate M β ( x 0 ) and then use the trained SVM for assigning the class label. We refer to this method as LCC-1SV. After finding β, the center of the instances in the transformed space might be very close to one another, which may make SVM inefficient with an arbitrary value of λ (i.e., constraint satisfaction is ignored completely). Hence, after application of the transformation M β we scale the instances by s = ĥ C1−Ĉ−1 , where h is a constant (set to 10 in all of our experiments). This approach ensures that the instances from different classes are further away from one another by h units on average. In turn, allowing SVM to effectively distinguish between the 1-D instances using λ = 1.
F. Kernelization for LCC
We provide an alternative representation based on dot product for any arbitrary instance z,Ĉ −1 ,Ĉ 1 , andl in Eq. 8. This representation then enables the use of kernel trick in LCC to classify non-linearly separable instances.
Using the representer theorem [25] , the transformation β in LCC can be expressed as: (10) where α i ∈ R. The alternative representation of an arbitrary instance z transformed by β is: Table II .
that requires calculation of z x (i) . ForĈ c , c ∈ {−1, 1}, we have:
where j ∈ {j|y (j) = c}, c is the class label (−1 or 1), m k is the number of instances in the class c, and
in any space. By using these alternative representations, the optimization problem for LCC (Eq. 8) makes use of dot products in reference to instances. Hence, the kernel trick discussed in Section II-C can be applied to handle nonlinear classification problems .
IV. EXPERIMENTS AND RESULTS

A. Outline of comparisons
Here we introduce the datasets, pre-processes, and algorithm specific settings used in the comparisons.
1) Datasets:
We use eight datasets to compare classifiers, namely, Breast cancer (BC) , Crab gender (CG), Glass chemical (GC), Parkinson (PR), Ionosphere (IS), Pima Indians diabetes (PF), German credit card (GR), 3 and Seizure detection (SD) [26] - [30] . The main characteristics of these datasets are provided in Table I . These datasets are used frequently as standard benchmarks in machine learning studies.
The SD dataset includes interacranial electroencephalogram (iEEG) from 12 subjects (four dogs and eight humans) with variable number of channels (Table  II shows the details of this dataset) [27] . There are two classes in this dataset, namely seizure (ictal) and noseizure (interictal), with variable number of instances and iEEG channels for each subject. While each seizure event may take up to 60 seconds, each instance labeled as ictal or interictal in the dataset consists of 1 second of an event from all iEEG channels. As the properties of the signals belonging to the same ictal event are likely to 3 All of these datasets are available online at https://archive.ics.uci.edu/ml/datasets.html 
be similar, the inclusion of different segments of a single event in both training and test sets may simplify the problem. Thus, we used all ictal segments that belonged to the same seizure event in either test or training set, but not both. The segment index associated with this dataset was used to reconstruct the events. This procedure is usually used for cross-validation in the seizure detection and prediction literature [27] .
2) Preprocessing and performance measures:
We preprocessed the instances in the SD dataset by calculating the fast Fourier transform of each channel and concatenated transformed signals to generate one large signal (FFT of the channels one after another). The length of this signal is a function of the number iEEG channels. We used frequencies from 1 to 50 Hz only as this shows a sufficiently accurate presentation of a seizure [27] . For subject 1, for example, the preprocessed signal was 16 × 49 samples long (16 channels, 1 Hz to 50 Hz FFT). It is noticeable that the number of instances in each class for the SD dataset is imbalanced (the ratio of ictal to interictal instances is about 2:19 on average). The data from each patient was considered as a unique independent dataset. The other datasets were used in their original form without specific preprocessing. Two performance evaluation procedures were considered.
Performance evaluation procedure 1) in each run, a training set was generated by randomly selecting 70% of instances in each class, i.e., stratified sampling rather than pure random sampling. This sampling method has been shown [2] to be more effective than pure random sampling. The reminder of the instances in each class were used for testing. All methods (LDA, SVM, WSV, TSV, SMP, DEL, DLS, and LCC) were then trained on the training set and evaluated on the test set. The final results reported in this paper for this procedure are based on 100 independent runs, each run the training and the test sets were remained the same for all methods. SMP was excluded from all tests that involved the SD dataset as it took longer than 300 seconds (maximum training time in our tests) to train for each subject because of the large number of variables. We used the Wilcoxon rank test (confidence of 0.05) for statistical comparisons between LCC and other methods. The default parameter values were used for all methods.
Performance evaluation procedure 2) for each dataset (except SD) and method, we conducted a 10-fold stratified cross validation and picked the parameter values for which the average performance of the method on the test fold (the left-out fold) was maximized.
The variables in the training set in both evaluation procedures were normalized to have a mean of zero and standard deviation of 1. The mapping used to normalize the training set was applied to the test set to ensure that both training and test sets were in the same domain. The variables with zero variance across the entire dataset were removed as some of the tested methods had difficulty to deal with such variables. Area Under the Curve (AUC) of the Receiver Operating Characteristic (ROC) [31] was used as a performance measure.
3) Algorithm settings: We compared the performance of LCC with SVM, SMP, TSV, DLS, DEL, WSV, and LDA. We used MATLAB 2017a for implementations and tests. • SMP: none (no parameters to be optimized)
• DLS: λ = 0.5. • LDA: λ = 0.5. The tested values for cross validation in the second performance evaluation procedure were {1/15, 2/15, ..., 1}.
• LCC: λ = 2, σ = −0.01. The tested values for cross validation of σ in the second performance evaluation procedure were {−2 −7 , −2 −6 , ..., −2 7 }.
Ranges were selected in a way that only 15 distinct values were tested for each parameter. 4 The source code for LCC is available as a supplementary to this article. 
B. Numerical comparison between different centralizationbased classifiers and discriminators
We first compared FQCC to LCC to test whether our simplifications led to differences in results. Comparison results were generated from the standard benchmark problems listed in Table I (see Fig. 3 ). Figure 3 shows that the performance of FQCC and LCC in both training and testing datasets were almost the same. This was also confirmed by a Wilcoxon test where the performance of FQCC and LCC on training and testing datasets for all benchmark problems showed no significant difference (p ≫ 0.05 in all cases). Notably, the average execution time for FQCC was almost 250 times longer than for LCC.
In Fig. 4 we compare the discriminators introduced in Section III-E. The results show that the performance of LCC is maximized with the use of the LCC-Dist discriminator defined by Eq. 9. Hence, we use LCC-Dist (LCC for short) in the rest of our experiments. 5 Table III provides comparative results 6 for methods tested across the datasets considered (top three rows: results for all datasets except SD, bottom three rows: results for SD dataset over 12 subjects). The value in the row labeled "Train" under each column indicates the number of datasets for which LCC significantly outperforms (Wilcoxon test, p < 0.05) other algorithms listed in the column. The values in the parentheses indicates the number of datasets for which the algorithm in that particular column significantly outpeformed LCC. For 
C. Comparison with existing classifiers: default parameters
LDA SVM DLS SMP WSV TSV DEL Train
11 (1) example, the entry 5(1) in the row labeled "Train" (top three rows) and column labeled "SMP", indicates that LCC outperformed SMP in 5 (out of 7) datasets while SMP performed significantly better than LCC once (the value of 1 inside the parentheses). Top three rows of the table show that for training, LCC performs significantly better than the tested methods in most datasets. In terms of testing, however, LCC competes closely with SMP and DEL, two state-of-the-art classification methods. LCC was found to be faster than SVM and SMP, while having similar execution time to DEL. LCC is significantly slower than LDA, WSV, TSV and DLS.
Bottom three rows of Table III indicate that LCC has performed significantly better than all other methods in the test datasets. As suggested by the results, for the training datasets LCC appears to only work better than LDA and DEL.
D. Comparison with existing classifiers: optimized parameters
To reduce the impact of the parameters on the performance of the methods, we perform a 10-fold stratified cross validation to set individual method parameters after which a comparison of methods is performed. The best performances are then ranked (0 indexed), corrected for rank repetitions, and presented in Table IV . The value of λ for LCC was set to 2 as our experiments showed that this value works equally well for all datasets considered herein. Table IV indicates that the average rank for LCC over all seven datasets, having optimized method parameters, is lower than rankings of other methods. This provides evidence that LCC performs better than the other tested methods on average across datasets considered.
E. Kernel test
We used four known synthetic datasets to test the performance of LCC with a kernel. We opted to use the RBF kernel for this test. The datasets include Jain [32] ( Figure 5-a) , spiral [33] (Figure 5-b) , circles [33] (Figure  5-c) , and flame [34] (Figure 5-d) . In all of these datasets, the performance of LCC with RBF kernel was 100% for both train and test except for the Jain dataset that the training and testing performances were 99.5% and 98.2% in average, respectively.
V. CONCLUSION AND FUTURE WORK
We have introduced the linear centralization classifier, LCC, for solving two-class classification problems. Our approach provides a linearized formulation for classification and we benchmarked our method against existing classification approaches. Based on four state-of-the-art classification methods and eight standard classification datasets, we were able to classify instances more accurately as measured using the area under the curve of the receiver operating characteristic. We also introduced a kernel version of LCC that is able to classify nonlinearly separable instances using a standard kernel, the radial basis function. This new classification method may potentially be used to improve and speed-up classification of datasets. Future direction involves extending the method to deal with multiclass classification and inclusion of structures of the samples in different classes for further accuracy improvement.
APPENDIX-A Table VI shows the average results of 50 independent runs for all algorithms. The values in the table have been prefixed by a character to indicate the results of the statistical test (Wilcoxon test with confidence 0.05) between the method indicated in that column and LCC, for the dataset at that row. "*", "-", and "+" indicate that the result is statistically worst, the same, or better than LCC. For example, the value "95.13
* " in the row "BC", measure "Train", column TSVM indicates that the average performance (AUC) of the method TSVM was 95.13 on the training set, that was significantly worse than LCC. Table VI shows the average results of 50 independent runs for all algorithms when they were applied to SD. The values in the table have been postfixed by a character, defined as in Table V . 
