Motivated by applications to bond markets, we propose a multivariate framework for discrete time financial markets with proportional transaction costs and a countable infinite number of tradable assets. We show that the no-arbitrage of second kind property (NA2 in short), introduced by [18] for finite dimensional markets, allows to provide a closure property for the set of attainable claims in a very natural way, under a suitable efficient friction condition. We also extend to this context the equivalence between NA2 and the existence of multiple (strictly) consistent price systems.
Introduction
Motivated by applications to bonds markets, for which it is adknowledged that all possible maturities have to be taken into account, many papers have been devoted to the study of financial models with infinitely many risky assets, see e.g. [1] , [4] , [5] , [8] or [17] and the references therein. To the best of our knowledge, models with proportional transaction costs have not been discussed so far. This paper is a first attempt to treat such situations in a general framework. As a first step, we restrict to a discrete time setting where a countable infinite number of financial assets is available.
Following the modern literature on financial models with proportional transaction costs, see [12] for a survey, financial strategies are described here by R N -valued (F t ) t≥0 -adapted processes ξ = (ξ t ) t≥0 , where (F t ) t≥0 is a given filtration that models the flow of available information, and each component ξ i t of ξ t = (ξ i t ) i≥1 ∈ R N describes the changes in the position on the financial asset i induced by trading on the market at time t. When the number of financial assets is finite, say d, one can view each component ξ i t as the amount of money invested in the asset i or as a number of units of asset i held in the portfolio. The main advantage of working in terms of units is that it is numéraire free, see the discussions in [20] and [16] . In such models, the self-financing condition is described by a cone valued processK = (K t ) t≥0 which incorporates bid-ask prices. Namely, a financial strategy is said to satisfy the self-financing condition if ξ t ∈ −K t P − a.s. for all t ≥ 0, where −K t (ω) := {y ∈ R d : y i ≤ i =j (a ji − a ij π ij t (ω)), ∀ i ≤ d, for some a = (a ij ) i,j≥1 ∈ R d×d with non-negative entries}. In the above formulation, π ij t stands for the number of units of asset i required in order to buy one unit of asset j at time t. The self-financing condition then just means that the changes ξ t in the portfolio can be financed (in the large sense) by passing exchange orders (a ij ) i,j≥1 on the market, i.e. a ij ≥ 0 represents the number of units of asset j that are obtained against a ij π ij t units of asset i. Under the so-called efficient friction assumption, namely π ij t π ji t > 1 for all i, j and t ≤ T , and under suitable no arbitrage conditions (e.g. the strict no-arbitrage condition of [15] or the robust no-arbitrage condition of [20] , see also [16] ), one can show that there exists a martingaleẐ = (Ẑ t ) t≤T such that, for all t ≤ T ,Ẑ t lies in the interior of the (positive) dual coneK ′ t ofK t , which turns out to be given bŷ
The martingaleẐ has then the usual interpretation of being associated to a fictitious frictionless market which is cheaper than the original one, i.e.Ẑ j t /Ẑ i t < π ij t , and such that the classical no-arbitrage condition holds, i.e.Ẑ is a martingale. This generalizes to the multivariate setting the seminal result of [11] . The existence of such a martingale can then be extended to the continuous setting, see [10] for a direct approach in a one-dimensional setting and [9] for a multivariate extension based on a discrete time approximation, which in turns allows to prove that the set of attainable claims is closed is some sense, see e.g. Lemma 12 and the proof of Theorem 15 in [3] , see also [2] and [7] . Such a property is highly desirable when one is interested by the formulation of a dual representation for the set of super-hedgeable claims, or by existence results in optimal portfolio management, see the above papers and the references therein. The aim of this paper is to propose a generalized version of the above results to the context of discrete time models with a countable infinite number of assets, with the purpose of providing later a continuous time version. When the number of assets is countable infinite, the first difficulty comes from the notion of interior associated to the sequence of dual cones (K ′ t ) t≤T . Indeed a natural choice would be to defineK t (ω) as a subset of l 1 , the set of elements x = (x i ) i≥1 ∈ R N such that |x| l 1 := i≥1 |x i | < ∞, so as to avoid having an infinite global position in a subset of financial assets, see [22] for a related criticism on frictionless continuous time models. In this case,K ′ t should be defined in l ∞ , the set of elements x = (x i ) i≥1 ∈ R N such that |x| l ∞ := sup i≥1 |x i | < ∞. But, for the topology induced by | · | l ∞ , the setsK ′ s (ω) have no reason to have a non-empty interior, except under very strong conditions on the bid-ask matrices (π ij t (ω)) i,j . We therefore come back to the original modelisation of [15] in which financial strategies are described through amounts of money invested in the different risky assets. Namely, we assume that the bid-ask matrix (π ij t ) i,j takes the form ((1 + λ ij t )S j t /S i t ) i,j where S k t stands for the price, in some numéraire, of the risky asset k and λ ij t is a positive coefficient (typically less than 1) interpreted as a proportional transaction cost. The changes ξ t in the portfolio du to trading at time t, now labeled in amounts of money evaluated in the numéraire, thus take values in the set
and whose interior in l ∞ is now non-empty under mild assumptions, e.g. if λ ij t (ω) ≥ ε(ω) a.s. for all i, j ≥ 1 for some random variable ε taking strictly positive values. This approach, although not numéraire free, allows to bound the global amount invested in the different subsets of assets, by viewing K t as a subset of l 1 , while leaving open the possibility of finding a process Z such that such Z t lies in the interior of K ′ t a.s., i.e. such thatẐ := ZS still satisfiesẐ j t /Ẑ i t < π ij t for all i, j. We shall see below that, under a suitable no-arbitrage condition, one can actually choose Z in such a way that ZS is a martingale, thus recovering the above interpretation in terms of arbitrage free fictitious market. Moreover, we shall show that the set of terminal wealths induced by financial strategies defined as above is indeed closed in a suitable sense, see Theorem 3.2 and Theorem 3.1. This means that we do not need to consider an additional closure operation in order to build a nice duality theory or to discuss optimal portfolio management problems, as it is the case in frictionless markets (cf. [21] and [22] for a comparison with continuous time settings). Another difficulty actually comes from the notion of no-arbitrage to be used in such a context. First, we should note that various, a-priori not equivalent, notions of no-arbitrage opportunities can be used in models with proportional transaction costs. We refer to [12] for a complete presentation and only mention one important point: the proofs of the closure properties, of the set of attainable claims, obtained in [15] and [20] , under the strict noarbitrage and the robust no-arbitrage property, heavily rely on the fact that the boundary of the unit ball is closed in R d (for the pointwise convergence). This is no more true, for the pointwise convergence, when working in l 1 viewed as a subspace of R N with unit ball defined with | · | l 1 . In particular, it does not seem that they can be reproduced in our infinite dimensional setting. However, we shall show that the notion of no-arbitrage of second kind (in short NA2), recently introduced by [18] under the label "no-sure profit in liquidation value", is perfectly adapted. It says that the terminal value V T of a wealth process can not take values a.s. in K T if the wealth process at time t, V t , does not already take values a.s. in K t , for t ≤ T . Note that V t ∈ K t if and only if −V t ∈ −K t . Since V t + (−V t ) = 0, this means that K t is the set of position holdings at time t that can be turned into a zero position, after possibly throwing away non-negative amounts of financial assets, i.e. K t is the set of "solvable" positions at time t. Hence, the NA2 condition means that we can not end up with a portfolio which is a.s. solvable if this was not the case before, which is a reasonable condition. Under this condition, we shall see that a closure property can be proved under the only assumption that K ′ t has a.s. a non-empty interior, for all t ≤ T , which is for instance the case if ε ≤ λ ij t (ω) ≤ ε −1 a.s. for all i, j ≥ 1 and t ≤ T , for some ε > 0. We shall also extend to our framework the PCE (Prices Consistently Extendable) property introduced in [18] , which we shall call MSCPS (Multiple Strictly Consistent Price System) to follow the terminology of [6] . The rest of the paper is organized as follows. We first conclude this introduction with a list of notations that will be used throughout paper. The model and our key assumptions are presented in Section 2. Our main results are reported in Section 3. The proofs of the closure properties are collected in Section 4, in which we also prove a dual characterization for the set of attainable claims and discuss the so-called B-property. The existence of a Multiple Strictly Consistent Price System is proved in Section 5. The last section discusses elementary properties of cones in infinite dimensional spaces and under which conditions our key assumption, Assumption 2.1 below, holds.
Notations:
We identify the set of R-valued maps on N with the topological vector space (hereafter TVS) R N , with elements of the form x = (x i ) i≥1 . The set R N is endowed with its canonical product topology, also called the topology of pointwise convergence: (x n ) n≥1 in R N converges pointwise to x ∈ R N if x i n → x i for all i ≥ 1. We set M = R N 2 , whose elements are denoted by a = (a ij ) i,j≥1 , define M + as the subset of M composed by elements with non-negative components, and use the notation M 1 + (resp. M f,+ ) to denote the set of elements a in M + such that i,j≥1 a ij < ∞ (resp. only a finite number of the a ij 's are not equal to 0).
For p ∈ [1, ∞) (resp. p = ∞), we denote by l p (resp. l ∞ ) the set of elements x ∈ R N such that |x| l p = ( i≥1 |x i | p ) 1/p < ∞ (resp. |x| l ∞ = sup i≥1 |x i | < ∞). For the natural ordering, l p + is the closed cone of positive elements x ∈ l p , i.e. x i ≥ 0 for all i. Given x, y ∈ R N , we write xy for (x 1 y 1 , x 2 y 2 , . . .) ∈ R N , x/y for (x 1 /y 1 , x 2 /y 2 , . . .) ∈ R N and x · y for i≥1 x i y i whenever it is well defined. To j ∈ N, we associate the element e j of R N satisfying e j j = 1 and e i j = 0 for i = j. We shall also use the notation 1 = (1, 1, . . .). We define c f as the space of finite real sequences, and c 0 as the closed subspace of elements x ∈ l ∞ such that lim i→∞ x i = 0. In the following, we shall use the notation µ to denote an element of (0, ∞) N such that 1/µ ∈ l 1 . To such a µ, we associate the Banch space l 1 (µ) (resp. the set l 1 + (µ)) of elements x ∈ R N such that xµ ∈ l 1 (resp. xµ ∈ l 1 + ). The Banach
Recall that l 1 (resp. l 1 (µ) is the topological dual of c 0 (resp. c 0 (1/µ)). For a normed space (E, || · || E ), we define the natural distance d E (x, y) := ||x − y|| E , denote by d E (x, A) (resp. d E (B, A)) the distance between x (resp. the set B ⊂ E) and the set A ⊂ E. We shall work on a complete probability space (Ω, F , P) supporting a discrete-time filtration F = (F t ) t∈T with T := {0, . . . , T } for some integer T > 0. Without loss of generality, we assume that F T = F . Given a real locally convex TVS E, with topological dual E ′ , and a σ-subalgebra G ⊂ F , we denote by E w the linear space E endowed with the weak topology (i.e. the σ(E, E ′ ) topology), B(E w ) stands for the corresponding Borel σ-algebra, and we write L 0 (E, G) to denote the collection of weakly G-measurable E-valued random variables. A subset B of Ω × E is said to be weakly G-measurable if B ∈ G ⊗ B(E w ). When (E, · E ) is a separable Banach space, the elements of L 0 (E, G) are indeed strongly measurable (cf. Sect. IV.2 of [23] ). For 1 ≤ p ≤ ∞, we then use the standard notations L p (E, G) for the elements
In the case of the non-separable space l ∞ , the elements X ∈ L 0 (l ∞ , G) still have a G-measurable norm |X| l ∞ . We therefore also use the notation L p (l ∞ , G) as defined above, although this space does not have all the usual "nice properties" of L p -spaces. Any inequality between random variables or inclusion between random sets has to be taken in the P − a.s. sense.
Model formulation 2.1 Financial strategies and no-arbitrage of second kind
We consider a financial market in discrete time with proportional transaction costs supporting a countable infinite number of tradable assets. The evolution of the asset prices is described by a (0, ∞) N -valued F-adapted process S = (S t ) t∈T . All over this paper, we shall impose the following technical condition:
Similar conditions are satisfied in continuous time models without transaction costs, cf. Theorem 2.2 of [8] .
Remark 2.1 Note that one could simply assume that S t /S s ∈ l ∞ P − a.s. for all s, t ∈ T, which is a natural condition, and replace the original measure P byP defined by dP/dP
which is equivalent and for which (2.1) holds.
The transaction costs are modeled as a M + -valued adapted process λ = (λ t ) t≤T . It means that buying one unit of asset j against units of asset i at time t costs π ij t :
Throughout the paper, we shall assume that
and that sup t∈T,i,j≥1
Note that these conditions have a natural economic interpretation. The first is equivalent to π ii t = 1 and π ij t π jk t ≥ π ik t for all i, j, k ≥ 1 and t ≤ T , compare with [20] . A portfolio strategy is described as a R N -valued adapted process ξ = (ξ) t≤T satisfying at any time t ∈ T
whenever this makes sense, or equivalently
As explained in the introduction, ξ i t should be interpreted as the additional net amount of money transferred at time t to the account invested in asset i after making transactions on the different assets. The quantity a ji should be interpreted as the amount of money transferred to the account i by selling a ji (1 + λ ji t )/S j t units of asset j. The above inequality means that we allow the investor to throw away money from the different accounts.
In order to give a mathematical meaning to the above expressions, let us define the random convex conesK t , t ∈ T, as the convex cones generated by elements of finite length in l 1 + and the set of vectors on the r.h.s. of (2.4) obtained by finite sums:
and define the set of admissible strategies as
. For ease of notations, we also define
To an admissible strategy ξ ∈ A, we associate the corresponding portfolio process V ξ corresponding to a zero initial endowment:
The i-th component corresponds to the amount of money invested in the i-th asset at time t. Note that the additional amount of money ξ i s invested at time s in the i-th asset corresponds to ξ i s /S i s units of the i-th asset, whose value at time t is (ξ i s /S i s )S i t . We then define the corresponding sets of terminal portfolio values
We can now define our condition of no-arbitrage of the second kind, which is similar to the one used in [18] and [6] for finite dimensional markets. It simply says that a trading strategy can not ensure to end up with a solvable position at time T if the position was not already P − a.s. solvent at previous times t ≤ T .
Since ξ = 0, there is a smallest t * such that ξ t * = 0 (as a random variable). It follows that V ξ T = ξ t * S T /S t * + g for some g ∈ X T t * +1 . The condition NA2 then implies that ξ t * ∈ L 0 (K t * , F t * ). However ξ ∈ A, so ξ t * ∈ L 0 (−K t * , F t * ). Since K t * ∩ (−K t * ) = {0}, this leads to a contradiction.
The efficient friction assumption
In this paper, we shall assume that a version of the so-called Efficient friction assumption holds. In finite dimensional settings, it means that λ ij t + λ ji t > 0 for all i = j and t ≤ T , or equivalently that K t is a.s. proper (i.e. K t ∩ (−K t ) = {0}), or that the positive dual of each K t has P − a.s. non-empty interior, for all t ≤ T , see [15] . In our infinite dimensional setting, the positive dual cone of K t (ω) is defined as
or, more explicitly, 6) and the above mentioned condition could naively read
where the inf is taken over t ∈ T and i = j. However, it is not sufficient in order to ensure that K ′ t has a.s. a non-empty interior, as shown in Remark 6.1 below. We shall therefore appeal to a generalized version of the Efficient Friction (in short EF) assumption of [15] which is directly stated in terms of the random cones K ′ t in l ∞ . Theorem 2.1 below provides a natural condition under which it is satisfied. 
It is easy to find sufficient conditions on the transactions costs λ such that the Efficient Friction Assumption 2.1 is satisfied. The following result is a direct consequence of Proposition 6.1 reported in Section 6 below.
where the inf is taken over t ∈ T and i = j. Then the Efficient Friction Assumption 2.1 is satisfied with θ t (ω) = 1.
Remark 2.4
1. If the condition (2.8) is replaced by the weaker one (2.7) used in finite dimensional settings, then Theorem 2.1 is no longer true. See Remark 6.1 for a counter-example.
2. There are λ giving rise to EF not covered by Theorem 2.1. One such case is given by λ defined by λ ij = 1 for all i = j except λ 12 = 0. In fact for this case Lemma 6.3 gives that (3/2, 1, 1, . . .) ∈ int(K ′ t ).
3. Under EF, K t (ω) is P − a.s. normal (see Section 6), for all t ∈ T. In particular, K t (ω) is P − a.s. a proper cone.
5. The choice of the spaces has to be done with some care. For instance, if the λ ij 's are time independent and uniformly bounded by some constant c > 0, and ifK and K are defined in l p with 1 < p < ∞, instead of l 1 , then K ′ = {0} and K = l p . In fact, with
In particular, y j 1+c ≤ y i for i = j ≥ 1, so that y / ∈ l q whenever there exists j ≥ 1 such that y j > 0. This shows that K ′ = {0}, which then implies that K = l p .
Main results
In this section, we state our main results. The proofs are collected in the subsequent sections.
From now on, we denote by L 0 t,b the subset of random variables g ∈ L 0 (l 1 , F ) bounded from below in the sense that
In the following, a subset B ⊂ L 0 t,b is said to be t-bounded from below if there exists c ∈ L 0 (R + , F t ) (called a lower bound) such that any g ∈ B satisfies (3.1) for some η ∈ L 0 (l 1 + , F t ) such that |η| l 1 ≤ c.
Our first main result is a Fatou-type closure property for the sets X T t in the following sense:
be a sequence in L 0 (l 1 , F ), which converges P − a.s. pointwise to some g ∈ L 0 (l 1 , F ) and fix t ≤ T . We say that (g n ) n≥1 is t-Fatou convergent with limit g if {g n : n ≥ 1} is a subset of L 0 t,b
which is t-bounded from below. We say that a subset B of L 0 (l 1 , F ) is t-Fatou closed, if, for any sequence (g n ) n≥1 in B, which t-Fatou converges to some g ∈ L 0 (l 1 , F ), we have g ∈ B.
Theorem 3.1 Assume that NA2 and EF hold. Then X T t is t-Fatou closed, for all t ∈ T. The above Fatou closure property can then be translated in a * -weak closure property of the set of terminal portfolio holding labeled in time-t values of the assets, i.e.
Recall that µ denotes any element of R N such that 1/µ ∈ l 1 + .
Theorem 3.2 Assume that NA2 and EF hold. Then,
Remark 3.2 Note that we use the spaces l 1 (µ) and c 0 (1/µ), with µ ∈ (0, ∞) N such that 1/µ ∈ l 1 , in the above formulation instead of the more natural ones l 1 and c 0 . The reason is that bounded sequences (x n ) n≥1 in l 1 (µ) have components satisfying |x i n | ≤ c1/µ i for some c > 0 independent of i and n and where 1/µ ∈ l 1 + . In particular, x + c/µ ∈ l 1 + . This allows to appeal to the Fatou closure property of Theorem 3.1, see the proof of Theorem 3.2 in Section 4. We shall actually see in Remark 4.1 below that the above closure property can not be true in general if we consider the (more natural) σ(L ∞ (l 1 , F ), L 1 (c 0 , F ))-topology.
By using standard separation arguments, Theorem 3.2 allows as usual to characterize the set of attainable claims in terms of natural dual processes. In models with proportional transaction costs, they consist in elements of the sets M T t (K ′ \ {0}) of R N -valued F-adapted processes Z on T t := {t, t + 1, . . . , T } such that Z s ∈ K ′ s \ {0}, for all s ∈ T t , and ZS is a R N -valued martingale on T t , t ≤ T . Following the terminology of [20] , elements of the form ZS with Z ∈ M T t (K ′ \ {0}) are called consistent price system (on T t ). 
We note that the above conditional expectation E
Following arguments used in [18] and [6] , one can also prove that the so-called B condition holds under NA2.
Condition 3.1 (B)
The following holds for all t ∈ T and ξ ∈ L 0 (l 1 , F t ): It finally implies the existence of Strictly Consistent Price Systems, i.e. elements of the sets
The NA2 condition actually turns out to be equivalent to the existence of a sufficiently big sets of consistent price systems, which is referred to as the Many Consistent Price Systems (MCPS) and Many Strictly Consistent Price Systems (MSCPS) properties.
Condition 3.2
We say that the condition MCPS (resp. MSCPS) holds if:
Theorem 3.5 Assume that EF holds. Then, the three conditions NA2, MCPS and MSCPS are equivalent.
Closure properties and duality
We start with the proof of our closure properties which are the main results of this paper.
Efficient frictions and Fatou closure property
The key idea for proving the closure property of Theorem 3.1 is the following direct consequence of the EF Assumption 2.1.
Corollary 4.1 Suppose that EF holds. Then, for all t ∈ T, there exists α ∈ L 0 (R + , F t ) such that
Proof According to the EF Assumption 2.1 there exists
Then α ∈ L 0 (R + , F t ) by 4. of Remark 2.4. We observe that ξ t (ω) ∈ (K t (ω) − η t (ω)) ∩ (η t (ω) − K t (ω)), according to the hypotheses and the fact that K t + K t = K t . Lemma 6.1 and Lemma 6.2, with C = K t (ω), f 0 = θ t (ω), x = ξ t (ω), y = η t (ω) and b = 1/2, then apply, which proves the corollary with the above defined α. 2
As an almost immediate consequence of the above corollary, we can now obtain under NA2 the following important property of sequential relative compactness of lower bounded subsets (see (3.1)) of
Corollary 4.2 Assume that EF and NA2 hold. Fix t ∈ T and let (ξ n ) n≥1 be a sequence in
Hence, NA2 implies that η n + ξ n t ∈ K t . The claim then follows from Corollary 4.1, l 1 + ⊂ K t and the fact that sup n≥1 |η n | l 1 ≤ c, which imply sup n≥1 |ξ n t | l 1 ≤ αc for some α ∈ L 0 (R + , F t ).
(ii). It follows in particular from the above claim that |(ξ n t ) i | ≤ αc for all n, i ≥ 1. For i = 1, we can then construct a F t -measurable sequence (n 1 k ) k≥1 ∈ L 0 (N, F t ) such that ((ξ n 1 k t ) 1 ) k≥1 converges P−a.s. and is also P−a.s. uniformly bounded in l 1 , see e.g. [13] . Iterating this procedure on the different components, we obtain after κ steps a sequence (n κ k ) k≥1 ∈ L 0 (N, F t ) such that ((ξ n κ k t ) i ) k≥1 converges P − a.s. for all i ≤ κ. It follows that the sequence (ξ n k k t ) k≥1 converges P − a.s. pointwise to some F t -measurable random variable ξ t with values in R N . Since |ξ n t | l 1 is P − a.s. uniformly bounded, ξ t ∈ l 1 P − a.s. 2
We can now conclude the proof of Theorem 3.1 by appealing to an inductive argument.
Proof of Theorem 3.1. If t = T, the result is an immediate consequence of Corollary 4.2. We now assume that it holds for some 0 < t + 1 ≤ T and show that this implies that it holds for t as well. Let (g n ) n≥1 be a sequence in X T t which is t-Fatou convergent with limit g ∈ L 0 (l 1 , F T ). Then, by definition, there exist c ∈ L 0 (l 1 , F t ) and η n ∈ L 0 (l 1 + , F t ) such that |η n | l 1 ≤ c and g n + η n S T /S t ∈ K T for all n ≥ 1. Let the sequence (ξ n ) n≥1 in A T t be such that V n T = g n for all n ≥ 1, where V n = V ξ n . It then follows from Corollary 4.2 that we can find a sequence (n k ) k≥1 in L 0 (N, F t ) such that (ξ n k t ) k≥1 is P − a.s. bounded in l 1 and converges pointwise P − a.s. to some ξ t ∈ L 0 (−K t , F t ). Clearly, (ξ n k ) k≥1 is a sequence in A T t since (n k ) k≥1 is F t -measurable, and V n k T = g n k where the later converges P − a.s. pointwise to g as k → ∞. Moreover, g n k − ξ n k t S T /S t = V n k T − ξ n k t S T /S t ∈ X T t+1 and (g n k − ξ n k t S T /S t ) + (η n k + ξ n k t )S T /S t ∈ L 0 (K T , F T ). Since (η n k + ξ n k t ) k≥1 is P − a.s. bounded in l 1 , and (g n k − ξ n k t S T /S t ) k≥1 converges P − a.s. pointwise to g − ξ t S T /S t ∈ X T t+1 , the fact that X T t+1 is (t + 1)-Fatou closed, this implies that g − ξ t S T /S t ∈ X T t+1 and therefore that g ∈ X T t . 2
Weak closure property and the dual representation of attainable claims
We now turn to the proof of Theorem 3.2 which will allow us to deduce the dual representation of Theorem 3.3 by standard separation arguments. It is an easy consequence of Theorem 3.1 once the suitable spaces have been chosen.
Proof of Theorem 3.2. Fix t ∈ T and set F = L 1 (c 0 (1/µ), F ), so that F ′ = L ∞ (l 1 (µ), F ), where we recall that 1/µ ∈ l 1 + . Let B 1 denote the unit ball in F ′ and define the set Θ := (S t X T t /S T ) ∩ B 1 . By Krein-Šmulian's Theorem, (c.f. Corollary, Ch. IV, Sect. 6.4 of [19] ), it suffices to show that Θ is σ(F ′ , F )-closed. To see this, let (h α ) α∈I be a net in Θ which converges σ(F ′ , F ) to some h ∈ B 1 . After possibly passing to convex combinations, we can then construct a sequence (f n ) n≥1 in Θ which convergences P − a.s. pointwise to h. In fact, this follows from Lemma 4.1 below with E = (L 1 (R, F )) N . This implies that the sequence (f n S T /S t ) n≥1 in X T t converges to hS T /S t P − a.s. pointwise. Since f n ∈ B 1 , we have f n + 1/µ ∈ l 1 + , and therefore f n S T /S t + (1/µ)S T /S t ∈ K T P − a.s. This shows that the sequence (f n S T /S t ) n≥1 is t-Fatou convergent with limit hS T /S t ∈ L 0 (l 1 , F ). It thus follows from Theorem 3.1 that hS T /S t ∈ X T t and therefore that h ∈ Θ. 2
To complete the proof of Theorem 3.2, we now state the following technical Lemma which was used in the above arguments.
Lemma 4.1 Let E and F be locally convex TVS, with topological duals E ′ and F ′ and let T(E) be the topology of E. Suppose F ′ ⊂ E, E ′ ⊂ F and that E is metrizable. If (x α ) α∈I is a net in F ′ , with convex hull J and converging in the σ(F ′ , F ) topology to x, then there exists a sequence (y n ) n≥1 in J, which is T(E) convergent to x.
Proof: Since F ′ ⊂ E and E ′ ⊂ F, the topology on F ′ induced by σ(E, E ′ ) is weaker than the σ(F ′ , F ) topology. The net (x α ) α∈I then also converges in the σ(E, E ′ ) topology, so x ∈J the σ(E, E ′ )-closure of J. SinceJ is also T(E)-closed (c.f. Corollary 2, Ch II, Sect. 9.2 of [19] ) and (E, T(E)) is metrizable, it now follows that there exists a sequence in J which is T(E)-convergent to x. 2
From now on, we follow the usual ideas based on the Hahn-Banach separation theorem. For ease of notations, we setX T 0 = (S 0 X T 0 /S T ) ∩ L ∞ (l 1 (µ), F ), and letX T s,0 denote the set of elements of the form −αe i S i i, j ≥ 1, ε > 0 and α ∈ L ∞ (R + , F t ). Note that
Proof In this proof, we use the notations F := L 1 (c 0 (1/µ), F ) and F ′ := L ∞ (l 1 (µ), F ). 1. The setX T 0 being convex and σ(F ′ , F )-closed, by Theorem 3.2, it follows from the Hahn-Banach separation theorem that we can find Y ∈ F such that
SinceX T 0 is a cone that contains 0, we clearly have
2. First note that E [Y | F t ] ∈ F, so that Z is well-defined as a R N -valued process, and that (4.2) implies Z T = 0 as a random variable. Moreover, the fact that the left-hand side inequality of the Proposition holds for −αe
Remark 4.1 Note that the statement of Theorem 3.2 can not be true in general if we consider the weak topology σ(L ∞ (l 1 , F ), F ) ), then the same arguments as in the proof of Proposition 4.1 above would imply the existence of a random variable Z T such that Z T ∈ K ′ T \ {0} and Z T S T /S 0 ∈ c 0 . Recalling (2.6), this would imply that 0 ≤ Z j T ≤ (1 + λ ij T )Z i T for all i, j ≥ 1 and Z i T S i T /S i 0 → 0 P−a.s. as i → ∞. Since Z 1 T is not identically equal to 0, this can not hold, except if S i T /S i 0 → 0 as i → ∞ on a set of non-zero measure, which is in contradiction with (2.1). The closure property stated in terms of σ(L ∞ (l 1 (µ), F ), L 1 (c 0 (1/µ), F )) does obviously not lead to such a contradiction since (2.3) and (2.1) imply that Proof It follows from NA2 that e 1 ∈ L ∞ (l 1 (µ), F ) \X T 0 . Using Proposition 4.1 and (4.1) then implies that there exists
Let Y denote the set of random variables Y ∈ L 1 (c 0 (1/µ), F ) satisfying the left-hand side of (4.3) for all X ∈X T s,0 . We claim that there existsỸ ∈ Y such that a := sup Y ∈Y P [Y 1 > 0] = P Ỹ 1 > 0 . To see this, let (Y n ) n≥1 be a maximizing sequence. It follows from Proposition
Using Komlos Lemma, a diagonalization argument and Fatou's Lemma, we can then assume, after possibly passing to convex combinations, that (Y n ) n≥1 converges P − a.s. pointwise to some Y ∈ L 1 (R + , F ) N . SetỸ := n≥1 2 −n Y n . It follows from the monotone convergence theorem that it satisfies the left-hand side of (4.3) for all X ∈X T s,0 . Moreover, P Ỹ 1 > 0 ≥ P [Y 1 n > 0] → a so that P Ỹ 1 > 0 = a. We now show that P Ỹ 1 > 0 = 1. If not, there exists A ∈ F with P [A] > 0 such thatỸ 1 = 0 on A. Since e 1 χ A ∈ L ∞ (l 1 (µ), F ) \X T 0 , by NA2, it follows from Proposition 4.1 that we can find Y ∈ L 1 (c 0 (1/µ), F ) such that such that
for all t ∈ T, by Proposition 4.1 again. Moreover, (2.6) and P Ỹ 1 > 0 = 1 implies that
The statement of Theorem 3.3 is then deduced from Proposition 4.1 and the following standard result.
Proof Note that the left-hand side inequality just follows from the fact that ξ s ∈ −K s while Z s ∈ K ′ s , and the definition of V ξ in (2.5) . We now prove the two other inequalities. For s = T , it follows from the fact that
On the other hand, the already proved above left-hand side inequality implies
, this shows that the above property holds for s as well.
2
We now turn to the proof of Theorem 3.3. The basic argument is standard, up to additional technical difficulties related to our infinite dimensional setting.
all Z ∈ M T
A counter-example
In this section, we provide a counter-example showing that Theorem 3.1 can be false if the Assumption 2.1 is replaced by a weaker one as in Remark 3.1.
We consider a one period model, T = 1, in which S 0 = (1, 1, . . .), S 1 1 = 1 and
where (b i ) i≥2 is a sequence of independent Bernoulli random variables such that P[b i = 1] = 1/2, U i := 1 + 1/i and D i := 1 − 1/i, i ≥ 2. Note that each S is a martingale. The transaction costs coefficients λ ij t are defined by λ 1i 0 = λ i1 1 = λ ii t = 0 for i ≥ 1 and t = 0, 1, and by λ ij 0 = 1/(i − 1) when i ≥ 2 and i = j, λ ij 1 = 1 when j ≥ 2 and i = j. This market clearly satisfies (2.2), the condition of Remark 3.1
s. for all t ∈ T and i = j, and we shall show that it also satisfies the NA2 Condition 2.1. Indeed, by formula (2.6) one obtains that [1, 2] , i ≥ 2}. In Condition 2.1, the case t = 1 is trivial. We next consider the case t = 0. Suppose that ξ ∈ A, η ∈ l 1 and (η + ξ 0 )S 1 /S 0 + ξ 1 ∈ L 0 (K 1 , F 1 ). We must show that η ∈ K 0 . First note that u := (η + ξ 0 )S 1 /S 0 ∈ L 0 (K 1 , F 1 ), by definition of A, and thus satisfies z · u ≥ 0 for all z ∈ K ′ 1 , or equivalently, with α := η + ξ 0 ,
By choosing z i = 1 and ǫ i = −1 if α i ≥ 0, and, z i = 2 and ǫ i = +1 if α i < 0 we obtain
where a + = max{0, a} and a − = max{0, −a}. With B := α 1 + i≥2 α i
This shows that z · α ≥ 0 for all z ∈ K ′ 0 , so α ∈ K 0 . It then follows that η ∈ K 0 − ξ 0 ⊂ K 0 , which proves that NA2 is satisfied.
We now show that X 1 0 is not 0-Fatou closed. To see this, let us set
for some ǫ > 0. We claim that, for each n ≥ 1, g n := (h 1 − n −1 , 0, 0, . . .) ∈ X 1 0 , while g ∞ := (h 1 , 0, 0, . . .) / ∈ X 1 0 . Since (g n ) n Fatou-converges to g ∞ , as a uniformly bounded sequence in L ∞ (ℓ ∞ ) that converges P − a.s. pointwise, this shows that X 1 0 is not Fatouclosed. It remains to prove the above claims. We first show that g n ∈ X 1 0 . To see this, let us define the sequence ξ n by ξ n,i
Note that ξ n ∈ A by our choice of the structure of the transaction costs. Moreover, V ξ n 1 =: (V n,1 , 0, 0, · · · ) with
where we used the fact that S i 1 −1 = 2b i /i−1/i. This proves that g n ∈ X 1 0 . We now show that g ∞ / ∈ X 1 0 . LetX 1 0 andÃ be defined as X 1 0 and A but for λ = 0. Clearly, X 1 0 ⊂X 1 0 − L 0 (R N + ), so that it suffices to show that g ∞ / ∈X 1 0 − L 0 (R N + ). Suppose that g ∞ ∈X 1 0 − L 0 (R N + ). Then one can find ξ ∈ ℓ 1 and c ∈ L 0 (R N + ), recall that S 0 = 1, such that
On the other hand
where the above decomposition is unique in ∪ q<∞ ℓ q × L 0 (R N + ), by independence of the Bernoulli random variables (b i ) i≥2 . This is a contradiction sinceξ / ∈ ℓ 1 , which proves that g ∞ / ∈X 1 0 − L 0 (R N + ).
On the existence of multiple consistent price systems
We split the proof of Theorem 3.5 in three parts. It follows from ideas introduced in [18] and [6] which we adapt to our context. that Z t = αη. Since Z t = 0, it follows that α > 0 P − a.s. Thus, (Z s /α) t≤s≤T satisfies the required result. 2
Lemma 5.1 Assume that EF holds. Then, MCPS ⇔ MSCPS.
Proof As in [6] , we use a finite recursion from time T to time 0 to prove that MCPS ⇒ MSCPS. Let MSCPS(t) be the statement in MSCPS for t ≤ T given. Suppose that MCPS is true. Then MSCPS(T ) is trivially satisfied. We now suppose that MSCPS(s + 1) is true for some 0 ≤ s < T . Then, there exists an elementX ∈ M T s+1 (intK ′ ). SinceX s+1 S s+1 ∈ L 1 (l ∞ , F ), we can defineX s := E X s+1 S s+1 | F s /S s and X t : Let us now choose η such that ηS s ∈ L 1 (l ∞ , F s ). Then ηS s − αX s S s ∈ L 1 (l ∞ , F s ), and MCPS implies that there exists Y ∈ M T s (K ′ \ {0}) such that Y s = η − αX s . In view of (5.1), Y s ∈ L 0 (intK ′ s , F s ). For s ≤ t ≤ T, define Z t = Y t + αX t . Then Z s = η ∈ L 0 (intK ′ s , F s ). Since, for s + 1 ≤ t ≤ T, Y t ∈ L 0 (K ′ t \ {0}, F t ) and X t ∈ L 0 (intK ′ t , F t ), and since α > 0, it follows that Z t ∈ L 0 (intK ′ t , F t ) for such t. Hence Z ∈ M T s (intK ′ ), so MSCPS(s) is true. 2
Proof of Theorem 3.5. In view of the above results, it remains to show that MCPS ⇒ NA2. Fix ξ ∈ L 0 (l 1 , F t ) \ L 0 (K t , F t ) such that (ξS T /S t + X T t ) ⊂ L 0 (K T , F T ). Without loss of generality, we can assume that ξ ∈ L ∞ (l 1 , F t ), since otherwise we could replace ξ by ξ/|ξ| l 1 and use the fact that X T t /|ξ| l 1 = X T t , recall that K is a cone valued process. It then follows from Lemma 4.2 that 0 ≥ −Z t · ξ for all Z ∈ M T t (K ′ \ {0}). By definition of MCPS, this implies that η · ξ ≥ 0 for all η ∈ L ∞ (intK ′ t , F t ). This shows that ξ ∈ K t P − a.s. 2 6 Elementary properties of K and K ′ For ease of notations, we restrict in this section to the case where λ is deterministic and constant in time. We therefore omit the time index in λ, K and K ′ . We set Λ := (1 + λ).
In this section, by a cone is meant a convex cone C of vertex 0 ∈ C, and (E, · E ) denotes a Banach space with canonical bilinear form · , · . We recall that a cone C in E, is said to be normal if there exists k ≥ 1 such that
Similarly, ε i =j (a ij + b ij ) ≤ |x + y| l 1 .
Combining the above inequalities leads to
It then follows that |x| l 1 ≤ 2 + c ε |x + y| l 1 ,
for all x, y ∈ K, which proves that K is normal. It remains to prove that 3. implies 5. Let us assume that the condition 3. is satisfied. Let x and y be defined as above with a, b ∈ M f,+ such that b ij = a ji for all i, j ≥ 1, and set d ij := a ij + b ij = a ij + a ji , so that d ij = d ji , and x + y = i =j d ij (Λ ij − 1)e i . Then,
Since K is normal, there is k ≥ 1, independent on x and y, such that |x| l 1 ≤ k|x + y| l 1 , which, combined with the previous inequality, implies
Considering the case where x = f mn for some m = n, then leads to 2 + λ mn ≤ k(λ mn + λ nm ). It follows that λ mn + λ nm ≥ 2/k, which, by arbitrariness of (m, n), proves that 5. is satisfied.
2 Remark 6.1 Assertion 5. of Proposition 6.1 does not imply that K is normal (assertion 3), or equivalently that K ′ has the generating property 4. Since intK ′ = ∅ implies that K ′ has the generating property, this shows that 5. does not imply that intK ′ = ∅. An example is given by the case where λ ij = 1 for i < j and λ ij = 0 for i ≥ j. Indeed, assume that λ satisfies the above condition, let x ∈ l ∞ be defined by x = (1, 0, 1, 0, . . .) and suppose that it can be written as x = y 1 − y 2 , for some y 1 , y 2 ∈ K ′ . First note that the definition of λ implies that 0 ≤ y j ≤ y i ≤ 2y j for j < i whenever y ∈ K ′ . (6.4)
In view of the left-hand side of (6.4) and the identity x = y 1 − y 2 , we should then have y 2n−1 1 = a 2n−1 + n, y 2n 1 = a 2n + n, y 2n−1 2 = a 2n−1 + n − 1 and y 2n 2 = a 2n + n for n ≥ 1, where (a n ) n≥1 is an increasing non-negative sequence. On the other hand, the right-hand side of (6.4) implies that 0 ≤ y i ≤ 2y 1 for i > 1. This leads to a contradiction, therefore showing x / ∈ K ′ − K ′ , i.e. that the generating property is not satisfied.
