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Abstract
The strong force is a vital contribution to both, nucleon-nucleon interactions as well as complicated nu-
clear many-body systems. The theory of the strong interactions is quantum chromodynamics (QCD), but
it is nonperturbative in the low-energy region of interest to us. Chiral effective field theory (EFT) pro-
vides a systematic framework to derive low-energy few-body interactions and currents, based on, and
consistent with all relevant symmetries of QCD. Short-distance physics is not resolved explicitly and gets
absorbed in contact terms with so-called low-energy constants (LECs), which are adjusted to experimen-
tal data. A power counting scheme sorts the different contributions according to their importance and
a regularization scheme removes high-momentum modes which may otherwise lead to divergences. The
resulting interactions are widely used in ab initio many-body calculations of nuclei and nuclear matter.
Recently, efforts have been directed towards the development of local interactions from chiral EFT
that can be applied directly in Quantum Monte Carlo calculations. Thus, this enables one to investi-
gate chiral interactions in this powerful and statistically exact many body methods. In the first half
of this thesis, we construct and analyze local two-body interactions from chiral EFT. In particular, we
construct soft local interactions at leading order (LO), next-to-leading order (NLO), and next-to-next-to-
leading order (N2LO) by enlarging the coordinate-space cutoff. Afterwards, we present first applications
of the soft local interactions in 16O–16O nucleus-nucleus scattering from double-folding potentials. In ad-
dition, we investigate regulator and cutoff artifacts of local chiral interactions. We study effects from
the violated Fierz-rearrangement freedom on phase shifts, nuclear matter calculations, and the 4He
ground-state energy. For this, we vary different LO-operator combinations for interactions at LO and
NLO. Furthermore, the large-cutoff behavior of local interactions at LO on phase shifts is explored for dif-
ferent functional forms of the regulator and for different operator combinations over a wide range of the
inverse coordinate-space cutoff. We find that the broken Fierz-rearrangement freedom has sizable con-
sequences at LO, but it is restored to a great extend at NLO, where subleading contact interactions enter.
For a particular choice of those operators, nucleon-nucleon phase shifts and the deuteron ground-state
energy converge to cutoff-independent plateaus. Those plateaus are at the same values, independent
of the functional form of regulators we investigate. Even though, this does not imply that the power
counting scheme is renormalizable, it allows the construction of harder interactions.
In the second half, we construct valence-space Hamiltonians for shell-model calculations. The residual
two-body interaction is based on symmetry principles and the low-momentum expansion from chiral
EFT. We adjust the LECs to ground-state and excitation energies in the valence space. In addition to
the usual free-space contact interactions, we also include novel center-of-mass–dependent operators that
arise due to the Galilean invariance breaking by in-medium effects. We construct interactions up to fourth
order (N3LO) for the sd and sd + 0 f7/2 valence space. In the sd shell, at N3LO, we obtain a root-mean-
square deviation to experiment of 0.16 MeV which is similar to that obtained with the phenomenological
universal sd-shell interactions USDA and USDB. Even though the precision of our interactions in the sd +
0 f7/2 valence space deteriorates, they provide interesting predictions for the one-neutron dripline of
isotopes from oxygen to sodium. All our interactions lead to natural LECs and show promising predictions
for ground-state energies and excitation spectra, which are not considered in the data set.
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Zusammenfassung
Die starke Kraft liefert einen essenziellen Beitrag, sowohl in Nukleon-Nukleon Wechselwirkungen als auch
in komplizierten Vielteilchensystemen. Die Theorie der starken Wechselwirkung wird durch die Quan-
tenchromodynamik (QCD) beschrieben, welche jedoch im für uns relevanten Niederenergiebereich nicht
störungstheoretisch behandelt werden kann. Die chirale effektive Feldtheorie (EFT) bietet eine systema-
tische Herangehensweise, um niederenergetische Wechselwirkungen und Ströme basierend auf der QCD
zu konstruieren. Sie stimmt mit alle relevanten Symmetrieeigenschaften der QCD überein. Kurzreichweit-
ige physikalische Effekte werden nicht explizit aufgelöst, sondern in sogenannten Kontakttermen mit
Niedrigenergiekonstanten (engl. low-energy constant (LEC)) absorbiert. Ein Ordnungsschema sortiert
verschiedene Terme nach Wichtigkeit und ein Regulierungsmechanismus schneidet hochenergetische
Beiträge ab. Letztere könnten ansonsten zu Divergenzen führen. Die LECs werden mittels experimenteller
Daten bestimmt. Die resultierenden Wechselwirkungen sind weit verbreitet und finden Anwendung in
ab initio Vielteilchenberechnungen von Atomkernen und Kernmaterie.
In den letzten Jahren wurde verstärkt an der Entwicklung von lokalen Wechselwirkungen im Rahmen
der chiralen EFT gearbeitet. Diese können direkt in Berechnungen mit Quantum Monte Carlo Meth-
oden verwendet werden. So ist es jetzt möglich chirale Wechselwirkungen mit dieser statistisch exak-
ten Vielteilchenmethoden zu untersuchen. Im ersten Teil dieser Arbeit konstruieren und analysieren
wir lokale Zweiteilchenwechselwirkungen aus der chiralen EFT. Im speziellen konstruieren wir "softe"
lokale Wechselwirkungen in führender Ordnung, (engl. leading order (LO)), zweiter Ordnung (NLO)
und dritter Ordnung (N2LO), indem wir den Koordinatenraum-Cutoff vergrößern. Wir demonstrieren un-
sere Wechselwirkung in 16O–16O Nukleus-Nukleus Streuungen mithilfe von zweifach gefalteten (double-
folding) Potentialen. Im Weiteren untersuchen wir lokale Regulator und Cutoff Artefakte. Wir be-
trachten Effekte auf Streuphasen, Kernmaterie und die 4He Bindungsenergie aufgrund der verletzten
Fierz-Vertauschungsfreiheit. Dafür variieren wir verschiedene LO Operatorpaare in LO und NLO Wech-
selwirkungen. Zusätzlich wird das Verhalten lokaler LO Wechselwirkungen für große Cutoffs untersucht.
Dazu betrachten wir verschiedene funktionale Formen der Regulatoren und verschiedene Operatorkom-
binationen über eine weite Spanne des inversen Koordinatenraum-Cutoffs. Wir zeigen, dass die ver-
letzte Fierz-Vertauschungsfreiheit starken Einfluss auf LO Wechselwirkungen hat, dieser jedoch stark
reduziert wird sobald man höhere Ordnungen betrachtet bei denen neue Kontakte auftreten. Für
eine spezielle Wahl der Operatoren finden wir Cutoff-unabhängige Plateaus für Streuphasen und die
Deuteron-Bindungsenergie. Diese Plateaus treten bei den gleichen Werten auf, unabhängig von der funk-
tionalen Form der Regulatoren. Obwohl dies nicht bedeutet, dass das Ordnungsschema renormierbar ist,
erlaubt es uns härtere Wechselwirkungen zu konstruieren.
In der zweiten Hälfte konstruieren wir Valenzraum-Hamiltonians für Berechnungen im Schalenmodell.
Die resultierende Zweiteilchenwechselwirkung basiert auf den Symmetrien und der Niederimpulsentwick-
lung der chiralen EFT. Die LECs werden an Grundzustands- und Anregungsenergien im entsprechendem
Valenzraum angepasst. Zusätzlich zu den bekannten Kontaktwechselwirkungen treten aufgrund der ge-
brochenen Galilei-Invarianz im Medium neue Operatorstrukturen auf, die explizit vom Schwerpunktim-
puls abhängen. Wir konstruieren Wechselwirkungen bis hin zur vierten Ordnung (N3LO) für den sd und
sd+0 f7/2 Valenzraum. In der sd Schale erhalten wir für die N3LO Wechselwirkung eine mittlere quadratis-
che Abweichung zum Experiment von 0.16 MeV, welche vergleichbar zu der mit den Phenomenologischen
universal sd-shell Wechselwirkungen USDA und USDB ist. Obwohl die Präzission unserer Wechselwirkung
in der sd + 0 f7/2 Schale abnimmt, liefern sie interessante Vorhersagen für die Neutronen-Abbruchkante
von Sauerstoff bis Natrium. Alle unsere Wechselwirkungen haben LECs natürlicher Größe und sie führen
zu vielversprechenden Vorhersagen für Grundzustands- und Anregungsenergien.
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“There is a theory which states that if ever anyone discovers exactly what the Universe
is for and why it is here, it will instantly disappear and be replaced by something even
more bizarre and inexplicable.
There is another theory which states that this has already happened."
— Douglas Adams, The Restaurant at the End of the Universe
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1 Introduction
Nuclear physics predominantly studies atomic nuclei and nuclear matter, and thus, the force holding those
compound objects together and governing their dynamics - the strong force. Rutherford’s discovery of
the atomic nucleus [1] and later the discovery of the neutron by Chadwick [2] established the rough size
and building blocks of atomic nuclei. The strong interaction, which binds neutrons and protons overcom-
ing the electromagnetic repulsion, was postulated as a fundamental force. Only a few years later, Yukawa
proposed a meson-exchange model that mediates this force [3]. Various phenomenological models that
incorporate this idea, such as the Paris [4] and Bonn [5, 6] potentials were constructed to describe the
interaction among nucleons. Furthermore, the idea of a shell model for the nucleus was developed [7–
10], which is able to explain the appearance of magic numbers in the nuclear landscape (see Fig. 1.2). In
1964, quarks were proposed as a substructure of objects like neutrons, protons, and many other parti-
cles that were previously considered to be elementary [11, 12]. Those substructures were confirmed in
deep inelastic scattering experiments, where electrons are scattered of protons and nuclei, probing their
structure at short distances [13, 14].
These developments paved the way for today’s standard model, and the theory of strong interactions:
quantum chromodynamics (QCD). The strong force is now understood as the interaction among quarks
and gluons. The nuclear force, which is the interaction among neutrons and protons, is connected to the
fundamental interactions through chiral effective field theory. An elaborate summary of the history of
QCD is given in Ref. [15], while more information about the history of the strong force can be found in
Refs. [16, 17].
1.1 Nuclear forces
Due to conceptional difficulties concerning the construction of nuclear interactions directly from QCD
(see Ch. 2), so-called phenomenological interactions persisted for a long time. Those interactions typically
allow all possible operator structures consistent with the symmetries expected from the nuclear Hamilto-
nian (see Sec. 2.3), in combination with meson-exchange interactions and/or other forms of potentials,
such as a Wood-Saxon potential. The Argonne V18 (AV18) [18] interaction with an Illinois three-body
potential [19] is a phenomenological interaction still used today, as it is suited for the requirements of
Quantum Monte Carlo (QMC) based many-body methods [20–22].
Tremendous progress was pioneered by Weinberg in the early 1990s [23, 24]. He derived nuclear forces
from an effective field theory (EFT), that are consistent with the relevant symmetries of QCD, including
the spontaneously broken chiral symmetry. The so-called chiral EFT is a systematic low-energy expansion
of QCD, that uses pions and nucleons as degrees of freedom, rather than quarks and gluons. Together
with a power-counting scheme that determines and orders relevant contributions, two- and many-body
forces for nucleons and electro-weak currents arise naturally in chiral EFT [24–29].
Considerable effort has been invested recently into the improvement of chiral interactions; see, e.g.,
Refs. [30–34], uncertainty estimates from chiral EFT; see e.g., Refs. [30, 35–37], and the development of
local chiral interactions; see, e.g., Refs. [38–40] and minimally nonlocal interactions such as in Refs. [41,
42]. There is a wide range of applications for interactions from chiral EFT. This covers, e.g., calculations
with nuclear matter [43–53] , which is an infinite system consisting of protons and neutrons. There,
important variables are the densities of neutrons nn and protons np, where the total baryon density
n= np+nn is used to calculate the proton fraction x = np/n. Calculations at pure-neutron matter (x = 0)
are particularity interesting in the derivation of the equation of state (EOS), employed to calculate and
constraint properties of neutron stars [46]. The latter are unique laboratories for studying matter at its
extremes with densities up to several times the saturation density [54].
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Other interesting applications arise when nuclear interactions are combined with nuclear many-body
methods. This approach allows to study nuclear-structure properties like, e.g., binding and excitation
energies, and one- and two-nucleon driplines throughout the nuclear chart. The neutron dripline and
knowledge about nuclei in its vicinity are vital input parameters to model the path of the rapid neutron-
capture process (r-process) [55] of stellar nucleonsynthesis. This process takes place in regions with a high
density of free neutrons. There, nuclei capture neutrons at a rate faster than they β decay, thus they
become extremely neutron-rich. In the neutron-rich region, the neutron capture process slows down as
it becomes energetically less favorable to accept further neutrons. The nucleus X with mass number A
and proton number Z , eventually β decays into the nucleus Y with the same mass number and proton
number Z + 1, an electron e−, and an anti-electron neutrino ν¯e
A
ZX −→ AZ+1Y + e− + ν¯e . (1.1)
The same mechanism repeats for the isotopes of element Y . As heavier nuclei are produced, the fission
barrier is successively lowered and ultimately either spontaneous fission or neutron capture induced fis-
sion processes cause the r-process to halt. The r-process explains the existence of stable and long-lived
nuclei beyond iron, aside from the slow (s-) [56] and proton (p-) [57] process. A theoretical description of
the r-process requires knowledge about many properties, such as masses, matter and charge distribution,
single-particle spectra and pairing contributions, as well as decay and reactivity characteristics for nuclei
between the neutron dripline and the valley of β -stability [55].
Besides those input parameters for the r-process, a theoretical description of the neutron dripline is
also of particular interest for experimental measurements. Experimentally the dripline is known up to
oxygen isotopes, where it is located at 24O [58–60]. While 25O is unbound by roughly 0.73 MeV [61], the
26O resonance is unbound by only about 0.02 MeV [62]. For heavier isotopes, small energy differences
combined with large uncertainties in nuclei in the neutron-rich region make it difficult to determine the
exact location of the dripline. In addition, for nuclei beyond oxygen, the dripline is located considerably
further out, which complicates measurements (see, e.g., Ref. [63]). Hence, a theoretical prediction is
useful to narrow down the search region.
Theoretical data is obtained with many-body methods. Ab initio methods, which employ Hamiltonians
adjusted to reproduce few-body data, have tremendously improved over the past decade reaching sd-
shell nuclei as well as nuclei on and close to the magic neutron numbers 20, 28, 40 and even Z = 50,
N = 84. A graphical visualization of their reach (state of 2015) is presented in Fig. 1.1 (taken from
Ref. [64]).
Quantum Monte Carlo methods are among those ab initio methods. Recent developments of local
interactions from chiral effective field theory allowed for the first time QMC calculations with interactions
from the latter. QMC methods include Green’s function Monte Carlo (GFMC) [65, 66] and Auxiliary field
diffusion Monte Carlo (AFDMC) [39, 67]. The first is predominantly, but not exclusively used to calculate
nuclei, while the second is used to calculate nuclei as well as nuclear matter. Those methods are typically
limited to light nuclei. However, new developments greatly expanded their range, making it even possible
to perform calculations in 40Ca [68, 69].
Further ab initio methods are the no-core shell model (NCSM) [70–74], coupled cluster (CC) the-
ory [75–80], in-medium Similarity Renormalization Group (IM-SRG) [81–87], self-consistent Green’s func-
tion methods (SCGF) [88–90], and many-body perturbation theory (MBPT) [91–96]. Medium-mass
nuclei are calculated by constructing effective interactions in the shell-model framework as, e.g., in
Refs. [79, 80, 82, 96, 97]. Some of these methods perform better in closed-shell, single open-shell or
double open-shell nuclei, which explains the spread of the highlighted states around the Z = 20 magic
number and the lines for Z = 28, 40, and 50 in Fig. 1.1. A detailed summary of the current state of
nuclear structure theory is for example given in Ref. [98].
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Figure 1.1.: The chart of nuclides for proton over neutron numbers with the reach of ab initio methods
highlighted in blue (state of 2015), taken from Ref. [64]. As mentioned in the reference, the
figure is for illustrative purposes only and it does not pretend to be imperatively complete.
Magic neutron and proton numbers are visualized by dashed gray lines.
1.2 Nuclear Landscape
So far, we showed the range of ab initio methods along the lower end of the nuclear landscape. The
complete nuclear chart is depicted in Fig. 1.2, as far as it is experimentally observed. Within the figure,
we search for hints of nuclear shell structure. Nuclear states are colored according to their two-neutron
separation energy. Separation energies, in particular the one-neutron (Sn) and one-proton (Sp) as well as
the two-neutron (S2n) and two-proton (S2p) separation energies, indicate whether a nucleus is bound or
not. The latter are given by the differences in binding energy BE(Z ,N):
Sn = BE(Z ,N)− BE(Z ,N − 1) .
S2n = BE(Z ,N)− BE(Z ,N − 2) .
Sp = BE(Z ,N)− BE(Z − 1,N) .
S2p = BE(Z ,N)− BE(Z − 2,N) .
(1.2)
A nucleus is unbound for negative separation energies. One can determine the position of the neutron
and proton driplines with the knowledge of the one- and two-nucleon (and possibly many-nucleon) sep-
aration energies. Neutrons (protons) added to a nucleus located at the neutron (proton) dripline will
“drip” off instead of forming a bound nucleus, hence the name dripline.
Figure 1.2 is constructed with data from the atomic mass evaluation (AME) from 2016 and shows nuclei
with proton number over neutron number. The color coding shows the size of the two-neutron separa-
tion energy S2n, with purple for negative energies, blue for low energies and red for high energies. States
with experimentally unknown S2n are colored gray, while AME16 extrapolated states are given by unfilled
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Figure 1.2.: Two-neutron separation energy S2n throughout the known nuclear landscape based on data
from Ref. [105]. Small values of S2n are colored blue, large ones are colored red, negative
values are given in purple, while unknown S2n values are colored gray. The color coding is
given on the right. In addition we include the extrapolated states from the AME16. They are
denoted by unfilled circles. The two-neutron and two-proton driplines from Ref. [99] (Erler
2012) are colored in rose. Magic neutron and proton numbers at 2, 8, 20, 28, 50, 82, and
126 are highlighted. For visual purposes we enlarge the region from 0 to 28 neutrons and
protons, which is the area of interest in this thesis. We show the shell-model valence space: p
shell, sd shell, and the 0 f7/2 subshell in there.
circles. The color coding is given in the bar on the right. In addition we highlight the magic numbers for
neutrons and protons at 2, 8, 20, 28, 50, 82, and 126. The figure also shows theoretical estimates of
the two-neutron and two-proton driplines colored in rose, obtained in Ref. [99] from density functional
theory (DFT) [100] (see also Ref. [101]) with several Skyrme interactions (see, e.g., Refs. [102–104]). One
can see a decrease in the two-neutron separation energy for states with two neutrons in excess of magic
numbers, which indicates a nuclear shell structure. This is especially pronounced for nuclei with 52 and 84
neutrons, indicating that the magic numbers are 50 and 82. Nuclei with magic neutron (proton) numbers
are stronger bound compared to nuclei in their vicinity. It costs more energy to remove a single neutron
(proton) or a neutron (proton) pair out of these nuclei.
Besides the calculation of the driplines, density functional theory has a wide range of applicability.
In principle, one can calculate the complete nuclear chart with those methods, but their precision is
reduced compared to configuration interaction methods. As mentioned above, ab initio methods reach
low- to medium-mass nuclei, up to medium-heavy nuclei. The calculation of open-shell nuclei has been a
long-standing problem of those methods. However, recent efforts to extract valence-space interactions
for shell-model calculations lead to tremendous progress for sd-shell nuclei [79, 80, 82, 96, 97] (see also
Ref. [106], where NCSM and IM-SRG are merged to calculate low-mass open-shell nuclei). In the medium-
mass to medium-heavy mass region, interactions still rely on calculations with shell-model codes. The
interactions can either be derived from ab initio methods, or one can use phenomenological valence-
space interactions. The latter are usually derived directly by fits to data within the shell-model framework.
Although those phenomenological valence-space interactions typically lead to a precise description of
experimental data, they most of the time miss a fundamental theory. Thus, they cannot be improved
systematically as, e.g., the nuclear interactions from chiral EFT and it is difficult to estimate uncertainties.
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1.3 Overview of main results of this thesis
To structure this thesis, we give an overview of the main results here, and then detail the organization of
the thesis.
• Soft local interactions from chiral effective field theory:
Newly developed local interactions allow for the first time to use interactions from chiral EFT in the
framework of QMC calculations [39, 107]. Aside from QMC, many-body methods usually benefit
from soft interactions. Typically, renormalization group (RG) methods are used to soften inter-
actions. However, they induce both, many-body operators and nonlocal operators. We develop
and investigate a new soft version of local interactions from chiral EFT by lowering the size of the
momentum-space cutoff Λ, i.e., raising the coordinate-space cutoff R0. Our findings are presented
in Ch. 4 of this thesis. We also show applications of those interactions in nucleus-nucleus scattering
calculations with double-folding potentials [108].
• Analyzing the Fierz-rearrangement freedom for local interaction from chiral EFT:
Locally regularized interactions suffer from violated Fierz-rearrangement freedom. This was first
found in locally regularized three-body interactions [109, 110]. We analyze this phenomenon in
the two-body sector in this thesis (see also Ref. [111]). Our investigations focus on the impact on
phase shifts, the 4He binding energy, and the energy per particle in neutron matter calculations.
We show that effects of the violated Fierz-rearrangement freedom are sizable at LO, but they are
largely corrected at NLO. Further details are discussed in Ch. 5.
• Large-cutoff behavior of local chiral effective field theory interactions:
The cutoff behavior towards large-momentum space cutoffs of nonlocally regularized interactions
from chiral EFT has been investigated by Nogga, Timmermans, and van Kolck (NTvK) in Ref. [112].
They found that taking large cutoff values requires additional constants in partial waves with attrac-
tive tensor forces, to counter the contributions from the one-pion exchange potential, in order to
achieve cutoff-independent results. We perform a similar investigation for local interactions, where
we use the violated Fierz-rearrangement freedom to our advantage. We construct LO interactions
with increasing cutoff Λ ∼ R−10 , which produce cutoff-independent phase shifts without the need
of counter terms. A detailed description is provided in Ch. 6 and Ref. [113].
• Shell-model interactions from chiral effective field theory in the sd valence space:
On the one hand, recent progress in many-body methods enables ab initio calculations of medium-
mass nuclei [64]. However, there remain unresolved issues concerning, among other things, the
input Hamiltonian and as a consequence thereof large uncertainties and accuracy in general. On
the other hand, traditional shell-model interactions are still widely used, as they provide a precise
description of experiment, e.g., the universal sd-shell (USD) interactions USDA/USDB from Ref. [114]
lead to root-mean-square deviations of ∼ 100 keV. There is, however, no systematic connection be-
tween those interactions and QCD. We derive effective shell-model interactions from chiral EFT by
fitting the low-energy constants (LECs) directly to ground-state energies and excitation spectra in
the sd valence space, and thereby combine the advantages of chiral EFT and traditional shell-model
interactions. A nuclear interaction in a valence space does not fulfill all of the symmetries of a
nuclear free-space interaction. Most notably, Galilean invariance is broken due to the presence of
the core in the shell-model framework. This leads to new operators which explicitly depend on the
center-of-mass momentum. We present those valence-space operators in Ch. 7. As a first proof of
concept, we construct shell-model interactions at NLO, where leading valence-space operators en-
ter. We compare the results to the phenomenological USDA and USDB interactions from Ref. [114]
and to experimental data. Our interaction has a root-mean-square deviation from experiment of
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roughly 510 keV in a dataset consisting out of 441 states in 77 sd-shell nuclei. Furthermore, it shows
promising predictive power. Our findings are presented in Ch. 8 and Ref. [115].
• Subleading valence-space operators:
Motivated by the great success of our shell-model interaction at NLO, we decided to expand our
theory up to N3LO, which is the subleading order for the new valence-space operators. Together
with two charge-dependent operators, the N3LO shell-model interaction has 63 LECs and six single-
particle energies in the sd shell. With this new enhanced parameter space, we achieve a root-mean-
square deviation of roughly 160 keV with respect to a slightly enlarged data set of 451 states in 77
nuclei. The new interaction has a quality comparable to that of the USDA and USDB interactions
from Ref. [114]. Our results and predictions for this interaction are given in Ch. 9 of this thesis.
• First applications to cross-shell nuclei:
We construct a shell-model interaction for neutron-rich nuclei in the sd + 0 f7/2 cross-shell to investi-
gate the neutron dripline. The extension to such spaces proves to be complicated, as the experimen-
tal data set is more restricted, computational time increases, and one needs to be careful regarding
spurious calculations that suffer from center-of-mass admixtures (see App. C of Ref. [116]). Never-
theless, we find a good agreement of neutron driplines in the lightest valence-space nuclei in our
calculations. Technical details and results for those first applications are reported in Ch. 10.
• A novel approach to partial-wave decompositions:
Along the lines of the inclusion of the new valence-space operators, we need a more generalized
approach to partial-wave decompositions. In the process, we developed a computer code that
generates all linearly independent NN -contact operators at a given order in the chiral power count-
ing. This routine works for free-space contact operators as well as for center-of-mass momentum-
dependent valence-space operators. A different computer code uses those contact operators as
input and generates the corresponding partial-wave matrix elements automatically. Optionally, it
can return the analytic structure of a given operator in a partial-wave basis. This approach can be
extended to the one-pion-exchange potential. We perform a partial-wave decomposition of the
latter without the need of numerical integrals. All relevant information to reconstruct this new
method are detailed in App. B.
This thesis is structured as follows: In the subsequent chapter, we give a short introduction to quantum
chromodynamics and nuclear forces from chiral effective field theory. We motivate the new develop-
ments for local interactions and shell-model interactions from chiral EFT in Ch. 3. General details about
the fit procedure to phase shifts, as well as the new soft local interactions are presented in Ch. 4. In
Ch. 5, we investigate the violation of the Fierz-rearrangement freedom in the presence of local regula-
tors in two-body interactions from chiral EFT. We extend our investigation of local chiral regulators in
Ch. 6, where we examine the large (momentum-space) cutoff behavior of interactions at leading order.
In Ch. 7, we start our investigation of valence-space interactions from chiral EFT. This chapter introduces
the data sets, Coulomb correction schemes, and fitting algorithms used for the shell-model fits in the
subsequent chapters. Our first investigations of the sd-shell for interactions up to second order in chiral
power counting are given in Ch. 8. Further investigations up to forth order in the power counting follow
in Ch. 9. In Ch. 10, we consider cross-shell interactions in the sd valence space with the addition of the
0 f7/2 neutron single-particle orbit. We further investigate the neutron dripline resulting from these inter-
actions. A summary and outlook is given in Ch. 11.
In App. A, App. B, and App. C, we provide additional information for the partial-wave decomposition of
the momentum-space contact operators. General mathematical tools are provided in App. A, a general
ansatz for the partial-wave decomposition on the basis of mathematical tensor operators (see App. A) is
given in App. B. Appendix C lists all contact operators in a mathematical tensor-operator representation.
A short overview about the transformation from the partial-wave basis to the harmonic-oscillator basis,
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which we use for the shell-model calculations is given in App. D. Finally, we list two-body matrix elements
and low-energy constants as well as single-particle energies, which we obtained in our fits in App. E.
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2 The strong interaction and nuclear forces
The interaction among nucleons, i.e., protons and neutrons, is described by nuclear forces. Nucleons
are not elementary particles but they have a substructure of quarks and gluons. Quarks and gluons are
strongly interacting particles. In the standard model, the theory of the strong interaction is called quan-
tum chromodynamics (QCD) [117]. Nuclear forces between two (and multiple) nucleons are a residual
effect of the underlying strong interaction between quarks and gluons in different nucleons. However,
various difficulties arise if one wants to extract nuclear interactions from QCD, as it cannot be treated
perturbatively at low-energy scales relevant for the nuclear interaction [118, 119]. A promising approach
to low-energy observables from QCD is Lattice QCD [120–126], which treats QCD on a discretized space-
time grid. Lattice QCD made tremendous progress in the past years, as visualized in the light hadron mass
spectrum in Fig. 2.1 taken from Ref. [127], where the pion, kaon, and Ξ (xi) mass were used as input pa-
rameters to set the light quark mass. From this the remaining hadron masses were calculated with great
success. However, calculations in this framework are very involved and computationally expensive, even
for small systems. Thus, we rely on different methods to describe the nuclear interaction. In this work,
we use chiral effective field theory (EFT) [23, 24, 26, 27]. Chiral EFT is a systematic low-energy expansion
of QCD where the relevant degrees of freedom are nucleons and pions rather than quarks and gluons. A
power-counting scheme orders contributions according to their importance, and thus, provides a hierar-
chy of nuclear forces in the two- and many-body sector. Moreover, it enables calculations with controlled
theoretical uncertainties [30, 36].
In the following, we give a brief introduction to QCD and chiral EFT. Afterwards, we provide a more
detailed overview on the operators from chiral effective field theory and on symmetries of Hamiltonians
for nuclear interactions.
2.1 Quantum chromodynamics
As mentioned above quantum chromodynamics describes the interaction between quarks and gluons.
In the standard model, quarks are elementary spin−1/2 particles with positive parity. They come in
six different flavors, which are labeled up (u), down (d), strange (s), charm (c), top (t), and bottom
(b) (or beauty). Their antiparticles are denoted as q f , where q f can take any quark label u, d, s, c,
t, or b. We list basic properties of the quarks in Tab. 2.1. All quarks have different masses and carry
a fraction of the elementary electro-magnetic (EM) charge e. The up, charm, and top quark have an
EM charge of +23 e, while the down, strange, and bottom quark carry the charge −13 e. The respective
antiparticles have the same charge, but with the opposite sign. Besides the EM charge quarks carry
the charge of the strong interaction, which is called color charge (hence "chromo", Greek for color). In
contrast to the EM interaction, the strong interaction has three different types of charge. The charges
are labeled red (r), green (g), and blue (b). Quarks carry one kind of color charge. Anti-quarks carry
an anti-color charge (anti-red (r), anti-green (g), anti-blue (b)). The strong interaction between quarks
is mediated by gluons. Gluons can change the color charge of quarks. As a consequence, they must
also carry a color charge as well as an anti-color charge. This allows gluons to interact with other gluons
(unlike photons, the gauge particles of quantum electrodynamics (QED)). Depending on the size of the
QCD coupling constant αS (see Fig. 2.2), gluon self interactions complicate the strong interaction at low-
energies drastically, as contributions from gluon-gluon or virtual quark anti-quark vertices become large.
One distinguishes between asymptotic freedom and confinement, which we introduce in the following.
At very high energy, e.g., high density and/or temperature, the strong interaction becomes weaker
as the QCD coupling constant αs becomes very small; see Fig. 2.2. This property of QCD is called asymp-
totic freedom [129, 130]. In this energy range, quarks and gluons appear as free particles in a quark-gluon
plasma (QGP) (see Fig. 2.3) and QCD can be treated within perturbation theory. However, on earth these
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Figure 2.1.: Lattice QCD simulations of the light hadronic mass spectrum taken from Ref. [127]. Horizontal
lines and bands are experimental values with uncertainties. Lattice simulations are given by
red filled circles with error bars. Input parameters to set the light quark masses are depicted
by blue circles.
Table 2.1.: Mass, EM charge and isospin properties for the six quark flavors up (u), down (d), strange (s),
charm (c), top (t), and bottom (b), ordered with increasing mass from Ref. [128]. The b and t
quark masses are given in the MS scheme (described within Ref. [128]).
quark mass [MeV] charge [e] T MT
u 2.2+0.6−0.4 2/3 1/2 1/2
d 4.7+0.5−0.4 -1/3 1/2 -1/2
s 96+8−4 -1/3 0 0
c (1.27± 0.03) · 103 2/3 0 0
b 4.18+0.4−0.3 · 103 -1/3 0 0
t (173.21± 0.51± 0.71) · 103 2/3 0 0
extreme circumstances can only be created in high-energy colliders like the Large Hardron Collider (LHC)
at the Conseil Européen pour la Recherche Nucléaire (CERN) in Geneva or the Relativistic Heavy Ion Col-
lider (RHIC) at the Brookhaven National Laboratory. Moreover, this state lasts only for very short periods
of time. Further experiments are planned at the Facility for Antiproton and Ion Research (FAIR) at the
Gesellschaft für Schwerionenforschung (GSI) in Darmstadt. The density and temperature regions acces-
sible to those experiments are schematically depicted in Fig. 2.3, which shows the temperature-density
relation for QCD phases.
At lower energies, with which we usually are confronted, quarks form compound particles. Quarks
are "confined" in hadrons [130]. In the quark-matter phase diagram (Fig. 2.3), this is the bottom left
region around one. The QCD coupling constant becomes very large in this region (see. Fig. 2.2), which
causes perturbative methods to fail. Hadrons are divided into two subgroups: mesons and baryons.
Mesons are made up from a quark anti-quark pair(1). Hence, they have integer values as spin quantum
(1) Note that this is a simplified picture. The quarks we refer to are so-called valence quarks. In QCD, virtual quark-anti-
quark pairs can be produced and annihilated dynamically. They are referred to as sea quarks. There are also more exotic
combinations possible, e.g., the tetraquark [131] which we will not elaborate here.
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Figure 2.2.: Summary of measurements of the QCD coupling constant αs as a function of the energy scale
Q taken from Ref. [128]. The labels NLO, NNLO and N3LO give the order of QCD perturbation
theory which is used to extract αs.
Table 2.2.: Mass, quark structure, EM charge and isospin properties for pions (pi+, pi−, pi0), the neutron
(n), and the proton (p) from Ref. [128].
particle quark structure mass [MeV] charge [e] T MT
pi+ |ud〉 139.57018± 0.00035 +1 1 1
pi− |ud〉 139.57018± 0.00035 -1 1 -1
pi0 1p
2
|uu〉 − |dd〉 134.97668± 0.0006 0 1 0
n |udd〉 939.565413± 0.000006 0 1/2 -1/2
p |uud〉 938.2720813± 0.0000058 +1 1/2 1/2
number. Baryons commonly consist of three quarks(2) or three anti-quarks and have half-integer spin.
Both, mesons and baryons have no net color charge, which is sometimes referred to as "white" or color
neutral. In order to construct color neutral mesons, the quark and anti-quark need to have opposite color
charge, e.g., dgug. For baryons, each quark needs to carry a different type of color charge, e.g., urugdb.
Adding up the EM charges of quarks results in integer values for hadrons. We are in particular interested
in pions (mesons), and neutrons and protons (baryons). Their quark structure, alongside their masses,
electric charge, and isospin properties are listed in Tab. 2.2. From the data given there, one sees that
the neutron mass (mn) is slightly larger than the proton mass (mp). This can be traced back to the quark
structure. The d quark is heavier than the u quark which leads to the broken isospin symmetry, and thus,
to the small mass difference between protons and neutrons. However, since the masses of the u and d
quark are small, the isospin symmetry still is a good approximation (mp ≈ mn).
(2) Also for baryons there are more exotic combinations like, e.g., the pentaquark [132].
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Figure 2.3.: QCD phase diagram with density-temperature regions accessible in the LHC and RHIC ex-
periments as well as the planned range for GSI’s FAIR SIS 300 experiments. Taken from
Owe Philipsen "Numerical Determination of the Phase Diagram of Nuclear Matter", Gauss
Centre for Supercomputing http://www.gauss-centre.eu/gauss-centre/EN/Projects/
ElementaryParticlePhysics/2015/philipsen_PDNM.html?nn=1361054.
2.1.1 The QCD Lagrangian and chiral symmetry
QCD is invariant under local SU(3)c gauge transformations. Since a special unitary group SU(N) has
N2 − 1 gauge fields, QCD has eight different massless gauge bosons, known as gluons. Furthermore
QCD has an approximate SU(2) isospin symmetry for rotations among u and d quarks which is due to the
mass difference of the quarks mc,b,t  ms  mu,d. To a lesser extend, QCD is symmetric under SU(3)
flavor rotation among the three lightest quarks u, d, and s. Before we consider the QCD Lagrangian, we
want to quickly summarize some properties of the special unitary groups.
The unitary group U(N) consists of N -dimensional unitary matrices and can be written as
U(N) = U(1)⊗ SU(N) , (2.1)
where U(1) is a simple factor and SU(N) is the group of N -dimensional unitary matrices U with a de-
terminant of one det(U) = 1. The group has N2 − 1 generators t i , which are N -dimensional, trace-less
hermitian matrices Tr(t i) = 0. The generic SU(N) matrix U reads
U =
N2−1∑
j=1
exp
 
iθ j t j

, (2.2)
where θ j is a rotation angle. In SU(2), the three (22−1) generators are proportional to the Pauli matrices
σ1 =

0 1
1 0

, σ2 =

0 −i
i 0

, σ3 =

1 0
0 −1

. (2.3)
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The generators of the SU(3) group are proportional to the eight Gell-Mann matrices [133, 134]
λ1 =
0 1 01 0 0
0 0 0
 , λ2 =
0 −i 0i 0 0
0 0 0
 , λ3 =
1 0 00 −1 0
0 0 0
 ,λ4 =
0 0 10 0 0
1 0 0
 ,
λ5 =
0 0 −i0 0 0
i 0 0
 , λ6 =
0 0 00 0 1
0 1 0
 , λ7 =
0 0 00 0 −i
0 i 0
 ,λ8 = 1p
3
1 0 00 1 0
0 0 −2
 . (2.4)
The relation between the Gell-Mann matrices and color-anti-color pairs is the following
λi⇔
rr rg rbgr gg gb
br bg bb
 . (2.5)
For Pauli and Gell-Mann matrices, one can write the generators t i as
1
2σi and
1
2λi respectively. The
commutator of the generators reads 
t i, t j

= i fi jk tk , (2.6)
with the anti-symmetric structure constant of the group fi jk. For the Pauli matrices, this structure con-
stant is the Levi-Civita-symbol εi jk, where εi jk = (−)1 if i, j, and k are (anti-) cyclic permutations of the
digits 123, and zero otherwise. For the Gell-Mann matrices, the structure constant takes the following
values
fi jk =

1, for i jk = 123
1
2 , for i jk ∈ {147, 165, 246, 257, 345, 376}p
3
2 , for i jk ∈ {458, 678} ,
(2.7)
where all possible cyclic index permutations have the same result, while anti-cyclic permutations change
the sign. Combinations which are not listed and cannot be constructed by index permutations are zero.
We now introduce the QCD Lagrangian, which takes the following form
LQCD = q

iγµDµ −M

q− 1
4
GµνG
µν , (2.8)
where (q) q are (anti-) quark fields, which contain the different colors and quark flavor combinations.
The gauge covariant derivative reads
Dµ = ∂µ − i g2
8∑
a=1
Aaµλa , (2.9)
with the gluon gauge fields Aaµ, the covariant derivative ∂µ, and the coupling constant g. The coupling
constant g relates to the QCD coupling constant αS from Fig. 2.2 via g2 = 4piαS . The matrices γµ are the
Dirac matrices. Gµν is the gluon field strength tensor given by
Gµν = ∂µ Aν − ∂ν Aµ − i g

Aµ, Aν

, (2.10)
Gaµν = ∂µ A
a
ν − ∂ν Aaµ + g fabc Abµ Acν , (2.11)
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where fabc is the anti-symmetric structure constant from Eq. (2.7) and a, b, and c run over the different
colors. The matrixM is the mass term, which is given by
M =

mu 0
0 md

, (2.12)
in the two-quark Lagrangian(3). This mass term breaks the isospin SU(2) symmetry (or flavor SU(3) when
one considers the strange quark) of QCD, due to the mass differences of the u and d quark.
Chiral symmetry
In the following, we consider only the quark part of the Lagrangian
Lq =
u,d,s,c,b,t∑
i, j
qi
 
iγµDµ −Mi j

q j . (2.13)
In the case mu = md = m the SU(2) isospin symmetry is exact and if both are equal to ms, the SU(3)
flavor symmetry is exact too, and so on. However, the c, b, and t quark are much heavier in nature com-
pared to the u, d, and s quark. Therefore, one typically only considers the u, d, and s quark, or even only
the u and d quark. In the following, we focus on the u and d quark.
For an exact isospin symmetry one finds the conserved Noether currents jaµ
jaµ = −
u,d∑
i, j
i
∂ Lq
∂ (∂ µqi)
(ta)i jq j =
u,d∑
i, j
qiγµ(t
a)i jq j , (2.14)
∂ µ jaµ = 0 , (2.15)
while for different masses the currents are not conserved, as the derivatives still depends on the mass
terms
∂ µ jaµ = −i
u,d∑
i, j
(mi −m j)qi(ta)i jq j 6= 0 . (2.16)
In the symmetric case, the respective vector charges Qa are obtained by volume integration over the
zeroth component of the currents
Qa =
∫
d3x ja0 (x) . (2.17)
In the limit mu = md = 0, the mass term vanishes completely. In addition to the flavor (isospin)-rotation
invariance, the Lagrangian becomes invariant under axial flavor transformations. In this case, there are
additional conserved Noether currents given by
ja5µ =
u,d∑
i, j
qiγµγ5(t
a)i jq j , (2.18)
∂ µ ja5µ = 0 , (2.19)
(3) The complete matrix is given by diag(mu, md,ms,mc,mb,mt).
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with the conserved axial-vector charges
Qa5 =
∫
d3x ja50(x) . (2.20)
This can be rewritten in terms of left- (L) and right-handed (R) transformations
SU(2)L ⊗ SU(2)R(4) , (2.21)
with generators QaL =
1
2(Q
a−Qa5) and QaR = 12(Qa+Qa5). The generators fulfill the commutation relations:
QaL,R,Q
b
L,R

= i fabcQ
c
L,R , (2.22)
QaL,Q
b
R

= 0 . (2.23)
This symmetry, that allows us to transform left- and right-handed quark fields independently (see
Eq. (2.23)), is called chiral symmetry (“chiral" in Greek is related to “hand").
Chiral symmetry breaking
As we know from experiments, quarks are not massless in nature. Thus, chiral symmetry is explicitly
broken by the mass termM in the Lagrangian. This results in a coupling of left- and right-handed quarks.
Due to the small masses of the u and d quark, the explicit symmetry breaking is rather small in the two-
quark sector. In addition, chiral symmetry is also spontaneously broken. We refer to a symmetry as
spontaneously broken, if a symmetry of the Lagrangian is not realized in the ground state of the system.
For convenience, consider the "Mexican hat" potential in Fig. 2.4. The system is perfectly symmetric in
the blue state. However, this is an unstable solution. In nature, the system will randomly pick one of the
stable minimum solutions on the circle where the red state is located. This state does no longer observe
the full symmetries from the blue state. It is symmetric under rotations along the z-axis (dashed circle),
but moving it in any other direction costs energy.
In a world where chiral symmetry would be realized, the transformation properties of left- and right-
handed quarks would lead to the appearance of parity doublets of equal mass. Take for example the ρ
mesons, which are in a Jpi = 1− state. Their parity doublet is in a Jpi = 1+ state. Experimentally, one finds
the a1 particle with these quantum numbers. But when we look at their masses, we see that they differ
considerably
mρ ≈ 775 MeV ,
ma1 ≈ 1260 MeV .
However, the ρ meson splits up in an isospin triplet ρ−, ρ0, and ρ+ with mρ± ≈ mρ0 , which shows
an approximate isospin symmetry. One also sees the isospin symmetry in pion and nucleon masses in
Tab. 2.2. This indicates that the axial symmetry SU(2)A is broken by the QCD ground state while the
isospin symmetry SU(2)V is still a good approximation.
For each spontaneously broken global symmetry there appears a massless Goldstone boson, where the
quantum numbers correspond to the broken symmetry [135]. Goldstone bosons correspond to excita-
tions along the dashed circle in Fig. 2.4. For the SU(2)A, the symmetries manifest in the three charges
Q15, Q
2
5, and Q
3
5. The the Goldstone bosons are the pseudoscalar (J
pi = 0−) pions pi± and pi0. We see
(4) The chiral symmetry group for two flavors is actually given by U(2)L ⊗ U(2)R = SU(2)L ⊗ SU(2)R ⊗ U(1)V ⊗ U(1)A but
for our purposes it suffices to focus on the SU(2) part. U(1)V is the quark number conservation and U(1)A is broken on
quantum level.
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Figure 2.4.: A "Mexican hat" potential with a 90 degree cutout for visual purposes. In the blue state the
system is completely symmetric. The red state has broken the symmetry.
in Tab. 2.2 that pions are not exactly massless mpi± ≈ mpi0 ≈ 135 MeV 6= 0, which is due to the explicit
symmetry breaking, as mu ≈ md > 0. The connection between pion-mass and quark masses are given by
the Gell-Mann-Oakes-Renner relation (see, e.g., Ref. [136]),
m2piF
2
pi ∼ mq 〈0|qq|0〉 . (2.24)
Pions reflect both broken symmetries: The spontaneously broken symmetry due to their mere existence
and the explicitly broken symmetry due to their non-vanishing mass.
2.2 Chiral effective field theory
We want to describe the nuclear interaction, which provides an attractive force capable of forming nuclei
with many nucleons inside. The physics we aim to describe plays a role at low energies, that are much
smaller than the nucleon mass. As mentioned above, this interaction cannot be derived directly from QCD
at the desired precision, thus, we need to take a different approach. We use an effective theory to derive
the low-energy interactions. The key idea behind an effective theory is to only use relevant degrees of
freedom that describe the scales of interest. One needs to define two different scales Q and Λb, where
Q is the scale of interest and Λb is the so-called breakdown scale of the theory with Q Λb. For a larger
separation, Q/Λb becomes smaller, and higher orders in the theory are more suppressed. Physical effects
beyond the breakdown scale are not resolved explicitly and get absorbed in factors known as low-energy
constants (or couplings) (LECs). One then needs to construct the most general Lagrangian with those
degrees of freedom that is consistent with all relevant symmetries of the underlying theory.
Chiral EFT [23, 24] is such a low-energy expansion for QCD. In the mass spectrum of hadrons with only
u and d quarks as shown in Fig. 2.1, we see a large gap between the pion mass mpi ≈ 135 MeV and the
mass of the ρ meson mρ ≈ 775 MeV (we exclude the kaon, as it contains strange quarks). Those two
masses provide a good separation of scales, with the soft (low-energy) scale Q and hard (high-energy)
scale Λb given by
Q ∼ mpi ≈ 135 MeV ,
mρ ¦ Λb ∼ 500 MeV ,
Q
Λb
∼ 1
4
to
1
3
. (2.25)
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pi exchange
NN
ρ,ω, · · · exchange
>
>3N
Figure 2.5.: Schematic drawings of meson exchange diagrams for nuclear forces. Solid lines represent
nucleons while dashed lines represent meson exchanges. In the upper row we depict two
nucleon (NN ) diagrams for one- and two-pion exchanges on the left. On the right, we
show that for heavier mesons, e.g., ρ-meson exchanges get absorbed into a NN -contact
interaction. The lower row shows the same principle for three-nucleon (3N ) forces.
By taking only pions and nucleons as degrees of freedom, the breakdown scale Λb is set such that new
physical effects, e.g., ρ-meson exchanges are excluded, leading to an expansion parameter of roughly
one third. As a result, the interaction explicitly contains one- and two-pion exchanges, and to a lesser
extend three-pion exchanges (see, e.g., Refs. [137, 138]), as well as contact interactions between nucle-
ons. Note that the mass difference between ∆ baryons (m∆ ≈ 1232 MeV) and nucleons is at roughly
300 MeV, and thus, below the breakdown scale. Chiral interactions that explicitly include intermediate
∆ excitations are called ∆-full interactions [41, 42, 139–144]. We focus on ∆-less chiral EFT, where the ∆
excitation is not resolved and gets absorbed into coupling constants, leading to particularly large values
of the two-pion exchange couplings c3 and c4 [140] (see Tab. 2.4).
Contact terms are operators, accompanied by a LEC in which non-resolved structures are absorbed.
We depict this schematically in Fig. 2.5. On the left-hand side, we show the Feynman diagrams for pion-
exchanges in the two- and three-body sector. As pions are explicitly resolved, the diagrams enter the chiral
Lagrangian. The range of the interaction is inversely proportional to the mass of the exchange particle.
Thus, the one-pion exchange (OPE) is responsible for the long-range part of the interaction and the
two-pion exchange (TPE) describes the intermediate-range sector. On the right-hand side, we show the
exchange of heavier mesons, which would describe the short range sector. However, those high-energy
degrees of freedom are not resolved in our theory, i.e., as high energies correspond to short distances,
we cannot distinguish the exchange of heavy mesons from a nucleon-nucleon contact interaction in our
framework. Consequently, we absorb those contributions in the LECs, which are later determined by fits
to experimental data.
In modern many-body calculations, Hamiltonians from chiral EFT have replaced those from phe-
nomenological interactions for several reasons: Chiral Hamiltonians provide a fundamental connection
to QCD and can be improved systematically. Furthermore, they enable theoretical uncertainty estimates
and consistent many-body forces appear naturally.
2.2.1 Weinberg power counting
In this work, we adopt the widely used Weinberg power counting (WPC) [23, 24]. With the WPC one
graphically analyzes diagrams as those in Fig. 2.5 and sorts them in powers of

Q
Λb
ν
, where ν gives the
order of the interaction. Starting with leading order (LO) at ν= 0, next-to-leading order (NLO) at ν= 2,
next-to-next-to-leading order (N2LO) at ν= 3, next-to-next-to-next-to-leading order (N3LO) at ν= 4 and
so on. The order ν of an N -nucleon diagram is given via the following relation [27, 145]
ν= −2+ 2N − 2C + 2L +∑
i

di +
ni
2
− 2

, (2.26)
25
Table 2.3.: Diagrams to determine two-body (NN ) and many-body (3N , 4N , · · · ) forces in chiral EFT up to
N3LO. Contributions are ordered according to WPC. The diagrams are taken from Ref. [146].
Dashed lines symbolize pion exchanges while solid lines are nucleons. Small dots, filled circles,
filled squares and empty squares refer to ∆i = 0, 1, 2 and 4 respectively (see Eq. (2.26) for
details).
Order NN 3N 4N · · ·
LO

Q
Λb
0 – – –
NLO

Q
Λb
2 – – –
N2LO

Q
Λb
3 – –
N3LO

Q
Λb
4 –
...
...
...
... . . .
where N is the number of participating nucleons, C the number of separately connected pieces (usually
one considers only diagrams with C=1) and L the number of loops. The sum runs over all vertices in the
diagram, with di denoting the derivatives or pion-mass insertions and ni the number of nucleon legs in
this vertex. The terms in the sum can be collected in ∆i = di +
ni
2 − 2, which is always larger or equal to
zero. Let us apply this to the diagrams in the upper row of Fig. 2.5, starting from left to right. In the OPE
we have two vertices, where each vertex has ni = 2 and in the lowest order di = 1 as one pion line enters
each vertex. Thus, we find ∆i = 0 for both cases. Furthermore, N = 2, C = 1 as all lines in the diagram
are connected and L = 0 which leads to ν = −2+ 4− 2 = 0. As a result, the OPE contributes to LO. For
the two-pion exchange we find again ∆i = 0 in the lowest order (meaning not having any derivatives
in the vertices). Also we find N = 2 and C = 1 but this time we have one loop L = 1, which leads to
ν = 2. Hence, the two-pion exchange first appears at NLO. The contact interaction on the right has one
vertex with four nucleon legs n = 4. In the lowest order we have di = 0 which leads to ∆ = 0. Again,
we have N = 2, C = 1 and since there are no loops the first contact interaction appears at ν = 0, i.e.,
leading order. Obviously we can increase the value of di as higher numbers of derivatives can be taken
into account, leading to contributions at higher orders. This counting scheme is applied to all possible
diagrams leading to the well known ordering in Tab. 2.3 (consider also Ref. [34, 146]).
The most important contributions appear at LO, i.e., the long-range OPE, which we will discuss later,
and the derivative-free short-range S-wave contacts (see Tab. 2.3). At the next order, there are two-pion
exchange contributions as well as contact interactions that include derivatives. At N2LO, there are cor-
rections to the two-pion exchange in the two-body sector and leading three-body interactions appear.
This list can be systematically extended, e.g., the dominant N5LO contributions have been successfully
implemented in the two-body sector in Ref. [147]. Three-body and higher-body forces arise naturally
in chiral EFT [26, 141, 148] and the importance of three-body forces in many-body calculations is undis-
puted [28, 139, 149, 150]. However, our investigations on local and shell-model interactions from chiral
EFT focus on two-body interactions.
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One use Feynman-like rules to derive the chiral Lagrangian at a given order from diagrams in Tab. 2.3.
As an example, the LO chiral Lagrangian has the following form:
L∆=0 =
1
2
 
∂µpi · ∂ µpi−m2pipi2

+ N

i∂0 +
gA
2Fpi
τσ · ∇pi− 1
4F2pi
τ · (pi× ∂0pi)

N + · · ·
− 1
2
CS(NN)(NN)− 12CT (NσN)(NσN) + · · · , (2.27)
where pi and N are pion and nucleons fields respectively, and σ and τ are Pauli matrices for spin and
isospin. The two constants gA and Fpi are the pion axial-vector coupling constant gA ≈ 1.276 [151] and
the pion decay constant Fpi = 92.4 MeV. In the second line, there are the two LO LECs CS and CT which
need to be adjusted to experimental data. Fore a more detailed overview consider Ref. [27].
2.3 Symmetries of nuclear forces
The operator set we derive from chiral EFT as well as the operators from phenomenological interactions
follow the symmetries of the nuclear Hamiltonian. We give a short summary of the relevant symmetries,
which need to be fulfilled by any operator of the strong interaction.
• Translational invariance and Galilean invariance: In free space, the interaction must not depend
on the center-of-mass (CM) position R and momentum P. In the relativistic case Galilean invariance
gets substituted by Lorenz invariance. As a result, we simply do not use the operators R and P
to construct interactions. However, for interactions in a shell-model valence space this symmetry
is broken. Thus, we will also include the CM momentum operator in the subsequent symmetry
requirements.
• Rotational invariance: Spin, relative, and center-of-mass operators need to be coupled to an oper-
ator of rank zero, i.e., a scalar, in order to preserve the rotational invariance.
• Hermitian operators: As the eigenvalues are real, the Hamiltonian, i.e., the kinetic-energy term
plus the potential, needs to be Hermitian. The momentum and spin operators of single particles
are Hermitian (p†i = pi and σ
†
i = σ i). The same holds for the relative momenta p and p
′ and the
CM momentum P. The momentum transfer in the exchange channel k= 12(p+p
′) is also Hermitian,
but the momentum transfer itself q= p− p′ is anti Hermitian
q = 〈p|q|p′〉 = p− p′ (2.28)
q† = 〈p|q†|p′〉 = (〈p′|q|p〉)†
= (p′ − p)† = p′ − p= −q . (2.29)
In total, we find that the momentum-space and spin-space operators show the following relation
to their Hermitian conjugate
q† = −q ,
k† = k ,
P† = P ,
σ†i = σ i ,
i† = −i ,
(2.30)
with the complex number i . Thus our interaction can only be Hermitian if powers mq of qmq and
mi of imi add up to an even number
(−1)mq+mi = 1 (2.31)
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• Particle exchange: The interaction must be symmetric under particle exchange. Relative momenta
p= 12(p1−p2) are antisymmetric under particle exchange, whereas the CM momentum P= p1+p2
is symmetric under particle exchange. The momentum transfer as well as the momentum transfer
in the exchange channel are therefore antisymmetric under particle exchange. Particle labels of
spin and isospin operators interchange. In total we find:
q → −q .
k → −k .
P → P .
σ1 ↔ σ2 .
i → i .
(2.32)
The sum of the powers mq +mk of qmq and k
m
k , needs to be even for functions, where the spin part
is positive under particle exchange (like σ1 ·σ2 or σ1 +σ2). In the case of functions, where the
spin part is negative under particle exchange (likeσ1 ×σ2 orσ1 −σ2), the sum mq +mk has to be
odd. We introduce an auxiliary operator to distinguish between spin functions that are positive or
negative under particle exchange in spin space
Oσ1↔σ2 =
¨
0, positive under particle exchange in spin space
1, negative under particle exchange in spin space
. (2.33)
With this, the condition for symmetric operators under particle exchange reads
(−1)mq+mk = (−1)Oσ1↔σ2 . (2.34)
• Parity: Parity is the mirror symmetry in configuration space
t
r

→

t
−r

.
Our operators transform as follows under parity transformation:
q → −q .
k → −k .
P → −P .
σ i → σ i .
i → i .
(2.35)
Consequently, operators require to be even in powers of momenta in order to respect parity. The
powers mP , mq, and mk of the momenta P, q, and k need to fulfill
(−1)mP+mq+mk = 1 . (2.36)
• Time reversal: Interactions need to be symmetric under the transformation
t
r

→
−t
r

.
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Momenta, and angular momenta (as well as spins) are antisymmetric under time reversal. However,
position coordinates are not affected by the time-reversal operator. We find for the momentum-
space operators under time reversal
q → −q .
k → −k .
P → −P .
σ i → −σ i .
i → −i .
(2.37)
We need to count powers of of Pauli matrices mσ, where we do not differentiate betweenσ1 and
σ2, e.g., operators like σ1 +σ2 have mσ = 1 and operators like σ1 ·σ2 and σ1 ×σ2 have mσ = 2.
With this we find
(−1)mP+mq+mk+mi+mσ = 1 (2.38)
In summary, the set of equations our interactions need to fulfill to respect all symmetries, is given by
(−1)mq+mi = 1 . (2.39)
(−1)mq+mk = (−1)Oσ1↔σ2 . (2.40)
(−1)mP+mq+mk = 1 . (2.41)
(−1)mP+mq+mk+mi+mσ = 1 . (2.42)
We can identify short-range operators of the strong interaction at any given order, by following those
symmetries.
2.4 Nuclear forces from chiral effective field theory
From the most general Lagrangian, one can determine the operators for the nuclear potential. A typical
two-body interaction from chiral EFT has a long- and intermediate-ranged part which is governed mainly
by one- and two-pion exchanges, and a short-ranged part, governed by NN contact interactions. The
NN potential takes the form
V = Vpi + Vcont , (2.43)
with the pion-exchange part Vpi and the nucleon contact part Vcont.
2.4.1 Pion-exchange interactions
The pionic part is a sum over all pion-exchange contributions Vpi = V1pi + V2pi + V3pi + O
 
V4pi

, where Vipi
denotes the exchange of i pions. Each i-pion exchange contains contributions from different orders of
the WPC V (ν)ipi :
V1pi = V
(0)
1pi + V
(2)
1pi + V
(3)
1pi + V
(4)
1pi + V
(5)
1pi + · · · ,
V2pi = V
(2)
2pi + V
(3)
2pi + V
(4)
2pi + V
(5)
2pi + · · · ,
V3pi = V
(4)
3pi + V
(5)
3pi + · · · .
(2.44)
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In momentum space, one usually writes pion-exchange interactions at a given order like
〈p|Vpi|p′〉 ≡Vpi(p,p′)
=VC +τ1 ·τ2WC + (VS +τ1 ·τ2WS)σ1 ·σ2 + (VLS +τ1 ·τ2WLS)

i
σ1 +σ2
2

· (q× k)
+ (VT +τ1 ·τ2WT ) (σ1 · q)(σ2 · q) + (VσL +τ1 ·τ2WσL) (σ1 · (q× k))(σ2 · (q× k)) ,
(2.45)
with the finial and initial relative momenta
p=
1
2
(p1 − p2) and p′ = 12(p
′
1 − p′2) .(5) (2.46)
In general the functions VC ,S,LS,T,σL and WC ,S,LS,T,σL depend on the relative momenta p and p′. The
operators, q and k represent the momentum transfer and the average momentum respectively, given by
q= (p− p′) ,
k=
1
2
(p+ p′) .
(2.47)
The indices refer to the momenta of particle one and two. Spin and isospin Pauli matrices for particle
i are denoted by σ i and τi respectively. The potentials Wx are all accompanied by the isospin operator
τ1 ·τ2. The subscript x in Wx and Vx refers to C for central, S for central with spin dependence (σ1 ·σ2),
LS for spin orbit (vector), T for tensor, and σL for a tensor in q× k. Central, vector and tensor refer to
the operator structure in spin space (more on this in App. B).
One-pion exchange
The OPE already contributes at LO. The momentum space representation reads
〈p|V (0)1pi |p′〉= V (0)1pi (p,p′) = −

gA
2Fpi
2 (σ1 · q)(σ2 · q)
q2 +m2pi
τ1 ·τ2 , (2.48)
with the pion axial-vector coupling constant gA = 1.276 [151], the pion decay constant Fpi =
92.4 MeV, and pion mass mpi, where the charge independent version uses the average pion mass
mavpi = 138.039 MeV. At LO, the OPE is charge independent (CI). A charge-dependent (CD) version, is
used starting at NLO. It takes the form
V CD1pi (p,p
′) = −V1pi(p,p′,mpi0) + 2(−1)T+1V1pi(p,p′,mpi±), (2.49)
with the isospin T and
V1pi(p,p
′,mpi) = −

gA
2Fpi
2 (σ1 · q)(σ2 · q)
q2 +m2pi
. (2.50)
In some cases the CD version is already used at LO see, e.g., Refs. [39, 152]), because it simplifies compar-
ison with higher orders. For the same reason we use a charge dependent version at LO.
One-loop diagrams and coupling constant corrections that appear at higher orders (Goldberger-
Treiman discrepancy), are typically dealt with by changing the axial coupling gA from 1.276 to 1.29 (see
for example Refs. [27, 152, 153]). Further relativistic corrections appear at N3LO, which lead to
V (4)1pi (p,p
′) = p
2 + p′2
2m2

gA
2Fpi
2 (σ1 · q)(σ2 · q)
q2 +m2pi
τ1 ·τ2 , (2.51)
where m is the nucleon mass.
(5) The general expression for the relative momentum is p = (p1m2 − p2m1)/(m1 + m2). In the two-nucleon system one
usually takes mn ≈ mp ≈ m, with the nucleon mass m which leads to the expressions above.
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Two-pion exchange
Contributions of the TPE enter at NLO. The diagrams lead to the following contributions [154]
W (2)C (p,p
′) = L(Λ˜,q)
384pi2F4pi

4m2pi(1+ 4g
2
A − 5g5A) + q2(1+ 10g2A − 23g4A)−
48g4Am
4
pi
ω2

,
V (2)T (p,p
′) = − 3g
4
A
64pi2F4pi
L(Λ˜,q) ,
V (2)S (p,p
′) = −q2V (2)T (p,p′) ,
(2.52)
whereω=
Æ
4m2pi + q2 and the logarithmic function L is given by
L(Λ˜,q) =
ω
2|q| log
 Λ˜ω˜2 − 2m2piq2 + Λ˜qΛ˜2 − 4m2pi|q|ω
2m2pi(Λ˜2 + q2)
 , (2.53)
with ω˜ =
Æ
2m2pi + q2. Here Λ˜ denotes the cutoff of the spectral-function renormalization (SFR) which is
presented in Ref. [155] to renormalize divergent integrals over the pion loops. In the limit Λ˜→∞, we
find
lim
Λ˜→∞
L(Λ˜,q) =
ω
q
log

ω+ q
2mpi

.(6) (2.54)
The result for infinite cutoff in the SFR agrees with that of the dimensional regularization (DR) (see, e.g.,
Ref. [27] for details on DR). First corrections appear at N2LO, which read:
V (3)C (p,p
′) =
3g2A
16piF4pi
ω˜2
 
2m2pi(c3 − 2c1) + c3q2

A(Λ˜,q) ,
W (3)T (p,p
′) = − g
2
A
32piF4pi
c4ω
2A(Λ˜,q) ,
W (3)S (p,p
′) = −q2W (3)T (p,p′) ,
(2.55)
where A is given by
A(Λ˜,q) =
1
2q
arctan

q(λ˜− 2mpi)
q2 + 2Λ˜mpi

. (2.56)
Similar to the L function, the SFR scheme is connected to DR for infinite cutoff
lim
Λ˜→∞
A(Λ˜,q) =
1
2q
arctan

q
2mpi

. (2.57)
In Eq. (2.55), there are three low-energy constants c1, c3, and c4 (c2 contributions vanish at this order). At
N3LO, new pion-nucleon LECs appear, which are labeled d1+d2, d3, d5, and d14−d15. At N4LO, additional
constants enter in the pion exchange, denoted by e14,15,16,17,18 [30, 140, 152]. For local interactions in
Chs. 4 - 5, we use the same LECs as in Ref. [39], which are taken from Ref. [153]. In Ch. 7 and subsequent
chapters, we use the pion LECs from Ref. [30], which are fitted to experimental piN scattering data, and
are consistent with measurements from Refs. [156–158] (see also Refs. [153, 159]). We list all pion LECs
that are used in this work in Tab. 2.4. The remaining expressions of the pion exchange at N3LO and
beyond can be found in Refs. [30, 31, 34, 138, 152, 161].
(6) We use q = |q| from now on, but one needs to be aware that q depends on the angle between p and p′ as we will see in
App. B.
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Table 2.4.: Low-energy constants as they appear in pion exchanges at N2LO and N3LO. The ci are in units
of GeV−1, and d i in units of GeV−2. For our calculations, we take the values from Ref. [153],
where pi-LECs at N3LO are taken from Ref. [160].
Order c1 c2 c3 c4 d1 + d2 d3 d5 d14 − d15
N2LO −0.81 – −3.40 3.40 – – – –
N3LO −0.81 3.28 −3.40 3.40 3.06 −3.27 0.45 −5.65
2.4.2 Contact interactions
In the two-nucleon sector, one encounters new contact interactions at each even power of ν (odd powers
of momenta are incompatible with the symmetries mentioned in Sec. 2.3). At leading order, contact
interactions are free of any derivatives, i.e., interactions do not depend on relative momenta p and p′.
At NLO, we encounter contact interactions that are proportional to momentum squared. There are new
contact interactions with momentum to the power of ν = 4 at N3LO, and so forth. The number of
contact operators increases with order, and each operator is accompanied by a LEC. We adjust those
LECs either to NN phase shifts as described in Ch. 4 or to nuclear ground-state and excitation energies as
described in Ch. 7. Symmetries allow us to reduce the number of LECs at each order, if certain conditions
are met. This reduction is due to the Fierz ambiguity or Fierz-rearrangement freedom, which is violated
for locally regularized interactions cf. Ch. 5 and Ref. [111].
In a Fierz-reduced operator set, we find two linear independent contact interactions at LO, seven new
contact interactions at NLO, 15 new ones at N3LO, and 26 new LECs at N5LO. In the following we present
those operator structures at LO, NLO, and N3LO.
Leading order
At LO, we have in principle four different possible operators
V (0)cont(p,p
′) = C1 + Cσ σ1 ·σ2 + Cτ τ1 ·τ2 + Cστ σ1 ·σ2τ1 ·τ2 , (2.58)
with LECs C1, Cσ, Cτ, and Cστ. Those operators build an over-complete set. It is sufficient to pick any two
operators that are linearly independent in S waves, i.e., all but the combination 1 and (σ1 ·σ2)(τ1 ·τ2).
The common choice is to pick the operator pair 1 andσ1 ·σ2,
V (0)cont(p,p
′) = CS + CT σ1 ·σ2 , (2.59)
where the LECs for this choice are typically renamed to CS and CT . The complete LO potential is then
given by
VLO(p,p
′) = V (0),CD1pi (p,p′) + CS + CTσ1 ·σ2 . (2.60)
The LECs at leading order are given in units of GeV−2 or fm2.
In addition to the charge-dependent OPE, one can introduce an isospin-breaking (ISB) and charge
independence-breaking (CIB) contact at LO. Those contacts are typically adjusted to reproduce the
proton-proton (pp) and neutron-neutron (nn) scattering lengths. In this work, we adopt the defini-
tion from Ref. [39].
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NLO and N2LO
The seven LECs and operators at NLO are typically chosen as
V (2)cont(p,p
′) =C1q2 + C2k2 +
 
C3q
2 + C4k
2

σ1 ·σ2 + i2C5 (σ1 +σ2) · (q× k)
+ C6(σ1 · q)(σ2 · q) + C7(σ1 · k)(σ2 · k) . (2.61)
The non-reduced set also includes all operators from above with an additional τ1 ·τ2 operator. The LECs
Ci at NLO are given in units of GeV−4 or fm4. The complete two-body potentials at NLO and N2LO are
given by
VNLO(p,p
′) = VLO(p,p′) gA→1.29 + V
(2)
2pi (p,p
′) + V (2)cont(p,p′) , (2.62)
VN2LO(p,p
′) = VNLO(p,p′) + V (3)2pi (p,p′) , (2.63)
respectively.
N3LO and N4LO
At N3LO, the 15 linearly independent contributions read
V (4)cont(p,p
′) =D1q4 + D2k4 + D3q2k2 + D4(q× k)2 +
 
D5q
4 + D6k
4 + D7q
2k2 + D8(q× k)2

(σ1 ·σ2)
+ D9
i
2
q2 (q× k) · (σ1 +σ2) + D10 i2k
2 (q× k) · (σ1 +σ2) + D11q2(q ·σ1)(q ·σ2)
+ D12k
2(q ·σ1)(q ·σ2) + D13q2(k ·σ1)(k ·σ2)
+ D14k
2(k ·σ1)(k ·σ2) + D15((q× k) ·σ1)((q× k) ·σ2) . (2.64)
Similar to NLO, the non-reduced set contains all operators from above with an additionalτ1 ·τ2 operator.
At this order, the LECs are labeled Di and they are given in units of GeV−6 or fm6. The complete two-body
interaction at N3LO takes the form:
VN3LO(p,p
′) = VN2LO(p,p′) + V (4),CD1pi (p,p′) + V
(4)
2pi (p,p
′) + V (4)3pi (p,p′) + V (4)cont(p,p′) . (2.65)
At N4LO, there are only corrections to the pion-exchange potential and no new nucleon-nucleon LECs
VN4LO(p,p
′) = VN3LO(p,p′) + V (5)1pi (p,p′) + V
(5)
2pi (p,p
′) + V (5)3pi (p,p′) . (2.66)
2.5 Determination of low-energy constants
The low-energy constants from the nucleon contact interactions are determined by adjusting the inter-
actions to experimental data. In the two-body sector, this can be the deuteron binding energy and
nucleon-nucleon scattering data. The latter can be decomposed into partial waves, where the resulting
semi-empirical values are so-called phase shifts. Nucleon-Nucleon phase shifts reflect the influence of the
two-body potential on the infinite range behavior of the scattering wave function. In comparison to a
plane wave. This difference is given by a phase, hence phase shifts.
In this work, we use phase-shift values from the widely known partial-wave analysis (PWA) from
Ref. [162]. Phase shifts depend on angular-momentum quantum numbers l and j, spin s, and isospin
T , where the orbital angular momentum l and the spin s are coupled to the total angular momentum
j denoted by (ls) j. The isospin T itself is redundant as it depends on l and s via the Pauli principle:
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Table 2.5.: Spectroscopic notation of orbital angular momenta l. We show the notation from l = 0 to
l = 4. Starting with l = 3 the spectroscopic notation goes on alphabetically. In the last line,
we show the form of the corresponding spherical-harmonic function with the projection of l
set to zero; ml = 0.
l 0 1 2 3 4 · · ·
letter S P D F G · · ·
Yl0 · · ·
l+s+T = odd for fermions. Phase shifts depend on the energy, where one typically considers the energy
in the laboratory system Elab. The laboratory energy is given by a sum over the energy in the relative
system (rel) and the energy in the center-of-mass system (CM):
Elab = Erel + ECM
=
p2
2µ
+
P2
2M
, (2.67)
with the center-of-mass momentum in the two-body system P = p1 + p2, the total mass M =
∑
i
mi =
m1 + m2 ≈ 2m, and the reduced mass µ = m1m2m1+m2 ≈ m2 . In the laboratory system, one considers a
projectile or beam that hits a fixed, motionless target (p2 = 0). For the two-nucleon system this leads to
the relation Erel = ECM, and thus, Elab = 2Erel.
Phase shifts at a given laboratory energy Elab and in a given partial wave are denoted by δ
jst
l (Elab) or
in the spectroscopic notation δ(2s+1) l j (Elab). In the spectroscopic notation the orbital angular momentum
is denoted by a letter instead of a number. The transformation is given in Tab. 2.5.
2.5.1 Lippmann-Schwinger equation
The Lippmann-Schwinger equation (LSE) [163] is an indirect approach of solving the Schrödinger equa-
tion (SE) for a scattering problem. In the LSE, one needs to solve the so-called T -matrix, which is given
by
T (Ep′) |φp′〉= V |φp′〉+V lim
ε→0
2µ
p′2 − p2 + iεT (Ep′) |φp′〉 , (2.68)
with the relative-momentum operator p in the denominator. Furthermore, the +iε term is introduced
in the derivation of the LSE to avoid singularities in the denominator. The plane-wave states contain
momentum, spin and isospin quantum numbers
|φp′〉 ≡ |p′, sms, TmT 〉 , (2.69)
with spin and spin projection s,ms and isospin and isospin projection T,mT . The solution of Eq. (2.68) in a
partial-wave basis reduces to a simple matrix inversion, instead of the solution of differential equations in
the SE. The T -matrix can be expanded in a partial-wave basis, where a connection between the scattering
matrix (S-matrix) and the on-shell T -matrix takes the form
Ss j tl l′ (p) = δl l′ − 2piiµp T s j tl l′ (Ep, p, p) , (2.70)
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with T s j tl l′ (Ep′′ , p, p
′) ≡ 〈p(ls) j t|T (Ep′′)|p′(l ′s) j t〉. On-shell refers to elements with p = p′ = p′′. The S-
matrix itself is connected to phase shifts. Partial waves with l = j are uncoupled waves. In those channels
there is only one individual phase shift and no admixture of states with different orbital angular momenta
l ′. In this case, the S-matrix is given by
Ss j tl= j,l′= j(p) = exp

2iδs j tl (Ep)

. (2.71)
For l 6= j, one is in general confronted with coupled systems. These systems consist of one partial wave
with l = j−1 and one with l = j+1, which we define as l< and l>, respectively. The 3P0 wave is the only
exception to this rule. It cannot be coupled as l< = −1 does not exist. All other partial waves with l 6= j
are coupled to a wave with different l but equal j. Those coupled systems are for example the 3S1−3 D1,
3P2 −3 F2, and 3D3 −3 G3 channels. The S-matrix for coupled channels reads:
Ss j tl,l′(p) =
 
cos
 
2ε j(Ep)

exp

2iδs j tl< (Ep)

i sin
 
2ε j(Ep)

exp

i

δ
s j t
l<
(Ep) +δ
s j t
l>
(Ep)

i sin
 
2ε j(Ep)

exp

i

δ
s j t
l<
(Ep) +δ
s j t
l>
(Ep)

cos
 
2ε j(Ep)

exp

2iδs j tl> (Ep)
 ! , (7)
(2.72)
with the phase shifts δ< and δ> and the mixing angle ε j , which connects the coupled channels with each
other. Like for phase shifts, semi-empirical data for mixing angles is also available in Ref. [162].
2.6 Regulators
The calculation of Eq. (2.68) is a numerical task that requires a finite matrix representation of V , so that
V can be cut off for large momenta. In addition, diverging contributions at zero distance (i.e., large
momenta) from the pion exchange need to be removed. This procedure is reasonable, as the effective
theory is valid only for momenta Q  Λb ∼ 500 MeV. However, cutting off parts of the interaction in-
troduces artifacts which need to be studied. Nonlocal interactions are typically regularized with nonlocal
regulators of the form:
f nonloc(p,p′) = exp

− pn + p′n
Λn

, (2.73)
where the cutoff is chosen similar to the breakdown scale Λ ' Λb, and n takes even integer values. This
regulator function is then multiplied to the interaction:
V (p,p′) 7→ V (p,p′) f nonloc(p,p′) . (2.74)
The interaction is driven towards zero for large values p and p′, as f nonloc decreases. It is hardly affected by
the regulator for small values of p and p′. This kind of regulators were used for example in Refs. [34, 153].
Regulator artifacts are estimated by probing several cutoffs. This leads to a whole family of interactions
that vary in a certain range of cutoffs.
Local potentials are regularized by local regulators, to preserve their locality. This means that the
regulator function in coordinate space may only depend on r. In this work, we will closely follow the
approach from Ref. [39], where the long- and short-range regulators are used to regularize pion-exchange
contributions and contact interactions, respectively. We elaborate on local regulators that are considered
within this thesis in Ch. 4, and further investigate effects (see Ch. 5) and different forms (see Ch. 6) of
such regulators.
(7) The phase shifts we list here are so called "bar" phase shifts, which is the notation used in Ref. [162].
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2.7 Uncertainty estimates from chiral effective field theory
The operator structure from above, and regulator functions are nothing new and phenomenological nu-
clear interactions have always been using similar constructs. One example is the Argonne V18 (AV18) [18]
interaction from 1995, where the first 14 operators are given by
O p=1,14AV18 =

1,σ1 ·σ2,Si j, l · s, l2, l2(σ1 ·σ2), (l · s)2
	⊗ {1,τ1 ·τ2} , (2.75)
with a tensor operator Si j that is similar to (q ·σ1)(q ·σ2), a spin orbit operator l · s similar to i2(σ1 +
σ2) · (q× k) and so on. This similar structure of the operators is due to the symmetries that the nuclear
interaction needs to fulfill (see Sec. 2.3).
The benefit of chiral EFT, or an EFT in general, is that we have a systematic low-energy expansion
of operators. The power counting scheme states which contributions are most important and which
enter at higher orders. We can further estimate the impact of those terms which we are neglecting, i.e.,
which contribute at the next higher order. Thus, chiral EFT provides not only systematically improvable
results, but also enables a theoretically motivated uncertainty estimate and many-body contributions
enter naturally. Historically, uncertainty estimates in chiral EFT have been obtained by the variation of the
cutoff Λ in a certain range [153, 159]. This approach tends to overestimate uncertainties of orders where
no new NN LECs enter (e.g., at N2LO (ν = 3)). The EFT uncertainty discussed in Ref. [30], considers data
from calculations at lower orders in the power counting. This approach can be traced back to a simplified
version of uncertainty estimates from Bayesian statistics as shown in Refs. [35, 36] (see also Ref. [37] on
this topic). A similar approach is taken in Ref. [164]. Uncertainty estimates make use of the knowledge
we have from the power counting and they do only depend on the cutoff under consideration (and not
a whole range of cutoffs).
Following Ref. [30], the uncertainty depends on the expansion parameter Q/Λ, with the cutoff Λ. As
mentioned above, Q represents typical momenta, which are of the order of the pion mass, and/or the
actual pion mass. In the uncertainty estimate we take Q as
Q =max (p, mpi) , (2.76)
where p is a typical momentum of the system (e.g., the relative momentum in the two-body system). In
the two-body system, it can be related to the lab energy from Eq. (2.67) by p =
p
mElab/2. Starting with
Elab ≈ 40 MeV the relative momentum becomes larger than the pion mass. For a quantity X we estimate
the correction due to neglected higher orders ∆X . At LO (ν = 0) we estimate the influence at the order
ν= 2 (NLO) as there are no contributions at ν= 1. The uncertainty estimate at LO is given by
∆X (0)(p) =

Q
Λ
2
|X (0)(p)− X free(p)| , (2.77)
where X free(p) is the expectation value of the system without the presence of the interaction. For phase
shifts X free(p) = 0. At any higher oder, the uncertainty estimate reads:
∆X (ν>1) =max

Q
Λ
ν+1
|X (0)(p)− X free(p)|,

Q
Λ
ν−1
|X (0)(p)− X (2)(p)|,
Q
Λ
ν−2
|X (2)(p)− X (3)(p)|, · · · ,

Q
Λ
1
|X (ν−1)(p)− X (ν)(p)|

. (2.78)
Thereby one estimates the uncertainty by the deviation between two subsequent orders or the LO value,
weighted with the expansion parameter to a certain power.
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3 New developments in chiral effective field theory
In this thesis, we investigate new developments in the application of chiral EFT. The first half of this thesis
focuses on local interactions from chiral EFT. The general idea to have local nuclear interactions is nothing
new, and local phenomenological interactions have been around since decades (e.g., the AV18 interac-
tion [18](1)). However, local interactions from chiral EFT is a topic of recent research [38–41, 107, 165].
It allowed for the first time to combine interactions from chiral EFT with the precision Quantum Monte
Carlo (QMC) methods [39, 66, 67, 109, 165–169], which is leading to systematically improvable many-
body calculations based on ab initio few-nucleon forces with controlled theoretical uncertainties.
The second half of this thesis focuses on the implementation of chiral EFT in a shell-model valence space.
The nuclear shell model [7–9] is a very successful many-body method, which is widely used for the calcu-
lation of nuclear-structure properties in the medium to medium-heavy mass region of the nuclear chart.
Typically, the model space for shell-model calculations include one major harmonic-oscillator (HO) shell,
or extensions by including another full shell or some of the lowest-lying subshells. In order to perform cal-
culations with the nuclear shell model, one requires matrix elements that describe the interaction among
nucleons in the valence space under consideration. [116]. There are two common approaches to arrive at
these valence-space interactions, which can be divided into so called two-body matrix elements (TBMEs)
and single-particle energies (SPEs). First, there are the traditional approaches, where an effective inter-
action is constructed in a specific valence space by fitting free parameters to experimental properties
in the model space. These parameters can either be theoretically motivated, or one can use the TBMEs
and SPEs directly as parameters. A very promising example are the USDA and USDB interaction from
Ref. [114], which reproduce the experimental data with a root mean square (RMS) deviation of only a
few hundred keV. Second, valence-space interactions can be derived using modern ab initio methods,
which can then be used in shell-model calculations. Among those methods are many-body perturbation
theory (MBPT) [91, 92, 95, 96], the no-core shell model (NCSM) [73, 74], coupled-cluster theory (CC) [78–
80] and the in-medium similarity renormalization group (IM-SRG) [64, 81–83]. All of those methods start
from a few-body Hamiltonian, which typically consists of two- and three-body interactions from chiral
effective field theory (EFT). These methods do not achieve the same accuracy as the traditional methods,
but they can provide uncertainty estimates. Our goal is to combine the systematics of forces from chiral
EFT with the high-precision of effective interactions from phenomenology. For this we construct an ef-
fective valence-space Hamiltonian, based on operators from chiral EFT by adjusting the LECs to nuclear
ground-state energies and excitation spectra in shell-model valence spaces. Valence-space Hamiltonians
contain novel operators, which appear due to broken free-space symmetries by the presence of a core.
In the second section of this chapter we present those new operators and sort them into the Weinberg
power counting scheme.
3.1 Local chiral interactions
Locality of interactions is a crucial requirement of some many-body methods like QMC. Also other frame-
works can profit from local interactions in terms of simplified calculations and reduced computational
time like, e.g., the double-folding formalism, which we investigated in Ref. [108]. This technique requires
self-consistent calculations involving multiple three-dimensional integrals in each iteration. Local interac-
tions facilitate those calculations dramatically, as locality effectively reduces the number of integrals one
needs to evaluate. However, we found there, that out of the existing local interactions from Ref. [39],
(1) Some operator terms in this interaction are technically not local, e.g., the spin-orbit force l · s. They can, however, be
treated in a controlled way within QMC methods.
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only the softest interaction with R0 = 1.2 fm converges at all orders up to N2LO. We construct new soft
local interactions at R0 = 1.4, and 1.6 fm for the application in nucleus-nucleus scattering and fusion in
Ref. [108]. For consistency, we also construct an interaction at R0 = 1.2 fm. We further elaborate on the
construction of these new soft interactions and show one application for the elastic 16O–16O cross section
in Ch. 4 of this thesis.
Violated Fierz-rearrangement freedom is a known problem in locally regularized three-body interac-
tions [107, 109, 170]. In the three-body sector at N2LO one is confronted with a variety of possible
operators. As one example, Ref. [109] investigates the three-nucleon (3N ) contact term (VE), which is the
last diagram in the N2LO three-body sector in Tab. 2.3. The potential reads
VE =
cE
ΛχF4pi
∑
i< j<k
∑
cyc.
O i jk fshort(rk j,R3N ) fshort(ri j,R3N ) , (3.1)
with the chiral symmetry-breaking scale Λχ , the 3N LEC cE , the coordinate-space cutoff R3N and short-
range regulator
fshort(ri j,R3N ) =
1
piΓ (3/4)R33N
exp

−
 ri j
R3N
4
. (3.2)
The latter is labeled δR3N (r) in Ref. [109]. The distance ri j is the relative distance between particle i and
j. The first sum runs over the three single-particle labels i, j, and k and the second sum over all cyclic
permutations of those indices (for more details see Ref. [171]). There are several options allowed by
symmetries for the operator O i jk. Possible choices are
1, σ i ·σ j, τi ·τ j, (σ i ·σ j)(τi ·τ j), (σ i ·σ j)(τi ·τk),

(σ i ×σ j) ·σk
 
(τi ×τ j) ·τk
	
. (3.3)
For nonlocal regulators, this set can be reduced due to a single operator due to symmetries. This is
referred to as Fierz-rearrangement freedom. However, in Ref. [109] was found that this rearrangement
freedom is violated when local regulators are used. As a consequence, the choice of O i jk does effect the
result of the interaction.
Similar to the three-body sector, the Fierz-rearrangement freedom is violated for local regulators in
two-nucleon interactions. In Ref. [111] we investigated the extend of this violation. We see similar prob-
lems due to the broken Fierz-rearrangement freedom in LO interactions. Local regulators do interfere
with the partial-wave decomposition of nuclear interactions. This leads to a sensitivity on the choice of
the LO operators in partial waves with odd orbital angular momenta. However, we find that differences
at LO are greatly reduced at NLO. Our findings from Ref. [111] are detailed in Ch. 5 of this thesis.
We further investigate the large (momentum-space) cutoff behavior of local regulators at LO. This re-
lates to the coordinate-space cutoff via Λ ∼ R−10 . Such a renormalization behavior has already been
studied for nonlocal regulators with cutoffs from Λ = 2 – 20 fm−1 in 2005 in Ref. [112], where it was
found that the Weinberg power counting leads to cutoff independent results in channels, where the
tensor-force of the OPE is repulsive, in channels with spin S = 0 , as well as in the 3S1 channel. The lat-
ter has a contact term already at LO. In partial-wave channels in which the tensor-force of the one-pion
exchange is attractive and no contacts are present at LO like, e.g., the 3P0 channel. A strong cutoff depen-
dence was observed as well as the appearance of spurious bound states. To obtain cutoff-independent
interactions, it is suggested to introduce additional contact interactions to balance this attraction in the
affected channels, so-called counterterms.
In our investigation in Ref. [113], we consider coordinate space-cutoffs from R−10 = 0.8 – 10 fm−1 for
different sets of operators(2) and different regulator functions. For most operator combinations we find
(2) The Fierz-rearrangement freedom is violated for local interactions, which makes the choice of LO operators relevant. For
more information see Ref. [111] and Ch. 5
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similar results as in Ref. [112]. However, for one particular choice of operators (1 and σ1 ·σ2), we find
that the cutoff artifacts work to our advantage. The admixture of the S-wave contact operators to
higher partial waves by the local regulator leads to cutoff-independent results in all partial waves. All of
our findings from Ref. [113] are presented in Ch. 6.
3.2 Novel operators for valence-space interactions from chiral EFT
We discussed all free-space operators from chiral EFT up to N3LO in Ch. 2. As mentioned in Sec. 2.3, the
presence of a core in the shell-model framework breaks the Galilean invariance, as it provides a refer-
ence frame to the system. Hence, valence-space operators may explicitly depend on the center-of-mass
(CM) momentum P. Note that the CM operators at NLO have already been investigated in the context
of Fermi liquid theory in Ref. [172], and they take a similar form as the antisymmetric spin-orbit opera-
tors presented in Ref. [173]. We determine the CM momentum-dependent operators by following the
remaining symmetries of the strong interaction from Sec. 2.3. First contributions of those novel operators
appear at NLO, subleading contributions appear at N3LO. As those contributions appear exclusively in our
valence-space (vs) interactions, we will label interactions that feature those operators as NLOvs, N2LOvs,
and N3LOvs. The new contact operators are accompanied by LECs, just like the free-space contact opera-
tors. We label vs LECs at NLO with Pi and those at N3LO with Q i . In the following, we list the operators
according to their order and spin structure as central, vector, and tensor operators.
3.2.1 New operators at next-to-leading order
Contact operators at NLO are proportional to the momentum square. The valence-space operator struc-
tures that appear are consequently ∼ P2, ∼ qP, and ∼ kP. We list the possible, linearly independent
contributions below:
• Central Operators
Following the symmetries from Sec. 2.3, we find two linearly independent central operators:
P2, P2(σ1 ·σ2) . (3.4)
These operators contribute to relative S waves.
• Vector operators
At NLO, we find vector operators which are antisymmetric in spin space. These operators were first
detailed in Ref. [172] in the context of Fermi liquid theory. They are called difference- (diff) and
cross-vector operators, denoted by D12 and A12 respectively. The operators read
D12(q,P) = i(q× P) · (σ1 −σ2) , (3.5)
A12(k,P) = (k× P) · (σ1 ×σ2) . (3.6)
The operators have a similar structure as the antisymmetric spin-orbit interactions in the context of
shell-model interactions as in Ref. [173]. A partial-wave decomposition of those operators shows,
that they only contribute if the initial and final spin differ. In particular, those operators contribute
to the relative, mixed partial waves
3S1 − 1P1 and 1S0 − 3Pj .
• Tensor operators
There is one linear independent tensor operator, which has also been investigated in Ref. [172]. The
CM tensor operator at NLO reads
(P ·σ1)(P ·σ2) . (3.7)
This operator contributes to relative S waves.
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Together with the LECs, the valence-space interaction at NLO reads
V (ν=2)vs (p,p
′,P) =(P1 + P2σ1 ·σ2)P2 + P3i(σ1 −σ2) · (q× P) + P4(σ1 ×σ2) · (k× P)
+ P5(σ1 · P)(σ2 · P) . (3.8)
Free-space LECs and valence-space LECs are determined by fitting the interaction to nuclear ground-state
and excitation energies in the valence-space under consideration. More information about the operators
at NLO are given in App. C.2.
3.2.2 New operators at next-to-next-to-next-to-leading order
Contact operators at N3LO are proportional to momentum to the power of four. For the valence-
space operators, the possible combinations are ∼ P4, ∼ P3 ⊗ {q, k}, ∼ P2 ⊗ q2, qk, k2	, and ∼
P ⊗ q3, q2k, qk2, k3	. Here, we use ⊗ to distinguish between CM and relative coordinates. The al-
lowed operator structures need to fulfill Eqs. (2.39) - (2.42) from Sec 2.3. We list the possible, linear
independent contributions below:
• Central operators
For central operators, the conditions are fulfilled when mq, mk, mi , mP , and mσ all take even values
(see Eqs. (2.39) - (2.42)). We find the following central valence-space operators at N3LO:
q2P2, (q× P)2, k2P2, (k× P)2, P4	⊗ {1, (σ1 ·σ2)} . (3.9)
Each operator in the left parenthesis either appears with the identity operator in spin space, or with
the scalar productσ1 ·σ2. In total we find ten new linearly independent central operators.
• Vector operators
We find 16 new linearly independent vector operators. One of those operators does only contribute
for different final and initial isospin, and thus, it cannot be used for the strong interaction. This
leaves us with 15 new operators. In order to keep a structured oversight, we split up the vector
contributions according to the spin structure, leading to three groups, which are proportional to
(σ1 −σ2), (σ1 ×σ2), or (σ1 +σ2).
– (σ1 −σ2):
Following Eqs. (2.39) - (2.42) from Sec 2.3, we find mi , mq, and mP need to be odd, while mk
needs to be even to fulfill symmetry constraints. This leads to the following operator structure:
i(σ1 −σ2) ·

(q× P)

q2
k2
P2
(k× P)(q · k)
(q× k)(k · P)
((q× k)× (k× P))
. (3.10)
– (σ1 ×σ2):
To fulfill the symmetry requirements, we need odd mk and mP and even values for mi and mq.
This leads to
(σ1 ×σ2) ·

(k× P)

q2
k2
P2
(q× P)(q · k)
(q× k)(q · P)
. (3.11)
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As mentioned above, the operator (σ1×σ2)·((q× P)× (q× k)) would in principle also belong
to this group, but it breaks isospin. This can be seen when one performs the partial-wave
decomposition. The relative partial waves, to which this operator contributes connect odd
values for l + s with even values l ′+ s′. Following the Pauli principle, t is even for odd l + s and
t ′ must be odd for even l ′ + s′. Thus, we omit this structure in the following.
– (σ1 +σ2):
For this operator, we see that mi , mq, and mk need to be odd, while mP needs to be even. This
allows the following CM-momentum dependent operator structures:
i
2
(σ1 +σ2) ·

(q× k)P2
(k× P)(P · q)
(q× P)(P · k)
((k× P)× (q× P))
. (3.12)
• Tensor operators
We find seven new tensor operators that are consistent with the symmetries at this order. The
tensor operators are given by
(P ·σ1)(P ·σ2)

q2
k2
P2
.
(q ·σ1)(q ·σ2)P2 .
(k ·σ1)(k ·σ2)P2 .
((q× P) ·σ1)((q× P) ·σ2) .
((k× P) ·σ1)((k× P) ·σ2) . (3.13)
In total, there are 32 new linearly independent valence-space operators at N3LO. Together with the LECs,
which we label Q i , the valence-space interaction at this order reads
V (ν=4)vs (p,p
′,P) =Q1q2P2 +Q2(q× P)2 +Q3k2P2 +Q4(k× P)2 +Q5P4
+
 
Q6q
2P2 +Q7(q× P)2 +Q8k2P2 +Q9(k× P)2 +Q10P4

(σ1 ·σ2)
+ i (σ1 −σ2) ·

(q× P)  Q11q2 +Q12k2 +Q13P2+Q14 (k× P) (q · k)
+Q15 (q× k) (k · P) +Q16 ((q× k)× (q× P))]
+ (σ1 ×σ2) ·

(k× P)  Q17q2 +Q18k2 +Q19P2+Q20 (q× P) (q · k)
+ Q21 (q× k) (q · P)]
+
i
2
(σ1 +σ2) ·

Q22 (q× k)P2 +Q23 (k× P) (q · P) +Q24 (q× P) (k · P)
+ Q25 ((q× P)× (k× P))] +
 
Q26q
2 +Q27k
2 +Q28P
2

(P ·σ1)(P ·σ2)
+
 
Q29(q ·σ1)(q ·σ2) +Q30(k ·σ1)(k ·σ2)

P2
+Q31 [(q× P) ·σ1] [(q× P) ·σ2] +Q32 [(k× P) ·σ1] [(k× P) ·σ2] . (3.14)
Remarks on the implementation of center-of-mass momentum operators
We investigate the NLOvs interaction with 14 LECs, the N2LOvs interaction also with 14 LECs, and the
N3LOvs interaction with 61 LECs. In addition we consider a N3LONLO,vs interaction with 29 LECs. The
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latter contains all free-space contributions up to N3LO plus valence-space contributions from NLO. To
use these interactions in the shell-model framework, we need to decompose them into partial waves.
The partial-wave decomposed matrix elements are then transformed with a generalized Talmi-Moshinsky
transformation from Ref. [115] to the harmonic-oscillator (HO) basis. We provide a new approach to
the partial-wave decomposition (PWD) of interaction from chiral EFT in App. B. This approach uses a
(mathematical) tensor-operator representation, which is given in App. C. Following the steps in App. B,
we construct a computer code, capable of transforming any contact operator from chiral EFT directly into
partial waves. More details about the transformation to the HO basis are given in chapter 7.
3.2.3 Applications
We implement the CM operators in shell-model interactions, where they lead to significant improvement
of the root-mean-square deviation to experiment. We investigate first applications in Ch. 8 and Ref. [115],
where we construct shell-model interactions from chiral EFT up to NLO in the sd shell. A general introduc-
tion to those interactions is provided in Ch. 7. In Ch. 9 we continue our research by including valence-space
operators at N3LO. As we will show, this leads to a precise description of experiment, and the interaction
is comparable to the USDA and USDB interactions from Ref. [114]. Motivated by the encouraging results
in the sd shell, we extend our model space by including the 0 f7/2 neutron subshell. This allows us to study
the very neutron-rich region of medium-mass nuclei. Results for this cross-shell interaction are presented
in Ch. 10.
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4 Construction of soft, local interactions and applications
Most many-body methods profit from soft interactions in terms of improved convergence. For this
purpose, there exist multiple renormalization-group (RG) methods to soften few-body interactions.
Among those are for example the Vlowk method [174, 175] and the similarity renormalization group
(SRG) [175–185]. Another approach to obtain soft interactions is the unitary correlation operator method
(UCOM) [180, 186]. The impact of RG methods on the momentum-space matrix elements is demonstrated
in Fig. 4.1, where the upper panel shows the Vlowk method and the lower panel shows the SRG method.
Both methods have a parameter to control the “softness". In the case of Vlowk, matrix elements for large
values of k and/or k′ are pushed towards zero as the parameter Λ decreases. Simultaneously, matrix
elements at small momenta are enhanced, resulting in box-like momentum-space matrix representation
in the right panel. As Λ decreases the size of this box decreases. Note that we denote relative momenta
as p and p′ in this thesis and not as k and k′ as in the figure. The lower row demonstrates the impact
of the SRG method. The SRG flow-parameter λ decreases from the left to the right. In the process the
interaction is pushed more and more towards a diagonal form. In both methods, Vlowk and SRG, matrix
elements between low and high momenta are decoupled. While RG methods lead to softer interactions,
they induce many-body operators, even if the initial interaction is a pure two-body interaction, and they
introduce nonlocal contributions. Depending on the many-body method at hand, locality might be a
vital component for the method to work. This is what motivates us to develop soft local interactions,
by adjusting the coordinate-space cutoff accordingly, such that they can directly be used in many-body
calculations. We present interactions with coordinate-space cutoffs R0 = 1.2, 1.4, and 1.6 fm at LO, NLO,
and N2LO.
In the following, we show the functional form of local chiral interactions as introduced in Refs. [38–40].
Afterwards, we discuss details about the fitting procedure. We then present the new local interactions
and show the application to 16O–16O scattering.
4.1 Local chiral nucleon-nucleon potentials
We construct our interactions as suggested in Refs. [38, 39, 41, 165]. The NN potential is a sum of
long-range pion-exchange interactions and short-range contact interactions
VNN (r) = Vpi(r) + Vcont(r) 7→ Vpi(r) flong(r,RL) + Vcont(r) fshort(r,RS) , (4.1)
where in coordinate space we regularize the different contributions using
flong(r,RL) =

1− exp

−

r
RL
n1n2
, (4.2)
fshort(r,RS) =
n
4piΓ (3/n)R3S
exp

−

r
RS
n
, (4.3)
with the long-range regulator, flong(r,RL) and long-range coordinate-space cutoff RL , short-range regu-
lator fshort(r,RS) and short-range cutoff RS , and exponents n1, n2, and n which take integer values (n1
and n take even values). We use RS = RL = R0 as in Refs. [38, 39]. In this chapter, we use n1 = n= 4 and
n2 = 1, which leads to the following expressions:
fl(r,R0) = 1− e−(r/R0)4 , (4.4)
fs(r,R0) =
e−(r/R0)4
piΓ (3/4)R30
. (4.5)
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Figure 4.1.: Impact of RG methods on momentum-space matrix elements of a two-body interaction taken
from Ref. [175]. The upper row (a) shows the Vlowk method for different Λ values, the lower
row (b) shows the SRG method for different flow parameters λ. The color coding refers to
the size of the momentum-space matrix elements. Large positive (negative) matrix elements
are colored red (blue). Vanishing contributions are colored green. The color coding is given
in the bar on the right of each row.
4.1.1 Leading order
In coordinate space, the LO potential is defined by
V LONN (r,R0) = V
LO
OPE(r,R0) + V
LO
cont(r,R0) , (4.6)
The OPE interaction has the form
V LOOPE(r,R0) =
m3pi
12pi

gA
2Fpi
2
τ1 ·τ2 e
−mpir
mpir

σ1 ·σ2 +

1+
3
mpir
+
3
(mpir)2

S12

flong(r,R0) , (4.7)
with the pion mass mpi, the axial coupling constant gA, and the pion-decay constant Fpi as in Ch. 2. The
tensor operator is given by S12 = 3(σ1 ·er)(σ2 ·er)−σ1 ·σ2, with the unit vector er in direction of r. The
short-range contact interaction at LO reads
V LOcont(r,R0) = (CS +σ1 ·σ2CT ) fshort(r,R0) , (4.8)
with the LECs CS and CT .
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4.1.2 Next-to-leading order
Leading two-pion exchange contributions enter at NLO. We use spectral-function regularization (SFR) as
in Ref. [39]. The two-pion exchange contributions at this order read
W (ν=2)C (r) =
1
2pi2r
Λ˜∫
2mpi
dµµe−µrη(ν=2)C (µ) , (4.9)
V (ν=2)S (r) =
1
3pi2r
Λ˜∫
2mpi
dµµe−µrρ(ν=2)S (µ) , (4.10)
V (ν=2)T (r) = − 16pi2r3
Λ˜∫
2mpi
dµµe−µrρ(ν=2)T (µ)
 
3+ 3µr +µ2r2

, (4.11)
with the spectral functions
η(ν=2)c (µ) =
1
768piF4pi
Æ
µ2 − 4m2pi
µ

4m2pi(5g
4
A − 4g2A − 1)−µ2(23g4A − 10g2A − 1) +
48g4Am
4
pi
4m2pi −µ2

, (4.12)
ρ
(ν=2)
T (µ) =
3g4A
128piF4pi
Æ
µ2 −m2pi
µ
, (4.13)
ρ
(ν=2)
S (µ) = µ
2ρ
(ν=2)
T (µ) . (4.14)
The two-pion–exchange interaction is constructed according to the contributions from Eq. (2.45).
New NN contact interactions appear at NLO, which depend on the momentum transfers q and k. As
described in Ref. [39], q is preferred over k, as q transforms to r, and thus, preserves the locality of the
interaction. In momentum space, one takes the following operators
V (ν=2)cont (p,p
′) =
 
C1 + C2τ1 ·τ2 + C3σ1 ·σ2 + C4σ1 ·σ2τ1 ·τ2

q2
+ C5i
1
2
(σ1 +σ2) · (q× k) +
 
C6 + C7τ1 ·τ2

(σ1 · q)(σ2 · q) . (4.15)
The only k dependence that cannot be removed by choosing alternative operators is the vector operator
C5i
1
2(σ1+σ2)·(q×k). The treatment of this operator is described in Eq. (B3) of Ref. [39]. The coordinate-
space representation is given as
V (ν=2)cont (r) =

−  C1 + C2τ1 ·τ2 + C3σ1 ·σ2 + C4σ1 ·σ2τ1 ·τ2∆+ C52 L · S1r ∂∂ r
+
 
C6 + C7τ1 ·τ2

(S12 +σ1 ·σ2)(1r
∂
∂ r
− ∂ 2
∂ r2
)−σ1 ·σ21r
∂
∂ r

fshort(r,R0) , (4.16)
with the spin orbit operator l · s = 12
 
j2 − l2 − s2. The derivative of the short-range regulator using
Eq. (4.3) reads
∆ fshort(r,R0) =

∂ 2
∂ r2
+
2
r
∂
∂ r

fshort(r,R0) , (4.17)
∂
∂ r
fshort(r,R0) =− nRn0 r
n−1 fshort(r,R0) , (4.18)
∂ 2
∂ r2
fshort(r,R0) =

n2
R2n0
r2n−2 − n(n− 1)
Rn0
rn−2

fshort(r,R0) . (4.19)
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4.1.3 Next-to-next-to-leading order
At N2LO, corrections to the TPE enter, but no new NN contact interactions appear. As described in
Ref. [39], the SFR integrals at N2LO can be carried out analytically, leading to the contributions
V (ν=3)C (r) =
3g2A
32pi2F4pi
e−2x
r6

2c1x
2(1+ x)2 + c3(6+ 12x + 10x
2 + 4x3 + x4)

− 3g
2
A
128pi2F4pi
e−y
r6

4c1x
2
 
2+ y(2+ y)− 2x2
+ c3
 
24+ 24y + 12y2 + 4y3 + y4)− 4x2(2+ 2y + y2) + 4x4  , (4.20)
W (ν=3)S (r) =
g2A
48pi2F4pi
e−2x
r6
c4(1+ x)(3+ 3x + 2x
2)
− g
2
A
384pi2F4pi
e−y
r6
c4

24+ 24y + 12y2 + 4y3 + y4 − 4x2(2+ 2y + y2) , (4.21)
W (ν=3)T (r) =−
g2A
48pi2F4pi
e−2x
r6
c4(1+ x)(3+ 3x + x
2)
+
g2A
768pi2F4pi
e−y
r6
c4

48+ 48y + 24y2 + 7y3 + y4 − 4x2(8+ 5y + y2) , (4.22)
with x ≡ mpir, y ≡ Λ˜r, and the pion LECs c1 = −0.81 GeV−1, c3 = −3.4 GeV−1, and c4 = 3.4 GeV−1.
All local interactions constructed in this thesis use the spectral function cutoff Λ˜ = 1000 MeV. Leading
three-body interactions appear at N2LO, but we do not further investigate them.
4.2 Fit to phase shifts
With the interactions in place, we adjust our low-energy constants by fitting semi-empirical NN phase
shifts from the partial-wave analysis (PWA) [162]. This is realized by means of least-square minimization
of a χ2 value with respect to the LECs. The χ2 value is obtained by
χ2 =
data set∑
i

δPWAi −δthi
∆δi
2
, (4.23)
where δPWAi is data taken from Ref. [162]
(1), and δthi are theoretical phase shifts obtained by solving the
LSE from Eq. (2.68) with our interaction. The index i runs over a certain set of partial-waves and a certain
set of energies. The uncertainty ∆δi is expressed via
∆δ2i = (∆δ
PWA
i )
2 + (∆δthi )
2 + (∆δnumi )
2 , (4.24)
where ∆δPWAi is the uncertainty from the PWA, ∆δ
th
i is the theoretical model uncertainty for the chiral
interactions, and ∆δnumi is due to numerical errors. For the theoretical model uncertainty we use a
similar approach to the one proposed in Ref. [33]. We use Q = max (mpi, P) over Λ, where P is a typical
momentum scale of the system. With this we obtain the following uncertainties
∆δth,LOi =

Q
Λ
2
C ,
∆δth,NLOi =

Q
Λ
3
C ,
∆δth,N
2LO
i =

Q
Λ
4
C , (4.25)
(1) The data is available on the website http://nn-online.org/.
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with Λ = 400 MeV (see Ref. [66]) and C = 1◦ to have a dimensionless χ2 value. The PWA and numerical
uncertainties in ∆δi are negligible compared to this theoretical model uncertainty.
Considered partial waves and energies in the fit depend on the order in the chiral power-counting. At LO
and NLO, we fit to the energy points
LO: 1, 5, 10, 25, 50 MeV ,
NLO: 1, 5, 10, 25, 50, 100, 150 MeV , (4.26)
respectively. At LO, we fit to phase shifts in the two S-wave channels, while at NLO we consider the
S-wave and P -wave channels, as well as the 3S1 −3 D1 mixing angle ε1. The partial waves we consider at
a certain order are listed below:
LO: 1S0,
3S1 ,
NLO: 1S0,
3S1,
1P1,
3P0,
3P1,
3P2, ε1 . (4.27)
Energies and partial waves to which we fit at N2LO are the same as at NLO.
We use an existing automatic differentiation package [187] for the optimization. With this, we ob-
tain numerical gradients for the fits, which we feed into Python’s BFGS (and L-BFGS-B) minimization
routine. This algorithm is a quasi-Newton method, named after its founders Broyden, Fletcher, Goldfarb,
and Shanno [188]. The resulting LECs for R0 = 1.2, 1.4, and 1.6 fm at LO, NLO, and N2LO are given in
Tab. 4.1. We show the phase shifts for R0 = 1.4 fm in the 1S0, 3S1, 1P1, 3P0, 3P1, and 3P2 channels at LO,
NLO, and N2LO in Fig. 4.2, alongside the values of the PWA from Ref. [162]. Similar to Ref. [30], uncer-
tainties from lower orders in the power counting include all results of subsequent higher orders, i.e., the
LO uncertainty is enlarged to include the results at NLO and N2LO and the NLO uncertainty is enlarged
to include results at N2LO.
We see a very good reproduction of the PWA phase shifts and systematic improvement between the
different orders in Fig. 4.2. The uncertainty bands tend to be larger for channels that have not been
included in the LO fit, in particular for the P -wave channels. Although the later applications use the
interaction for R0 = 1.2 fm from Ref. [39], we constructed our version for R0 = 1.2 fm as a comparison.
Our LECs for R0 = 1.2 fm at LO, NLO, and N2LO are very similar to those from Ref. [39](2). The small
differences can be explained by the different models used for theoretical uncertainties. In the last row
of Tab. 4.1, we show the deuteron binding energy. Similar to what we saw for the phase shifts of the
interactions at R0 = 1.4 fm, there is a systematic improvement in the deuteron binding energy, moving
towards the experimental value Ed = 2.224 MeV for all cutoffs. The binding energy was not used to
constrain the fit. Binding energies at NLO (N2LO) hardly differ between the different cutoffs, leading
to a spread of only 10 (17) keV. However, at LO, the deuteron binding energy increases with increasing
cutoff, leading to a spread of 244 keV.
4.3 Soft interactions
Originally, phenomenological interactions are constructed with a so-called hard core. We show an ex-
ample for such interactions, taken from Ref. [189] in Fig. 4.3. The depicted interactions all show a
strong short-range repulsion in the two-nucleon interaction, centered at zero distance. Naively spoken,
short-range effects in coordinate-space reflect on the high-energy region in momentum-space, and the
long-range behavior reflects on the low-momentum region. The exact connection is given via Fourier
transformation
〈p|V |p′〉=
∫
dr
∫
dr′e−ip·r 〈r|V |r′〉 eip′·r′ . (4.28)
(2) Note that for the fits in Ref. [39], a different sign convention is used for C5.
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Figure 4.2.: Phase shift over the laboratory energy for the local interaction with cutoff R0 = 1.4 fm at LO,
NLO, and N2LO in comparison to the PWA [162]. The uncertainties we show are obtained as
in Ref. [30]. The partial-wave labels are given either in the lower left or upper left corner of
each panel.
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Table 4.1.: Low-energy constants for R0 = 1.2, 1.4, and 1.6 fm at LO, NLO, and N2LO. The LECs CS and CT
are in fm2 and C1 – C7 are given in fm
4. We use the spectral-function cutoff Λ˜= 1000 MeV to
regularize the spectral-function integrals in the two-pion exchange. In the last row, we show
the resulting deuteron binding energy in MeV. The experimental value is Ed = 2.224 MeV. The
deuteron binding energy is not used as a constraint in the fit.
LEC
R0 = 1.2 fm R0 = 1.4 fm R0 = 1.6 fm
LO NLO N2LO LO NLO N2LO LO NLO N2LO
CS -1.73822 0.08014 2.52206 -2.67548 -0.48049 1.33129 -3.59350 -0.98802 0.53799
CT 0.15933 0.72920 0.17860 -0.02052 0.72271 0.36332 -0.19004 0.65965 0.49471
C1 0.21164 -0.10820 0.12372 -0.10437 -0.09759 -0.20581
C2 0.20931 0.05418 0.30164 0.18769 0.39281 0.36809
C3 -0.15593 -0.16716 -0.22387 -0.21704 -0.31065 -0.27847
C4 0.09170 0.10342 0.19222 0.16597 0.31177 0.26704
C5 -2.11167 -1.91128 -2.26751 -2.08337 -2.41639 -2.28180
C6 0.34301 0.20470 0.47105 0.35468 0.60306 0.53604
C7 -0.37569 -0.32822 -0.57841 -0.52886 -0.79838 -0.78955
Ed 1.799 2.141 2.195 1.886 2.151 2.193 2.043 2.147 2.178
We speak of a soft interaction, when this repulsive core at zero distance in coordinate space is suppressed.
In momentum space, the interaction does not couple large and small momenta with each other, similar to
the right-hand side of Fig. 4.1. In this case, integrals over momenta are much simpler to solve numerically,
as one does not need to go to large momenta in order to describe low-energy physics. We want to clarify
that the potential itself is not observable, so whether the potential has a hard core or is soft is a technical,
not physical aspect.
Our goal is to construct soft local interactions by choosing the cutoff accordingly. The momentum-space
cutoff Λ is related to the inverse of the coordinate-space cutoff R0. Larger coordinate-space cutoffs, like
R0 = 1.4 or 1.6 fm, reduce the strength of the repulsive core. In momentum space, a lower Λ suppresses
off-diagonal momentum-space matrix elements. Even though, this effect is smaller compared to RG meth-
ods, our interactions remain local. In Figure 4.4, we show our coordinate-space potentials in the 1S0 wave
(left) and the 3S1 wave (right) at N2LO, for R0 = 1.2, 1.4 and 1.6 fm. We obtain the hardest interaction for
R0 = 1.2 fm (red line). This is evident, as that interaction shows the strongest repulsion at zero distance.
As we increase R0, this repulsion is successively lowered, and the interaction becomes softer. Note that all
interactions which we construct, are much softer than the phenomenological interactions (see Fig. 4.3).
We depict the corresponding momentum-space matrix elements for our chiral interactions, which we ob-
tained with Fourier transformation in Fig. 4.5. In the left column, we present those for the 1S0 wave for
R0 = 1.2, 1.4 and 1.6 fm from top to bottom. Results for the 3S1 wave are shown in the right column. We
show the momentum-space potential in three dimensions, a contour plot on the bottom and a projection
on the p−V plane. For the 1S0 potential, it is easily visible that the off-diagonal matrix elements decrease
as the coordinate-space cutoff is increased. Also in the p− V plane it is evident that the matrix elements
approach zero much faster for larger coordinate-space cutoffs. Simultaneously, the interaction at zero
momentum increases in absolute value from R0 = 1.2 fm to R0 = 1.6 fm. The minimum for R0 = 1.2, 1.4,
and 1.6 fm decreases from −49.83 MeV fm3 to −50.69 MeV fm3 to −51.02 MeV fm3, respectively. We
find the same behavior for the 3S1 wave. It can best be seen by comparing the projection on the p − V
plane. There is a narrow non-zero contribution around p ≈ 5 fm−1 in the upper panel for R0 = 1.2 fm.
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Figure 4.3.: Coordinate-space matrix elements in the 1S0 wave of the phenomenological Bonn, Reid93,
and AV18 interactions taken from Ref. [189]. All interactions show a repulsive hard core and
a similar long-range behavior that is governed by the OPE.
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Figure 4.4.: Coordinate-space matrix elements of local interactions at N2LO in the 1S0 channel (left) and
the 3S1 channel (right). We show the matrix elements for R0=1.2, 1.4, and 1.6 fm.
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This contribution increases in value but is on the same time shifted towards lower momenta, as we in-
crease the coordinate-space cutoff. At R0 = 1.4 fm the contribution is at p ≈ 4 fm−1 and at R0 = 1.6 fm, the
contribution is centered around p ≈ 3.8 fm−1. Similar as in the 1S0 wave, we find that the absolute value
of the interaction at zero momentum increases. For R0 = 1.2, 1.4 and 1.6 fm we find V (0,0) = −15.88,−16.61, and −16.77 MeV fm3 respectively. Comparing the contour plots on the bottom, we find more
zero-crossings as the coordinate-space cutoff increases. Those are contributions which lie outside of the
observation range for R0 = 1.2 fm, and are shifted towards the diagonal for larger R0.
When we increase the coordinate-space cutoff, we detect a similar behavior for the matrix elements, as
we observed for potentials from RG methods. However, our interactions are not as soft as those from RG
methods, but they keep their local structure and we do not induce any many-body forces in the process.
Depending on the many-body method at hand, one can directly use our interactions without any further
treatment. We present one application in the following section.
4.4 Application to 16O–16O scattering
As an application we implemented our interactions at R0 = 1.2, 1.4 and 1.6 fm in nucleus-nucleus scattering
calculations by means of double-folding techniques [108, 190]. We find that double-folding potentials
obtained from local interactions with cutoffs below R0 ∼ 1.2 fm do not converge for this method (not
shown in the figure). Results for interactions at R0 = 1.2, 1.4 and 1.6 fm are presented in Fig. 4.6 (note
that for R0 = 1.2 fm, the interaction from Ref. [39] is used in the calculation). We show the elastic
cross section of 16O–16O scattering divided by the Mott cross section over the angle θ at a laboratory
energy of 350 MeV, calculated with our interactions in comparison to experimental results from Ref. [191].
We display the interaction with R0 = 1.4 fm at LO, NLO, N2LO. For the other two cutoffs we show the
interaction at N2LO. At N2LO, we provide the band obtained from cutoff variation. The theory provides
a good description of the experimental data, especially at small angles. At larger angles, this description
deteriorates but the shape is still reproduced. The spread between the different cutoffs at N2LO is used
as a rough estimate of the theoretical uncertainty. At small angles, all orders as well as the interactions at
different cutoffs are in very good agreement. At larger angles, the different orders deviate, but the results
for interactions with different cutoffs at N2LO still remain close to each other, and close to experiment.
Those results are promising, especially considering that no additional parameters have been adjusted
to reproduce the cross section. A more detailed description of the double-folding method and further
results are presented in Ref. [108].
4.5 Summary of main results
To summarize the key aspects of this chapter:
• We use the description from Ref. [39] to construct local interactions from chiral EFT. Many-
body methods often profit from soft interactions in terms convergence. However, common RG
approaches to construct soft interactions destroy the locality. For this reason we constructed
softer interaction by raising the coordinate-space cutoff R0, which is synonymous to lowering the
momentum-space cutoff Λ. Resulting interactions are not as soft as those obtained from RG meth-
ods, but, they are softer than typical interactions from chiral EFT and they remain local.
• We constructed interactions with R0 = 1.2, 1.4, and 1.6 fm at LO, NLO, and N2LO by fits to phase
shifts from the PWA [162]. Furthermore, we presented applications of those interactions in elastic
16O–16O scattering. Our interactions show a good agreement with experiment at small angles
and a systematic order-by-order improvement. It will be interesting to see how the inclusion of
three-nucleon forces and the expansion to triple-folding potentials affect this result.
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Figure 4.5.: Momentum-space matrix elements for local interactions at N2LO in the 1S0 channel (left) and
3S1 channel (right). From top to bottom, we show the matrix elements for R0=1.2, 1.4, and
1.6 fm at N2LO. We depict a two-dimensional projection of V on the p − V plane and a
contour map on the pp′ plane. The color coding ranges from -50 MeV (blue) to 5 MeV (red).
Crossings at V = 0 MeV are contoured by a black, dashed line.
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Figure 4.6.: Elastic 16O–16O scattering cross section divided by the Mott cross section at Elab = 350 MeV
versus the angle θ , taken from Ref. [108]. The figure shows interactions for R0 = 1.2, 1.4,
and 1.6 fm at N2LO, as well as results at LO and NLO for R0 = 1.4 fm in comparison to experi-
mental measurements from Ref. [191]. Results for R0 are obtained with the interaction from
Ref. [39].
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5 Investigating the Fierz-rearrangement freedom for local interactions
It has been found that local regulator functions introduce sizable regulator artifacts [107, 109, 170]. First,
one finds less repulsion from the 3N two-pion-exchange interaction than for typical nonlocal regulators,
and second, there is a violation of the Fierz-rearrangement freedom for the short-range 3N contact
interactions, i.e., calculations depend on the choice of the short-range operators; see also Ref. [110].
While all regulator functions introduce regulator artifacts at finite cutoffs, effects originating from the
violated Fierz ambiguity have been found to be larger than or comparable to other sources of uncertainty,
as demonstrated in Refs. [166, 170]. This additional regulator artifact is present for local short-range reg-
ulators [107, 192], but not for typical nonlocal short-range regulators used in previously derived nonlocal
3N interactions [148, 171].
A similar violation of the Fierz ambiguity also appears in locally regularized two-nucleon interactions
from chiral EFT. Based on power counting arguments, one would expect these effects to be even larger in
the NN than in the 3N sector. In this chapter, we explore the violation of the Fierz ambiguity at leading
order (LO) in the NN sector and investigate the effects of this violation on the local coordinate-space
interactions of Refs. [38, 39].
We study phase shifts, the ground-state energy of 4He using the Green’s function Monte Carlo (GFMC)
method, and the energy per particle of neutron matter using the auxiliary-field diffusion Monte Carlo
(AFDMC) method [65] for different short-range operator combinations. After investigating this regulator
artifact at LO, we show that at next-to-leading order (NLO) the Fierz-rearrangement freedom is partially
restored and the remaining violation is smaller than typical chiral uncertainty estimates. We emphasize
that this effect is not present in nonlocal NN interactions [32–34, 153, 159] or semilocal interactions [30,
31]. The results and ideas which we discuss here have been published by us in Ref. [111].
5.1 Fierz-rearrangement freedom
As discussed before, the NN interaction at LO (Q0) in Weinberg power counting has two contributions:
The local one-pion–exchange interaction (see Eq. (4.7)) and momentum-independent contact interac-
tions. The most general set of LO contact interactions consistent with the symmetries is given by the
spin-isospin operators 1,σ12 =σ1 ·σ2,τ12 = τ1 ·τ2, and σ12τ12.
V (0)cont = C1 + Cσσ12 + Cττ12 + Cστσ12τ12 . (5.1)
Even though antisymmetry is a basic symmetry only of the many-body states, in the following we study
the antisymmetrized potential to explain the origin of the Fierz-rearrangement freedom. The interaction
after antisymmetrization, Vas, is given by
Vas(q,k) =
1
2
(V (q,k)−A [V (q,k)]) , (5.2)
with the antisymmetrizerA defined via
A [V (q,k)] = 1
4
(1+σ12)(1+τ12)V

q→−2k,k→−1
2
q

. (5.3)
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Performing the antisymmetrization for the LO contact interaction explicitly, we find [39]
V (0)cont,as =
1
2

1− 1
4
(1+σ12)(1+τ12)

V (0)cont
=

3
8
C1 − 38Cσ −
3
8
Cτ − 98Cστ

1+

−1
8
C1 +
5
8
Cσ − 38Cτ +
3
8
Cστ

σ12
+

−1
8
C1 − 38Cσ +
5
8
Cτ +
3
8
Cστ

τ12 +

−1
8
C1 +
1
8
Cσ +
1
8
Cτ +
3
8
Cστ

σ12τ12
= C˜S + C˜Tσ12 +

−2
3
C˜S − C˜T

τ12 +

−1
3
C˜S

σ12τ12 . (5.4)
As can be seen, there are only two independent couplings C˜S and C˜T at LO after antisymmetrization, and
these two couplings contribute to the two possible S-wave scattering channels. Thus, only two out of the
four operator structures are necessary to describe the contact physics at LO while the remaining operator
structures are recovered after antisymmetrization. In principle, any linearly independent(1) combination
of two out of the four contact interactions can be chosen, which is used to reduce the number of LECs
when constructing chiral NN interactions. This reduction is called Fierz ambiguity or Fierz-rearrangement
freedom.
As mentioned in Ch. 2, chiral EFT is a low-momentum theory and, thus, when using chiral interactions
in few- and many-body calculations, it is necessary to apply momentum-dependent regulator functions
to cut off high-momentum modes that would otherwise lead to divergences. In general, the regulator
function can depend on both momentum scales, fR(q,k). Let us now consider the preceding argument
with a regulator for the short-range potential included. The Fierz ambiguity is preserved if the regulator
commutes with the antisymmetrizer, i.e., when
fR(q,k) = fR

−2k,−1
2
q

. (5.5)
In this case the regulator is just a prefactor in Eqs. (5.2) and (5.4) and does not affect the antisymmetriza-
tion procedure: There are still only two independent contact operators at LO. The condition in Eq. (5.5)
is fulfilled only when the regulator is a symmetric and even function of q and 2k. This is equivalent to
regulating the short-range contact interactions with symmetric and even functions of p and p′, as has
been done for previously derived nonlocal [32–34, 153, 159] and semilocal interactions [30, 31], which
use the functional form
fR(p,p
′) = exp

−

p
Λ
2n
exp

−

p′
Λ
2n
, (5.6)
where n takes integer values.
In contrast, local regulators fR(q) violate the Fierz-rearrangement freedom, because they do not com-
mute with the antisymmetrizer. Introducing the momentum-exchange operatorP m, whereP m f (q,k) =
f (−2k,−12q), the antisymmetrized interaction with local regulators is given by
(1) The combination 1 andσ12τ12 yields the same value in the 3S1 and 1S0 channel and is, thus, linearly dependent in S-wave
channels.
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V (0,loc)cont,as =
1
2

1− P m
4
(1+σ12)(1+τ12)

V (0)cont fR(q)
=1

C1
2
fR(q)− 18 (C1 + 3Cσ + 3Cτ + 9Cστ) fR(2k)

+σ12

Cσ
2
fR(q)− 18 (C1 − Cσ + 3Cτ − 3Cστ) fR(2k)

+τ12

Cτ
2
fR(q)− 18 (C1 + 3Cσ − Cτ − 3Cστ) fR(2k)

+σ12τ12

Cστ
2
fR(q)− 18 (C1 − Cσ − Cτ + Cστ) fR(2k)

,
(5.7)
where fR(q) 6= fR(2k). All of the above combinations of LECs are linearly independent and, thus, the
Fierz-rearrangement freedom is violated. This violation of the Fierz ambiguity is a manifestation of the
fact that introducing a regulator function affects terms beyond the order at which one is working, and
should be corrected when subleading contact operators are included. Here we illustrate this explicitly by
using a Gaussian local regulator, fR(q) = exp(−(q/Λ)2), such that P m fR(q) = fR(2k) = exp(−4(k/Λ)2).
Expressing k in terms of q, p, and p′, we can write
P m fR(q) = exp

− q2
Λ2

exp

−4p · p′
Λ2

= fR(q)

1− 4p · p′
Λ2
+O  (Q/Λ)4 . (5.8)
Inserting Eq. (5.8) into Eq. (5.7), we find
V (0,loc)cont,as =

C˜S + C˜Tσ12 +

−2
3
C˜S − C˜T

τ12 +

−1
3
C˜S

σ12τ12

fR(q) + V
f
corr(p · p′) , (5.9)
where V fcorr(p · p′) captures the higher-order effects ∼ 4p · p′/Λ2 + O ((Q/Λ)4) in Eq. (5.8). Reexpressing
p and p′ in terms of q and k, the first correction term in Eq. (5.8) can be rewritten as
−4p · p′
Λ2
= − 4
Λ2
k2+
1
Λ2
q2 . (5.10)
These operators will be introduced at NLO in chiral EFT, and, analogously, the higher-order corrections
O ((Q/Λ)4) will be included at next-to-next-to-next-to-leading order (N3LO) and beyond.
The higher-order terms V fcorr(p · p′) depend on both the explicit form of the chosen regulator and on
the order at which one is working. Because the correction terms depend on the angles between the
nucleons, they contribute to higher partial waves (nonlocal regulators only depend on the magnitudes p
and p′). As a consequence, while, e.g., the LO contact interactions only describe the two S-wave channels,
the use of local regulators leads to a mixing of these contributions into higher partial waves.
More generally, every regulator that respects the Fierz-rearrangement freedom is an even function of
p and p′. Then, every regulator that mixes LO physics into partial waves with odd l, e.g., P waves, and as
a consequence contains terms of the form (p · p′)2n+1, violates the Fierz-rearrangement freedom. Thus,
it follows that a violation of the Fierz-rearrangement freedom is equivalent to a mixing of the S-wave
contact interactions into odd-l partial waves. In contrast, mixing of LO contact physics into partial waves
with the same S and T (∆l = 2n) is compatible with the Fierz-rearrangement freedom.
Let us consider the violation of the Fierz ambiguity at LO from the point of view of a partial-wave
decomposition. We again consider a Gaussian regulator in q. This regulator can be rewritten as
exp

−p2 + p′2
Λ2

exp

i
(−2ip · p′)
Λ2

, (5.11)
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where the first factor is a typical nonlocal Gaussian regulator. The second factor, however, depends on
the angle between p and p′. Expanding this second exponential function in partial waves, we find
exp

i
(−2ip · p′)
Λ2

= 4pi
∑
lm
i l jl
−2ipp′
Λ2

Y ∗lm(Ωp′)Ylm(Ωp) , (5.12)
with jl a spherical Bessel function, and Ylm a spherical harmonic. We can now compare the radial
part for this local regulator to a nonlocal LO contact interaction with a Gaussian regulator fR(p, p′) =
exp
−(p2+p′2)
Λ2

, in a partial-wave basis. The nonlocal potential leads to
〈plm|VnonlocLO (p,p′)|p′l ′m′〉= 4piCδl0δl′0δm0δm′0 fR(p, p′) , (5.13)
while the local version takes the form
〈plm|VlocLO (p,p′)|p′l ′m′〉= 4piCδl l′δmm′ i l jl
−2i pp′
Λ2

fR(p, p
′) , (5.14)
where C is a constant. One can easily see that the nonlocal LO interaction in Eq. (5.13) only contributes
for l = l ′ = 0 (S waves). The local interaction of Eq. (5.14), on the other hand, contributes to each partial
wave with l = l ′.
In a similar way, the propagator of the OPE, 1/(q2+m2pi) (see Eq. (B.45)) depends on the angle between
p and p′ which mixes contributions into all partial-waves, even in the absence of regulators.
This regulator-induced contribution to all partial waves complicates fitting procedures and leads to
increased theoretical uncertainties. The interaction is, however, accompanied by a Bessel function in
p and p′ that, for increasing orbital angular momentum l, shifts the mixed contributions to larger mo-
menta, where they are suppressed by the regulator fR(p, p′) itself. Though the preceding argument was
for a specific regulator function, we expect that the violation of the Fierz-rearrangement freedom has
the largest effect for partial waves with small orbital angular momenta, while large-l partial waves are
protected by the angular-momentum barrier.
5.2 Local chiral potentials
We now investigate the impact of the violation of Fierz ambiguity on the LO interaction with local short-
and long-range regulators as in Eq. (4.3) and Eq. (4.2). As in the chapter before, we choose the local
cutoff RS = RL = R0, n = n1 = 4, and n2 = 1. For the OPE we use the same expression as in Eq. (4.7),
for the contact interaction we investigate different operator combinations from Eq. (5.1). If the Fierz-
rearrangement freedom is respected, physical observables are independent of the choice of any linearly
independent set of two out of the four operators in Eq. (5.1). For local regulators, this is not the case
and we investigate this effect by constructing LO potentials for all possible pairs of contact operators. In
each case, we fit the two LECs to phase shifts in the two S-wave channels. More precisely, we fit the spin-
isospin LECs to these phase shifts, which we label according to the spin and isospin quantum numbers,
CST , instead of using the standard partial-wave notation, C2S+1LJ . We reconstruct the operator LECs of
Eq. (5.1) according to 
C00
C01
C10
C11
=

1 −3 −3 9
1 −3 1 −3
1 1 −3 −3
1 1 1 1


C1
Cσ
Cτ
Cστ
 . (5.15)
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Figure 5.1.: Phase shifts for the 1S0, 3S1, and 3D1 channels and the J = 1 mixing angle ε1 for R0 = 1.0 fm
at LO and NLO. The S-wave phase shifts are fit and independent of the choice of the LO
short-range operators. The lines for different operator choices overlap except in the case of
the mixing angle ε1 and the 3D1 partial wave at NLO.
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Note that we exclude the pair 1,σ12τ12 from consideration, because the operators of this pair are linearly
dependent in the two S-wave channels.
We fit the LECs C01 and C10 to the 1S0 and 3S1 neutron-proton phase shifts from the partial-wave anal-
ysis of Ref. [162] (PWA) for cutoffs in the range R0 = 1.0− 1.2 fm. While fitting to phase shifts contains
inherent drawbacks, our goal in this work is not to produce high-precision potentials. Nevertheless, we
plan to fit to scattering data in future work.
We perform least-square optimizations by following the same strategy as in Sec. 4.2 with theoretical
uncertainties given by
∆δth,LOi =

Q
Λ
2
C , (5.16)
∆δth,NLOi =

Q
Λ
3
C , (5.17)
where we take Λ = 500 MeV (400 MeV) for R0 = 1.0 fm (1.2 fm) (see Ref. [66]) and C = 1◦. When
studying 4He, we choose the momentum scale associated with the average density in 4He, P ≈ 290 MeV,
and when studying neutron matter, we choose P to be the average momentum in a Fermi gas, P =p
3/5kF , with the Fermi momentum kF . The PWA and numerical uncertainties in ∆δi are negligible
compared to this theoretical model uncertainty.
Table 5.1.: Operator LECs and spin-isospin LECs C00 and C11 for all investigated LO operator combinations.
The cutoff R0 is given in fm and the LEC values are given in fm2. The spin-isospin LECs C01 (C10)
are −1.831 fm2 (−0.317 fm2) for R0 = 1.0 fm and −2.216 fm2 (−1.579 fm2) for R0 = 1.2 fm.
Operators R0 C1 Cσ Cτ Cστ C00 C11
1, σ12
1.0 −0.696 0.378 0.000 0.000 −1.831 −0.317
1.2 −1.738 0.159 0.000 0.000 −2.216 −1.579
1, τ12
1.0 −1.452 0.000 −0.378 0.000 −0.317 −1.831
1.2 −2.057 0.000 −0.159 0.000 −1.579 −2.216
σ12, τ12
1.0 0.000 0.726 0.348 0.000 −3.222 1.074
1.2 0.000 1.028 0.869 0.000 −5.693 1.898
σ12, σ12τ12
1.0 0.000 0.378 0.000 0.232 0.951 0.610
1.2 0.000 0.159 0.000 0.579 4.737 0.739
τ12, σ12τ12
1.0 0.000 0.000 −0.378 0.484 5.492 0.106
1.2 0.000 0.000 −0.159 0.686 6.649 0.526
LOP
1.0 −1.980 −0.415 −0.793 0.101 2.548 −3.087
1.2 −2.208 −0.346 −0.505 0.180 1.962 −2.879
LOnP
1.0 −0.403 0.323 −0.055 0.134 0.000 0.000
1.2 −0.712 0.317 0.158 0.237 0.000 0.000
For all operator pairs, we present the fitted operator LECs, as well as the spin-isospin LECs C00 and C11
in Table 5.1 and show the phase shifts at LO in the left panels of Figs. 5.1–5.3. The NLO results shown in
the right panels will be discussed in Sec. 5.4.
We begin by examining the 1S0, 3S1, and 3D1 phase shifts as well as the J = 1 mixing angle in Fig. 5.1
for R0 = 1.0 fm, in comparison to the PWA. The results for R0 = 1.2 fm are qualitatively similar; see
Fig. 5.4 for an example for the 1P1 wave. The spin-isospin LECs C01 and C10 are fit and, thus, independent
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Figure 5.2.: Phase shifts for the 1P1 and triplet 3PJ waves for R0 = 1.0 fm. The legend is as in Fig. 5.1.
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of the operator choice. Because these LECs enter the two S-wave and the 3D1 phase shifts, we do not
observe any dependence on the operator choice in those channels. The lines for all operator pairs overlap
for the 1S0, 3S1, and 3D1 channels and the mixing angle. The obtained phase shifts are very close to
the corresponding phase shifts of Ref. [39]. Furthermore, for all potentials we find the same deuteron
binding energy of Ed = 1.790 MeV (1.799 MeV) for R0 = 1.0 fm (1.2 fm).
While C01 and C10 do not depend on the chosen operator structure, it is immediately clear from
Eq. (5.15) that the operator LECs as well as the spin-isospin LECs C00 and C11 do. When compar-
ing the C00 and C11 values for two different operator combinations in Table 5.1, one can see that the
Fierz-rearrangement freedom is violated for local regulators. Considering, e.g., the operator combination
1,σ12 one obtains C00 = C01 and C11 = C10. For the combination 1,τ12, instead, one finds C00 = C10
and C11 = C01. As a consequence, the phase shifts in the corresponding spin-isospin channels are not
independent of the operator choice when local regulators are used.
We show the phase shifts in the 1P1 (determined by C00) and in the 3PJ (determined by C11) partial
waves at LO in the upper panels of Fig. 5.2 for R0 = 1.0 fm. At low energies, the results agree very well
with the PWA, and different choices for the operator pair lead to the same phase shifts, as expected. At
higher energies, however, the subleading corrections become more important and the phase shifts begin
to disagree considerably with the PWA as well as with each other. For all P waves, at energies above
≈ 20MeV, the choice of the operator pair clearly affects the phase-shift prediction and we observe a large
variation for the resulting phase shifts. This variation follows the ordering expected from Table 5.1. In the
1P1 partial wave, e.g., the variation ranges from results for the τ12,σ12τ12 interaction, which describe
the PWA results very well, to results for the σ12,τ12 interaction that even change sign at 130 MeV.
Because the 1P1 phase shift experiences a sizable effect, we show it again in Fig. 5.4 for the two op-
erator pairs that give the extreme results and for both cutoffs. For R0 = 1.0 fm, we additionally show
the uncertainties according to the prescription of Ref. [30] (EKM uncertainties) at LO. We observe that
the violation of the Fierz ambiguity is slightly worse for R0 = 1.2 fm, which is expected based on the
corresponding smaller momentum-space cutoff and, thus, larger correction terms. We also find, that the
uncertainty due to the violation of the Fierz ambiguity is probed neither by varying the cutoff, which has
been regarded as a tool for assessing the uncertainty due to neglecting higher-order contact operators,
nor by the EKM uncertainties.
In Fig. 5.3 we show phase shifts for the 1D2, 3D2, 1F3, and 3F3 partial waves for R0 = 1.0 fm. For
the D waves, only the S-wave spin-isospin LECs enter, and, thus, the LO phase shifts are independent of
the short-range operators. For the F -wave phase shifts, the dependence on the short-range operator
structure is nonnegligible only at energies larger than 200 MeV, because the higher-l phase shifts are
protected by the angular-momentum barrier. These findings are consistent with our expectations based
on the discussion around Eqs. (5.13) and (5.14).
In addition to NN scattering phase shifts, we investigate the impact of different operator choices
on other physical observables. In particular, we study the 4He ground-state energy E using the GFMC
method, and the neutron-matter energy per particle E/N at different densities using the AFDMC method.
The results are shown in Fig. 5.5 for all operator combinations, together with the corresponding EKM
uncertainties as error bars. We also show the spread of all operator pairs as shaded regions. If the
Fierz-rearrangement freedom were respected, the spread would vanish.
For the 4He ground-state energy, we observe a sizable dependence on the LO operator choice. The 4He
ground-state energy varies between −35.4 MeV and −44.1 MeV, the 1,τ12 interaction being an outlier
due to strong P -wave attraction (excluding this operator choice, the ground-state energy only varies
between −35.4 MeV and −38.8 MeV.) The spread for the different operator combinations is ∼ 9 MeV
and comparable to the EKM uncertainties at this order.
In the case of neutron matter, the energy per neutron at half saturation density n0/2 (at n0), with
n0 = 0.16 fm−3, ranges between 11.2 (16.3) MeV for the pair 1,σ12 and 13.3 (22.1) MeV for the pair
σ12,τ12. The spread due to the violation of Fierz-rearrangement freedom is again comparable to the
size of the EKM uncertainties for these interactions, which has also been observed for the leading 3N
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contact interactions [109]. Furthermore, it is important to note that the operator choice 1,τ12 leads to
bound neutron matter for both densities. This can be easily understood from Table 5.1: the spin-isospin
LEC entering the triplet P waves is of the same size as the S-wave LEC and attractive for these operators.
We exclude this interaction when showing the horizontal band.
5.3 “Complete” LO potentials
As we have seen in the previous section, the choice of the LO operators clearly impacts the results for
phase shifts and the energies of nuclei and neutron matter, and leads to a range of results that is not
covered by typical uncertainty estimates. To correct for this regulator artifact already at LO one could
also explicitly compute the correction terms and include these in the calculation. Because it is nontrivial
to include nonlocal terms in QMC simulations, we will not pursue this approach here.
Instead, we follow an idea similar to the one used in Ref. [109] and construct a LO potential with a
projector on S 6= T partial waves. To implement this projector, we construct a complete LO potential,
i.e., a potential that includes all four LO contact operators. In addition to fitting the 1S0 and 3S1 phase
shifts (fitting C01 and C10), we enforce that the contribution of V LOcont(r,R0) vanishes in the partial waves
with T = S, i.e.,
C00 = C1 − 3Cσ − 3Cτ + 9Cστ = 0 , (5.18)
C11 = C1 + Cσ + Cτ + Cστ = 0 ,
where we have used Eq. (5.15). Enforcing the two conditions in Eq. (5.18) eliminates the mixing into P
waves. In the following, we call this interaction LOnP , for “no P -wave” mixing. This potential eliminates
the regulator artifacts in odd-l partial waves and, hence, is closest to an LO potential that respects the
Fierz-rearrangement freedom. Furthermore, it simplifies the fitting procedure for local chiral interactions
at higher orders in the chiral expansion. This potential leads to a good reproduction of the P -wave phase
shifts, and, for R0 = 1.0 fm, gives a 4He ground-state energy of −37.6 MeV, and a neutron-matter energy
of 11.8 (17.8) MeV at n0/2 (n0). Results for this potential are also shown in Figs. 5.1–5.3 and 5.5.
In addition to the LOnP potential, we also investigated a second complete LO potential, where we fit
the additional couplings to the 1P1 and 3P2 partial waves. We call this interaction LOP . In contrast to the
LOnP potential, the LOP potential does not eliminate any regulator artifacts at LO but instead matches
them to reproduce two P -wave phase shifts. This potential, however, is too attractive in the triplet P
waves, see Table 5.1, and performs worst in the 3P0 and 3P1 partial waves. We also investigated the
alternatives of fitting this potential to the 1P1 and one of the other 3PJ partial waves. These lead to an
excellent description of the 3PJ wave under consideration, but an even worse reproduction of the other
two triplet P waves, with, for example, C11 ≈ 5C01 in the fit to the 1P1 and 3P2 partial waves.
Due to the strong attraction in the triplet P waves, we find a large 4He ground-state energy of ∼
−51 MeV for the LOP interaction. Furthermore, this potential leads to bound neutron matter. The LOP
potential, thus, performs worst in all systems that we studied. Again, results for this potential are shown
in Figs. 5.1–5.3 and 5.5.
5.4 Next-to-leading order
As stated above, the violation of the Fierz-rearrangement freedom due to the local regulator will be
corrected by higher-order terms. The first correction is of the order (Q/Λ)2 and appears at NLO in chiral
EFT. In the following, we investigate to what extent the subleading NLO short-range operators restore
the Fierz-rearrangement freedom at LO.
At NLO, the interactions include momentum-dependent short-range contact interactions and two-
pion–exchange interactions. For the contact interactions, the most general set of operators in momen-
tum space is given by 14 different terms,
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V (2)cont =γ1q
2 + γ2q
2σ12 + γ3q
2τ12 + γ4q
2σ12τ12
+ γ5k
2 + γ6k
2σ12 + γ7k
2τ12 + γ8k
2σ12τ12
+ γ9(σ1 +σ2) · (q× k) + γ10(σ1 +σ2) · (q× k)τ12
+ γ11(σ1 · q)(σ2 · q) + γ12(σ1 · q)(σ2 · q)τ12
+ γ13(σ1 · k)(σ2 · k) + γ14(σ1 · k)(σ2 · k)τ12 . (5.19)
As before, only seven out of these 14 operators are independent for reasons of antisymmetry if no
regulator is included. Just like at LO, the the Fierz-rearrangement freedom is violated at NLO in the
presence of local regulators. In the following, we neglect the new regulator artifacts that originate
at NLO and instead focus only on the LO regulator artifacts because they are the largest in size: The
corrections to the NLO violation appear only at N3LO. Furthermore, the NLO regulator artifacts in S and
P waves can be partially absorbed into the LECs and the first artifacts then appear in D waves, where
they are additionally suppressed by the angular momentum barrier.
In the following, we construct NLO interactions for all possible pairs of LO operators, as well as the two
potentials with the complete set of LO operators (LOnP and LOP). We fix the NLO operators to be the six
local operators and the spin-orbit operator, as in Refs. [38, 39]: {1,σ12,τ12,σ12τ12, (σ1 · q)(σ2 · q), (σ1 ·
q)(σ2 ·q)τ12} and (σ1+σ2) · (q×k). In addition to the S-wave phase shifts, we fit the LECs to the J = 1
mixing angle ε1 and the 1P1 and 3PJ partial waves. We give the NLO LECs for all interactions in Table 5.2.
We present the NLO phase shifts in the right panels in Figs. 5.1–5.3. Regarding the S-wave phase shifts,
we find a good description of the PWA results. Again, all seven interactions produce the same phase
shifts. In the coupled channel, for the J = 1 mixing angle and the 3D1 phase shift, we observe a depen-
dence on the operator choice. The reason is that the LECs describing the NLO tensor-contact interactions
are different for all operator pairs in order to reproduce the P -wave phase shifts. The different tensor
interactions then lead to differences in the 3D1 coupled channel, which affects the mixing angle. For
the deuteron binding energy, we find an (almost) operator-independent result of Ed = 2.113 − 2.134
(2.107− 2.162) MeV for R0 = 1.0 fm (1.2 fm), where the range is again due to the somewhat different
tensor interactions.
Turning to the P waves in Fig. 5.2, we observe two effects at NLO. First, the reproduction of the PWA
phase shifts is much better for both the singlet and triplet partial waves. Second, we find that the effects
of the violation of the Fierz-rearrangement freedom are considerably reduced. At LO, we found a sizable
spread of the description of the P -wave phase shifts already at energies around 20 MeV. At NLO, all
interactions lead to similar phase shifts up to energies of ∼ 100 MeV, but sizable regulator artifacts
remain at higher laboratory energies. The impact of the violation of the Fierz ambiguity is worst in the
3P2 wave, where the spin-orbit interaction is attractive and the tensor is weakest. Finally, for the higher-l
partial waves in Fig. 5.3, we find similar results for the phase shifts as at LO: These phase shifts are already
well described by the OPE interaction at LO and improvements with the chiral order are counteracted by
the different tensor interactions. However, the violation of the Fierz-rearrangement freedom has only a
small impact on these partial waves.
We now discuss the effects on the many-body observables. For the 4He ground-state energy we find
that the spread for different LO operator pairs reduces considerably: from 8.7 MeV at LO to 3.8 MeV at
NLO, ranging from 22.4 MeV for the 1,σ12 interaction to 26.2 MeV for the τ12,σ12τ12 interaction. The
spread is considerably smaller than the EKM uncertainties of at least 7 MeV, in contrast to the results at
LO.
We show the neutron-matter energy at n0/2 in the middle panel of Fig. 5.5. In contrast to the results
at LO, we now find all interactions produce unbound neutron matter at roughly the same energy in the
range of 9.1 − 9.7 MeV. Thus, for neutron matter at n0/2 the Fierz ambiguity is almost completely re-
stored and the uncertainty from choosing different operator pairs is smaller than the EKM uncertainties.
At higher density, n0, the spread between different interactions remains larger at 3.0 MeV, ranging from
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11.6 MeV for the 1,τ12 interaction up to 14.6 MeV for the 1,σ12 interaction; see the right panel of
Fig. 5.5. This is to be expected, as the regulator artifacts increase with momentum or density (see also
Refs. [107, 170]).
Considering only the interactions that gave reasonable results already at LO, the spread reduces to
1.5 MeV and is, thus, only 1/4 of the spread at LO (5.8 MeV) and smaller than the EKM uncertainties of
≈ 2 MeV. The ordering of the NLO results closely follows the ordering of the description of the triplet P
waves, with the 1,τ12 interaction being the biggest outlier.
5.5 Summary of main results
To summarize our key findings:
• We investigated effects of the violated Fierz-rearrangement freedom that appear when using local
regulators in the NN sector. In the presence of local short-range regulators, the antisymmetrization
operator no longer commutes with the potential. As a consequence, the interaction depends on
the choice of the operator set. We demonstrated this in two different ways, first with antisym-
metrization arguments and second from the partial-wave decomposition of Gaussian regulators.
• We then constructed local chiral interactions at LO and NLO in for all possible operator pairs at
LO. In addition we constructed the LOnP and LOP interaction that considered all four LO operators.
We fitted the LECs to S-wave phase shifts from the PWA from Ref. [162]. The resulting interactions
were used to compare phase shifts for multiple partial waves, 4He binding energy, and the neutron-
matter energy at half-saturation and saturation density.
• We found a sizable violation of the Fierz-rearrangement freedom for interactions at LO. However,
this violation of the Fierz ambiguity in the NN sector is considerably reduced at NLO, and always
covered by the EKM uncertainties, in contrast to the results at LO. We expect the violation of the
Fierz ambiguity to remain of similar size at N2LO because no new two-body contact terms are in-
troduced, but we expect that it should be almost completely removed at N3LO. As a consequence
of these findings, recently derived local NN potentials at N2LO can be used with confidence within
their uncertainties.
• Currently, we develop a code capable to do the partial-wave decomposition of local regulators
automatically, so that we can perform calculations with nonlocal contact operators in momentum-
space. With this we plan to investigate the violation of the Fierz ambiguity for operators at NLO in
the future.
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6 Cutoff dependence of local interactions
In the previous chapter we investigated the effects from the violated Fierz ambiguity by locally regularized
interactions from chiral EFT. In this Chapter, we continue our research of the cutoff behavior in local
interactions from chiral EFT. We investigate the behavior of local coordinate-space potentials at leading
order under variation of the cutoff scale for different kinds of regulators.
Results and ideas which we present here have been reported in Ref. [113]. For completeness, we list all
numerical values that we obtain in this chapter in App. E.1.
6.1 Power counting
Weinberg power counting (WPC) [23–25, 193] is based on dimensional analysis in momentum space. In
the purely pionic and one-nucleon sector, due to the Goldstone-boson nature of pions, all amplitudes can
be expanded in powers of the dimensionless expansion parameter Q/Λb, where as mentioned before, Q
is a typical momentum of the system and Λb is the breakdown scale of the theory. In the two-nucleon
sector, instead, bound states appear and the problem becomes nonperturbative. To obtain observables,
WPC suggests defining the nuclear potential as the sum of all irreducible diagrams that do not contain
purely nucleonic intermediate states and, thus, are not infrared enhanced. This sum is then truncated
according to a power counting in Q/Λb. The resulting potential is iterated to all orders by solving the
Lippmann-Schwinger equation (LSE) or Schroedinger equation. At the two-body level, at leading order,
WPC leads to the appearance of S-wave contact interactions and the one-pion-exchange interaction,
while at higher orders additional derivative contact interactions and multi-pion-exchange interactions, as
well as corrections to previous topologies, have to be considered.
This approach has unsolved problems. In few- and many-body calculations, a regularization scheme has
to be introduced to cut off high-momentum modes that may lead to divergences. Because the regular-
ization scheme is arbitrary, results should be independent of this choice after the dependence of contact
parameters on the regularization scale, the so-called cutoff Λc , is taken into account. This means that at
each order there should be sufficiently many counterterms to absorb any residual cutoff dependence in
the limit Λc →∞. This is problematic for singular potentials, such as OPE, which has a 1/r3 behavior
in spin S = 1 channels due to the tensor force. Although the focus is to describe long-range behavior,
this singular potential nevertheless generates an oscillatory wave function for r → 0 that leads to the
appearance of spurious bound states and cutoff-dependent results. To renormalize such a potential in a
certain partial wave, i.e., to obtain cutoff-independent results for large cutoffs, a counterterm is neces-
sary in the same partial wave [112, 194]. In WPC at LO, however, the only counterterms appear in the S
waves, but not in partial waves with orbital angular momentum l > 0 where the singular OPE potential
also contributes.
Kaplan, Savage, and Wise (KSW) [195, 196] suggested a different power counting that uses dimen-
sional regularization (DR) with power divergence subtraction to systematically expand the nucleon-
nucleon (NN ) scattering amplitude in powers of Q/Λb instead of the potential. Within this scheme,
only the LO contact interactions are treated nonperturbatively, while other contact interactions and pion
exchanges are treated in finite order in perturbation theory, in order to find analytic expressions for the
scattering amplitudes. Although the KSW power counting is well defined and consistent, it failed to re-
produce the phase shifts from the Nijmegen PWA [162] in spin-triplet channels at N2LO [197] and led to
large N2LO corrections. It was found that in some spin-triplet channels, the nonperturbative treatment
of pion-exchange diagrams is necessary at higher momenta because the OPE tensor force is large and
singular, and must be summed to all orders. This is done in WPC and reflects the fact that a correct
renormalization of singular potentials is intrinsically nonperturbative [198]. A solution to this problem
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was suggested in Ref. [199], where the short-range part of the OPE interaction was canceled by fictitious
heavy mesons.
Nogga, Timmermans, and van Kolck (NTvK) [112] studied the cutoff dependence of phase shifts at LO
in WPC for nonlocal regulators and for a cutoff range of Λc = 2−20 fm−1. They found that WPC leads to
cutoff-independent results in the spin S = 0 channels, in the 3S1 channel, where WPC includes a countert-
erm, and in S = 1 channels with repulsive tensor forces, e.g., 3P1. However, NTvK observed strong cutoff
dependences and the appearance of several spurious bound states in the other attractive tensor channels,
3P0,
3 D2, and 3P2 −3 F2, where there are no counterterms present in WPC. As a solution, NTvK suggested
to explicitly add counterterms to partial waves with attractive tensor interactions, i.e., 3P0, 3P2, and 3D2.
In higher partial waves, NTvK found that the centrifugal barrier screened the singular tensor force suf-
ficiently so that no counterterms were necessary in the investigated cutoff range. The modification of
WPC proposed by NTvK was also confirmed based on a renormalization group analysis [200].
Similar to the spirit of NTvK, in this chapter we investigate the large-cutoff behavior of local chiral inter-
actions that were introduced in Refs. [38, 39]. In the previous chapter we showed, that local regulators
induce regulator artifacts, which mix contact interactions in a certain partial wave into all higher partial
waves (see also Refs. [109, 111, 170]), because the regulator does not commute with the antisymmetrizer.
In this chapter, we exploit these regulator artifacts to mix LO contact interaction terms into all attractive
tensor channels, to obtain cutoff-independent results for the phase shifts and deuteron ground-state
energy.
6.2 Local chiral interactions at LO
As we have shown in the previous chapters, the LO potential from chiral EFT takes the form
V LONN(r,R0) = V
LO
OPE(r,R0) + V
LO
cont(r,R0) , (6.1)
with the one-pion-exchange interaction given Eq. (4.7) and the most general set of short-range contact
operators, given by
V LOcont(r,R0) = (C1 + Cσσ12 + Cττ12 + Cστσ12τ12) fshort(r,R0) . (6.2)
This general set of short-range operators describes S-wave NN scattering. In this chapter, we investigate
different forms of the long- and short-range regulator. We consider the general form which we presented
in Eq. (4.2) and Eq. (4.3). For convenience we repeat the expressions below:
flong(r,R0) =

1− exp

−

r
R0
n1n2
,
fshort(r,R0) =
n
4piΓ (3/n)R30
exp

−

r
R0
n
, (6.3)
with the coordinate-space cutoff R0, and where n1, n2, and n determine the width of the regulator
functions. In this work we will investigate different combinations of n1, n2, and n for these regulator
functions, as low-energy physics should be independent of the short-range details and any regulator
function should be equally valid [194].
As we showed in the previous chapter, when the regulator commutes with the antisymmetrizer, as is
the case for typical nonlocal regulators, only two of the four LO operators in Eq. (6.2) are linearly inde-
pendent, and one can choose any two of the four operator structures (except 1,σ12τ12 which is linearly
dependent in the two S-wave channels) for the LO potential. From the spin-isospin LECs CST , which en-
ter partial waves with total spin S and the total isospin T , one can then determine the operator LECs
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Figure 6.1.: Spin-isospin LECs C10 (left panel, logarithmic scale) and C01 (middle panel) as function of
the inverse cutoff R−10 for local chiral interactions at LO with different local regulators char-
acterized by n1, n2, n. Right panel: Spin-isospin LEC C10 as function of the inverse cutoff R−10
for local chiral interactions at LO allowing one, two, and three bound states in the coupled
3S1–3D1 channel.
for different operator pairs according to Eq. (5.15). However, the Fierz ambiguity is violated when local
regulators are chosen; see Ch. 5. For local regulators, the LO interaction in the S waves affects all higher
partial waves. While this mixing of LO S-wave physics into higher partial waves cannot be turned off
completely, one can construct interactions that vanish in the ST = 00 and ST = 11 partial waves, i.e.
partial waves with odd orbital angular momentum l(1) by choosing all four operators at LO and setting
C00 = C11 = 0. We call the latter interaction LOnP , and it is closest to nonlocally regularized interactions.
In the following, we construct various potentials for different operator structures, different sets
{n1,n2,n}, and different regulator values in the range R−10 = 0.8 fm−1 − 10.0 fm−1 in steps of 0.2 fm−1,
where we use the inverse of the coordinate-space cutoff because it is connected to the momentum-space
cutoff. Then, large values for R−10 imply large momentum cutoffs. For each potential, we fit the two
spin-isospin LECs in the 1S0 and 3S1 partial waves, C01 and C10, to the corresponding S-wave phase shifts
from the Nijmegen PWA [162] up to laboratory energies of 50 MeV, as detailed in Ch. 4. When varying
R0, we renormalize the LECs CST = CST (R0) to keep the phase shifts invariant at low energies. Depending
on the size and sign of the LECs, we can obtain fits with an arbitrary number of bound states. Therefore,
when fitting the LECs, we additionally require that the resulting interaction allows for exactly one bound
state in the deuteron channel.
We present the resulting LECs C10 and C01 as functions of the inverse cutoff R−10 in the first two panels
of Fig. 6.1, respectively, for four different sets {n1,n2,n} = {2,2,2}, {4,1,2}, {2,2,4}, and {4,1,4}. We
find that the LEC dependence on the cutoff is regulator-dependent, see also Ref. [112], and observe a
systematic behavior for the different regulator choices in both ST -channels.
We observe a strong increase of C10 with R−10 (in the left panel of Fig. 6.1), which is more prominent
for short-range regulators with n = 4 (green and purple line) compared to those with n = 2 (blue and
red line). This increase is due to the increasing attractive OPE tensor contribution in the ST = 10 channel
when increasing R−10 . Because we only allow for one bound state in the deuteron channel, an increasing
LEC is needed to balance the OPE attraction sufficiently so that no second bound state enters. We will
discuss this in more detail later in this chapter. For the interactions with n = 4, this requires a larger LEC
because the regulator is sharper. Also, for n = 4 we could not achieve a fit beyond R−10 = 4.4 fm
−1, due
to large numerical values and cancellations.
In the ST = 10 channel, at small values of R−10 , we find pairwise similar LECs for the sets {2,2,2} (blue
line) and {2,2,4} (green line) as well as for the sets {4,1,2} (red line) and {4,1,4} (purple line). At large
(1) In two-fermion systems, the Pauli principle requires l + S + T to be odd. For S = T this means l has to be odd.
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Figure 6.2.: Chiral LO potentials in the 3S1 partial wave as well as the corresponding wave functions
for one or two bound states for three cutoff values and n1 = n2 = n = 2. In addition,
we compare the chiral LO potentials with a potential where the short-range interaction is
replaced by anω-meson-exchange potential.
values of R−10 this behavior changes, and we find pairwise similar LECs for the sets {2,2,2} (blue line)
and {4,1,2} (red line), and for the sets {2,2,4} (green line) and {4,1,4} (purple line). From this we can
deduce that at small R−10 , the LEC C10 is dominated by effects of the long-range regulator, while at large
R−10 , the LEC is dominated by effects of the short-range regulator. The transition between those two
regimes is found at cutoffs R−10 ≈ 2 fm−1. This transition region is shown in the inset in the left panel of
Fig. 6.1. At small R−10 , the OPE is cut off at larger distances, and the LECs are rather small, so that the
relative importance of the OPE is larger and the fits are mostly sensitive to the form of the long-range
regulator. This changes at large R−10 , where differences in the long-range regulator are not so important
because the short-range interactions cut off the OPE at a distance scale, independent of the long-range
regulator function.
In the second panel of Fig. 6.1 we show the LEC C01. We again observe pairwise similar LECs for the
sets {2,2,2} (blue line) and {4,1,2} (red line), and for the sets {2,2,4} (green line) and {4,1,4} (purple
line), but this time we observe no crossing with R−10 . The LEC C01 is mostly affected by the choice of the
short-range regulator because the singular tensor force does not contribute to the 1S0 channel and the
OPE is relatively weak. This is reflected in the LECs, which are attractive, but approach zero for increasing
R−10 . The LECs can be described with high precision by a function of the form
C01(R0) = aR
b
0 . (6.4)
For the sets {2,2,2} and {4,1,2} with n = 2, we find a = −2.47 fm2+b and b = −0.98. For the sets
{2,2,4} and {4,1,4} with n = 4, we find a = −1.83 fm2+b and b = −0.96. Thus, the LECs are propor-
tional to R−10 .
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Figure 6.3.: Phase shifts in the 3P0 partial wave at laboratory energy Elab = 10, 50, 100, and 150 MeV
versus the inverse cutoff R−10 for different LO operator structures and n1 = n2 = n = 2. The
first panel shows the phase shifts for the operator pair 1, σ12, where the spin-isospin LEC C11
is equal to C10. The second and third panel show the operator combinations σ12, τ12 and
τ12, σ12τ12, where C11 ∼ −C10 (see Tab. 6.1). In the lower panels we show the interaction
LOnP , where C11 = 0 and which is closest to an interaction that respects Fierz rearrangement
freedom, as well as the operator combinations 1, τ12 and σ12, σ12τ12, where C11 ∼ C01 with
C01→ 0 (see Fig. 6.1). In the lower panels we find a similar behavior as in Ref. [112].
In the third panel we show the LEC C10 when enforcing different numbers (one, two, or three) of
bound states in the deuteron channel. As before, we observe a systematic behavior of the LECs with
increasing R−10 but the LECs increase much slower for interactions with more bound states. We note that
if we allow more bound states in the deuteron channel, this also leads to spurious bound states in higher
partial waves with spin S = 1. The appearance of such spurious bound states is a signature of the fact
that at short distances the description in terms of a singular NN potential is meaningless because nucle-
ons are not relevant degrees of freedom at the corresponding distance scales.
In Fig. 6.2, we show the potentials in the 3S1 partial wave, as well as the corresponding wave func-
tions, for one allowed bound state (upper panels) and when enforcing two bound states (lower panels)
for three cutoff values. In the former case, for increasing R−10 , the OPE extends to smaller distances, but
is cut off at small r by the repulsive short-range contact interaction. When increasing R−10 the range of
the short-range regulator function decreases as expected but this is compensated by very large LECs. This
results in a hard core which does not vanish even for large values of R−10 , but cuts off the long-distance
singular OPE in such a way that only one bound state can be accommodated.
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Table 6.1.: Leading-order spin-isospin LECs CST in the S = 1, T = 1 and S = 0, T = 0 channels as functions
of the coupling constants C10 and C01 for different operator choices. For LOnP , C11 = C00 = 0
by definition. The second columns indicate the limit for R0→ 0.
Operators
C11 C00
exact R0→ 0 exact R0→ 0
1,σ12 C10 +∞ C01 −0
1,τ12 C01 −0 C10 +∞
σ12,τ12 −12(C10 + C01) −∞ 32(C10 + C01) +∞
σ12,σ12τ12 −13C01 +0 −3C10 −∞
τ12,σ12τ12 −13C10 −∞ −3C01 +0
These considerations allow us to understand the large-cutoff behavior of C10 in Fig. 6.1. To cut off
the OPE at a certain radius scale r∗,i so that only i bound states appear, requires the short-range part
of the potential at this scale to be sufficiently repulsive. For n= 2, we have
V10(r
∗,i) = C10
1
pi
3
2R30
exp
−  r∗,iR−10 2= V i0 , (6.5)
where V10 is the potential in the 3S1 channel and V i0 is the strength necessary to compensate the OPE at
r∗,i . Then, it is easy to see that
C10 = V
i
0pi
3
2R30exp
 
r∗,iR−10
2
, (6.6)
so C10 has to grow exponentially in R−20 , which is what we observe in Fig. 6.1. In fact, fitting the large-
cutoff behavior for C10 in the case of one bound state, we find C10 ∼ exp
 
(r∗,1R−10 )b

with b ≈ 1.97 and
r∗,1 ≈ 0.48 fm, where the value of r∗,1 sets the scale for the crossing region in Fig. 6.1. In case of two
bound states, we find b ≈ 1.97 as before and r∗,2 ≈ 0.20 fm. The exponents are in very good agree-
ment with our expectations, while r∗,1 and r∗,2 are in qualitatively good agreement with our findings
in Fig. 6.2, especially considering the short-distance scale in the deuteron wave function. The resulting
hard core pushes the deuteron wave function out from the center, which we see in the second panel of
Fig. 6.2. When enforcing two bound states, instead, the OPE is probed also at smaller r, so that two
bound states can be accommodated. In this case, r∗,2 is smaller than r∗,1, which leads to smaller values
of the LECs (a smaller hard core) at a certain R−10 . Our results for large R−10 and n deuteron bound states
show that there exists an effective cutoff r∗,n in coordinate space. It would further be interesting to in-
vestigate how this behavior translates to nonlocal interactions.
We emphasize that all LECs for all numbers of bound states are fit to reproduce NN phase shifts and
that this represents an ambiguity when fitting nuclear forces to the phase shifts. Because experimentally
there exists only one bound state in the deuteron channel, in the following we require our interactions
to be on the one-bound-state branch.
6.3 Results for phase shifts
Next, we investigate the phase-shift behavior as function of the cutoff scale. We focus on the regulator
with n1 = n2 = n = 2, because this allows us to investigate the interaction also at large values for the
inverse cutoff. For this set, we construct potentials for all five linearly independent operator pairs from
Eq. (6.2) and the LOnP potential. Because all interactions are fit to the two S-wave channels, we obtain
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Figure 6.4.: Phase shifts in the 1S0, 3S1, ε1, 3D2, 1P1, 3P1, and 3P2 partial waves for laboratory energies
Elab = 10, 50, 100, and 150 MeV as well as the deuteron ground-state energy Ed (upper right
panel) as function of the inverse cutoff R−10 for the operators (1, σ12) and n1 = n2 = n= 2.
the same LECs C10 and C01, but the LECs C00 and C11 depend on the operator choice, see Ch. 5 and
Eq. (5.15) in particular. The values of C00 and C11 for all operator pairs are listed in Tab. 6.1, where we
show both the functional dependence on C10 and C01 for each LEC, as well as the limit for R0 → 0 (see
Fig. 6.1). The LECs C00 and C11 of the LO nP interaction are exactly zero by construction.
In Fig. 6.3 we show the 3P0 phase shifts at laboratory energies Elab = 10, 50, 100, and 150 MeV as
function of the inverse cutoff for each of the operator pairs and for the LOnP interaction. In general,
when increasing the momentum-space cutoff, i.e., taking the coordinate-space cutoff R0 → 0, the short-
range regulator fs(r,R0), becomes narrower. The long-range regulator fl(r,R0), on the other hand, which
is used in the OPE to suppress the singularity at r = 0 while preserving long-range physics, allows more
contributions at small distances. In partial waves, where the OPE tensor part is attractive and no countert-
erms are present, e.g., 3P0, spurious bound states appear. The signature of this effect is a limit-cycle-like
behavior of the phase shift [112].
In the first row we show the operator pairs (1,σ12), (σ12,τ12), and (τ12,σ12τ12), for which C11 ∼ C10.
For the pair (1,σ12), the LEC is repulsive C11 > 0, and thus, acts to compensate the attractive tensor
contribution from the OPE interaction. In this case, we find the results stabilize on a plateau when the
cutoff is increased. This is the only operator pair for which we observe that the phase shifts become
independent of R−10 for large R−10 . For the other two operator pairs the corresponding LEC is attractive,
C11 < 0, which adds to OPE the attraction, and leads to the appearance of spurious bound states in the
3P0 wave. This causes a highly oscillatory behavior of the phase shifts.
In the second row we show the LOnP , (1,τ12), and (σ12,σ12τ12) interactions for which C11 → 0. For
the LOnP interaction the P waves only receive contributions from OPE, and thus, this interaction has the
closest resemblance to nonlocal chiral EFT interactions (i.e., to the case studied in Ref. [112]). The other
two interactions lead to short-range contributions in the 3P0 wave, but these are small, and the overall
phase shifts are very similar to the LOnP interaction. Phase-shift jumps in Fig. 6.3 correspond to cutoff
values where new bound states enter in the 3P0 wave. For the interactions in the lower panels, we find a
limit-cycle-like behavior similar to the nonlocal potentials of Ref. [112] without counterterms.
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Figure 6.5.: Phase shifts in the 3S1, 3P0, and 3D1 partial waves for different laboratory energies and
for different regulator functions, as a function of the inverse cutoff R−10 for the operators
(1,σ12).
For the interaction with operators (1,σ12), which leads to plateaus, we show the phase shifts in the
1S0, 3S1, 3P1, 3P2, 1P1, and 3D2 partial waves as well as the mixing angle ε1 and the deuteron ground-state
energy in Fig. 6.4, and find plateaus in all cases for R−10 ¦ 4 fm
−1, similar to Ref. [112] when counterterms
were included there. At higher laboratory energies, the plateau is reached for higher values of R−10 .
The plateau values for the phase shifts are very similar to the results found by NTvK [112], except in the
attractive-tensor P and D waves, without adding any new counterterms, in contrast to NTvK. For the
deuteron, we find a ground-state energy of Ed →−1.99 MeV for R−10 →∞, which is close to experiment
although the deuteron was not included in the fit.
In Fig. 6.5 we show the phase shifts as function of R−10 in three partial waves for different laboratory
energies and different regulator choices. We find that the phase shifts converge to the same values, and
that the plateaus are independent of the exponents in the regulator function. Note that for the sets
{n1,n2,n}= {2,2,4} and {4,1,4} we do not obtain numerical results for R−10 > 4.4 fm−1 as discussed for
Fig. 6.1.
The phase shift plateaus do not necessarily have to be close to the the physical phase shift values. In
Fig. 6.6 we compare the phase shifts as function of the laboratory energy in several partial waves with
the PWA values for two cutoff scales (R−10 = 1.0 fm−1 and R−10 = 10 fm−1). The large-cutoff interaction,
that lies on the phase-shift plateaus, describes the energy-dependence of the phase shifts reasonably
well and in some cases much better than the result for a typical low cutoff. The only exception is the
1S0 partial wave, because at LO the effective range cannot be correctly described. It is not clear if an
improvement can be found at NLO due to causality bounds [201], and it will be interesting to investigate
the order-by-order behavior at large R−10 .
6.4 Summary of main results
Because of the attractive singular OPE, results are very cutoff dependent in WPC without the promotion
of additional counterterms. In this chapter we have explained the fact that local regulators connect the
LO counterterms with all higher partial waves. For a certain class of local regulators, these regulator
artifacts can compensate the attractive tensor contributions from OPE and we find cutoff-independent
results. However, we state explicitly that these results do not imply that WPC is renormalizable.
Conceptually, our results are very different from the results of NTvK. While NTvK restore renormaliz-
ability of chiral interactions at LO by adding additional counterterms in channels with attractive tensor
interactions and then obtain cutoff-independent results, we have seen that the regulator artifacts for
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n= 2 in comparison to the PWA phase shifts.
local chiral interactions with the operator combination (1, σ12) add additional repulsion to the same
partial waves, which in turn leads to similar plateaus, see Fig. 6.3. However, the appearance of plateaus
does not mean that our interactions are renormalizable.
Our findings are only possible for certain local regulators that are smooth functions. Furthermore, the
appearance of plateaus is only possible because we require the interactions to remain on the branch for
a single bound state. As we have explored before, in this case the width of the short-range regulator
function decreases with R−10 but this is compensated by increasing values of the LECs. This results in a
non-vanishing hard core which compensates the attraction from OPE in such a way that only one bound
state can be accommodated.
The core is strong enough to counter the attraction in the 3S1 −3 D1 channel (where it is strongest),
and it is only natural that it is sufficiently strong to counter the attraction in higher partial waves, where
we find no additional spurious bound states. This is another difference from the results of NTvK, where
the introduction of additional counterterms does not eliminate the appearance of spurious bound states.
If we instead allow for more bound states to appear in the 3S1 channel, the values of the LECs decrease
and the core is reduced in magnitude. Then, we also find a limit-cycle cutoff dependence behavior and
additional counterterms need to be added in the attractive tensor channels, as NTvK found.
We remark, however, that if we would allow more bound states to enter, this would mean that the
LECs CST (R0) have to jump from one bound-state branch to another bound-state branch. To our knowl-
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edge, in this case there is no clear prescription at which cutoff values these jumps have to occur, which
introduces an additional ambiguity. Enforcing one bound state, on the other hand, is a reasonable and
practical prescription for the construction of potentials that introduces no new ambiguity.
While the connection of the S-wave contact interactions with higher partial waves is purely a regula-
tor artifact, such a connection can have a qualitative physical motivation. The LO counterterms in WPC
absorb, among others, the effects of heavier mesons like the ρ or ω meson, which are integrated out in
chiral EFT [202]. Such heavier mesons are responsible for the short-range NN repulsion and compensate
the singular attraction of the OPE interaction, see also Ref. [199]. The exchange interactions for these
mesons are local in the static limit and enter all partial waves, similarly to pion exchanges. Local regulators
establish a similar connection of all partial waves.
For example, the central short-range repulsion in one-boson-exchange potentials originates from ω-
meson exchange [5]. The exchange potential of a very heavyω-like vector meson would be given by
Vω(mω, r)
mωmN−→ e−Mωr
r
§
1+
1
3
σ12

(6.7)
−1
6

1+
3
Mωr
+
3
(Mωr)2

S12(r)
ª
,
see, e.g., Eq. (F.8) in Ref. [5] with the mass of the meson mω and the nucleon mass mN . In case of the
local LO potential with the operator structure (1,σ12), we find that the operator LECs for larger cutoffs
approach C1 = 3Cσ, because C01 = C1−3Cσ→ 0. Thus, a corresponding meson would need to have the
leading operator structure ∼ 1+1/3σ12, which is exactly the central part of anω-like vector meson. We
highlight this in the left panels of Fig. 6.2, where, in addition to the central chiral interactions, we also
show the result for theω-meson exchange. We find a behavior similar to the chiral interactions for larger
cutoffs.
In conclusion we summarize our key findings below:
• We investigated the behavior of local chiral interactions in WPC when the coordinate-space cut-
off is lowered. We have constructed LO interactions for cutoffs ranging from R−10 = 0.8 fm
−1 to
10.0 fm−1 for different choices of the regulator function and for different pairs of the LO operators
in {1,σ12,τ12,σ12τ12}. Our interactions were fit to reproduce the S-wave phase shifts from the
Nijmegen PWA.
• We showed that for the operator combination (1,σ12), phase shifts in all partial waves as well as the
deuteron binding energy converge to plateaus when we reduce the coordinate-space cutoff (i.e.,
increase the momentum-space cutoff), leading to cutoff-independent results. This is a consequence
of the violated Fierz-rearrangement freedom, which we discussed in the previous chapter. For the
operator choice (1,σ12), the LEC C10 in the 3S1 channel is mixed into all attractive tensor channels
with the same sign, providing sufficient repulsion in these channels.
• Using the artifacts of local regulators to our advantage, we constructed interactions that enable
a cutoff-independent description of phase shifts. Comparing the phase-shift predictions for these
hard-core interactions with phase shifts from the PWA, we found very good agreement.
• We want to stress, that these results do not imply that WPC is renormalizable. However, our find-
ings may prove useful from a practical point of view, as they may allow to reduce regulator artifacts
in many-body calculations. As described in Ref. [107], locally regularized three-nucleon forces are
less repulsive those obtained with nonlocal regulators at typical cutoff scales. When lowering the
3N cutoff below the NN cutoff, collapses have been found in neutron matter. It will be interesting
to see how the newly acquired hard NN interactions perform in those systems in the future. these
issues.
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7 Construction of valence-space Hamiltonians
We construct valence-space Hamiltonians for calculations in the nuclear shell model. The residual two-
body interaction is based on symmetries and the low-momentum expansion from chiral effective field
theory. In addition to the usual free-space contact interactions, we also include novel center-of-mass–
dependent operators (introduced in Sec. 3.2). These operators arise due to the broken Galilean invariance
by in-medium effects.
In this chapter, we start with the introduction of the shell-model framework. We then elaborate on
the construction of valence-space Hamiltonians and explain the transformation to the harmonic-oscillator
(HO) basis. After that, we introduce the data sets to which we fit the LECs and explain our fitting
strategies to perform this task.
7.1 Calculations in the shell-model framework
The interacting shell model is based on the nuclear shell model by Mayer and Jensen [7–10]. It considers
multi-nucleon configurations, where valence nucleons occupy several single-particle orbits and interact
with each other. The first step in shell-model calculations is the selection of a model space. The model
space is chosen in accordance to the nucleus/nuclei one aims to describe. A schematic drawing of the
model space is shown in Fig. 7.1. The model space consists of a core (states in the blue rectangle), which
is completely filled with neutrons and protons. In this case, the core is 16O. In shell-model calculations,
nucleons can not be excited out of the core. Above the core is the valence space (here: sd-valence space).
The valence space is filled with neutrons and protons according to the nucleus at hand. A valence nucleon
interacts via one-body interactions with a mean field (so-called single-particle energies), as well as with
other valence-space nucleons via effective two- and many-body interactions. We consider only effective
two-body interactions, as the implementation of residual three-body forces is more involved. However,
in the future we aim to implement three-body forces in their normal ordered two-body approximation.
Valence nucleons occupy the single-particle orbits in the valence space, but they cannot be excited out
of the valence space into the external space (red rectangle) above. The external space is assumed to be
unoccupied at all times. In Fig. 7.1, we depict three energy spacings. The first one, ∆Ecore determines
the single-particle energy (SPE) of the lowest single-particle orbit. The second one, ∆Evs, is symbolic for
the energy splitting in the valence space, and ∆Eext. is the energy gap to the next major shell. For a
small ∆Eext., the given model space might not be sufficient for a reliable description of physical effects.
For negative ∆Eext., there is a shell inversion between the highest orbits of the valence space and the
lowest orbits of the external space. One speaks of so-called islands of inversions [203–208], where those
configurations contribute significantly.
The single-particle basis states can be generated with a one-body Hamiltonian. For that purpose, one
typically uses a harmonic-oscillator (HO) potential, which is modified by an attractive spin-orbit force. The
single-particle states have the following quantum numbers:
• orbital angular momentum l,
• single-particle spin s (with 〈s〉= 1/2 for nucleons),
• angular momentum j= l+ s,
• projection of j on the z-axis: m,
• nodal quantum number n.
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Figure 7.1.: Schematic drawing of a model space for the nuclear shell model (energies are not to scale).
The figure shows the three spaces: core, valence space (vs), and external space (ext.). Protons
and neutrons are depicted by red and blue circles respectively. See text for more details.
Here we denote single-particle orbits as nl j , where we use the spectral notation from Tab. 2.5 for l. The
principal quantum number N is obtained via N = 2n+ l. All single-particle orbits with equal N have the
same HO energy, which reads
EHO = ħhω

N +
3
2

, (7.1)
with the oscillator frequency ħhω. An estimate of this frequency is given by
ħhω≈ 45A− 13 − 25A− 23  MeV , (7.2)
with the mass number A. In shell-model calculations, the oscillator frequency is typically adjusted to the
core nucleus’ radius. One usually applies a scaling factor proportional to ((Acore + 2)/A)
1
3 to correct this
setting for matrix elements of larger nuclei. As mentioned before, single-particle orbits with the same HO
energy form major shells. They are depicted in Fig. 7.2. Note that we use the nodal quantum number n
to label the single-particle orbits, hence, our counting starts with 0s1/2 in the lowest s shell. Filled shells
(and subshells for the 0 f7/2, 0g9/2, 0h11/2 orbits and so on) lead to the nuclear magic numbers, which are
denoted on the right side of the figure. The p shell is located with the two single-particle orbits 0p3/2 and
0p1/2 above the s shell. The completely filled p shell is an 16O nucleus, which is the core for calculations
in the sd shell on top of the p shell. The sd shell contains the 0d5/2, 1s1/2, and 0d3/2 orbits. At last we
want to mention the p f shell, which contains the 0 f7/2, 1p3/2, 0 f5/2, and 1p1/2 subshells. As indicated in
the figure, the 0 f7/2 orbit is lower in energy compared to the remaining p f -shell orbits, thus, it forms the
magic number 28 for a closed 0 f7/2 subshell. Further shells are given in the figure.
After selecting the model space, we need to express the operators from chiral EFT in the resulting ba-
sis. The effective Hamiltonian is a sum of SPEs and two-body matrix elements (TBMEs), which describe
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Figure 7.2.: Approximate level pattern for single-particle orbits derived from the shell model taken from
Ref. [209]. The figure shows the parity pi of a given orbit, the quantum numbers (n + 1)l,
with the nodal quantum number n (different from the notation nl that we use in this thesis),
and the spin-orbit splitting in j. Round parenthesis (2), (4), and so on, denote the level
degeneracy. Square parenthesis [2], [6], and so on, denote the total occupation number.
Magic numbers at 2, 8, 20, 28, 50, and so on, are given on the right.
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the residual interaction among two valence nucleons. In this work, the latter are obtained from chiral
EFT. Two-body matrix elements contribute to nuclei with A≥ 18 (A= 16 core plus at least two nucleons).
As mentioned above, we apply a scaling factor of (18/A)1/3 to the TBMEs to correct the HO frequency
for larger nuclei. More details about the valence-space interaction and on the transformation to the HO
basis follow in the next section.
Figure 7.1 shows one possible configuration out of many that need to be considered in the construction
of the effective Hamiltonian. Formally, an A-body wave function can be constructed from the single-
particle wave functions φi(x j) with Slater Determinants
Ψ(x1, x2, · · · , xA) = 1p
A!
det

φ1(x1) φ1(x2) · · · φ1(xA)
φ2(x1) φ2(x2) · · · φ2(xA)
...
... . . .
...
φA(x1) φA(x2) · · · φA(xA)

, (7.3)
where φi(x j) is the single-particle orbit i, occupied by particle j.
Eigenstates and energies are obtained by diagonalizing the Hamiltonian. Even though matrix dimen-
sions can be reduced by making use of symmetries, e.g., by using the m-scheme (see, e.g., Ref. [210]),
they grow fast depending on the number of valence nucleons. Without using symmetries, the dimension
is approximately given by the binomial coefficients
dim(H)∼

Nvs
nvs

Zvs
zvs

, (7.4)
with Nvs (Zvs) possible spaces for neutrons (protons) in the valence space and nvs (zvs) neutrons (protons)
in the valence space. Consequently, conventional solver algorithms exceed their range of applicability.
Thus, one relies on efficient solving routines, which typically implement the Lanczos algorithm(1). In
this work, we perform diagonalizations with the ANTOINE shell-model code from Refs. [116, 211]. The
theoretical energies that we obtain from this code are used to adjust the LECs to experiment. More
details follow in Sec. 7.6.
7.2 Valence-space interactions
In free space, following Weinberg’s power counting [23, 24], there are two LECs at LO, seven new LECs
at NLO, and 15 new LECs at N3LO. The contact interactions at LO, NLO, and N3LO are given in Eq. (2.59),
Eq. (2.61) and Eq. (2.64) respectively.
The short-range contacts absorb all contributions that cannot be resolved in the EFT framework. They
must be determined by fits to experimental data. For the chiral shell-model interactions, we fit the LECs
directly to data in the valence space. In the valence space, the presence of the core breaks Galilean
invariance, and therefore novel short-range operators appear that depend on the two-body center-of-
mass (CM) quantum numbers, as discussed in Ch. 3 (see also Ref. [172, 173]). We call those operators
valence-space operators. First contributions of the valence-space operators appear at NLO, subleading
contributions enter at N3LO. The operators are presented in Eq. (3.8) at NLO and in Eq. (3.14) at N3LO.
At NLO the valence-space LECs are labeled P1–P5, at N3LO we label them Q1–Q32. General notes on the
partial-wave decomposition of all operators are presented in App. B. The method described there uses
(1) The Lanczos algorithm is commonly used in the process of diagonalizing large scale Hermitian matrices. It is an iterative
method to transform any Hermitian matrix into a Hermitian tri-diagonal matrix, which is then much faster to solve for
eigenvalues compared to the initial matrix.
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(mathematical) tensor operators as a starting point. The tensor-operator representation of all operators
we consider is given in App. C.1 for operators at LO, App. C.2 for operators at NLO, and App. C.3 for
operators at N3LO.
Long-range contributions from the pion-exchange interactions are not renormalized in the medium.
We take the long-range pion-exchange contributions directly from the free-space nuclear forces [26, 27],
with the pion-nucleon LECs given in Tab. 2.4.
The resulting interaction is similar as in the chapters before, with short-range contact interactions that
are adjusted to experiment and long- and intermediate-range contributions from pion physics.
7.2.1 Transformation to HO basis and regulators
In order to apply the momentum-space interactions in the valence space, we transform them to antisym-
metrized, normalized two-body HO states. As detailed in App. D, this leads to two-body matrix elements
(TBMEs) of the form
〈(n1l1 j1)(n2l2 j2)JT |V |(n′1l ′1 j′1)(n′2l ′2 j′2)JT 〉 , (7.5)
where (ni, li, ji) are the single-particle radial, orbital angular momentum, and total angular momentum
quantum numbers, and J , T are the two-body total angular momentum and isospin, respectively.
The radial HO wave functions are given by
Rnl(p) = Nnl (pb)
l exp
−1
2
(pb)2

L
l+ 12
n

(pb)2

, (7.6)
and are plotted in Fig. 7.3 for different n, l quantum numbers relevant for sd-shell TBMEs. The oscillator
length b =
p
ħh/(mω), with ħhω = 13.53 MeV(2) is chosen to reproduce the radius of the 16O core. For
completeness, the normalization is Nnl = b3/2
p
2n!/Γ (n+ l + 3/2) and L
l+ 12
n are generalized Laguerre
polynomials.
Figure 7.3 shows that the radial wave functions involved in a limited valence space automatically cut-
off the high-momentum parts, and therefore no additional momentum-space regulator functions are
necessary. In fact, one can naively estimate the cutoff in energy due to the basis truncation by
Λ2naive
mN
∼ E ¶ "1 + "2 = 2(Nvalence + 3/2)ħhω . (7.7)
For the sd shell it follows that Λnaive ≈ 300MeV. A more sophisticated estimate is given in Ref. [212]
leading to a cutoff estimate for the sd shell ΛHO ≈ 375MeV. In Fig. 7.3, we also compare the radial wave
functions relevant for sd-shell TBMEs with commonly used regulators from chiral EFT with the two cutoff
estimates described above. We observe that the radial wave functions indeed have a similar behavior in
the high-momentum part as the regulator function with ΛHO = 375MeV. Hence, there is no necessity for
additional momentum-space regulator functions for the contact interactions.
7.3 Coulomb corrections
Before we regard the nuclear data set to which we fit our parameters, we need to consider Coulomb
corrections as we only describe the strong interaction with our Hamiltonian. Consequently, we need to
subtract the Coulomb part from experimental ground-state energies from Refs. [105, 213]. As excited
states are given as a difference to the ground-state energy, the Coulomb part is (in first approximation)
(2) Using the estimate from Eq. (7.2) yields 13.91 MeV for 16O.
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Figure 7.3.: Radial wave functions relevant for sd-shell TBMEs in comparison to typical regulators used in
chiral EFT with the naive cutoff estimate Λnaive = 300MeV and ΛHO = 375MeV. See text for
details.
automatically subtracted there.
In order to estimate the size of the Coulomb contribution in the ground state, one typically uses a
model to obtain the energy for a given nucleus. We consider two different models for Coulomb cor-
rections. In our first approach in Ch. 8 we apply the Coulomb correction from Ref. [114] and W. Chung
Ph. D. thesis, Michigan State University (not publicly available). This correction scheme depends only on
the proton number Z . We refer to this correction as CH.
In Ch. 9 and Ch. 10 we take a different approach. We use the Coulomb correction from the Duflo and
Zuker (DZ) mass formula [214], which is given by
EDZC (N , Z) = aC
−Z(Z + 1) + 0.76 [Z(Z − 1)]2/3
A1/3

1−   TA 2 (7.8)
with the constant aC = 0.7043MeV and T =
|Z−N |
2 . The Coulomb correction in the shell model is obtained
by taking the difference with respect to the core
EC(N , Z) = E
DZ
C (N , Z)− EDZC (Ncore, Zcore) , (7.9)
with the number of core neutrons and core protons, Ncore and Zcore respectively. In contrast to the CH
correction, the DZ Coulomb correction depends on the proton number and the neutron number.
We list the evaluated DZ correction in the sd shell w.r.t. the 16O core at N = Z , which we label DZ(Z)
and N = 20, labeled as DZ(20), where the latter marks the limit in the sd shell. We compare those
values to the CH Coulomb correction in Tab. 7.1. There, one can see that the DZ correction at N = Z is
slightly smaller than the CH correction in absolute value. In fluorine, the relative difference between the
DZ and CH correction schemes is around 6% and it increases to roughly 12% up to potassium. The DZ
Coulomb correction shrinks in absolute value with an increasing neutron number. The difference is more
pronounced for large differences |Z − N |. At the neutron edge of the sd shell, i.e., N = 20, the relative
difference in fluorine for the DZ(20) over the DZ(N = Z) correction is larger than 50%. In potassium, the
difference is only about 1%.
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Table 7.1.: Coulomb corrections for sd-shell nuclei. We compare the DZ correction from Eq. (7.9) at N = Z
(DZ(Z)) and at N = 20 (DZ(20)) to the Coulomb correction from Ref. [114] (CH). The latter
does not depend on the neutron number N . All Coulomb energies are given in MeV, with
respect to the 16O core.
Nuclei O F Ne Na Mg Al Si P S Cl Ar K
DZ(Z) 0.00 -3.27 -6.85 -10.72 -14.88 -19.31 -24.01 -28.97 -34.19 -39.65 -45.37 -51.32
DZ(20) 1.63 -1.45 -4.88 -8.65 -12.76 -17.21 -21.99 -27.09 -32.53 -38.29 -44.37 -50.78
CH 0.00 -3.48 -7.45 -11.73 -16.47 -21.48 -26.78 -32.47 -38.46 -44.74 -51.31 -58.14
7.4 Data sets
We adjust our shell-model interactions to ground-state energies from Refs. [105, 213] and excitation
energies from Ref. [215] of nuclei in the valence space. It is important to exclude so-called intruder and
extruder states, which are excitations from the core to the valence space or from the valence space to
the external space (see Fig. 7.1)(3). In the sd shell, it is easy to detect one-body intruder states, as all
states in the sd shell have positive parity. A single-particle intruder or extruder state leads to a negative
parity. However, two-body intruder states do not change the parity and cannot be detected this way.
Intruder states can appear, especially in states in the vicinity of the core (in terms of number of neutrons
and protons). As we mentioned above, in the neutron-rich region the single-particle orbits in the external
space are lowered in their energy which can even lead to shell inversions. Those regions are susceptible
to extruder states. With this, we want to stress that the determination of the right data set is nontrivial,
and one can not naively take all known experimental states in account.
Thankfully, B. A. Brown communicated the data set from Ref. [114] to us. Starting from this, we con-
struct the data sets BR1 and BR2 in Tab. 7.2, to which we adjust our interactions in the sd shell. The
original set considers 608 states in 77 nuclei in the sd shell. We do not use all states from the original data
set from Ref. [114] for several reasons which we name in the following.
First, the ANTOINE shell-model code [211] shows problems when too many states are considered in a
single nucleus. This manifests in low-lying artifacts in the excitation spectrum. One can see this in Fig. 7.4,
where we show excitations of 28Si. States that are considered in the fit are colored black, while others
are colored red. The fit data set used there only considers a single Jpi = 2+ state, which is the lowest
experimental state in the figure. As one can see, this state is well reproduced by the interactions in green,
yellow, and blue (more details follow in the coming chapters). When we include further 2+ states for
predictions, we see that at some point a low-lying 2+ state appears in the theoretical spectrum (anno-
tated as “artifact" in the figure). The ANTOINE code is programmed in a way that it returns the lowest
states in energy. Several identical Jpi, are ordered with increasing energy. This means that if we only
consider a single 2+ state, one can be sure that this is energetically the lowest 2+ state in the spectrum.
Adding further states with this Jpi should return states that increase in energy. Hence, the artifact in the
spectrum is not of physical nature, but of numerical origin in the ANTOINE code. Reducing the number
of states to a maximum of thirteen states per isotope (as in our data sets BR1 and BR2 from Tab. 7.2)
reduces the risk of such spurious states greatly.
Second, we updated the experimental energies to recent data. When we first started with our shell
model fits, the most recent database for experimental binding energies was the Atomic Mass Evaluation
2012 (AME12) [213]. In Chapter 8, we use the BR1 data set from Tab. 7.2 with experimental ground-state
energies from the AME12. The BR2 data set which we use in Ch. 9 uses the more recent states from the
(3) Shell-model states are a superposition of several configurations. An intruder/extruder is not necessarily a purely spurious
state, but it is contaminated by those excitations described here.
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Table 7.2.: Datasets used to constrain the valence-space interaction. From left to right, we list the labels
of the data-set, the active orbits for neutrons (n) and protons (p), the Coulomb correction
model (see Tab. 7.1), the total number of the considered nuclei and the total number of the
considered states. Further descriptions are given below.
Label n orbits p orbits Coulomb Nuclei States
BR(a)1 0d5/2, 1s1/2, 0d3/2 0d5/2, 1s1/2, 0d3/2 CH 77 441
BR(b)2 0d5/2, 1s1/2, 0d3/2 0d5/2, 1s1/2, 0d3/2 DZ 77 451
SDF16(c) (0d5/2), 1s1/2, 0d3/2, 0 f7/2 0d5/2, 1s1/2, 0d3/2 DZ 122 475
(a) This is the sd-shell data set from Ref. [114]. We corrected the ground-state energies according to
the AME12 [213] data. The original set contains 608 states. Our set allows for a maximum of
thirteen states per isotope and a maximum excitation energy of 10 MeV. In addition, we removed
outdated data in accordance with the NNDC [215] database. A visualization of this data set is
given in Fig. 8.1.
(b) Similar to (a) but with a maximum excitation energy of 15 MeV and ground-state energies from
the AME16 [105]. We only use excited states that are in the data set from Ref. [114] and the
NNDC data base simultaneously. The data set is visualized in Fig. 7.5.
(c) Data set for cross-shell interactions. Calculations are done on top of an 16O core, but excitations
out of the neutron 0d5/2 orbit are forbidden, which we indicate with the round parentheses
around it (0d5/2). The data set is visualized in Fig. 10.3.
AME16 [105]. Excited states are updated according to the NNDC database [215]. We remove some of
the excited states with ambiguously defined Jpi values. Third, we limit the maximum excitation energy to
10 MeV in the BR1 set, and 15 MeV in the BR2 set.
We use the Coulomb energy correction used in Ref. [114] (CH) for the BR1 data set, and the Duflo-Zuker
(DZ) Coulomb energy [214], given in Eq. (7.8) for the BR2 data set.
The BR1 set is closer related to the original data set from Ref. [114]. The BR2 data set is still very much
related to the original set, however more states have been removed so that it is in better agreement
with the NNDC database. Furthermore, we show the SDF16 data set in Tab. 7.2, to which we adjust the
cross-shell interactions from Ch. 10.
7.5 Uncertainty estimates
The EFT enables estimates of the theoretical uncertainty due to the truncation of the chiral expansion.
We explore these uncertainties here after the chiral shell-model interactions have been fit. In future works
we will explore the chiral uncertainties during the optimization. We emphasize that these theoretical
uncertainties do not include the systematic uncertainties from the shell-model basis or from possible
states that have a small overlap with sd-shell configurations.
For the ground-state energies, we directly apply the chiral EFT uncertainty estimate from Ref. [30].
These are obtained at LO and NLO using
∆EgsLO = |EgsLO − Egs16O|Q2 , (7.10)
∆EgsNLO =max
 |EgsLO − Egs16O|Q3, |EgsLO − EgsNLO|Q , (7.11)
and at higher orders ν > 2 using
∆Egsν =max
 
∆Egsν−1, |Egsν−1 − Egsν |

Q , (7.12)
where Q = mpi/Λb. For ground-state energies of medium-mass nuclei, the former is set by the pion mass
mpi, and we take Λb = ΛHO = 375 MeV.
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Figure 7.4.: Excitation spectrum of 28Si for charge-dependent shell-model interactions fit to the BR2 data
set at LO, NLOvs, N2LOvs, and N3LOvs. The results are compared to the NNDC data base from
Ref. [215]. Experimental states that are not considered in the BR2 data set are colored red.
The first 2+ state is an artifact that appears in the ANTOINE code if too many states with the
same Jpi value are present in the data set.
For excitation energies, the uncertainty estimates are more challenging. In Ch. 8, we only fit two pa-
rameters at LO, which is not enough for a decent reproduction of the data set BR1. Because the excitation
energies in medium-mass nuclei are small compared to the total energy scale, and because the LO interac-
tion performs poorly in most nuclei (as expected with only two LECs), the theoretical uncertainty would
be dominated by the large difference |EexLO − EexNLO|, if we were to follow the same prescription for the
excited states as for the ground-state energies above. We therefore adopt the following to estimate the
uncertainties for the excitation energies
∆EexLO =max
 
Eavsd , |EexLO|

Q2 , (7.13)
∆EexNLO =max
 
Eavsd , |EexNLO|

Q3 , (7.14)
where we have introduced the scale Eavsd = 3 MeV, which is taken to be approximately the average of the
splittings between the sd-shell orbitals. This scale sets the natural scale for excitations in the sd shell. In
Ch. 9, we adjust two additional charge-dependent LECs, as well as three neutron and three proton single-
particle energies already at LO. This improves the LO interaction and the description is good enough to
use the following uncertainties for excitation energies
∆EexLO = |EexLO|Q2 , (7.15)
∆EexNLO =max
 |EexLO|Q3, |EexLO − EexNLO|Q , (7.16)
and at higher orders ν > 2 we use
∆Eexν =max
 
∆Eexν−1, |Eexν−1 − Eexν |

Q , (7.17)
where we do not need to introduce the scale Eavsd .
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7.6 Fitting strategies
With the operators, Coulomb corrections, the experimental data set and the shell-model code all in place,
the next step is to determine the LECs. As mentioned earlier, we use the ANTOINE shell-model code from
Refs. [116, 211]. For a given parameter set x = {x i}, the shell-model code returns the expectation value
of the Hamiltonian. For a given state k in the data-set the expectation value reads
〈H(x)〉k = Ethk (x) =
∑
i∈SPorbits
"i 〈ni〉k +
∑
i∈#LECs
ci 〈V conti 〉k + 〈V pi〉k , (7.18)
where 〈•〉k is a short-hand notation for the expectation value with respect to the k-th state in the data set,
"i are the single-particle (SP) energies and ni is the number operator for the spherical orbits. Furthermore,
ci are the LECs (CS , CT , C1 and so on), which accompany the contact interaction followed by all pion-
exchange contributions, which we do not fit. The parameters x i are either a SPE or a LEC.
7.6.1 χ2-Optimization
We try to find an optimal description of the experimental data set by means of χ2 minimization. The χ2
value is calculated as
χ2 =
N∑
k=1
χ2k (x) , (7.19)
where the sum runs over all N states in the data set, and χ2k (x) is given by
χ2k (x) =

Eexpk − Ethk (x)
σk(x)
2
, (7.20)
with the experimental energy of state k, Eexpk , the theoretical energy E
th
k (x), which we defined in
Eq. (7.18), and the total uncertainty σk(x). The uncertainty relates to the experimental and theoreti-
cal uncertainty via
(σk(x))
2 = (σexpk )
2 + (σthk (x))
2 . (7.21)
In the following, we drop the dependence on x for brevity. We try to find an optimal solution by setting
the derivative of χ2 with respect to the parameters to zero. For χ2k we find
∂ χ2k
∂ x i
= −2E
exp
k − Ethk
σ2k

∂ Ethk
∂ x i
+
Eexpk − Ethk
σk
∂ σk
∂ x i

. (7.22)
We obtain the derivative
∂ Ethk
∂ xi
with the Hellmann-Feynman theorem
∂ Ethk
∂ x i
=
­
∂H
∂ x i
·
k
= 〈V i〉k , (7.23)
where V i is either V conti or ni , depending on whether x i is a LEC or a SPE. For the derivative of σk we
obtain
∂ σk
∂ x i
=
σthk
σk
∂ σthk
∂ x i
. (7.24)
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The second derivative of χ2k , which we need to construct Hessian matrices, can be obtained similarly
∂ 2χ2k
∂ x i∂ x j
=
2
σ4k

3(Eexpk − Ethk )

∂ σk
∂ x i

∂ σk
∂ x j

+σ2k

∂ Ethk
∂ x i

∂ Ethk
∂ x j

− (Eexpk − Ethk )
∂ 2Ethk
∂ x i∂ x j

+(Eexpk − Ethk )σk

2

∂ σk
∂ x i

∂ Ethk
∂ x j

+

∂ Ethk
∂ x i

∂ σk
∂ x j

− (Eexpk − Ethk ) ∂
2σk
∂ x i∂ x j

. (7.25)
For our setup the second derivative of E thk in the first line is zero. The derivative of χ
2 can be obtained by
∂ χ2
∂ x i
=
N∑
k=1
∂ χ2k
∂ x i
. (7.26)
With Eqs. (7.22 - 7.26), it is easy to construct the gradient, the Jacobian matrix, and the Hessian matrix.
Below, we give the formulas for gradients, Jacobians and Hessians for a data set with N entries and p
parameters.
• Gradient
∇χ2 =

∂ χ2
∂ x1
,
∂ χ2
∂ x2
, · · · , ∂ χ2
∂ xp
T
(7.27)
The gradient returns a vector with length p, which points into the direction of the steepest as-
cent from a given point in the parameter space. The gradient is, for example, used in the BFGS
algorithm [188].
• Jacobian and Hessian matrix
The Jacobian matrix is obtained as
J =

∂ χ21
∂ x1
∂ χ21
∂ x2
· · · ∂ χ21∂ xp
∂ χ22
∂ x1
∂ χ22
∂ x2
· · · ∂ χ22∂ xp
...
... . . .
...
∂ χ2N
∂ x1
∂ χ2N
∂ x2
· · · ∂ χ2N∂ xp
 , (7.28)
which results in a matrix with dimension N × p. The Hessian matrix reads
H =

∂ 2χ2
∂ x1∂ x1
∂ 2χ2
∂ x1∂ x2
· · · ∂ 2χ2∂ x1∂ xp
∂ 2χ2
∂ x2∂ x1
∂ 2χ2
∂ x2∂ x2
· · · ∂ 2χ2∂ x2∂ xp
...
... . . .
...
∂ 2χ2
∂ xp∂ x1
∂ 2χ2
∂ xp∂ x2
· · · ∂ 2χ2∂ xp∂ xp
 , (7.29)
and is a square matrix with dimension p× p. Both, the Jacobian and Hessian are used for example
in the Levenberg-Marquardt algorithm see, e.g., Ref. [216].
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Remarks
We found that the inclusion of the theoretical uncertainty from the EFT in the χ2 value leads to unstable
results in many cases. Calculations are more stable when we use well defined starting values. Finding
those starting values becomes more difficult for a larger number of parameters. One way to do this is to
take derivative-free algorithms to determine starting values like, e.g., the Nelder-Mead algorithm [217]
or the POUNDerS algorithm [218, 219]. However, the convergence speed of such algorithms is reduced
compared to, e.g., the Levenberg-Marquard algorithm. The applicability of those algorithms to large
parameter-spaces, as we have them at N3LO is however limited, as the convergence speed decreases
rapidly. We want to stress the importance of fast converging algorithms for our purpose. In Fig. 7.5, we
show the BR2 dataset, which is representative for a shell-model fit in the sd-valence space. Each square
in the figure represents an isotope in the data set and the numbers in the square show the number of
considered states in each nucleus. The color coding shows the time it takes to diagonalize the corre-
sponding Hamiltonians with the ANTOINE shell-model code (the time is given for a single-core calculation
on a desktop pc). The matrix dimension of the Hamiltonian grows according to the binomial coefficient,
given in Eq. (7.4). This reflects on the computational time to diagonalize the corresponding matrix, as
one can see in Fig. 7.5. Besides the dimension, the number of states as well as the number of different
angular momenta Jpi factor into the computational time. The ANTOINE code is a single thread algorithm,
which means that we can split calculations for different nuclei among several threads. Consequently, the
maximum duration for a single nucleus limits the minimal duration of one iteration for the complete data
set. In this example, the minimal duration for one iteration is of the order of six minutes. For calculations
beyond the sd shell, this time increases rapidly. Thus, fast converging, stable methods are essential for
our purposes.
A reliable method is used in Ref. [114]. The linear-combination method (LCM), which was first pro-
posed in Ref. [220]. It converges for our applications in fewer than 50 iterations and produces stable
results (i.e., fits starting from different initial values converge to the same result). However, as the name
suggests, the method can only be applied if the derivative of χ2 with respect to the parameters is linear
in the parameters, rendering an uncertainty as described in Eqs. (7.15 - 7.17) unfeasible.
7.6.2 Linear-combination method
The LCM, described in Ref. [114], is a crucial component for our optimization, as it converges quickly even
for a large parameter set. It searches for an optimal solution of the χ2 value, which can formally be
obtained by setting the derivative with respect to the parameters to zero:
∂ χ2
∂ x i
= −2
N∑
k=1
Eexpk − Ethk
σ2k

∂ Ethk
∂ x i
+
Eexpk − Ethk
σk
∂ σk
∂ x i

= 0 , (7.30)
where the theoretical energy can be written as follows:
Ethk =
p∑
i=1
x i(E
th
i )k . (7.31)
Here, (Ethi )k is either the expectation value of a certain operator, given by 〈V conti 〉k, or the occupation
number 〈ni〉k which is multiplied by SPEs (see Eq. (7.18)). The basic idea of the LCM is to decompose the
original correlated parameter set into its principal components. The principal components are a subset of
maximally uncorrelated parameters y = {yi} with respect to the data set. For this, the method requires
Eq. (7.30) to be linear in x, meaning
∂ σk
∂ x i
= 0 ∀i and k .
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Figure 7.5.: Graphical visualization of the BR2 data set from Tab. 7.2. Each square represents an isotope
in this data set and shows the number of fitted states in the respective isotope. The color
coding is according to the average time for a diagonalization with the ANTOINE code. Low
computational effort is colored in blue while more involved calculations are colored red. The
color coding is given on the right. The time refers to a single thread calculation on an Intel®
Core™ i7-6700 CPU with 3.40 GHz. The actual time is not as relevant as the trend, for which
nuclei are computationally more involved.
This is not fulfilled for uncertainties from chiral EFT as shown in this chapter. We consider a constant
uncertainty σk from now on. With this, Eq. (7.30) can be expressed as
N∑
k=1
Eexpk −
p∑
j=1
x j(Ethj )k − 〈V const〉k
σ2k
(Ethi )k ≡ ei − Gi j x j = 0 , (7.32)
where 〈V const〉k contains all the theoretical input that has no LEC to adjust to data. These are contri-
butions from the pion exchange, and possibly SPEs (depending on whether one considers them as fit
parameters). Furthermore, we use
ei =
N∑
k=1
Eexpk − 〈V const〉k
σ2k
(Ethi )k (7.33)
and
Gi j =
N∑
k=1
(Ethi )k(E
th
j )k
σ2k
. (7.34)
With this, the original problem is reduced to solving a set of linear equations
Gx= e , (7.35)
with the p × p matrix G and the vectors of length p, x and e. We perform an eigenvalue decomposition
of G, which reads
G = ATDA , (7.36)
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where the eigenvalues di are given in the diagonal matrix D and the eigenvectors form an orthogonal
matrix A with A−1 = AT , as G is symmetric. Rather than taking the direct solution
x= G−1e , (7.37)
we rewrite the equation as
Dyin = Ae , (7.38)
where yin = Ax. For large di , the corresponding y ini is well defined, as small fluctuations in (Ae)i translate
to small fluctuations in y ini . In other words, large eigenvalues di correspond to well determined linear
combinations y ini . However, as the eigenvalues become smaller, a small fluctuation in (Ae)i needs to be
compensated by yi . For small di , youti = (Ae)i/di is getting large. The idea is to adjust only the well
defined values of yin. This is realized with an external "quality parameter" δ. We will take the new value
youti = (Ae)i/di if di ≥ δ and for di < δ we will leave youti = y ini as it is. With eigenvalues ordered
decreasing in size, we get
yout =

(Ae)1/d1
(Ae)2/d2
...
(Ae)i/di
y ini+1
...
y inp

, (7.39)
where di is the last eigenvalue that fulfills di ≥ δ. The new parameters x are obtained with x= ATyout.
Implementation
This method is used iteratively. We begin with a starting vector in iteration zero, x(0), and diagonalize
the resulting Hamiltonian to obtain the values (Ethi )k. We follow all the steps from above and obtain the
new starting vector for the next iteration x(1). We diagonalize the new Hamiltonian and compare the
new χ2 value to the old one to check if the new iteration improved. If it does not, one can either change
the value of δ or take different step lengths. A convergence criterion can be formulated based on the
change in parameters between two subsequent iterations ||x(i) − x(i−1)|| or based on the change in the
χ2 value. The choice δ = 0.01 provides useful LECs for us that are of natural size (see Ch. 9). However it
is beneficial to explore different values of δ occasionally.
The LCM described above shows a fast and stable convergence behavior. One could use the optimum
from the LCM as a starting point for more refined algorithms. However, we find that the minima ob-
tained with the LCM are rarely changed by different optimizers. In most cases, a χ2 value close to the
optimum is obtained within the first ten iterations.
We depict a general schematic process of an iterative fitting algorithm in Fig. 7.6. In the first step,
starting values {x it=0i } are used for the initial calculation. The calculation (here done with the ANTOINE
shell-model code) returns the theoretical energies {(Ethi )k} as well as uncertainties. In the analysis step,
we construct the χ2 value and, depending on the optimization routine, we construct gradients, Jaco-
bians and/or Hessians (denoted by∇,J , andH respectively). In the optimization step we either obtain
the parameters for the next iteration {x it+1i } and the process repeats, or, given that there is no notable
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Start
values
Calculation
AnalysisOptimization
Minimum
{xopti }, χ2opt
{x it=0i }
{(Ethi )k}
({σthk })
χ2, (∇,J ,H )
{x it+1i }
terminate if
∆{x i}  1
∆χ2 1
Figure 7.6.: Schematic procedure for an iterative optimization process. More information is given in the
text.
change in the parameters and/or the χ2 value, the fit terminates and we are left with the optimal result
for {xopti } and χ2opt.
As our theoretical uncertainty has no statistical interpretation, neither does the resulting χ2 value. Thus,
we compare the root-mean-square (RMS) deviation to experiment for different interactions. The RMS
deviation is given by
RMS =
√√√√ 1
N
N∑
k=1
 
Eexpk − Ethk
2
. (7.40)
This concludes the technical and theoretical background for shell-model interactions. Applications follow
in the next chapters.
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8 sd -shell fits and results at NLO
As described in the previous section, we use chiral EFT as a general operator basis at low energies and
its capability to estimate theoretical uncertainties due to the EFT expansion to develop chiral shell-model
interactions, where the low-energy couplings are fit directly to data in the sd shell.
In this chapter we investigate charge-independent interactions at LO, NLO, and NLOvs, where the sub-
script vs (valence space) denotes that this interaction includes valence-space operators. As mentioned in
the previous chapter, we fit the interactions in this chapter to experimental data from the BR1 data set in
Tab. 7.2. This set considers 441 out of the 608 states that were used for the USDA/USDB fits [114]. The
number of states we fit to is visualized in Fig. 8.1 for each isotope. As in Ref. [114], we apply a proton
number dependent Coulomb correction (CH from Tab. 7.1) to the experimental ground-state energies,
so that we can focus on the strong interaction part. We begin with a recap about this new operator
structure. This chapter is based on our work reported in Ref. [115].
8.1 Valence-space operators at NLO
With the new CM-dependent interactions from Sec. 3.2, the full contact interaction at NLOvs reads
〈p,P|VNLOvscont |p′,P〉=CS + CTσ1 ·σ2 + C1q2 + C2k2 + C3q2σ1 ·σ2 + C4k2σ1 ·σ2
+
i
2
C5 (σ1 +σ2) · (q× k) + C6(q ·σ1)(q ·σ2) + C7(k ·σ1)(k ·σ2)
+ P1P
2 + P2P
2σ1 ·σ2 + P3 i (σ1 −σ2) · (q× P)
+ P4 (σ1 ×σ2) · (k× P) + P5 (σ1 · P) (σ2 · P) . (8.1)
The CM-dependent interactions include central parts, given by the LECs P1 and P2, the difference- and
cross-vector operators determined by P3 and P4, and a CM-tensor operator, given by P5. The operators
that accompany the LECs P3–P5 are discussed in the context of noncentral interactions in Fermi-liquid
theory in Ref. [172]. From the partial-wave decomposition one can see the central and tensor parts are
diagonal in two-body spin s, relative orbital angular momentum l, and total relative angular momentum
j. They only contribute to the relative 1S0 and 3S1 waves (see general notes on the partial-wave decom-
position in App. B and the tensor operator representation in App. C). Moreover, the central parts are
diagonal in CM angular momentum L.
The difference- and cross-vector operators are spin-violating [172] and mix spin-singlet 1S0 (1P1) with
spin-triplet 3Pj (3S1) relative partial waves. At NLOvs, they do not contribute to higher l waves. As a result
of the S-P mixing and parity conservation, the spin-violating interactions also change the CM orbital
angular momenta L, L′ and are not necessarily diagonal in j, j′.
In order to investigate the impact of the different CM-dependent interactions, we use in the following
the notation NLOvsc,v ,t when only central, only vector, or only tensor operators are included, respectively.
8.2 Overview of comparison with experiment
In Fig. 8.2 we show the RMS deviation from experiment for each fitted nucleus in the sd shell for the chiral
shell-model interactions at LO (left), NLO (middle), and NLOvs (right). The RMS deviation is given by a
color coding that ranges from 0 MeV (green) to 1 MeV (red). The results show a striking improvement
from LO to NLO and a further improvement from NLO to NLOvs, where at NLOvs, there are only a few
outliers with large RMS deviations. This demonstrates the impact of the new CM-dependent operators.
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Figure 8.1.: Graphical representation of BR1 dataset from Tab. 7.2. Each square shows the number of
states fitted for a given isotope, where the color coding gets darker with increasing number
of states.
We also show a quantitative overview of the comparison with experiment in Fig. 8.3. The figure is
divided into two rows, where the upper row shows the difference between theoretical and experimental
ground-state energies and the lower row is for the difference between theoretical and experimental
excitation energies. The columns show again the results for the LO (left), NLO (middle), and NLOvs (right)
shell-model interactions. The gray (orange) bands show the σ (2σ) intervals given by the RMS deviation.
The order-by-order improvement from LO to NLO and from NLO to NLOvs, already seen globally in Fig. 8.2,
is clearly visible from the decreasing σ bands from left to right and from the systematically decreasing
individual energy differences. Overall, we observe a very good reproduction of experiment at NLOvs.
The results for the ground-state energies at LO in Fig. 8.3 show a systematic deviation from experiment
with increasing neutron richness, especially for the oxygen to silicon isotopes, where the LO shell-model
interaction leads to overbound states with respect to experiment. This trend seems to be resolved at NLO,
where no clear pattern is visible. However, at NLOvs, there is again a deficiency in the isospin dependence
for the neon to aluminum isotopic chains. It will be interesting to see whether this will be improved at
N2LO, and whether this can be traced back to the inclusion of three-nucleon forces [221], which enter at
this order.
Systematic trends of this type are not visible in the energy differences for the excited states in Fig. 8.3.
Note that the number of excited states is higher for nuclei close to stability (see also Fig. 8.1), so that there
are more points shown at the beginning of each element in in Fig. 8.3. However, it stands out that there
is little to no improvement in the first two sodium isotopes (22Na and 23Na) from NLO to NLOvs, which
exemplary shows that additional operator structures are necessary to reach higher accuracies in the fit.
8.3 Comparison to USD-type interactions
In addition to the direct comparison with experiment, we study how the developed chiral shell-model
interactions perform compared to USD-type interactions, where the TBMEs are not determined by a
basis of operators but are fit overall. The RMS deviation of the USD fit is taken from Fig. 4 of Ref. [114]
and is shown as solid line as a function of the number of parameters in Fig. 8.4. Note that the USD fit
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Figure 8.4.: Root-mean-square deviation of the chiral and USD-type interactions as a function of the num-
ber of parameters. The results for the USD fit are taken from Ref. [114]. The figure shows the
free-space operator NLO interaction (green diamond), the NLOvsc interaction including only
the central CM-dependent operators in addition to NLO (yellow circle), and the full NLOvs
shell-model interactions (blue square).
was to a data set with 608 states, while our results are for the data set of 441 states described above, so
the comparison is not completely one-to-one.
In Fig. 8.4, we plot the RMS deviation as a function of the number of LECs for the different chiral
shell-model interactions developed in this work. In order to assess the impact of the new CM-dependent
operators, we also analyze the central (vsc), vector (vsv ), and tensor (vst) contributions separately. The
RMS deviations for all interactions and the number of LECs are given in Table 8.1. Note that in comparison
to the RMS deviation for a given nucleus (see Fig. 8.2) or for ground and excited states separately (see
Fig. 8.3) the RMS deviations discussed here are with respect to the full data set considered. As shown in
Table 8.1, the RMS deviation improves from 1.8 MeV at LO to 0.7 MeV at NLO and 0.5 MeV at NLOvs.
To guide the comparison with the USD-type interactions in Fig. 8.4, the latter are marked by a cross for
9, 11, and 14 parameters, which corresponds to the same number of LECs as the NLO, NLOvsc (or NLOvsv ),
and NLOvs interactions, respectively (see Table 8.1). Recall that the USDA (USDB) interactions correspond
to the USD fit with 30 (56) parameters [114]. We find a similar rapid decrease of the RMS deviation
with increasing number of LECs, although for the same number of parameters the optimal USD fit has
∼ 200 keV smaller RMS deviation. Moreover, we show in Fig. 8.4 explicitly the NLOvsc result, because the
central CM-dependent operators constitute the largest source of improvement compared to considering
only free-space operators (see also Tab. 8.1).
8.3.1 Monopole matrix elements and low-energy constants
The monopole matrix elements play a special role in the shell model and for shell structure [116, 221–223].
They determine the energy gaps between the single-particle orbitals, leading to effective SPEs. Using a
short-hand notation for the TBMEs, 〈abJT |V |cdJT 〉, where the combined index i is short for (ni li ji), the
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Table 8.1.: Number of fitted LECs for the different chiral shell-model interactions considered in this work.
The first two rows show the LO and NLO interactions based on free-space operators. The
following rows show NLO interactions that include the CM-dependent operators from Sec. 7.2.
To distinguish between central (c), vector (v ), and tensor (t) contributions, we label them vsc ,
vsv , and vst , respectively. The full valence-space interaction in the last row is labeled NLOvs.
We give the RMS deviation from experiment for these fitted interactions and compare them
to the RMS deviation of the USD fit from Ref. [114] for the same number of parameters. The
rows are ordered with increasing number of LECs and decreasing RMS deviation.
Interaction #LECs RMS [keV] USD [keV]
LO 2 1780 −
NLO 9 718 430
NLOvst 10 641 380
NLOvsv 11 678 370
NLOvsc 11 538 370
NLOvs 14 510 300
monopole matrix elements are obtained by angle averaging, i.e., by a weighted average over all possible
values of the total angular momentum,
V Tab =
∑
J
(2J + 1) 〈abJT |V |abJT 〉∑
J
(2J + 1)
, (8.2)
where in the sd shell a, b consists of the 0d5/2, 0d3/2, and 1s1/2 orbitals, which are uniquely labeled by
their total angular momentum label (i.e., 5, 3, and 1).
Figure 8.5 shows the monopole matrix elements of the chiral shell-model interactions at LO, NLO, and
NLOvs as well as those of the USDA and USDB interaction for A = 18 (i.e., without applying the scaling
with ħhω). In the T = 0 channel (left panel of Fig. 8.5), the monopole matrix elements at LO (except for
5353) deviate significantly from the other interactions, while at NLO and especially at NLOvs they are
similar to the monopole matrix elements of USDA/USDB. In general the change from NLO to NLOvs
is small except for the higher lying 1111 and 3333 orbitals. For the T = 1 channel (right panel of
Fig. 8.5), the changes from LO to NLO are significantly smaller, and there are only notable deviations
from USDA/USDB for the 1111 monopole matrix element. The latter was also observed in microscopic
calculations of valence-space Hamiltonians [221].
The resulting LECs at different orders are shown in Fig. 8.6. To express them in natural units (see, e.g.,
Ref. [153]), we multiply the LO and NLO LECs by
CLO [nat. units] = CLO · F2pi , (8.3)
CNLO [nat. units] = CNLO · (FpiΛ)2 , (8.4)
Pi [nat. units] = Pi · (FpiΛ)2 , (8.5)
with Λ= ΛHO = 375 MeV and pion decay constant Fpi = 92.4 MeV. As shown in Fig. 8.6, all fitted LECs at
all orders come out to be natural, or are very small in some cases. Wigner symmetry given by CS  CT is
also fulfilled by our interactions. Note that neither naturalness nor Wigner symmetry was imposed as a
constraint on the fit. The LECs of the new CM-dependent operators are given by P1−5 in Fig. 8.6. We find
that all Pi are similar in magnitude. Finally, the changes from LO to NLO and NLOvs are also systematic
for the LECs, with larger changes from NLO to NLOvs mainly for C4 and C7.
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Figure 8.5.: Monopole matrix elements of the different chiral shell-model interactions for mass num-
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the right panel for T = 1. The chiral shell-model interactions at LO, NLO, and NLOvs are
shown together with the monopole matrix elements of the USDA and USDB interactions
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Figure 8.6.: Fitted LECs at LO, NLO, and NLOvs in natural units, which are obtained using Eqs. (8.3)–(8.5).
8.4 Results
After a discussion of our fits and the overview of the comparison to experiment and to USD-type in-
teractions in the previous section, we next present a more detailed picture of the quality of the chiral
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shell-model interactions. In most cases the experimental data shown are from the atomic mass evalu-
ation [213] for the ground-state energies and from Ref. [215] for excitation energies. Otherwise the
experimental reference is given explicitly. Moreover, experimental states included in the fit are shown in
gray, and in red for predictions. We also provide the TBMEs and SPEs of the NLOvs interaction in App. E.2.
8.4.1 Ground-state energies
In Fig. 8.7, we show the ground-state energies for the isotopic chains from oxygen to potassium based
on the chiral shell-model interactions at LO, NLO, and NLOvs including the theoretical uncertainties as
discussed above. For comparison, also the USDA and USDB energies are given. We find that all states
that were included in the fit are reproduced at all orders within the EFT uncertainties. However, the LO
interaction predicts too much binding for the neutron-rich oxygen and fluorine isotopes that were not
included in the fit. As a result, the oxygen dripline is not reproduced, being at or beyond 28O at LO.
Also 28F and 29F are overbound with respect to experiment. Remarkably, already the NLO interaction
correctly reproduces the oxygen dripline as well as the two fluorine isotopes, which were not included
in the fit. Moreover, the NLO and NLOvs interactions overlap in all cases and reproduce ground-state
energies equally well.
8.4.2 Spectra
In Figs. 8.8–8.10, we present our results for the spectra of excited states. These cover the sd shell for
representative cases of nuclei regarding the fits. In each panel, results are given for the chiral shell-model
interactions at LO, NLO, and NLOvs including the theoretical uncertainties, in comparison to experiment
and the USDA/USDB interactions. First, in Fig. 8.8, we show results for oxygen, fluorine, neon, and
sodium isotopes. For the oxygen spectra (first row), the excitation energies generally change weakly
from LO to NLO to NLOvs. From LO to NLO, the excitation energy usually increases, and the NLOvs results
generally lead to an improvement. In fluorine (second row), the NLO interaction already shows a clear
improvement from the LO result, but overshoots the experimental value somewhat, where again then at
NLOvs the spectra are in good agreement with experiment. For the neon spectra (third row), most states
show a continuous improvement from LO to NLO to NLOvs. Moreover, by including the CM-dependent
operators, the correct ground state is reproduced in 21Ne. For the sodium isotopes (fourth row), we show
the two outliers 22Na and 23Na, which we already pointed to in the discussion of Fig. 8.2. In both of them
we see that our interactions at NLO and NLOvs lead to too low energies, and also that there is nearly no
improvement from NLO to NLOvs. However, 25Na shows again a similar behavior as the fluorine isotopes.
In Fig. 8.9, we show results for magnesium, aluminum, silicon, and phosphorus isotopes. We generally
find similar order-by-order behaviors described above, with an overall improvement going to NLOvs. We
note in particular the improvement for 26Al, 31Si, and 35P, as well as the correct reproduction of the
32P ground state when the CM-dependent operators are included. In Fig. 8.10, we show results for the
remaining sulfur, chlorine, argon, and potassium isotopes, which exhibit similar order-by-order trends
as well. Another outlier is the first excited state of 37Ar, which is well reproduced by the LO and NLO
interactions, but at slightly too low energy with the NLOvs interaction. However, besides this first excited
state, most of the remaining states improve with the NLOvs interaction.
Finally, we need to comment on the theoretical uncertainties for the excited states. While the behavior
of the uncertainties may not be unreasonable, the adopted prescription for the uncertainties of excitation
energies is not fully satisfactory, in particular regarding the LO to NLO behavior which is not overlapping
in many cases. As we show in the following chapter, the uncertainty behavior improves when one allows
SPEs to vary and charge-dependent operators are present. Still, future work is needed here, with, e.g., a
Bayesian analysis [35] of the order-by-order behavior of the results leading to improved estimates of the
theoretical uncertainties.
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Figure 8.7.: Ground-state energies from oxygen to potassium obtained from chiral shell-model interac-
tions at LO, NLO, and NLOvs. The energies are given with respect to the 16O core and are
Coulomb corrected according to Tab. 7.1. The theoretical uncertainties are calculated with
Eq. (7.10) at LO and with Eq. (7.11) at NLO. For comparison, we give the USDA and USDB
results from Ref. [114]. Experimental energies that are included in the fit are given by gray
circles, while states that are not included are given by red squares for 25,26O and 28,29F.
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Figure 8.8.: Excitation spectra of selected isotopes from oxygen to sodium. In each panel, results are
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caption of Fig. 8.8.
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8.4.3 Predictions
After the promising prediction of the oxygen dripline at NLO and NLOvs observed above, we also study
the predictions for excited states of neutron-rich nuclei beyond the fitted data set. We focus on the
spectra of neutron-rich oxygen, fluorine, and neon isotopes, which are plotted in Fig. 8.11. Only the first
excited state in 26Ne was included in the fit. All remaining states are predictions of the chiral shell-model
interactions. Because our calculations do not include the continuum, we emphasize this by showing the
neutron separation energy Sn in Fig. 8.11. For states close to or above Sn, the explicit inclusion of the
continuum will lead to changes, which are often of the order of few hundred keV unless this is further
resonantly enhanced.
In comparison to measured states, the chiral shell-model interactions at NLOvs again lead to the best
overall agreement, and there is generally an improvement in going from LO to NLO to NLOvs. For the oxy-
gen isotopes this is especially visible in 23,24O. Moreover, all our interactions reproduce the first 2+ energy
in 26O recently measured at RIKEN [62]. This state is especially impressive, since neither the ground-state
energy, nor the excitation energy was used in our dataset, and the order-by-order behavior is very stable.
The agreement of our chiral shell-model interaction predictions at NLOvs is also very good for the fluorine
isotopes, especially for the low-lying states known, and for all neon isotopes shown.
8.5 Summary of main results
• We have developed chiral shell-model interactions in the sd shell, by fitting the LECs of chiral EFT
operators at LO and NLO directly to 441 ground- and excited-state energies. In addition to the
free-space contact interactions and pion exchanges, our interaction at NLOvs includes novel CM-
dependent operators that arise due to the breaking of Galilean invariance in the presence of the
core.
• Those shell-model fits show a systematic improvement from LO to NLO and NLOvs and result in
natural LECs at all orders. The RMS derivation of the fits improves from 1.8 MeV at LO to 0.7 MeV
at NLO and 0.5 MeV at NLOvs. In comparison to USD-type interactions, the RMS deviation is about
200 keV higher, but shows a similar rapid improvement with the number of LECs.
• We observed a striking improvement in the reproduction of experimental ground-state energies
and excited states, when the new CM-dependent operators are included. There, the dominant
contributor are the central interactions ∼ P1 and P2.
• Our interactions show promising predictions for the oxygen dripline and for excited states in neu-
tron rich oxygen and fluorine isotopes. Also, starting at NLO our interactions where able to predict
the right ground-state energies for 28F and 29F.
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9 Shell-model interactions beyond NLO
After the great success of the shell-model interaction at NLO, we investigate subleading valence-space
operators in this chapter. The next order in the chiral power counting that has new two-body contact in-
teractions is N3LO. As mentioned above, there are 15 new free-space operators and 32 new valence-space
operators (see Eq. (3.14)) at this order. We fit the shell-model interactions up to N3LO to the BR2 data
set from Tab. 7.2. A graphical representation of this data set is depicted in Fig. 7.5. Coulomb corrections
are obtained with the DZ mass formula from Eq. (7.9), which differs from the Coulomb correction from
the previous chapter. We use a different Coulomb correction for two reasons: First, the DZ Coulomb
correction does explicitly consider the neutron number, hence, we expect it to be better suited for the
neutron-rich region. Second, we aim to perform calculations outside of the sd shell later on. Starting
with calcium, we have no values for the CH Coulomb correction from Ref. [114].
At N3LOvs there are two LO LECs, seven plus five NLO LECs, 15 + 32 N3LO LECs, which totals to 61
LECs. In addition to those, we include two charge-dependent LECs which enter at LO. This is one charge
independence breaking operator (CIB) and one charge symmetry breaking operator (CSB), given by
VCIB(p,p
′) = CCIB
1+ 4τ1,zτ2,z
2
,
and (9.1)
VCSB(p,p
′) = CCSB(τ1,z +τ2,z) ,
with the Pauli matrices acting on the isospin of particle i, τi,z . The operators only contribute in neutron-
neutron (nn) and proton-proton (pp) channels of the 1S0 partial wave. Additionally we allow the SPEs to
vary. In the sd channel this leads to three more parameters for neutron SPEs and proton SPEs each. We
end up with 69 parameters in total, which is of the order of the parameters in the USDB (56) interaction
from Ref. [114]. Those parameters are adjusted to experimental data with the LCM method (see Ch. 7).
This chapter starts with an investigation of the LECs and SPEs. After that, we compare our results to
the USD-type interactions from Ref. [114]. This is followed by a general overview of the quality of the
data reproduction. We then show results for ground-state energies and excitation energies. To conclude,
we study some predictions in excitation spectra. Numerical values for SPEs and LECs for all interactions,
as well as the TBMEs of the interaction at N3LOvs are listed in App. E.3.
9.1 Low-energy constants
Before we compare our results to the USDA and USDB interaction from Ref. [114], we first analyze the
LECs and SPEs resulting from the fit. In Fig. 9.1, we show the two LO LECs, CS and CT alongside the
charge-dependent LECs CCIB and CCSB from Eq. (9.1), and the NLO LECs C1–C7 and P1–P5. At N3LO, we
only give the average value for the LECs Dav and Qav to keep a structured overview. Those average LECs
are plotted together with the standard deviation (thick line) and the minimum and maximum values
connected by a thin line. Maxima and minima are annotated by corresponding LEC labels. All LECs are
given in natural values. At LO and NLO, the natural values are obtained from Eq. (8.3) and Eq. (8.4), and
at N3LO we use
Di [nat. units] = Di · (FpiΛ2)2 ,
Q i [nat. units] =Q i · (FpiΛ2)2 , (9.2)
where we take Λ = ΛHO ≈ 375 MeV. We added a yellow band to the figure, that provides a rough
estimate of the region in which the LECs are considered natural. We also show an inset to enlarge the
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region of CT , CCIB, and CCSB. The plot contains LECs of a LO, NLOvs, N2LOvs, and N3LOvs interaction as well
as a different result at N3LOvs with unnaturally large LECs (purple pluses). The LECs are determined with
the linear-combination method from Subsec. 7.6.2. All interactions but the unnatural N3LOvs interaction
are obtained with the control parameter set to δ = 0.01.
One can see that all LECs aside from the D2 and D14 values at N3LO are located within the yellow
band. However, the two outliers are located very close to this band. This is no longer the case in the
unnatural N3LO interaction. For those LECs we find that even the standard deviation for the Di LECs is
located outside of the region of naturalness. In addition, the minimum D2 is roughly three times larger
than the limit of the yellow band. It is worth noting that also here the D2 (D14) LEC marks the minimum
(maximum) value. The Q i values also lie further outside than we would expect for natural values. For the
unnatural fit we have used a large value of the control parameter δ = 10 in the LCM. From this, one sees
that we are able to influence naturalness by adjusting the δ parameter in the LCM fit accordingly.
In Fig. 9.2, we depict the SPEs of the natural interactions. In the left panel, we show the LECs for
neutrons and in the right panel those for protons. To have a rough estimate where the SPEs should be
located at, we include the corresponding energies for 17O (17F) in the left (right) panel. Those energies
are Coulomb corrected with Eq. (7.9) (DZ). In the left panel, the second neutron SPE is slightly off at LO
compared to those at higher orders, and the third one lies far outside. The remaining orders are in good
agreement. At N3LO, the SPEs agree well with the first two 17O energies. In the right panel, the proton
SPEs are far off the 17F states at LO. This might be the case because 17F is not included in the BR2 data
set and the LO interaction has only very few parameters to adjust. As a consequence, the SPEs are forced
towards different values. Again, the subleading orders agree well with each other and with the energies
of 17F. The order of the first two states is inverted at NLO, but they are very close to each other.
9.2 Comparison to USD-type interactions
With the new parameter set, we continue our comparison to the USD-type interactions [114] from
Fig. 8.4. The complete comparison is given in Fig. 9.3. We show the RMS deviation from experiment
for charge dependent interactions at LO, NLOvs, N2LOvs, and N3LOvs. In addition, we show results for
the free-space operator interaction NLO, and the N3LONLO,vs interaction, where the latter includes only
leading valence-space operators that appear at NLO. Furthermore, we give the result for the unnatural
interaction at N3LOvs. The RMS deviations are plotted versus the total number of parameters, which in-
cludes LECs and SPEs. First, they are given in comparison to the results from Ref. [114] (BR). There are
two major differences in this comparison. The original data set from BR includes more states than our BR2
data set. This means although the RMS deviations are expected to be similar in both sets, they can not be
seen as identical. The comparison is thus of a qualitative nature. Second, for the USD [114] interactions,
only the number of adjusted linear combinations in the LCM method are considered as parameters. We
show our results with respect to all parameters, even though the number of adjusted linear combinations
is much lower.
To give an example: At N3LOvs we have 69 parameters. With δ set to 0.01, in the first step of our
interaction we adjust only 49 linear combinations out of those 69 parameters. However, depending on
the starting value and the progress of the fit this number changes frequently. We therefore prefer to
show the total number of parameters. When we set δ = 10 for the unnatural interaction, we adjust 64
of the 69 parameters in the first step.
In Fig. 9.3 we observe a very systematic decrease of the RMS deviation from order to order for our
interactions. This decrease is rapid from LO to NLO and also from NLO to NLOvs. The N2LOvs interaction
has the same number of LECs as the NLOvs interaction. The difference between both orders roots in
differences of the two-pion–exchange potential. In the valence space, we find that the interaction at
N2LOvs performs slightly worse compared to the interaction at NLOvs. Compared to the latter two, the
N3LONLO,vs interaction has 15 new free-space operators. The RMS deviation decreases again, but not as
rapidly as before. The full N3LOvs interaction has 32 new valence-space operators compared to the last
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Figure 9.1.: Fitted LECs for charge-dependent shell-model interactions at LO, NLOvs, N2LOvs, and N3LOvs
in natural units, which are obtained using Eqs. (8.3), (8.4), and (9.2). At N3LOvs, we show
the average Di and Q i value with the standard deviation (thick line), as well as the minimum
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a magnification for CT , CCIB, and CCSB for visual purposes. The yellow band is a visual aid to
determine natural parameters.
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Figure 9.2.: Fitted SPEs for the charge-dependent shell-model interactions. From left to right, we show
the different SPEs for the LO, NLOvs, N2LOvs, and N3LOvs interaction. In the left panel, we
depict the neutron SPEs, in the right panel the proton SPEs. The dashed lines give the results
for Coulomb corrected 17O states (left panel) and Coulomb corrected 17F states (right panel)
(see Eq. (7.9) for the Coulomb correction).
interaction, which helps to lower the RMS deviation yet again to a level, which is comparable to that of
the USDA and USDB interaction from Ref. [114]. In Tab. 9.1, we list the interaction label, the number of
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Table 9.1.: We list the interaction label, number of parameters (SPEs + LECs), RMS deviation from exper-
iment in keV for charge-dependent chiral shell-model interactions at LO, NLO, NLOvs, N2LOvs,
N3LONLO,vs, and N3LOvs. We compare them to the RMS deviation of the USD fit from Ref. [114]
for the same number of parameters (last column).
Interaction #parameters RMS [keV] USD [keV]
LO 10 928 380
NLO 17 609 250
NLOvs 22 437 200
N2LOvs 22 510 200
N3LONLO,vs 37 288 170
N3LOvs 69 161 130
N3LOvs (unnat.) 69 122 130
parameters (LECs + SPEs), the RMS deviation to experiment in keV, and the approximate RMS deviation
of the BR line from Fig. 9.3 at the same number of parameters.
As one can see in Tab. 9.1, with ten parameters to adjust we obtain an RMS deviation of 928 keV at LO.
The seven new free-space operators at NLO help to reduce this value to 609 keV, which is an improvement
of roughly 300 keV (∼ 45 keV per new LEC). The five new valence-space operators at NLOvs further reduce
this value to 437 keV (∼ 30 keV per new LEC). At this order, there are 22 LECs in total, which reduce the
RMS deviation by more than half compared to that at LO. As mentioned above, there is no improvement
at N2LOvs. Comparing the N3LONLO,vs interaction with its 15 new free-space operators to NLOvs, we find
that the RMS value is reduced by roughly 150 keV, which is about 10 keV for each new LEC. The decreasing
improvement at higher orders is exactly what we expect from chiral interactions, as the most important
contributions appear at LO and the most important corrections at NLO. In the full N3LOvs interaction,
we achieve a RMS deviation of roughly 160 keV. This is very close to the results of the USDA (170 keV)
and USDB (130 keV) interactions (see Ref. [114])(1). In the last row of Tab. 9.1 we show our result for the
interaction that is allowed to take unnaturally large values. We obtain a RMS deviation of 122 keV, which
is very close to the RMS deviation of the USDB interaction. This value marks the optimum that we can
achieve with a two-body interaction for our data set. The difference to the natural version is only 36 keV.
In Fig. 9.4, we show a comparison of the TBMEs at LO, NLOvs, and N3LOvs to those of the USDA and
USDB interactions. In the left panel, we compare TBMEs with isospin T = 0, in the right panel those with
isospin T = 1 (and mT = 0). Exemplary far outlying states in this figure are annotated with the single
particle angular momenta and the total angular momentum denoted as 2 ja2 jb2 jc2 jd(J). We find that
all interactions have TBMEs close to the diagonal line, i.e., similar to USDA.
9.3 Overview
As in the previous chapter, we investigate the quality of our interactions by considering the RMS deviation
of individual isotopes in the BR2 data set. For each nucleus in the data set, we show a qualitative RMS
deviation at LO and NLOvs in Fig. 9.5, and at N3LONLO,vs and N3LOvs in Fig. 9.6. The deviation is given
by a color coding, where nuclei with a small RMS deviation are colored green, and those which deviate
further are colored red. In both figures, we plot the proton number versus the neutron number. The
states are visualized by a box which shows the isotope label. In the lower right corner of each box, we
(1) As mentioned above, the comparison is not exact due to slightly different data sets and Coulomb corrections.
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show the total number of considered states in the isotope at hand. For the LO and NLOvs interaction in
Fig. 9.5, the color coding ranges from 0 MeV (green) to 1 MeV and above (red). For the N3LONLO,vs and
N3LOvs interaction in Fig. 9.6, it ranges from 0 MeV (green) to 0.5 MeV (red).
The LO interaction performs best in the neutron-rich region, compared to the rest of the data set. This
is probably related to the large value of the neutron 0d3/2 SPE (see Fig. 9.2). The improvement from LO
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Figure 9.5.: Graphical representation of the RMS deviation from experiment for each fitted nucleus in the
sd shell. The figure shows the results for the charge-dependent chiral shell-model interactions
LO (left) and NLOvs (right). The color coding of the RMS deviation is given in the bar on
the right. Isotopes with a small RMS deviation are colored green, while those with a large
deviation are colored red. Each square shows the isotope label and the number of fitted
states in the bottom right corner. The total RMS deviation is given on the upper left side of
each panel.
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Figure 9.6.: Graphical representation of the RMS deviation from experiment for each fitted nucleus in the
sd shell. The figure shows the results for the charge-dependent chiral shell-model interactions
N3LONLO,vs (left) and N3LOvs (right). The color coding of the RMS deviation is given in the bar
on the right. Isotopes with a small RMS deviation are colored green, while those with a large
deviation are colored red. In contrast to similar plots in this thesis, the color coding in this
plot ranges only to 0.5 MeV. Each square shows the isotope label and the number of fitted
states in the bottom right corner. The total RMS deviation is given on the upper left side of
each panel.
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to NLOvs is clearly visible. Overall, the reproduction at NLOvs looks promising, with only a few outlying
states. This is similar to what we have observed for the charge-independent interaction at NLOvs in Ch. 8.
The outliers are 22,23Na and 38Ar, which were also observed in the charge-independent interaction from
Fig. 8.2. The states 21O, 31Al, 32Si, 36S, and 39K, which are additional outliers of the charge-independent
interaction from the previous chapter, are much better reproduced by the charge-dependent interaction.
This is due to the SPEs, which are used as parameters in this interaction, as well as the charge-dependent
LECs. One needs to keep in mind that the Coulomb correction schemes differ between those two inter-
actions (see. Tab. 7.2 for BR1 and BR2). The largest differences between the two Coulomb corrections
appear in the neutron-rich region. We discuss the outliers in 22Na and 38Ar explicitly in Sec. 9.5 of this
chapter. One additional outlying state is 27F. This one is better reproduced by the charge-independent
interaction from the previous chapter. The data set only considers the ground state in this nucleus, which
overestimates the binding energy by roughly 1 MeV compared to experiment. This amounts to a devia-
tion of only 2% with respect to the ground-state energy on top of the 16O core. Also, the experimental
uncertainty for the 27F ground-state energy is 0.39 MeV [105], which is large compared to uncertainties
of other ground-state energies. This large uncertainty influences the χ2 minimization, as it allows larger
deviations of this state in the optimization compared to other states.
The improvement from NLOvs to N3LONLO,vs is not as striking, since we change the values for the color
coding from 1 MeV for the maximum deviation to 0.5 MeV in Fig. 9.6. However, the total RMS deviation
given in the upper left corner of each panel decreases. Also the interaction at N3LONLO,vs, with a total
RMS deviation of 288 keV performs well in the data set. There are more outliers, as the color coding is
different. The outliers are very similar to those of the charge-independent interaction NLOvs from Fig. 8.2.
Also here we find 27F, 22,23Na, and 38Ar among them. The next step to the full N3LOvs interaction shows
drastic improvement. Nearly all outliers at N3LONLO,vs are sufficiently well reproduced at N3LOvs and only
two of them remain. These are 24O and 27F. In addition, we find that 32Al deteriorates a bit. For all
of those states, we consider only the ground-state energy, which we discuss in detail in the following
section.
In Fig. 9.7, we show a global overview of the energy difference for all states in the data set. The upper
row shows results for ground-state deviations to experiment, whereas the lower row shows deviations
for excitation energies. From left to right we show results for the charge-dependent LO, NLOvs, N2LOvs,
and N3LOvs interaction. In addition, we show one- and two-σ bands that give the statistical spread. The
improvement from LO to NLOvs is easily visible. At LO the statistical spread for ground states is smaller
than that for excitation energies. For all higher orders, the spread for excited states is narrower than
that for ground-state energies. At NLOvs, the spread for excited states improves drastically compared
to LO, where even the two-σ band at NLOvs is smaller than the one-σ band at LO. The spread of the
ground-state energies at NLOvs is smaller compared to LO, but the reduction is not as overwhelming as
for the excitation energies. At NLOvs, excited states for the first sodium isotopes lie outside of the two-σ
band, which coincides with the outliers from Fig. 9.5. One can see that the σ bands increase slightly from
NLOvs to N2LOvs. At N3LOvs, the σ bands decrease drastically for ground-state and excitation energies.
We annotate the ground state of 27F, which is the outlying state from Fig. 9.6. One can see that this state
improves at N3LOvs. However, the improvement is much less than for other states. Since we were able
to reproduce the ground state in Ch. 8, where a different Coulomb correction was used, this might be a
signal that the DZ Coulomb correction is less favorable for neutron-rich isotopes.
9.4 Ground-state energies
In this section, we consider ground-state energies for different isotopic chains. The chains are presented
in Fig. 9.8 for isotopes from oxygen to aluminum and in Fig. 9.9 for isotopes from silicon to potassium.
Experimental states and uncertainties to which we fit our interaction are colored black, and experimental
states that are not included in the BR2 data set are colored red. We present our results with EFT uncer-
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Figure 9.7.: Energy differences of the results from the chiral shell-model interactions and experiment in
MeV. The upper row shows results for ground-state (gs) energies whereas the lower row
is for the energies of excited (ex) states. Each dot represents a single state, and they are
ordered from oxygen to potassium. Within each bin, they are ordered according to their
mass number. From left to right, we present results for the charge-dependent LO, NLOvs,
N2LOvs, and N3LOvs interaction. The gray (orange) bands show the statistical σ (2σ) spread,
given by the RMS deviation.
tainty bands at LO, NLOvs, N2LOvs, and N3LOvs. In the last two panels of Fig. 9.9, we show uncertainties
bars rather than a band, as a band might be misleading for only a few states.
In the first panel of Fig. 9.8, we show ground-state energies for oxygen isotopes. In comparison to
the oxygen isotopes from Fig. 8.7, one can immediately see that the LO interaction now reproduces
the oxygen dripline correctly within uncertainties. We attribute this behavior mostly to the variation
of the SPEs, and not to the new charge-dependent operators, as we find similar results for the charge-
independent interactions when allowing SPEs to vary (not explicitly shown here). The experimental states
are well reproduced at each order. One further sees a systematic behavior for different orders and the
corresponding uncertainty bands. Within uncertainties, the dripline is predicted correctly at 24O at each
order, and all interactions agree with the ground-state energies of 25O and 26O. At N3LOvs, the 26O
ground state is predicted to be bound as soon as Coulomb contributions are included. Without Coulomb,
it is unbound under two-neutron emission. In particular, we find for the strong part of the binding
energy at N3LOvs
Estrong24O − Estrong16O = −39.61 MeV (−40.06 MeV) , (9.3)
Estrong26O − Estrong16O = −39.47 MeV (−39.85 MeV) , (9.4)
Estrong24O − Estrong26O = −0.14 MeV (−0.21 MeV) , (9.5)
with results from theory (experiment) in MeV. With the DZ Coulomb correction scheme, we obtain a
difference of ECoul24O − ECoul26O = 0.19 MeV. Thus, the dripline at N3LOvs is predicted falsely at 26O with an
energy difference of 0.05 MeV compared to 24O. In experiment, the energy difference between 24O and
26O is −0.02 MeV [62], hence, 26O is unbound. However, one needs to keep in mind that the strong part
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of the interaction nearly reproduces the experimental energies and the energy difference is well below
theoretical uncertainties. Additional investigations of the Coulomb correction in the neutron-rich region
need to be considered in future work.
A similar behavior as in oxygen is visible for fluorine isotopes in the second panel. The correct trend
is predicted already at LO, which was not the case for the charge-independent LO interaction. At NLOvs
and beyond, the central values of our interactions tend to slightly overestimate the binding energy in
the neutron-rich region, but the shape is still well reproduced. The overestimation of the binding ener-
gies starts at 27F, but this state is still correctly reproduced within uncertainties by all interactions. This
also holds for the prediction of the ground-state energy of 28F. The state is accurately described within
uncertainties by all interactions but the central values are at higher binding energies. The predicted
ground-state energy of 29F is in very good agreement with the experimental result for all interactions.
The subsequent three panels show the isotopic chains of neon, sodium, and magnesium. The ground
states which are included in the BR2 data set (black) are well reproduced by all interactions. The last two
states of each of those chains are not present in the BR2 data set, as those states are in (or close to) the
so-called island of inversion [203–206, 208]. This is a region, in which p f orbits are energetically below
the 0d3/2 orbit. Thus, excitations out of the sd shell need to be considered for a correct description of
the experimental data. A pure sd-shell theory is expected to underestimate the binding energy of those
isotopes. This is in fact what we observe in 29,30Ne, 30,31Na, and 31,32Mg. Our theory predicts the right
trend for those states, but it underestimates the binding energy by a few MeV. This can be seen best in
the N3LOvs interaction, where the uncertainty band is narrow.
In aluminum, all of the states we show are present in the BR2 data set. This is also the case for the
ground states from silicon to potassium in Fig. 9.9. All of those isotopic chains are well reproduced by
each of our interactions.
9.5 Excitation spectra
In this section, we show the excitation spectrum for selected isotopes in the sd shell. We compare our
interactions to experimental states in the NNDC data base [215]. Experimental states that are not in the
BR2 data set to which the interactions are fit are colored red. In each panel, we show excitations on top
of the experimental ground state at LO, NLOvs, N2LOvs, and N3LOvs in comparison to the experimental
measurements. The states we show are positioned slightly shifted from the center position along the "x"
axis, where the shifts are according to their angular momentum. Small momenta are shifted to the left,
while large ones are shifted to the right. To guide the eye we connect corresponding states by a gray line.
We use three different, alternating line styles for clarity. Angular momentum labels Jpi are given next to
the experimental states. In each of the following figures, we show excitation spectra for two different
representatives of each isotope. In order to keep a clear overview, we do not necessarily show all the
states that we fitted. If present in the energy spectrum, we show the neutron (two-neutron) separation
energy Sn (S2n) obtained with Eq. (1.2) as a red dotted (dashed) line.
In Fig. 9.10, we show spectra for 19,22O, 19,22F, and 21,26Ne. To begin our discussion, we consider excited
states in 19O, 19F, and 21Ne and compare them to our results for the charge-independent interaction in
Fig. 8.8. For the charge-independent interaction from the previous chapter, the first two excited states
of 19O were in the wrong order at LO and they overlapped at NLOvs. Neither of those interactions re-
produced the experimental values. This issue no longer persists in the charge-dependent interaction. The
correct order of those two states is already reproduced at LO, and the energy of the 1/2+ state is well
reproduced starting with NLOvs. The energy of the first excited 3/2+ state is overestimated at each order.
However, there is a significant improvement at N3LOvs. The 9/2+ state is well described for interactions
beyond LO. The 7/2+, 3/2+, and 5/2+ states are all overestimated at LO, NLOvs, and N2LOvs by roughly
1 MeV. The 7/2+ and 3/2+ agree well with experiment at N3LOvs. The 5/2+ remains at the same energy
as in the NLOvs interaction.
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Figure 9.8.: Ground-state energies for sd-shell nuclei from oxygen to aluminum. We show results for fits
to the BR2 data set (see Tab. 7.2). The Coulomb energy is taken from the DZ mass formula
from Eq. (7.9). We show charge-dependent interactions at LO, NLOvs, N2LOvs, and N3LOvs
with chiral EFT uncertainties from Eqs. (7.15 - 7.17). Experimental states that are not included
in the BR2 data set are colored red.
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and caption of Fig. 9.8.
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For 19F, our BR1 and BR2 data sets differ for some states. We want to compare the first excited 5/2+
state first. In the previous section, we were not able to reproduce the right ground state energy, as the
NLOvs interaction returned this state at negative energies. Our charge-dependent interactions behave
better. Although the NLOvs and N2LOvs interaction lead to a negative 5/2+ excitation, the uncertainty
estimates agree with the experimental state. At N3LOvs, the theory still underestimates the experimental
energy, but the state is predicted at positive energies. The remaining two states in the BR2 data set are
well reproduced at each order. Above the 9/2+ state are two states, which are not in that data set. The
7/2+ is predicted at the right energy, the 3/2+ however is overestimated by more than 2 MeV. In 21Ne,
the LO and NLOvs interactions perform similar to the charge-independent version. We see that the first
excited 5/2+ state is reproduced within uncertainties at NLOvs. At N3LOvs, the state agrees well with the
experimental result despite the narrow uncertainty. In addition, the states above are well reproduced
at N3LOvs. To conclude the comparison to the charge-independent interaction, one sees that especially
the reproduction of low-lying excitations improves remarkably at N3LOvs. We will focus the remaining
part of the discussion mainly on the NLOvs and N3LOvs interaction, as those interactions result in the best
description of the experimental data.
The upper right panel depicts the spectrum of 22O. The first state is well reproduced by all interactions,
the 3+ state above is underestimated at NLOvs by nearly 1 MeV. At N3LOvs, this state is overestimating
by a few hundred keV, but it is reproduced within uncertainties. The 0+ state is reproduced at NLOvs
and N3LOvs. In the second panel of the right column, we depict the 22F spectrum. First of all, there are
many predictions provided in this spectrum. The states included in the fit are the first 3+ and 5+, as
well as the two 1+ states above. There is improvement in the low-lying 3+ state as we increase the order
of the power counting. At N3LOvs the experimental state is overestimated by about 0.1 MeV. The 5+
and 1+ states (dashed and dash-dotted line) are underestimated at N3LOvs by about 0.1 - 0.2 MeV each.
The second 1+ state is described well within uncertainties. Predictions at N3LOvs for the first 2+ and 3+
state agree fairly well with experiment, the second 5+ state is slightly underestimated by about 0.2 MeV.
Remaining predictions, mainly for 2+ states are not in agreement with experiment, which is evident
from the steep slope of the connecting lines. Overall, the fitted states are close to the experimental
states and so are predictions for the first Jpi states. Further predictions for second and third Jpi states
predominantly disagree with experiment. In the last panel, we depict the excitation spectrum of 26Ne.
Both the interaction at NLOvs and N3LOvs are in good agreement with the fitted 2+ state. The interactions
also agree within uncertainties with the prediction of the second 2+ state. At N3LOvs, the interaction
improves and is shifted towards the experimental energy. All interactions overestimate the 0+ excitation,
and there is only little improvement at N3LOvs. The neutron separation energy is in good agreement with
the experimental value at this order.
For most of those states above, we find a good overall reproduction. This is visible by the majority of
approximately horizontal connecting lines between the interaction at N3LOvs and experiment. Only few
states show larger deviations. For the rest of this section, we focus mainly on those overall observations.
In Fig. 9.11, we present excitation spectra for 22,24Na, 25,27Mg, and 29,30Al. From the mostly horizontal
connecting lines between the interaction at N3LOvs and experiment, the good overall agreement is vis-
ible. In the first panel we show the spectrum of 22Na. This is one of the outlier states at NLOvs, which
we discussed in the global observation in Sec. 9.3. There are large deviations between experiment and
the interaction at NLOvs. Starting with the first two excited states, that are at energies below 0 MeV, re-
sults from this interaction in general seam to be shifted downwards in energy by a nearly constant value
compared to those at N3LOvs. At N3LOvs, the experimental values are well reproduced and the state is
no longer considered an outlier. Aside from the last two predicted states in the spectrum, other predic-
tions at N3LOvs are in good agreement with experiment. There are some minor deviations between the
N3LOvs interaction and experiment for some states in 24Na, which are of the order of 200 keV. Further-
more, predictions for the last 5/2+ state in 27Mg and for the 9/2+ state in 29Al differ from experiment
by about 1 MeV. In the last panel in 30Al, the correct ground state cannot be described at NLOvs, as the
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Figure 9.10.: Excitation spectra of selected isotopes from oxygen to neon. Each panel shows the chiral
shell-model interactions at LO, NLOvs, N2LOvs, and N3LOvs in comparison to experiment. The
theoretical uncertainties are given by Eq. (2.77) at LO and by Eq. (2.78) at higher orders.
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first excited state is at energies below 0 MeV. The second excited state reproduces experiment due to the
large uncertainty. At N3LOvs, the results are in good agreement with the experimental values.
We continue our observations for excitation spectra in silicon, phosphorus, and sulfur isotopes in
Fig. 9.12. In 28,30Si and 30P, most states follow the trends discussed above. We find a good reproduc-
tion already at NLOvs. There are, however, some exceptions to that rule which we discuss in more detail.
In 28Si, the first 0+ state is overestimated by about 0.5 MeV at NLOvs, while it is reproduced at N3LOvs. A
similar observation applies to the first 3+ state in 30Si. The prediction for the lowest lying 0+ state in 30P
agrees with experiment at N3LOvs, while lower orders predict this state as the actual ground state of the
system. This is similar in 34P, where the first excited state is predicted below 0 MeV at NLOvs, while the
N3LOvs interaction reproduces the experimental state within uncertainties. In 33S, the first three excited
states N3LOvs are shifted to higher energies, towards the experimental results, in comparison to the NLOvs
interaction. All interactions agree with the 7/2+ result, while the second 5/2+ state is only reproduced
at N3LOvs. In the last panel, we show the spectrum of 35S. The central value at NLOvs underestimates
the experimental state. At N3LOvs, the result improves, but it now overestimates the energy. Both in-
teractions reproduce the experimental result within uncertainties. The first 5/2+ state and 3/2+ state
are reproduced by both interactions. For the second 5/2+ state the NLOvs interaction overestimates the
experimental energy. Again, at N3LOvs the result improves, but now it underestimates the state by about
200 keV.
In Fig. 9.13, we present spectra for the remaining sd-shell isotopes from chlorine to potassium. The
overall behavior is very similar to the phenomena described above. In 34Cl, the experimental states are
reproduced within uncertainties already at NLOvs. There is some improvement at N3LOvs, in particular for
the first 3+ and the first two 1+ states. In 37Cl, a good reproduction of experiment can only be achieved
at N3LOvs. In 37Ar, the interaction at N3LOvs is shifted to higher energies towards the experimental values
in comparison to the interaction at NLOvs. At N3LOvs all states agree with the experimental results. The
largest improvement compared to NLOvs is visible in the first 1/2+ (∆E ∼0.75 MeV, where ∆E is the
energy shift between the NLOvs and N3LOvs interaction towards the experimental value) and the first
5/2+ (∆E ∼0.5 MeV). Similar shifts are present in 38Ar, which is among the outliers mentioned above.
As one can see, the interaction improves by approximately 1 MeV when comparing the NLOvs to the
N3LOvs result. The second 2+ state is predicted correctly within uncertainties, while no interaction is able
to predict the 0+ state. The left panel in the last row shows the spectrum of 38K. The fit includes the
first two 1+ states, which already agree at NLOvs. The low-lying 0+ and the 2+ states are only predicted
correctly at N3LOvs. The 2+ state is shifted by 1 MeV compared to the NLOvs prediction.
As just demonstrated, the N3LOvs interaction shows major improvement compared to the lower orders
in the chiral power counting. Only few outliers remain, like the 27F and 24O ground-state energy. We
have seen that especially in low-lying excited states, only the N3LOvs interaction provides an adequate
description. However, some of the experimental states cannot be described at all by our shell-model
interactions. Among those states are the 2+ states in 22F, the 0+ state in 26Ne, the third 5/2+ state in
27Mg, and the first excited 0+ state in 38Ar.
9.6 Predictions
To conclude our investigation of the charge-dependent interactions in the sd shell, we consider excited
states that are not included in the BR2 data set and compare them to experimental values. In Fig. 9.14,
we present predictions from our theory for 24,26O, 25F, and 30Mg spectra. In 24O, only the ground state is
considered in the fit. As one can see by the dashed, red line, the excited states are above the one-neutron
separation energy, and thus, continuum effects play a role. This typically amounts to an additional at-
traction of a few hundred keV, which we do not include in this step. Our interaction at NLOvs and N3LOvs
both predict the experimental states within uncertainties. The central values of our interactions underes-
timate the exact energy by a few hundred keV. Additionally, at N3LOvs, the two excited states are clearly
separated in energy, while they overlap at NLOvs. In 26O, not even the ground-state energy is considered
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Figure 9.11.: Excitation spectra of selected isotopes from sodium to aluminum. For details see the caption
of Fig. 9.10.
123
02
4
6
8
10
E e
x
[M
eV
]
2+
4+
0+
3+
0+
4+
2+
2+
3+2+
28Si
0
2
4
6
2+
2+
1+
0+
2+
3+
3+
4+0
+
2+
30Si
−2
0
2
4
6
E e
x
[M
eV
]
0+
1+
2+
3+
3+
2+
3+2
+
1+
1+
1+
2+3
+2+
30P
−1
0
1
2
2+
1+
34P
LO
NLO
vs
N
2 LO vs N
3 LO vs e
xp
0
1
2
3
4
E e
x
[M
eV
]
1/2+
5/2+
3/2+
5/2+
7/2+
33S
LO
NLO
vs
N
2 LO vs N
3 LO vs e
xp
0
1
2
3
4
1/2+
5/2+
3/2+
5/2+
35S
Figure 9.12.: Excitation spectra of selected isotopes from silicon to sulfur. For details see the caption of
Fig. 9.10.
124
01
2
3
4
E e
x
[M
eV
]
3+
1+
1+
2+
2+
34Cl
0
1
2
3
4
1/2+
5/2+
37Cl
0
1
2
3
4
E e
x
[M
eV
]
1/2+
7/2+
5/2+
5/2+
3/2+
37Ar
0
2
4
6
8
2+
0+
2+
38Ar
LO
NLO
vs
N
2 LO vs N
3 LO vs e
xp
−1
0
1
2
3
4
E e
x
[M
eV
]
0+
1+
1+
2+
38K
LO
NLO
vs
N
2 LO vs N
3 LO vs e
xp
0
1
2
3
4
1/2+
39K
Figure 9.13.: Excitation spectra of selected isotopes from chlorine to potassium. For details see the cap-
tion of Fig. 9.10.
125
in the fit. As one can see in Fig. 9.8, all interactions agree with the experimental energy for the ground
state within their uncertainty bands. As the state is unbound by two-neutron separation, additional con-
tinuum effects are expected. One can see the two-neutron separation energy of the N3LOvs interaction in
the spectrum, which is due to the applied Coulomb correction scheme. For all other interactions and the
experimental data, the two-neutron separation energy is below zero. We can see that the prediction at
NLOvs agrees very well with the experimental value. The N3LOvs interaction deteriorates in comparison,
as it overestimates this state by a few hundred keV.
In the second row, we show six excited states in 25F. None of those states are included in the data set
to which we fit. Especially the 9/2+ state, as well as the first 3/2+ and 5/2+ are in good agreement with
the prediction at N3LOvs. The lowest 1/2+ state is predicted accurately at NLOvs, but underestimated
by about 200 keV at N3LOvs. The 7/2+ and second 3/2+ state are overestimated by roughly 250 keV at
N3LOvs. Given the fact that only the ground-state energy is part of the data set, the predictions shown
here are very promising. In the next panel, we show the excitation spectrum of 30Mg. One needs to be
aware, that this state is in the vicinity of the island of inversion. At NLOvs and N2LOvs the two 2+ states
agree well with experiment. At N3LOvs, only the first of those two states is in agreement with experiment,
the second prediction is slightly overestimated by about 150 keV compared to experiment. The 0+ state
cannot be described by our theory. This might be an extruder state, i.e., a state where two nucleons are
excited out of the sd shell, which requires orbits from the p f shell for an adequate description.
Further predictions in 31,32Al and 32,34Si are presented in Fig. 9.15. The first panel displays the excita-
tion spectrum of 31Al. The first two energies are known from experiment (NNDC [215]), but the angular
momenta are not. They are given as either 1/2+ or 3/2+. Our interactions clearly suggest that the first
excited state is a 1/2+ state and the second excited state is a 3/2+ state. Above those two states, we
show the energies of the second 1/2+ and second 3/2+ from our interactions. The energies at N3LOvs are
in agreement with experimental measurements. Next to this panel, we depict the spectrum of 32Al. Our
predictions for this neutron-rich state do not agree with experiment. In general, we find that the closer
we come towards the boundaries of the sd shell, the worse our predictions get. This is also visible in 34Si
in the last panel, where our interactions overestimate the experimental state by about 0.7 MeV. The third
panel shows the excited states of 32Si. There, the first two 2+ states are included in the data set, results
for the 0+ and third 2+ state are predictions. First of all, the fitted states are in good agreement with
experiment. In the first 2+ state, there is not much change between the different orders. In the second
2+ state, the interactions improve with increasing order. The interaction at N3LOvs is shifted downwards
in energy compared to NLOvs and N2LOvs, towards the experimental energy. Similar observations apply
to the prediction of the third 2+ state. The prediction of the 0+ state does not agree with experiment at
NLOvs and N2LOvs. However, at N3LOvs, the energy is shifted downwards by about 1 MeV in comparison,
and thus, the prediction is in good agreement with experiment.
In total, we see that many predictions of states outside of the BR2 data set of the N3LOvs interaction
are very close to the experimental states. However, there are some outliers, like the 0+ state in 30Mg,
and those in states close to the neutron-rich boundaries of the sd-shell as in 32Al and 34Si. One needs
to further investigate those states, and exclude them if one comes to the conclusion that those states
cannot be produced with the sd valence space.
9.7 Summary of main results
To summarize this section, we list our key findings:
• We constructed four different charge-dependent shell-model interactions at LO, NLOvs, N2LOvs, and
N3LOvs, where we allowed the SPEs to vary. All LECs for those interactions are of natural size. The
SPEs, besides at LO, agree well with the experimental energy levels of 17O and 17F. In addition, we
found that adjusting the control parameter δ in the LCM fit influences naturalness of the LECs. We
showed this by constructing an interaction with unnaturally large LECs at N3LOvs.
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Figure 9.14.: Prediction for excitation spectra from the charge dependent LO, NLOvs, N2LOvs, and N3LOvs
interactions in comparison to the experimental values. The upper panels show spectra for
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• By using a charge-dependent interaction and allowing the SPEs to vary, we reduce the number
of outlying states at NLOvs compared to the charge-independent interaction from the previous
section. However, a few of those states remain: 22,23Na and 38Ar and one new outlier enters in 27F.
The overall RMS deviation is greatly improved by the 15 new free-space LECs which are introduced at
N3LONLO,vs. Nevertheless, those same outlying states remain. Only by including new valence-space
operators at N3LOvs, we are able to reproduce those states with sufficient accuracy.
• We compared our interactions to the USDA and USDB interactions from Ref. [114]. We found that
all our interactions result in very similar TBME and the TBME are similar to the ones of the USDA
and USDB interactions. At N3LOvs, we reach an accuracy of the order of the USDA and USDB, with
an RMS deviation of 161 keV.
• We investigated isotopic ground-state chains. All our interactions reproduce the ground-state en-
ergies in the data set within uncertainties. Furthermore, we investigated predictions of the 25−28O,
28,29F, 29,30Ne, 30,31Na, and 31,32Mg. Our interactions reproduce the oxygen dripline within uncer-
tainties. However, the central value of 26O is predicted to be bound at N3LOvs, due to the Coulomb
correction scheme we use.
• In addition, we investigated excitation spectra. As in the previous chapter, we found that many
states are already in good agreement with experiment at NLOvs. Our N2LOvs interaction deterio-
rates compared to the one at NLOvs, but it improves largely at N3LOvs. In particular, this is the only
interaction which is able to obtain the right 19F ground-state energy. Furthermore, our interactions
show a promising predictive power for excited states.
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10 First applications to cross-shell interactions
For our first application to cross-shell valence spaces, we consider the major sd shell together with the
0 f7/2 neutron orbit. We fit the charge-dependent interactions, which we presented in the previous chap-
ter at LO, NLOvs, N2LOvs, and N3LOvs to the SDF16 data set from Tab. 7.2. In addition to the parameters
from the last chapter, we have one more parameter, which is the SPE of the 0 f7/2 neutron orbit. In total,
there are 11 parameters at LO, 23 parameters at NLOvs and N2LOvs, and 70 parameters at N3LOvs.
In cross-shell interactions, or more generally spoken, interactions that do not take place in a complete
Nħhω space, results can suffer from the so-called center-of-mass problem. We give some details about the
center-of-mass problem in the following section. After that, we present the LECs and an overview of the
quality of the fit before we consider our predictions for ground-state energies, the neutron dripline, and
show selected excitation spectra and predictions in the sd + 0 f7/2 space.
10.1 Center-of-mass problem
The center-of-mass problem refers to the spurious contamination of expectation values from many-body
calculations, with A-body CM degrees of freedom [229]. It can occur whenever the many-body wave
function does not factorize into CM and intrinsic coordinates
|Ψ〉 6= |Ψintr.〉 |ΨCM〉 , (10.1)
i.e., when the chosen basis or model space breaks translational invariance. In a single-particle harmonic-
oscillator basis, the wave function factorizes for complete NħhΩ spaces, as the coordinates can be trans-
formed to Jacobi coordinates (see Ref. [230] for details). In particular, 0ħhΩ shell-model calculations as in
Ch. 8 and Ch. 9 are not affected [116], as well as NCSM calculations, which are based on NmaxħhΩ trunca-
tions [71, 231]. In Ref. [232], strong numerical evidence in CC calculations is presented, where it is shown
that the wave function factorizes into intrinsic and CM parts for sufficiently large model spaces, even if the
model space is not a complete NħhΩ model space. Similar observations apply to IM-SRG calculations [64].
The model space considered in this chapter allows excitations of neutrons to the 0 f7/2 subshell. Exciting
N neutrons to this subshell corresponds to an incomplete NħhΩ space. It is not yet understood, how such
small, incomplete NħhΩ model spaces are affected by the center-of-mass problem exactly, and there is
no unique prescription how to treat those spaces. One option is to shift contaminated states out of the
spectrum by adding a large CM contribution to the Hamiltonian [233]
Hβ = Hintr. + βHCM , (10.2)
with
HCM(ω) =
1
2mA
P2 +
mAω2
2
R2 − 3
2
ħhω , (10.3)
where a large value for β shifts contaminated states to high energies. However, this approach is viewed
controversially [234]. For instance, it does not probe the strength of the CM contamination, and con-
sequently, even states that are barely contaminated are shifted out of the spectrum. Thus, this method
does not provide a solution, but with different choices for β , it still provides a diagnostic tool to estimate
the strength of the contamination [235].
In an iterative fitting routine that considers several states, the last approach is not practical, as it needs
to be carried out for all nuclei with several values for β . Thus, we use the fact, that the main contribution
of CM spuriousness roots in transitions of the type [116]
N j⇒ (N + 1) j ± 1 . (10.4)
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Table 10.1.: Root-mean-square deviation from experiment and number of parameters in the sd + 0 f7/2
cross-shell valence space at LO, NLOvs, N2LOvs, and N3LOvs. The RMS deviation is given in
MeV.
Interaction # parameters RMS [MeV]
LO 11 2.257
NLOvs 23 0.783
N2LOvs 23 1.0127
N3LOvs 70 0.655
In the sd+0 f7/2 space, the dominant part is the transition 0d5/2⇒ 0 f7/2 in neutron orbits. Consequently,
we require a completely filled neutron 0d5/2 orbit and do not allow any excitations out of it. For this first
approach, the main contribution of CM contamination is therefore suppressed. However, additional
investigation of the center-of-mass problem is required for future works.
10.2 Low-energy constants
The LECs in natural units for cross-shell interactions at LO, NLOvs, N2LOvs, and N3LOvs are presented in
Fig. 10.1. We present the LECs for all operators up to those at NLO. In order to keep a structured overview,
we only show the average value of the LECs Di and Q i at N3LO. In addition to this average value, we
show the standard deviation (thick line) and the maximum and minimum (thin line). The latter two are
annotated by the respective LEC. Numerical values are listed in App. E.4.
It is easily visible, that all LECs are of natural size. The largest values are reached for Q22, which is one of
the new N3LO valence-space contacts. The Q i LECs take larger values compared to the previous chapter.
At N2LOvs, the CT , CCIB, CCSB, C4, and C5 are especially pronounced compared to all other interactions.
In Fig. 10.2, we display the neutron (left) and proton (right) SPEs of the sd + 0 f7/2 interactions. The
neutron spectrum contains the 0 f7/2 SPE. As before, we show the lowest states of the 17O and 17F spec-
trum for comparison. This time, neither of those nuclei is in the data set. At first we focus on the neutron
SPEs (left). One needs to keep in mind, that we require the 0d5/2 neutron orbit to be filled at all times,
which effects the SPEs. All our interactions show the same pattern for the SPEs in comparison to the
oxygen states "0d5/2 < E
17O
5/2+ , "1s1/2 > E
17O
1/2+ , and "0d3/2 > E
17O
3/2+ . At NLOvs and N
3LOvs, SPEs are close to
the experimental lines. We compare the "0 f7/2 SPE to the one from the SDPF interaction from Ref. [236],
which is given there at 6.22 MeV. Also here, the NLOvs and N3LOvs, interactions are close to this value. At
LO and N2LOvs, we find "0d5/2 > "0 f7/2 , meaning that the ordering between those two states is not correct
with respect to experimental observations. In the right figure, we show the SPEs for proton orbits. At
NLOvs and N3LOvs, the SPEs are below the experimental states. At N3LOvs, the energies are closest to the
experimental observations and we find "0d5/2 ¦ "1s1/2 .
In essence, all interactions lead to natural LECs. We find slightly different SPEs if we compare our
interactions to the experimental levels in 17O and 17F, but our interactions are still in the vicinity of the
latter. As we effectively consider a 22O core (due to the fixed neutrons in the 0d5/2 orbit), we expect SPEs
to differ.
10.3 Overview
The SDF16 dataset to which we fit the cross-shell interactions to is given in Tab. 7.2. We visualize it in
Fig. 10.3. As one can see in the figure, fixing the neutrons in the 0d5/2 orbit does not only help to reduce
the CM problem, but also reduces the computational time. The set has more ground-states (#gs = 122)
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Figure 10.4.: Graphical representation of the RMS deviation from experiment for each fitted nucleus
in the sd + 0 f7/2 cross-shell valence space. The figure shows the results for the charge-
dependent chiral shell-model interactions NLOvs (left) and N3LOvs (right). The color coding
of the RMS deviation is given in the bar on the right. Isotopes with a small RMS deviation
are colored green, while those with a large deviation are colored red. Each square shows
the isotope label and the number of fitted states in the bottom right corner. The interaction
label and the total RMS deviation is given on the lower right side of each panel.
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compared to the BR2 data set (#gs = 77), but contains fewer excited states for two reasons. First, a
thorough analysis of the data set is necessary to avoid intruder states in the spectrum. This is even more
vital to our setup, as experimental states with configurations that have a neutron excited out of the
0d5/2 orbit cannot be reproduced in our valence space. Thus, one needs to make sure that those states
are excluded from the data set. To lower the risk of having an intruder state in the set, we reduce the
total number of excited states. For ground states this risk is smaller, as those configurations prefer the
lowest lying orbits to be filled. Second, reducing the number of excited states also helps to reduce the
risk to include states which are contaminated by spurious CM admixtures.
The average maximum computation time (w.r.t. single thread calculation on an Intel® Core™ i7-6700
CPU with 3.40 GHz) for a single nucleus in this set is about 6 - 7 minutes. Which makes this set a very
good testing ground for first applications to cross-shell interactions(1).
The total RMS deviation from experiment for all interactions is listed in Tab. 10.1. From the table, one
sees instantly that the interactions do not perform as well in the cross-shell valence space as they did
in the sd-valence space in the previous chapter. At LO, the RMS deviation to experiment is larger than
2 MeV. This improves drastically at NLOvs, where the RMS value drops to 783 keV. As in Ch. 9, the N2LOvs
interaction performs worse than the NLOvs interaction. We find an N2LOvs interaction with an RMS value
larger than 1 MeV. At N3LOvs, the RMS value decreases and we end up at 655 keV. This clearly shows that
the data set we consider, as well as the theoretical uncertainty estimate require further investigation.
Also, one might need to consider to include more p f -shell orbits for a better description of the data set.
We present the individual RMS deviation from experiment for each isotope in the data set for our
interaction at NLOvs and N3LOvs in Fig. 10.4. One can easily see that the interactions perform worse
compared to the previous chapter. In the left panel, we depict results at NLOvs. The interaction performs
well in some oxygen, neon, and sodium isotopes as well as 24F, and 31Al. In addition heavier, neutron-rich
nuclei in sulfur and chlorine are well reproduced, as well as some argon and calcium isotopes, and 42K.
The reproduction improves a lot at N3LOvs (right). Most states are well reproduced, with outliers located
mostly along the neutron-rich side and for nuclei with 14 neutrons.
10.4 Neutron dripline in sd + 0 f7/2 valence space
Even though our precision deteriorates compared to the previous chapter, we want to investigate the
reproduction and predictive power of our interactions. We investigate ground-state energies for isotopes
that can be described in the sd + 0 f7/2 shell. In Fig. 10.5 and Fig. 10.6, we show the central values of the
ground-state energies obtained at NLOvs, N2LOvs, and N3LOvs. For comparison, we show experimental
results of the AME16 [105] (black) as well as the extrapolated values from the same reference (red).
Figure 10.5 shows isotopic chains from oxygen to silicon and Fig. 10.6 shows isotopes from phosphorus to
calcium. The states which were included in the dataset are shown in Fig. 10.3. To keep a clear overview,
we do not show all ground states that are considered in the fit data set, as the isotopic chains would
overlap in some cases. For experimental states with well defined angular momentum, we show our
results corresponding to that state, for other states we show the Jpi result for the NLOvs interaction (left
of the state in green) and the N3LOvs interaction (right of the state in blue) on top of the corresponding
state.
We start our discussion with Fig. 10.5. Results at N2LOvs differ greatly from those at NLOvs and N3LOvs
for the first three isotopic chains. The latter two reproduce the experimental dripline at 24O, while N2LOvs
predicts bound nuclei for 26O and 28O. In general, the NLOvs and N3LOvs interactions follow the exper-
imental trend, but neutron-rich aluminum and silicon isotopes are overbound compared to experiment.
For the rest of this section, we focus on results from the latter two interactions.
Starting with the oxygen isotopes, the theoretical results are all close to the experimental ground-sate
energies, where neutron rich isotopes beyond 24O are underbound by a few MeV at NLOvs and N3LOvs,
(1) For comparison, in a test run which also included the 1p3/2 shell, the average maximum is about two hours for a single
nucleus in a single iteration.
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Figure 10.5.: Ground-state energies from oxygen to silicon in the sd + 0 f7/2 cross-shell valence space. We
present ground-state energies from the charge-dependent interactions at NLOvs (green),
N2LOvs (orange), and N3LOvs (blue) in comparison to experimental ground-state energies
from Ref. [105]. In red, we show extrapolated ground-state energies from Ref. [105]. In
case of undefined angular momenta, we explicitly give the Jpi predictions of the NLOvs
(green) and N3LOvs (blue) interaction above the corresponding state. At the end of each
chain, we show the corresponding isotopic label. A simplified visualization that shows the
neutron dripline is presented in Fig. 10.7.
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while they are overbound at N2LOvs. However, the interactions reproduce the right trend up to the point
where a comparison with experimental states is possible. Beyond that, the orders deviate.
A similar scenario can be seen in fluorine and neon. The energies obtained from the different interac-
tions are close together up to 30F and 33Ne. Afterwards, the N3LOvs interactions predicts slightly smaller
binding energies than the interaction at NLOvs. For those two isotopic chains, NLOvs and N3LOvs agree
most of the times about the Jpi value of the ground state, while in sodium they disagree in 34,35,39Na. The
deviation between the energies of the orders gets smaller at sodium, where it is only present in the very
neutron-rich region. Also the N2LOvs results are closer to the other two interactions there. Magnesium
ground-state energies agree very well with the AME16 measurements up to 37Mg. Starting there, the
interactions deviate, where the interaction at N3LOvs leads to smaller binding energies compared to the
interaction at NLOvs. At NLOvs, one can clearly see that the dripline is predicted at 38Mg. We will provide
more details about the dripline later in our discussion about Fig. 10.7. In aluminum and silicon the two
interactions lead to very similar values, but as mentioned above, they overestimate the binding energy in
the neutron-rich region.
For the isotopes from phosphorus to calcium in Fig. 10.6, the general trend is very well reproduced by
all interactions (including N2LOvs). In the phosphorus chain, the binding energy of the two last shown
isotopes (42,43P) is overestimated at NLOvs and N3LOvs. For the predictions in phosphorus, NLOvs and
N3LOvs agree on the Jpi value for all isotopes but 40P. The remaining sulfur, chlorine, argon, potassium,
and calcium isotopes for all interactions are in good agreement with the experimental data.
In Fig. 10.7, we present all states included in the data set together with all neutron-rich isotopes in the
model space. We plot the proton number versus the neutron number. In black, we show the theoretical
dripline based on the finite-range droplet macroscopic model and the folded-Yukawa single-particle mi-
croscopic model from Ref. [237], which we label MNMS95. Furthermore, we show the theoretical dripline
from Skyrme-Hartree-Fock-Bogoliubov mass formulas (HFB-32) [239] as a dashed red line. We color the
states which are bound (judging from the expectation value) for a given interaction as follows: If the
state is bound at LO, we color the upper left corner red, if it is bound at NLOvs we color the upper right
corner green, if it is bound at N2LO we color the lower left corner orange, and if it is bound at N3LOvs we
color the lower right corner blue. Hence, one can easily see where each interaction predicts the neutron
dripline. To determine whether an interaction predicts a bound state or not, we consider the one- and
two-neutron separation energy, obtained from the central energy values of the interaction. This first
consideration does not take any uncertainty into account.
All states beyond aluminum are bound at each interaction and the dripline is located outside of our
valence space. We will not discuss those states any further. We start our discussion with oxygen isotopes.
This is the only isotopic chain, where the dripline is known experimentally to be at 24O. All interactions
predict bound isotopes for 22−24O. However, only the interactions at NLOvs and N3LOvs predict the correct
experimental dripline at 24O. At LO and N2LOvs, the dripline is predicted at 28O with unbound 25,27O
isotopes. The latter two agree with the the HFB-32 results. In the following, we will no longer go into
detail about the interaction at LO. In fluorine, the NLOvs, N2LOvs, and N3LOvs interactions all predict the
dripline at 29F, which agrees with the HFB-32 results, however, this is not in agreement with experiment,
where the dripline is known to be at or beyond 31F. The 28F isotope is correctly predicted to be unbound
by our theory. The neon dripline is predicted at 32Ne, with an unbound 31Ne isotope by the NLOvs and
N3LOvs interaction. This is again not in agreement with experiment, where 31Ne and 34Ne are bound. At
N2LOvs the dripline is predicted at 34Ne, which agrees with both, the MNMS95 and HFB-32 results. The
two interactions at NLOvs and N3LOvs suggest different driplines in sodium. At NLOvs, the sodium dripline
is predicted at 37Na, which agrees with the MNMS95 and HFB-32 results. At N2LOvs, 39Na is predicted to
be bound, while at N3LOvs, the dripline is predicted at 35Na, with an unbound 34Na. The 36Na isotope is
predicted to be unbound by all our interactions. The dripline in magnesium is predicted at least at 40Mg
by the N2LOvs and N3LOvs interactions. States beyond cannot be calculated within the considered model
space. The interaction at NLOvs predicts the dripline at 38Mg.
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Figure 10.6.: Ground-state energies from phosphorus to calcium in the sd + 0 f7/2 cross-shell valence space.
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Figure 10.7.: The neutron dripline in the sd+0 f7/2 valence space. We show states for a given proton
and neutron number and include the theoretical driplines MNMS95 from Ref. [237] (black)
and Skyrme-Hartree-Fock-Bogoliubov mass formulas HFB-32 from Ref. [238] and http://
www-astro.ulb.ac.be/bruslib/nucdata/hfb32-dat (red, dashed). For each state that is
bound at a given order of our shell-model interaction, we include a colored square at a
certain position in the box of this state. If the state is bound at LO, we include a red square
in the upper left corner, at NLOvs we include a green square in the upper right corner, at
N2LOvs we include an orange square in the lower left corner, and at N3LOvs we include a
blue square in the lower right corner. All energies have been Coulomb corrected according
to Eq. (7.9). Quantitative values are plotted in Fig. 10.5 and Fig. 10.6.
139
With this, the following conclusions apply to our research of the dripline. From Fig. 10.5, one can see
that the determination of the dripline is difficult, as the ground-state energy for most isotopic chains is a
flat line in the neutron-rich region. If one includes uncertainties, one needs to go to higher orders, where
uncertainties are narrow, to give a definite statement. However, judging from the central values of the
ground state energy, we show the dripline position of our interactions in comparison to the dripline from
Refs. [237, 238]. With the focus on the NLOvs and N3LOvs, the dripline is located at 24O, 29F, 32Ne, 35−37Na,
and 38−≥40Mg. However, one needs to keep in mind that this is a first application to cross-shell calculation
and further investigations are necessary.
10.5 Excitation spectra
Excited states from our cross-shell interaction need to be treated with caution because of possible center-
of-mass contamination and our demand that the 0d5/2 neutron subshell is always filled. Nevertheless, we
present spectra and predictions for selected isotopes in Fig. 10.8. We show the experimental one- (two-)
neutron separation energy in each relevant panel as a dotted (dashed) red line. Excited states close to or
beyond this line experience continuum effects.
In the first panel of Fig. 10.8, we show predictions for the first two excited states in 24O. As one can
see, the reproduction of experiment is not as good for this state, as it was in the previous chapter, which is
due to the limitations forced on the neutron in the 0d5/2. In our setup, we only have two active neutrons,
which is not enough to predict the experimental states. However, our interactions at NLOvs and N3LOvs
predict the ordering of the states correctly. At N3LOvs, the first excited state agrees with experiment, but
the second excited state overestimates the experimental value. In the second panel next to it, we show
spectra in 27Na. There are some minor differences between the interaction at N3LOvs and experiment.
Still, the interactions improves greatly compared to NLOvs, showing the importance of the sub-leading
valence-space operators. Interactions at lower orders are not capable to predict the right ground state
for this nucleus.
In the second row, we show results in 37P (left) and 46K (right). In 37P, the NLOvs interaction already
agrees with many of the excited states and we find that the interaction at N3LOvs improves further.
Similar as in the sodium isotope, the spectra of 46K can only be reproduced at N3LOvs.
We show two more predictions in the last row. On the left, in 29F, the interaction at N3LOvs overesti-
mates the excited state, but the prediction at NLOvs agrees with the experimental state from Ref. [240]
within uncertainties. Within Ref. [240], it is suggested that this state is considered as a bound representa-
tion of the first excited 2+ state of 28O (shown on the right). Furthermore, a 2+ excitation of 28O below
3 MeV is suggested, which is consistent with our interaction at NLOvs and N3LOvs. Our interactions lead
to an energy E2+ ∼ 2.5 MeV. However, as 28O is unbound by two- and four-neutron emission, one needs
to be aware of continuum effects.
10.6 Summary of main results
In the following, we summarize our main findings:
• We found that our valence-space interactions in the sd + 0 f7/2 space perform worse than those in
the sd shell for several reasons:
– Center-of-mass problem: Incomplete Nħhω spaces might be affected by spurious CM contami-
nation. To exclude the main source of contamination, we demand the 0d5/2 neutron orbit to
be filled at all times. This effects the quality as the possible configurations are limited.
– Data set: There is fewer experimental data available for neutron-rich nuclei. Furthermore,
for our first approach, we were not able to analyze the data set as thoroughly as for the sd-
shell interactions. One also needs to keep in mind that due to the filled 0d5/2 neutron orbit
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momentum labels are printed on the right. Isotope labels are given in the lower right corner.
The red 1/2+ states in 29F are taken from Ref. [240], where a 2+ excitation is suggested
below 3 MeV in 28O. We show the one (two)-neutron separation energies Sn (S2n) as a
dotted (dashed) red line if they are present in the spectrum.
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mentioned in the bullet point above, we cannot describe all states in the data set with high
precision.
– Missing three-body forces: In the future, it would be interesting to see how three-body forces
factor in, as they play an important role in the neutron-rich region from ab initio calcula-
tions [221].
With these drawbacks in mind, our first approach opens the door for future research of cross-
shell interactions. We reach root-mean-square deviation of 655 keV at N3LOvs. As in the chapter
before, the interaction at N3LOvs improves compared to the one at NLOvs.The interaction at N2LOvs
deteriorates compared to the one at NLOvs.
• We investigated isotopic chains to determine the dripline for neutron-rich nuclei. As the ground-
state energies for neutron-rich nuclei is approximately a flat line, the determination of the dripline
is complicated. We take the central energy values for our best interactions at N3LOvs and NLOvs.
With this, we provide a first estimate of the neutron dripline.
• Similar complications affect the excitation spectrum. The general trend of our interactions is close
to the experimental values. The precision is reduced compared to our achievements in the pure
sd-shell interactions from Ch. 9. However, the N3LOvs interaction predicts the correct energy of the
first excited state in 24O and we give predictions for a possible excited 2+ state in 28O, which is
below 3 MeV as suggested in Ref. [240].
142
11 Summary and outlook
To conclude this thesis we give a short summary of our findings and an outlook on future perspectives.
We investigated chiral effective field theory for local two-body interactions and interactions in the nu-
cleus, we split the summary and outlook accordingly.
11.1 Summary
In the first part of this thesis, we considered local two-body potentials from chiral EFT, where we fol-
lowed closely the prescription of Ref. [39] for their construction. We fitted the LECs to phase shifts from
the partial-wave analysis from Ref. [162]. Our investigations stretch over a broad cutoff range. We con-
structed very soft interactions with large coordinate-space cutoffs up to R0 = 1.6 fm and investigated LO
interactions at low cutoffs down to R0 = 0.1 fm. A detailed summary follows below.
The second part focused on shell-model interactions from chiral effective field theory. Rather than
adjusting LECs to few-nucleon data and subsequently transforming the resulting interactions to use them
within a many-body framework, we constructed effective shell-model Hamiltonians directly by fitting the
LECs to nuclear ground-state energies and excitation energies in the valence space under consideration.
More details are given in the second subsection.
11.1.1 Local interactions from chiral effective field theory
In Ch. 4, we constructed new soft local interactions by lowering the momentum-space cutoff Λ (i.e.,
raising the coordinate-space cutoff R0). Our interactions remain local in contrast to the conventional
approach, which is to apply RG methods in order to obtain soft interactions. However, our interactions
are not as soft as those obtained from RG methods. We constructed interactions for cutoffs R0 = 1.2,
1.4 and 1.6 fm at LO, NLO and N2LO. The interactions we constructed agree very well with the phase
shifts from Ref. [162]. The deuteron binding energy, even though it is not explicitly included in the fit,
improved from LO to N2LO towards the experimental binding energy. We found that the binding energy
at LO increases with increasing R0 from 1.8 MeV for R0 = 1.2 fm to 2.0 MeV for R0 = 1.6 fm. At higher
orders, the binding energies for different coordinate-space cutoffs are very similar. We investigated the
"softness" of the different cutoffs by comparing coordinate-space and momentum-space matrix elements
at N2LO. In coordinate space, we saw that the S-waves interaction becomes less repulsive at zero distances
as the cutoff R0 is increased. In momentum space, off-diagonal elements are moved towards the diagonal
as the cutoff increases.
We then presented first applications of our interactions, where we used them in double-folding po-
tentials to calculate 16O–16O scattering cross sections. We observed an order-by-order improvement from
our LO interaction up to N2LO. At N2LO, the cross-section results are in very good agreement to exper-
imental measurements, especially at small scattering angles. Further results of investigations based on
double-folding potentials are presented in Ref. [108].
We then investigated the violation of the Fierz-rearrangement freedom that appears when one uses
local regulators. Our investigations focused on local two-nucleon interactions from chiral EFT at LO and
NLO. We constructed interactions with R0 = 1.0 and 1.2 fm at LO and NLO for all possible pairs of LO
operators. We fitted the LO interaction to phase shifts in the two S-wave channels. In addition we con-
structed two "complete" LO interactions that feature all four operator combinations 1, σ1 ·σ2, τ1 ·τ2,
and (σ1 ·σ2)(τ1 · τ2). We determined the additional two LECs for the two complete interactions as
follows. For the LOnP interaction by projecting on partial waves with ST = 01 and 10. In doing so,
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contributions from contact interactions to partial waves with odd orbital angular momenta are removed.
With our different interactions, we studied phase shifts, the deuteron and 4He binding energies, as well
as the energy of neutron matter at different densities. As we fitted the LECs to the two ST = 01 and 10
channels, we found that all interactions lead to an identical phase shifts in corresponding partial waves
at LO. For the S = T channels, e.g., the 1P1 and 3PJ partial waves, we found instead a strong dependence
on the chosen operator structure for energies of the order of 20 MeV. We also investigated the impact of
different LO contact operators at NLO. We found an improved description of the phase shifts in general.
The effect of the violation of the Fierz-rearrangement freedom is reduced considerably, having an effect
only at energies larger than 100 MeV.
We found similar trends in our investigations of 4He. The uncertainty of the ground-state energy due
to the violation of the Fierz ambiguity is reduced considerably when going from LO to NLO, from 8.7 MeV
to 3.8 MeV. In neutron matter, we found a sizable dependence on the chosen operator structure at LO.
In particular, the LOnP interaction and the operator combination 1,τ1 ·τ2, lead to bound neutron matter.
For the five interactions that did not show a collapse, the spread from choosing different operator pairs
reduced from 2.0 (5.8) MeV to 0.2 (1.5) MeV when going from LO to NLO for n= n0/2 (n0). At NLO, this
spread due to the violation of the Fierz ambiguity is much smaller than the EKM uncertainties for both
densities. At saturation density, the operator dependence for the leading NN interactions was found
to be smaller than that for the leading 3N forces at N2LO, with the latter being ≈ 4 MeV for the three
different operator choices in Ref. [109].
The key result of our investigation is that the violation of the Fierz ambiguity in the NN sector is sizable
at LO, but restored to a large extent by including the subleading contact operators at NLO. Hence, local
chiral NN interactions, can be used with confidence even though additional regulator artifacts appear.
These findings have implications for 3N interactions. We found that the spread induced by different
operator choices is sizable for the leading NN interactions. This is also the case for the leading 3N inter-
actions as shown in Refs. [109, 170]. Our results demonstrate that the subleading contact interactions
are necessary to reduce this spread. While in the NN sector they appear already at NLO in chiral power
counting, the subleading 3N contact interactions only enter at N4LO. The implementation of the N4LO
3N forces is certainly challenging. Therefore, in order to reduce the violation of Fierz-rearrangement free-
dom in the 3N sector, other ideas are necessary. These include the choice of the projected VE interaction
of Ref. [109] or increasing the (momentum-space) cutoff for chiral interactions (see first developments in
Ch. 6). However, we also note that we expect the EKM uncertainties to cover this effect for many (but
not all) nuclear systems. In particular, for nuclear systems with densities (momenta) of the order of sat-
uration density, we expect the EKM uncertainties to underestimate the effect coming from the violation
of the Fierz ambiguity.
In Ch. 6, we further investigated the behavior of local chiral interactions at LO in WPC, when the
coordinate-space cutoff is lowered. We constructed interactions for cutoffs ranging from R−10 = 0.8 fm
−1
to 10.0 fm−1 for different choices of the regulator function and different operator pairs. As before, our
interactions were fit to reproduce the S-wave phase shifts. Our results show that for the operator com-
bination (1,σ12), phase shifts in all partial waves as well as the deuteron ground-state energy converge
on a plateau when lowering the cutoff, leading to cutoff-independent results. This can be explained by
our findings from Ch. 5. Local regulators mix operator contributions into higher partial waves. It follows,
that the S-wave contact interactions also contribute in P -wave and larger channels. For this particular
choice of operators, the resulting C11 LEC is identical to the C10 LEC. This means that the strength needed
to balance out the attractive tensor admixture in the coupled 3S1-3D1 channel also enters the 3PJ chan-
nels. Thus, using the artifacts of local regulators to our advantage allowed us to construct interactions
that enable a cutoff-independent description of phase shifts and the deuteron binding energy. We found
good agreement, comparing the phase-shift predictions for these hard-core interactions with the PWA
phase-shift analysis. However, we explicitly state that these results do not imply a renormalizability of the
WPC.
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11.1.2 Shell-model interactions
We started our research on effective shell-model interactions from chiral EFT with charge-independent
interactions up to NLO in the sd valence space in Ch. 8. We introduced new operators that only appear
in the valence space, due to the broken Galilean invariance by the presence of a core in the shell-model
framework. Those new operators depend explicitly on the two-body center-of-mass momentum. We con-
structed a NLOvs interaction, consisting of the nine free-space contact operators and, in addition, of five
new valence-space operators. The shell-model fits lead to a systematic improvement from LO to NLO and
NLOvs and resulted in natural LECs at all orders. The RMS derivation of the fits improved from 1.8 MeV at
LO to 0.7 MeV at NLO and 0.5 MeV at NLOvs. The latter included five novel operators that depend on the
two-body CM momentum, so that the total number of LECs at NLOvs is 14. In comparison to USD-type
interactions, the RMS deviation is about 200 keV higher, but shows a similar rapid improvement with
the number of LECs. Moreover, the monopole matrix elements are similar to the successful USDA/USDB
interactions at NLO and NLOvs. Therefore, we conclude that the chiral EFT operators efficiently capture
the relevant physics at low energies.
We expanded our investigations in the sd shell by advancing in the chiral power counting up to N3LO,
where sub-leading valence-space operators enter. We developed the 32 new valence-space operators
and constructed charge-dependent valence-space interactions at LO, NLOvs, N2LOvs, and N3LOvs, where
we also adjusted the SPEs for protons and neutrons to the experimental data set. The RMS deviation
improved at all orders, due to the additional SPE. At LO to 0.93 MeV, at NLO to 0.61 MeV, and at NLOvs to
0.44 MeV. We found that the interaction at N2LOvs deteriorates compared to NLOvs, and results in a RMS
deviation of 0.51 MeV. At N3LOvs we obtained a RMS deviation of 0.16 MeV, which reaches the quality of
the USD interaction from Ref. [114]. The LECs for all of those interactions are of natural size.
The interactions show a good reproduction of experimental ground-state energies at all orders, and
a striking improvement in the reproduction of excitation energies from LO to NLOvs and from NLOvs to
N3LOvs. Besides the deteriorating N2LOvs interaction, the improvement is very systematic and developed
shell-model interactions show promising predictions for neutron-rich isotopes beyond the fitted data set.
We showed this for the oxygen dripline, which was reproduced within uncertainties and in the excitation
spectrum of neutron-rich isotopes. However, we also found that the predictive power decreased in the
vicinity of the sd-shell closure, and we produced a bound 26O at N3LOvs due to the Coulomb correction
scheme we applied.
In order to describe very neutron-rich systems, we expanded our valence space to the sd + 0 f7/2 or-
bits, which also considered configurations in the neutron 0 f7/2 subshell. We constructed interactions at
LO, NLOvs, N2LOvs, and N3LOvs and found a similar behavior for the systematic improvement as before,
including the deteriorating RMS value of the N2LOvs interaction. Also here, all LECs are of natural size.
Our interactions have less precision than those in the sd shell. We achieve RMS deviations of 3.29 MeV at
LO, 0.88 MeV at NLOvs, 0.96 MeV at N2LOvs, and 0.70 MeV at N3LOvs.
We used the NLOvs and N2LOvs interactions to predict the neutron driplines for oxygen, fluorine, neon,
sodium, and magnesium. Nuclei with more protons have their dripline ouside of the sd + 0 f7/2 valence
space. We found that both interaction predict the experimental oxygen dripline at 24O. In total, the
dripline given by the two interactions is located at 24O, 29F, 32Ne, 35−37Na, and at, or beyond 38−40Mg.
We also investigate the excited states in the cross-shell valence space and gave a prediction for the first
excited 2+ state in 28O. Our interactions at NLOvs and N3LOvs predict this state at roughly 2.5 MeV, which
is consistent with the experimental observations from Ref. [240]. However, one needs to be aware that
continuum effects play an increasing role.
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11.2 Outlook
11.2.1 Local interactions
Up to now, all of our local interactions have been fit to phase shifts. Phase shifts provide a convenient
access point to adjust theories to, as they are given in a partial-wave decomposed representation. How-
ever, this is done by imposing a model on experimental scattering data, and hence, we referred to them
as semi-empirical values. In the future, we would like to adjust our interactions directly to scattering data.
This approach requires more time, which is why fits to phase shifts are sufficient for our first investiga-
tions of local interactions.
The next obvious step is to include tree-body forces that first appear at N2LO and simultaneously fit
two- and three-body LECs to data. One can also think about increasing the order of the interaction by
taking the local operators that appear at N3LO, as done in Ref. [41]. However, at N3LO one cannot find
a complete operator set that leaves the interaction local in the way it is possible at NLO. A perturbative
treatment of non-local contributions might be feasible.
In Ch. 6, we investigated an interesting case for local interactions, that may be beneficial from a prac-
tical point of view: local interactions with larger R−10 can easily be explored with Quantum Monte Carlo
methods and may allow to reduce regulator artifacts in many-body systems. In Ref. [107], it was found
that lowering the 3N cutoff R3N in pure neutron matter while keeping a constant NN cutoff R0 leads to
collapses of the many-body system. The best result was found for R3N = R0. If it is possible to construct
chiral interactions with smaller NN cutoff and no spurious bound states, one can lower the 3N cutoff
while at the same time avoiding such collapses. This will help to reduce 3N regulator artifacts, which
have been found to be sizable; see Refs. [170, 241]. This, in turn, may allow to drastically reduce uncer-
tainties in many-body calculations with local chiral interactions. For this, one would need to carry out
similar investigations as in Ch. 6, but at higher orders.
11.2.2 Valence-space interactions
Our investigations of valence-space interactions open the door for very interesting follow up projects.
The first steps one would need to address are the inclusion of three-body forces and possibly the explo-
ration of consistent electroweak transition based on chiral EFT operators. Also more work needs to be
invested to get a better understanding of the EFT uncertainties in the valence space. In the long run,
this framework can be expanded to calculate key matrix elements, such as for neutrino-less double-beta
decay.
The sd + 0 f7/2 cross-shell results were a first application. Future investigations have to focus on how
to handle the center-of-mass problem in a way that one can remove spurious states easily in every it-
eration of the fit, which would allow us to keep a more flexible model space. Furthermore, a thorough
analysis of the cross-shell data set is necessary. For this, spurious excitations out of the valence space need
to be singled out, as well as states in which neutrons are excited out of the 0d5/2 shell. An investigation of
the sd + 0 f7/2 model space, and possibly the inclusion of additional p f orbits might lead to new insights
on neutron-rich regions of the nuclear chart.
The theoretical and computational framework to construct any shell-model interaction for a major shell
has been laid out in this thesis. Constructing, e.g., p f -shell interactions only requires an adequate data
set. Steps that need consideration are mentioned above. Expanding the model space works completely
analogous to what we have discussed here. This will provide further interesting interactions in a region
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not yet fully accessible to ab initio methods. This is especially important for exotic nuclei and for heavier
nuclei than in the sd shell.
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A Angular momentum theory
A.1 Irreducible tensor operators
Before we go into detail, we address differences in the terminology between physical tensor operators
and tensor operators in angular momentum theory, which we need to clarify. In the language of angular
momentum theory, scalars are (spherical) tensor operators of rank zero, vectors are tensor operators of
rank one, matrices are tensor operators of rank two and so on. Working with spherical tensor operators
is often a convenient alternative, since they transform under rotation of the coordinate system, just like
eigenvectors of the angular momentum operator. We can write all operators in this work as spherical
tensor operators of total rank zero, which is a requirement for the operator in order to preserve the total
angular momentum. For this we use expressions from Ref. [242]. The constituents may have a different
rank, as long as they couple to rank zero. The most basic constituent in this work, p,p′,P,σ i, and τi , can
all be expressed as spherical tensors of rank one. In particular, we can write a generic vector x as
x=
1∑
µ=−1
x1µe
1µ , (A.1)
where the basis vectors can be expressed by cartesian basis vectors:
e1+1 = − 1p
2
(ex − iey) ,
e10 = ez , (A.2)
e1−1 = 1p
2
(ex + iey) ,
and we can write x1µ in terms of spherical harmonics
x1µ =
√√4pi
3
|x|Y1µ (Ωx) . (A.3)
As a short-hand notation, we will omit the index 1 for simple vectors and only write xµ instead of x1µ for
reasons of brevity. In this notation, we write scalar products and vector products as
a · b= −p3{a⊗ b}00 (A.4)
and
(a× b)µ = −ip2{a⊗ b}1µ . (A.5)
In general, coupling two identical rank one tensors to a rank j tensor is expressed as
{x ⊗ x} jm =
√√ 4pi
2 j + 1
x2 Yjm (Ωx)C
j0
1010 , (A.6)
while for two different arbitrary tensor operators a ja and b jb , we find:
{a ja ⊗ b jb} jm =
∑
ma ,mb
C jmjama jbmba jama b jbmb , (A.7)
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and for the special case with ja = jb = 1 we find
{a⊗ b} jm = 4pi3 ab
1∑
ma ,mb=−1
C jm1ma1mbY1ma (Ωa)Y1mb (Ωb) , (A.8)
where {a⊗b} jm denotes a tensor product of two rank one tensors to a new tensor of rank j. For arbitrary
commuting tensors we get
{a j1 ⊗ b j2} jm = (−1) j1+ j2− j{b j2 ⊗ a j1} jm . (A.9)
We will drop the projection index for rank zero tensor products in the future {a⊗ b}0 ≡ {a⊗ b}00.
In angular momentum theory, tensor operators refer to irreducible spherical tensors of a certain rank,
while in nuclear physics it refers in particular to the S12 operator given by
S12(a,b) =
1
2
[(σ1 · a)(σ2 · b) + (σ1 · b)(σ2 · a)]− 13(σ1 ·σ2)(a · b) . (A.10)
Following Ref. [242], we can write this operator as
S12(a,b) =
p
5{{a⊗ b}2 ⊗ {σ1 ⊗σ2}2}0 , (A.11)
which is a rank two tensor in spin space. In the rest of the appendix, tensor operator in q or k refer
to the physical tensor operator from Eq. (A.10). Otherwise, we refer to general tensor operators in the
language of angular momentum theory.
A.2 Mathematical toolbox for angular momentum coupling
The recoupling of angular momenta of operators is often accompanied Clebsch-Gordan coefficients,
spherical harmonics, and six- and nine- j-symbols. We further use the Wigner-Eckert theorem to evalu-
ate so-called reduced matrix elements. For a comprehensive description of these topics we refer to Ref.
[242]. Nevertheless, for completeness we go into detail for relevant expressions in this section.
A.2.1 Clebsch-Gordan coefficient
Clebsch-Gordan coefficients (CGs) play an important role in angular momentum coupling. The coefficient
provides the amplitude for coupling two angular momenta together, e.g., the amplitude to couple angu-
lar momenta j1 and j2 with their projections m1 and m2 to the angular momentum j and projection m.
We use the following notation
C jmj1m1 j2m2 = 〈 j1m1, j2m2| jm〉= 〈 jm| j1m1, j2m2〉 , (A.12)
where the Clebsch-Gordan coefficient vanishes, unless the triangular inequalities
| j1 − j2| ≤ j ≤ j1 + j2 , (A.13)
are fulfilled and the projections add up m = m1 +m2. The six- and nine- j-symbols, which we encounter
later in this chapter, can be reduced to products and sums of CGs. In the following we investigate some
properties and special cases of CGs.
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• Symmetry properties
We can change the ordering of the angular momenta in the CG via (cf. Ref. [242] p. 245
Eqs. (10, 11))
C jmj1m1 j2m2 = (−1) j1+ j2− jC jmj2m2 j1m1 =(−1) j1−m1
[ j]
[ j2]
C j2−m2j1m1 j−m = (−1) j1−m1
[ j]
[ j2]
C j2m2jm j1−m1
=(−1) j1+ j2− jC j−mj1−m1 j2−m2 =(−1) j2+m2
[ j]
[ j1]
C j1−m1j−mj2m2 =(−1) j2+m2
[ j]
[ j1]
C j1m1j2−m2 jm , (A.14)
where we use the short-hand notation
[x]≡p2x − 1 . (A.15)
• All projections are zero
In the case, where all projections are zero m1 = m2 = m = 0 the CG C
j0
j10 j20
vanishes unless the
additional requirement:
j + j1 + j2 = even , (A.16)
is fulfilled. Later on, we will encounter two special cases. In the first, we have C j0j1010, which allows
only j = | j1 ± 1| and in the second case we have C j0j1020, which only allows the configuration j =| j1 ± 2| or j = j1. This helps to reduce participating sums over j or j1.
• Sums that involve Clebsch-Gordon coefficients
A sum that involves two CGs can be reduced via∑
m1,m2
C jmj1m1 j2m2C
j′m′
j1m1 j2m2
= δ j j′δmm′ , (A.17)
and ∑
j,m
C jmj1m1 j2m2C
jm
j1m
′
1 j2m
′
2
= δm1m′1δm2m′2 . (A.18)
We reduce a sum that involves three CGs to∑
m1,m2,m′
C jmj1m1 j2m2C
j′′m′′
j′m′ j2m2C
j′m′
j1m1 j′′′m′′′ = (−1) j+2+ j+ j
′+ j′′′[ j][ j′]C j
′′m′′
jm j′′′m′′′
¨
j1 j2 j
j′′ j′′′ j′
«
, (A.19)
where the last expression is a six- j-symbol. Together with Eq. (A.14), we can interchange the labels
of Eqs. (A.17 - A.19).
• Connection to the Wigner three- jm-symbol
The relation between Wigner three- jm-symbols and CGs is given by
j1 j2 j
m1 m2 m

= (−1) j+m+2 j1 1
[ j]
C jmj1−m1 j2−m2 , (A.20)
and
C jmj1m1 j2m2 = (−1) j1− j2+m[ j]

j1 j2 j
m1 m2 −m

. (A.21)
The symmetries of the three- jm symbols are more accessible than those of the CGs, which is why
they are favored for the definition of the six- j-symbols, as we will see later on.
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A.2.2 Spherical harmonics
Most operators that we encounter can be expressed as spherical tensor operators, which depend on
spherical harmonics
Ylm (Ω) = 〈Ω|lm〉 , (A.22)
Y∗lm (Ω) = 〈lm|Ω〉 , (A.23)
as in Eq. (A.2). In a partial-wave decomposition, there are consequently spherical harmonics from the
operators under consideration as well as from the states. Consider the partial-wave decomposition of a
momentum-independent trial potential 〈p|V trial|p′〉 = C trial for clarification. We want to determine the
following matrix element
〈p′′(ls) j t|V trial|p′′′(l ′s) j t〉= 1
(2pi)6
∫
d3p
∫
d3p′ 〈p′′(ls) j t|p〉C trial 〈p′|p′′′(l ′s) j t〉 , (A.24)
where we inserted a complete set of basis states in p and p′ with 1(2pi)3
∫
d3p |p〉 〈p| = 1. The overlap can
be calculated with CGs and spherical harmonics via
〈p′′(ls) j t|p〉= ∑
ml ,ms
C j(ml+ms)lml sms 〈p′′lml |p〉 〈sms|
= (2pi)3
δ(p− p′′)
pp′′
∑
ml ,ms
C j(ml+ms)lml sms 〈lml |Ωp〉 〈sms| , (A.25)
and similar for 〈p′|p′′′(l ′s) j t〉. Inserting this in the equation above, we find
〈p′′(ls) j t|V trial|p′′′(l ′s) j t〉= ∑
ml ,ml′
∑
ms ,ms′
C j(ml+ms)lml sms C
j(ml′+ms′ )
l′ml′ sms′
∫
dΩp
∫
dΩp′ 〈s|C trial|s〉Y∗lml
 
Ωp

Yl′ml′
 
Ωp′

.
(A.26)
If the potential under consideration also contains spherical harmonics we often need to solve angular
integrals over multiple spherical harmonics. We will list results for integrals over spherical harmonics in
the following.
Integrals that involve spherical harmonics
Results for angular integrals, over one, two, and three spherical harmonic function(s) read∫
dΩ Y∗lm (Ω) =
∫
dΩ Ylm (Ω) =
p
4piδl0δm0 . (A.27)∫
dΩ Y∗lm (Ω)Yl′m′ (Ω) =
∫
dΩ 〈lm|Ω〉 〈Ω|l ′m′〉= 〈lm|l ′m′〉= δl l′δmm′ . (A.28)∫
dΩ Y∗lm (Ω)Yl′m′ (Ω)Yl′′m′′ (Ω) =
[l ′][l ′′]p
4pi[l]
C l0l′0l′′0C
lm
l′m′ l′′m′′ , (A.29)
where we can write a non-adjungated spherical harmonic as
Ylm (Ω) = (−1)m Y∗l−m (Ω) . (A.30)
In Eq. (A.27), we use the identity
p
4pi Y00 (Ω) =
p
4pi Y∗00 (Ω) = 1 and apply the normalization of the
spherical harmonics from Eq. (A.28). To solve the third integral, one uses recoupling relations for two
spherical harmonics
Ylm (Ω)Yl′m′ (Ω) =
∑
l′′m′′
[l][l ′]p
4pi[l ′′]
C l
′′0
l0l′0C
l′′m′′
lml′m′Yl′′m′′ (Ω) . (A.31)
Afterwards, the result of the integral is determined by Eq. (A.28). By applying the last step repeatedly,
one can find the solution for integrals with an arbitrary given number of spherical harmonics.
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Tensor products that involve spherical harmonics
In Eq. (A.2), we express tensor operators of rank one in terms of spherical harmonics. In general we are
often confronted with tensor operators of rank one that are coupled together to a new tensor operator
of a different rank. At first, we consider n identical operators x of rank one, that couple to a new
operator or rank ln, which read
{· · · {{x ⊗ x}l2 ⊗ x}l3 · · · ⊗ x}lnmn =
p
4pi
[ln]
xn Ylnmn (Ω)
n∏
i=2
C li010li−1 , (A.32)
with l1 = 1. This results from the general recoupling scheme for two spherical harmonics with identical
angles, given by
{Ya (Ω)⊗ Yb (Ω)}LM = [a][b]p
4pi[L]
C L0a0b0YLM (Ω) . (A.33)
For two different tensor operators of rank one, a and b, we find
{a⊗ b}lm = 4pi3 ab{Y1 (Ωa)⊗ Y1 (Ωb)}lm
=
4pi
3
ab
∑
m1,m2
C lm1m11m2Y1m1 (Ωa)Y1m2 (Ωb) , (A.34)
where we use the expression,
{Yl1 (Ωa)⊗ Yl2 (Ωb)}lm =
∑
m1,m2
C lml1m1 l2m2Yl1m1 (Ωa)Yl2m2 (Ωb) . (A.35)
With this, we can express two different tensor operators of arbitrary rank, Al1 and Bl2 , as long as we can
construct them with Eq. (A.32).
Expansion of vector products
We can also express a scalar product of two operators as a scalar product of spherical harmonics, where
the latter is defined by
(Yl (Ω1) · Yl (Ω2)) =
∑
m
Y∗lm (Ω1)Ylm (Ω2)
= [l](−1)l{Yl (Ω1)⊗ Yl (Ω2)}00 . (A.36)
For two vectors a and b this results in
(a · b) = 4pi
3
ab (Y1 (Ω1) · Y1 (Ω2)) . (A.37)
(a · b)n = 4pianbn∑
l
n!
(n− l)!! (n+ l + 1)!! (Yl (Ω1) · Yl (Ω2)) , (A.38)
where the sum over l takes the values 0,2,. . . ,n for even n and 1,3,. . . ,n for odd n.
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A.2.3 Six- j-symbol
The (Wigner) six- j-symbol is used in the coupling of three angular momenta. The symbol can be expressed
with sums over three- jm-symbols, which can in turn be expressed by CGs with Eq. (A.20). We will use
alphabetic letters rather than indices in ji for the definition of the six- and nine- j-symbols to keep a clear
overview. Projections of those letters are denoted by the corresponding Greek letter, instead of mi . The
six- j-symbol is defined by¨
a b c
d e f
«
=
∑
α−ϕ
(−1)d+e+ f +δ+"+ϕ

a b c
α β γ

a e f
α " −ϕ

d b f
−δ β ϕ

d e c
δ −" γ

, (A.39)
where the sum runs over all projections from α to ϕ. Each triad (a, b, c), (c, d, e), (b, d, f ), and ( f , a, e),
needs to satisfy the triangular inequations, otherwise the six- j-symbols vanishes.
Symmetries and special cases of the six- j-symbol
The six- j-symbol is invariant under the exchange of any two rows or columns, e.g.:¨
a b c
d e f
«
=
¨
b a c
e d f
«
=
¨
d e c
a b f
«
, (A.40)
all other cases can be constructed by interchanging rows and columns with respect to this rule. We further
want to investigate the special case, in which one of the elements is zero. Without loss of generality we
consider f = 0. Different cases can be obtained by applying the symmetry rules which we mentioned
earlier. The special case yields: ¨
a b c
d e 0
«
= (−1)a+b+cδaeδbd
[a][b]
, (A.41)
where the triad (a, b, c) still needs to fulfill the triangular inequations.
A.2.4 Nine- j-symbol
The (Wigner) nine- j-symbol is used in the coupling of four angular momenta, which we can express in
terms of six- j-symbols
a b c
d e f
g h i
=
∑
x
(−1)2x[x]2
¨
a b c
f i x
«¨
d e f
b x h
«¨
g h i
x a d
«
, (A.42)
where the sum over x runs over all values that fulfill the triangular inequations of the six- j-symbols. The
nine- j-symbol is defined by the following overlap
a b c
d e f
g h i
= 〈 [(ab)c, (de) f ]i | [(ad)g, (be)h]i 〉[c][ f ][g][h] . (A.43)
The nine- j-symbol vanishes unless each triad (a, b, c), (d, e, f ), (g,h, i), (a, d, g), (b, e,h), and (c, f , i)
satisfies the triangular inequations.
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Symmetries of the nine- j-symbol
The nine- j-symbol is symmetric under transposition and under cyclic permutations of rows and columns,
e.g.: 
a b c
d e f
g h i
=

a d g
b e h
c f i
=

d e f
g h i
a b c
=

b c a
e f d
h i g
 , (A.44)
where cyclic permutation means an even number of permutations. Under odd numbers of permutations
one obtains, e.g.: 
a b c
d e f
g h i
= (−1)x

d e f
a b c
g h i
= (−1)x

b a c
e d f
h g i
 , (A.45)
where x = a+ b+ c+ d+ e+ f + g+h+ i is the sum over all entries in the nine- j-symbol. Following these
rules, one can construct any ordering of contributing angular momenta a – f in the nine- j-symbol.
Special cases of the nine- j-symbol
For the first special case, we consider i = 0 without loss of generality. Different cases can be obtained by
following the symmetries of the nine- j-symbol. We get
a b c
d e f
g h 0
= δc f δgh (−1)
b+c+d+g
[c][g]
¨
a b c
e d g
«
. (A.46)
In the second case we consider i = e = 0, and we get
a b c
d 0 f
g h 0
= δcdδc f δbgδgh (−1)
a−b−c
[b]2[c]2
, (A.47)
which can be obtained for any case by applying Eq. (A.41) to Eq. (A.46). For the case, where three
arguments are zero we obtain
a b c
d e f
0 0 0
= δadδbeδc f[a][b][c] . (A.48)
A.2.5 Wigner-Eckart theorem
The Wigner-Eckart theorem states, that any dependence on the orientation of an arbitrary matrix ele-
ment is entirely included in a CG. We can write the matrix element of an arbitrary operator Oaα as
〈n jm|Oaα|n′ j′m′〉= (−1)2aC jmj′m′aα
〈n j||Oa||n′ j′〉
[ j]
, (A.49)
where the factor 〈n j||Oa||n′ j′〉 is called a reduced matrix element of Oaα. Here, quantum numbers that
are not relevant for the evaluation of the matrix elements are pooled in n and n′. With this, we only need
to calculate the reduced matrix element of a given operator once. In order to treat different projections
m and m′, we only need to calculate the CG.
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A.3 Tensor recoupling
In the following, we consider up to four commuting, irreducible tensor operators A, B, D, and E, where
the rank is denoted by the respective lower-case letter a, b, d, and e. The tensor operators A and B and
D and E can be coupled pairwise to an irreducible tensor operator of a new rank (here: c or f ). We
consider the general case where all participating tensor operators are coupled to an irreducible tensor
operator of rank i in the end.
A.3.1 Relations for commuting irreducible tensor operators
The rearrangement of tensor products is important for us, so that we can separate tensor operators
according to relative, spin, and center-of-mass contributions later on. We list the relevant contributions
below:
• Product of two tensor operators
Two commuting tensor operators can be rearranged via
{Aa ⊗ Bb}i = (−1)a+b−i{Bb ⊗ Aa}i . (A.50)
This relation is used to obtain different combinations for the subsequent tensor couplings.
• Product of three tensor operators
In the case of three tensor operators we find
{{Aa ⊗ Bb}c ⊗ Dd}i = (−1)b+d+i[c]
∑
f
[ f ]
¨
a b c
i d f
«
{Bb ⊗ {Aa ⊗ Dd} f }i . (A.51)
We can use the following commutation relation to match the actual case to the structure from the
equation above:
{Aa ⊗ {Bb ⊗ Dd} f }i = (−1)b+d− f {Aa ⊗ {Dd ⊗ Bb} f }i = (−1)a+ f −i{{Bb ⊗ Dd} f ⊗ Aa}i
= (−1)a+b+d−i{{Dd ⊗ Bb} f ⊗ Aa}i , (A.52)
which is obtained by using Eq. (A.50).
• Product of four tensor operators
In this work, we use the following recoupling relations for tensor products with four operators
{{Aa ⊗ Bb}c ⊗ {Dd ⊗ Ee} f }i =
∑
g,h
[c][ f ][g][h]

a b c
d e f
g h i
 {{Aa ⊗ Dd}g ⊗ {Bb ⊗ Ee}h}i , (A.53)
and
{{Aa ⊗ Bb}c ⊗ {Dd ⊗ Ee} f }i =
∑
g,h
(−1)h+b−i−e[c]2[ f ]2[g]2[h]2
¨
a b c
g d h
«¨
d e f
i c g
«
× {{{Aa ⊗ Dd}h ⊗ Bb}g ⊗ Ee}i . (A.54)
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A.3.2 Decoupling of two subsystems
In view of partial-wave decompositions, we often encounter operators, that are coupled together with
spin operators. We want the expectation value in a system, where the spin s and orbital angular mo-
mentum l are coupled together to the angular momentum j. In general, we can apply the following
equation to decouple such systems which are decomposed out of the subsystems A and B, where the
tensor operator of rank a, Aa acts on the subsystem A and the tensor operator of rank b, Bb acts on the
subsystem B
〈nAnB( jA jB) jm|{Aa ⊗ Bb}cγ|n′An′B( j′A j′B) j′m′〉= (−1)2c[c][ j′]C jmj′m′cγ

a b c
jA jB j
j′A j′B j′

× 〈nA jA||Aa||n′A j′A〉 〈nB jB||Bb||n′B j′B〉 , (A.55)
where nA (nB) and n′A (n′B) pool all remaining variables on which the subsystem A (B) depends.
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B Partial-wave decomposition
Symmetries of the Hamiltonian allow us to work in a partial-wave decomposed basis, defined by angular-
momentum and spin quantum numbers. In a partial-wave basis, we couple radial and spin contributions.
It is often more convenient to work with this basis, compared to a basis which is spanned by regular
vectors in p- or r -space. Depending on the order in the chiral power counting, and especially in our
case where we have an explicit operator dependence on the CM momentum, the task of performing a
partial-wave decomposition can be very involved and is susceptible to mistakes, if performed by hand.
For this reason, we developed a computer program that is capable of decoupling any legal combination
of relative (∼ q or k), spin (∼ σ1 and σ2), and center-of-mass (∼ P) two-nucleon contact operators
into the respective partial waves. The program does not perform any numerical integration but relies
on recoupling relations of tensor products from Ref [242]. The code takes a momentum-space vector
representation of the desired operator as an input and returns all non-vanishing partial-wave expressions
which will only depend on absolute values of the momenta p, p′, and P.
This chapter starts with the general evaluation process that we need to undergo for our partial-wave
decomposition (PWD). Afterwards, we will elaborate how to evaluate these expressions in the spin, rel-
ative, and the CM system respectively, in a way that one can easily implement it as computer code. All
this is explained for unregulated interactions in momentum space. Nonlocal regulators typically depend
on the absolute values of the momenta p and p′ and not the angle between them. Thus, they do
not interfere with the PWD, and can be added afterwards. The most commonly used nonlocal regula-
tors [30, 34, 153, 159] take the form:
f nonlocalΛ,n (p, p
′) = exp

− p2n + p′2n
Λ2n

, (B.1)
with the momentum-space cutoff Λ. Local regulators that depend on the relative distance r = r1 − r2,
and can be written as [39] (see also Ref. [192] for local regulators in momentum space):
f localR0,n (r) =N exp

−

r
R0
2n
, (B.2)
where R0 is the coordinate space cutoff and N a normalization factor. In the case of local Gaussian
regulators (n= 1), the regulator transforms to momentum space exactly as
f localR0,1 (r) −→ f˜ localΛ,1 (q) = exp

−
 q
Λ
2
, (B.3)
where Λ = 2R0 in this case. As one can see, the regulator depends on q
2 = p2 + p′2 − 2p · p′, which
contains the angle between p and p′. For a PWD of local operators, we need to take the regulator into
consideration right from the beginning. In this appendix, we focus on nonlocal regulators. Following
these guidelines one can develop a generalized transformation scheme that is also able to transform local
operators. In the last part of this appendix, we show how our method can be applied to decompose the
one-pion exchange that enters at LO.
B.1 General evaluation process
We start from a certain (contact) operator from chiral EFT in a momentum-space representation and
want to obtain the PWD of this operator. The most general operator O that we encounter in this work
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may depend on the momentum transfer q and/or k, spin operators σ i that act on particle i (analogous
for the isospin operators τi (1)), and the CM-momentum operator P. In order to fulfill the commutation
relation
[H , J] = 0 ,
which is equivalent to rotational invariance of the Hamiltonian, all contributing operators need to be
couplet such thatO is a scalar. This means, we can write our operator as a (mathematical) tensor operator
of rank zero, denoted by O0(2). We list the tensor-operator representation of all tensor operators up to
N3LO in App. C. In the following, we will denote tensor operators in the relative, spin and CM system by
Raα, Σbβ , and Pcγ
respectively, where Latin letters denote the rank of the tensor and Greek letters the projection. Each
vector operator (i.e., q, k, P, andσ i) can be written as an irreducible tensor operator of rank one. In the
process, we pick up certain factors that depend on the kind of coupling (i.e., scalar, vector, or tensor) in
O, as detailed in App. A.1. In the first step, we rewrite our momentum-space vector representation of O
in terms of irreducible tensor operators. In the general case, we will not end up with separated contri-
butions, such as Raα, Σbβ , and Pcγ, but we will find mixed contributions where for example, spins might
still be coupled with relative or CM operators. This means our next step is to apply tensor recoupling
relations to clearly separate all operators according to the system they act in. The recoupling relations
can be found in Ref. [242], but we listed all necessary relations for our purposes in App. A.3. We aim to
obtain a tensor operator of the form
O0 =
∑
a,b,c
cabc{{Ra ⊗Σb}c ⊗ Pc}0 (3)
≡∑
a,b,c
cabcOabc0 , (B.4)
where cabc contains all factors that appear during the recoupling of the tensor operators. For this work,
we decided to couple the relative motion to the spin motion and the resulting angular momentum j to
the CM motion. First of all, this means that the rank of the CM operator c must be equal to the rank
to which we couple the relative operator with the spin operator. Otherwise we could not couple all
operators to a total rank of zero. Second, the basis in which our partial-wave matrix elements are given
takes the form |pP[(ls) j L]J t〉. Furthermore, as one can see in the equation above, a single momentum-
space operator might translate to several tensor operators, which we denote by a sum over the operator
ranks a, b, and c. To give an example, the operator (q ·σ1)(q ·σ2) can be expressed as
(q ·σ1)(q ·σ2) = {{q1 ⊗ q1}0 ⊗ {(σ1)1 ⊗ (σ2)1}0}0 +p5{{q1 ⊗ q1}2 ⊗ {(σ1)1 ⊗ (σ2)1}2}0
∝{R0 ⊗Σ0}0 +p5{R2 ⊗Σ2}0 . (B.5)
Here we find two different ranks for the tensor operators (zero and two), and since we do not have a
CM operator (c = 0) we need to couple the relative and spin part to zero in both cases.
We can now express the partial-wave matrix elements of our momentum-space operator O in terms of
the tensor operator O0 via
〈pP[(ls) j L]JM |O|p′P ′[(l ′s′) j′L′]J ′M ′〉= η∑
a,b,c
cabc 〈pP[(ls) j L]JM |Oabc0 |p′P ′[(l ′s′) j′L′]J ′M ′〉 , (B.6)
(1) Here we omit the isospin dependence as its inclusion is trivial and can be treated separately.
(2) A simplistic introduction to angular momentum theory with tensor operators and notes about the tensor-operator nota-
tion is provided in App. A.
(3) As mentioned above, the application of these relations is susceptible for mistakes if one performs them by hand, as they
contain sums over six- j and nine- j-symbols and one can quickly loose track of indices and ranks.
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where η contains all factors that appear in the process of writing the momentum-space operators as
coupled tensor operators. With further relations from Ref. [242], the matrix elements of Oabc0 read
〈pP[(ls) j L]JM |Oabc0 |p′P ′[(l ′s′) j′L′]J ′M ′〉
= δJJ ′δMM ′
(−1)L+J+ j′+c
[c]
¨
j L J
L′ j′ c
«
〈p(ls) j||{Ra ⊗Σb}c||p′(l ′s′) j′〉 〈PL||Pc||P ′L′〉
= δJJ ′δMM ′[ j][ j′](−1)L+J+ j′+c

a b c
l s j
l ′ s′ j′

¨
j L J
L′ j′ c
«
〈pl||Ra||p′l ′〉 〈s||Σb||s′〉 〈PL||Pc||P ′L′〉 .
(B.7)
The final expression depends on reduced matrix elements, denoted as 〈·||O||·〉. They are evaluated with
the Wigner-Eckart theorem (WET) [243, 244] (for more details see App. A.2.5). The brackets with six
and nine elements are the six- j and nine- j-symbols which are detailed in App. A.2.3 and App. A.2.4,
respectively. We use the shorthand notation [x] ≡ p2x + 1 as those expressions appear frequently in
tensor operator evaluations.
In the case where we have no CM operators (Pc = 1), the expression from above simplifies to
〈pP[(ls) j L]JM |Oabc0 |p′P ′[(l ′s′) j′L′]J ′M ′〉=
δJJ ′δMM ′δLL′(2pi)3δ(P− P′) (−1)
j+s+l′+a
[a]
δ j j′δab
¨
l s j
s′ l ′ a
«
〈pl||Ra||p′l ′〉 〈s||Σa||s′〉︸ ︷︷ ︸
= 〈p(ls) jm|{Ra ⊗Σb}0|p′(l ′s′) j′m′〉
. (B.8)
This reduces the initial problem of finding the PWD of a momentum-space vector-like operator to a much
simpler task, where we just have to evaluate the reduced matrix elements of Raα, Σbβ , and Pcγ separately.
B.2 Reduced matrix elements
As mentioned above, we evaluate the reduced matrix elements with the WET given in Eq. (A.49) and
Refs. [242, 245]. With the WET, we decompose a matrix element into a reduced matrix element and a
CG (CGs are given in App. A.2.1). The CG carries all the geometric information about the system and
the reduced matrix element is a mere proportionality factor. The advantage of this approach is, that
the reduced matrix elements need to be evaluated only once and can be applied to arbitrary quantum
numbers l, l ′, s, s′, L, and L′, as they appear in Eq. (B.7). In the following subsections, we will provide
all reduced matrix elements which we encounter in spin space, the relative system, and the CM system
respectively.
B.2.1 Spin operators
In our case, the spin operator Σb consists of the Pauli tensor-operators of rank one (σ1)1 and (σ2)1
for particle one and two respectively. Due to the particle-exchange symmetry requirement, the two
operators have to appear pairwise. We will encounter the following combinations in this work
Σ⊗b ≡{(σ1)1 ⊗ (σ2)1}b , (B.9)
Σ±b=1≡(σ1)1 ± (σ2)1 = {(σ)1 ⊗1}1 ± {1⊗ (σ)1}1 . (B.10)
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The Pauli operators relate to the single-particle spin operator as (σi)1 = 2 (si)1. We evaluate the reduced
matrix elements 〈s||Σb||s′〉 in a coupled basis, which reads |s〉 = |(12 12)s〉. The following relations hold in
the single-particle basis and in the coupled basis (see Ref. [242]):
〈λ||1||λ′〉= δλλ′[λ] , (B.11)
〈λ||Λ1||λ′〉= δλλ′[λ]
Æ
λ(λ+ 1) , (B.12)
where |λ〉 and Λ1 are either both a coupled basis |s〉 and a coupled tensor operator S1 = (s1)1 + (s2)1, or
a single-particle basis |12〉 and a one-body tensor operator (si)1, where i can be particle one or two. For
the Pauli matrices we find in the single-particle and coupled basis
〈1
2
||(σi)1||12〉=
p
6 , (B.13)
〈(1
2
1
2
)s||(σ1)1||(12
1
2
)s′〉= (−1)s′p6[s][s′]¨ s 1/2 1/2
1/2 s′ 1
«
, (B.14)
〈(1
2
1
2
)s||(σ2)1||(12
1
2
)s′〉= (−1)sp6[s][s′]¨ s 1/2 1/2
1/2 s′ 1
«
. (B.15)
For the reduced matrix elements of the operators from Eqs. (B.9) and (B.10) we get
〈s||Σ⊗b ||s′〉= 6[b][s][s′]

1 1 b
1/2 1/2 s
1/2 1/2 s′
 , (B.16)
〈s||Σ±1 ||s′〉=
p
6[s][s′]

(−1)s′ ± (−1)s¨ s 1/2 1/2
1/2 s′ 1
«
. (B.17)
The operatorsΣ⊗0 ,Σ⊗2 , andΣ+1 are all diagonal in spin space, whileΣ⊗1 andΣ−1 are purely off diagonal. The
latter two only appear together with CM operators. The equations (B.11, B.16, B.17) cover every reduced
matrix element in spin space that we encounter in this work.
B.2.2 Relative operators
The relative operators, which depend on q1 and k1 (and thus on the relative momentum operators p1
and p′1), do not follow the usual decomposition rules as in Eqs. (B.11,B.12). For clarification, we start this
subsection with some general remarks on relative momentum-space operators from chiral EFT before we
give the expressions for the reduced matrix elements 〈pl||Ra||p′l ′〉.
General remarks
Consider the momentum-space representation of the LO contact interaction from chiral EFT given by
〈p|V LOcont.|p′〉= CS +σ1 ·σ2CT . (B.18)
From this, it is clear that we do not have a simple identity operator in momentum-space, because an
identity operator would yield 〈p|1|p′〉 = (2pi)3δ(3)(p− p′). Given Eq. (B.18), the operator must have the
form
OLOcont. =
∫
d3p′′
(2pi)3
∫
d3p′′′
(2pi)3
|p′′〉 〈p′′′| , (B.19)
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in order to fulfill
〈p|OLOcont.|p′〉=
∫
d3p′′
(2pi)3
∫
d3p′′′
(2pi)3
〈p|p′′〉 〈p′′′|p′〉= 1 . (B.20)
Analogous, at higher orders the structure of, e.g., the q2 operator at NLO takes the form
ONLO
q2
=
∫
d3p′′
(2pi)3
∫
d3p′′′
(2pi)3
|p′′〉 (p′′ − p′′′)2 〈p′′′| , (B.21)
so that
〈p|ONLO
q2
|p′〉= (p− p′)2 = q2 , (B.22)
is fulfilled. The same idea can be applied to any other operator at a given order. This means that the op-
erator structure evaluated in momentum space is actually more complicated if we look at the unevolved
operator.
We are interested in the reduced matrix element 〈pl||Ra||p′l ′〉, which can be obtained from the ma-
trix element 〈plml |Raα|p′l ′m′l〉 with the WET. For the overlap between the partial wave basis and the
momentum-space basis we get
〈plml |p′′〉= (2pi)3δ(p− p
′′)
pp′′ 〈lml |Ωp′′〉 , (B.23)
〈p′′|p′l ′m′l〉= (2pi)3δ(p
′ − p′′′)
p′p′′′ 〈Ωp′′′ |l
′m′l〉 , (B.24)
with the spherical harmonics 〈lml |Ωp〉 = Y∗lml
 
Ωp

and 〈Ωp′ |l ′m′l〉 = Yl′m′l
 
Ωp′

(see App. A.2.2 for more
details on spherical harmonics). Our matrix elements read
〈plml |Raα|p′l ′m′l〉=
∫
dΩp
∫
dΩp′ 〈lml |Ωp〉 〈p|Raα|p′〉 〈Ωp′ |l ′m′l〉 , (B.25)
which allows us to insert a momentum-space tensor-operator representation for Raα. We can rewrite all
operators q1 and k1 in terms of the relative momentum operators p1 and p′1 according to
q1 = p1 − p′1 =
p
4pip
3
 
pY1
 
Ωp
− p′Y1  Ωp′ , (B.26)
k1 =
1
2
(p1 + p
′
1)=
p
4pi
2
p
3
 
pY1
 
Ωp

+ p′Y1
 
Ωp′

. (B.27)
We work with so-called bipolar harmonics, here denoted as Y l1 l2LM . Bipolar harmonics are two spherical
harmonics with angular momenta l1 and l2 with different angles, which are coupled to a tensor operator
of rank L and projection M , written as
Y l1 l2LM ≡ {Yl1
 
Ωp
⊗ Yl2  Ωp′}LM . (B.28)
Using the identity 1=
p
4pi Y00 (Ωx) we can rewrite the two operators from above as
q1 =
4pip
3
 
p{Y1
 
Ωp
⊗ Y0  Ωp′}1 − p′{Y0  Ωp⊗ Y1  Ωp′}1= 4pip
3
 
pY 101 − p′Y 011

, (B.29)
k1 =
2pip
3
 
p{Y1
 
Ωp
⊗ Y0  Ωp′}1 + p′{Y0  Ωp⊗ Y1  Ωp′}1= 2pip
3
 
pY 101 + p′Y 011

. (B.30)
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In the absence of a momentum operator, we can write 1 = 4pi{Y0
 
Ωp
 ⊗ Y0  Ωp′}0 = 4piY 000 . This
notation is very powerful, since we are able to apply coupling relations for the bipolar harmonics (more
details in App. A.2.2). Two different operators of this form couple via
{Y bca ⊗Y e fd }gm = [a− f ]4pi
∑
hi

a b c
d e f
g h i
Ch0b0e0C i0c0 f 0Y higm , (B.31)
with the shorthand notation [a − f ] ≡ [a][b][c][d][e][ f ]. Hence we can construct a sum of resulting
bipolar spherical harmonics, accompanied by absolute values of p and p′ to a certain power for any given
combination of operators q1 and k1. A CG of the form C c0a0b0 only contributes if a + b + c is an even
number and if the triangular inequations are satisfied, which can be used to reduce the summations in
the equation above.
Reduced matrix elements of Ra
In the previous subsection, we learned that we can write any operator Ra as a sum of the form
〈p|Raα|p′〉=
∑
l1,l2,n,m
cl1 l2mna p
np′m Y l1 l2aα . (B.32)
We need to keep track of occurring powers of p and p′ and the different bipolar spherical harmonics as
well as their factors (absorbed in cl1 l2mna), which we obtain with the coupling relation from Eq. (B.31).
With that, Eq. (B.25) reduces to
〈plml |Raα|p′l ′m′l〉=
∑
l1,l2,n,m
cl1 l2mna p
np′m
∫
dΩp
∫
dΩp′ 〈lml |Ωp〉Y l1 l2aα 〈Ωp′ |l ′m′l〉 . (B.33)
With relations from the spherical harmonics section (App. A.2.2), we can rewrite the bipolar harmonics
as
Y l1 l2aα =
∑
m1,m2
(−1)m2C aαl1m1 l2m2Yl1m1
 
Ωp

Y∗l2−m2
 
Ωp′

=
∑
m1,m2
(−1)m2C aαl1m1 l2m2 〈Ωp|l1m1〉 〈l2 −m2|Ωp′〉 . (B.34)
This can be used to solve the integrals in Eq. (B.33) as follows:∫
dΩp
∫
dΩp′ 〈lml |Ωp〉Y l1 l2aα 〈Ωp′ |l ′ml′〉
=
∑
m1,m2
(−1)m2C aαl1m1 l2m2
∫
dΩp
∫
dΩp′ 〈lml |Ωp〉 〈Ωp|l1m1〉 〈l2 −m2|Ωp′〉 〈Ωp′ |l ′ml′〉
= (−1)ml′C aαlml l′−ml′δl l1δl′ l2 . (B.35)
As a last step, we rearrange the angular momenta in the CG according to Eq. (A.14), so that we obtain
〈lml |Y l1 l2aα |l ′ml′〉= C lmll′ml′aα
(−1)l′−2a[a]δl l1δl′ l2
[l]
, (B.36)
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which matches exactly the definition of the WET. One can read off the reduced matrix element directly
〈l||Y l1 l2a ||l ′〉= (−1)l′−2a[a]δl l1δl′ l2 . (B.37)
We can now express the reduced matrix elements of Ra through
〈l||Ra||l ′〉= (−1)l′−2a[a]
∑
n,m
cl l′mna pnp′m . (B.38)
In summary, we need to retrace all factors due to coupling the tensor operators q1 and k1 and the factors
from the coupling of two bipolar harmonics in cl l′mna. Further, we need to keep track of the powers of p
and p′. All this is done in the computer algorithm, which allows us to evaluate arbitrary relative operators
at any given order.
B.2.3 Center-of-mass operators
The CM-momentum operators obey the usual decomposition as in the case of the spin operators. We
find
〈P|1|P′〉= (2pi)3δ(3)(P− P′) , (B.39)
and can determine the reduced matrix elements of the identity and of an arbitrary spherical harmonic
function as
〈L||1||L′〉= [L]δLL′ , (B.40)
〈L||Yc (ΩP) ||L′〉= [c][L
′]p
4pi
C L0L′0c0 . (B.41)
This facilitates the evaluation of the reduced matrix elements dramatically. We can use the expression
Pn,{li}cγ ≡ {· · · {{P1 ⊗ P1}l2 ⊗ P1}l3 · · · ⊗ P1}cγ
=
p
4pi
[c]
PnYcγ (ΩP)
n∏
i=2
C li010li−10 , (B.42)
with l1 = 1 and ln = c. We define the operator Pn,{li}cγ in a way that the subscript cγ denotes the rank of
the tensor operator, the superscript n denotes the multiplicity of single tensor operators P1, and the set{li} keeps track over intermediate tensor couplings. Another possibility is to write the tensor operator as
P1 =
p
4pip
3
PY1 (ΩP) , (B.43)
and use coupling relations of the spherical harmonics. For the first approach, we determine the reduced
matrix elements via
〈PL||Pn,{li}cγ ||P ′L′〉= (2pi)3δ(P − P
′)
PP ′ [L
′]C L0L′0c0P
n
n∏
i=2
C li010li−10 . (B.44)
This means that as soon as we know the set {li}, the evaluation of the reduced matrix element is trivial.
For the second approach, we need to store factors due to the coupling of spherical harmonics and powers
of momenta. The reduced matrix elements are given by Eq. (B.41). The latter method is better suited for
the implementation in our computer code.
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B.3 Partial-wave decomposition of the one-pion–exchange potential
Typically, a PWD of pion-exchange interactions is done using numerical integrals over Legendre polyno-
mials as in Refs. [246, 247]. Here, we present a different approach that relies on the truncation of a sum.
For the PWD of the leading-order OPE, we start with the momentum-space representation, given by
〈p|V OPELO |p′〉= −

gA
2Fpi
2
τ1 ·τ2 (σ1 · q) (σ2 · q)q2 +m2pi , (B.45)
with the pion decay constant Fpi, the axial coupling constant gA ,and the pion mass mpi. The isospin
dependence can be solved trivially with 〈t|τ1 ·τ2|t〉 = 2t(t + 1)− 3, thus, we will pool it together with
the constant in the beginning in a factor ct , which reads:
ct ≡ −

gA
2Fpi
2
(2t(t + 1)− 3) .
We can now focus on the fraction, in which the numerator has the same form as the tensor operator
in q at NLO, which we already decomposed in our example in Eq. (B.5). The difference here is that we
also have a momentum dependence in the denominator, which cannot be treated perturbatively in q. As
demonstrated earlier, we can rewrite the OPE in terms of spherical tensor operators, leading to
〈p|V OPELO |p′〉= ct
∑
a=0,2
[a]{(q2 +m2pi)−1{q⊗ q}a ⊗ {σ1 ⊗σ2}a}0 ,
≡ ct
∑
a=0,2
[a]{Ra ⊗Σ⊗a }0 . (B.46)
In the following, we will omit the sum to focus on the tensor operator {Ra ⊗Σ⊗a }0. Since the OPE does
not depend on CM quantum numbers, we perform the decomposition only in relative and spin space, as
demonstrated in Eq. (B.8). We consider the basis states |p(ls) j t〉 which leads to the decomposition
〈p(ls) j t|{Ra ⊗Σ⊗a }0|p′(l ′s) j t〉= (−1)
s+l′+ j+a
[a]
¨
l s j
s l ′ a
«
〈pl||Ra||p′l ′〉 〈s||Σ⊗a ||s〉 . (B.47)
The reduced matrix element of the spin operator is given in Eq. (B.16). This leaves us with the evaluation
of the reduced matrix elements of the relative operator. However, we cannot rewrite the denominator
as a power series in q since it is not small compared to the pion mass mpi. Rather than expanding the
denominator in q, we write it as
Ra =
{q1 ⊗ q1}a
p2 + p′2 − 2p · p′ +m2pi . (B.48)
Rearranging the denominator leads to
1
p2 + p′2 − 2p · p′ +m2pi =

1
p2 + p′2 +m2pi
 1
1− 2p·p′
p2+p′2+m2pi
 . (B.49)
For all p and p′ the condition p2 + p′2 ≥ 2|p · p′| is satisfied. Together with the pion mass, we find 2p · p′p2 + p′2 +m2pi
< 1 .
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Ultimately, we use a geometric series to express the second fraction in Eq. (B.49) as
1
1− 2p·p′
p2+p′2+m2pi
=
∞∑
n=0
 −8pipp′
p2 + p′2 +m2pi
n
(Y 110 )n , (B.50)
where we define (Y 110 )2 = {Y 110 ⊗Y 110 }0. We use Eq. (B.31) to couple the different contributions of the
bipolar harmonics. Since this series converges, we can truncate the sum at a certain N . Herewith, we shift
the angular dependence from the denominator to the numerator, where we already know the reduced
matrix elements from the sections above. In total, we find for the reduced matrix element
〈pl||Ra||p′l ′〉= 1p2 + p′2 +m2pi
∞∑
n=0
 −8pipp′
p2 + p′2 +m2pi
n
{{q1 ⊗ q1}a ⊗ (Y 110 )n}a . (B.51)
We find that S-wave matrix elements of the potential do not change noticeably, comparing truncation
at N = 10 and N = 100 for momenta up to 5 fm−1.
The fast convergence allows us to decompose the leading-order OPE without the need to introduce
integrals over the angle in p · p′. However, the decomposition is not straight forward as in previous
subsections of this chapter, as one cannot simply construct a power series in q. The expansion of the
two-pion exchange (TPE) at NLO contains two nested sums. The outer runs over a part similar to the
denominator of the OPE to the power of n, where n runs up to infinity. This multiplication is computa-
tionally expensive, even for small n. In theory, this approach would be applicable for two- and multi-pion
exchanges, but it is not feasible from a numerical point of view (yet). This is why we obtain partial-wave
matrix elements of pion exchanges beyond LO with the well known helicity approach from Ref. [246].
Our matrix elements for the leading-order OPE coincide with those obtained by the helicity method.
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C Tensor-operator representation
In App. B we demonstrate a generalized PWD of contact operators from chiral EFT. The PWD relies on a
tensor-operator representation. Since the operators are usually given in a vector representation, we show
how to translate them to a tensor representation in the following subsections. We start with operators
at LO and show all two-body operators up to N3LO, including the novel center-of-mass (CM) momentum
operators.
C.1 Operators at LO
The LO (ν = 0) contact operators from Eq. (2.59) take the following form as mathematical tensor opera-
tors
1= 4piY 000 , (C.1)
σ1 ·σ2 = −4pip3 {Y 000 ⊗Σ⊗0 }0 , (C.2)
where the symbol for bipolar harmonics Y l l′L and the spin operator Σ×0 are detailed in App. B.
C.2 Operators at NLO
At NLO (ν = 2), there are seven new momentum-dependent operators in the free-space interaction and
five new valence-space (vs) operators, with explicit CM-momentum dependence. The free-space potential
reads
V (2)cont(p,p
′) =C1q2 + C2k2 +
 
C3q
2 + C4k
2

σ1 ·σ2 + C5 i2 (q× k) · (σ1 +σ2)
+ C6(q ·σ1)(q ·σ2) + C7(k ·σ1)(k ·σ2) , (C.3)
and the valence-space potential is given by
V (2)cont,vs(p,p
′,P) =(P1 + P2(σ1 ·σ2))P2 + P3i (q× P) · (σ1 −σ2) + P4 (k× P) · (σ1 ×σ2)
+ P5(P ·σ1)(P ·σ2) . (C.4)
Transforming the free-space operators leads to
q2 = −p3{q1 ⊗ q1}0 , (C.5)
k2 = −p3{k1 ⊗ k1}0 , (C.6)
q2(σ1 ·σ2) = 3{{q1 ⊗ q1}0 ⊗Σ⊗0 }0 , (C.7)
k2(σ1 ·σ2) = 3{{k1 ⊗ k1}0 ⊗Σ⊗0 }0 , (C.8)
i
2
(q× k) · (σ1 +σ2) = −
√√3
2
{{q1 ⊗ k1}1 ⊗Σ+1 }0 , (C.9)
(q ·σ1)(q ·σ2) = {{q1 ⊗ q1}0 ⊗Σ⊗0 }0 +
p
5{{q1 ⊗ q1}2 ⊗Σ⊗2 }0 , (C.10)
(k ·σ1)(k ·σ2) = {{k1 ⊗ k1}0 ⊗Σ⊗0 }0 +
p
5{{k1 ⊗ k1}2 ⊗Σ⊗2 }0 , (C.11)
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while the valence-space operators read
P2 = −p3{P1 ⊗ P1}0 , (C.12)
P2(σ1 ·σ2) = 3{{P1 ⊗ P1}0 ⊗Σ⊗0 }0 , (C.13)
i (q× P) · (σ1 −σ2) =
p
6{{q1 ⊗Σ−1 }1 ⊗ P1}0 , (C.14)
(k× P) · (σ1 ×σ2) = −p12{{k1 ⊗Σ⊗1 }1 ⊗ P1}0 , (C.15)
(P ·σ1)(P ·σ2) = {Σ⊗0 ⊗ {P1 ⊗ P1}0}0 +
p
5{Σ⊗2 ⊗ {P1 ⊗ P1}2}0 . (C.16)
We write the tensor products in q and k in terms of p and p′ in order to express it in terms of bipolar
harmonics as
{q1 ⊗ q1}a = {p1 ⊗ p1}a + {p′1 ⊗ p′1}a − (1+ (−1)a){p1 ⊗ p′1}a
= 4pi

1
[a]
C a01010
 
p2Y a0a + p′2Y 0aa
− 1+ (−1)a
3
pp′Y 11a

, (C.17)
and similar for the other contributions.
C.3 Operators at N3LO
There are no new two-body contact interactions at N2LO (ν = 3) neither in the free-space, nor in the
valence-space sector. At N3LO (ν = 4), 15 new free-space operators and 32 new valence-space opera-
tors appear. The free-space contact interaction is given in Eq. (2.64) and their transformation to tensor
operators yields
q4 =3{{q1 ⊗ q1}0 ⊗ {q1 ⊗ q1}0}0 , (C.18)
k4 =3{{k1 ⊗ k1}0 ⊗ {k1 ⊗ k1}0}0 , (C.19)
q2k2 =3{{q1 ⊗ q1}0 ⊗ {k1 ⊗ k1}0}0 , (C.20)
(q× k)2 =2p3{{q1 ⊗ k1}1 ⊗ {q1 ⊗ k1}1}0 , (C.21)
q4(σ1 ·σ2) =− 3p3{{{q1 ⊗ q1}0 ⊗ {q1 ⊗ q1}0}0 ⊗Σ⊗0 }0 , (C.22)
k4(σ1 ·σ2) =− 3p3{{{k1 ⊗ k1}0 ⊗ {k1 ⊗ k1}0}0 ⊗Σ⊗0 }0 , (C.23)
q2k2(σ1 ·σ2) =− 3p3{{{q1 ⊗ q1}0 ⊗ {k1 ⊗ k1}0}0 ⊗Σ⊗0 }0 , (C.24)
(q× k)2(σ1 ·σ2) =− 6{{{q1 ⊗ k1}1 ⊗ {q1 ⊗ k1}1}0 ⊗Σ⊗0 }0 , (C.25)
i
2
(σ1 +σ2) · (q× k)q2 =− 3p
2
{{{q1 ⊗ k1}1 ⊗ {q1 ⊗ q1}0}1 ⊗Σ+1 }0 , (C.26)
i
2
(σ1 +σ2) · (q× k)k2 =− 3p
2
{{{q1 ⊗ k1}1 ⊗ {k1 ⊗ k1}0}1 ⊗Σ+1 }0 , (C.27)
q2(q ·σ1)(q ·σ2) =−p3{{{q1 ⊗ q1}0 ⊗ {q1 ⊗ q1}0}0 ⊗Σ⊗0 }0
−p15{{{q1 ⊗ q1}2 ⊗ {q1 ⊗ q1}0}0 ⊗Σ⊗2 }0 , (C.28)
k2(q ·σ1)(q ·σ2) =−p3{{{q1 ⊗ q1}0 ⊗ {k1 ⊗ k1}0}0 ⊗Σ⊗0 }0
−p15{{{q1 ⊗ q1}2 ⊗ {k1 ⊗ k1}0}0 ⊗Σ⊗2 }0 , (C.29)
q2(k ·σ1)(k ·σ2) =−p3{{{k1 ⊗ k1}0 ⊗ {q1 ⊗ q1}0}0 ⊗Σ⊗0 }0
−p15{{{k1 ⊗ k1}2 ⊗ {q1 ⊗ q1}0}0 ⊗Σ⊗2 }0 , (C.30)
k2(k ·σ1)(k ·σ2) =−p3{{{k1 ⊗ k1}0 ⊗ {k1 ⊗ k1}0}0 ⊗Σ⊗0 }0
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−p15{{{k1 ⊗ k1}2 ⊗ {k1 ⊗ k1}0}0 ⊗Σ⊗2 }0 , (C.31)
((q× k) ·σ1)((q× k) ·σ2) =− 2{{{q1 ⊗ k1}1 ⊗ {q1 ⊗ k1}1}0 ⊗Σ⊗0 }0
− 2p5{{{q1 ⊗ k1}1 ⊗ {q1 ⊗ k1}1}2 ⊗Σ⊗2 }0 . (C.32)
The valence-space contact potential at N3LO is given in Eq. (3.14). The relation to the mathematical tensor
operators, starting with the central operators, reads
q2P2 =3{{q1 ⊗ q1}0 ⊗ {P1 ⊗ P1}0}0 , (C.33)
(q× P)2 =2{{q1 ⊗ q1}0 ⊗ {P1 ⊗ P1}0}0 −p5{{q1 ⊗ q1}2 ⊗ {P1 ⊗ P1}2}0 , (C.34)
k2P2 =3{{k1 ⊗ k1}0 ⊗ {P1 ⊗ P1}0}0 , (C.35)
(k× P)2 =2{{k1 ⊗ k1}0 ⊗ {P1 ⊗ P1}0}0 −p5{{k1 ⊗ k1}2 ⊗ {P1 ⊗ P1}2}0 , (C.36)
P4 =3{{P1 ⊗ P1}0 ⊗ {P1 ⊗ P1}0}0 , (C.37)
q2P2(σ1 ·σ2) =− 3p3{{{q1 ⊗ q1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0 , (C.38)
(q× P)2(σ1 ·σ2) =− 2p3{{{q1 ⊗ q1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0
+
p
15{{{q1 ⊗ q1}2 ⊗Σ⊗0 }2 ⊗ {P1 ⊗ P1}2}0 , (C.39)
k2P2(σ1 ·σ2) =− 3p3{{{k1 ⊗ k1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0 , (C.40)
(k× P)2(σ1 ·σ2) =− 2p3{{{k1 ⊗ k1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0
+
p
15{{{k1 ⊗ k1}2 ⊗Σ⊗0 }2 ⊗ {P1 ⊗ P1}2}0 , (C.41)
P4 =− 3p3{Σ⊗0 ⊗ {{P1 ⊗ P1}0 ⊗ {P1 ⊗ P1}0}0}0 . (C.42)
The vector operators are rewritten as
i(σ1 −σ2) · (q× P)q2 =3p2{{{q1 ⊗ {q1 ⊗ q1}0}1 ⊗Σ−1 }1 ⊗ P1}0 , (C.43)
i(σ1 −σ2) · (q× P)k2 =3p2{{{q1 ⊗ {k1 ⊗ k1}0}1 ⊗Σ−1 }1 ⊗ P1}0 , (C.44)
i(σ1 −σ2) · (q× P)P2 =3p2{{q1 ⊗Σ−1 }1 ⊗ {P1 ⊗ {P1 ⊗ P1}0}1}0 , (C.45)
i(σ1 −σ2) · (k× P)(q · k) =3p2{{{k1 ⊗ {q1 ⊗ k1}0}1 ⊗Σ−1 }1 ⊗ P1}0 , (C.46)
i(σ1 −σ2) · (q× k)(k · P) =−p2{{{{q1 ⊗ k1}1 ⊗ k1}0 ⊗Σ−1 }1 ⊗ P1}0
−p5{{{{q1 ⊗ k1}1 ⊗ k1}1 ⊗Σ−1 }1 ⊗ P1}0
−p10{{{{q1 ⊗ k1}2 ⊗ k1}1 ⊗Σ−1 }1 ⊗ P1}0 , (C.47)
i(σ1 −σ2) · ((q× k)× (q× P)) =− 2p2{{{q1 ⊗ {q1 ⊗ k1}1}0 ⊗Σ−1 }1 ⊗ P1}0
+
p
6{{{q1 ⊗ {q1 ⊗ k1}1}1 ⊗Σ−1 }1 ⊗ P1}0
+
p
10{{{q1 ⊗ {q1 ⊗ k1}2}1 ⊗Σ−1 }1 ⊗ P1}0 , (C.48)
(σ1 ×σ2) · (k× P)q2 =− 6{{{k1 ⊗ {q1 ⊗ q1}0}1 ⊗Σ⊗1 }1 ⊗ P1}0 , (C.49)
(σ1 ×σ2) · (k× P)k2 =− 6{{{k1 ⊗ {k1 ⊗ k1}0}1 ⊗Σ⊗1 }1 ⊗ P1}0 , (C.50)
(σ1 ×σ2) · (k× P)P2 =− 6{{k1 ⊗Σ⊗1 }1 ⊗ {P1 ⊗ {P1 ⊗ P1}0}1}0 , (C.51)
(σ1 ×σ2) · (q× P)(q · k) =− 6{{{q1 ⊗ {q1 ⊗ k1}0}1 ⊗Σ⊗1 }1 ⊗ P1}0 , (C.52)
(σ1 ×σ2) · (q× k)(q · P) =2{{{{q1 ⊗ k1}1 ⊗ q1}0 ⊗Σ⊗1 }1 ⊗ P1}0
+ 2
p
3{{{{q1 ⊗ k1}1 ⊗ q1}1 ⊗Σ⊗1 }1 ⊗ P1}0
+ 2
p
5{{{{q1 ⊗ k1}1 ⊗ q1}2 ⊗Σ⊗1 }1 ⊗ P1}0 , (C.53)
i
2
(σ1 +σ2) · (q× k)P2 = 3p
2
{{{q1 ⊗ k1}1 ⊗Σ+1 }0 ⊗ {P1 ⊗ P1}0}0 , (C.54)
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i
2
(σ1 +σ2) · (k× P)(q · P) = 1p
2
{{{k1 ⊗ q1}1 ⊗Σ+1 }0 ⊗ {P1 ⊗ P1}0}0
−
p
5
2
p
2
{{{k1 ⊗ q1}1 ⊗Σ+1 }2 ⊗ {P1 ⊗ P1}2}0
−
p
15
2
p
2
{{{k1 ⊗ q1}2 ⊗Σ+1 }2 ⊗ {P1 ⊗ P1}2}0 , (C.55)
i
2
(σ1 +σ2) · (q× P)(k · P) = 1p
2
{{{q1 ⊗ k1}1 ⊗Σ+1 }0 ⊗ {P1 ⊗ P1}0}0
−
p
5
2
p
2
{{{q1 ⊗ k1}1 ⊗Σ+1 }2 ⊗ {P1 ⊗ P1}2}0
−
p
15
2
p
2
{{{q1 ⊗ k1}2 ⊗Σ+1 }2 ⊗ {P1 ⊗ P1}2}0 , (C.56)
i
2
(σ1 +σ2) · ((q× P)× (k× P)) = 1p
2
{{{q1 ⊗ k1}1 ⊗Σ+1 }0 ⊗ {P1 ⊗ P1}0}0
+
p
5
2
p
2
{{{q1 ⊗ k1}1 ⊗Σ+1 }2 ⊗ {P1 ⊗ P1}2}0 . (C.57)
Finally, the tensor operators are expressed as
q2(P ·σ1)(P ·σ2) =−p3{{{q1 ⊗ q1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0
−p15{{{q1 ⊗ q1}0 ⊗Σ⊗2 }2 ⊗ {P1 ⊗ P1}2}0 , (C.58)
k2(P ·σ1)(P ·σ2) =−p3{{{k1 ⊗ k1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0
−p15{{{k1 ⊗ k1}0 ⊗Σ⊗2 }2 ⊗ {P1 ⊗ P1}2}0 , (C.59)
P2(P ·σ1)(P ·σ2) =−p3{Σ⊗0 ⊗ {{P1 ⊗ P1}0 ⊗ {P1 ⊗ P1}0}0}0
−p15{Σ⊗2 ⊗ {{P1 ⊗ P1}2 ⊗ {P1 ⊗ P1}0}2}0 , (C.60)
(q ·σ1)(q ·σ2)P2 =−p3{{{q1 ⊗ q1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0
−p15{{{q1 ⊗ q1}2 ⊗Σ⊗2 }2 ⊗ {P1 ⊗ P1}0}0 , (C.61)
(k ·σ1)(k ·σ2)P2 =−p3{{{k1 ⊗ k1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0
−p15{{{k1 ⊗ k1}2 ⊗Σ⊗2 }2 ⊗ {P1 ⊗ P1}0}0 , (C.62)
((q× P) ·σ1)((q× P) ·σ2) =− 2p
3
{{{q1 ⊗ q1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0
+
p
5p
3
{{{q1 ⊗ q1}2 ⊗Σ⊗2 }0 ⊗ {P1 ⊗ P1}0}0
+
p
5p
3
{{{q1 ⊗ q1}0 ⊗Σ⊗2 }2 ⊗ {P1 ⊗ P1}2}0
+
p
5p
3
{{{q1 ⊗ q1}2 ⊗Σ⊗2 }0 ⊗ {P1 ⊗ P1}0}0
−
p
35p
3
{{{q1 ⊗ q1}2 ⊗Σ⊗2 }2 ⊗ {P1 ⊗ P1}2}0 , (C.63)
((k× P) ·σ1)((k× P) ·σ2) =− 2p
3
{{{k1 ⊗ k1}0 ⊗Σ⊗0 }0 ⊗ {P1 ⊗ P1}0}0
+
p
5p
3
{{{k1 ⊗ k1}2 ⊗Σ⊗2 }0 ⊗ {P1 ⊗ P1}0}0
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+
p
5p
3
{{{k1 ⊗ k1}0 ⊗Σ⊗2 }2 ⊗ {P1 ⊗ P1}2}0
+
p
5p
3
{{{k1 ⊗ k1}2 ⊗Σ⊗2 }0 ⊗ {P1 ⊗ P1}0}0
−
p
35p
3
{{{k1 ⊗ k1}2 ⊗Σ⊗2 }2 ⊗ {P1 ⊗ P1}2}0 . (C.64)
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D Transformation to HO basis
To calculate the TBMEs, we transform the partial-wave momentum-space matrix elements to the relative-
CM HO basis
〈nN[(ls) j L]J |V |n′N ′[(l ′s′) j′L′]J〉
=
∫
dpp2Rnl(p)
∫
dp′p′2Rn′ l′(p′)
×
∫
dPP2RN L(P)RN ′L′(P) 〈rel,CM|V J |rel′,CM′〉 . (D.1)
The relative-CM HO matrix elements are then transformed to the TBMEs using the Talmi-Moshinsky trans-
formation. Including also the isospin part, this leads to
〈nN[(ls) j L]JT |V |n′N ′[(l ′s′) j′L′]JT 〉 →
〈(n1l1 j1)(n2l2 j2)JT |V |(n′1l ′1 j′1)(n′2l ′2 j′2)JT 〉=­
n1n2

(l1
1
2
) j1(l2
1
2
) j2

JT
V n′1n′2(l ′112) j′1(l ′212) j′2JT
·
. (D.2)
To this end, we first recouple the two-body states to |n1n2[(l1l2)Λ(12 12)s]J〉, with total orbital angular
momentumΛ = l1+ l2 or in terms of relative and CM angular momentaΛ = L+ l, and then to two-body
states |Nn[(Ll)Λs]J〉, which can be recoupled to the desired relative-CM states |nN[(ls) j L]J〉. Combining
this, we have for antisymmetrized, normalized two-body states
n1n2(l112) j1(l212) j2JT
·
=
∑
Λs
[Λ][s] [ j1][ j2]

l1 l2 Λ
1/2 1/2 s
j1 j2 J

×∑
nlN L
〈Nn(Ll)Λ|n1n2(l1l2)Λ〉d=1
×∑
j
(−1)l+s+ j [Λ][ j]
¨
L l Λ
s J j
«
F |nN[(ls) j L]JT 〉 , (D.3)
where F = (1 − (−1)l+s+T )/Æ2(1+δn1n2δl1 l2δ j1 j2) takes into account the normalization and antisym-
metrization of the two-body states, and 〈Nn(Ll)Λ|n1n2(l1l2)Λ〉d=1 is the Talmi-Moshinsky bracket in the
conventions of Ref. [248]. Note that for calculating the TMBEs the sum is over all s, s′, j, j′, N ,N ′, and
L, L′, contrary to the case for free-space interactions when these are diagonal.
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E Two-body matrix elements and low-energy constants
Throughout this thesis, we regularly fit LECs to data. In some cases, we present the values already in the
corresponding chapter. In other cases the values are presented in figures rather than tables to keep a
structured overview. We list all the data that was not presented directly in the thesis in this part of the
appendix.
E.1 Low-energy constants of LO interactions from chapter 6
In Ch. 6, we investigated different regulator functions for a wide range of coordinate space cutoffs. We
list our results for the LO LECs C01 and C10.
Table E.1.: Low-energy constant C01 and C10 in fm2 for a given value of the inverse coordinate-space cut-
off R−10 in fm−1. We show LECs from R−10 = 0.8 – 4.4 fm−1 for short- and long-range regulator
functions from Eq. (4.3) and Eq. (4.2) with n = 4 and n1 = n2 = 2. The operator LECs can
be obtained with Eq. (5.15). We cannot find further numerical values beyond R−10 = 4.4 fm−1
with only one bound state in the deuteron for this setup.
R−10 C01 C10
0.8 −0.31343 −2.58679
1.0 −0.30429 −1.34482
1.2 −0.29566 −0.34292
1.4 −0.28749 0.64849
1.6 −0.27974 1.83894
1.8 −0.27239 3.57236
2.0 −0.26541 6.60138
2.2 −0.25877 1.27849 · 101
2.4 −0.25243 2.71750 · 101
2.8 −0.24637 1.81446 · 102
3.0 −0.24056 5.99447 · 102
3.2 −0.23499 2.42644 · 103
3.4 −0.22963 1.25736 · 104
3.6 −0.22449 8.88628 · 104
3.8 −0.21956 9.23646 · 105
4.0 −0.21485 1.51067 · 107
4.0 −0.21035 1.51067 · 107
4.2 −0.20607 9.28102 · 107
4.4 −0.20199 2.12351 · 109
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Table E.2.: Low-energy constants C01 and C10 in fm2 for a given value of the inverse coordinate-space
cutoff R−10 in fm−1. We show the value of C10 for one, two and three bound states in the
deuteron channel (#ED). The C01 value is independent of the number of bound states. The
table is divided into two sections, which we separate by two vertical lines: on the left, we
show LECs from R−10 = 0.8 – 5.4 fm−1, on the right those for R−10 = 5.6 – 10 fm−1. All LECs
correspond to the short- and long-range regulator functions from Eq. (4.3) and Eq. (4.2) with
n= n1 = n2 = 2. The operator LECs can be obtained with Eq. (5.15).
R−10 C01
C10 R−10 C01
C10
#ED = 1 #ED = 2 #ED = 3 #ED = 1 #ED = 2 #ED = 3
0.8 −3.145 −3.670 −27.804 5.6 −0.465 1.943 · 103 4.178 −1.385
1.0 −2.470 −1.786 −20.220 −50.981 5.8 −0.451 3.213 · 103 4.629 −1.053
1.2 −2.038 −0.423 −15.552 −41.330 6.0 −0.437 5.408 · 103 5.108 −0.743
1.4 −1.739 0.718 −12.311 6.2 −0.424 9.264 · 103 5.729 −0.445
1.6 −1.519 1.779 −9.895 −29.423 6.4 −0.412 1.615 · 104 6.175 −0.163
1.8 −1.351 2.850 −8.005 −21.062 6.6 −0.401 2.865 · 104 6.779 0.104
2.0 −1.218 4.003 −6.476 −18.240 6.8 −0.390 5.170 · 104 7.446 0.361
2.2 −1.111 5.317 −5.206 −15.821 7.0 −0.380 9.494 · 104 8.178 0.608
2.4 −1.022 6.881 −4.131 −13.737 7.2 −0.370 1.774 · 105 9.004 0.848
2.6 −0.947 8.843 −3.206 −11.930 7.4 −0.361 3.371 · 105 9.921 1.080
2.8 −0.883 1.137 · 101 −2.401 −10.357 7.6 −0.352 6.518 · 105 10.957 1.303
3.0 −0.827 1.474 · 101 −1.692 −8.986 7.8 −0.344 1.282 · 106 12.141 1.523
3.2 −0.779 1.932 · 101 −1.061 −7.792 8.0 −0.336 2.565 · 106 13.467 1.740
3.4 −0.736 2.569 · 101 −0.493 −6.754 8.2 −0.328 5.219 · 106 14.982 1.947
3.6 −0.698 3.474 · 101 0.025 −5.851 8.4 −0.321 1.080 · 107 16.736 2.158
3.8 −0.664 4.779 · 101 0.504 −5.064 8.6 −0.314 2.274 · 107 18.744 2.358
4.0 −0.633 6.696 · 101 0.952 −4.373 8.8 −0.308 4.872 · 107 21.061 2.559
4.2 −0.606 9.559 · 101 1.379 −4.373 9.0 −0.302 1.061 · 108 23.745 2.761
4.4 −0.580 1.390 · 102 1.790 −4.054 9.2 −0.296 2.351 · 108 26.860 2.964
4.6 −0.557 2.061 · 102 2.192 −3.497 9.4 −0.290 5.299 · 108 30.484 3.168
4.8 −0.536 3.112 · 102 2.590 −2.994 9.6 −0.284 1.215 · 109 34.735 3.370
5.0 −0.516 4.786 · 102 2.990 −2.287 9.8 −0.279 2.832 · 109 39.727 3.570
5.2 −0.498 7.498 · 102 3.396 −2.123 10. −0.274 6.717 · 109 45.578 3.771
5.4 −0.481 1.196 · 103 3.751 −1.742
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Table E.3.: Low-energy constants C01 and C10 in fm2 for a given value of the inverse coordinate-space
cutoff R−10 in fm−1. The table is divided into two sections, which we separate by two vertical
lines: on the left, we show LECs from R−10 = 0.8 – 5.4 fm−1, on the right those for R−10 = 5.6 –
10 fm−1. All LECs correspond to the long-range regulator function from Eq. (4.2) with n1=4
and n2 = 1. On the left of each section, we show LECs for the short-range regulator function
from Eq. (4.3) with n = 4 and on the right of each section those for n = 2. The operator LECs
can be obtained with Eq. (5.15). For the C10 LECs with n= 4, we cannot find numerical values
with only one bound state in the deuteron beyond R−10 = 4.4 fm−1. The values for C10 we
show after this point are for two bound states in the deuteron.
R−10
n= 4 n= 2
R−10
n= 4 n= 2
C01 C10 C01 C10 C01 C10 C01 C10
0.8 −2.315 −1.868 −3.023 −2.596 5.6 −0.356 1.512 · 101 −0.471 1.943 · 103
1.0 −1.831 −0.318 −2.372 −0.407 5.8 −0.344 2.003 · 101 −0.456 3.213 · 103
1.2 −1.519 1.053 −1.959 1.214 6.0 −0.334 2.707 · 101 −0.441 5.408 · 103
1.4 −1.302 2.532 −1.673 2.574 6.2 −0.324 3.739 · 101 −0.428 9.264 · 103
1.6 −1.142 4.426 −1.465 3.813 6.4 −0.315 5.286 · 101 −0.415 1.615 · 104
1.8 −1.019 7.246 −1.465 3.813 6.6 −0.306 7.703 · 101 −0.403 2.865 · 104
2.0 −0.921 1.204 · 101 −1.305 5.019 6.8 −0.298 1.156 · 102 −0.392 5.170 · 104
2.2 −0.841 2.124 · 101 −1.179 6.263 7.0 −0.290 1.790 · 102 −0.381 9.494 · 104
2.4 −0.775 4.115 · 101 −1.077 7.620 7.2 −0.282 2.865 · 102 −0.371 1.774 · 105
2.6 −0.719 9.020 · 101 −0.992 9.185 7.4 −0.275 4.753 · 102 −0.362 3.371 · 105
2.8 −0.670 2.297 · 102 −0.920 1.109 · 101 7.6 −0.269 8.185 · 102 −0.353 6.517 · 105
3.0 −0.629 6.966 · 102 −0.859 1.351 · 101 7.8 −0.262 1.466 · 103 −0.336 1.282 · 106
3.2 −0.594 2.581 · 103 −0.806 1.673 · 101 8.0 −0.256 2.734 · 103 −0.328 2.564 · 106
3.4 −0.562 1.199 · 104 −0.760 2.116 · 101 8.2 −0.250 5.326 · 103 −0.320 5.219 · 106
3.6 −0.533 7.177 · 104 −0.718 2.739 · 101 8.4 −0.245 1.085 · 104 −0.313 1.080 · 107
3.8 −0.507 5.701 · 105 −0.682 4.938 · 101 8.6 −0.240 2.317 · 104 −0.306 2.274 · 107
4.0 −0.484 6.203 · 106 −0.649 6.869 · 101 8.8 −0.235 5.198 · 104 −0.300 4.871 · 107
4.2 −0.463 9.566 · 107 −0.619 9.651 · 101 9.0 −0.230 1.228 · 105 −0.293 1.061 · 108
4.4 −0.443 2.168 · 109 −0.592 1.398 · 102 9.2 −0.225 3.062 · 105 −0.287 2.351 · 108
4.6 −0.426 4.646 −0.568 2.068 · 102 9.4 −0.221 8.084 · 105 −0.282 5.299 · 108
4.8 −0.410 5.705 −0.545 3.118 · 102 9.6 −0.216 2.267 · 106 −0.276 1.215 · 109
5.0 −0.394 7.277 −0.525 4.792 · 102 9.8 −0.212 6.775 · 106 −0.271 2.832 · 109
5.2 −0.381 9.069 −0.505 7.503 · 102 10. −0.208 2.166 · 107 −0.265 6.716 · 109
5.4 −0.368 1.160 · 101 −0.488 1.197 · 103
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E.2 Two-body matrix elements from chapter 8
For completeness, we list the TBMEs of the charge-independent NLOvs interaction from Ch. 8 in Table E.4.
The corresponding SPEs are "0d5/2 = −4.14308MeV, "1s1/2 = −3.27235MeV, and "0d3/2 = 0.94172MeV,
taken from the spectrum of 17O.
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Table E.4.: Two-body matrix elements for the charge-independent NLOvs interaction for a given isospin T
and total angular momentum J . The single-particle orbits are labeled by 2 ja 2 jb 2 jc 2 jd .
orbitals T J = 0 J = 1 J = 2 J = 3 J = 4 J = 5
5555
0 – −2.962356 – −1.348477 – −4.366727
1 −1.561786 – −0.591304 – −0.109698 –
5553
0 – 2.203146 – 1.185351 – –
1 – – −0.782881 – −0.958506 –
5551
0 – – – −1.671394 – –
1 – – −0.744657 – – –
5533
0 – 0.893444 – 0.528466 – –
1 −5.086935 – −1.053896 – – –
5531
0 – 0.568667 – – – –
1 – – 0.908236 – – –
5511
0 – −0.106744 – – – –
1 −1.483464 – – – – –
5353
0 – −5.783199 −4.103275 −2.055604 −4.881107 –
1 – 0.302405 0.624787 −0.239897 −0.866801 –
5351
0 – – −1.513283 1.363597 – –
1 – – −0.029187 0.039135 – –
5333
0 – −1.067963 – 1.696282 – –
1 – – −0.728416 – – –
5331
0 – 1.558985 −2.312917 – – –
1 – 0.083957 0.922578 – – –
5311
0 – 1.400007 – – – –
1 – – – – – –
5151
0 – – −1.943009 −3.565486 – –
1 – – −0.654884 0.217367 – –
5133
0 – – – 0.001177 – –
1 – – −0.684786 – – –
5131
0 – – −1.984955 – – –
1 – – 1.534945 – – –
3333
0 – −1.635266 – −2.921386 – –
1 −0.014457 – −0.046811 – – –
3331
0 – −0.996922 – – – –
1 – – 0.179512 – – –
3311
0 – −0.309804 – – – –
1 −1.585586 – – – – –
3131
0 – −3.190265 −2.531388 – – –
1 – 0.054273 0.236452 – – –
3111
0 – 0.139808 – – – –
1 – – – – – –
1111
0 – −3.262572 – – – –
1 −0.385534 – – – – –
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E.3 Single-particle energies, low-energy constants, and TBMEs from chapter 9
The tables below show the SPEs and LECs for the fits of the charge-dependent interactions at LO, NLO,
NLOvs, N2LOvs, N3LONLO,vs, and N3LOvs to the BR2 data set from Tab. 7.2. We show values for the SPEs in
Tab. E.5. The LECs CS , CT , CCIB, and CCSB are presented in Tab. E.6, C1–C7, P1–P5, D1–D15, and Q1–Q32 are
presented in Tab. E.7, Tab. E.8, Tab. E.9, and Tab. E.10 respectively. Furthermore, we present the TBMEs
of the N3LOvs interactions in Tab. E.11.
Table E.5.: Single-particle energies for neutrons and protons of the shell-model interactions at LO, NLO,
NLOvs, N2LOvs, N3LONLO,vs, and N3LOvs. The SPEs are given in MeV.
neutrons protons
"0d5/2 "0d3/2 "1s1/2 "0d5/2 "0d3/2 "1s1/2
LO −4.28227 5.87080 −1.52043 −6.26124 4.09793 0.01450
NLO −4.06791 1.47058 −1.95435 −3.20546 2.46191 −1.98297
NLOvs −3.83422 1.19913 −2.31276 −3.39805 1.46680 −3.69862
N2LOvs −3.87882 0.98755 −3.11351 −3.55700 1.07437 −3.21568
N3LONLO,vs −3.84567 1.53128 −2.65322 −3.66970 1.42351 −3.19351
N3LOvs −3.80551 1.67939 −3.13205 −3.68955 1.26087 −3.15938
Table E.6.: Low-energy constants CS , CT , CCIB, and CCSB at LO, NLO, NLOvs, N2LOvs, N3LONLO,vs, and
N3LOvs. The LECs are given in fm2.
CS CT CCIB CCSB
LO −4.37421 −0.25651 0.41826 −0.07982
NLO −7.05913 −0.62968 0.38121 −0.08463
NLOvs −8.16229 −0.52944 0.25095 −0.05624
N2LOvs −9.73741 −0.77484 0.30442 −0.08387
N3LONLO,vs −6.74060 0.52606 0.04102 −0.09085
N3LOvs −6.13037 −0.35837 0.07129 −0.08806
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Table E.7.: Low-energy constants C1–C7 at NLO, NLOvs, N2LOvs, N3LONLO,vs, and N3LOvs. The LECs are
given in fm4.
C1 C2 C3 C4 C5 C6 C7
NLO 0.29532 1.54557 −0.22801 1.05857 1.48967 −0.38401 −2.40001
NLOvs 0.44260 2.08683 −0.21737 0.12658 1.23868 −0.02272 −2.28392
N2LOvs 2.32518 4.94848 0.08857 0.33741 1.34742 −0.25621 −4.38928
N3LONLO,vs 0.09520 2.89964 −0.81530 −0.68532 2.55562 0.10614 −5.16618
N3LOvs 0.00343 2.64034 −0.21751 −0.38023 2.50615 −0.02087 −5.07749
Table E.8.: Low-energy constants P1 – P5 at NLOvs, N2LOvs, N3LONLO,vs, and N3LOvs. The LECs are given in
fm4.
P1 P2 P3 P4 P5
NLOvs 0.32219 −0.11148 0.10478 −0.12473 −0.02847
N2LOvs 0.59435 −0.04699 0.11276 0.15062 −0.20322
N3LONLO,vs 0.19162 −0.28374 0.02680 −0.34499 0.35876
N3LOvs −0.01538 0.17647 −0.03499 −0.35985 −0.16235
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Table E.9.: Low-energy constants D1 – D15 at N3LONLO,vs and N3LOvs. The LECs are given in fm6.
LEC N3LONLO,vs N3LOvs LEC N3LONLO,vs N3LOvs
D1 −0.08049 −0.15370 D9 −0.64603 −0.53973
D2 −1.64781 −1.88648 D10 −0.30665 0.16518
D3 0.19550 0.51884 D11 0.03333 0.09187
D4 0.53070 0.68873 D12 −0.28109 −0.17577
D5 0.04022 −0.03106 D13 −0.03219 −0.31227
D6 −0.28951 −0.25158 D14 2.00608 1.88017
D7 0.76516 0.57180 D15 0.24025 0.34159
D8 −0.24233 −0.25412
Table E.10.: Low-energy constants Q1 – Q32 at N3LOvs. The LECs are given in fm6.
LEC N3LOvs LEC N3LOvs LEC N3LOvs
Q1 0.12437 Q12 −0.12711 Q23 −0.31909
Q2 0.09414 Q13 −0.02599 Q24 0.01747
Q3 −0.01669 Q14 0.05755 Q25 −0.27701
Q4 −0.05505 Q15 0.23004 Q26 −0.09506
Q5 0.00417 Q16 −0.38569 Q27 0.14704
Q6 −0.08624 Q17 0.09955 Q28 0.07728
Q7 0.05914 Q18 −0.14604 Q29 −0.05205
Q8 0.02153 Q19 0.01828 Q30 0.33057
Q9 −0.02714 Q20 0.12059 Q31 −0.02148
Q10 −0.05991 Q21 −0.25483 Q32 0.09966
Q11 −0.02892 Q22 −0.17051
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Table E.11.: Two-body matrix elements for the charge-dependent N3LOvs interaction for a given isospin
T , the projection MT , and total angular momentum J . The single-particle orbits are labeled
by 2 ja 2 jb 2 jc 2 jd . Note that this table is split across two pages.
orbitals T MT J = 0 J = 1 J = 2 J = 3 J = 4 J = 5
5555 0 0 – −1.780385 – −1.651817 – −4.272049
1 −1 −2.128806 – −0.967983 – −0.148893 –
1 0 −2.521073 – −1.051820 – −0.189171 –
1 1 −2.459370 – −1.044265 – −0.179330 –
5553 0 0 – 2.694774 – 1.475638 – –
1 −1 – – −0.134659 – −1.154982 –
1 0 – – −0.192606 – −1.225702 –
1 1 – – −0.176827 – −1.217222 –
5551 0 0 – – – −1.596613 – –
1 −1 – – −0.541676 – – –
1 0 – – −0.607944 – – –
1 1 – – −0.593127 – – –
5533 0 0 – 1.477929 – 0.136866 – –
1 −1 −3.382920 – −1.102373 – – –
1 0 −3.648889 – −1.166246 – – –
1 1 −3.648473 – −1.160202 – – –
5531 0 0 – 0.264504 – – – –
1 −1 – – 1.129751 – – –
1 0 – – 1.176060 – – –
1 1 – – 1.174750 – – –
5511 0 0 – −0.199191 – – – –
1 −1 −1.479864 – – – – –
1 0 −1.606182 – – – – –
1 1 −1.592410 – – – – –
5353 0 0 – −5.760414 −3.583405 −1.887294 −4.374703 –
1 −1 – 1.306485 0.103403 0.328652 −1.031634 –
1 0 – 1.347632 0.054461 0.347815 −1.176220 –
1 1 – 1.305148 0.065790 0.329033 −1.151884 –
5351 0 0 – – −1.575739 1.510226 – –
1 −1 – – −0.090604 −0.074248 – –
1 0 – – −0.139912 −0.086880 – –
1 1 – – −0.126364 −0.073673 – –
5333 0 0 – −0.003950 – 1.597656 – –
1 −1 – – −0.956288 – – –
1 0 – – −0.994336 – – –
1 1 – – −0.998115 – – –
5331 0 0 – 2.096630 −0.274160 – – –
1 −1 – −0.562151 0.339817 – – –
1 0 – −0.558065 0.367726 – – –
1 1 – −0.563287 0.368732 – – –
5311 0 0 – 2.345593 – – – –
1 −1 – – – – – –
1 0 – – – – – –
1 1 – – – – – –
185
orbitals T MT J = 0 J = 1 J = 2 J = 3 J = 4 J = 5
5151 0 0 – – −0.879172 −3.987293 – –
1 −1 – – −0.948167 0.693076 – –
1 0 – – −1.050021 0.704170 – –
1 1 – – −1.025612 0.694403 – –
5133 0 0 – – – −0.249895 – –
1 −1 – – −0.438989 – – –
1 0 – – −0.474418 – – –
1 1 – – −0.477862 – – –
5131 0 0 – – −0.989772 – – –
1 −1 – – 1.528501 – – –
1 0 – – 1.591462 – – –
1 1 – – 1.592318 – – –
3333 0 0 – −1.279541 – −3.056723 – –
1 −1 −1.625660 – −0.118538 – – –
1 0 −1.909317 – −0.174522 – – –
1 1 −1.847731 – −0.161456 – – –
3331 0 0 – −1.163958 – – – –
1 −1 – – 0.433338 – – –
1 0 – – 0.486504 – – –
1 1 – – 0.466612 – – –
3311 0 0 – −0.113704 – – – –
1 −1 −1.132659 – – – – –
1 0 −1.235059 – – – – –
1 1 −1.223088 – – – – –
3131 0 0 – −3.553688 −2.123289 – – –
1 −1 – 0.453259 −0.291107 – – –
1 0 – 0.482808 −0.367284 – – –
1 1 – 0.452019 −0.342555 – – –
3111 0 0 – −1.195110 – – – –
1 −1 – – – – – –
1 0 – – – – – –
1 1 – – – – – –
1111 0 0 – −3.204846 – – – –
1 −1 −1.323746 – – – – –
1 0 −1.619102 – – – – –
1 1 −1.591631 – – – – –
E.4 Single-particle energies and low-energy constants from chapter 10
The tables below show the SPEs and LECs for the fits of the charge-dependent interactions at LO, NLOvs,
N2LOvs, and N3LOvs to the SDF16 data set from Tab. 7.2. We show values for the SPEs in Tab. E.12. The
LECs CS , CT , CCIB, and CCSB are presented in Tab. E.13, C1–C7 and P1–P5 are presented in Tab. E.14 and
Tab. E.15 respectively, and D1–D15 and Q1–Q32 are presented in Tab. E.16 and ab. E.17 respectively.
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Table E.12.: Single-particle energies for neutrons and protons of the shell-model interactions at LO, NLOvs,
N2LOvs, and N3LOvs. The SPEs are given in MeV.
neutrons protons
"0d5/2 "0d3/2 "1s1/2 "0 f7/2 "0d5/2 "0d3/2 "1s1/2
LO −6.41614 3.80863 −2.01843 2.62806 −3.51539 −0.71812 −2.33453
NLOvs −5.13655 1.89337 −1.42912 6.23610 −6.92762 −1.85614 −5.25999
N2LOvs −4.55519 5.61799 −0.08373 4.81103 −6.75676 0.49229 −3.43387
N3LOvs −4.89682 2.12522 −1.92767 6.01857 −4.87787 −0.16673 −4.80321
Table E.13.: Low-energy constants CS , CT , CCIB, and CCSB at LO, NLO, NLOvs, N2LOvs, N3LONLO,vs, and
N3LOvs. The LECs are given in fm2.
CS CT CCIB CCSB
LO −4.00314 −0.21688 0.35466 −0.53751
NLOvs −5.18835 −1.71826 0.67903 0.26249
N2LOvs −2.47785 3.46855 2.81123 −0.05303
N3LOvs −5.54299 −0.73584 0.51855 0.35916
Table E.14.: Low-energy constants C1–C7 at NLOvs, N2LOvs, and N3LOvs. The LECs are given in fm4.
C1 C2 C3 C4 C5 C6 C7
NLOvs 0.03108 −1.73271 −0.53810 0.70183 1.07584 1.36538 −1.97053
N2LOvs 0.18033 −1.54042 −0.50171 −3.98245 2.94828 0.03687 −0.41441
N3LOvs 0.21160 −0.22164 −0.02375 −0.10634 −0.60579 0.54755 0.38667
Table E.15.: Low-energy constants P1 – P5 at NLOvs, N2LOvs, and N3LOvs. The LECs are given in fm4.
P1 P2 P3 P4 P5
NLOvs 0.35547 −0.09524 −0.30913 0.37878 0.54090
N2LOvs −0.08051 −0.94556 0.16364 0.58287 1.18256
N3LOvs 0.05269 −1.14840 −0.42426 0.24126 −0.04200
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Table E.16.: Low-energy constants D1 – D15 at N3LOvs. The LECs are given in fm6.
LEC N3LOvs LEC N3LOvs
D1 −0.17060 D9 −0.82681
D2 −0.70996 D10 −0.10055
D3 0.66308 D11 0.09045
D4 0.70449 D12 −0.77267
D5 −0.04954 D13 0.16325
D6 −0.94229 D14 0.22878
D7 −0.04192 D15 0.57955
D8 −0.04017
Table E.17.: Low-energy constants Q1 – Q32 at N3LOvs. The LECs are given in fm6.
LEC N3LOvs LEC N3LOvs LEC N3LOvs
Q1 −0.08209 Q12 −0.09043 Q23 −0.07459
Q2 0.15257 Q13 −0.17211 Q24 −0.32747
Q3 0.09824 Q14 0.26948 Q25 0.38660
Q4 −0.14854 Q15 −0.31632 Q26 0.27094
Q5 −0.02205 Q16 0.40372 Q27 0.67052
Q6 −0.75897 Q17 0.30271 Q28 −0.30874
Q7 0.45987 Q18 0.34277 Q29 0.73044
Q8 0.63040 Q19 −0.43633 Q30 0.37943
Q9 −0.11513 Q20 0.72267 Q31 0.04251
Q10 0.23945 Q21 0.17498 Q32 0.38400
Q11 −0.07862 Q22 1.35777
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