Let G be a bounded open subset in the complex plane and let H 2 (G) denote the Hardy space on G. We call a bounded simply connected domain W perfectly connected if the boundary value function of the inverse of the Riemann map from W onto the unit disk D is almost 1-1 rwith respect to the Lebesgure on ∂D and if the Riemann map belongs to the weak-star closure of the polynomials in H ∞ (W ). Our main theorem states: In order that for each M ∈ Lat(Mz), there exist u ∈ H ∞ (G) such that M = ∨{uH 2 (G)}, it is necessary and sufficient that the following hold: 1) Each component of G is a perfectly connected domain.
Introduction
In [4] A. Beurling completely described all the invariant subspaces for the operator "multiplication by z" on the classical Hardy space H 2 (D) on the unit disk D. Beurling's theorem states that every z-invariant subspace of H 2 (D) is either zero subspace {0} or of the form uH 2 (D), where u is an inner function in H 2 (D), that is, a bounded analytic function on D with nontangential boundary values of modulus 1 almost everywhere respect to the Lebesgue measure on the unit circle ∂D.
Beurling's theorem is viewed as one of the most celebrated theorems in operator theory and it has been extended to many directions. Unfortunately, the Beurling type theorem does not hold for the shift (the operator of multiplication by z) on the Hardy spaces on an arbitrary domain. The lattice of the invariant subspaces of the shift is unknown in general. In the case of Bergman space on the unit disk, a theorem of Aleman, Richter and Sundberg says that if M is an invariant subspace for the Bergman shift (which is the operator of the multiplication by z) on the Bergman space L 2 a (G), which consists of the analytic functions on D that are square integrable with respect to the area measure, then M is generated by M ⊖ zM , the orthogonal complement of zM in M . This theorem is regarded as the Beurling's theorem for the Bergman shift. Comparing to the case of the shift on H 2 (D), this result does not tell what is M . Unlike the Hardy space case, the dimension of M ⊖ zM could be any positive integer or ∞ ( [2, 11] ) and characterization of the invariant subspaces for the Bergman shift is really difficult. The lattice of invariant subspaces of the Bergman shift is unknown.
If we have our attention back to the Hardy spaces, then we may ask: for which Hardy space H 2 (G) it is possible to describe the lattice of invariant subspaces of the shift operator?
For this question, let us begin with the definition of the Hardy spaces. For a bounded domain G in the complex plane and a positive number q in [1, ∞) , let H q (G) be the set of analytic functions f for which there is a function u harmonic on G such that |f (z)| q ≤ u(z) on G. Fix a point a ∈ G, then f = inf{u(a) 1 q : |f (z)| q ≤ u(z), z ∈ G and u is harmonic on G} defines a norm on H q (G), which is called the Hardy space on G (see [6] ). By the Harnack's inequality, the norms induced by different points are equivalent.
If G is a bounded open subsets with components G 1 , G 2 , ...G n , ..., let H q (G) denote the collection of the functions to G whose restriction to G n belongs to H q (G n ) for each n. If we define the addition on H q (G) by (f + g)(z) = f (z) + g(z) pointwise on G and the scalar multiplication in the obvious way, then H q (G) is a linear space over the complex field. Moreover, it is easy to verify that
defines a norm on H q (G) that makes it a complex Banach space of analytic functions on G.
For q = ∞, H ∞ (G) denotes the Banach algebra of the bounded analytic functions on G with the supremum norm.
In this paper, we study the invariant space problem for the shift operator on Hardy space H 2 (G) over a general open subset set G. We investigate the maximum extent of Beurling's theorem in its original form in Hardy spaces. In other words, we try to find the most general open subsets G in the complex plane so that the invariant subspace for the shift on H 2 (G) have as simple forms as those for the shift on H 2 (D). The main result of this paper, Theorem 5, gives a complete description of such open subsets in the plane. Our characterization is in terms of harmonic measure and perfectly connected domain as well as weak-star density of polynomials in H ∞ (G). In Section 1 we give some preliminaries. In Section 2, we study perfectly connected domains and the related weak-star density problem. In Section 3, we present our main theorem in this paper.
1 A structure theorem for the mean closure of the rational functions
Let G be a bounded domain with no singleton boundary component. For a fixed z ∈ G, there is a unique probability measure ω z supported on ∂G such that
for every function u(λ) that is continuous on G and harmonic on G. The measure ω z is called the harmonic measure of G evaluated at z. By the Harnack's inequality, any two harmonic measures for G are boundedly equivalent. The normalized Lebesgue on ∂D is the harmonic measure evaluated at 0 for D.
For an arbitrary open subset G, let
be the collection of the components of G. Then a harmonic measure for G is defined to be ω = ∞ i=1 ωi 2 i , where ω i is a harmonic measure for G i . The constants 1 2 i , i = 1, 2, ..., are chosen so that ω become a probability measure on G.
Let K be a compact subset in the plane and let µ be a positive finite Borel measure supported on K. Let R 2 (K, µ) denote the closure of Rat(K), the set of the rational functions with poles off K, in L q (µ). Let P denote the set of (analytic) polynomials and
So the map, f → f (λ), extends to a functional in R q (K, µ) * , the dual space of
Clearly, the set of abpes is open. For each f ∈ R q (K, µ), letf (λ) = f k λ dµ. Thenf (λ) is analytic on the set of abpes.
We use ∇R q (K, µ) to denote the set of abpes for R q (K, µ). The proof of our main theorem needs the following structure theorem for R q (K, µ), which can be found in [16] . Recall that the connectivity of a connected domain is defined to be the number of the components of its complement in the complex plane. A connected open subset is called circular domain if its boundary consists of a finite number of disjoint circle.
Theorem 1 Let K be a compact subset whose complement in the plane has only finitely many components and let µ be a positive finite Borel measure supported on K. Then there is a Borel partition {∆ n } ∞ n=0 of the support of µ such that
the map e, defined by e(f ) =f , is an isometrical isomorphism and weak-star homeomorphism from
3) U n is conformally equivalent to a circular domain and the connectivity of U n does not exceed the connectivity of the component of G that contains U n ; 4) µ|∂U n ≪ ω Un , the harmonic measure of U n ; and if u n is a conformal map from a circular domain W n onto U n , then every f ∈ H ∞ (U n ) has nontangential limits on ∂U n a.e.
[µ] and
f •u n (z) for almost every on a ∈ ∂G with respect to µ|∂U n ; 5) for each f ∈ H ∞ (U n ), if let f * be equal to its nontangential limit values on ∂U n and f * =f on U n , then the map m, defined by m(f ) = f * |∆ n , is the inverse of the map e.
An observation is that 3) in the theorem above implies that each R q (U n , µ|∆ n ) contains no non-trivial characteristic function (because H ∞ (U n ) does not). For a given µ, let K be a closed disk that contains the support of µ, then
. So Theorem 1 is also a structural theorem for P 2 (µ). In 1991 J. Thomson first proved Theorem 1 for P 2 (µ) except 4) and 5) in [20] . Some applications of Theorem 1 can be found in [14, 17] .
On Perfectly Connected Domains
Following [10] we call a simply connected domain G nicely connected if the boundary value of a conformal map from the unit disk D onto G is univalent almost everywhere on ∂D with respect the Lebesgue measure. So every bounded analytic function in H ∞ (G) has a well-defined boundary valuefunction on ∂G if G is a nicely connected domain. A simply connected domain G is nicely connected domain if and only if every function in H ∞ (G) can be approximated by a bounded sequence of functions analytic on G and continuous on G (for example, see [5] ).
For a simply connected domain G, recall that the weak-star topology for H ∞ (G) is defined as follows: let m denote the normalized Lebesgue measure and let P ∞ (m) denote the weak-star closure of P in L ∞ (m). The map f →f (wherẽ f denotes the boundary value function of f on ∂D) from Theorem 2 Let G be a bounded simply connected domain and let ω be a harmonic measure for G. Then the following are equivalent: 1) G is a perfectly connected domain.
2) G is a nicely connected domain and the boundary value function of the Riemann map from G onto D belongs to P ∞ (ω).
3) The set of polynomials is weak-star dense in H ∞ (G).
Proof. 1) =⇒ 2).
Suppose that G is a perfectly connected domain. Let ψ denote the Riemann map from G onto D and let ϕ denote its inverse function. Then ψ can be weak-star approximated by polynomials in H ∞ (G). Without loss of generality, we may assume that ω = m • ψ. Choose a net of polynomials {q α } such that it weak-star converges to ψ in H ∞ (G). So the net {q α • ϕ} weak-star converges to z in H ∞ (D). This is equivalent to that {q α • ϕ} weak-star converges to z in P ∞ (m), where we still use ϕ to denote the boundary value of ϕ on ∂D. We claim that z belongs to the closure of {p • ϕ : p ∈ P} in P 2 (m). In fact, recall that a convex set is norm closed if and only if it is weakly closed. Since the weak topology and weak-star topology coincide on a Hilbert space and since z belongs the weak-star closure of {p • ϕ : p ∈ P} in P ∞ (m), the claim clearly follows. To show G is nicely connected, choose a sequence of polynomials {p n • ϕ} such that it converges to z in P 2 (m). By passing to a subsequence if necessary, we have that p n • ϕ → z almost everywhere on ∂D with respect to m. This clearly implies that ϕ is univalent almost everywhere on ∂D. Thus, G is nicely connected. Therefore, every f in H ∞ (G) has a boundary value function,f , on ∂G. Since {q α • ϕ} weak-star converges to z in P ∞ (m), we have that
. With the same notations as above. We suppose that G is a nicely connected domain and ψ belongs to P ∞ (ω). Let f ∈ H ∞ (G), for convenience, we still use f to denote its boundary value function. Then f • ϕ ∈ H ∞ (D). So there exists a net of polynomials {q τ } such that it weak-star converges to
Remark 1 There is no simple topological descrition for perfectly connected domains, however, a Jordan domain (enclosed by a Jordan curve) is perfectly connected and so is a Caratheödory domain (a domains whose boundary is equal to the boundary of their complement in the plane).
With Theorem 2, we know that a perfectly connected domain is the image of an bounded analytic function on D known as a weak-star generator, which is characterized by D. Sarason in [18] . Though a perfectly connect domain may look so 'bad' (see [18, 19] ), however, it represents the class of simply connected domains most resemble to the unit disk from the view of the theory of Hardy spaces. Our main theorem itself would be an example that reflects this view.
Let 1 ≤ q ≤ ∞ and let G be a nicely connected domain. Then each function in H q (G) has a well-defined boundary value function on ∂G. For f ∈ H q (G), let f denote the boundary value function on ∂G. The map, f →f is an isometrical isomorphism from H q (G) onto H q (G), which is defined to be the subspace {f :
Now, for a bounded open subset, if each of the components of G is nicely connected and the harmonic measures of G are mutually singular, then every function f in H q (G) also has a well defined boundary value functionf on ∂G. As before, we use H q (G) to denote the subspace {f :
In this paper, for seek of convinince, we often don't distinguish between the two spaces. So, for any compact subset K that contains ∂G, when we say that
Proof.
Without loss of generality, we may assume that ω is chosen so that r
and the later is a closed subspace of H 2 (G). Moreover, it is easy to verify that J(f g)
. So we have that J(u − 1) = J(u) − 1 = 0, and hence u = 1. This means that R 2 (K, ω) is irreducible and therefore ∇R 2 (K, ω) is connected. Lastly, the definition of harmonic measure and the Harnack's inequality implies that G ⊂ ∇R 2 (K, ω). So the proof is complete.
The following result extends Theorem 1 in [17] .
Theorem 3 Let G = ∪G i and let ω be a harmonic meausre for G. Suppose that each G i is nicely connected and the harmonic measures of the components of G are mutually singular. Then P 2 (ω) = H 2 (G) if and only if ∇P 2 (ω) = G.
Proof. Sufficiency. Suppose ∇P 2 (ω) = G. By Lemma 1, we have that G i ⊂ ∇P 2 (ω i ). This together with our hypothesis implies that G i = ∇P 2 (ω i ). So it follows by Theorem 1 in [17] 
According to 5) of Theorem 1, we have that χ ∂Gi , the characteristic function of G i , is in P 2 (ω) for each i ≥ 1. Thus, we conclude that
Necessity. The proof is the same as that in the proof of Theorem 1 in [17] .
Recall that a function g in H ∞ (D) is called inner if its boundary values has modulus 1 almost everywhere on ∂D. An analytic function on D is called outer if it is of the form
where α is a constant with modulus 1 and γ is a real-valued function in L 1 (m). The classical Hardy space theory guarantees that every function in H 2 (D) can be expressed as a product of an inner and outer functions. The expression is unique up to a constant with modulus 1 [7] .
Let ψ is the Riemann map from G onto D.
The following theorem together with Theorem 2 also gives a characterization for perfectly connected domain.
Theorem 4 Let G = ∪G i and let ω be a harmonic meausre for G. Suppose that each G i is nicely connected and the harmonic measures of the components of G are mutually singular. Then
Note, if we take g=1, then we see that P is dense in H 2 (G). So it follows by Proposition 3 that ∇P 2 (ω) = G. Set y = dν dω + 1. Then both y and log y belong to L 1 (ω). It follows by Szegö's theorem that there exist an outer function
It follows by the dominated theorem that lim k→∞
Thus, A is an isometry. By our hypothesis, A has a dense range. So it follows that A is an unitary operator. For any f ∈ P 2 (yω), there is {p n } ⊂ P such that lim
and hence f x is analytic on G. Sincex = 0 on G, we see that f extends to be analyitc on G. This implies that G ⊂ ∇P 2 (yω). Similarly, we can show that ∇P 2 (yω) ⊂ G. Thus, we conclude that
This proves the claim. It is a well-known result (see [20, 12] ) that there is a positive finite measure η such that
Consequently, we have that ∇P 2 (η) = G. Hence, it follows by the inequality above that P ∞ (ω) = H ∞ (G). So we are done. Necessity.
Pick an arbitrary functin f ∈ H 2 (G). For given ǫ > 0, and each i ≥ 1, since g i is outer, there is a function
Thus, when k is sufficiently large, we have
it follows clearly that P} is dense in H 2 (G). '
The main result
For a bounded domain G, a point a in ∂G is said to be removable for H 2 (G) if every function in H 2 (G) extends analyticly to a neighborhood of a. Every isolated point in ∂G is removable for H 2 (G) (see [3] ). For a bounded linear operator T , let Lat(T ) denote the lattice of invariant subspaces of T .
Let X be a linear topological space and let F be a subset of X. We use ∨{F } to denote the closure of the linear span of F in X.
Lemma 2 Let G be a bounded domain that has no removable boundary points for
} it is necessary and sufficient that G is a perfect connected domain.
Proof. Necessity. Let K be the union of G with the bounded components of the complement of G in the plane and let ω denote a harmonic measure of G. Define I: R 2 (K, ω) → H 2 (G) by I(r) = r, for each r ∈ Rat(K). Then I is continuous and bounded below. Then N = RI( 2 (K, ω)) is the closed subspace generated by Rat(K) in
We first show that G must be simply connected. Suppose that G is not simply connected, then the complement of G contains a component E that is a compact subset. Let W denote ∇R 2 (K, ω). Since the components of K are simply connected, it follows by Lemma 1 and Theorem 1 that W is a simply connected domain that contains G. Moreover, W contains E. Since isolated points in ∂G are removable for H 2 (G), we see that E is a continum. So it follows that there exists a function, say h, in H 2 (G) that has essential singularity points contained in E.
On the other hand, for each f ∈ N , there is a sequence {f n } in Rat(K) such that lim f n = f in H 2 (G). So this implies that f n → I −1 (f ) and hence {f n } converges to I −1 (f ) uniformly on the compact subsets of W . Consequently, we see that f extends to W analyticly. This contradicts to the fact that h has essential singularities on E. Hence, G is simply connected.
By our hypothesis, there is a function u ∈ H ∞ (G) such that N = ∨{uH 2 (G)}. So we see that u ∈ N . Now, let u = vh, where ψ is the Riemann map from
Since h is outer, 1 = lim n→∞ vα n for some sequence {α n } ∈ H 2 (G). Thus, ψ = lim n→∞ vα n ψ ∈ N . Therefore, there is a sequence of {r n } ∈ R(K) such that lim r n = ψ in H 2 (G). But this implies that there is a subsequence {r nj } such that lim r nj • ψ −1 = z pointwise almost everywhere on ∂D. Hence ψ −1 is 1-1 a.e.
[m]] on ∂D and thus it follows by the definition that G is a nicely connected domain. Now, if G was not perfectly connected, then it would follows from Theorem 4 that there is an outer function
and M is nontrivial. Again, by our hypothesis, there is a function u ∈ H 2 (G) such that
. Applying Beuring's theorem, we conclude that v • ψ −1 must be a constant. Consequently, we get that M = ∨{gH 2 (G)} = H 2 (G), contradicting the fact that M is nontrivial. Therefore, G is a perfectly connected domain.
Sufficiency. Let M be a closed subspace of
We claim that zF ⊂ F . For this fix a function h ∈ F . Let g ∈ F ⊥ . Then hgdm = 0 and thus
Since G is perfectly connected, ψ is in the weak-star closure of P. So it follows that z belongs to the weak-star closure of {p • ψ −1 : p ∈ P}. This implies that zhgdm = 0. By the Hahn-Banach theorem, we conclude that zh ∈ F for each h ∈ F . Now applying the Beurling's theorem, we have that F = uH 2 (D) for an inner function u and therefore, we conclude that M = u • ψH 2 (G).
The following is our main theorem.
Theorem 5 Let G be a bounded open subset such that no point in the boundaries of the components of G is removable for H 2 (G). In order that for each M ∈ Lat(M z ) there exist u ∈ H ∞ (G) such that M = ∨{uH 2 (G)} it is necessary and sufficient that the following hold:
1) Each component of G is a perfectly connected domain.
2) The harmonic measures of the components of G are mutually singular.
3) The set of polynomials is weak-star dense in H ∞ (G). Moreover, if G satisfies these conditions, then every M ∈ Lat(M z ) is of the form uH 2 (G), where the restriction of u to each of the components of G is either an inner function or zero.
Remark 2 1) and 2) together insures that
, where ω is a harmonic measure of G. So H ∞ (G) has a weak-star topology. Without 1) and 2), 3) may not make sense. However, 1) and 2) do not imply 3). For example, Let a 1 = (1, 1) , a 2 = (1, −1), a 3 = (1, i) and a 4 = (1, −i); and let G i be the open disks that has radius 1 and is centered at a i , i = 1, 2, 3, 4, respectively.
, where ω i is the harmonic measure evaluated at a i . Then G satisfies conditions 1) and 2).
Let W be the bounded component of the interior of the complement of G and let µ = ω|∂W . Then µ is a multiple of the arclength on ∂W . So it follows that
Since W ∩ G = ∅, it follows by Proposition 3 that
.
.. be all of the components of G and let ω n be the harmonic measure for G n so that for each r ∈ Rat(G n ), r H 2 (Gn) = r L 2 (ωn) for n = 1, 2, ... Fix such an integer n and let us consider
. Extend each f ∈ N to be a function in H 2 (G) by letting its value to be zero off G n . Then χ Gn N would be a closed invariant subspace for the shift on H ∞ (G). Thus, by our hypothesis χ Gn N = ∨{u n H 2 (G)} for some u n ∈ H 2 (G). Therefore,
Since (χ Gn u n ) is in H 2 (G n ), it follows by Lemma 2 that G n must be a perfectly connected domain. Now set ω = ∞ n=1 1 2 n ω n . Then ω is a harmonic measure for G. Choose a compact subset K that contains K such that the complement of K has finitely many components. Let W = ∇R 2 (K, ω). We want to show that W = G. For this let I be the linear operator from
So I is an isometry. Clearly, I[R 2 (K, ω)] is a closed invariant subspace for the shift on H 2 (G). By our hypothesis, there exists a function u ∈ H ∞ (G) such that
For each n, since χ Gn ∈ H 2 (G), it follows that uχ Gn ∈ I[R 2 (K, ω)]. This implies that uχ Gn ∈ H ∞ (W ). Let U be the component of W that contains G n . Then, we have either G n = U or uχ Gn is identically zero on U . But the later implies that I[R 2 (K, ω)] = ∨{uH 2 (G − G n )} and this is clearly impossible. Hence we have that U = G n .
Let
be the collection of the components of W . By Theorem 1 , there exists a Borel partition {∆ i } ∞ i=0 of the support of ω such that
Moreover, W i ⊃ ∆ i and (ω|∆ i )|∂W i ≪ ω Wi , where ω Wi is a harmonic measure for W n ; the map f →f is an isomorphism and weak-star homeomorphism from
are pairwise disjoint, it follows from the bounded convergence theorem that 1 = lim i χ ∆i in R 2 (K, ω). Note thatf = I(f ) for every f ∈ Rat(K). Choose a sequence {f n } in Rat(K) so that f n → χ ∆i in L 2 (ω). Then f n → χ ∆i uniformly compact subset of W . Thus, it follows that I(∆ i ) = ∆ i = χ Wi for each i.
But I(∆ i ) ∈ H ∞ (G) and thus we conclude that χ Wi belongs to H 2 (G) for each i. This means that χ Wi must be equal to χ Gj for some j. Consequently, W i = G j . Therefore, it follows that W = G. Now, since ∪W i = W = ∪G i and and since each G i is a component of W , rearranging the indexes if necessary, we may assume that W i = G i for each i. From the definition of ω, it is clear that
On the other hand, according to Theorem 1, ω|∂G i ≪ ω Gi . Hence, we have that [ω i ] = [ω|∂G i ] for each i ≥ 1. Since ∆ i ⊂ ∂G i and since ω|∆ i and ω|∆ j are mutually singular, it follows that ω i and ω j are mutually singular if i = j. Therefore, we conclude that the harmonic measures of the components of G are mutually singular.
Lastly, we want to show P ∞ (G) = H ∞ (G). Suppose the contrary. It follows from Theorem 4 that there exist an outer function g in H 2 (G) such that P} is not desne in H 2 (G). Set X = ∨{pg : p ∈ P}. Then X is a nontrivial invariant subspace of M z . So there is u ∈ H ∞ (G) such that X = ∨{uH 2 (G)}. Let u = vh be the inner and outer factorization, then X = vH 2 (G). Let {f n } ⊂ H 2 (G) be a sequence such that lim vf n = g in H 2 (G). Thus, we have lim gχ ∂Gi = vf χ ∂Gi for each i. Since gχ ∂Gi is outer in H 2 (G i ), it follows by the Buerling's theorem that vχ ∂Gi is a constant. Consequently, we get that M = H 2 (G). This contradiction shows that P must be weak-star dense in P ∞ (G) = H ∞ (G). Sufficiency. Suppose G is such that each of its components is perfectly connected, the harmonic measures of its components are mutually singular and P ∞ (ω) = H ∞ (G). By Proposition 3, we have P 2 (ω) = H 2 (G). In particular, χ ∂Gi ∈ P 2 (ω) for each i ≥ 1. Thus, we have
Suppose that M is a closed z invariant subspace of H 2 (G). Pick a function a ∈ M and set M a = ∨{pa : pP}. Let a = uh be the inner and outer factorization. Then
