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DONALDSON–THOMAS INVARIANTS OF LENGTH 2 FLOPS
OKKE VAN GARDEREN
Abstract. We develop theoretical aspects of refined Donaldson–Thomas theory for
threefold flopping contractions, and use these to determine all DT invariants for infinite
families of length 2 flops. Our results show that a refined version of the strong-
rationality conjecture of Pandharipande–Thomas holds in this setting, and also that
refined DT invariants do not determine flops. Our main innovation is the application of
tilting theory to better understand the stability conditions and cyclic A∞-deformation
theory of these spaces. Where possible we work in the motivic setting, but we also
compute intermediary refinements, such as mixed Hodge structures.
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1. Introduction
Threefold flops are a fundamental class of birational surgeries, given that they connect
minimal models in the minimal model program [KoM98]. In this paper we focus on simple
flops, which contract a single rational curve C in a smooth threefold Y :
Y C
Ycon
Y +C+
π π+
This innocent diagram is the basis for a rich geometry which is still, remarkably, not
completely understood. Several invariants have been studied: ranging from the length
invariant 1 ≤ ℓ ≤ 6 of the curve [KaM92], to Gopakumar–Vafa invariants [Kat06], to
Donaldson–Thomas invariants. DT invariants are of a motivic nature [KS08], and con-
siderable work has been expended towards their refinement. Such refined invariants have
been computed for only a few examples, which include affine threespace [BBS13], and
other toric varieties [MN15]. Only the most elementary class of flops with length ℓ = 1
has been studied [DM17].
The goal of this paper is to develop the DT theory of higher length flops. There is a jump
in complexity, which can already be seen when moving from length ℓ = 1 to ℓ = 2, and
hence we mostly focus on the Donaldson–Thomas theory for flops of length two. The DT
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partition function of a flop is controlled by BPS invariants via a multiple-cover formula,
and in the ℓ = 2 case we show that there are only three sequences of BPS invariants
BPSptk , BPS
C
k , BPS
2C
k ,
up to equivalence. These invariants express, respectively: the deformation theory of
skyscraper sheaves, the structure sheaf OC, and the structure sheaf O2C for a certain
thickening of C. We are able to explicitly calculate the invariants for a new infinite family
of length 2 flops parametrised by a pair (a, b) where a ∈ N, b ∈ N∪{∞}. This family was
recently and independently constructed by Kawamata [Kaw20].
Theorem A (Theorem 5.2). The BPS invariants associated to the point sheaves on C
are
BPSptk = L
− 32 [P1] for k ≥ 1.
The BPS invariants associated to the curve class 2C are
BPS2C1 = L
−12 (1− [µa]),
BPS2Ck = 0 for k > 1.
The first BPS invariant associated to the curve class C is
BPSC1 =
{
L−1(1− [D4a]) + 2 a ≤ b,
L−1(1− [D2b+1]) + 3 a > b.
where D4a and D2b+1 are curves of genus a resp. b with a monodromy action of µ4a and
µ2b+1 respectively. For k ≥ 2 the BPS invariants have the realisation
χmmhs
(
BPSC2
)
= χmmhs
(
L−
1
2 (1− [µa])
)
,
χmmhs
(
BPSCk
)
= 0 for k > 2,
in the Grothendieck ring of monodromic mixed Hodge structures K0(MMHS).
Here L = [A1] denotes the Lefschetz motive, µn the group scheme of nth roots of unity,
and χmmhs the realisation map into monodromic mixed Hodge structures.
The BPS invariants are a refinement of the genus 0 Gopakumar–Vafa invariants of curve-
classes in H2(C,Z), which one expects to only depend on the rank: this is equivalent to the
strong rationality conjecture of Pandharipande and Thomas [PT09]. Theorem A shows
that the refined version of this conjecture, as described in [Dav19], holds in our setting.
Corollary 1.1. The refined strong rationality conjecture holds for the family of length
two flops used in theorem A.
For every a > 1 the flops determined by the pairs (a, b) = (a, a), . . . , (a, 2a− 1), (a,∞) are
not isomorphic, but as the theorem shows, their refined invariants are equal.
Corollary 1.2. The MMHS-realisations of the DT invariants do not determine flops.
This corollary strengthens the result of [BW17]: they showed that (numerical) GV in-
variants do not determine flops. It also puts their result in a wider context, as the two
examples they use form a subset of our family. As in [BW17] we also compare with the
noncommutative contraction algebra invariant of [DW16], which does separate the flops.
Corollary 1.2 suggests that, even at this level of refinement, some essential aspect of the
noncommutative deformation theory is lost in the calculation of DT invariants.
To prove our results we work in a noncommutative setting, presenting our flops as the
quiver with potential in figure 1. Besides the computational convenience this provides,
it allows us to leverage the powerful theory of tilting equivalences of noncommutative
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crepant resolutions [HW19; DW19]. We develop two new techniques in this area, which
are of independent interest: the first is a method of finding stable modules for NCCRs;
the second a method of comparing potentials of stable modules via tilting functors.
Q : 0 1
c
d
x
y
s
W = x2y − f(y) + y2cd− sdc+G(s)
Figure 1. The family of quivers with potential.
1.1. Stability & tilting theory. Let (Q,W ) be a quiver with potential for a length
2 flop, and let ΦQ,W (t) be the Donaldson–Thomas partition function of (Q,W ). This
counts finite dimensional Λ-modules of the completed Jacobi algebra Λ. As Kontsevich–
Soibelman show [KS08], this partition function is a product over semi-stable rays for a
stability condition
Z : K0(flmodΛ) ≃ Z
2 → C,
on the category flmodΛ ⊂ modΛ of finite dimensional Λ-modules. In string theory, the
moduli of semi-stable objects characterise BPS states [FM00], which suggests a further
multiple-cover formula for the partition function. For a sufficiently generic stability con-
dition with central charge Z, this multiple-cover formula is of the form
ΦQ,W (t) =
y∏
δ∈S
Sym
(∑
k∈N
BPSkδ
L
1
2 − L−
1
2
· tk·δ
)
where the product is over the set S of dimension vectors of Z-stable modules, ordered
by phase. Each dimension vector in S contributes a sequence of BPS invariants BPSkδ,
which depend on the deformation theory of the stable modules of dimension δ. We fix
a generic stability condition and aim to identify the stable modules and their dimension
vectors.
To find the stable modules we use the tilting theory of Λ. as shown in [HW19], there exist
partial 2-term tilting complexes {Ti}, whose g-vectors
[Ti] ∈ K0(projΛ)R,
span the wall-and-chamber structure of figure 2a. If the g-vector [Ti] lies in the south-
east quadrant of the Grothendieck group, we show that Ti can be completed to a tilting
complex T such that
S
L
⊗End(T ) T ∈ D
b(flmodΛ)
is a stable module, where S denotes the simple End(T )-module with HomEnd(T )(Ti, S) = 0.
By construction, the dimension vectors of these stable modules are perpendicular to the
walls in K0(projΛ)R via the Euler pairing
〈−,−〉 : K0(projΛ)R ⊗K0(flmodΛ)→ R,
giving the dual wall-and-chamber structure in figure 2b. The simples of the tilted alge-
bras were identified in [DW19]. Across the equivalence Db(modΛ) ≃ Db(cohY ), they
correspond to shifts/line bundle twists of the structure sheaves of certain thickenings of
C. One can also show that the structure sheaves of points p ∈ C define stable modules in
flmodΛ, whose dimension vectors are perpendicular to the accumulation ray in 2a.
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Theorem B (Theorem 4.1). The stable modules correspond to the objects
Op for p ∈ C,
O2C(n), OC(n− 1) for n ≥ 0,
O2C(n)[1], OC(n− 1)[1] for n < 0,
in Db(cohY ).
To prove that the the above set of stable modules is complete, we move to the context of
finite dimensional algebras. We show that the g-vectors and stable dimension vectors of
Λ coincide with those of the finite-dimensional fibre Λ/m over the maximal ideal of the
singularity. This allows us to apply results from [BST19; Asa19], which show that the
perpendicular to any δ ∈ S lies in the complement of the chambers in K0(projΛ)R.
Although we give the proof of theorem B for ℓ = 2 flops for simplicity, the techniques
used to prove theorem B do not explicitly depend on the length assumption. In general
one obtains a correspondence between stable modules and the tilted simples of [DW19].
K0(projΛ)R
−[P0]
[P1]
(a) g-vectors of tilting complexes
K0(flmodΛ)
[S1]
[S0]
(b) dimension vectors of semi-stables
Figure 2. For a generic stability condition, the dimension vectors of
(semi-)stable objects are on the rays 2b perpendicular to the tilting hy-
perplane arrangement 2a. Each ray is spanned by the dimension vector
of a twist/shift of OC (red), O2C (blue) or Op for p ∈ C (green).
1.2. Tilting preserves potentials. Theorem B shows that the DT partition function is
generated by the BPS invariants
BPSptk := BPSk·dimOp ,
of point sheaves, and the BPS invariants associated to the objects of the form
F = OC(n)[m] and F = O2C(n)[m].
The invariants of these objects are determined by a (minimal) potential WF , which en-
codes structure constants for the A∞-deformation theory of F . In the setting of cluster
algebras, it is known that these potentials are preserved under mutation as shown by
Keller–Yang [KY11]. The quivers we consider are not of cluster type, as they consist of
loops and 2-cycles, but we show an analogous result for the ‘mutation’ induced by the
tilting complexes.
In the setting were the base of the flop is an affine variety Ycon = SpecR, we show
that potentials are preserved by R-linear standard equivalences that satisfy a homological
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condition: if F : Db(cohY ) → Db(cohY ) is an equivalence that lifts to an R-linear DG-
enhancement, there is an induced R-linear action
HH3(F ) : HH3(Y )→ HH3(Y ),
on Hochschild homology. We show that F preserves potentials if this action is a scalar.
Theorem C (Theorem 6.1). Let F : Db(cohY ) → Db(cohY ) be an R-linear standard
equivalence such that HH3(F ) = λ ∈ C×. Then for every pair of objects F ,G ∈ D
b
C(cohY )
related by F (F) ≃ G, there exists a formal change of coordinates ψ such that
ψ(WG) = λ ·WF .
In our setting all R-linear standard equivalences, in particular those coming from a tilt-
ing complex, satisfy the homological conditions of the theorem, and hence preserve the
potentials of objects supported on the curve. In particular, the BPS invariants for the
dimension vectors of the stable objects are given by values
BPSk·dimΨ(OC(n)[m]) = BPS
C
k , BPSk·dimΨ(O2C(n)[m] = BPS
2C
k ,
which are independent of the twists and shifts by n,m. This greatly reduces the complexity
of our calculations as it suffices to consider the vertex simples.
To prove theorem C we follow the approach of Kontsevich–Soibelman [KS08; KS09] by
working with use a cyclic A∞-enhancement H of D
b
C(cohY ). The cyclic structure σ
encodes the Calabi–Yau property of the category and endows each object in DbC(cohY )
with its potential. It is determined up to homotopy by its Hochschild cohomology class
[σ] ∈ HH3(H,H∗) and any auto-equivalence of H which preserves this class also preserves
the potentials. The categories Db(cohY ) and DbC(cohY ) are related by local duality, and
at the level of Hochschild (co-)homology there is a map
Υ: HH3(Y )→ HH
3(H,H∗),
for which we follow the construction of Brav–Dyckerhoff [BD19]. We show that an R-linear
standard equivalence F : Db(cohY ) → Db(cohY ) induces an equivalence F ′ : H → H
whose action on HH3(H,H∗) is completely determined by the R-linear action of F on
HH3(Y ): there is a unique R-linear map making the diagram
HH3(Y )
HH3(Y )
HH3(H,H∗)
HH3(H,H∗)
HH3(F )
Υ
Υ
commute. In this way the homological condition in theorem C translates to a preservation
of the cyclic structure up to homotopy, and from there to a preservation of potentials.
If Y is Calabi–Yau, the proof can be interpreted in terms of Calabi–Yau structures: a
holomorphic volume form on Y defines a left CY structure, while the cyclic structure σ
defines a right CY structure. A functor satisfying the condition HH3(F ) = λ scales the
Calabi–Yau volume linearly, and via the (weak) duality Υ (which maps left CY structures
to right CY structures) it induces the inverse scaling on σ. However, theorem C relies on
a relative condition HH3(F ) = λ, which does not require the existence of a volume form,
and therefore holds even if Y is not globally Calabi–Yau.
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1.3. Outline of the paper. In §2 we briefly recall the (non-commutative) geometry of
simple flopping contractions and construct the family of length ℓ = 2 flops. The following
section §3 sets up the framework of Donaldson–Thomas theory. The other sections contain
our main theorems. In §4 we establish the correspondence between tilting and stability and
give the classification of stable modules of theorem B. The BPS invariants are computed
in §5, resulting in Theorem A. This calculation relies heavily on a corollary to Theorem
C, which is proved in §6.
1.4. Acknowledgements. The author would first and foremost like to thank his super-
visors Michael Wemyss and Ben Davison for their guidance, patience and ever-present
optimism. He would also like to thank Jenny August, Theo Raedschelders, Greg Steven-
son, and Hipolito Treffinger for helpful discussions. This work is part of the author’s PhD
thesis, generously funded by the University of Glasgow.
2. Flopping Geometry
Let Y be a smooth quasi-projective variety containing a subvariety X ⊂ Y , then recall
that a projective birational map π : Y → Ycon onto a normal variety is a contraction of X
onto Xcon ∈ Ycon if Rπ∗OY = OYcon and π
−1(p) = X . A simple flopping contraction is a
contraction of a rational curve C ≃ P1 onto a Gorenstein singularity p ∈ Ycon. In what
follows we always work over an affine base Ycon = SpecR for a Gorenstein domain R and
write o ⊂ R for the maximal ideal of the singularity. Where convenient, we pass to the
completion at o.
To answer questions about flops, we take a noncommutative approach, following works of
Bridgeland [Bri02], Van den Bergh [VdB04], and others. To work noncommutatively we
make the additional assumption that Y admits a tilting bundle. The existence of a tilting
bundle is shown in [VdB04] for the case where the base is complete local: if N := M∗
denotes the dual of the unique extension
0→ OY →M→OY (1)→ 0,
associated to a generator of H1(Y,OY (−1)), then P := OY ⊕ N is a tilting bundle. In
specific examples, this tilting bundle can be constructed even if the base is not complete
local (see e.g. [AM12]). The tilting bundle induces a derived equivalence
Db(cohY ) Db(modEndY (P))
Ψ=RHomY (P,−)
Ψ−1=−
L
⊗P
Because EndY (P) is a R-algebra and the above equivalence is R-linear. The algebra
EndY (P) is moreover a maximal Cohen-Macaulay module over R, making it a noncom-
mutative crepant resolution (NCCR) in the sense of [VdB04].
To calculate Donaldson–Thomas invariants, it is convenient to present the variety as the
Jacobi algebra Jac(Q,W ) of a quiver with potential (Q,W ); the existence of which is again
guaranteed in the complete local case by [VdB10]. Finite dimensional representation
correspond to finite length objects in mod Jac(Q,W ), which correspond to compactly
supported complexes of sheaves:
Dbcs(cohY ) ≃ D
b(flmod Jac(Q,W )) ≃ Db(Rep(Q,W )).
The arrows of Q generate a two-sided ideal I ⊂ Jac(Q,W ). Representations for which
a power of I vanishes are referred to as nilpotent representations and form a subcate-
gory nilp Jac(Q,W ) ⊂ flmod Jac(Q,W ). Suppose o ⊂ R ⊂ Jac(Q,W ) is contained in I
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and write Λ for the completion of Jac(Q,W ) at o, then the equivalence restricts to an
equivalence
DbC(cohY ) ≃ D
b(flmodΛ) ≃ Db(nilp Jac(Q,W )),
i.e. nilpotent representations correspond to complexes of sheaves on Y with support on
C. As shown in [VdB04, Proposition 3.5.7], the completion Λ has two simple modules S0,
S1 which correspond to the shifted sheaves
O2C(−1)[1] = Ψ
−1(S0), OC(−1) = Ψ
−1(S1),
where O2C denotes the structure sheaf of the scheme-theoretic fibre and OC the structure
sheaf of the reduced fibre C ≃ P1.
2.1. A family of length 2 flops. In this paper we work with an explicit family of flops,
constructed from an explicit choice of a quiver with potential. While writing up this
paper we discovered that this same family was simultaneously and independently studied
by Kawamata [Kaw20], who shows that it arises as a family of deformations of Laufer’s
example. In view of this fact we will be especially brief about the construction.
The family is given as follows: let f(y) ∈ C[y] be a polynomial divisible by y3 such that
the sum of its even terms feven(y) is non-trivial and consider the quiver with potential
Q : 0 1
c
d
x
y
s W = f(y)− x2y + cdy2 − sdc+G(s),
where G(s) = 2feven(s
1/2). The trace tr(W ) is a function on the quiver moduli space
M(1,2)(Q) = Rep(1,2)(Q)//(GL1(C)×GL2(C)).
and the critical locus {d(tr(W )) = 0} of this function is a hypersurface
Ycon = SpecRf , Rf =
C[u, v, r, s]
(u2 + r(r + f ′odd(s
1
2 ))2 + sv2 + r(f ′even(s
1
2 ))2
,
where fodd(y) denotes the sum of odd terms in f(y), and f
′
even and f
′
odd the derivatives.
This hypersurface is the base of a length 2 flopping contraction π : Y → Ycon, and the
resolution Y can be constructed as the critical locus of tr(W ) on the GIT-quotient
Mθ(1,2)(Q) = Rep(1,2)(Q)//
θ(GL1(C)×GL2(C)).
by introducing a suitable stability condition θ. From this GIT description, one obtains Y
as a gluing of two charts Y = Ux ∪ Uy, where Ux ≃ A3 and Uy is a hypersurface in A4.
We will return to this moduli description in one of our calculations of the DT invariants
in section 5. Because the restricted map π|Ux : UX → Ycon is dominant, the base has
R×f ≃ H
0(Ux,OY |Ux)
× ≃ H0(A3,OA3)
× ≃ C×.
as its group of units. This fact will be crucial for our DT calculations.
3. The DT Toolbox
The purpose of this section is to set up the machinery of motivic Donaldson-Thomas
theory for quivers with potential.
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Let Q be a finite quiver with ∆ = NQ0 its lattice of dimension vectors. Given a dimension
vector δ ∈ ∆ the representations of dimension vector δ form an affine space
Repδ(Q) =
∏
a∈Q1
HomC(C
δs(a) ,Cδt(a)).
The algebraic group GLδ =
∏
v∈Q0
GLδv acts on the variety Repδ(Q), and its orbits
are exactly the isomorphism classes of representations. The category of representations
therefore has a moduli space M = MQ, constructed as the union
M :=
∐
δ∈∆
Repδ(Q)/GLδ,
of quotient stacks, which parametrise modules over the path algebra CQ. It is stratified1
over the map dim: M → ∆ which sends a representation to its dimension vector. The
strata are denoted Mδ := dim
−1(δ), and likewise we use the notation Uδ = U ∩Mδ for
any substack U ⊂ M. For each δ, there is a map Mδ → Mδ onto the coarse moduli
scheme Mδ := Repδ(Q)//GLδ, of which the points parametrise semisimple modules. The
substackN ⊂M of nilpotent modules is the union of fibres Nδ over the semisimple modules
[
⊕
i∈Q0
Sδii ] ∈ Mδ for all δ ∈ ∆.
If W ∈ CQcyc is a potential, the trace of W defines a GLδ-equivariant function tr(W )
on Repδ(Q) for each δ ∈ ∆, and hence a regular function tr(W ) on M. This function
has a well-defined stacky critical locus MQ,W , whose intersection with N we denote by
C = CQ,W . The closed points C(C) are in bijection with the nilpotent CQ-modules that
satisfy the relations in the Jacobi algebra. The goal of motivic Donaldson–Thomas theory
is to assign a motivic invariant to the critical locus C. To do this, one constructs a motivic
vanishing cycle φtr(W ) in some ring of motivic measures. Integrating the vanishing cycle
over the strata defines a generating function
Φ(t) = ΦQ,W (t) :=
∑
δ∈∆
∫
Cδ
φtr(W ) · t
δ,
with motivic coefficients. This generating function is the DT partition function and its
coefficients the DT invariants, which are a motivic refinement of the enumerative DT
invariants of Joyce–Song [JS08]. The partition function can be greatly simplified using
stability conditions and a multiple-cover formula.
3.1. Rings of motives. The intention of motivic Donaldson–Thomas theory is to refine
enumerative invariants. Instead of the ring of integers, the desired invariant ring for
a motivic theory is a version of the Grothendieck ring of varieties K(Var/C): the ring
generated by isomorphism classes of reduced separated schemes of finite type over C
subject to the cut-and-paste relations
[X ] = [Z] + [X \ Z] for Z ⊂ X a closed subvariety,
with multiplication [X ] · [Y ] = [X × Y ] and unit [pt] = [SpecC]. This is however not
quite the right target ring for motivic DT theory: besides some technical modifications,
it is crucial to keep track of monodromy. The invariants are therefore defined in some
equivariant version Motµ̂(C) of the ring of varieties. The invariants will be defined via
motivic integration, and we therefore also work in a relative setting: we require a ring of
motivic measures Motµ̂(M) over a suitable stack M, and a method of integrating these
with respect to relative classes K(St/M). We briefly recall this generalisation here, and
point the reader to [DM15b] for a more complete treatment.
1Here and in the rest of the paper, by a stratification of a space we mean a decomposition into locally
closed subspaces.
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Let St denote the category of Artin stacks, locally of finite type over C, having affine
stabilisers. A stack with monodromy, is an X ∈ St equipped with a good action of the
group-scheme µn of nth roots of unity, i.e. an action such that the orbit of any closed
point is contained in an affine neighbourhood. It is convenient to interpret the monodromy
as an action of the limit µ̂ of the inverse system {za : µan → µn}a,n∈N formed by these
groups. Let M ∈ St, then two finite type morphisms f : X → M and g : Y → M from
stacks with monodromy onto M are equivalent if there is a µ̂-equivariant isomorphism
h : X→ Y such that f = g ◦ h. For a stack M of finite type we let Kµ̂(St/M) denote the
abelian group generated by equivalences classes [X→M] subject to the relations
[X
f
−→M] = [Z
f |Z
−−→M] + [X \ Z
f |X\Z
−−−−→M],
0 = [Y
f◦g
−−→M]− [Ar × X
f◦pr
X−−−−→M]
for closed substacks Z ⊂ X, and µ̂-equivariant vector bundles g : Y → X of rank r. For
M ∈ St not of finite type, the above defines a group Kµ̂pre(St/M) and we define
Kµ̂(St/M) := Kµ̂pre(St/M)/ ∩U⊂M K
µ̂
pre(St/(M \ U)),
where the intersection ranges over the open substacks U ⊂ M which are of finite type.
We also let K(St/M) ⊂ Kµ̂(St/M) denote the subgroup generated by classes [X → M]
for which X carries the trivial µ̂ action. Any finite type map j : M → N induces a push-
forward j∗ : K
µ̂(St/M)→ Kµ̂(St/N) and a pull-back j∗ : Kµ̂(St/N)→ Kµ̂(St/N) via
j∗[f : X→M] = [j ◦ f : X→ N], j
∗[f : X→ N] = [j∗f : X×N M→M].
For Z ⊂M a substack we write |Z for the pullback along the inclusion.
Any variety X can be interpreted as a finite type stack, and the classes [X →M] generate
a subgroup Kµ̂(Var/M) ⊂ Kµ̂(St/M). In particular, for M = SpecC one obtains the
absolute motives Kµ̂(Var/C), which have a ring structure with an exotic product (see
[Loo02], where this product is called the “join”), which restricts to the usual product on
K(Var/C) ⊂ Kµ̂(Var/C). We write absolute motives simply as [X], ignoring the structure
morphism, and use the notation
L := [A1] ∈ K(Var/C) ⊂ Kµ̂(Var/C)
for the Lefschetz motive. The Lefschetz motive has a square root of the form
L
1
2 = 1− [µ2] ∈ K
µ̂(Var/C).
The ring Kµ̂(Var/C) acts on Kµ̂(St/M) and Kµ̂(Var/M) for any M ∈ St. For a class [X ]
with trivial monodromy, this action is simply
[X ] · [Y→M] = [X × Y→M].
In particular it makes sense to define a localisation
Motµ̂(M) := Kµ̂(Var/M)
[
[GLn]
−1 | n ∈ N
]
,
and write again Motµ̂(C) = Motµ̂(SpecC) in the absolute case. This localisation already
recovers Kµ̂(St/M): by [DM15b, Prop 2.8] the map Motµ̂(M)→ Kµ̂(St/M) which sends
[GLn]
−1 · [X →M] 7→ [pt/GLn×X →M].
is an isomorphism of Kµ̂(Var/C)-modules. We will refer to elements of Motµ̂(M) as
motivic measures, as they have well-defined integrals: for i : X→M a stack over M with
a : X→ SpecC of finite type over C, the integral m ∈ Motµ̂(M) ≃ Kµ̂(St/M) is∫
X
m := a∗i
∗m ∈Motµ̂(C),
One can show that this integral only depends on the class [i : X→M] in K(St/M).
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We will collect our motivic invariants in generating series, expressed as elements of a ring
of multi-variate motivic power series: if S = NS0 is a free monoid on a finite set S0 we let
Motµ̂(C)[[S]] = Motµ̂(C)[[ts | s ∈ S0]].
Such rings have an additional pre-λ-ring structure [DM15b, §3], defined by a map
Sym: Motµ̂(C)[[S]]→ 1 +Motµ̂(C)[[S]],
called the plethystic exponential, which satisfies the exponential identities
Sym(0) = 1, Sym(a+ b) = Sym(a) Sym(b),
Sym(a · ts) = 1 + a · ts + . . .higher order terms . . .
The plethystic exponential allows one to systematically derive multiple-cover formulas for
motivic invariants: starting with an ansatz Sym(
∑
s∈S ast
s), one can re-write any power
series with constant term 1 as a plethystic exponential by computing the as term-wise.
3.2. Motivic vanishing cycles. The motivic vanishing cycle is a rule which assigns to
a regular function f : M → A1 on a smooth stack M a motivic measure φf ∈ Mot
µ̂(M),
and provides a measure of the critical locus of f . Its construction proceeds in successive
levels of generality.
(1) For a smooth variety M of dimension dimM = d with a good Gm-action, and a
homogeneous function f : M → A1 of order n, then one can define
φf = L
−d/2
(
[f−1(0)→M ]− [f−1(1)→M ]
)
,
as in [DM15b, Def. 4.4], with f−1(1) carrying the residual µn-action.
(2) For a regular function f : M → A1 on a smooth scheme Denef–Loeser [DL99]
construct the vanishing cycle via a certain rational function, defined by the (ho-
mogeneous) lifts fn : L(M)→ A1 to the arc-space of M .
(3) For a regular function f : M → A1 on a quotient stack M = M/G of a smooth
scheme by a linear algebraic group G we define as in [DM15b]
φf = L
dimG/2 · [BG] · q∗φf◦q ∈ Mot
µ̂(M),
where q : M →M is the quotient, and φf◦q ∈Mot
µ̂(M) is defined as above.
(4) For a general M ∈ St, the vanishing cycle φf is recovered from an open cover of
M by suitable quotient stacks, via the cut-and-paste relations.
To explicitly compute the motivic vanishing cycle in situation (2) one has to take an
embedded resolution. Let f : M → A1 be a non-constant regular function on a smooth
scheme of pure dimension d, and write M0 := f
−1(0) for the associated divisor. Let
p : M˜ →M be an embedded resolution ofM0, i.e. p is an isomorphism away fromM0 and
the pull-back E := p∗M0 = m1E1+ . . .+mnEn has normal crossings
2 in a neighbourhood
of p−1(M0). For any non-empty I ⊂ Irr(E) of the set Irr(E) = {E1, . . . , En} let
EI :=
⋂
Ei∈I
Ei, E
◦
I := EI \
⋃
Ei∈Irr(E)\I
Ei.
The spaces E◦I form a stratification of p
−1(X0), and for each stratum there exists a
cover DI → EI , e´tale over E◦I , with Galois group µmI for mI := gcd{mi}Ei∈I . We the
construction in [Loo02], the action of µmI on the cover DI is canonical. The vanishing
cycle is then computed by the following formula [DL99; Loo02]:
φf = L
− dimM
2 ([M0 →֒M0]−
∑
∅ 6=I⊂Irr(E)
(1− L)|I|−1 [D◦I →M0 →֒M ]), (1)
where D◦I is understood to carry the monodromy defined by the µmI -action. We will use
this identity explicitly in one of our computations.
2This is weaker than the simple normal crossing (snc) condition, as we allow multiplicities.
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There are several useful integral identities in motivic integration we often make use of the
following motivic Thom-Sebastiani identity.
Theorem 3.1 ([GLM06]). Let f : M → A1 and g : M′ → A1 be functions on smooth
stacks, and X ⊂M, X′ ⊂M closed substacks, then∫
X×Y
φf+g =
∫
X
φf ·
∫
Y
φg.
Consider the homogeneous function z2 : A1 → A1, which has the absolute vanishing cycle∫
A1
φz2 = L
−12 (1− [µ2]) = 1.
This fact, coupled with the Thom-Sebastiani theorem implies the following useful identity.
Lemma 3.2. Let q : An → A1 be a non-degenerate quadratic form, then
∫
An
φq = 1.
3.3. The Motivic Hall algebra. Let Q be a quiver with moduli stack MQ as before.
Given a potentialW ∈ CQcyc := CQ/[CQ,CQ], the critical locus MQ,W of tr(W ) : MQ →
A1 parametrises those CQ-modules that satisfy the relations in the Jacobi algebra
Jac(Q,W ) := CQ/(∂W/∂a | a ∈ Q1),
where ∂W/∂a ∈ CQ denotes the cyclic derivative of W with respect to an arrow a.
Because mod Jac(Q,W ) is an abelian category, the points of MQ,W are related by short-
exact sequences, which endow K(St/MQ,W ) with an algebra structure, the motivic Hall
algebra [Joy07]. A helpful introduction to motivic Hall algebras can be found in [Bri12].
Let ∆ = NQ0 denote the lattice of dimension vectors of Q. Given dimension vectors
δ1, δ2 ∈ ∆, there is a moduli stack Extδ1,δ2 whose S-points for an C-algebra S, are the
isomorphism classes of short-exact sequences
0→M1 → N →M2 → 0
for [Mi] ∈MQ,W,δi(S) and [N ] ∈MQ,W,δ1+δ2(S). There are three projections, of the form
pi : Extδ1,δ2 →MQ,W,δi , q : Extδ1,δ2 →MQ,W,δ1+δ2 ,
which map a s.e.s. to the respective modules Mi, N . Given a pair of finite-type maps
fi : Xi →MQ,W,δi , there is a pullback diagram
Y Extδ1,δ2 MQ,W,δ1+δ2
g q
X1 × X2 MQ,W,δ1 ×MQ,W,δ2
g p1×p2
f1×f2
(2)
The convolution product ⋆ : K(St/MQ,W,δ1) × K(St/MQ,W,δ2) → K(St/MQ,W,δ1+δ2) of
the classes [fi : X→MQ,W,δi ] is defined by the top row in the diagram:
[X1
f1
−→MQ,W,δ1 ] ⋆ [X2
f2
−→MQ,W,δ2 ] = [Y
q◦g
−−→MQ,W,δ1+δ2 ].
This endows K(St/MQ,W ) with the structure of an algebra over K(St/C). Restricting to
the nilpotent locus C = N ∩MQ,W , we obtain a subgroup K(St/C) ⊂ K(St/MQ,W ) which
is closed under the convolution product. The motivic Hall algebra of C is the pair
H(Q,W ) := (K(St/C), ⋆)
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Let Motµ̂(C)[[∆]] denote the ring of motivic power series over the monoid ∆ of dimension
vectors. Any class [X → C] ∈ K(St/C) splits over the stratification by dimension vectors
as [X→ C] =
∑
δ∈∆[Xδ → Cδ]. Hence we may define an integration
[X→ C]→
∫
[X→C]
φtr(W )|C :=
∑
δ∈∆
∫
Xδ
φtr(W ) · t
δ.
The remarkable fact is that the integration map
∫
•
φtr(W )|C : H(Q,W ) → Mot
µ̂(C)[[∆]]
obtained this way is a K(St/C)-algebra homomorphism: this follows from [DM15a, Prop.
6.19] with the proof [Thu15] of the integral identity in [KS08]. The Donaldson–Thomas
partition function of (Q,W ) is the integral over the canonical element [Id: C→ C]:
Φ(t) =
∫
[Id : C→C]
φtr(W )|C
With this setup, the partition function is controlled by the algebraic identities in the Hall
algebra: and any decomposition of the canonical element gives a decomposition of the
partition function.
3.4. Decomposition through stability.
Definition 3.3. Let A be an abelian category of finite rank: K0(A) ≃ Z
⊕n. Then a
stability condition on A is a group homomorphism Z : K0(A) → C such that any non-
zero object of M ∈ A is mapped to a non-zero vector Z([M ]) with phase
Θ([M ]) := Arg(Z([M ])) ∈ (0, π].
A non-zero objectM ∈ A is semistable if for every subobjectN →֒M there is an inequality
Θ([N ]) ≤ Θ([M ]) ≤ Θ([M/N ]).
The object M is stable if this inequality is strict for N 6∈ {0,M}. The semistable objects
of a phase θ ∈ (0, π] together with the zero-object, form an abelian subcategory Aθ ⊂ A.
For the abelian category A = nilp Jac(Q,W ) of nilpotent modules, the Grothendieck
group K0(nilp Jac(Q,W )) is the Grothendieck construction on the monoid ∆ of dimen-
sion vectors. Moreover, every object has a finite composition series, i.e. nilp Jac(Q,W )
is a finite length category. The finite length property implies the existence of Harder-
Narasimhan filtrations: if Θ is a phase function for a stability condition, then for any
M ∈ nilp Jac(Q,W ) there exists a unique filtration
0 =M0 ⊂M1 ⊂ . . .Mn =M
where the subquotients FiM/Fi−1M are semistable and the phases satisfy an inequality
Θ(M1/M0) > Θ(M2/M1) > . . .Θ(Mn/Mn−1).
The HN filtration is unique, and hence defines a constructible function on C which asso-
ciates to a module the tuple (θ1, . . . , θn) of phases of its semistable subquotients, which
defines a stratification of this stack [Rei02]. For θ ∈ (0,π] let Cθ ⊂ C denote the (open)
substack of semistable modules of phase θ, then the stratification gives the following
identity in the motivic Hall algebra:
[C→ C] = [C0 →֒ C] +
∑
n∈N
∑
θ1>...>θn
[(Cθ1 \ C0) →֒ C] ⋆ · · · ⋆ [(C
θn \ C0) →֒ C]. (3)
For each phase θ, the integration map sends the element [Cθ →֒ C] to a power series
Φθ(t) :=
∫
[Cθ →֒C]
φtr(W )|C =
∑
δ∈∆
∫
Cθ
δ
φtr(W ) · t
δ,
and the identity (3) translates to the following result of Kontsevich–Soibelman [KS08].
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Lemma 3.4. The following equality holds in the ring of motivic power series:
Φ(t) =
y∏
θ∈(0,π]
Φθ(t), (4)
where the product is taken clock-wise over all phases.
The identity (3) depends only the Harder-Narasimhan filtrations induced by the stability
condition and not on the specific homomorphism Z : K0(nilp Jac(Q,W ))→ C chosen. We
therefore fix the following notion of equivalence, which preserves the decomposition (4).
Definition 3.5. Two stability conditions Z,Z ′ : K0(nilp Jac(Q,W )) → C are equivalent
if they induce the same Harder-Narasimhan filtration on every non-zero representation.
Not every choice of stability condition will give a good decomposition of the partition
function. For instance, the stability condition Z : K0(nilp Jac(Q,W ))→ C that maps all
modules onto a single ray with phase θ gives the trivial relation Φ(t) = Φθ(t). We make
the following genericity assumption, which guarantees that the decomposition is optimal.
Definition 3.6. Let Z : K0(nilp Jac(Q,W ))→ C be a stability condition with Θ its phase
function, then Z is generic if for every pair of Z-semistable representations N,M
Θ(N) = Θ(M) ⇐⇒ dimN = q · dimM for some q ∈ Q.
Let Z be a generic stability condition, and θ a phase for which a semistable module
exists. Then the genericity implies that the dimension vectors of semistable modules M
with Θ(M) = θ are multiples of a common, indivisible dimension vector δ ∈ ∆. Using the
plethystic exponential, one may therefore expand the partition function of phase θ as
Φθ(t) =: Sym
(∑
n∈N
BPSnδ
L
1
2 − L−
1
2
· tnδ
)
,
where the quantities BPSnδ are the motivic BPS invariants for the phase θ.
3.5. Formal non-commutative functions on a point. In section §4 we identify a
stability condition and a set of phases for the quiver with potential of length 2 flops.
With one exception, there exists a unique stable module M for each of these phases θ. In
this setting the semistable locus Cθ parametrises the extensions of M , and the DT/BPS
invariants are determined by the deformation theory of M : one has
ΦθQ,W (t) = ΦQM ,WM (t
dimM ).
for some potential WM on a “non-commutative neighbourhood” of M described by an
N -loop quiver QM . The potential WM is defined, up to a formal coordinate change, by a
cyclic minimal A∞-structure on Ext
•(M,M). We will prove a few results that allow us to
work with formal coordinate changes, saving the A∞-deformation theory for section §6.
Lemma 3.7. Let f, g : Y → A1 be non-constant regular functions on a smooth scheme,
and Z ⊂ Y a closed subscheme with X ⊃ Z a formal neighbourhood in Y . Suppose there
exists an automorphism t : X → X that identifies the germs f |X ◦ t = g|X , then∫
Z
φf =
∫
Z
φg.
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Proof. By the definition of the vanishing cycle in [DL99], the integral of
∫
Z φf is the
(well-defined) value at T =∞ (see [DM15b, §5]) of a generating series∑
n≥1
∫
Ln(Y )|Z
φfn · T
n =
∑
n≥1
L−(n+1) dimY/2
(
[(fn|Z)
−1(0)]− [(fn|Z)
−1(1)]
)
· T n
where Ln(Y )|Z is the space of order n arcs in Y with support on Z, and
fn|Z : Ln(Y )|Z
Ln(f)|Z
−−−−−→ Ln(A
1) ≃ An
(z1,...,zn) 7→zn
−−−−−−−−−→ A1,
is the nth homogeneous component of the lift of f to the arc spaces. Every arc in with
support on Z can be identified with an arc in a thickening of Z in Y . The automorphism
t : X → X restricts to an automorphism on every finite thickening of Z and hence induces
an automorphism tn : Ln(Y )|Z → Ln(Y )|Z which satisfies fn|Z ◦ tn = gn|Z . In particular,
[(fn|Z)
−1(λ)] = [t−1n ((gn|Z)
−1(λ))] = [(gn|Z)
−1(λ)] ∈Motµ̂(C),
for λ = 0, 1. It follows that the generating series for fn and gn coincide, and hence their
values
∫
Z φf and
∫
Z φg at T =∞ are equal. 
Let (Q,W) be a quiver with potential and I = (a | a ∈ Q1) the two-sided ideal generated
by its arrows. Then the path algebra has an I-adic completion ĈQ = limnCQ/In and the
potential has a well-defined non-commutative cyclic germ Ŵ ∈ ĈQcyc := limn(CQ/In)cyc.
Given two potentials W ,W ′ it therefore makes sense to ask if the germs Ŵ and Ŵ ′ are
related by an I-adic endomorphism ψ ∈ End(ĈQ). We have the following.
Lemma 3.8. Let Q be a quiver with potentials W ,W ′ ∈ (CQ)cyc, Suppose there exists an
I-adic automorphism ψ : ĈQ → ĈQ such that ψ(Ŵ) = Ŵ ′ then ΦQ,W (t) = ΦQ,W′(t).
Proof. Fix a dimension vector δ, and let {X(n) → X(m)}m≥n denote the directed system
of subschemes X(n) ⊂ Repδ(Q) defined by all powers I
m of I. Any cyclic path a ∈
(CQ/In)cyc has a well-defined trace tr(a) : X(n) → A1, which satisfies
tr(Wn) = tr(W)|X(n) ,
forWn ∈ (CQ/I
n)cyc the value ofW in the quotient. An endomorphismψn ∈ End(CQ/I
n)
induces a map tn : X
(n) → X(n) such that tr(a) ◦ tn = tr(ψn(a)). In particular
tr(W)|X(n) ◦ tn = tr(Wn) ◦ tn = tr(ψn(Wn)).
The I-adic isomorphism ψ ∈ End(ĈQ) consists of a compatible sequence (ψn)n≥1 of
isomorphisms of CQ/In for each n such that ψn(Wn) =W ′n. Let X be the colimit of the
X(n), and let t : X → X be the isomorphism associated to the sequence tn : X(n) → X(n)
of isomorphisms induced by the ψn. Then for each n
tr(W)|X(n) ◦ tn = tr(ψn(Wn)) = tr(W
′
n) = tr(W
′)|X(n) ,
which shows that tr(W)|X ◦ t = tr(W ′)|X . Let Cδ ⊂ Repδ(Q) be the nilpotent part of
the critical locus, i.e. Cδ = Cδ/GLδ. Then X is a formal neighbourhood of Cδ, and it
follows from lemma 3.7 that∫
Cδ
φtr(W) =
LdimGLδ/2
∫
Cδ
φtr(W)
[GLδ]
=
LdimGLδ/2
∫
Cδ
φtr(W′)
[GLδ]
=
∫
Cδ
φtr(W′)
The equality ΦQ,W(t) = ΦQ,W′(t) follows by comparing coefficients for each δ. 
Using formal coordinate changes, the potential on an N -loop quiver can be brought into
a simplified standard form, which consists of a minimal and quadratic part: let Q be an
N -loop quiver with loops x1, . . . , xn, y1, . . . , yN−n then we consider potentials of the form
Wmin + q, where such that Wmin is a polynomial which consist of degree ≥ 3 terms in
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the xi and q is a non-degenerate quadratic form in the yi. This quadratic form does not
contribute to the invariants.3
Lemma 3.9. Let Q be an N -loop quiver with a potential W =Wmin + q as above, then
ΦQ,W(t) = ΦQmin,Wmin(t),
where Wmin is interpreted as a potential on the quiver Qmin with loops x1, . . . , xn.
Proof. For each k ∈ N the variety Repk(Q) decomposes as a product Repk(Qmin) × A
m
and tr(W) is the two terms in tr(Wmin) + tr(q) restrict to the respective factors. The
trace of a non-commutative non-degenerate quadratic form is a non-degenerate quadratic
form in the usual sense, hence by Thom-Sebastiani 3.1 and lemma 3.2∫
CQ,k
φtr(Wmin+q) =
∫
CQmin,k
φtr(Wmin) ·
∫
Am
φtr(q) =
∫
CQmin,k
φtr(Wmin).
and the equality ΦQ,W(t) = ΦQmin,Wmin(t) follows by comparing coefficients. 
3.6. Intermediary refinements. The motivic theory we described so far is a motivic
refinement of the enumerative Donaldson–Thomas theory of Joyce–Song [JS08]. They find
a partition function with rational coefficients and define BPS number, via the analogous
multiple-cover formula. Their BPS numbers are integer invariants, and similarly the
motivic BPS invariants lie in the “integral” subring Kµ̂(Var/C) ⊂ Motµ̂(C) (see [DM15a,
Conjecture 6.5, Corollary 6.25]).
There are various intermediate refinements of Z one could take instead of Kµ̂(Var/C),
which are more closely related to vanishing cycle cohomology. Following [Dav19], we will
consider the following hierarchy of invariant rings
Kµ̂(Var/C)
χmmhs−−−−→ K0(MMHS)
χmmhshsp
−−−−→ Z[u±
1
n , v±
1
n | n ∈ N]
χ
hsp
wt−−−→ Z[q±
1
2 ]
χwt
−−→ Z.
Here K0(MMHS) is the Grothendieck ring of the category of monodromic mixed Hodge
structures, and the map χmmhs assigns to [X ] ∈ K
µ̂(Var/C) the class
χmmhs([X ]) = [Hc(X,Q)],
of the mixed Hodge structure on the compactly supported cohomology, with a monodromy
induced by the action on X . The map χmmhshsp assigns to each monodromic mixed Hodge
structure its equivariant Hodge polynomial. If H is a pure Hodge structure of dimension
d with an action of µn, then its Hodge spectrum is
χmmhshsp (H) =
∑
p+q=d
(−1)d dimCH
p,q,0
C
upvq +
∑
a 6=0
∑
p+q=d
(−1)d dimCH
p,q,a
C
up+
a
n vq+
n−a
n
where
⊕
p+q=dH
p,q
C
≃ HC is the Hodge decomposition and H
p,q,a
C
⊂ Hp,q is the sub-
space on which µn acts with weight a. The map χ
hsp
wt assigns the corresponding weight-
polynomial
χ
hsp
wt (h(u, v)) = h(q
1
2 , q
1
2 ).
The map χwt is the evaluation at q
1
2 = 1, and the composition χ : Kµ̂(Var/C) → Z
calculates the classical Euler characteristic of a variety. We will find all these intermediate
invariants for length 2 flops in section §5.
3 In general such a quadratic form encodes orientation data on the A∞-vector bundle associated to a
family of modules. Here our family is a single module, i.e. a point, and the orientation data is immaterial.
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4. Classification of Stable Modules
Let π : Y → Ycon = SpecR be a simple flopping contraction over a complete local ring
(R, o). This guarantees the existence of an NCCR Λ by [VdB04]. The goal of this section
is to classify the stable modules in flmodΛ for a generic stability condition. Our approach
relies on a close connection between stability and tilting theory: as shown in [HW19]
the summands of tilting bundles on Y generate an affine hyperplane arrangement in the
real Grothendieck group K0(proj Λ)R, determining a wall-and-chamber structure. We
show that each hyperplane determines a unique stable module, and find the complexes of
sheaves on Y that maps to them.
Theorem 4.1. Given a generic stability condition Z for which the phase function Θ
satisfies Θ(S0) > Θ(S1). The Z-stable modules are the images of
Op for p ∈ C,
O2C(n), OC(n− 1) for n ≥ 0,
O2C(n)[1], OC(n− 1)[1] for n < 0,
under the equivalence Ψ: Db(Y )→ Db(Λ).
The proof uses the main result of [BST19], which shows a connection between stability
and wall-and-chamber structures generated by silting complexes for finite dimensional
algebras. Their theorem applies in particular to the fibre Λ/oΛ ≃ Λ⊗RR/o of the NCCR
over the point o ∈ SpecR, which is finite dimensional.
4.1. King stability. Let A be a C-algebra with K0(projA) ≃ K0(flmodA) ≃ Z⊕2 and let
K0(projA)R = K0(projA)⊗ZR be its real Grothendieck group. There is a non-degenerate
paring 〈−,−〉 : K0(projA)R ×K0(flmodA)→ R which is given by
〈[P ], [M ]〉 =
n∑
i=0
(−1)i dimC Ext
i
A(P,M)
for all P ∈ projA and M ∈ flmodA. A King-stability parameter v ∈ K0(projA)R induces
a group homomorphism Zv : K0(flmodA)→ C which maps the class of M ∈ flmodA to
Zv([M ]) = dimCM · i− 〈v, [M ]〉.
Because the image of M is in the upper half-plane this is a stability condition on flmodA.
Lemma 4.2. Suppose A is not semisimple. A non-zero King-stability parameter v =
v0[P0] + v1[P1] defines a generic stability condition Zv if and only if v0 6= v1.
Proof. Let S0,S1 be the simple A-modules. If v0 = v1 then Zv([S0]) = Zv([S1]), so Zv is
not generic. If v0 6= v1, then Zv([S0]), Zv([S1]) form an R-linear basis for C. In particular,
Zv(a) = r · Zv(b) for r ∈ R≥0 implies a is a Q-linear multiple of b. 
A non-zero module M is King-(semi)stable for v ∈ K0(projA)R if it is Zv-(semi)stable
and 〈v, [M ]〉 = 0. The King-semistable modules define a thick subcategory
Sv(A) = {M |M is Zv-semistable , 〈v, [M ]〉 = 0} ∪ {0},
By the finite length property, Sv(A) is the thick subcategory of flmodA generated by the
v-stable modules.
Lemma 4.3. Let Z : K0(flmodA)→ C be a generic stability condition and M a Z-stable
module. Then there exists v ∈ K0(projΛ) such that M ∈ Sv(Λ).
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Proof. Let v be a non-zero vector that is perpendicular to [M ]. If Z is generic, then
Z([S0]), Z([S1]) form an R-linear basis for C and there is an R-linear transformation
mapping the basis vectors to i − v0, i − v1. Let Θ : K0(flmodA) → [0, π) be the phase
function of Z, then Θ(a) ≤ Θ(b) for a, b ∈ K0(flmodA) if and only if the signed area of
the parallelogram spanned by Z(a), Z(b) is positive. Any orientation preserving R-linear
transformation of C preserves the sign of the area, hence Z is equivalent to Zv if the
ordered basis i− v0, i− v1 has the same orientation as the ordered basis Z([S0]), Z([S1]),
and is equivalent to Z−v otherwise. In particular, M ∈ Sv(Λ) or M ∈ S−v(Λ). 
Consider the fibre Λ over o, given by the quotient Λ ⊗R R/o = Λ/oΛ. There is a pair
of adjoint functors − ⊗Λ Λ/oΛ: modΛ ⇄ modΛ/oΛ :(−)Λ, which preserve and reflect
projectives and simples because oΛ is a radical ideal. In particular, there are isomorphisms
ζ : K0(projΛ)R → K0(projΛ/oΛ)R, [(−)Λ] : K0(flmodΛ/oΛ)→ K0(flmodΛ),
which are adjoint with respect to the pairing 〈−,−〉. One can then compare stability
across the adjunction, which yields the following.4
Proposition 4.4. Sv(Λ) = thickSζ(v)(Λ/oΛ)Λ for all v ∈ K0(projΛ)R.
Proof. Let Θv and Θζ(v) denote the phase functions of Zv and Zζ(v). Because the functor
(−)Λ : modΛ/oΛ→ modΛ is an exact embedding, a module M ∈ modΛ is a submodule
of NΛ for some N ∈ modΛ/oΛ if and only if M ≃ N
′
Λ for some submodule N
′ ⊂ N .
Because ζ and [(−)Λ] are adjoint with respect to the pairing, there is an equality
Zv([NΛ]) = dimCNΛ · i− 〈z, [NΛ]〉 = dimCN · i− 〈ζ(v), [N ]〉 = Zζ(v)([N ])
and it follows thatN ∈ modΛ/oΛ is s Zζ(v)-(semi)stable if and only ifNΛ is Zv-semistable.
It follows that (−)Λ restricts to an embedding
(−)Λ : Sζ(v)(Λ/oΛ)→ Sv(Λ),
of abelian categories. The subcategory Sv(Λ) is the thick closure of its set of stable
modules, so it suffices to show that any stable module in Sv(Λ) is in the image of (−)Λ.
Suppose M ∈ flmodΛ is Zv-stable and let c ∈ o. Because c is central in Λ it induces an
endomorphism f : M →M . The submodule im f ⊂ M satisfies Θv([im f ]) ≤ Θv([M ]) by
semistability, and because im f is also a quotient
0→ ker f →M → im f → 0,
it follows that Θv([im f ]) = Θv([M ]). Hence im f = M or im f = 0. Because c lies in
the radical im f = cM 6= M , and it follows that f acts trivially on M . It follows that
M ≃ (M/oM)Λ lies in the image of (−)Λ, which finishes the proof. 
4.2. Tilting theory of the length 2 flop. Let A be an algebra for which the homotopy
category of bounded complexes of projectives Kb(projA) is Krull-Schmidt.
Definition 4.5. A complex T ∈ Kb(projA) is
• basic if its Krull-Schmidt decomposition has no repeated summands,
• a 2-term complex if T is concentrated in degrees −1 and 0,
• partial tilting if ExtiA(T, T ) = 0 for all i 6= 0,
• tilting if it is partial tilting and T generates Kb(projA) as a triangulated category.
The set of basic 2-term tilting complexes is denoted tiltA.
It is well known that a tilting complex determines inverse derived equivalences
RHomA(T,−) : D
b(A)⇆ Db(EndDb(A)(T )) : −
L
⊗End
Db(A)
(T ) T.
4This same result was observed in [DM17] and used to compute stable modules for length 1 flops.
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If a module M ∈ modA has a projective resolution that is a 2-term tilting complex, then
we say that M is a (classical) tilting module.
The tilting theory of NCCRs for Gorenstein threefold singularities is now well-understood
[IR08; IW10; IW11; Wem18]. Recall that a module M ∈ modR is reflexive if the natural
mapM →M∗∗ is an isomorphism, where (−)∗ := HomR(−, R) denotes the R-linear dual,
and let ref R denote the set of reflexive modules. By [IW11, Thm 1.4] any NCCR Γ over R
is of the form Γ = EndR(M) for some M ∈ ref R. Moreover, these NCCRs are connected
via classical tilting modules: the functor HomR(M,−) : ref R→ modΓ defines a bijection
{M ′ ∈ ref R | EndR(M
′) an NCCR}
∼
−−−−−→ {tilting modules in ref Γ} (5)
where ref Γ denotes the set of modules M ∈ modΓ with MR ∈ ref R. Let π : Y → SpecR
be a length 2 flop, then Hirano-Wemyss show in [HW19] that for each k ∈ Z
M2n := π∗OY (n)⊕ π∗N (n), M2n−1 := π∗OY (n− 1)⊕ π∗N (n).
are reflexive modules whose endomorphism rings Λi := EndR(Mi) are NCCRs of R. Then
HomR(M0,Mi) and HomR(Mi,M0) are tilting modules, providing a derived equivalence
between Db(Λ) and Db(Λi). Let
Ti ∈ K
b(proj Λ), Fi ∈ K
b(projΛop)
be minimal projective resolutions Ti ։ HomR(M0, Vi), Fi ։ HomR(Vi,M0), and write
Ei ∈ Kb(projΛ) for the shifted dual Ei = (Fi)∗[1].
Lemma 4.6. The complexes Ti−1 ⊕ Ti and Ei−1 ⊕ Ei are in tilt Λ for all i ∈ Z.
Proof. Because the tilting module HomR(Mi,M0) is reflexive, it follows from the gener-
alised Auslander-Buchsbaum formula [IW10, Lem. 2.16] that HomR(Mi,M0) has projec-
tive dimension ≤ 1. Hence its minimal resolution Ti−1 ⊕ Ti is a 2-term tilting complex,
which is basic because
EndDb(Λ)(Ti−1 ⊕ Ti) ≃ Λi = EndR(Mi),
is a basic algebra. By [IR08] the dual M∗i of Mi defines an NCCR
EndR(M
∗
i ) ≃ EndR(Mi)
op = Λopi ,
for each i and HomR(M
∗
0 ,M
∗
i ) ≃ HomR(Mi,M0) is a tilting Λ
op-module. By a similar
argument, Fi−1 ⊕ Fi is a basic 2-term tilting complex in Kb(proj Λop). By [IR08, Cor.
3.4], the R-linear dual (−)∗ defines an exact duality
(−)∗ : Kb(projΛop)⇆ Kb(projΛ) :(−)∗,
which implies Ei−1 ⊕ Ei = (Fi−1 ⊕ Fi)∗[1] is a basic 2-term tilting complex. 
[P0] 2[P0]
[P1]
Figure 3. Wall-and-chamber structure of the ℓ = 2 flop.
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For a basic complex U ∈ Kb(projΛ) with decomposition U = U1⊕ . . .⊕Un, the indecom-
posable summands define a set of g-vectors [Uj] ∈ K0(projΛ)R, spanning the cone
cone(U) := {
∑
i αi · [Ui] | αi ≥ 0} ⊂ K0(projΛ)R.
If U ∈ tilt Λ, then by [AI12, Thm. 2.8] the g-vectors of U form a basis of K0(projΛ)R.
In particular, U has exactly rkK0(projΛ) = 2 indecomposable summands and the inte-
rior cone◦(U) is a non-empty open subspace of K0(projΛ)R. In this way, one obtains a
wall-and-chamber structure in K0(proj Λ)R whose walls correspond to the partial tilting
complexes Ei and Ti and whose chambers correspond to the interior cones of tilting com-
plexes. Using the results of [HW19], we find that this wall-and-chamber structure is the
hyperplane arrangement of figure 3. Explicitly, the g-vectors are as follows.
Lemma 4.7. The g-vectors of the complexes Ti are
[Ti] =
{
[P0] + n · (2[P0]− [P1]) if i = 2n
[P1] + 2n · (2[P0]− [P1]) if i = 2n− 1.
and [Ei] = −[Ti].
Proof. As shown in [HW19], there is an isomorphism ǫ : Λ2n
∼
−→ Λ for all n ∈ Z. Moreover,
the isomorphism defined by the tilting module HomR(M0,M2n)
K0(proj Λ)
[RHomΛ2n (HomR(M0,M2n),−)]−−−−−−−−−−−−−−−−−−−−→ K0(projΛ2n)
ǫ
−→ K0(projΛ),
maps the class [T2n] to [P0] and the class [T2n−1] to [P1]. By [HW19, Thm. 7.4, Lem. 7.6]
this isomorphism can be presented in the basis [P0], [P1] as the matrix(
−1 −4
1 3
)n
=
(
1− 2n −4n
n 1 + 2n
)
. (6)
The g-vectors of T2n and T2n−1 can then be computed from the inverse:
[T2n] = (1 + 2n)[P0]− n[P1], [T2n−1] = 4n[P0] + (1 − 2n)[P1].
Likewise, each tilting module HomR(M2n,M0) defines an isomorphism
K0(projΛ)
ǫ−1
−−→ K0(projΛ2n)
[RHomΛ2n (HomR(M2n,M0),−)]−−−−−−−−−−−−−−−−−−−−→ K0(projΛ),
which maps [P0] to [RHomR(F2n, R)] and [P1] to [RHomR(F2n−1, R)]. This isomorphism
can also be presented as the inverse of the matrix (6) by [HW19, Rem. 7.5], hence
[Ei] = −[RHomR(Fi, R)] = −[Ti]. 
4.3. From tilting to silting on the fibre. In [BST19] and [Asa19] the subcategories
Sv(A) of semistable modules over a finite dimensional algebra A are identified using silting
theory, which is a natural generalisation of tilting theory.
Definition 4.8. Let A be an algebra with Kb(projA) Krull-Schmidt. A complex U ∈
Kb(projA) is
• pre-silting if HomKb(projA)(U,U [i]) = 0 for i > 0.
• silting if it is pre-silting and generates Kb(projA) as a triangulated category,
The set of isomorphism classes of basic 2-term silting complex is denoted siltA.
Clearly, the set tilt Λ of tilting complexes is contained in silt Λ, so that silting is suitable
generalisation. There is a useful partial order on silting complexes: one considers U ≤ V
if and only if HomKb(projA)(U, V [i]) = 0 for all i > 0.
A 2-term silting/tilting complex U ∈ silt Λ for the NCCR induces a 2-term silting complex
for the finite dimensional fibre Λ/oΛ.
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Proposition 4.9. The functor − ⊗ R/o : Kb(proj Λ) → Kb(proj Λ/oΛ) restricts to an
order preserving map silt Λ→ silt Λ/oΛ.
Proof. Let U be a basic 2-term silting complex of projective Λ-modules. Because R is a
Gorenstein local of dimension 3, the maximal ideal o is generated by a regular sequence
g1, g2, g3 ∈ R, i.e. if Ik = (g1, . . . , gk) ⊂ R then gk+1 is not a zero-divisor in R/Ik. Because
Λ is an NCCR it is a maximal Cohen-Macaulay module over R, and so is any projective
Λ-module. In particular, g1, g2, g3 is a regular sequence for U , so that
0 U/Ik−1U U/Ik−1U U/IkU 0
g1
is a short-exact sequence for each k = 1, 2, 3. Applying HomDb(Λ)(U,−) gives a long exact
sequence in cohomology
. . . HomDb(Λ)(U,U/Ik−1U [i]) HomDb(Λ)(U,U/IkU [i])
HomDb(Λ)(U,U/Ik−1U [i+ 1]) HomDb(Λ)(U,U/Ik−1U [i+ 1]) . . .
gk
Because U is silting, HomDb(Λ)(U,U [i]) = 0 for i > 0 and it follows by (finite) induction
that that HomDb(Λ)(U,U/IkU [i]) vanishes for i > 0. In particular, by adjunction
HomKb(projΛ/oΛ)(U/oU,U/oU [i]) = HomDb(Λ)(U,U/oU [i]) = 0 ∀i > 0,
which implies that U/oU is a 2-term pre-silting complex in Kb(projΛ/oΛ). Moreover, the
long-exact sequence implies that there is an algebra isomorphism
EndDb((Λ))(U/oU) ≃ EndDb(Λ)(U)/oEndKb(projΛ)(U) (7)
Because R is complete local and Noetherian, EndDb(Λ)(T ) is complete with respect to
the o-adic filtration, and any idempotent in the left-hand side of (7) lifts to one in
EndDb(Λ)(U) by a standard argument. Hence, any indecomposable summand of U re-
mains indecomposable in the quotient U/oU and it follows that U/oU is a basic 2-term
presilting complex with 2 indecomposable summands. Moreover, Λ/oΛ is finite dimen-
sional with rkK0(Λ/oΛ) = 2, so [AIR14, Prop 3.3] implies that U/oU is in fact silting
and U 7→ U/oU is a map
silt Λ→ silt Λ/oΛ.
If V ∈ silt Λ with V ≥ U , then applying HomDb(Λ)(V,−) to the short exact sequences
shows that HomDb(Λ)(V, U/oU [i]) vanishes for i > 0, hence V/oV ≥ U/oU in silt Λ/oΛ. 
Remark 4.10. In independent work by Kimura [Kim20], which appeared while writing
this paper, it is shown that the above map is a bijection in a much more general setting.
The proposition allows us to lift the following results from [BST19] and [Asa19].
Proposition 4.11. Let U = U1 ⊕ U2 ∈ silt Λ, then for any stability parameter
• v ∈ cone◦(U) the subcategory Sv(Λ) is trivial, and for
• v ∈ cone◦(Ui) the subcategory Sv(Λ) contains a unique stable module.
Proof. It follows from proposition 4.9 that U/oU ∈ siltU/oU with g-vectors
[Ui/oUi] = ζ([Ui]) ∈ K0(projΛ).
If v lies in cone◦(Ui) then ζ(v) lies in cone
◦(Ui/oUi), so it follows from [BST19, Thm. 1.1]
that Sζ(v)(Λ/oΛ) contains a unique stable module N . By proposition 4.4
Sv(Λ) = thick(NΛ),
where NΛ is the unique stable module. Likewise, if v ∈ cone◦(U), then [BST19, Thm 1.1]
implies Sζ(v)(Λ) = 0 and hence Sv(Λ) = 0 is trivial. 
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Suppose U, V ∈ silt Λ share a summand U1 = V1 and U > V , then the larger silting
complex U is the Bongartz completion of U1, as in [AIR14].
Proposition 4.12. Suppose U ∈ silt Λ is the Bongartz completion of a summand U1,
then HomDb(Λ)(U,−) restricts to an abelian equivalence
S[U1](Λ)
∼
−→ flmodEndDb(Λ)(U)/(e),
where (e) denotes the two-sided ideal of the idempotent e : U → U1 → U .
Proof. Let M ∈ S[U1](Λ) be the unique stable module, then M = NΛ for some stable
module N ∈ S[U1/oU1](Λ/oΛ) by proposition 4.4. By proposition 4.9 the complex U/oU is
in silt Λ/oΛ and is the Bongartz completion of U1/oU1. Because Λ/oΛ is finite dimensional,
the silting version [Asa19, Prop. 4.1] of [BST19, Thm. 1.1] then implies that
HomDb(Λ/oΛ)(U/oU,N [i]) =
{
S if i = 0,
0 otherwise.
where S is the simple Γ′ := EndDb(Λ)(U/oU)-module that is killed by the idempotent
e′ : U/oU → U1/oU1 → U/oU . By (7) the algebra Γ′ is a quotient of Γ := EndKb(projΛ)(U)
by a radical ideal, hence S restricts to a simple SΓ and e
′ lifts to the idempotent e : U →
U1 → U . By adjunction,
HomDb(Λ)(U,M [i]) = HomDb(Λ/oΛ)(U/oU,N [i])Γ =
{
SΓ if i = 0,
0 otherwise.
Because S[U1](Λ) is generated by its stable modules and flmodΓ/(e) ⊂ flmodΓ is generated
by SΓ, it follows that U defines an additive functor
HomDb(Λ)(U,−) : S[U1](Λ)→ flmodΓ/(e),
which is exact by the vanishing of HomDb(Λ)(U,M [i]) for i 6= 0. 
4.4. Identifying the stable modules. The results of the previous section imply that
the hyperplane arrangement of figure 3 controls the stability of Λ: if v ∈ K0(projΛ)R is
stability parameter with Sv(Λ) non-zero, then either
v = [Ti] or v = [Ei]
for some i ∈ Z, or v lies on the accumulation hyperplane spanned by 2[P0]− [P1]. In the
former case Sv(Λ) contains a unique stable module M and Sv(Λ) = thickM . The objects
in Db(cohY ) corresponding to these stable modules have been identified in [DW19].
Lemma 4.13. Let vi denote the g-vector vi = [Ti], then for all n ≥ 0,
Sv2n(Λ) = thickΨ(OC(n− 1)), Sv2n−1(Λ) = thickΨ(O2C(n− 1)).
Likewise, let wi denote the g-vector wi = [Ei], then for all n ≤ 0.
Sw2n(Λ) = thickΨ(OC(n− 1)[1]), Sw2n−1(Λ) = thickΨ(O2C(n− 1)[1]).
Proof. Let i ≥ 0, then the inequality Ti−1 ⊕ Ti ≥ Ti ⊕ Ti+1, implies that T = Ti−1 ⊕ Ti
is the Bongartz-completion of Ti. Then proposition 4.12 implies that Svi(Λ) = thickM
where M is the image under the tilt
M ≃ S
L
⊗Λi T ≃ S
L
⊗Λi RHomΛ(HomR(M0,Mi),−)
of the simple S ∈ modΛi that is annihilated by the idempotent T → Ti → T . The images
of the simples were calculated in [DW19, Thm. 4.13]; explicitly:
M ≃
{
OC(n− 1) if i = 2n
O2C(n− 1) if i = 2n− 1
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We proceed similarly for the case i < 0 using the shifted dual tilting complexes: as before,
let F = Fi−1⊕Fi be the minimal Λ
op
i resolution of HomR(Mi,M0) and denote E = F
∗[1].
For each i < 0, the 2-term complex E = Ei−1 ⊕ Ei is the Bongartz-completion of Ei, so
Swi(Λ) = thickRHomΛ(E, S),
for S ∈ modΛi the simple module that is annihilated by the idempotent E → Ei → E.
Because Λ is 3-CY [IR08, Thm 3.8] shows that there are natural isomorphisms
(−)
L
⊗Λ HomR(Mi,M0) ≃ RHomΛ(RHomΛop(F,Λ
op),−) ≃ RHomΛ(F
∗,−).
Because HomR(Mi,M0) is a tilting module, it follows that RHomΛ(F
∗,−) is inverse to
the functor RHomΛi(HomR(Mi,M0),−) and we obtain an identity
(−)
L
⊗Λ E ≃ RHomΛi(HomR(Mi,M0),−)[1].
For i < 0 the image of S under the functor RHomΛi(HomR(Mi,M0),−) was also calcu-
lated in [DW19, p. 4.13]. Shifting their results by [1] then yields
S ⊗Λi E =
{
Ψ(OC(n− 1)[1]) if i = 2n
Ψ(O2C(n− 1)[1]) if i = 2n− 1. 
For v on the ray spanned by 2[P0]− [P1], the vector v is perpendicular to the class of the
module Ψ(Op) where Op is structure sheaf of a point p ∈ C. These modules are stable,
and we can show that these are the only stable modules in Sv(Λ) in a way similar to the
proof of Nakamura’s conjecture in [BKR01, §8].
Lemma 4.14. For p ∈ C let Op denote the skyscraper sheaf on p. If v ∈ K0(projΛ)R is
a positive real multiple of 2[P0]− [P1], then
Sv(Λ) = thick{Ψ(Op) | p ∈ C}.
Proof. Any skyscraper Op on C ≃ P1, is the cokernel of some map OC(−2) → OC(−1).
Because S1 = Ψ(OC(−1)) and Ψ(OC(−2)[1]) ∈ S[E−2](Λ) are modules of dimension vec-
tors (0, 1) and (1, 1) respectively, it follows that Ψ(Op) is an extension
0→ S1 → Ψ(Op)→ Ψ(OC(−2)[1])→ 0,
and has dimension vector (1, 2). It does not have a destabilising submodule because
HomΛ(Ψ(Op), S1) ≃ HomY (Op,OC(−1)) = 0,
hence all submodules have a dimension vector of the form (1, n). Conversely, suppose
M ∈ Sv(Λ) is stable, then the complex Ψ−1(M) is a perverse sheaf (of perversity p = 0)
by [Bri02] and is thus supported in degrees −1, 0. Suppose M is not isomorphic to Op for
any p ∈ C, then stability of Op implies
H0(Ψ−1(M))p ≃ HomY (Op,Ψ
−1(M)) ≃ HomY (Ψ(Op),M) = 0,
for every p ∈ C, which implies H0(Ψ−1(M)) = 0 and Ψ−1(M) ≃ F [1] for some sheaf F .
Because Y is quasi-projective, there is an embedding j : Y →֒ Y¯ into a projective variety.
For a sufficiently ample line bundle L on Y¯ , the sheaf j∗F ⊗Y L has Euler characteristic
χ(F ⊗Y L) ≥ 0. But [F ] = −n[Op] in K0(cohY ), which gives a contradiction:
χ(F ⊗Y L) = −nχ(Op ⊗Y L) = −nχ(Op) = −n.
It follows that all stable modules in Sv(Λ) are isomorphic to Ψ(Op) for some p ∈ C. 
The proof of the main theorem is now immediate.
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K0(flmodΛ)
[S1]
[S0]
C
Zv([S1])Zv([S0])
Figure 4. The dimension vectors of semistable modules (left) are
mapped into the upper half-plane by the central charge Zv of the pa-
rameter v = 2[P0] − [P1]. Semistable objects on the same coloured ray
filter by a stable module of type OC (red), O2C (blue) or Op (green).
Proof of Theorem 4.1. Fix a stability condition Z : K0(flmodΛ)→ C with phase function
Θ such that Θ([S0]) > Θ([S1]). Suppose M ∈ flmodΛ is Z-stable, then by lemma 4.3
M ∈ Sv(Λ) for some v ∈ K0(projΛ)R, v 6= 0.
If v is a multiple of 2[P0] − [P1], it follows from lemma 4.14 that M ≃ Ψ(Op) for some
point p ∈ C. Otherwise, then v lies on one of the hyperplanes in figure 3 and lemma 4.7
implies that v is a multiple of vi for i ≥ 0 or wi for i < 0, hence
Sv(Λ) = Svi(Λ) or Sv(Λ) = Swi(Λ),
in which case and the unique stable module is identified in lemma 4.13, 
5. DT Invariants for a Family of ℓ = 2 Flops
Let π : Y → SpecR be a flopping contraction of a length 2 curve C ⊂ Y in a smooth
threefold onto o ∈ SpecR, and assume furthermore that Y is derived equivalent to the
Jacobi algebra Jac(Q,W ) of a quiver Q that has 2 vertex simples which are supported
on o. The goal of this section is to compute the associated Donaldson–Thomas partition
function
Φ = ΦQ,W (t) ∈ Mot
µ̂(C)[[t1, t2]],
counting finite length modules over the completion Λ of Jac(Q,W ) at o.
Let P0, P1 ∈ modΛ be the projective covers of S0 = Ψ(O2C(−1)[1]) and S1 = Ψ(OC(−1))
as before and fix the stability parameter v = 2[P0]− [P1]. Then theorem 4.1 implies that
the dimension vectors for which Zv-stable modules exist are dimΨ(Op) = (1, 2) and
dimΨ(OC(n− 1)) = (n, 1 + 2n), dimΨ(O2C(n)) = (1 + 2n, 4 + 4n) for n ≥ 0,
dimΨ(OC(n− 1)[1]) = (−n,−1− 2n), dimΨ(O2C(n)[1]) = (1− 2n,−4n) for n < 0.
The central charge Zv : K0(flmodΛ) → C maps each dimension vector into the upper
half-plane as depicted in figure 4. By lemma 3.4 the partition function is the clockwise
ordered product over the rays:
Φ(t) :=
−∞∏
n=−1
(
ΦO2C(n)[1](t) ·ΦOC(n−1)[1](t)
)
·ΦOp(t) ·
0∏
n=∞
(
ΦO2C(n)(t) ·ΦOC(n−1)(t)
)
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where for an object F ∈ Db(cohY ) with Ψ(F) stable of dimension vector δ we write ΦF (t)
for the associated partition function
ΦF (t) :=
∑
k≥0
∫
Ck·δ
φtr(W ) = Sym
∑
k≤0
BPSk·dimΨ(F)
L
1
2 − L−
1
2
tk·δ
 .
For the family of examples in §2.1, the base has units R× = C×, and for flops that satisfy
this condition, the main theorem of section §6 implies the following.
Proposition 5.1. Suppose R× = C× and let n,m ∈ Z be integers such that Ψ(OC(n)[m])
is a stable module, then
BPSk·dimΨ(OC(n)[m]) = BPS
OC
k =: BPS
C
k .
Likewise, if n, m are such that Ψ(O2C(n)[m]) is a stable module, then
BPSk·dimΨ(O2C(n)[m]) = BPS
O2C(−1)[1]
k =: BPS
2C
k .
Hence the three sequences BPSptk := BPSk·dimOp , BPS
C
k , and BPS
2C
k of BPS invariants
completely determine the DT partition function.
Now suppose Y → SpecR is indeed one of the flops described in §2.1 and (Q,W ) its
quiver with potential. Then it is defined by a polynomial
f(y) = feven(y) + fodd(y),
that is divisible by y3 and with non-zero even part feven(y), with the potential of the form
W = x2y − f(y) + cdy2 − csd+G(s),
where G(s) = 2feven(s
1
2 ). Let a, b ∈ N ∪ {∞} denote the maximal integers such that y2a
that divides feven(y) and y
2b divides fodd(y), where we set b = ∞ if fodd = 0. Then the
required BPS invariants are computed at the following levels of refinement.
Theorem 5.2. The BPS invariants associated to the point sheaves on C are
BPSptk = L
− 32 [P1] for k ≥ 1. (8)
The BPS invariants associated to O2C(−1)[1] are
BPS2C1 = L
−12 (1− [µa]), BPS
2C
k = 0 for k > 1. (9)
The first BPS invariant associated to OC(−1) is
BPSC1 =
{
L−1(1− [D4a]) + 2 a ≤ b,
L−1(1− [D2b+1]) + 3 a > b.
(10)
where D4a and D2b+1 are curves of genus a resp. b which carry a monodromy represen-
tation of µ4a and µ2b+1 respectively. The higher BPS invariants have the realisation
χmmhs
(
BPSC2
)
= χmmhs
(
L−
1
2 (1− [µa])
)
, (11)
χmmhs
(
BPS2Ck
)
= 0 for k > 2, (12)
in the ring K0(MMHS) of monodromic mixed Hodge structures.
Proof. The proof is split over the rest of the section: identity (8) is shown in proposition
5.13, identity (9) is shown in lemma 5.8, identity (10) is shown in proposition 5.22, identity
(11) is shown in proposition 5.19, and identity (12) in lemma 5.15. 
Corollary 5.3. K0(MMHS)-refined DT-invariants do not determine flops.
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Proof. By [BW17] the choices f(y) = y4 and f(y) = y4 + y5 define superpotentials
for distinct flops. However, the theorem shows that the K0(MMHS)-realisation of their
invariants are the same. More generally, it is shown in [Kaw20] that the flops with
potentials
f(y) = y2a, f(y) = y2a + y2a+1, . . . f(y) = y2a + y4a−1,
are pairwise distinct for each a. The invariants in this larger family only depend on a. 
Because of the derived equivalence Dbcs(cohC Y ) ≃ D
b(flmodΛ), there is an isomorphism
in K-theory
K0(flmodΛ) ≃ K0(cohC Y ) ≃ K0(cohP
1)
which identifies a dimension vector δ ∈ ∆ with the pair (rk δ, deg δ) of rank and degree
of the corresponding (shifted) sheaf. The sheaf Op has rank/degree (0, 1), OC(−1) has
rank/degree (1,−1), so this map can be explicitly realised as:
rk δ = −2δ0 + δ1, deg δ = 3δ0 − δ1.
It is conjectured that the BPS invariant BPSδ only depend on rk δ; this is a refined
version of the strong-rationality conjecture (see e.g. [Tod15] and [Dav19]). The theorem
gives evidence that this conjecture is indeed true.
Corollary 5.4. For every dimension vector δ ∈ ∆ there are equalities
χmmhs(BPSδ) =

χmmhs (BPS
p
1t) rk δ = 0
χmmhs
(
BPSC1
)
rk δ = ±1
χmmhs
(
BPSC2
)
rk δ = ±2
0 otherwise
Hence, the strong rationality conjecture is true at the level of K0(MMHS).
Remark 5.5. We expect all the results found at the K0(MMHS) level of refinement to lift
to a motivic refinement. However, the calculations that produce invariants in K0(MMHS)
rely on its categorification, the category of monodromic mixed Hodge modules. One might
hope to lift the proof to K0(Var) by a similar categorification.
Other refined invariants can be deduced by first determining the Hodge structure and
monodromy on the curves D4a and D2b+1. The monodromy is concentrated on the middle
cohomology, and can be explicitly shown to be of the following form, as we show in §5.5.
Proposition 5.6. The Hodge decomposition of H1(D4a,Q) is the direct sum
H1(D4a,OD4a) ≃
⊕a
j=1 ξ
2j−1+2a, H0(D4a,ΩD4a) ≃
⊕a
j=1 ξ
2j−1.
of irreducible µ4k-representations. Likewise, the Hodge decomposition of H
1(D2b+1,Q) is
the following direct sum of µ2b+1-representations
H1(D2b+1,OD2b+1) ≃
⊕b
j=1 ξ
b+j , H0(D2b+1,ΩD2b+1) ≃
⊕b
j=1 ξ
j.
From the above, one can calculate the Hodge spectra hspk := χhsp([BPS
C
k ]).
Corollary 5.7. The non-trivial Hodge spectrum realisations are
hsp1(z1, z2) =

1 +
∑a
j=1
(
z
2j−1
4a
1 z
− 2j−14a
2 + z
− 2j−14a
1 z
2j−1
4a
2
)
a ≤ b
2 +
∑b
j=1
(
z
j
2b+1
1 z
− j2b+1
2 + z
− j2b+1
1 z
j
2b+1
2
)
a > b
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and
hsp2(z1, z2) =
a∑
j=1
z
j
a
1 z
a−j
a
2 − 1
By inspection, the weight-polynomial wtk(q) = hspk(q
1
2 , q
1
2 ) is constant in each case, and
coincides with the enumerative BPS invariants
wt1(q) = hsp1(q
1
2 , q
1
2 ) = min{2a+ 1, 2b+ 2} = GV1,
wt2(q) = a− 1 = GV2.
The enumerative BPS invariants coincide with the Gopakumar-Vafa invariants, which by
[Tod15] determine the dimension of the contraction algebra of the flop and the dimension
of its abelianisation:
dimC Λcon = GV1 + 4GV2 =
{
6a− 3 a ≤ b
4a+ 2b− 2 a > b
,
dimC Λ
ab
con = GV1 = min{2a, 2b+ 1}+ 1.
These same dimensions were also found independently by Kawamata [Kaw20]. We proceed
with the calculation of the invariants.
5.1. Motivic invariants for 2C. For dimension vector δ = (k, 0) the space of represen-
tations Repδ(Q) is exactly the affine space of matrices
{ρ(s) ∈ HomC(C
k,Ck)} = Matk×k(C),
with gauge group GLδ ≃ GLk(C). Moreover, the stability condition is trivial, so that
Mssδ = Mδ ≃MQ,k,
for Q the quiver with a single vertex and a single loop s. Under this isomorphism, the
function tr(W ) pulls back to tr(G(s)), and one obtains an equality
ΦO2C(−1)[1](t) :=
∑
k≥0
∫
C(k,0)
φtr(W ) · t
k
1 = ΦQ,tr(G(s))(t1).
The motivic BPS invariants of a one-loop quiver with potential were found by Davison-
Meinhardt [DM15b], and the BPS invariants for O2C(−1)[1] follow from their calculations.
Lemma 5.8. Let a ∈ N be the maximal integer such that sa divides G(s), then
ΦO2C(−1)[1](t) = Sym
(
L−
1
2 (1− [µa])
L
1
2 − L−
1
2
· T
)
.
Proof. See [DM15b, Theorem 6.4]. 
5.2. Motivic count of skyscrapers. Let ϑ = Θ(1, 2), then the C-points of the critical
locus Cϑ ⊂ Mϑ correspond to skyscraper sheaves supported on C ⊂ Y . We may stratify
C ≃ P1 as C = A1 ⊔ {p}, where p is the point corresponding to the class [ρ] ∈ Cϑ of
semistable representations such that ρ(yc) = 0. Consider the following two substacks
M◦ :=
⋃
k≥0
{
ρ ∈ Repϑ(k,2k)(Q) | im ρ(c) ∪ im ρ(yc) = C
2k
}
/GL(k,2k),
Mp :=
⋃
k≥0
{
ρ ∈ Repϑ(k,2k)(Q) | ρ(yc) = 0
}
/GL(k,2k),
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of Mϑ, and write C◦ := M◦ ∩ C and Cp := Mp ∩ C. The C-points of Cp correspond to
skyscraper sheaves supported on p and C◦ correspond to skyscraper sheaves supported on
the complement A1 ⊂ C. The restricted partition functions
Φ◦(t) =
∫
[C◦→C]
φtr(W )|C, Φ
p(t) =
∫
[Cp→C]
φtr(W )|C,
which count skyscraper sheaves supported on the strata A1 and p respectively.
Lemma 5.9. There is a decomposition Φpt(t) = Φ◦(t) ·Φp(t).
Proof. Because the integration map is a homomorphism, it suffices to show the identity
[Cϑ → C] = [C◦ → C] ⋆ [Cp → C] (13)
in the motivic Hall algebra. Consider the substack Y ⊂ Ext, parametrising those short
exact sequences
0→M◦ →M →Mp → 0,
with M◦ in C◦ and Mp in Cpδ2 . The right hand side of (13) is then the class [Y → C] of
the map Y →֒ Ext → C which maps a short-exact sequence to its middle term. Because
an extension of semistable modules of phase ϑ of the same phase is again semistable of
phase θ, this map factors as Y→ Cϑ →֒ C, and we claim that this factorisation identifies
the classes [Y→ C] and [Cϑ →֒ C] in K(St/C). By [Bri12, Lem. 3.2] it is sufficient to check
that functor Y(C) → Cϑ(C) on C-points is an equivalences of categories. The support
property guarantees that this is true: a semistable module M of phase ϑ is the image
M = Ψ(F) of a finite length sheaf on C, hence it is the unique extension M ≃M◦ ⊕Mp
of the modules
M◦ := Ψ(F|A1), M
p = Ψ(F|p),
in C◦(C) and Cp(C). Hence any object of C(C) lifts uniquely to Y(C). 
To calculate the two partition functions, we present the C◦ and Cp as substacks of the
moduli stacks of a different quiver with potential. For C◦, define the quiver with potential
Q has a unique vertex and arrows
Q1 = {α1,α2,α3,β1,β2,β3,γ1,γ2,γ3}.
We endow this with the following potential: let locy : CQ → CQ the matrix algebra
Mat3×3(CQ) has a trace map trQ : Mat3×3(CQ)→ CQ and locy is its composition with
the homomorphism CQ→ Mat3×3(CQ) defined on generators as
s 7→
γ3 0 00 0 0
0 0 0
 , c 7→
0 0 01 0 0
0 0 0
 , d 7→
0 β1 β20 0 0
0 0 0
 ,
x 7→
0 0 00 γ2 β3 − γ1γ3
0 γ1 α3 − γ2
 , y 7→
0 0 00 0 α1 + γ3
0 1 α2
 .
Then W = locy(W ) ∈ CQcyc is a potential on Q.
Lemma 5.10. There is an isomorphism M◦ ≃MQ that pulls back tr(W ) to tr(W).
Proof. Fix δ = (k, 2k) and write U, V ⊂ Repδ(Q) for the subspaces
U :=
{
ρ ∈ Repδ(Q) |
(
ρ(c) ρ(yc)
)
∈ GL2k(C)
}
V :=
{
ρ ∈ Repδ(Q) |
(
ρ(c) ρ(yc)
)
= IdC2k
}
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Then U is a GL2k-principal bundle U → V as follows: for ρ ∈ U let A =
(
ρ(c) ρ(yc)
)
,
then its image in V is the representation g · ρ where g ∈ GLδ is the block matrix
g =
(
Idk 0
0 A−1
)
.
The spaces U and V are preserved by the subgroup GLk ⊂ GLk ×GL2k of pairs of matrices
(h,
(
h 0
0 h
)
) and the map U → V is equivariant with respect to this subgroup. Therefore
M◦ ≃ U/GLδ ≃ V/GLk .
Any representation ρ ∈ V is determined by the nine k × k matrices, blocks
ρ(s), ρ(c) =
(
Idk
0
)
, ρ(d) =
(
d0 d1
)
,
ρ(x) =
(
x00 x01
x10 x11
)
, ρ(y) =
(
0 y01
Idk y11
)
,
and the GLk action is given by conjugation on each k × k block. It follows that the map
Yk → Repk(Q) which sends a representation ρ ∈ Yk the representation τ ∈ Repk(Q) with
τ(α1) = y01 − ρ(s), τ(α2) = y11, τ(α3) = x11 + x00,
τ(β1) = d0, τ(β2) = d0, τ(β3) = x01 + x10x00,
τ(γ1) = x10, τ(γ2) = x00, τ(γ3) = ρ(s),
is a GLk-equivariant isomorphism which identifies the traces of the potentials W and W .
Taking the union over all dimension vectors gives the required isomorphism. 
One can check that the isomorphism identifies the nilpotent locus in M◦ with the van-
ishing locus of the ideal J = (s, d0, d1, x00, x01, x11, y01, y11), and identifies C
◦ with the
intersection of this locus with the critical locus of tr(W). We can now prove the following.
Lemma 5.11.
Φ◦(t) = Sym
∑
k≥1
L−
3
2 [A1]
L
1
2 − L−
1
2
· tk1t
2k
2

Proof. The potential W ∈ CQcyc has the following form:
W = locy(x
2y − f(y) + cdy2 − sdc+G(s))
= α1β1 + α2β2 + (α3 + α2γ1)β3 + α1 · W1 + α2 · W2 + α3 · W3 +Wmin
where for each i the expression Wi does not contain any terms in the generators βi or
terms in the generators αj for j < i, and Wmin contains only terms in the generators γi.
For i = 1, 2, 3 let ψi : CQ → CQ be the endomorphism defined on generators by
ψi(αj) = αj, ψi(γj) = γj , ψi(βj) =

βj j 6= i
βj −Wj j = i = 1, 3
βj −Wj − γ1β3 j = i = 2
.
Then it is easy to see that each ψi is invertible, and the composition ψ := ψ3 ◦ ψ2 ◦ ψ1
maps W to ψ(W) =
∑
i=1,2,3 αiβi +Wmin. Here the minimal potential Wmin is obtained
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by removing all terms in the generators αi,βi from W :
Wmin =W|αi=βi=0
= [γ1,γ2]γ3 − trQ
(
f
( 0 0 0
0 0 γ3
0 Idk 0
))
+G(γ3)
= [γ1,γ2]γ3 − trQ
(
0 0 0
0 feven(γ3) 0
0 0 feven(γ3)
)
− trQ
(
0 0 0
0 0 γ3fodd(γ3)
0 fodd(γ3) 0
)
+G(γ3)
= [γ1,γ2]γ3.
Let J ⊂MQ be a finite type substack of MQ, then by motivic Thom-Sebastiani∫
J
φtr(W) =
∫
J
φtr(ψ(W)) =
∫
J
φtr(Wmin) =
∫
J
φtr([γ1,γ2]γ3).
In particular, this applies to the image Jk of a stratum C
◦
(k,2k) ⊂M
◦ under the isomorphism
M◦ ≃MQ in lemma 5.10. It then follows from the main result of [BBS13] that the partition
function Φ◦(t) is a motivic count of the points on A1 ⊂ A3, which is
Φ◦(t) =
∑
k≥0
∫
Jk
φtr([γ1,γ2]γ3) · t
k
1t
2k
2 = Sym
∑
n≥1
L−
3
2 [A1]
L
1
2 − L−
1
2
· tk1t
2k
2
 . 
For the second partition function we proceed in a similar fashion: for each δ = (k, 2k)
there is an open neighbourhood Vk ⊃ Cp of the form V ≃ Vk/GLk for
V =
{
ρ ∈ Repδ(Q) |
(
ρ(c) ρ(xc)
)
= IdC2k
}
.
Presenting representations ρ ∈ V as block matrices, there is a GLk-equivariant isomor-
phism V → Repk(Q) which sends ρ 7→ τ for τ the representation
τ(α1) = d0 − c · s, τ(α2) = x01, τ(α3) = x11,
τ(β1) = ρ(s)− y
2
00 − y01y10, τ(β2) = y00 + y11, τ(β3) = y01,
τ(γ1) = y10, τ(γ2) = y00, τ(γ3) = d1,
where c ∈ C is the coefficient of s2 in the polynomial G(s). This isomorphism gives an
isomorphism of stacks Vk ≃ MQ,k which identifies tr(W ) with the trace of the potential
W = locx(W ), for locx : CQ→ CCQ is the composition of trQ : Mat3×3(CQ)→ CQ with
the homomorphism
s 7→
β1 + γ22 + β3γ1 0 00 0 0
0 0 0
 , c 7→
0 0 01 0 0
0 0 0
 , x 7→
0 0 00 0 α2
0 1 α3
 ,
d 7→
0 α1 + c · (β1 + γ22 + β3γ1) γ30 0 0
0 0 0
 , y 7→
0 0 00 γ2 β3
0 γ1 β2 − γ2
 .
One can check that the isomorphism identifies Cp with CQ,W .
Lemma 5.12. There is an equality
Φp(t) = Sym
∑
n≥1
L−
3
2 [pt]
L
1
2 − L−
1
2
· tn1 t
2n
2
 .
Proof. A brief calculation shows that W is of the form
W = locx(x
2y − f(y) + cdy2 − sdc+G(s))
= α1β1 + α2β2 + α3β3 + (. . . higher order terms . . .).
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By lemma 6.18, the partition function ΦQ,W(T ) coincides with the partition function
ΦQmin,Wmin(T ), where the minimal potential Wmin obtained by setting the generators αi
and βi to 0:
Wmin = −trQ
(
f
(
0 0 0
0 γ2 0
0 γ1 −γ2
))
+ c · γ22 + [γ1,γ2]γ3 − c · γ
4
2 +G(γ
2
2)
= [γ1,γ2]γ3 − 2feven(γ2) +G(γ
2
2)
= [γ1,γ2]γ3,
defined on the quiver Qmin with γi as its loops. Then by lemma the partition function
coincides with the one from [BBS13]:
Φp(t) = ΦQ,W(t) = ΦQmin,[γ1,γ2]γ3(t) = Sym
∑
k≥1
L−3/2[pt]
L
1
2 − L−
1
2
· tk1t
2k
2
 . 
Putting the two together gives the desired DT invariants.
Proposition 5.13. The BPS invariants are BPSptk = L
−32 [P1] for all k ≥ 1.
Proof. By lemma 5.9 the partition function counting points is Φpt(t) = Φ◦(t) ·Φp(t), so
it follows from lemmas 5.11 and 5.12 and the properties of the plethystic exponential that
Φpt(t) = Sym
∑
k≥0
L−
3
2
(
[A1] + [pt]
)
L
1
2 − L−
1
2
tk1t
2k
2
 . 
Remark 5.14. In the framework of [BBS13] the BPS invariants are defined as a virtual
count of points, and should be given by the restriction of the virtual motive of Y :
[Y ]virt |C = L
− dimY/2[C] = L−3/2[P1].
The proposition shows that the invariants BPSptk , which we compute in the framework of
[KS08], are in fact given by this virtual motive.
5.3. Invariants for C. The object Ψ(OC) has dimension vector δ = (0, 1), and its parti-
tion function is calculated over the moduli space M(0,k) ≃MQ of the quiver Q which has
a unique vertex with loops x, y and a potential W = x2y − f(y):
ΦOC(−1)(t) = Sym
∑
k≥1
BPSCk
L
1
2 − L−
1
2
· tk2
 =∑
k≥0
∫
CQ,W,k
φtr(W) · t
k
2 .
An explicit calculation would use the integration formula of Denef–Loeser, which requires
one to find an embedded resolution h ◦Xk → Repk(Q) of {tr(W) = 0}. We are able to
perform this calculation for the k = 1, but for k > 2 the dimension of Repk(Q) is at least
8 and finding a suitable embedded resolution is rather complicated.
Instead, we determine the realisations χmmhs(BPS
C
k ) in the Grothendieck ring of mon-
odromic mixed Hodge structures. As shown in [DM20], the realisation χmmhs(BPS
C
k )
coincides with the class [BPSCk ] of a monodromic mixed Hodge structure
BPSCk := Hc
(
MQ,k,
(
φmmhstr(W) ICMQ,k
)nilp)
,
where Mk →MQ,k := Repk(Q)//GLk(C) is the associated coarse moduli scheme ofMQ,k,
and the cohomology with compact support is taken over image under the vanishing cycle
functor φmmhstr(Wcon) of the intersection complex ICMQ,k of this scheme, restricting to the
nilpotent locus. The following follows from the main result of [Dav19].
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Lemma 5.15. BPSCk vanishes for k > 2.
Proof. As shown in [Dav19], if the (completed) Jacobi algebra Jac(Q,W) is finite dimen-
sional, BPSk has a finite total rank which coincides with the numerical realisation of the
BPS invariant χnum(BPS
C
k ). The (completed) Jacobi algebra Jac(Q,W) is the contraction
algebra of π : Y → SpecR, which is finite dimensional [Wem18]. By results of Katz, the
numerical DT invariant of dimension vector (0, k) coincides with the Gopakumar-Vafa
invariant of the flop:
χmmhs(BPSCk ) = GVk,
which are zero for k greater than the length invariant ℓ = 2. Then [Dav19, Theorem B]
implies BPSCk has rank zero, hence is trivial. 
Corollary 5.16. χmmhs(BPS
C
k ) = 0 for k > 2.
5.4. The realisation for k = 2. The coarse moduli space MQ,2 is a smooth scheme.
Lemma 5.17. MQ,2 ≃ A5
Proof. As shown by Procesi [Pro84], the ring of GL2-invariant functions on the space
Rep2(Q) is the ring of trace functions tr(p) : ρ 7→ tr(ρ(p)) of noncommutative polynomials
p ∈ C〈x, y〉, subject to the relations
tr(p1p2p3) + tr(p1p3p2) = tr(p1p2)tr(p3) + tr(p1p3)tr(p2)
+ tr(p1)tr(p2p3)− tr(p1)tr(p2)tr(p3).
(14)
for any triple of noncommutative polynomials p1, p2, p3. He checks moreover that the ring
is generated by the tr(p) with p of length at most 2. One then sees that
M2(Q2) = SpecC[tr(x), tr(y), tr(x
2), tr(y2), tr(xy)]. 
BecauseMQ,2 is smooth, its intersection complex ICM2(Q) is trivial, and we can calculate
the BPS invariant of the function tr(W) on the coarse scheme.
Lemma 5.18. Let C ⊂ MQ,2 denote the origin, then there is an equality in K0(MMHS):
χmmhs
(
BPSC2
)
= χmmhs
(∫
C
φtr(W)
)
,
where on the right-hand side tr(W) is regarded as a function on MQ,2.
Proof. Because MQ,2 ≃ A5 is smooth of dimension 5, its intersection complex is simply
ICMQ,2 = Q[− dimMQ,2] = Q[−5],
where Q denotes the constant sheaf with value Q on MQ,2. It then follows from the
monodromic version of [DL98, Theorem 4.2.1] (see [Dav19, §2.7]), that
χmmhs
(∫
C
φtr(W)
)
=
[
Hc
(
MQ,2,
(
φmmhstr(W)Q[−5]
)nilp)]
.
and the right hand side of the equation is precisely [BPS2] = χmmhs
(
BPSC2
)
. 
Proposition 5.19. Let a be the maximal integer such that y2a divides feven(y), then
χmmhs
(
BPSCk
)
= χmmhs
(
L−
1
2 (1 − [µa])
)
.
Proof. Substituting p1 = p2 = y and p3 = y
n into (14), there is a relation
2 · tr(yn+2) = tr(y2)tr(yn) + 2 · tr(yn+1)tr(y)− tr(y)2tr(yn),
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in the coordinate ring ofMQ,2 for every n > 0. There is thus a polynomial v(tr(y), tr(y2))
so that tr(f(y)) can be written as
tr(f(y)) = β1 · v(β1,γ) + feven(tr(y
2)).
Likewise, substituting p1 = p2 = x, p3 = y into equation (14) gives an expression for
tr(x2y). Choosing the coordinates
α1 =
1
2 tr(x
2)− 12 tr(x)
2 − v(tr(y), tr(y2)), β1 = tr(y),
α2 = tr(xy), β2 = tr(x), γ = tr(y),
one finds that tr(W) can be written as the polynomial
tr(x2y − f(y)) = α1β1 + α2β2 − feven(γ
1
2 ).
By assumption feven(γ
1
2 ) = u(γ) · γa for u(γ) invertible on some neighbourhood of the
nilpotent locus. Then it follows from the Thom-Sebastiani identity that∫
C
φtr(W) =
∫
C
φα1β1+α1β2+u(γ)·γa =
∫
A1γ
φγa = L
−12 (1− [µa]). 
5.5. The BPS invariant for k = 1. For k = 1 the representation space is Rep1(Q) ≃ A
2,
with the origin as the nilpotent locus. We will abuse notation and write W for the
commutative polynomial tr(W) = x2y − f(y) ∈ C[x, y].
The plethystic exponential has the first order expansion Sym(
∑
k>1 ak·T
k) = 1+a1·T+. . .,
so the BPS invariant coincides with the first DT invariants:
ΦOC(−1)(t) = 1 +
BPSC1
L
1
2 − L−
1
2
· tk2 + (. . . higher order terms . . .).
The functionW has an isolated singularity at the origin, so we can fix an open neighbour-
hood U →֒ Rep1(Q) of (0, 0) so thatW does not have any other singularities outside (0, 0).
The DT invariant, and hence the BPS invariant, can be computed on as the vanishing
cycle on this neighbourhood:
BPSC1
L
1
2 − L−
1
2
=
∫
CQ,1
φtr(W) = L
1
2GL1(C)
−1 ·
∫
{(0,0)}⊂A2
φtr(W) =
∫
U φW
L
1
2 − L−
1
2
.
To calculate the right-hand side we construct an embedded resolution h : X → U of the
divisor Z := {W = 0} such that h∗Z has normal crossings: i.e. every prime component
of h∗Z is a smooth codimension 1 subvariety of X and the intersection of any set of
components is defined by a regular sequence.
As before let a, b ∈ N be the maximal integers such that y2a divides feven(y) and such
that y2b divides fodd(y). Then the embedded resolution depends on a and b as follows.
Proposition 5.20. If a ≤ b there exists an embedded resolution h : X → U such that
h∗Z = L1 + L2 +
a∑
k=2
(2k − 1) · E2k−1 + 2a · E2a + 4a ·E4a,
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where L1 and L2 are the components of the strict transform of Z and the Ei are exceptional
curves. These components intersect each other as follows:
L1
E3
E5
E2a−1
L2
E4a
E2a
Proposition 5.21. If a ≤ b there exists an embedded resolution h : X → U such that
h∗Z = L1 + L2 +
b∑
k=2
(2k − 1) ·E2k−1 + (2b+ 1) ·E2b+1,
where L1 and L2 are the components of the strict transform of Z and the Ei are exceptional
curves. These components intersect each other as follows:
L1
E3
E5
. . .
E2b−1
L2
E2b+1
The resolutions can be found via a sequence of blowups of points, a straightforward but
somewhat long computation which we include in the appendix A.
To compute the motives we use the formula of Denef–Loeser recalled in §3.2. Write h∗Z
as a sum
∑
i∈I miEi of prime divisors Ei with multiplicity mi > 0 ranging over an index
set I, and let EJ and E
◦
J be the strata for subsets J ⊂ I. Looijenga [Loo02] defines the
following degree mI = gcd{mj | j ∈ J} cover DJ → EJ of EJ : let g : X˜ → A1 be the
normalisation of the base-change
A1 ×A1 X X
A1 A1
z 7→zmI
W◦h
then DJ → EJ is the restriction of g−1(1) →֒ X˜ → X to EJ . This cover has a canonical
µmI -action via its action on A
1. We will also denote by D◦J → E
◦
J the restriction to the
open subspace E◦J , which is a regular cover with Galois group µmJ . To ease notation, we
write Dj , etc. instead of D{j}, etc. if J = {j} is a one-element set.
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Proposition 5.22. The BPS invariant is
BPSC1 =
{
L−1(1− [D4a]) + 2 a ≤ b
L−1(1− [D2b+1]) + 3 a > b
.
where D4a has genus a with an µ4a-action and D2b+1 is genus b with an µ2b+1 action.
Proof. Given a resolution as above, the Denef-Loeser formula for the motivic integral is
LdimU/2 ·
∫
U
φW = [Z]−
∑
∅ 6=J⊂I
(1 − L)|J|−1[D◦J ],
where D◦J caries the µ̂ action induced from the µmJ -action. For the case a ≤ b, the explicit
expression can then be read of from the diagram in 5.20: write E1 = L1 and E2 = L2 and
let I = {1, 2, 3, 5, . . . , 2a− 1, 2a, 4a} then the formula expands to
L ·
∫
U
φW = [Z]− [D
◦
1 ]− [D
◦
2 ]
− (1− L)[D◦{1,3}]− (1 − L)[D
◦
{2,4a}]
−
a∑
i=2
[D◦2i−1]− (1− L)
a−1∑
i=2
[D◦{2i−1,2i+1}]
− [D◦2a]− [D
◦
4a]− (1 − L)[D
◦
{4a,2a}]− (1− L)[D{2a−1,4a}].
We will reduce this expression line by line. The divisor L1 appears with multiplicity
m1 = 1, so that D1 = L1 is a trivial cover and D
◦
1 ⊂ L1 is the complement of the
intersection point, which lies above the singularity ofW ; similarly for L2. Because L1⊔L2
is the strict transform of Z, it is isomorphic to Z outside the singular locus, so that
[Z]− [D◦1 ]− [D
◦
2 ] = ([Z]− 1)− ([L1] + [L2]− 2) + 1 = 1.
Likewise, the intersection points of L1 ∩ E3 and L2 ∩ E4a have a trivial cover, so that
−(1− L)[D◦{1,3}]− (1− L)[D
◦
{2,4a}] = 2L− 2.
For i = 2, . . . , a − 1, the exceptional E2i−1 ≃ P1 has multiplicity m2i−1 = 2i − 1 and
intersects E2i+1 in a point with multiplicity gcd(2i − 1, 2i + 1) = 1. It follows that each
cover D2i−1 → E2i−1 is connected, and therefore restricts to a regular covering
D◦2i−1 → E
◦
2i−1 ≃ Gm,
for each i = 2, . . . , a. The only connected cover is D◦2i−1 ≃ Gm, which means that the map
D◦2i−1 → E
◦
2i−1 is an equivariant isomorphism. Hence in Mot
µ̂(C) there is an equality
[D◦2i−1] = [E
◦
2i−1] = L− 1.
It follows that these curves and their intersections contribute
−
a∑
i=2
[D◦2i−1]− (1− L)
a−1∑
i=2
[D◦{2i−1,2i+1}] = (a− 1)(1− L)− (a− 2)(1− L) = 1− L
Likewise, D2a−1 intersects D4a in a point with multiplicity gcd(2a − 1, 4a) = 1 and
contributes
−(1− L)[D{2a,4a}] = L− 1.
The curve E2a only intersects E4a in a single point, so that E
◦
2a ≃ A
1, which has only
the trivial µ2a-cover D
◦
2a = (A
1)⊔2a → A1 for which µ2a permutes the sheets. Hence D
◦
2a
is an equivariant vector bundle over µ2a and it follows that [D2a] = L[µ2a]. Likewise,
the intersection E2a ∩ E4a is a point which is covered by E{2a,4a} = µ2a because the
multiplicity is gcd(2a, 4a) = 2a. Adding these two contributions gives:
−[D◦2a]− (1 − L)[D
◦
{2a,4a}] = −L[µ2a]− (1− L)[µ2a] = −[µ2a].
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The curve E4a intersects L2 and E2a−1 in a point of multiplicity 1 and E2a in a point of
multiplicity 2a, so D4a → E4a is a connected cover with Euler characteristic
χ(D4a) = 4aχ(E
◦
4a) + (2 + 2a) = 4aχ(P
1 − 3pt)− (2 + 2a) = 2− 2a.
Hence, D4a is a smooth projective curve of genus a with equivariant motive
[D4a] = [D
◦
4a] + 2 + [µ2a].
Collection the terms found above, it follows that the motivic integral is∫
U
φW = L
−1 (1 + 2L− 2 + (1− L) + (L− 1)− [µ2a]− [D4a] + 2 + [µ2a])
= L−1(1− [D4a]) + 2.
The case a > b proceeds in much the same way, and yields the motivic integral
L
∫
U
φW ab = 1 + (b − 1)(1− L) + (b+ 2)(L− 1)− [D2b+1] + 3
= (1− [D2b+1]) + 3L,
where D2b+1 is a genus b curve with an µ2b+1 action. 
To complete the calculation, we will make the Hodge structure and monodromy on the
curves D4a and D2b+1 explicit. We recall some generalities.
Suppose Cg is a smooth projective curve of genus g over C with ρ : µi →֒ Aut(Cg) an
action of µi. The components of its integral (co-)homology
H•(Cg,Z) ≃ Z⊕ Z
2g[1]⊕ Z[2] ≃ H•(Cg,Z),
carry an induced action Hi(ρ,Z) of µi. Because the action preserves effective classes, it
is trivial on H0(Cg,Z) and H
2(Cg ,Z), so we may concentrate on the middle cohomology.
The middle cohomology of a smooth projective curve has a pure Hodge structure
Hn(Cg,Z)⊗Z C = H
n(Cg,C) ≃
⊕
p+q=n H
p,q(Cg),
with Hp,q(Cg) ≃ H
q,p(Cg). The summands H
p,q(Cg) are isomorphic to H
q(Cg,Ω
p
Cg
) by
the degeneration of the Hodge-to-deRham spectral sequence, and the action of µi restricts
to each summand in the Hodge decomposition
H1(Cg,C) ≃ H
1(Cg,OCg)⊕H
0(Cg,ΩCg),
Each summand is a g-dimensional complex representation of µi, which decomposes as
a direct sum of irreducible representations labeled by their characters ξj . Moreover,
H1(Cg,OCg ) ≃ H
0(Cg ,ΩCg) as dual representations. These structures together form a
monodromic Hodge structure H1(D4a,Q), which is pure of weight 1.
Proof of proposition 5.6. The curve D4a is a ramified cover q : D4a → P1 of degree 4a.
By Birkhoff-Grothendieck, the push-forward q∗OCk splits as a direct sum
⊕4k
i=0 Li of line
bundles Li on P
1. It follows from [Ste77, Lemma 3.14] that this decomposition can be
chosen to be invariant with respect to the monodromy action, with µ4a acting with weight
i on Li. Furthermore, because the curve E4a intersects each of the curves L2, E2a, E2a−1 in
a single point and these curves are of multiplicities 1, 2a, 2a−1, it follows from Steenbrink’s
formula that
Li := OP1
(
−i+
⌊
i
4a
⌋
+
⌊
2a · i
4a
⌋
+
⌊
(2a− 1) · i
4a
⌋)
,
where ⌊−⌋ : Q→ Z is the floor function. Some pleasant modular arithmetic shows that
Li ≃

OP1(−1) i = 2j,
OP1(−1) i = 2j − 1, j ≤ a,
OP1(−2) i = 2j − 1, j > a.
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Because the morphism q : D4a → P1 is affine, H
1(D4a,OD4a) ≃ H
1(P1, q∗OD4a) and the
Hodge decomposition contains exactly a summand ξi for each i such that Li ≃ OP1(−2):
H1(D4a,OD4a) = ξ
2a+1 ⊕ ξ2a+3 ⊕ · · · ⊕ ξ4a−3 ⊕ ξ4a−1.
The second summand H0(D4a,ΩD4a) is obtained by duality. Likewise, the curveD2b+1 is a
ramified cover q : D2b+1 → P1 of degree 2b+1 and the decomposition q∗OD2b+1 =
⊕2b+1
i=0 Li
can be chosen invariantly, with µ2k+1 acting on Li by weight i. Because the curve E2b+1
intersects E2b−1 of multiplicity 2b − 1 and has a double intersection with the curve L2,
which has multiplicity 1, these line bundles are
Li := OP1
(
−i+ 2
⌊
i
2b+ 1
⌋
+
⌊
(2b− 1) · i
2b+ 1
⌋)
≃
{
OP1(−1) i ≤ b,
OP1(−2) i > b.
Taking the first cohomology once more, one finds
H1(D2b+1,OD2b+1) = ξ
b+1 ⊕ ξb+2 ⊕ · · · ⊕ ξ2b−1 ⊕ ξ2b,
with H0(D2b+1,ΩD2b+1) being the dual representation. 
6. Preservation of Superpotentials under Auto-Equivalences
Let Y → SpecR be a flopping contraction as before, which is (at least in a neighbourhood
of the flopping curve C) described by a Jacobi algebra A = Jac(Q,W ). In this section
we relate the DT-theory of objects in DbC(Y ) ≃ D
b
nilp(A) to their deformation theory, as
represented by some Calabi–Yau enhancement. The Calabi–Yau structure endows every
stable module M ∈ nilpA ⊂ Dbnilp(A) with a minimal potentialWM which determines the
BPS invariants.
In this model it becomes possible to compare potentials of different objects M and N
related by N ≃ F (M) via a standard derived equivalence F , i.e. a derived equivalence
that lift to an enhancement of Db(A). This includes in particular all tilting functors
defined in section 4. Any standard equivalence has an action on Hochschild homology
HH•(F ) : HH•(A)→ HH•(A).
We formulate the following sufficient condition for the potentials to be preserved by F in
terms of the action HH3(F ) on Hochschild homology.
Theorem 6.1. Suppose F : Db(A) → Db(A) is an R-linear standard equivalence which
acts on Hochschild homology as HH3(F ) = λ ∈ C×. Then for every pair M,N ∈ D
b
nilp(A)
with F (M) ≃ N the potentials WM and λ · WN are equivalent.
As a direct consequence we obtain the desired result claimed in section 5.
Corollary 6.2. Let F : Db(A) → Db(A) satisfy the condition in the theorem, then for
any pair of stable modules M,N ∈ nilpA with F (M) ≃ N there are equalities
BPSk·dimM = BPSk·dimN
For the family of length 2 flops we work with, the units R× of the base are trivial and in
this case the homological condition is automatically satisfied.
Proposition 6.3. Suppose the base R has trivial units R× ≃ C×, then the assumptions
of theorem 6.1 are satisfied by every R-linear standard derived auto-equivalence of Db(A).
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To prove the theorem requires us to relate the Hochschild homology of a smooth DG-
enhancement A of Db(A) with (a version of) the Hochschild cohomology of a proper DG-
enhancement N of Dbnilp(A), and to show that this relation is compatible with derived
equivalences. This relation comes from a pairing on Hochschild homology reviewed in
§6.1 and is related to Koszul duality as we show in §6.2. The potentials are defined on
the minimal model of N , which as we explain in §6.4 is given by a cyclic A∞-category of
twisted complexes. The cyclic inner product on this category expresses the Calabi–Yau
property, and is the crucial additional structure which allows one to define the potentials
as we recall in §6.3.
6.1. Hochschild homology. We recall the notion of Hochschild (co-)homology and Calabi–
Yau structures on DG-categories and A∞-categories. Detailed introductions to the theo-
ries of DG and A∞ categories can be found in [Kel06] and [Lef03] respectively. In what
follows we work over the base-field C, all DG-/A∞-categories are assumed to be small and
all A∞-categories are assumed to have strict units. If C is a DG-/A∞-category we write
Perf C for its DG-category of perfect complexes.
Given a DG-/A∞-category C, then Hochschild complex is (see e.g. [Kel06, §5.3])
C(C) :=
⊕
k≥0
⊕
ci∈ObC
C(c1, c0)⊗ (C(c2, c1)⊗ . . .⊗ C(c0, ck)), b

where the differential b is given by application of the composition ◦ and differential d if C
is a DG-category, and involves also the higher multiplications in case C is an A∞-category
(see e.g. [Gan13] or the appendix to [She16]). Its homology HH•(C) := H
−•C(C) is the
Hochschild homology of C, and HHk(C) computes morphisms
C! → C[−k],
in the derived category of C-bimodules, where C! denotes the derived C-bimodule dual. The
cohomology of the linear-dual complex C(C)∗ is the Hochschild cohomology HH•(C, C∗),
which computes morphisms
C → C∗[−k],
in the derived category of C-bimodules, where C∗ denotes the linear dual module. These
Hochschild (co-)homology groups can be used to define the two versions of the Calabi-Yau
property.
Definition 6.4. A (weak) left k-Calabi–Yau structure is a cycle ν ∈ Ck(C) such that the
corresponding map C! → C[−k] is an isomorphism. A (weak) right k-Calabi–Yau structure
is a cocycle ξ ∈ Ck(C)
∗ such that the corresponding map C → C∗[−k] is an isomorphism.
The Hochschild (co-)homology groups are co-/contra-variantly functorial: given a DG-
/A∞-functor F : C → D there is a chain map C(F ) : C(C)→ C(D), which induces maps
HH•(F ) : HH•(C)→ HH•(D), HH
•(F ) : HH•(D)→ HH•(C).
For a DG-functor the map C(F ) is simply given by applying the map F point-wise:
C(c1, c0)⊗ . . .⊗ C(c0, ck)
F⊗...⊗F
−−−−−−→ D(F (c1), F (c0))⊗ . . .⊗D(F (c0), F (ck)),
and for an A∞-functor F = (Fk)k≥1 it also involves the higher maps (see [Gan13, §2.9]).
Recall that a DG-category C is smooth if it is perfect as a bimodule over itself, and its is
proper proper if the the cohomology H•C(c, c′) is finite dimensional for all c, c′ ∈ ObN ,
If a DG category C is smooth and proper, it admits a perfect pairing on its Hochschild
homology (see [Shk13]), which is the DG-categorical analogue of the Mukai pairing for
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smooth projective schemes [Cal03]. The duality induced by this pairing identifies left and
right Calabi–Yau structures.
In the non-compact Calabi-Yau setting we work in, the DG-categories are smooth but not
proper. There nonetheless exists a pairing when restricting to a subcategory N ⊂ C of
compactly supported objects, as shown in [BD19]. Recall that an object p ∈ C is compactly
supported if C(c, p) ∈ PerfC for all c ∈ C. If N ⊂ C is the full DG-subcategory on a set
of compactly supported objects, then the diagonal bimodule C defines a DG-functor
C(−,−) : Cop ⊗N → PerfC,
into PerfC. Applying the Hochschild complex construction gives a morphism
C(Cop)⊗C(N )
∇
−→ C(Cop ⊗N )
C(C(−,−))
−−−−−−−→ C(PerfC), (15)
where ∇ is the shuffle product. Passing to cohomology, we obtain a pairing:
〈−,−〉N : HH•(C
op)⊗HH•(N )→ HH•(PerfC) ≃ HH•(C) ≃ C.
If ν ∈ HHd(C) ≃ HHd(Cop) is a left Calabi-Yau structure on C, then 〈ν,−〉 ∈ HH•(N ,N ∗)
is a right Calabi-Yau structures on N (see [BD19, Theorem 3.1]), but in general not every
right Calabi–Yau structure arises in this way. Just as the Mukai-pairing of a smooth
projective variety is preserved under Fourier-Mukai transforms (see [Cal03]), so is the
above pairing preserved under suitable DG-functors.
Lemma 6.5. Suppose F : C → D is a quasi-fully-faithful DG-functor that maps a com-
pactly supported subcategory N to N ′, then 〈HH•(F op)(−),HH•(F )(−)〉N = 〈−,−〉N ′ .
Proof. Because the map induced by a functor on Hochschild complexes is given by term-
wise application, the Hochschild action of F op ⊗ F commutes with the shuffle product:
∇ ◦ (C(F op)⊗C(F )) = C(F op ⊗ F ) ◦ ∇.
A quasi-fully-faithful functor induces a homotopy between the chain maps C(D(−,−))
and C(C(−,−)) ◦C(F op ⊗ F ) as follows: because F is quasi-fully-faithful, the maps
FM,N : C(M,N)→ D(F (M), F (N)),
are quasi-isomorphisms, natural in M and N . Hence F defines a DG-natural transfor-
mation between the functors C(−,−) and D(−,−) ◦ (F op ⊗ F ), which is a homotopy
equivalence. Hence by [Kel99, Lemma 3.4] the induced map HH•(C(−,−)) coincides with
HH•(D(−,−) ◦ (F
op ⊗ F )) ≃ HH•(D(−,−)) ◦HH•(F
op ⊗ F ). 
Some of the DG-categories we consider are defined over a commutative C-algebra R.
However, we wish to work over C and will view these DG-categories as being equipped
with a compatible R-linear structure. This R-action still induces an R-module structure
on Hochschild homology (over C): given f0[f1 | . . . | fn] ∈ C(C) (written in bar notation)
the action of an element r ∈ R is simply
f0[f1 | . . . | fn] 7→ rf0[f1 | . . . | fn].
is compatible with the Hochschild differential, so that HH•(C) is a graded R-module. An
R-linear DG-functor F : C → D induces an R-linear chain map C(F ) : C(C) → C(D),
which induces R-linear maps HH•(F ) and HH
•(F ). The R-linear structure is also com-
patible with the pairing in lemma 6.5 in the following sense.
Lemma 6.6. If C is an R-linear DG-category N ⊂ A a subcategory of compactly supported
objects, then the pairing is R-linear: 〈r · −,−〉N = 〈−, r · −〉N for all r ∈ R.
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Proof. For clarity, we write G : Cop ⊗ N → Perf C for the functor that maps a pair of
morphisms (f : c′ → c, g : p→ p′) in Cop ⊗N to the map
G(f, g) : C(c, p)→ C(c′, p′), h 7→ g ◦ h ◦ f.
By inspection this satisfies G(r · f, g) = G(f, r · g) because the composition commutes
with the R-action. The shuffle product of f = f0[f1 | . . . | fn] and g = g0[g1 | . . . | gm] is
defined (see e.g. [Lod97, §4.2.1]) as the sum over (n,m)-shuffles σ
∇(f,g) =
∑
±(f0 ⊗ g0)[σ1| . . . |σm+n]
where σi range over the terms f1 ⊗ 1, . . . fn ⊗ 1, 1⊗ g1, . . . , 1⊗ gm. It follows that
(C(G) ◦ ∇)(r · f ,g) =
∑
±G(rf0, g0)[G(σ1) | . . . | G(σn+m)]
=
∑
±G(f0, rg0)[G(σ1) | . . . | G(σn+m)]
= (C(G) ◦ ∇)(f , r · g).
The same identity then holds in cohomology, making 〈−,−〉N an R-linear pairing. 
6.2. Koszul duality. Let A be a (module-)finite algebra over a commutative Noetherian
C-algebra R, and assume it is homologically smooth over C. Then the DG-category of
perfect complexes A := PerfA is a smooth R-linear DG-category. Given a maximal ideal
m ⊂ R there is a full DG-subcategory N ⊂ A of objects with cohomology supported
on m ∈ SpecR, i.e. H0(N ) = Dperf
m
(A) ⊂ Dperf(A). These are compactly supported
objects and hence induce a pairing 〈−,−〉N as in (15). The homotopy category D
perf
m
(A)
is generated by some finite sum S =
⊕
i Si of simple modules. Let pS ∈ N be the
associated perfect complex, so that the DG-algebra
E := A(pS,pS),
computes RHomA(S, S). Because S generates, the embedding E → N is a Morita equiv-
alence, hence defines a quasi-isomorphism C(E) → C(N ) between the Hochschild com-
plexes. Likewise, Aop is Morita equivalent to Aop(A,A) ≃ A, giving a quasi-isomorphism
C(A)→ C(Aop). The pairing therefore restricts to a pairing between Hochschild homolo-
gies of (DG-)algebras
〈−,−〉N : HH•(A) ⊗HH•(E)→ C,
and by adjunction this gives a morphism of R-modules
Υ: HH•(A)→ HH•(E)
∗ = HH•(E,E
∗)
In general this map fails to be an isomorphism (certainly for flops) but this is to be
expected: we may as well have replaced A by a suitable localisation. In fact, one can
replace A by its m-adic completion, in which case the analogous map is an isomorphism
due to Koszul duality [VdB10, Cor. D.2].
Proposition 6.7. The map Υ factors through the completion of HH•(A) as
Υ: HH•(A)→ HH•(A)⊗R R̂ ≃ HH•(E,E
∗).
Proof. As remarked before, the Hochschild homology and its dual compute derived bi-
module morphisms: there are R-linear isomorphisms
HH•(A) ≃ RHomAe(A
!, A), HH•(E,E
∗) ≃ RHomEe(E,E
∗).
It follows from the proof of [BD19, Thm 3.1], the composition of these isomorphisms with
the map Υ: HH•(A)→ HH•(E,E∗) is induced by the following derived functor
RHomA(S,RHomA(−, S)) : D
perf(Ae)→ Dperf(Ee)op,
which maps A to E and A! to E∗. Let R̂ be the completion of R at m, then because
R is Noetherian we may identify the completion M̂ of an R-module with M ⊗R R̂. In
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particular, the completion of A is the base-change Λ ≃ A⊗R R̂. The completed algebra is
a pseudocompact algebra, which Van den Bergh shows [VdB10] is Koszul dual to E. Let
Dperfpc (Λ
e) denote the category of perfect complexes of pseudocompact Λ-bimodules (see
e.g. the appendix of [KY11]). By Koszul duality, the functor
RHomΛ(S,RHomΛ(−, S)) : D
perf
pc (Λ
e)→ Dperf(Ee)op, (16)
is an equivalence of triangulated categories. In particular, it defines an isomorphism
RHomΛe(Λ
!,Λ)→ RHomEe(E,E), making the following diagram ofR-modules commute:
RHomAe(A
!, A)
RHomΛe(Λ
!,Λ) RHomEe(E,E
∗)
RHomA(S,RHomA(−,S))
RHomΛ(S,RHomΛ(−,S))
−⊗RR̂
where − ⊗R R̂ is the map induced by the completion functor (which is exact). The
R-module RHomAe(Λ
!,Λ) is obtained by base-change from the Hochschild homology:
RHomΛe(Λ
!,Λ) ≃ RHomAe(A
!, A)⊗R R̂ ≃ HH•(A)⊗R R̂.
Let K denote the composition of this isomorphism with (16), then Υ is the composition
HH•(A)
−⊗RR̂−−−−→ HH•(A)⊗R R̂
K
−−→ HH•(E,E
∗). 
Suppose F : A → A is an R-linear quasi-equivalence preserving N , then it induces R-
linear endomorphisms HH•(F ) on HH•(A) ≃ HH•(A) and HH
•(F ) on HH•(E,E
∗) ≃
HH•(N ,N ∗). By the previous proposition, the actions are related as follows:
Proposition 6.8. Let F : A → A be an R-linear quasi-equivalence preserving N , then
HH•(F ) = K ◦ (HH•(F )
−1 ⊗R R̂) ◦K
−1
for K : HH•(A)⊗R R̂→ HH•(E,E
∗) the isomorphism from the previous proposition.
Proof. By lemma 6.5 the pairing 〈−,−〉N is invariant under the simultaneous action of
HH•(F ) on both arguments. Hence, by adjunction the map Υ satisfies
HH•(F ) ◦Υ ◦HH•(F ) = Υ,
for any quasi-fully faithful functor F . If F is a quasi-equivalence, then HH•(F ) is moreover
invertible, so that
HH•(F ) ◦Υ = Υ ◦HH•(F )
−1. (17)
Let c : HH•(A) → HH•(A) ⊗R R̂ denote the completion map. Then by proposition 6.7
above, there is a factorisation Υ = K ◦ c, and we can consider the following diagram of
R-modules
HH•(A) HH•(A)⊗R R̂ HH•(E,E
∗)
c K
HH•(A) HH•(A)⊗R R̂ HH•(E,E
∗)
c K
HH•(F )
−1 HH•(F )
−1⊗RR̂ HH
•(F )
The outer compositions agree by (17), and by the universal property of the completion
HH•(F )
−1 ⊗R R̂ is the unique map which makes the left inner square commute. Hence
the right-inner square also commutes and the result follows. 
Corollary 6.9. Suppose F : A → A is an R-linear quasi-equivalence with HH•(F ) = r·
for some unit r ∈ R×, then HH•(F ) = r−1·.
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Remark 6.10. In the context of CY structures, proposition 6.7 shows that any right CY
structure for the objects N supported on m is determined by a left CY structure defined
in a formal neighbourhood of m, and that a ‘global’ left CY structure restricts to this
formal neighbourhood. Although not every right CY structure for N is the image of a
global left CY structure, proposition 6.8 shows that the action of a global equivalence on
the right CY structures on N is nonetheless determined by its action on the global left
CY structures.
6.3. Cyclic A∞-categories. We would like to endow the properly supported objects in
our 3-CY categories with a potential that expresses its deformation theory, and compare
the potentials of objects related by a derived auto-equivalence. To this end we use A∞-
categories equipped with a cyclic structure which are a strict version of a right Calabi–
Yau structure. Because we can, we assume that all A∞-categories/functors/modules are
strictly unital.
Given an A∞-category C, we write C
∞
mod C for its DG-category of A∞-bimodules. The
Hom-complex between bimodules M,N ∈ C
∞
mod C is of the form
C
∞
mod C(M,N) :=
(⊕
i,j≥0 HomC(C
⊗i ⊗M ⊗A⊗j , N), d
)
,
and so any degree k bimodule map α : M → N [k] is given by its components αi,j . Any
A∞ category C is a bimodule over itself, and so is its linear dual C∗ by pre-composition.
Given an A∞-functor F : C → D there is a pullback F ∗ : D
∞
modD → C
∞
modC, which
identifies F ∗M(c, c′) =M(F (c), F (c′)). The functor also gives a morphism F : C → F ∗D
in a natural way, so that we may complete any bimodule morphism α : D → D∗ to a
bimodule morphism C → C∗ via the diagram
C F ∗D
C∗ F ∗D∗
F
α
F ∗
in C
∞
mod C. By slight abuse of notation we denote the dashed vertical arrow as F ∗α. In
this bimodule formalism, a cyclic structure is defined as follows.
Definition 6.11. Let C be a finite dimensional A∞-category. A cyclic structure on C is
an A∞-bimodule homomorphism σ = (σi,j) : C → C∗[−3] such that self-dual:
(1) the higher maps σi,j for (i, j) 6= (0, 0) vanish,
(2) for all a, b ∈ Ob C the map σ0,0(a, b) : C(a, b)→ C(b, a)∗ is an isomorphism,
(3) the dual σ∗ : C∗∗[3]→ C∗ is identified with σ via C ≃ C∗∗ and shifting by [−3].
Under these conditions the pair (C,σ) is a cyclic A∞-category. A cyclic A∞-functor
F : (C,σ)→ (D,σ′) is given by the those A∞-functors F : C → D such that F ∗σ′ = σ.
Objects in a cyclic A∞-category are endowed with a potential. Let (C,σ) be a cyclic A∞-
category and T ∈ Ob C an object with endomorphism A∞-algebra CT := C(T, T ), which
has a cyclic structure σ|T : CT → C∗T given by the restriction of σ. Then the potential of
T is the non-commutative formal function
W =WT ∈
(⊕
k≥1(C
1
T )
⊗k
)∗
which maps the k + 1 tuple f0 ⊗ . . .⊗ fk of degree 1 elements to
W(f0, . . . , fk) := σ(f0)(mk(f1, . . . , fk)).
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Let N = dimC C1T and define QT to be the N -loop quiver, then W may be regarded as a
formal potential W ∈ ĈQcyc. If F : (C,σ) → (D,σ′) is a cyclic A∞-functor then Kajiura
[Kaj07, Prop 4.16] shows that there is an induced formal homomorphism ĈQF (T ) → ĈQT
of the quiver algebras which maps the potential WF (T ) to WT .
For a generalA∞-functor F the pullback F
∗σ of a cyclic structure fails to be cyclic, but can
be made cyclic via a perturbation, as Kontsevich–Soibelman [KS09] have shown. Given
a cyclic A∞-category (C,σ), the map σ = σ0,0 defines an cochain in the dual Hochschild
complex via the isomorphism5⊕
c,c′∈Ob C
HomC(C(c, c
′), C∗(c, c′)) ≃
⊕
c,c′∈Ob C
HomC(C(c, c
′)⊗ C(c′, c),C) ⊂ C(C)∗,
and its homotopy class coincides with a class [σ] ∈ HH3(C, C∗). If F : C → D is an
A∞-functor onto a second cyclic A∞-category (D,σ′), then HH
3(F )[σ′] corresponds to
the homotopy class of the bimodule morphism F ∗σ′. One can therefore ask that the
condition F ∗σ′ = σ holds up to homotopy:
HH3(F )[σ′] = [σ].
If this condition holds, there exists an automorphism of C that perturbs F ∗σ to σ. This
automorphisms are described in [CL10] in the setting of A∞-algebras, which will suffice.
Lemma 6.12. Let (C,σ) and (D,σ′) be minimal cyclic A∞-algebras with an A∞-homo-
morphism f : C → D. Suppose HH•(f)([σ′]) = [σ], then there exists an A∞-automorphism
g : C → C such that the composition f ◦ g is a cyclic A∞-homomorphism.
Proof. See the proof of [CL10, Prop 7.4]. 
This result applies to the endomorphism A∞-algebras of objects in a cyclic A∞-category.
Lemma 6.13. Let (C,σ) and (D,σ′) be minimal cyclic A∞-categories and F : C → D a
quasi-fully-faithful A∞-functor which satisfies HH
3(F )[σ′] = [σ]. Then for every M ∈ C
there exists a cyclic A∞-algebra isomorphism (CM ,σ|M )→ (DF (M),σ
′|F (M)).
Proof. If an A∞-functor between minimal A∞-categories is quasi-fully-faithful, then the
restrictions F |M : CM → DF (M) are A∞-isomorphisms. By the perturbation lemma 6.12
it suffices to shows that this preserves the Hochschild cohomology classes of the cyclic
structures. Let iF (M) and iM denote the inclusion functors of DF (M) and CM , then
HH3(F |M )[σ
′|F (M)] = HH
3(iF (M) ◦ F |M )[σ
′] = HH3(iM )(HH
3(F )[σ′]) = [σ|M ]. 
Although the lemma allows one to compare cyclic structures of an object with its its image,
we are usually interested in objects up to quasi-isomorphism. The following lemma tells
us that the cyclic structure (hence the potential) is preserved under quasi-isomorphism.
Lemma 6.14. Let (C,σ) be a minimal cyclic A∞-category and M,N ∈ ObC. If M and
N are isomorphic in H0C, then (CM ,σ|M ) ≃ (CN ,σ|N ) as cyclic A∞-algebras.
Proof. Consider the DG-envelope D of C, i.e. a DG-category with the same set of objects
with C as its minimal model. Let u ∈ C(M,N) and u−1 ∈ C(N,M) be the lifts of the
isomorphism in H0D = H0C and its homotopy inverse. There is an induced map
u ◦ − ◦ u−1 : DM → DN ,
5N.B. one checks that this isomorphism is compatible with the Hochschild and bimodule differential.
It extends to a quasi-isomorphism C(C)∗ → C
∞
mod C(C, C∗) between the full complexes, see e.g. [Gan13].
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which gives rise to DG-bimodule morphisms u : DM → DN and u
∗ : D∗N → D
∗
M . If
α : D → D∗[k] is a DG-bimodule morphism, with restrictions α|N and αM , then
(u∗ ◦ α|N ◦ u)(f)(g) = α(u ◦ f ◦ u
−1, u ◦ g ◦ u−1)
= α(f ◦ u−1 ◦ u, g ◦ u−1 ◦ u).
Because u−1 ◦ u is homotopic to the identity, it follows that for any such α : D → D∗[k]
[α|M ] = [u
∗ ◦ α|N ◦ u] = HH
k(u)[α|N ].
The same holds for the induced map CM → CN on the minimal model, so the result follows
from the perturbation lemma 6.12. 
Remark 6.15. Note that the existence of a quasi-isomorphism M ≃ N in C is much
stronger than the existence of a A∞-isomorphism CM ≃ CN , as the latter is not guaranteed
to satisfy the homotopy-cyclic condition.
6.4. The cyclic minimal model. There is a standard cyclic A∞-category associated to
a choice of quiver with potential.
Definition 6.16. Let (Q,W ) be a quiver with potential and for vertices v, w ∈ Q0
denote by Q(v, w) the set of arrows from v to w. The A∞-category D = DQ,W has
objects ObD = Q0 and morphism spaces
D(v, w) =
{
C1v ⊕ CQ(w, v)∗[1]⊕ CQ(v, w)[2]⊕ C1∗v[3] v = w
CQ(w, v)∗[1]⊕ CQ(v, w)[2] otherwise
The higher products are required to have 1v as strict units, for each a ∈ Q(v, w)
m2(a
∗, a) = 1∗v, m2(a, a
∗) = 1∗w,
and for any chain of arrows a1, . . . , ak in Q where a1 ∈ Q(v, w′) and ak ∈ Q(v′, w),
mk(a
∗
k, . . . , a
∗
1) =
∑
a∈Q(w,v)
caa1···ak · a,
where caak··· ,a1 is the coefficient of a1 · · · ak in the cyclic derivative ∂W/∂a ∈ CQ of the
potential. All other compositions are zero, and in particular D is minimal.
As Kontsevich and Soibelman show [KS09], there is a cyclic structure on D defined by
choice of trace: given a linear map trQ :
⊕
v∈Q0
D3(v, v)→ C the pairing
σ(f)(g) = trQ(m2(f, g)),
is a cyclic structure σ : D → D∗. In particular, we may fix the trace which sends the
generators 1∗v 7→ 1 ∈ C, so that σ(a
∗)(a) = σ(a)(a∗) = a∗(a) = 1 for all arrows. With this
choice of cyclic structure, the potential of the cyclic A∞-category (D,σ) agrees with W
as an element of the completed path algebra ĈQ and hence encodes the same data as the
quiver with potential.
We now wish to extend D to a cyclic A∞-model for nilpotent modules, so that we may
describe the DT invariants in terms of a local potential. This model is provided by the
A∞-category of twisted complexes twDQ,W , a definition of which can be found in [Lef03,
§7]. It is quasi-equivalent to the DG-category PerfDQ,W of perfect complexes, but in
contrast to PerfDQ,W the A∞-category twDQ,W is finite dimensional and admits a cyclic
structure. The cyclic structure extends the cyclic structure on DQ,W , and we will therefore
again denote it by σ. If W is a finite potential then the potential WT is also finite for any
T ∈ twDQ,W .
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Theorem 6.17 ([Dav11, Thm. 7.1.3]). Let (Q,W ) be a quiver with potential, ρ ∈
Repδ(Q) a nilpotent representation, and for k ≥ 1 let Pρ,k ⊂ Repk·δ(Q) denote the locus
of k-fold extensions of ρ. Then there exists a twisted complex T ∈ Ob twDQ,W such that∫
Pρ,k
φtr(W ) =
∫
Ck
φtr(WT ), (18)
where (QT ,WT ) is the quiver with potential of the endomorphism A∞-algebra of T and
Ck ⊂ Repk(Q) the nilpotent part of the critical locus of tr(WT ).
This theorem shows that C = twDQ,W is a good model for the DT-theory of (Q,W ).
However, the potential WT is too coarse of an invariant to track under derived quasi-
equivalences. Instead we consider the minimal potential, following [Kaj07]: let
{x1, . . . , xn, y1, . . . , yN−n} ⊂ C
1
T
be a basis, so that the vectors xi for a basis for H
1CT . If W is a finite potential, then W
is can be written as a non-commutative polynomial W =W(xi, yi), and
Wmin,T :=W(xi, 0),
is again polynomial. We may consider this as a potential on the quiver Qmin,T with
{x1, . . . , xn} as its set of loops.
Lemma 6.18. Let (Q,W ) be a quiver with (finite) potential, and T ∈ ObC a twisted
complex. Then
ΦQT ,WT (t) = ΦQmin,T ,Wmin,T (t), (19)
where Qmin,T is to quiver
Proof. By the cyclic decomposition theorem [Kaj07, Thm.5.15] there is a cyclic A∞-
homomorphism
(CT ,σ|T )→ (H
•CT × L,σ|T + σ
′),
onto the direct product of (1) a cyclic minimal model of CT and (2) a linearly contractible
cyclic A∞-algebra (L,σ
′), i.e. an A∞-algebra with mk = 0 for k ≥ 2. Moreover [Kaj07,
Lem.5.14] implies that the cyclic minimal model can be chosen to have the potential
Wmin,T . Hence, there is an automorphism ψT ∈ Aut(ĈQT ) such that
ψT (WT ) =Wmin,T + q,
where Wmin,T is interpreted as a potential on the first n loops corresponding to the xi,
and q is a non-degenerate quadratic potential on the remaining loops corresponding to
the yi. Hence by lemmas 3.8 and 3.9
ΨQT ,WT (t) = ΨQT ,Wmin,T+q(t) = ΨQmin,T ,Wmin,T (t). 
In view of the above lemma, it suffices to work with the cyclic minimal model H :=
H•twDQ,W . The following theorem of Van den Bergh can be used to relate this category
to the the Jacobi algebra and its Koszul dual.
Theorem 6.19 (See [VdB10, Thm. 12.1]). Suppose A is a smooth R-algebra as in §6.2
with completion Λ = A ⊗R R̂ isomorphic to Ĵac(Q,W ) for some quiver with potential
(Q,W ). Then DQ,W is A∞-quasi-isomorphic to the Koszul dual E = RHomA(S) of Λ.
For an algebra A satisfying the conditions of the theorem we then obtain the following
chain of quasi-equivalences
U : H
∼q.e
−−−→ C
∼q.e
−−−→ PerfDQ,W
∼q.e
−−−→ PerfE
∼q.e
−−−→ N .
where N ⊂ A = PerfA denotes DG-subcategory of supported on a maximal ideal m ⊂ R
as in §6.2. Moreover, if T is the twisted complex computing the DT invariants of a
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module M ∈ Db
m
(A) = H0N then M ≃ U(T ). The proof of the main theorem is now
quite straightforward.
Proof of Thm 6.1. Let A be an algebra with a completion isomorphic to Ĵac(Q,W ), and
write A = PerfA as before. If F : A → A is an R-linear quasi-equivalence, such that
HH3(F ) = λ ∈ C×, then by corollary 6.9 it acts on HH3(N ,N ∗) ≃ HH3(E,E∗) as
HH3(F ) = λ−1.
By [Lef03, Thm 9.2.0.4], the A∞-functor U : H → N has a quasi-inverse U
−1 : N → H.
Then the composition F ′ := U−1 ◦ F ◦ U is a quasi-auto-equivalence on H and acts as
HH3(F ′) = HH3(U−1) ◦HH3(F ) ◦HH3(U) = λ−1,
on HH3(H,H∗). This shows that the functor F ′ satisfies the homotopy-cyclic condition
HH3(F ′)([λ · σ]) = [σ],
with respect to the cyclic structures σ and λ ·σ on H. Let T ∈ ObH be a twisted complex,
then lemma 6.13 shows that there exists a cyclic A∞-algebra isomorphism
(HT ,σ|T )→ (HF (T ), λ · σ|F ′(T )). (20)
The induced automorphism ψ ∈ Aut(ĈQmin,T ) for the quiver Qmin,T = Qmin,F (T ), maps
ψ(λ · Wmin,F ′(T )) = Wmin,T . If M,N ∈ D
b
m
(A) = H0N are objects with a quasi-
isomorphism F (M) ≃ N , then their images are twisted complexes T = U−1(M) and
T ′ = U−1(N) with T ′ quasi-isomorphic to F ′(T ). Hence lemma 6.14 completes (20) to a
cyclic A∞-isomorphism
(HT ,σ|T )→ (HF (T ), λ · σ|F ′(T )).→ (HN , λ · σ|N ).
In particular, the minimal potentialsWM =Wmin,T and λ·WN = λ·Wmin,T ′ are equivalent
via an isomorphisms ĈQmin,T → ĈQmin,T ′ . 
Proof of corollary 6.2. Let M be a stable Jac(Q,W )-module supported on m ∈ SpecR,
and write ρ ∈ Repδ(Q) for the corresponding nilpotent representation. Then theorem
6.17 and lemma 6.18 show that the BPS invariants are given by the generating series
Sym
∑
k≥1
BPSk·dimM
L
1
2 − L−
1
2
· tk·δ
 = ΦQmin,T ,Wmin,T (tδ).
If N is another stable module that is quasi-isomorphic to F (M), then its BPS invariants
are likewise determined by the partition function for a twisted complex T ′ that is quasi-
isomorphic to F ′(T ). Hence it follows from the main theorem that there is an isomorphism
of completed quiver algebras
ψ : ĈQmin,T → ĈQmin,T ′ , ψ(Wmin,T ) = λ · Wmin,T ′ .
The equality ΦQmin,T ,Wmin,T (t) = ΦQmin,T ′ ,λ·Wmin,T ′ (t) = ΦQmin,T ′ ,Wmin,T ′ (t) then follows
from lemma 3.8. 
6.5. The case of flops. Let Y be a threefold and suppose π : Y → SpecR a small
contraction. Then the bounded complexes of locally free sheaves form an R-linear DG-
category PerfY , which forms an enhancement of Dperf(Y ).
Lemma 6.20. Let Y be a smooth threefold Y , then PerfY is a smooth DG-category with
Hochschild homology HH3(PerfY ) ≃ H
0(Y, ωY ).
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Proof. The smoothness of PerfY is classical, and follows from the existence of a finite
resolution of the diagonal in Y × Y . As shown in [Kel98] the Hochschild homology
HH•(Perf Y ) coincides with the geometric Hochschild homology of HH•(Y ). The iso-
morphism HH3(Y ) ≃ H
0(Y, ωY ) is a classical fact. 
Lemma 6.21. Suppose π : Y → SpecR is a contraction with R Gorenstein, then
AutR(HH3(PerfY )) ≃ R
×.
Proof. Because R is Gorenstein, it has a canonical line bundle ωR with ωY = π
!ωR.
Moreover, Rπ∗OY ≃ R because π is a contraction, which implies HH3(PerfY ) is
H0(Y, ωY ) = H
0RHomY (OY ,π
!ωR) ≃ H
0RHomR(Rπ∗OY , ωR) ≃ H
0(SpecR,ωR).
Because ωR is a line bundle, the R-linear endomorphism group is AutR(H
0(SpecR,ωR)) =
AutSpecR(ωR) = R, and the automorphisms are the invertible elements R
× ⊂ R. 
Now let π : Y → SpecR is a flopping contraction of a curve C ⊂ Y in a smooth threefold
onto a maximal ideal m ⊂ R with R Gorenstein. Suppose Y admits a tilting bundle P
with A = EndY (P), and write A = PerfA and N ⊂ A as before. Then there are R-linear
quasi-inverse quasi-equivalences
−⊗A P : A → PerfY, (PerfY )(P ,−) : Perf Y → A,
which identifies H0N with DbC(Y ). If moreover, Â ≃ Ĵac(Q,W ) for some quiver with
potential (Q,W ), then the (minimal) potentials of objects in H compute DT-invariants
for objects in DbC(Y ).
Proof of proposition 6.3. If F : A → A is an R-linear quasi-equivalence, then
HH3(F ) ∈ AutR(HH3(A)) ≃ AutR(HH3(PerfY )) ≃ R
× ≃ C×. 
Appendix A. Blowup calculation
Here we prove propositions 5.20 and 5.21 by constructing an embedded resolution over
U ⊂ A2 of the divisor Z ⊂ U defined by
Z := {0 =W = x2y − f(y)},
where f(y) = yk+1 · u(y) for u(y) invertible on the neighbourhood U and k ≥ 3. To do
this we use a sequence of blowups. Consider the blowup π : BlA2 → A2 of the origin,
which is gluing BlA2 = A2 ∪ A2 of two affine charts, and write
πx : A
2 → A2, πx(x, y) = (xy, y), πy : A
2 → A2, πy(x, y) = (x, xy),
for the restriction of π to these charts. Let N =
⌊
k
2
⌋
, then blowing up N times gives a
resolution with N + 1 charts, on which the resolution restricts to the maps
πy, πx ◦ πy, π
2
x ◦ πy, . . . , (πx)
N−1 ◦ πy, (πx)
N .
The pullback of Z through the resolution is locally given by
(πjx ◦ πy)
∗Z =
{
y2j+1x2j+3(1− xk−2−2jyk−2j · u(xy)) = 0
}
.
for j < N on the first N charts and on the remaining chart by the equation
(πNx )
∗Z =
{
y2N+1(x2 − yk−2N · u(y)) = 0
}
.
Then the pullback is normal-crossing on the former N charts.
Lemma A.1. The divisor (πjx ◦ πy)
∗Z has normal-crossing singularities when restricted
to the pre-image of U ⊂ A2.
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Proof. The pullback of Z is the sum of the following prime divisors with multiplicity
(πjx ◦ πy)
∗Z = (2j + 1) · {y = 0}+ (2j + 3) · {x = 0}+ {1− xk−2−2jyk−2j · u(xy) = 0}.
Each of the prime divisors appearing in this sum is smooth on (πjx◦πy)
−1(U), so it suffices
to check that their intersections are generated by a regular system of parameters. The
only intersection to consider is the intersection of the axes {y = 0} and {x = 0} in the
origin. This is clearly normal-crossing because x, y is a regular system of parameters for
the equation xy = 0. 
Lemma A.2. If k = 2N then (πNx )
∗Z is normal-crossing on (πNx )
−1(U).
Proof. For k = 2N , the pullback of Z is following sum of divisors with multiplicity
(πNx )
∗Z = 2N · {y = 0}+ {x2 − u(y) = 0}.
Note that x2−u(y) is not necessarily irreducible, but nonetheless defines a smooth reduced
curve in (πNX)
−1(U). It therefore suffices to show that the intersections of this curve with
the x-axis are generated by a regular system of parameters. Let c be one of the square
roots of u(0) 6= 0, then the curve intersects the x-axis at the points (c, 0) and (−c, 0). The
defining equation of the curve can be put into the form
x2 − u(y) = x−x+ − (u(y)− c
2).
where x± := x± c. Then x+ is invertible at the point (0, c) and
y, x−x+ − (u(y)− c
2)
is a regular system of parameters for the equation y(x−x+−u(y)−c2) in O(0,c). It follows
that (πNx )
∗Z is normal crossing at (0, c), and similarly it is normal crossing at (0,−c). 
The proof of proposition 5.21 now follows easily from the previous two lemmas.
Proof of proposition 5.21. The divisor Z is defined by the equation
y(x2 − y2b · u(y)),
for u(y) invertible containing an odd term. Let N = b, and define h : X =
⋃N
j=0Xj → U
as the gluing of the N + 1 charts
X0 = π
−1
y (U), . . . , XN−1 = (π
N−1
x ◦ πy)
−1(U), XN = (π
N
X)(U),
as schemes over U via the maps πjx ◦πy and π
N
x . Then the previous two lemmas show that
h∗Z is a normal-crossing divisor, and it remains to show that h∗Z is the sum of the prime
divisors L1, E3, . . . , E2N+1, L2 with the stated multiplicities and intersections.
On the chart X0 the divisor h
∗Z restricts to π∗yZ, which is a sum of three prime divisors
L1 = {y = 0}, E3|X0 = {x = 0}, L2|X0 = {1− x
k−2yku(xy) = 0}
with multiplicities 1, 3 and 1 respectively. The lines L1 and E3|X0 meet in the origin and
do no intersect L2|X0 . On the charts Xj for j = 1, . . . , N − 1 the divisor h
∗Z restricts to
(πjx ◦ π
∗
yZ), which is a sum of prime divisors
E2j+1|Xj = {y = 0}, E2j+3|Xj = {x = 0}, L2|Xj = {1− x
k−2−2jyk−2ju(xy) = 0}
with multiplicities 2j + 1, 2j + 3 and 1 respectively, with the former two intersecting in
the origin. On the chart XN the divisor h
∗Z restricts to (πNx )
∗Z, which is a sum of two
prime divisors
E2N+1|XN = {y = 0}, L2|XN = {x
2 = u(y)},
with multiplicities 2N + 1 and 1 respectively. By assumption u(y) contains an odd term,
so it is not a square, making x2 − u(y) irreducible. By inspection, E3, . . . , E2N+1 form a
chain of intersecting rational curves with L1 meeting E3 in a point and E2N+1 meeting
the irreducible curve L2 in two points. 
48 OKKE VAN GARDEREN
For the defining equation in 5.20 the parameter k = 2N + 1 = 2a− 1 is odd, and (πNx )
∗Z
is not normal crossing. One needs to blowup twice more.
Lemma A.3. The following divisors are normal-crossing on respective pre-images of U :
(πNx ◦ πy)
∗Z = { y2N+2(x2y − u(y)) = 0 }
(πN+1x ◦ πy)
∗Z = { y2N+1x4N+4(1− y · u(xy)) = 0 }
(πN+2x )
∗Z = { y4N+4x2N+2(x− u(xy)) = 0 }
Proof. In all three cases the axes {y = 0} and {x = 0} are smooth and intersect only
in the origin. By assumption the polynomial u has a constant term, which implies the
curves x2y = u(y), 1 = yu(xy), and x = u(xy) are smooth. The (πNx ◦ πy)
∗Z is therefore
normal-crossing, because the intersection
{y = 0} ∩ {x2y − u(y) = 0} = ∅.
The radical of the defining equation for the second divisor is xy(1− y · u(xy)). The curve
{1 = y · u(xy)} does not intersect the axis {y = 0} and intersects {x = 0} in the point
p = (0, 1/u(0)). The variable y is invertible in the local ring Op, so
x, y(y − 1/u(0)),
is a regular system of parameters defining xy(1−y ·u(xy) in Op. It follows that the second
divisor is normal-crossing. The radical of the third defining equation is yx(x − u(xy)).
The curve {x = u(xy)} does not intersect the axis {x = 0} and intersects {y = 0} in the
point p = (u(0), 0). The intersection is again normal crossing, as yx(x − u(xy)) has the
regular system of parameters
y, x(x − u(xy)),
because u(0) 6= 0 implies x is invertible in Op. 
The proof of proposition 5.20 now follows analogously to the proof of proposition 5.21.
Proof of proposition 5.20. The divisor Z is defined by the equation
y(x2 − y2a−1 · u(y)),
for u(y) invertible on U . Set N = a − 1 and define h : X =
⋃N+2
j=0 Xj → U as the gluing
of the N + 3 charts
X0 = π
−1
y (U), . . . , XN+1 = (π
N−1
x ◦ πy)
−1(U), XN+2 = (π
N+2
X )(U),
as schemes over U via the maps πjx◦πy and π
N+2
x . As in the proof of 5.21 we obtain a curve
L1 of multiplicity 1 in X0 and a chain of exceptional P
1’s E3, . . . , E2N+1 of multiplicities
3, . . . , 2N + 1 glued from the lines in the charts X0, . . . , XN . The remaining terms are
E4N+4, which is glued from
E4N+4|XN+1 = { x
4N+4 = 0 }, E4N+4|XN+2 = { y
4N+4 = 0 },
and has multiplicity 4N + 4 = 4a, the divisor E2N+2, which is glued from
E2N+2|XN = { y
4N+2 = 0 }, E2N+2|XN+2 = { x
2N+2 = 0 },
and has multiplicity 2N+2 = 2a, and the curve L2 which is given by the smooth irreducible
curve x = u(xy) on the chart XN+2. By inspection, E4N+4 meets L2 and E2N+2 in
separate points on the chart XN+2 and meets E2N+1 on the chartXN+1. The components
L2 and E2N+2 do not intersect any other divisor. 
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