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Abstract
A new formula expressing explicitly the integrals of Bessel polynomials of any degree and for any order in terms
of the Bessel polynomials themselves is proved. Another new explicit formula relating the Bessel coefﬁcients of
an expansion for inﬁnitely differentiable function that has been integrated an arbitrary number of times in terms of
the coefﬁcients of the original expansion of the function is also established. An application of these formulae for
solving ordinary differential equations with varying coefﬁcients is discussed.
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1. Introduction
Techniques for ﬁnding approximate solutions for differential equations, based on classical orthogo-
nal polynomials are popularly known as spectral methods. Approximating functions in spectral methods
are related to polynomial solutions of eigenvalue problems in ordinary differential equations, known
as Sturm–Liouville problems. In the last few decades, there has been growing interest in this subject.
As a matter of fact, spectral methods provide a competitive alternative to other standard approximation
techniques, for a large variety of problems. Initial applications were concerned with the investigation of
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periodic solutions of boundary value problems using trigonometric polynomials. Subsequently, the analy-
sis was extended to algebraic polynomials. Expansions in orthogonal basis functions were performed, due
to their high accuracy and ﬂexibility in computations. Different basis functions lead to different spectral
approximations; for instance, trigonometric polynomials for periodic problems, Chebyshev, Legendre,
ultraspherical and Jacobi polynomials for non periodic problems, Laguerre polynomials for problems on
the half line, and Hermite polynomials for problems on the whole line.
Chebyshev, Legendre, and ultraspherical polynomials are examples of three classes of singular Sturm–
Liouville eigenfunctions that have been used in both the solution of boundary value problems (see, for
instance, [4,7,13,18,33]) and in computational ﬂuid dynamics (see [5,34]). In most of these applications
use is made of formulae relating the expansion coefﬁcients of derivatives appearing in the differential
equation with those of the function itself. This process results in an algebraic system for the expansion
coefﬁcients of the solution which then must be solved.
Formulae for the expansion coefﬁcients of a general order derivative of an inﬁnitely differentiable
function in terms of those of the function are available for expansions in Chebyshev [20], Legendre [28],
ultraspherical [21,8], Jacobi [9], Laguerre [11], Hermite [12] and Bessel [14] polynomials.
An alternative approach to differentiating solution expansions is to integrate the differential equation
m times, where m is the order of the equation. An advantage of this approach is that the general equation
in the algebraic system then contains a ﬁnite number of terms. Phillips and Karageorghis [29] and Doha
[10] have followed this approach to obtain a formula relating the expansion coefﬁcients of an inﬁnitely
differentiable function that has been integrated an arbitrary number of times in terms of the expansion
coefﬁcients of the function when the expansion functions are ultraspherical and Jacobi polynomials
respectively.
In this paper, we demonstrate these two formulations on a model problem, but by using the Bessel
polynomials. To be precise, the Bessel polynomials form a set of orthogonal polynomials on the unit circle
in the complex plane. They are important in certain problems of mathematical physics; for example, they
arise in the study of electrical networks andwhen thewave equation is considered in spherical coordinates.
Many other important applications of such polynomials may be found in Grosswald [17, pp. 131–149].
The paper is organized as follows. In Section 2, we give some relevant properties of Bessel polynomials,
and state without proof a theorem from Doha and Ahmed [14], which gives an explicit formula for the
coefﬁcients of a general order derivative of an expansion in Bessel polynomials in terms of the coefﬁcients
of the original expansion. In Section 3, we demonstrate how the differentiated and integrated Bessel
expansions can be used to solve a model boundary value problem with Galerkin method. In Section 4, we
state and prove one of the two main theorems of the paper which gives explicitly a formula that expresses
the integrals of a Bessel polynomial of any degree that has been integrated an arbitrary number of times in
terms of Bessel polynomials themselves. The second theorem which relates the Bessel coefﬁcients of an
expansion for an inﬁnitely differentiable function that has been integrated an arbitrary number of times
in terms of the original expansion of the function is proved in Section 5.An application of these formulae
for solving ordinary differential equations with varying coefﬁcients is discussed in Section 6.
2. Some properties of Bessel polynomials
The classical sets of orthogonal polynomials of Jacobi, Laguerre, and Hermite satisfy second-order
differential equations, and also have the property that their derivatives form orthogonal systems. The
60 E.H. Doha, H.M. Ahmed / Journal of Computational and Applied Mathematics 187 (2006) 58–71
Bessel polynomials, a fourth class of orthogonal polynomials with these two properties, were introduced
by Krall and Frink [23] in connection with the solution of the wave equation in spherical coordinates.
They deﬁne the Bessel polynomial yn(x) to be the polynomial of degree n, and with constant term equal
to unity, which satisﬁes the differential equation
x2y′′(x)+ 2(x + 1)y′(x)− n(n+ 1)y(x)= 0, (1)
where n is a nonnegative integer. It is natural to extend the deﬁnition to negative subscripts by deﬁning
y−n(x) to be yn−1(x). These polynomials are orthogonal on the unit circle surrounding the zero point,
with respect to the weight function (x) = e−2/x , and yn(x) may be generated by using the Rodrigues
formula
yn(x)= 2−ne2/xDn[x2ne−2/x],
where D ≡ d/dx. Moreover, Krall and Frink derived from the differential equation (1) the following
explicit formula for yn(x):
yn(x)=
n∑
k=0
(n+ k)!
(n− k)!k!
(x
2
)k
.
These polynomials may be readily obtained from the recurrence relation
yn+1(x)= (2n+ 1)xyn(x)+ yn−1(x).
Similarly, Krall and Frink introduced the generalized Bessel polynomial yn(x, a, b) to be the polyno-
mial of degree n, and with constant term equal to unity, which satisﬁes the differential equation
x2y′′(x)+ [ax + b] y′(x)− n(n+ a − 1)y(x)= 0, b 
= 0, a 
= 0,−1,−2, . . . , (2)
where n is a nonnegative integer, provided a is not a negative integer or zero, and b is not zero.
It is easy to see that yn(bx, a, b) is independent of b. Thus it seems preferable to adopt the notation [2]
Y ()n (x)= yn(x, + 2, 2)
so that Y (0)n (x)= yn(x), the ordinary Bessel polynomial. Y ()n (x) satisﬁes the differential equation:
x2y′′(x)+ [(+ 2)x + 2]y′(x)− n(n+ + 1)y(x)= 0,  
= −2,−3, . . . . (3)
These polynomials are orthogonal on the unit circle with respect to the weight function
(x)=
∞∑
k=0
(+ 2)
(k + + 1)
(−2
x
)k
satisfying the orthogonality relation
1
4i
∫
C
Y ()n (z)Y
()
m (z)
(z) dz= (−1)
n+1n!(+ 2)
(2n+ + 1)(n+ + 1)nm, (4)
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where the integration is around the unit circle surrounding the zero point. Y ()n (x) may be generated by
using the Rodrigues formula
Y ()n (x)= 2−nx−e2/xDn[x2n+e−2/x]
and explicitly by the formula
Y ()n (x)=
n∑
k=0
(n
k
)
(n+ + 1)k
(x
2
)k
. (5)
Based on the relation
DY()n (x)= 12n(n+ + 1)Y (+2)n−1 (x), n1 (6)
(see [2, p. 532]), then it can be easily shown that
DqY ()n (x)= 2−q(n− q + 1)q(n+ + 1)qY (+2q)n−q (x), (7)
D−qY ()n (x)=
2q
(n+ 1)q(n+ − q + 1)q Y
(−2q)
n+q (x), (8)
where Dq and D−q are the usual q repeated differential and integral operators.
In addition to (7) and (8), the following two relations are of fundamental importance in the sequel.
These are
Y ()n (x)=
n∑
i=0
Mi(, , n)Y
()
i (x), (9)
where
Mi(, , n)= (−1)i(2i + + 1)(−n)i(+ i + 1)(n+ + 1)i(− + 1)
i!(n+ + i + 2)(i − n+ − + 1) (10)
(see [22, as a part of Corollary 2, p. 78]), and
xmY
()
j (x)=
2m∑
n=0
amn(j)Y
()
j+m−n(x), m0, j0, (11)
where
amn(j)= (−1)
j−n2mm!j !(2j + 2m− 2n+ + 1)(j +m− n+ + 1)
(j +m− n)!(j + + 1)(2m− n+ 1)(2j + 2m− n+ + 2)
×
min(j+m−n,j)∑
k=max(0,j−n)
(
j +m− n
k
)
(−1)k(j + k + + 1)(j + 2m− n− k + 1)
(j − k)!(n+ k − j)! (12)
(see [32, p. 168]).
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Suppose now we are given a function f (x) which is formally expanded in an inﬁnite series of Bessel
polynomials
f (x)=
∞∑
n=0
anY
()
n (x) (13)
and for the qth derivatives of f (x),
f (q)(x)=
∞∑
n=0
a
(q)
n Y
()
n (x), a
(0)
n = an, (14)
then the relation between a(q)n and an is given by
a
(q)
n =2−q
∞∑
i=0
(n+i+1)q(n+q+i++1)qMn(+2q, , n+i)an+q+i , n0, q1 (15)
(see [14, Theorem 2, p. 8050]).
Several other authors have contributed to the study of Bessel polynomials, among them, Agarwal [1],
Artés et al. [3], Carlitz [6], Evans et al. [15], Godoy et al. [16], Han and Kwon [19], Lewanowicz [24,25],
Lewanowicz and Woz´ny [26], Luke [27, vol. 2], Ronveaux et al. [30,31] and Zarzo et al. [35].
3. The differentiated and integrated systems for a model problem
The main aim of introducing this section is to demonstrate how the differentiated and integrated Bessel
expansions can be applied to the following two-point boundary value problem.
3.1. The differentiated system
Consider the solution of the differential equation
f ′′(x)+ f (x)= g(x), x ∈ [−1, 1] (16)
subject to
f (±1)= 0 (17)
and  is a known scalar. Suppose we approximate f (x) by a truncated expansion of Bessel polynomials
fN(x)=
N∑
n=2
an[Y ()n (x)− rnY ()0 (x)− snY ()1 (x)], (18)
where
rn = 12(+ 2) [Y
()
n (1)+ (+ 4)Y ()n (−1)],
sn = 1
(+ 2) [Y
()
n (1)− Y ()n (−1)],
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then we seek to determine an using the Galerkin method. Note that the boundary conditions (17) are
automatically satisﬁed. Since f ′′N (x) is a polynomial of degree at most N − 2, we may write
f ′′N(x)=
N−2∑
n=0
a(2)n Y
()
n (x), (19)
where
a(2)n =
1
4
N−n−2∑
i=0
(n+ i + 1)2(n+ i + + 3)2Mn(+ 4, , n+ i)an+i+2, n0, q1 (20)
is obtained from (15) by taking q = 2. The coefﬁcients an are chosen so that fN(x) satisﬁes
f ′′N(x)+ fN(x)= gN(x), (21)
where
gN(x)=
N∑
n=0
dnY
()
n (x). (22)
Substitution of (18) and (19) into (21), yields
a
(2)
0 − 
N∑
n=2
rnan = d0,
a
(2)
1 − 
N∑
n=2
snan = d1,
a
(2)
m − am = dm, m= 2, 3, . . . , N − 2.


(23)
Thus we obtain an algebraic system for the coefﬁcients an, n= 2, 3, . . . , N , which is of the form
ANaN = dN , (24)
where the entries of the coefﬁcients matrix AN can be determined from (20) and (23), and we add the
subscript N to manifest the dependency of system (24) on the degree of approximation. It can be seen
that AN is not a banded matrix.
3.2. The integrated system
Let us now derive the integrated system associated with the solution of (16). We integrate (21) twice
with respect to x to obtain
fN(x)+ 
∫ ∫
fN(x) dx dx =
∫ ∫
gN (x) dx dx + e0 + e1Y ()1 (x). (25)
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Making use of (18) and (22), enables one to put (25) in the form
N∑
n=2
an[Y ()n (x)+ D−2Y ()n (x)− rn[Y ()0 (x)+ D−2Y ()0 (x)] − sn[Y ()1 (x)+ D−2Y ()1 (x)]]
=
N∑
n=0
dnD
−2Y ()n (x)+ e0 + e1Y ()1 (x), (26)
where e0 and e1 are constants of integration.
In the next section, we look at the problem of ﬁnding the integrals of a Bessel polynomial of any degree
that has been integrated an arbitrary number of times in terms of Bessel polynomials themselves.
4. Expansion of the integrals of Bessel polynomials
The main aim of this section is to prove a theorem, which enables one to relate the coefﬁcients of an
expansion of Bessel polynomials that has been integrated an arbitrary number of times in terms of the
coefﬁcients of the original expansion.
Theorem 1. The coefﬁcients bqi(n) in the expansion
D−qY ()n (x)=
2q∑
i=0
bqi(n)Y
()
n+q−i(x)+ q−1,n(x), n, q0 (27)
are given by
bqi(n)=
(
n+ q
i
) 2q(2n+ 2q − 2i + + 1)(n+ − q + 1)n+q−i(2q − i + 1)i
(n+ 1)q(n+ − q + 1)q(n+ q + − i + 1)n+q+1 , (28)
with Y ()−r (x)= 0, r1, and q−1,n(x) is a polynomial of degree at most (q − 1).
The following lemma is needed to proceed with the proof of the theorem.
Lemma 1. The expansion coefﬁcients bqi(n) of (28), satisfy the recurrence relation
bqi(n)=
2∑
k=0
bq−1,i+k−2(n)b1,2−k(n+ q − i − k + 1), i = 0, 1, . . . , 2q, (29)
where
b1,2−k(n)=


2n
(n+ )(2n+ )2 , k = 0,
4
(2n+ )(2n+ + 2) , k = 1, b00(n)= 1,
2(n+ + 1)
(n+ 1)(2n+ + 1)2 , k = 2,
(30)
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with
bq−1,−(n)= 0, ∀> 0, bq−1,r (n)= 0, r = 2q − 1, 2q.
Proof. Substitution of relations (28) and (30) into the RHS of (29), and after performing some rather
manipulation, yields the LHS of (29), which completes the proof of Lemma 1. 
Proof of Theorem 1. We use the induction principal to prove this theorem. Koepf and Schmersau [22,
p. 64] have shown that
D−1Y ()n (x)=
2(n+ + 1)
(2n+ + 1)(2n+ + 2)(n+ 1)Y
()
n+1(x)+
4
(2n+ + 2)(2n+ )Y
()
n (x)
+ 2n
(n+ )(2n+ )(2n+ + 1)Y
()
n−1(x), n0, (31)
which may be written in the form
D−1Y ()n (x)=
2∑
i=0
b1i(n)Y
()
n+1−i(x)+ 0,n (0,n is a constant polynomial) (32)
and this in turn shows that (27) is true for q = 1. Proceeding by induction, assuming that (27) is valid for
q, we want to prove that
D−(q+1)Y ()n (x)=
2q+2∑
i=0
bq+1,i(n)Y ()n+q−i+1(x)+ q,n(x), (33)
where q,n(x) is a polynomial of degree at most q. From (32) and assuming the validity of (27) for q,
we have
D−(q+1)Y ()n (x)=
2q∑
i=0
bqi(n){b10(n+ q − i)Y ()n+q−i+1(x)+ b11(n+ q − i)Y ()n+q−i(x)
+ b12(n+ q − i)Y ()n+q−i−1(x)} + q,n(x).
Collecting similar terms, we get
D−(q+1)Y ()n (x)= bq0(n)b10(n+ q)Y ()n+q+1(x)+ {bq1(n)b10(n+ q − 1)
+ bq0(n)b11(n+ q)}Y ()n+q(x)+
2q∑
i=2
{bqi(n)b10(n+ q − i)
+ bq,i−1(n)b11(n+ q − i + 1)+ bq,i−2(n)b12(n+ q − i + 2)}Y ()n+q−i+1(x)
+ {bq,2q(n)b11(n− q)+ bq,2q−1(n)b12(n− q + 1)}Y ()n−q(x)
+ bq,2q(n)b12(n− q)Y ()n−q−1(x)+ q,n(x). (34)
Application of Lemma 1 given in (29) to Eq. (34) yields Eq. (33) and the proof of the theorem
is complete. 
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Corollary 1. It is not difﬁcult to show that
D−qY ()n (x)=
n+q∑
i=q
bq,n+q−i(n)Y ()i (x)+ q−1,n(x), n, q0, (35)
where q−1,n(x) is a polynomial of degree at most (q − 1).
In the next section, we look at the general problem of relating the coefﬁcients of an expansion of
Bessel polynomials that has been integrated an arbitrary number of times in terms of the coefﬁcients of
the original expansion.
5. The coefﬁcients of integrated expansions of Bessel polynomials
Suppose f (−m)(x) = D−mf (x) for some m1 is an inﬁnitely differentiable function, and f (x) is
formally expanded as in (13). Let b(q)n , mq1, denote the Bessel expansion coefﬁcients of f (−q)(x),
i.e.,
f (−q)(x)=D−qf (x)=
∞∑
n=q
b
(q)
n Y
()
n (x)+ q−1(x), b(0)n = an, (36)
where q−1(x) is a polynomial of degree (q − 1) at most.
It is possible to derive a recurrence relation involving the Bessel coefﬁcients of successive integrations
of f (x). Let us write
f (−q)(x)=
∫  ∞∑
n=q−1
b
(q−1)
n Y
()
n (x)+ q−2(x)

 dx = ∞∑
n=q
b
(q)
n Y
()
n (x)+ q−1(x),
then use of identity (31), leads to the recurrence relation
b
(q)
n = 2(n+ )
n(2n+ − 1)(2n+ ) b
(q−1)
n−1 +
4
(2n+ + 2)(2n+ ) b
(q−1)
n
+ 2(n+ 1)
(n+ + 1)(2n+ + 2)(2n+ + 3) b
(q−1)
n+1 , nq1, (37)
where b(0)n = an.
The following theorem gives the exact solution of this recurrence relation.
Theorem 2. The expansion coefﬁcients b(q)n has the explicit formula
b
(q)
n =
2q∑
i=0
bqi(n− q + i)an−q+i , nq, (38)
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where
bqi(n− q + i)=
(
n+ i
i
)
2q(2n+ + 1)(n+ i − 2q + + 1)n(2q − i + 1)i
(n− q + i + 1)q(n+ i + − 2q + 1)q(n+ + 1)n+i+1 .
Proof. By integrating Eq. (13) q times and using (27), we obtain
D−qf (x)=
∞∑
n=0
an
2q∑
i=0
bqi(n)Y
()
n+q−i(x)+ q−1(x). (39)
Since Y ()−r (x)= 0 for r > 0, then expanding and collecting similar terms in (39) give
D−qf (x)=
∞∑
n=q

 2q∑
i=0
bqi(n− q + i)an+i−q

Y ()n (x)+ q−1(x), (40)
where q−1(x) is a polynomial of degree at most (q − 1). Identifying (36) with (40), yields immediately
b
(q)
n =
2q∑
i=0
bqi(n− q + i)an+i−q, nq,
which completes the proof of the theorem. 
Note. It is to be noted here that with the aid of relation (29), one can give a different and independent
proof of Theorem 2.
To proceed with Eq. (26), we ﬁnd that explicit expression for the integrals of Bessel polynomials
D−2Y ()0 (x), D−2Y
()
1 (x) and D−2Y
()
n (x), n2, in terms of Bessel polynomials are needed. These are
given, in view of (35), as:
D−2Y ()0 (x)=
2
(+ 3)2Y
()
2 (x)+ 1,0(x), (41)
D−2Y ()1 (x)=
2(+ 2)
3(+ 4)3Y
()
3 (x)+
8(+ 5)
(+ 3)4 Y
()
2 (x)+ 1,1(x), (42)
D−2Y ()n (x)= b2,0(n)Y ()n+2(x)+ b2,1(n)Y ()n+1(x)+ b2,2(n)Y ()n (x)
+ b2,3(n)Y ()n−1(x)+ b2,4(n)Y ()n−2(x)+ 1,n(x), (43)
where
b2,0(n)= 4(n+ + 1)2
(n+ 1)2(2n+ + 1)4 , b2,1(n)=
16(n+ + 1)
(n+ 1)(2n+ )3(2n+ + 4) ,
b2,2(n)= 24
(2n+ − 1)2(2n+ + 2)2 , b2,3(n)=
16n
(n+ )(2n+ − 2)(2n+ )3 ,
b2,4(n)= 4n(n− 1)
(n+ − 1)(n+ )(2n+ − 2)4 .
68 E.H. Doha, H.M. Ahmed / Journal of Computational and Applied Mathematics 187 (2006) 58–71
Using (41)–(43), we arrive at the following result:
N∑
n=2
anY
()
n (x)+ 
N∑
n=4
[ 2∑
k=−2
an+kb2,k+2(n+ k)
]
Y ()n (x)
+ 
{
b22(2)a2 + b23(3)a3 + b24(4)a4 − 2
(+ 3)2
N∑
n=2
rnan − 8(+ 5)
(+ 3)4
N∑
n=2
snan
}
Y
()
2 (x)
+ 
{
b21(2)a2 + b22(3)a3 + b23(4)a4 + b24(5)a5 − 8(+ 5)
(+ 3)4
N∑
n=2
snan
}
Y
()
3 (x)
+ e˜N+1Y ()N+1(x)+ e˜N+2Y ()N+2(x)=
N∑
n=2
d(2)n Y
()
n (x)+ e˜0 + e˜1Y ()1 (x), (44)
where d(2)n are the coefﬁcients of the twice-integrated gN(x). Now applying the orthogonality properties
of Y ()m (x) for m= 2, 3, . . . , N, we obtain[
1+ 
{
b22(2)− 2(+ 6)r2 + 8s2
(+ 3)2(+ 6)
}]
a2 + 
[
b23(3)− 2(+ 6)r3 + 8s3
(+ 3)2(+ 6)
]
a3
+ 
[
b24(4)− 2(+ 6)r4 + 8s4
(+ 3)2(+ 6)
]
a4 − 
N∑
n=5
[
2(+ 6)rn + 8sn
(+ 3)2(+ 6)
]
an = d(2)2 ,

[
b21(2)− 8(+ 5)s2
(+ 3)4
]
a2 +
[
1+ 
{
b22(3)− 8(+ 5)s3
(+ 3)4
}]
a3
+
[
b23(4)− 8(+ 5)s4
(+ 3)4
]
a4 +
[
b24(5)− 8(+ 5)s5
(+ 3)4
]
a5
− 
N∑
n=6
[
2(+ 6)rn + 8sn
(+ 3)2(+ 6)
]
an = d(2)3 ,
an + 
2∑
k=−2
b2,k+2(n+ k) an+k = d(2)n , n= 4, 5, . . . , N . (45)
Relations (45) may be put in the form of algebraic system for the coefﬁcients an, n = 2, 3, . . . , N, of
the form
BNaN = fN . (46)
Apart from the ﬁrst two rows of BN , the matrix has a bandwidth of ﬁve. We observe that the algebraic
system (46) resulting from the integration is sparse and is therefore cheaper to solve than (24). Moreover,
the savings in computational effort increases as the size of the system grows. Thus, we have demonstrated
the advantage of using the integrated system over the differentiated one.
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6. The integrated system for ordinary differential equations with polynomial coefﬁcients
Let f (x) has the Bessel expansion (13), and suppose it satisﬁes the linear nonhomogeneous differential
equation of order m
m∑
i=0
pi(x)f
(i)(x)= p(x), (47)
where p0, p1, . . . , pn 
= 0 are polynomials in x, and the coefﬁcients of Bessel series of the function p(x)
are known. The integration of Eq. (47) m times with respect to x, gives
m∑
i=0
D−m[pi(x)f (i)(x)] =D−mp(x)+
m−1∑
i=0
eiY
()
i (x), (48)
where e0, e1, . . . , em−1 are constants of integration. It can be easily shown that
D−m[pi(x)f (i)(x)] =
i∑
j=0
(−1)i
(
i
j
)
D−(j+m−i)[p(j)i (x)f (x)], i = 0, 1, . . . , m. (49)
Substitution of (49) into (48) and collecting similar terms containing the same number of repeated
integrations yield
m∑
i=0
m∑
j=i
(−1)j−i
(
j
i
)
D−(m−i)[p(j−i)j (x)f (x)] =D−mp(x)+
m−1∑
i=0
eiY
()
i (x). (50)
Eq. (50) may be written in the form
m∑
i=0
D−(m−i)[Qi(x)f (x)] =D−mp(x)+
m−1∑
i=0
eiY
()
i (x), (51)
where
Qi(x)=
m∑
j=i
(−1)j−i
(
j
i
)
p
(j−i)
j (x), i0.
If expansion (13) is substituted into (51), and in view of relation (11), a linearization ofQi(x) Y ()n (x) as
a linear combination of suitable Bessel polynomials is made, and ifD−mp(x) is expanded into a series of
Bessel polynomials, then making use of (35) enables one to obtain a recurrence relation for the expansion
coefﬁcients an of the form
r∑
j=0
j (k)ak+j = (k), k0, (52)
where 0, 1, . . . , r (0 
= 0, r 
= 0) are polynomials of the variable k.
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