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ABSTRACT
A poor understanding of the impact of convective turbulence in the outer layers of the Sun and
Sun-like stars challenges the advance towards an improved understanding of their internal struc-
ture and dynamics. Assessing and calibrating these effects is therefore of great importance. Here
we study the spatial coherence of granulation noise and oscillation modes in the Sun, with the
aim of exploiting any incoherence to beat-down observed granulation noise, hence improving
the detection of low-frequency p-modes. Using data from the BiSON 2B instrument, we assess
the coherence between different atmospheric heights and between different surface regions. We
find that granulation noise from the different atmospheric heights probed is largely incoherent;
frequency regions dominated by oscillations are almost fully coherent. We find a randomised
phase difference for the granulation noise, and a near zero difference for the evanescent oscil-
lations. A reduction of the incoherent granulation noise is shown by application of the cross-
spectrum.
Key words: Asteroseismology — methods: data analysis — Sun: helioseismology — Sun:
oscillations
1 INTRODUCTION
Helioseismology and asteroseismology are playing a fundamental
role in the quest for an improved understanding of the internal struc-
ture and dynamics of the Sun and Sun-like stars. A lack of under-
standing of the influence that convective turbulence in the outer lay-
ers of the stars has on the oscillation frequencies does, however,
hamper some aspects of these studies.
The near-surface turbulence in stars is very difficult and time-
consuming to model, and it systematically shifts the frequencies of
the oscillations (see, e.g., Rosenthal et al. 1999; Magic et al. 2013;
Piau et al. 2014; Houdek et al. 2017; Trampedach et al. 2017). From
solar data we know that the shifts are stronger in high-frequency
modes, which with their higher upper turning point are more sensi-
tive to near-surface effects, compared to modes of lower frequency
(Kjeldsen et al. 2008; Ball et al. 2016). One approach to addressing
the problem is the detection and use of very-low frequency modes,
including core-sensitive g-modes, as these are much less affected by
the near-surface turbulence. Such modes may then be used as “an-
chors” to properly calibrate the effects, since they in principle pro-
vide diagnostics largely free from the impact of the near-surface lay-
ers. The low-frequency modes are also important because they, from
their higher frequency precision and sensitivity towards deeper stel-
lar layers, can provide exquisite information on the overall internal
and differential rotational properties of stars (Lund et al. 2014). This
information is vital for improving our understanding of the dynam-
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ical processes driven by rotation, such as solar and stellar activity
cycles (Chaplin et al. 2007; García et al. 2010), and the transport of
energy, angular momentum, and chemical species in stars — ingre-
dients that currently are poorly described in stellar evolution models.
The low-frequency modes do, however, show very low ampli-
tudes, and must be detected against a background noise whose dom-
inant contribution is intrinsic solar or stellar noise due to convec-
tion (specifically the signature of granulation, which is the surface
manifestation of convection). The stochastic nature of the convec-
tion implies that any signals from it will be spatially incoherent over
some characteristic lengthscale, both with depth in the stellar atmo-
sphere and with position on the surface. Our study here is motivated
by the aim of exploiting this incoherence to beat-down the observed
granulation noise, and to thereby improve observed signal-to-noise
ratios in low-frequency p-modes (Broomhall et al. 2009a; Davies
et al. 2014a), and solar g-modes (García et al. 2007; Appourchaux
et al. 2010; Broomhall et al. 2010). The oscillation modes of interest
are expected to be largely coherent because they are standing modes
of the acoustic cavity formed by the star. We look in detail at the
spectral coherence and phase of disk-averaged Doppler velocity ob-
servations of the Sun that have different sensitivies in atmospheric
height and spatial location on the visible disk. These data were col-
lected by the “2B” instrument of the Birmingham Solar Oscillations
Network (BiSON) (Chaplin et al. 1996, 2005; Hale et al. 2016).
The ability to combine observations from different depths to
reduce granulation noise is in fact a foundational idea in the devel-
opment of the successor to the Global Oscillations at Low Frequency
(GOLF; Gabriel et al. 1995) instrument, GOLF-NG (New Genera-
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Figure 1. Schematic of the D1-line of Ki, showing the principle of the BiSON
measurements. The full black line shows the rest frame Ki profile centred on
λ0, while the dashed line shows a displaced version (shifted by ∆λ) due to
a positive velocity. The working measurement points are indicated on the
profiles, with the subscripts indicating if the point measured the intensity on
the blue (B) or red (R) wing of the line, and whether the measurement is
made by the forward (F) or aft (A) cell. Below each working point are shown
schematic representations of the instrumental scattering responses. Shown
on either side of the line center is also the handedness of the polarized light
reaching the two allowed D1 transitions. The closer to the continuum level
the line is measured, the deeper in the photosphere (smaller H) the velocity
is probed. A measurement made towards the line centre measures higher up
in the astmophere, i.e., further away from the base of the photosphere.
tion; see Turck-Chièze et al. 2006, 2012). Our study can be seen as
a complement to the analysis of data from GOLF by García et al.
(2004), which suggests that the idea of incoherent granulation noise
is sound. Our observations are of much longer duration, and use a
different solar spectral line.
The study of different atmospheric heights can also be used to
determine the depth dependence of properties like granulation and
oscillation mode amplitudes, and mode phases. Crucially, the depth-
dependent properties of granulation could be used to calibrate de-
tailed 3D convection models (Espagnet et al. 1995; Lefebvre et al.
2008). In a coming publication we will study the depth-dependence
of various properties from the 2B data, but in the current work we
focus on the coherence and phase at different depths for a reduction
of incoherent signals.
The paper proceeds as follows: In Section 2 we describe the
basic observing strategy of BiSON and the 2B instrument; Section 3
presents the data collected. In Section 4 we outline the method of
spectral coherence and phase, and present results for the 2B data in
Section 5. In Section 6 we discuss our findings and their impact on
future proposed solar observations.
2 THE 2B INSTRUMENT
BiSON employs as the standard instrument a single resonant scat-
tering spectrometer (RSS), which measures Doppler shifts of the D1
Fraunhofer line of neutral potassium (Ki), at 769.9 nm (Isaak 1961;
Brookes et al. 1976). By placing the potassium vapour cell in a lon-
gitudinal magnetic field, with a strength of around 0.18T, the energy
levels of the 42S 1
2
and 42P 1
2
states are Zeeman split. The energy
shifts result in a wavelength splitting of the two allowed D1 transi-
tions of Ki. In effect, the intensity may be measured in the red (IR;
longer wavelength) and blue (IB; shorter wavelength) wings of the
potassium line (see Figure 1). For a positive velocity shift as shown
in Figure 1, a working point on the blue wing then probes the line
profile closer to its continuum level, which is deeper (closer to the
base of the photosphere) in the solar atmosphere; the red wing work-
ing point probes the part of the profile closer to the centre of the line,
i.e., higher up in the solar atmosphere. The two allowed transitions
are sensitive only to circularly polarised light, and each only to a
given handedness. By switching between the handedness of the in-
coming light using a polarising filter in front of the vapor cell, at a
frequency of 100Hz, the intensities of the two wings may be mea-
sured near simultaneously. From the red and blue wing intensities
the ratio
R = IB − IR
IB + IR
, (2.1)
is used as a proxy for the Doppler shift, and hence the radial velocity
at the height of formation in that part of the Ki line. The calibration
of a velocity from R follows the procedure by Elsworth et al. (1995).
Here, the correspondence between the measured R and the known
velocity components from the Earth’s orbit and spin are used to map
R to a velocity. Corrections for the effects of differential extinction
at the beginning and end of a given day are applied following Davies
et al. (2014b).
The 2B instrument is a double-field scattering spectrometer
(see Figure 2), that is, it employs two potassium cells placed in dif-
ferent magnetic field strengths (Lewis 1996). In many aspects this
resembles the setup of the GOLF instrument, which was built to
measure the intensity of the neutral sodium doublet at four working
points by resonant scattering in a single vapour cell, which then use a
modulated magnetic field (Boumier et al. 1994; Gabriel et al. 1995).
2B is installed at the BiSON node in Carnarvon, Western Australia,
and has been collecting data since its commissioning in 1991 as an
extension to the basic RSS (known as Mark-V). The first, or for-
ward, cell along the optical path is placed in a field of 0.18T and is
responsible for producing the standard output from the Carnarvon
node. The second, or aft, cell is placed in a field of 0.3T.
2B was designed with two cells placed in different fields to en-
able analysis of solar mode and granulation properties at different
heights in the solar atmosphere. The use of the same instrument to
probe different heights has the advantage that most instrumental fea-
tures will be shared, hence allowing a better isolation of the height
dependence of physical phenomena in the Sun. The sensitivity of
the R-ratio to velocity changes is a function of both velocity and
magnetic field strength. During the year the minimum and maxi-
mum line-of-sight velocity expected (vorb + vspin + vgrs) falls in the
range from −328 m/s to 1592 m/s. Here vorb and vspin denote the ve-
locity components from the Earth’s orbit and rotation, and vgrs gives
the contribution from gravitational redshift. Concerning the specific
field strengths adopted, the field of 0.18T is chosen as the standard
for the basic BiSON RSS, because it samples the solar Ki line where
its slope is largest, thereby maximising the sensitivity of R to veloc-
ity shifts of the line in the expected velocity range from observations,
and this high sensitivity is maintained through the range of ±2 km/s.
The 0.3T field of the aft cell results in a slightly reduced sensitivity
and was chosen based on a compromise between several competing
qualities — a large height differential ∆H is desired compared to
the working points of the 0.18T field, which suggests sampling the
Ki line further out in the wings, corresponding to applying a higher
magnetic field; a high sensitivity of R to line shifts is desired for
good quality measurements, which suggests moving closer to the
0.18T fields where the sensitivity is maximised; large values for the
amplitudes of the solar oscillations are desired for detection of low
S/N modes and in general for precise mode analysis, which suggests
moving higher in the atmosphere and thus closer to the line centre,
corresponding to a lower magnetic field strength. A last consider-
ation is that the overlap between the Zeeman split lines should be
minimised. Only then can the measurements by the forward and the
aft cells be considered independent. Using B = 0.3T for the aft cell
gives an overlap of only ∼0.2%. The difference in height of forma-
tion of the part of the D1-line probed by the aft and forward cells is
c© 2016 RAS, MNRAS 000, 1–8
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Figure 2. Schematic of the optical setup for the 2B instrument. Light enters from the left, where the red (blue) beam indicates light from the receding (approach-
ing) limb of the Sun. The different lenses have names from L1-L6 given at the bottom of the schematic; other components, such as filters and pockels cells, have
been indicated with their name. Shown are also the two potassium vapour cells (forward and aft), each sitting in a longitudinal magnetic field of different strength
(indicated by the horizontal arrows with the cells). The two detectors for each cell (port and starboard) are also depicted.
then approximately ∼165 km (Lewis 1996), based on a simple calcu-
lation of the height where the monochromatic optical depth is unity
(Underhill & Speake 1996). Figure 1 shows the principle of the in-
tensity measurements of the 2B instrument.
Each cell has two detectors, referred to as the port and star-
board detectors, sitting on either side of the cells. The image of the
Sun has a finite extent of about 4mm in the centre of the vapor cells,
which leads to an effect referred to as instrumental Doppler imaging
— a given detector will have a higher sensitivity to the signal from
the closest solar limb (Broomhall et al. 2009b), because the intensity
of light from a given region of the Sun will have to travel a given path
length through the vapor subject to extinction. As a result, the two
detectors will have different spatial sensitivities. The Doppler imag-
ing also has an important contribution from the sensitivity weighting
from the solar differential rotation and overall limb darkening (see
Brookes et al. 1978; Davies 2011; Davies et al. 2014b) — the blue
wing of the spectral line is heavily weighted towards the approach-
ing limb of the solar disk; the red wing to the receding limb. The
spatial weighting will further depend on the varying size of the so-
lar image and the tilt and position angle of the solar rotation axis
through the year.
We also note that the solar image is inverted between the two
cells (see Figure 2). So, where the highest sensitivity to, e.g., the
approaching limb of the solar disk is obtained by the port detector
in the forward cell, it will in the aft cell be obtained by the starboard
detector. The port (or starboard) detectors of the two cells will thus
be spatially sensitive to different parts of the sun and to different
atmospheric heights.
3 DATA
In this study we use data collected between 11 July 2009 and 21
April 2016, with a sampling rate of 40 seconds. Figure 3 gives an
example of the residual velocity data during a given day for the
forward and aft cells. For each cell we obtain the residual velocity
signals separately from the port and starboard detectors, together
with their average. The data from the commissioning of the instru-
ment until the start date used here exhibit many instrumental artifacts
and interruptions in the data collection due to technical issues. For
the adopted period, spanning 1826 days, data were collected during
1524 days with a ∼28% duty cycle (∼429 days), with a modal value
of 9 − 10 hours of data per day (see Figure 4). As we are looking
at data from a single station the data gaps are dominated by a diur-
nal cycle, and secondly by weather and instrumental issues. For the
above statistics we restrict ourselves to the times where both cells are
recording (e.g., excluding times when one cell is down for technical
reasons). In addition, we only use daily segments with more than 5
hours of data. We note that the velocity calibration from R (Elsworth
et al. 1995; Davies et al. 2014b) will attenuate low frequency signals;
with a minimum daily data length of 5 hours it is expected that sig-
nals .200 µHz will be affected to some degree (Davies 2011).
4 SPECTRAL AND PHASE COHERENCE
The coherence is useful for describing the relationship between two
data sets in the frequency domain, and represents the part of the
signal in a time series A that can be explained by the signal in a
time series B at a given frequency. For spectral coherence we will
look at the magnitude squared coherence (MSC), which then gives
the fractional power at a given frequency that can be explained by
time series A’s linear regression on B. The MSC gives a value in the
interval 0 6 MSC 6 1, where 0 indicates no coherence and 1 full
coherence. Note, however, that given the hard boundaries of 0 and 1
for the MSC any noise will always offset the measured MSC value
away from 0 and 1, even if the signals are fully coherent/incoherent.
One may from the cross-spectrum analysis look at the phase
difference between the two signals at a given frequency. Note that if
a fixed phase difference exists between the two signals they can still
have a high coherence. This is different from time averaging where a
phase difference between two signals will lead to cancellation even
if the signals are coherent.
We construct the MSC from the coefficients of a least-squares
sine-wave fit (Kjeldsen 1992; Frandsen et al. 1995), normalised by
the root-mean-square (RMS) scaled version of Parseval’s theorem.
The following short-hand notations are used:
s j ≡
∑
i
wi · xi · sin(2piν jti)
c j ≡
∑
i
wi · xi · cos(2piν jti)
ss j ≡
∑
i
wi · sin2(2piν jti)
cc j ≡
∑
i
wi · cos2(2piν jti)
sc j ≡
∑
i
wi · sin(2piν jti) · cos(2piν jti) ,
(4.1)
where xi refers to the time series signal at time ti; wi refers to the
weight applied to the specific data point, and may be used to window
c© 2016 RAS, MNRAS 000, 1–8
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Figure 3. Residual velocity time series for the forward and aft spectrometer cells from 8 June 2011. The time series from each cell is constructed from the mean
of the port and starboard detectors of the cell.
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Figure 4. Observing duration per day for data collected between 11 July
2009 and 21 April 2016, counting only days where some observations were
obtained.
the function (cf. Welch’s method, see below). We then define:
α j =
s j · cc j − c j · sc j
ss j · cc j − sc2j
, (4.2)
β j =
c j · ss j − s j · sc j
ss j · cc j − sc2j
, (4.3)
Replacing “x” in Equation 4.1 with the forward (F) and aft (A)
cell time series gives the auto, or power, spectra for these as:
PFF(ν j) = α2jF + β
2
jF (4.4)
PAA(ν j) = α2jA + β
2
jA . (4.5)
To define the cross-spectrum functions we construct the so-
called co-spectrum:
C(ν j) = α jFα jA + β jFβ jA , (4.6)
and quadrature-spectrum:
Q(ν j) = α jFβ jA − α jAβ jF . (4.7)
The cross-amplitude spectrum at frequency ν j between the for-
ward and aft cell time series is then given by:
〈PFA(ν j)〉 =
√
Cˆ2(ν j) + Qˆ2(ν j) . (4.8)
The angle brackets, and hats on Q and C, indicate that it is the ex-
pectation values for the respective spectra that are used in calcu-
lating the cross-spectrum. Estimation of the expectation values for
the spectra is typically done using Welch’s method (Welch 1967),
where the time series is divided into a given number of segments
with a given overlap. Each segment is then windowed using a taper
function (often a Hanning window) to minimise edge effects, and the
cross- and auto-spectra are then calculated for each segment. The ex-
pectation values are then obtained as the average of the spectra from
all the segments. One might also approximate the expectation value
spectra by applying smoothing to the cross- and auto-spectra across
a given number of frequency bins (Pardo-Igúzquiza & Rodríguez-
Tovar 2012).
The magnitude squared coherence (MSC) is then given as
(Chatfield 2004):
MSC(ν) =
|〈PFA(ν)〉|2
〈PFF(ν)〉〈PAA(ν)〉 . (4.9)
Note that if only a single realisation of the two time series are used,
the MSC will always return a value of 1, regardless of the actual
coherence between the time series — only by using the expectation
values for the components does the MSC return a sensible value for
the coherence. The phase-spectrum, giving the phase difference be-
tween the two signals at a given frequency, can be computed as:
∆φFA(ν j) = tan−1
(
−Qˆ2(ν j)/Cˆ2(ν j)
)
. (4.10)
The use of the cross spectrum for the reduction of incoherent
signals is not new in solar observations. To date the coherence has
primarily been studied in the context of reducing incoherent instru-
mental noise and noise from the Earth’s atmosphere. Elsworth et al.
(1994) showed, e.g., a reduction in noise from joining data from two
different BiSON stations at almost the same longitude (Izaña and
Sutherland), thus probing the same height in the solar atmosphere,
but reducing incoherent contributions from instrumental and atmo-
spheric noise. García et al. (1998) used the cross spectrum to re-
duce (high-frequency) photon noise from the GOLF photomultiplier
tubes, enabling the detection of solar high-frequency pseudo-modes
above the solar cutoff frequency. More recently Davies et al. (2014b)
showed a noise reduction from using contemporaneous data from
BiSON stations at different longitudes. The difference in line-of-
sight velocities of the stations (from the Earth’s rotation) results in a
probing of different atmospheric heights. Davies et al. (2014b) found
less than full coherence in spectral regions not dominated by oscil-
lations. This is similar to what we test here using 2B data (see Sec-
tion 5), but their results are unavoidably more ambiguous because
the durations of contemporaneous observations between two (or
three) specific stations are generally very short. See also Broomhall
et al. (2007) for the use of contemporaneous data from two differ-
ent instruments by formulating a joint probability in searching the
combined data sets for excess power from oscillation modes.
c© 2016 RAS, MNRAS 000, 1–8
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5 RESULTS
With 2B we have the advantage that data are obtained for different
depths at every sampling. In addition, because of the different spa-
tial sensitivity of the port and starboard detectors of each cell, these
preferentially observe different parts of the Solar surface. This ef-
fectively reduces the coherence of observed signals at a given depth,
i.e., between the detectors of a given cell. Below we present the re-
sults obtained for the analysis of the spectral coherence (Section 5.1)
and phase difference (Section 5.2) at different depths, and the re-
sulting reduction of incoherence noise via the cross spectrum (Sec-
tion 5.3).
5.1 Spectral coherence
In our study of the spectral coherence we are primarily interested in
reducing the bias and scatter, at the cost of a reduced frequency res-
olution. A natural segmentation of the time series thus comes from
the diurnal nature of the observations. The use of daily segments
in the calculation of expectation values alleviates the impact from
the daily spectral window. We calculate the average spectra from
the daily segments at the same resolution and without overlaps (re-
ferred to as Bartlett’s method; Bartlett 1950), and here only include
days where observations were conducted for more than five hours.
To avoid edge effects each daily segment was tapered using a Dolph-
Chebyshev window (Dolph 1946; Harris 1978) — this effectively re-
duces the resolution, but has the benefit of also reducing the variance
of the periodograms.
Figure 5 shows the MSC functions from the combination of
different 2B time series — the legend indicates whether the time
series originate from the forward (F ) or aft (A) cell; the subscript
denotes the detector used in the given cell, i.e., using either the port
(P), starboard (S ), or mean (M) detector data products.
Overall, the different time series combinations, with contribu-
tions from different depths and/or spatial regions, show the same
primary features: at frequencies below ∼1500 µHz, the region dom-
inated by the granulation background, the signals are largely inco-
herent (MSC . 0.4); at frequencies dominated by the stellar os-
cillations, ∼1500 to ∼4500 µHz, they are, as expected, largely co-
herent (0.4 . MSC < 1); at high frequencies, &4500 µHz, where
the signals are dominated by white noise the signals are incoher-
ent (MSC . 0.1), although there will be some signal present due to
pseudo-modes. As expected we see that signals .200 µHz are atten-
uated by the velocity calibration (Davies 2011)
Concerning the individual combinations, the left panel of Fig-
ure 5 shows the MSC functions from the same cells but different
detectors, which isolates the effect from the surface weighting. We
do see a difference in these surface sensitive MSC functions for the
forward and aft cells, i.e., at different depths. In other words, the
different parts of the surface appear to have a lower coherence at
the atmospheric height probed by the forward cell compared to the
aft. We suspect that most of the difference seen between the two
cells is of instrumental origin, and that the coherence level for the
detectors of the aft cell is elevated across all frequencies compared
to the forward cell. This elevated level is most clearly seen towards
high frequencies for the aft cell — one explanation for the origin
of the signal could be non-resonantly scattered light in the optical
system after the forward cell (see Figure 2), hence adding a white
correlated signal component to both detectors of the aft cell. An-
other possible contribution arises from a slightly different overlap
in the spatial weighting between the detectors at different depths —
this is caused by a difference in the correlation between velocity and
intensity signals at different depths; in the overshoot region highest
in the atmosphere, which is probed predominantly by the forward
cell, the vertical velocity and temperature-contrast has the opposite
correlation compared to that in the convection zone, which is closer
to the region probed by the aft cell.
The right-hand panel of Figure 5 shows the MSC functions
from the different cross-combinations between the detectors of the
two cells. The most interesting feature seen here is the difference
between using the detectors on a given side (i.e., port or starboard)
for both cells or detectors on different sides. The combinations with
the detectors on the same side are seen to have a lower coherence
than the ones that mix the detector sides. The reason for this is the
reversal of the solar image between the two cells (cf. Section 2), so
in addition to the different depths probed by the two cells, the com-
binations adopting the detectors on the same side will include the
reduction in coherence from weighting to different spatial regions of
the solar surface. In both the MSC functions in the right panel, and
the FMAM combination, we see that the coherence shows a mini-
mum around ∼1500 µHz, but it increases slightly towards lower fre-
quencies, until the attenuation from the velocity calibration sets in.
This frequency dependence could be explained by a combination
of common instrumental signals, noise from active regions, and the
larger scales of convective structures (e.g., meso- and supergranula-
tion) probed towards lower frequency (Harvey 1985; Andersen et al.
1994).
5.2 Phase difference
From Equation 4.10 one may analyse the phase difference of the os-
cillations between the different time series. For the frequency region
where we see the solar-like oscillations as trapped standing waves
the adiabatic expectation is a phase difference of ∆φ = 0◦. Non-
adiabatic effects (i.e., damping and excitation) will cause non-zero
phase differences. Typically such analyses have, however, been done
between velocity and photometry observations (see, e.g., Pallé et al.
1999; Jiménez et al. 1999; Simoniello et al. 2004, 2006, 2008).
The phase differences for the different cell and detector combi-
nations are shown in Figure 6. We have omitted adding uncertainties
to the phase functions, but these may be computed according to the
method outlined by Jiménez et al. (1999). As expected, the phase dif-
ferences in the region dominated by the stellar oscillations (∼1500 to
∼4500 µHz) are indeed close to 0◦. Some minor differences are seen
between the different phase functions, specifically it is seen that the
FPFS and APAS combinations are better centred on ∆φ = 0◦ com-
pared to, for instance, the FMAM combination. Because the two for-
mer combinations probe the atmosphere at two spatially differently
weighted regions, but, crucially, at the same atmospheric height, they
should be expected to give ∆φ = 0◦. The latter, on the other hand,
isolates the phase difference from different heights, and is seen to
be well followed by the other combinations that also probe different
heights. The slight upward trend in the phase difference, approach-
ing ∆φ ≈ 3◦ near the acoustic cut-off at ∼5000 µHz, could be the
signature of non-adiabatic effects. A contribution could also come
from high frequency travelling waves above the trapping region that
do not maintain their phase with height, as do standing waves. The
increase of phase-shift with height will for this contribution depend
on frequency.
As in a Fourier transform, phase leakage in the transform
(Equation 4.1) can affect the calculated phase difference (Equa-
tion 4.10), especially at frequencies of low S/N. It is also important
to remember that the frequency resolution per design is low, such
that, within a given frequency bin the average phase from all modes
of oscillations in the bin is obtained (with different angular degree l).
In addition, signals from the granulation will, as in the power den-
sity spectrum, have a component in the frequency region dominated
by the oscillations. In constrast to the spectral power density, it is
difficult to isolate this component in the phase signal. However, as-
suming a random phase of this signal, due to the stochastic nature of
granulation, between ±180◦, the larger number of measurements per
bin and regression towards the mean would suggest a contribution
that is close to ∆φ = 0◦.
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Figure 5. Magnitude squared coherence (MSC) functions from different 2B time series combinations as a function of frequency. The vertical dashed lines indicate
the solar νmax of 3150 µHz. Left: MSC functions from the forward (F ) and aft (A) cells, combining the signals from the port (P), starboard (S ), or mean (M)
detector data products (see legend). Right: MSC functions from cross-combinations between the detectors of the two cells.
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Figure 6. Phase difference ∆φ in degrees between the different 2B time series
combinations as a function of frequency. The legend indicates first the cell,
forward (F ) or aft (A), and then by the subscript the detector, i.e., the port
(P), starboard (S ), or mean (M) detector data products, used in the different
time series combinations. The insert shows a zoom-in of the frequency region
dominated by oscillations.
In the granulation-dominated frequency region (.1500 µHz),
and at high frequencies (&4500 µHz), where both pseudo-modes
(Jiménez et al. 2005) and white noise contribute to the signal, the
phase differences are centred around 0◦, but with larger deviations.
This suggests a randomised phase, as expected from incoherent sig-
nals.
5.3 Cross spectrum
It is in the cross spectrum that the effect from the incoherency of
granulation noise must be found for the improved detection of os-
cillations. Figure 7 shows the comparisons between power and cross
spectra from different data product combinations from the forward
and/or aft cells.
As seen, an improvement is indeed gained from using the cross
spectrum compared to the power spectra from any individual data
product. Of particular interest is the FMAM combination, which in
the cross spectrum best isolates the effect of combining different
heights. The typical BiSON product is given by the power spec-
trum from FM . For many of the combinations we see an improve-
ment that exceeds that possible by merely averaging the data in the
temporal domain, where a maximum improvement by a factor of
two (in power) is possible by combining fully incoherent Gaussian
noise. We note that even though the incoherent noise is reduced, so
is the frequency resolution when using Welch’s method — this will
impact the detection of these low frequency modes that have long
lifetimes, hence narrow line widths. In a future paper we will inves-
tigate the possibility of a different reduction of BiSON data from a
single cell, which currently adopts a temporal averaging of data from
the port and starboard detectors, and the potential gain in detection
of low frequency modes from the cross spectrum of 2B data using
Welch’s and the smoothing methods (Pardo-Igúzquiza & Rodríguez-
Tovar 2012). From Figure 7 it is furthermore evident that the quality
of data from the forward cell exceeds that from the aft cell — from
the FMAM data we see, for instance, a significantly larger improve-
ment from using the cross spectrum from both cells versus the aft
cell power spectrum compared to that from the forward cell.
6 DISCUSSION
We have demonstrated that the granulation signal from different
atmospheric heights in the solar atmosphere is not coherent, and
shown the potential for reducing the low frequency granulation-
noise in the cross-spectrum, increasing the signal-to-noise of the
coherent modes. This will enable the positive detection of addi-
tional low frequency modes. The results here will be used in a fu-
ture study of data from the radial velocity instrument of the Stellar
Observations Network Group (SONG) to improve observations of
both the Sun and solar-like oscillators in general. Our study also
showed a phase difference from different heights as expected from
theory, i.e., near the asymptotic value of a 0◦ difference for the region
dominated by oscillations, and randomised in the low- and high-
frequency noise-dominated regions.
The results covered here also support a new network concept
called BiSON-Mini. The idea is to deploy many compact and af-
fordable versions of the BiSON instrument around the globe. The
high number of nodes will ensure monitoring of the Sun as-a-star
with a coverage of close to 100%, effectively reducing noise and
artefacts in the power spectrum from temporal gaps; BiSON gen-
erally achieves a coverage just over 80%. The BiSON-Mini nodes
would, from their different longitudinal positions and hence slightly
different line-of-sight rotational velocities with respect to the Sun,
c© 2016 RAS, MNRAS 000, 1–8
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Figure 7. Comparison between the power and cross spectra for the different 2B time series combinations as a function of frequency. The legend indicates first
the cell, forward (F ) or aft (A), and then by the subscript the detector, i.e., the port (P), starboard (S ), or mean (M) detector data products, used in the different
combinations. Left: ratio between power spectrum from the first component of the specific combination of time series used for the cross spectrum. As an example,
the dark red line thus gives the comparison between the power spectrum from FM (the 1st component in FMAM) and the cross spectrum from FMAM . Right:
ratio between power spectrum from the second component of the specific combination of time series used for the cross spectrum. As an example, the dark red
here then gives the comparison between the power spectrum fromAM (the 2nd component in FMAM) and the cross spectrum from FMAM . Except for the FPFS
andAPAS combinations, the left (right) panel shows the comparisons between power spectra from the forward (aft) cell data with the cross spectrum.
probe different depths in the solar photosphere. Combining contem-
poraneous data from many such nodes would thus benefit strongly
from the observed incoherence of the granulation noise, as shown
in this study, in addition to minimising other incoherent noise con-
tributions, such as that from the earth atmosphere or instrumental
signals. This would enable the detection of additional low frequency
solar oscillation modes.
In a future paper we will use the 2B data to study the depth
dependence of seismic and granulation properties in the Sun, which
will serve as the first step to a similar study using SONG data.
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