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                  一  1   一     一 一 1 一 （1）       ゐ（zlx、）＝！（21θ）十一々（zlθ）：  θ＝θ十一ψ
                     m                     m
の形で与えられる予測分布について考察する．これは，ベイズアプローチに基づく基本的な予
測分布が，Lap1ace Methodの適用によって（1）式の形に帰着されることを用いている（例え
ば，Tierney and Kadane（1986））．
 このとき，ある正則条件のもとで，予測分布ゐ（21X、）の平均対数尤度の推定量として与えら
れる情報量規準は
（・）1肌，δ）一一・書1・・帆1兄）・÷蛇州兄，6）［∂1o9苓許θ）1仁、
となる．ただし，推定量θは力次元汎関数ベクトルT＝（ハ，．．．，η）’に対して，θ＝T（G）で
与えられ，刀1）（X、；6）は，ハの経験影響関数とナる．通常，ベイズアプローチに基づいて構
成された予測分布に対しては，（1）式の推定量θは最尤推定量となる．
 標本数がモデルのパラメータ数と比してそれほど大きくないとき，（2）式の右辺第二項のバ
イアス補正は有効に働かない．このような場合には，解析的に求めた情報量規準（2）を予測分
