In network protocol research a common goal is optimal bandwidth utilization, while still being network friendly. The drawback of TCP in networks with large bandwidth-delay products due to its AIMD based congestion control mechanism is well known. The congestion control algorithm of TCP has two phases namely slow-start phase and congestionavoidance phase. Many researchers have focused on modifying the congestion avoidance phase of the algorithm. In this work, we propose a modification to the slow-start phase of the algorithm to achieve better performance. Restricted slow-start algorithm is a simple sender side alteration to the TCP congestion window update algorithm.
Introduction
TCP was originally defined in RFC 793 [1] , and several enhancements have been proposed to TCP since then. The congestion control algorithm [2] of TCP has two phases namely slow-start phase and congestion-avoidance phase. With slow start, the sender window begins at one segment and is incremented by one segment every time an acknowledgment is received. This opens the window exponentially: send one segment, then two, then four, and so on. With congestion avoidance, the sender window is incremented at most one segment each round-trip time, regardless of how many acknowledgments are received in that round-trip time. The congestion control algorithm starts with the slow-start phase. Whenever congestion is detected, it reduces the sender window to half of its value and enters congestion avoidance. The current slow-start procedure can result in increasing the sender window by thousands of segments in a single round-trip time for networks with large bandwidth-delay products. Such an increase can easily result in thousands of packets being dropped in one round-trip time. This is often counter-productive for the TCP flow itself, and is also hard on the rest of the traffic sharing the congested link. In this work, we propose a modification to the slow-start procedure to solve this problem and improve the network utilization.
Background and motivation
Congestion occurs when the traffic offered to a communication network exceeds its available transmission capacity. But congestion events are not just pertained to congestion in the network. In some operating systems (for example: Linux), congestion events (send-stalls) are generated due to the saturation of several soft components such as buffers and queues in the host. Though these are resource constraints at the sending host and are not in any way indicate of congestion in the network, Linux TCP treats these events in the same way as it would treat the network congestion. The impact of these send-stall events was reflected in the demo that we conducted at IGrid2002. Further analysis revealed that these congestion events (sendstalls) are generated in the slow-start phase rather in the congestion avoidance phase. We propose a control theory approach that appropriately paces the TCP sender during the slow-start phase to avoid the saturation of soft component such as network interface queue. Even though there have been proposals to increase the size of these soft components to overcome this problem, deployment of these solutions revealed that still a considerable amount of available bandwidth goes unutilized. Also, increasing the size of the soft components increases the memory usage. We aim at improving the end-to-end bandwidth utilization without increasing the memory usage at the host.
Proposed Scheme
We use a PID control algorithm [3] 
