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STABLE SOLUTIONS TO THE ABELIAN YANG–MILLS–HIGGS
EQUATIONS ON S2 AND T 2
DA RONG CHENG
Abstract. We show under natural assumptions that stable solutions to the abelian Yang–
Mills–Higgs equations on Hermitian line bundles over the round 2-sphere actually satisfy
the vortex equations, which are a first-order reduction of the (second-order) abelian Yang–
Mills–Higgs equations. We also obtain a similar result for stable solutions on a flat 2-torus.
Our method of proof comes from the work of Bourguignon–Lawson [BL81] concerning
stable SU(2) Yang–Mills connections on compact homogeneous 4-manifolds.
1. Introduction
Let Σ be an oriented surface equipped with a Riemannian metric g, and suppose L is a
complex line bundle over Σ equipped with a Hermitian metric 〈·, ·〉, so that for all x ∈ Σ,
we have
〈αξ, βη〉 = αβ〈ξ, η〉 for all α, β ∈ C and ξ, η ∈ Lx.
Given ε > 0, we are interested in the following self-dual abelian Yang–Mills–Higgs action,
which takes a section u : Σ→ L and a metric connection ∇A on L as variables:
Eε(u,∇A) =
ˆ
Σ
ε2|FA|2 + |∇Au|2 + (1− |u|
2)2
4ε2
dµg.
Here FA denotes the curvature of the connection ∇A, and dµg is the volume form on Σ. Note
that since∇A is a U(1)-connection, FA is in fact a 2-form with values in
√−1R. Historically,
functionals of this type originated with the Ginzburg–Landau theory of superconductivity,
and later made their way into elementary particle physics, where U(1) may be replaced by
other groups depending on the situation. The reader interested in a succinct account of the
physical backgrounds may consult, for example [JT80, Chapter 1].
A straightforward computation yields the Euler–Lagrange equations of Eε:{
∇∗A∇Au = 1−|u|
2
2ε2
u,
ε2d∗FA = −
√−1Re〈√−1u,∇Au〉 =
√−1 Im〈u,∇Au〉,
(1.1)
where ∇∗A is the formal adjoint of ∇A, and both sides of the second equation are 1-forms
valued in
√−1R. Note also that the second equation is not an elliptic equation for the
connection ∇A. This can be attributed to the gauge invariance of Eε, where
Eε(u,∇A) = Eε(s · u,∇A − ds · s−1) for any s : Σ→ U(1) ≃ S1. (1.2)
The system (1.1) and its relatives have been the subject of extensive study, and there is
by now a large literature on them, which we do not attempt to survey here. The interested
reader is referred to the monographs [BBH94, PR00, SS07] and the references therein.
Below, we will focus on one particular aspect of the second-order equations (1.1), namely
that they admit special solutions given by first-order equations which arise from rewriting
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the functional Eε in a particular way. Specifically, it was observed by Bogomol’nyi [Bog76]
that, with the choice of potential (1−|u|
2)2
4 in the definition of Eε, the functional can be split
into two parts whose difference, after an integration by parts, is a topological invariant, as
follows:
Eε(u,∇A) =
ˆ
Σ
1
4
|∇Au−
√−1 ∗ ∇Au|2 + 1
2
∣∣ε ∗ √−1FA − 1− |u|2
2ε
∣∣2
+
ˆ
Σ
1
4
|∇Au+
√−1 ∗ ∇Au|2 + 1
2
∣∣ε ∗ √−1FA + 1− |u|2
2ε
∣∣2
=
ˆ
Σ
1
2
|∇Au∓
√−1 ∗ ∇Au|2 +
∣∣ε ∗ √−1FA ∓ 1− |u|2
2ε
∣∣2 ± ˆ
Σ
√−1FA, (1.3)
where ∗ denotes the Hodge star operator on Σ, and the signs are chosen so that the term
± ´Σ
√−1FA is nonnegative. Note that if Σ is closed, then of course
1
2pi
ˆ
Σ
√−1FA = degL. (1.4)
Also, if Σ = R2, then by [JT80, Proposition II.3.5] and [Aig01], under the assumption that
Eε(u,∇A) is finite, we still have
´
Σ
√−1FA ∈ 2piZ, the integer being essentially the degree
of u at infinity.
Thus, (1.3) provides a lower bound for Eε(u,∇A) in terms of a topological quantity,
namely 12π
´
Σ
√−1FA, also known as the vortex number. Configurations (u,∇A) which
attain this bound satisfy, depending on the sign of the vortex number, one of the following
two first-order systems, which we will refer to collectively as the vortex equations.{
∇Au =
√−1 ∗ ∇Au,
∗√−1FA = 1−|u|
2
2ε2
.
(1.5){
∇Au = −
√−1 ∗ ∇Au,
∗√−1FA = −1−|u|
2
2ε2
.
(1.6)
Since solutions to (1.5) or (1.6) minimize Eε among configurations with the same vortex
number, they are, in particular, stable solutions to (1.1) when Σ is closed. Here by a stable
solution we mean a solution at which the second variation of Eε is positive semi-definite.
(See Section 3.) In view of this property of vortex solutions, it seems natural to ask whether
the converse is also true; that is, given a stable solution (u,∇A) to (1.1) on a closed Σ, must
it satisfy one of (1.5) and (1.6)? Our main result gives a positive answer when Σ is the
round S2 or flat T 2, provided u is not the zero section. In the S2 case, this last assumption
can be dropped if ε is below a threshold that depends only on degL.
The reader may wonder if the vortex equations actually admit any solutions at all. Thus,
we briefly digress to recall some fundamental existence and classification results for solutions
to (1.5) and (1.6). When Σ = R2, these are due to Taubes [Tau80a], who showed that, up
to gauge equivalence, solutions with vortex number d are in one-to-one correspondence with
unordered |d|-tuples of points on R2. On the other hand, if Σ is a closed surface, a similar
classification was established, using different methods, by Bradlow [Bra90] and Garc´ıa-
Prada [GP94] (see also Noguchi [Nog87]), under the assumption that 4pi|degL| < ε−2|Σ|,
with the case of equality addressed in [Bra90, Theorem 4.7]. (In fact they studied a slightly
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different equation, but the analysis is essentially the same.) Note that the condition
4pi|degL| ≤ ε−2|Σ| (1.7)
is necessary for either (1.5) or (1.6) to admit a solution, as can be seen by integrating the
second lines of (1.5) or (1.6) over Σ ([Bra90, GP94]).
We now return to the relation between stable solutions to (1.1) and solutions to the
vortex equations, and state our main theorem.
Theorem 1.1. Let Σ be the round S2 or a flat T 2 and suppose L is a Hermitian line bundle
over Σ with degL = d. Let (u,∇A) be a stable weak solution to (1.1) and assume either of
the following two conditions:
(H) u is not identically zero.
(H’) Σ is the round S2 and |d| ≤ ε−2.
Then (u,∇A) satisfies (1.5) or (1.6).
Remark 1.2. (1) As opposed to the case Σ = R2, where Taubes [Tau80b] showed that
any finite-action solution to (1.1) in fact satisfies one of the vortex equations, Theo-
rem 1.1 with the word “stable” removed is false in general. For instance, if L is trivial
and ε is small enough, then the min-max construction of Pigati–Stern [PS19, Section
7.1] produces solutions (u,∇A) with Eε(u,∇A) > 0 and u 6≡ 0. (See equation (7.1)
in [PS19].) These cannot satisfy either of the vortex equations, for otherwise we would
get the following contradiction
0 < Eε(u,∇A) = ±
ˆ
Σ
FA = 0.
Here in the middle equality we use (1.3) and the right-most equality follows since here
the bundle is trivial.
(2) The assumption |d| ≤ ε−2 in (H’) is just (1.7) since |S2| = 4pi. This threshold for ε is
optimal in that if |d| > ε−2, then the solution (0,∇A) with FA harmonic is stable but
does not satisfy either (1.5) or (1.6). We elaborate on this at the end of Section 4.
For the remainder of this introduction, we will attempt to put Theorem 1.1 into context,
before briefly describing the idea of its proof. First, when Σ is a convex domain in R2,
in which case L is necessarily trivial, Jimbo–Sternberg [JS02] established the constancy of
stable solutions to (1.1) under a natural variational boundary condition, and for a more
general class of potentials. For the Ginzburg–Landau equation ε2∆u = (1 − |u|2)u on
complex-valued functions, a similar result was proved by Jimbo–Morita [JM94], assuming
the homogeneous Neumann condition. Other related results on the classification of stable
solutions to equations similar to (1.1) can be found, for instance, in [CH78, Mat79, Ser05,
Che13].
Next, recall that several other functionals in differential geometry admit special min-
imizers given by first-order equations. For instance, ±-holomorphic maps are homotopy
minimizers for the Dirichlet energy of maps between compact Ka¨hler manifolds, and con-
nections with self-dual or anti-self-dual curvatures minimize the Yang–Mills functional on
compact 4-manifolds. The relationship between complex subvarieties of Ka¨hler manifolds
and the area functional also falls into this framework, thanks to the Wirtinger inequality.
In all these settings, “stability ⇒ first-order reduction” results analogous Theorem 1.1 have
been obtained under suitable assumptions. See for instance [SY80, BBDBR89] (harmonic
maps), [BL81, Ste10] (Yang–Mills connections), [LS73, Mic84] (minimal submanifolds).
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Finally, we mention that the vortex equations admits various important generalizations;
see for instance the surveys [GP98], [BGP97], and the references therein. We are particularly
interested in the case of a Hermitian line bundle over a compact Ka¨hler manifoldM [Bra90,
GP93]. Here the solutions are again stable critical points of Eε, and are essentially in one-
to-one correspondence with codimension-one complex subvarieties of M . In view of the
recent work of Pigati–Stern [PS19], which revealed a close relationship between solutions
to (1.1) on a Riemannian manifold and (real) codimension-two minimal submanifolds, it
will be interesting to see whether a statement like Theorem 1.1 holds when M = CPn.
The result, if true, would be an analogue of the classical theorem of Lawson–Simons [LS73],
which reduces stable stationary integral currents in CPn to complex subvarieties, and would
serve as further evidence for the link between Eε and the volume functional in codimension
two. We hope to address this question in a future work.
Method. Here we assume Σ is as in the statement of Theorem 1.1. The proof of The-
orem 1.1 shares a common theme with a lot of the results cited above, particularly the
work of Bourguignon–Lawson [BL81, Section 10] on stable SU(2) Yang–Mills connections
on homogeneous four-manifolds. To describe the idea in our setting, we consider the one-
parameter group of diffeomorphisms generated by a vector field X on Σ. Pulling back a
solution (u,∇A) via these diffeomorphisms yields a one-parameter family of configurations,
along which we compute the second derivative of Eε. This has the same effect as computing
the second variation of Eε along the path (u + t(∇Au)X ,∇A + t(ιXFA)) (see [BL81, pp.
198–199]), which has to be non-negative by the stability assumption. Of course, as Eε is
isometry-invariant, choosing X to be a Killing field yields no useful information since we
would get zero anyway, regardless of stability. However, information can be extracted if we
keep X Killing but replace (u + t(∇Au)X ,∇A + t(ιXFA)) by (u + tσX ,∇A − t
√−1ιXϕ),
where
σ = ∇Au−
√−1 ∗ ∇Au, ϕ =
√−1FA − ∗1− |u|
2
2ε2
.
This choice is inspired by the one in [BL81, Section 10]. Note that, a priori, the second vari-
ation of Eε in this direction does not have to be zero, but if in addition (u,∇A) verifies (1.5)
or (1.6), then (σX , ιXϕ) = (0, 0) or (2(∇Au)X , 2
√−1ιXFA), and the second variation van-
ishes in either case as X is Killing. Thus one expects σ and ϕ to be helpful in detecting
solutions to the vortex equations.
Computing the second variations of Eε along (u + tσX ,∇A − t
√−1ιXϕ) gives rise to a
quadratic form Q defined over the space K of Killing fields on Σ, which must be positive
semi-definite if (u,∇A) is a stable solution. As in [BL81], the proof then boils down to
taking the trace over K, and observing that when Σ is as in the statement of Theorem 1.1,
the resulting inequalities, together with some basic estimates for solutions of (1.1), allow us
to conclude the proof assuming (H). The prove the Theorem assuming (H’) instead, we first
observe that when |d| = ε−2, the conclusion holds when even if u ≡ 0. Then we argue that
u ≡ 0 contradicts stability when |d| < ε−2, thanks to an estimate on the lowest eigenvalue
of d∗AdA due to Kuwabara [Kuw82].
Notation. For the rest of the paper, (Σ, g) will be a closed oriented surface equipped with
a Riemannian metric, and L a Hermitian line bundle over Σ. The Levi–Civita connection
on Σ is denoted by ∇, and the volume form by dµg. The curvature convention we adopt is
RX,Y Z = ∇2X,Y Z −∇2Y,XZ.
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We use the same pointed brackets 〈·, ·〉 to denote any bundle metric on ΛpT ∗Σ or ΛpT ∗Σ⊗
L that is induced by g and the Hermitian metric on L. As usual, we denote by Ωp(Σ) the
space of p-forms on Σ, and by Ωp(L) the space of sections of ΛpT ∗Σ ⊗ L. Integrating the
bundle metrics over Σ yields inner products on Ωp(Σ) and Ωp(L).
Fixing once an for all a smooth background metric connection ∇0 on L, any other metric
connection can be written as ∇A := ∇0 −
√−1A, where A is a real 1-form on Σ. The
curvatures of ∇A and ∇0 are then related by FA = F0 −
√−1dA. The exterior derivative
induced by ∇A on Ω∗(L) is denoted dA, and its formal adjoint d∗A. Similarly, ∇∗A denotes
the adjoint of ∇A. For instance, for σ ∈ Ω1(L), we have
∇∗Aσ = −(∇Aσ)ei,ei ,
where the right-hand side is summed over an orthonormal basis e1, e2 of TxΣ at each x ∈ Σ.
(Below, unless otherwise stated, repeated indices are always summed.) Also, for a section
u of L, we will use dAu and ∇Au interchangeably.
Next, by ∆ we will always mean the Hodge Laplacian d∗d+ dd∗, even when it is acting
on Ω0(Σ). Thus, for example, in this notation a real function f is sub-harmonic if ∆f ≤ 0.
Similarly, using dA and d
∗
A, the Hodge Laplacian acting on Ω
∗(L) is given by
∆A = dAd
∗
A + d
∗
AdA.
When there is no danger of confusion, we will sometimes drop the subscripts in ∇A, ∆A,
dA, d
∗
A, etc. and simply write them as ∇,∆, d, d∗, etc.
Finally, by a configuration we mean a pair (u,∇A) where u is a section of L and ∇A is
a metric connection on L, with regularity to be specified depending on the context. Given
ε > 0 and a configuration (u,∇A), we define
h(u,∇A) =
1− |u|2
2ε2
(|u| is computed using the bundle metric on L),
f(u,∇A) = ∗
√−1FA,
σ(u,∇A) = ∇Au−
√−1 ∗ ∇Au,
ϕ(u,∇A) =
√−1FA − ∗h = ∗(f − h).
The subscripts (u,∇A) will be dropped when it’s clear from the context which configuration
we mean. Also, note that h, f, ϕ stay unchanged when we switch from (u,∇A) to a gauge
equivalent configuration (e
√−1θu,∇A −
√−1dθ), whereas σ transforms by
σ(e
√
−1θu,∇A−
√−1dθ) = e
√−1θσ(u,∇A).
Nonetheless, |u|, |σ| and 〈u, σ〉 are still gauge invariant. Other notation and terminology
will be introduced when needed.
Organization. In Section 2 we review a couple of Weitzenbo¨ck-type formulas and note
some consequences which are important for the computations to follow. Section 3 collects a
number of basic facts about Eε and (1.1), including the first and second variation formula,
regularity of weak solutions up to change of gauge, and some basic pointwise estimates
which help us distinguish vortices from other solutions of (1.1). At the end we also recall
how to derive (1.3). In Section 4, we prove Theorem 1.1 and elaborate on Remark 1.2(2).
Acknowledgments. I would like to thank Andre´ Neves and Guangbo Xu for helpful
conversations related to this work.
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2. Review of Weitzenbo¨ck formulas and some consequences
Both of the Weitzenbo¨ck formulas recalled below are standard and the proofs can be
found essentially in [BL81, Section 3]. Note that because U(1) is abelian, the formulas
simplify somewhat in our case.
Proposition 2.1. Let σ ∈ Ω1(L) and ϕ ∈ Ω2(Σ). Then the following hold.
(a) (See also [BL81, Theorem 3.2])
(∆Aσ)X = (∇∗A∇Aσ)X+(FA)ei,Xσei+σRic(X), where the second term on the right-hand
side is summed over an orthonormal basis {ei} of TxΣ.
(b) ([BL81, Theorem 3.10])
(∆ϕ)X,Y = (∇∗∇ϕ)X,Y + ϕRic(X),Y + ϕX,Ric(Y ) + ϕei,RX,Y ei, where again the last term
is summed over an orthonormal basis, and RX,Y denotes the curvature tensor on the
base manifold Σ.
Besides the Weitzenbo¨ck formulas, we also need to know how differential operators like
d, d∗ and dA, d∗A interact with the operation of contracting with Killing vector fields on Σ.
We don’t think these formulas are new, but we still include their proofs for the reader’s
convenience.
Lemma 2.2. Let σ and ϕ be as in Proposition 2.1 and suppose X is a Killing vector field
on Σ. Then the following hold.
(a) d∗AdA(σX) = (∆Aσ)X − (FA)ei,Xσei − 〈dX♭, dAσ〉, where X♭ is the 1-form dual to X,
and 〈dX♭, dAσ〉 ∈ Ω0(L) is given by
〈dX♭, dAσ〉 = 2
∑
i<j
〈∇eiX, ej〉(dAσ)ei,ej .
(b) d∗(ιXϕ) = −(d∗ϕ)X + 〈dX♭, ϕ〉.
(c) (∆ιXϕ)ej = (∆ϕ)X,ej − ϕei,RX,ej ei − 2(∇ϕ)ei,∇eiX,ej .
(d) d∗d(ιXϕ)ej = (∆ϕ)X,ej + (dιXd
∗ϕ)ej .
Proof. Fix a point p ∈ Σ and let {ei} be a local orthonormal frame near p with ∇ei = 0 at
p for all i. To see (a), we start by computing (below we drop the subscripts in ∇A, dA, etc.)
d∗d(σX) = −∇ei∇ei(σX) = −∇ei
(
(∇σ)ei,X + σ∇eiX
)
= −(∇2σ)ei,ei,X − 2(∇σ)ei,∇eiX − σ∇2ei,eiX
= (∇∗∇σ)X − 2〈∇eiX, ej〉(∇σ)ei,ej − σRei,Xei .
In getting the last line we wrote ∇eiX = 〈∇eiX, ej〉ej and also used the fact that, when X
is a Killing vector field, we have
∇2V,WX = RV,XW. (2.1)
(The identity (2.1) be frequently used in what follows, sometimes without further comment.)
To continue, we use Proposition 2.1(a) to replace ∇∗∇σ and also note that σRei,Xei =−σRic(X). Then we obtain
d∗d(σX) = (∆σ)X − Fei,Xσei − 2〈∇eiX, ej〉(∇σ)ei,ej .
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We get (a) upon noting that since X is a Killing vector field, 〈∇VX,W 〉 is skew-symmetric
in V,W , and hence we have
2
∑
i,j
〈∇eiX, ej〉(∇σ)ei,ej = 2
∑
i<j
〈∇eiX, ej〉
(
(∇σ)ei,ej − (∇σ)ej ,ei
)
=
= 2
∑
i<j
〈∇eiX, ej〉(dσ)ei,ej = 〈dX♭, dσ〉.
Of course in getting the last equality we used the fact that, at p,
(dX♭)ei,ej = ∇ei(X♭(ej))−∇ej(X♭(ei)) = 2〈∇eiX, ej〉.
To see (b), we compute
d∗(ιXϕ) = −∇ei(ϕX,ei) = −(∇ϕ)ei,X,ei − ϕ∇eiX,ei
= (∇ϕ)ei,ei,X +
∑
i,j
〈∇eiX, ej〉ϕei,ej
= −(d∗ϕ)X + 2
∑
i<j
〈∇eiX, ej〉ϕei,ej
= −(d∗ϕ)X + 〈dX♭, ϕ〉.
To see (c), we start by computing
(d∗dιXϕ)ej =−∇ei
(
(dιXϕ)ei,ej
)
= −∇ei
(
(∇ιXϕ)ei,ej − (∇ιXϕ)ej ,ei
)
=−∇ei
(
(∇ϕ)ei,X,ej + ϕ∇eiX,ej − (∇ϕ)ej ,X,ei − ϕ∇ejX,ei
)
=(∇∗∇ϕ)X,ej − 2(∇ϕ)ei,∇eiX,ej − ϕ∇2ei,eiX,ej
+ (∇2ϕ)ei,ej ,X,ei + (∇ϕ)ej ,∇eiX,ei + (∇ϕ)ei,∇ejX,ei + ϕ∇2ei,ejX,ei
=(∇∗∇ϕ)X,ej − 2(∇ϕ)ei,∇eiX,ej + ϕRic(X),ej
+ (∇2ϕ)ei,ej ,X,ei + (∇ϕ)ej ,∇eiX,ei + (∇ϕ)ei,∇ejX,ei + ϕ∇2ei,ejX,ei .
Here, in getting the last line we used again (2.1) to replace ∇2ei,eiX by Rei,Xei = −Ric(X).
Next, we have
(dd∗ιXϕ)ej =∇ej
(− (∇ιXϕ)ei,ei)
=−∇ej
(
(∇ϕ)ei,X,ei + ϕ∇eiX,ei
)
=− (∇2ϕ)ej ,ei,X,ei − (∇ϕ)ei,∇ejX,ei − (∇ϕ)ej ,∇eiX,ei − ϕ∇2ej ,eiX,ei .
Adding up the previous two computations, we observe that all terms involving (∇ϕ) cancel,
except for the term −2(∇ϕ)ei,∇eiX,ej . Thus we get
(∆ιXϕ)ej =(∇∗∇ϕ)X,ej − 2(∇ϕ)ei,∇eiX,ej + ϕRic(X),ej
+ (∇2ϕ)ei,ej ,X,ei − (∇2ϕ)ej ,ei,X,ei + ϕ∇2ei,ejX,ei − ϕ∇2ej ,eiX,ei
=(∇∗∇ϕ)X,ej − 2(∇ϕ)ei,∇eiX,ej + ϕRic(X),ej
− ϕRei,ejX,ei − ϕX,Rei,ej ei + ϕRei,ejX,ei
=(∇∗∇ϕ)X,ej − 2(∇ϕ)ei,∇eiX,ej + ϕRic(X),ej + ϕX,Ric(ej).
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We obtain exactly the formula in (c) upon replacing (∇∗∇ϕ)X,ej using Proposition 2.1(b)
and cancelling the terms involving the Ricci curvature.
Finally, to see (d), recalling from the proof of (b) that
〈dX♭, ϕ〉 = 〈∇eiX, ej〉ϕei,ej = ϕei,∇eiX ,
we may use (b) to compute
−dd∗(ιXϕ)ej =∇ej
(
(d∗ϕ)X − 〈dX♭, ϕ〉
)
=(dιXd
∗ϕ)ej −∇ej(ϕei,∇eiX)
=(dιXd
∗ϕ)ej − (∇ϕ)ej ,ei,∇eiX − ϕei,Rej ,Xei
=(dιXd
∗ϕ)ej − (dϕ)ej ,ei,∇eiX + (∇ϕ)ei,∇eiX,ej
+ (∇ϕ)∇eiX,ej ,ei + ϕei,RX,ej ei .
To continue, we use the anti-symmetry of 〈∇·X, ·〉 to compute
(∇ϕ)ei,∇eiX,ej + (∇ϕ)∇eiX,ej ,ei =〈∇eiX, ek〉
(
(∇ϕ)ei,ek,ej − (∇ϕ)ek ,ei,ej
)
=2〈∇eiX, ek〉(∇ϕ)ei,ek,ej
=2(∇ϕ)ei,∇ei ,ej .
In summary we’ve obtained
−dd∗(ιXϕ)ej = (dιXd∗ϕ)ej + (dϕ)ei,ej,∇eiX + 2(∇ϕ)ei,∇eiX,ej + ϕei,RX,ej ei .
We complete the proof of (d) upon adding this to (c) and noting that dϕ = 0 since Σ is
two-dimensional. 
3. Review of some basic facts about the abelian Yang–Mills–Higgs and
vortex equations
We begin by reviewing the first and second variation formulas of Eε. Let C to be the set of
configurations (u,∇A) where u is a section of L of class L∞ ∩W 1,2 and ∇A = ∇0 −
√−1A
is a metric connection of class W 1,2. (Recall that ∇0 is our fixed reference connection
on L.) The latter means that the real 1-form A lies in W 1,2. Note that we then have
FA = F0 −
√−1dA.
Given (u,∇A) ∈ C, and a pair (v, a) ∈ Ω0(L) × Ω1(Σ), recall that the first variation of
Eε is given by
δEε(u,∇A)(v, a) := d
dt
Eε(u+ tv,∇A − t
√−1a)
=
ˆ
Σ
2ε2〈√−1FA, da〉 + 2Re〈∇Au,∇Av −
√−1au〉+ |u|
2 − 1
ε2
Re〈u, v〉dµg
(3.1)
Of course, (u,∇A) is a weak solution to (1.1) if and only if δEε(u,∇A) = 0. Moreover, any
weak solution to (1.1) are locally gauge equivalent to a smooth solution. (See Proposition 3.3
below for a more precise statement.) Next we recall the second variation formula for Eε,
which for instance may be found in [GS00]:
δ2Eε(u,∇A)(v, a) := d
2
dt2
Eε(u+ tv,∇A − t
√−1a)
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=
ˆ
Σ
2ε2|da|2 + 2|dAv|2 − 4〈a, u × dAv + v × dAu〉+ 2|u|2|a|2
+
|u|2 − 1
ε2
|v|2 + 2(Re〈u, v〉)
2
ε2
dµg. (3.2)
Here the cross product “×” has the following meaning
ξ × η = Re〈√−1ξ, η〉, for ξ, η ∈ Lx and for all x ∈ Σ.
The following fact justifies the term “cross product”:
Re〈√−1ξ, η〉 = −Re〈ξ,√−1η〉 = −Re〈√−1η, ξ〉. (3.3)
Polarizing (3.2) and then formally integrating by parts, we get the following Jacobi
operators J1(u,∇A), J
2
(u,∇A), which already appeared for example in [GS00, Section 3]:
J1(u,∇A)(v, a) := d
∗
AdAv + 2〈a,
√−1dAu〉 − (d∗a)
√−1u+ |u|
2 − 1
2ε2
v +
Re〈u, v〉
ε2
u. (3.4)
J2(u,∇A)(v, a) := ε
2d∗da− u× dAv − v × dAu+ |u|2a. (3.5)
These have the property that when u,∇, v and a are sufficiently regular, we have
δ2Eε(u,∇A)(v, a) = 2
ˆ
Σ
Re〈J1(u,∇A)(v, a), v〉 + 〈J2(u,∇A)(v, a), a〉dµg .
Definition 3.1. A solution (u,∇A) ∈ C to (1.1) is said to be stable if δ2Eε(u,∇A)(v, a) as
defined in (3.2) is non-negative for any (v, a) ∈ Ω0(L)× Ω1(Σ).
Remark 3.2. Note that if (u,∇A) is stable, then in fact δ2Eε(u,∇A)(v, a) ≥ 0 even if v is
merely a section of L of class W 1,2 ∩ L∞, and a is a 1-form of class W 1,2. This follows by
inspecting the integrands in (3.2) and noting that v and a can be smoothly approximated,
respectively, in the W 1,2 ∩ Lp and W 1,2 topology. (Here p <∞ is arbitrary.)
Next we give a more precise statement of the regularity of weak solutions mentioned
before. The result is due to Taubes [Tau80b]. Let U ⊂ Σ be an open set, and assume
that L has a local, non-vanishing section over U , then we have a unitary trivialization of
L|U , under which sections are identified with complex-valued functions, and each metric
connection can be written as ∇ = d−√−1B for some real-valued 1-form B on U .
Proposition 3.3 ([Tau80b], Proposition 4.1). Let (u,∇) ∈ C be a weak solution to (1.1)
on Σ and let U ⊂ Σ be a connected open set over which L can be trivialized as above. Write
∇ = d−√−1B, and let θ ∈W 2,2(Ω;R) be the unique solution to{ −d∗dθ = d∗B in U,
θ = 0 on ∂U.
(3.6)
Then (e
√−1θu,∇−√−1dθ) is a smooth solution to (1.1) on U .
Based on Proposition 3.3, one can in fact show that a weak solution (u,∇) ∈ C is gauge-
equivalent to a smooth solution over all of Σ. This was pointed out to the author by the
reviewer of [Che19]. Specifically, we have
Proposition 3.4. Let (u,∇) be as in Proposition 3.3. There exists ϕ ∈ W 2,2(Σ;R) such
that (e
√−1ϕu,∇−√−1dϕ) is a smooth solution to (1.1) on Σ.
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Proof. Take any p ∈ Σ and concentric geodesic balls Br(p) ⊂ B4r(p). Define U1 = B4r(p)
and U2 = Σ \ Br(p). Then the line bundle L is trivializable over both U1 and U2. (U1 is
contractible. Also, since we are on a compact surface, U2 deformation retracts onto a wedge
sum of finitely many circles, over which any complex line bundle is trivializable.) Hence
we may apply Proposition 3.3 to get θi ∈ W 2,2(Ui;R) such that (ui,∇i) := (e
√−1θiu,∇ −√−1dθi) is smooth on Ui for i = 1, 2. Now note that on U1 ∩ U2, the 1-form
d(θ1 − θ2) =
√−1[(∇−√−1dθ1)− (∇−√−1dθ2)]
is smooth, and hence theW 2,2-function θ1−θ2, having distributional gradient that is smooth,
is itself smooth on U1 ∩ U2. To finish, let ζ ∈ C∞c (B3r(p)) be a cut-off function which is
identically 1 on B2r(p), and define
ϕ = ζθ1 + (1− ζ)θ2,
Then we check that (u˜, ∇˜) := (e
√−1ϕu,∇−√−1dϕ) is equal to (u1,∇1) on B2r(p), and to
(u2,∇2) on Σ \B3r(p). It remains to check that (u˜, ∇˜) is smooth on U1 ∩ U2. To see that,
note that on U1 ∩ U2 = B4r(p) \Br(p), we have
(u˜, ∇˜) = (e
√−1ζ(θ1−θ2)u2,∇2 −
√−1d(ζ(θ1 − θ2))),
which is smooth on U1 ∩ U2 since (u2,∇2), ζ and θ1 − θ2 all are. 
Thanks or Proposition 3.4, from now on we can just work with smooth solutions (u,∇A)
instead of weak solutions. Below, we recall some pointwise identities which are valid for
solutions of (1.1). The proofs in the case Σ = R2 and ε = 1 are contained in [JT80, Chapter
III.6], and the general case requires no essential modification. For the reader’s convenience
we sketch the argument for some of the parts.
Proposition 3.5. Let (u,∇A) be a smooth solution to (1.1) on Σ. Then, with h, f, σ and
ϕ defined as in the introduction, the following hold.
(a) ∆h = 1
ε2
|dAu|2 − 1ε2 |u|2h.
(b) ∆f = 1
ε2
∗ (dAu× dAu)− 1ε2 |u|2f .
(c) ∆AdAu = − 1ε2 〈dAu, u〉u+
√−1f(∗dAu) + hdAu.
(d) d∗ϕ = 1
ε2
Re〈√−1u, σ〉.
(e) dAσ = −ϕ
√−1u.
In (b), the 2-form dAu× dAu is defined by
(dAu× dAu)V,W = 2(dAu)V × (dAu)W = 2Re〈
√−1(dAu)V , (dAu)W 〉.
Proof. For the proofs of parts (a)(b)(c) we refer the reader to [JT80, Proposition III.6.1].
The remaining parts are immediate consequences of (1.1), but we include the proofs for
completeness. To get (d), we recall that, since Σ is a surface, we have
d∗ = − ∗ d ∗ , for forms of any degree. (3.7)
Now we have
d∗ϕ = d∗
√−1FA − d∗ ∗ h
=
1
ε2
Re〈√−1u, dAu〉+ ∗d ∗ ∗h
=
1
ε2
Re〈√−1u, dAu〉+ ∗dh
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=
1
ε2
Re〈√−1u, dAu〉 − ∗ 1
2ε2
(〈u, dAu〉+ 〈dAu, u〉).
In getting the second line we used (1.1) and (3.7). To continue, we have
1
ε2
Re〈√−1u, dAu〉 − ∗ 1
2ε2
(〈u, dAu〉+ 〈dAu, u〉)
=
1
2ε2
(〈√−1u, dAu〉+ 〈dAu,√−1u〉) − 1
2ε2
(〈u, ∗dAu〉+ 〈∗dAu, u〉)
=
1
2ε2
(〈√−1u, dAu〉+ 〈dAu,√−1u〉) − 1
2ε2
(〈√−1u,√−1 ∗ dAu〉+ 〈√−1 ∗ dAu,√−1u〉).
The last line follows because the metric on L is Hermitian. Combining the two strings of
computations above, simplifying, and recalling the definition of σ, we get
d∗ϕ =
1
2ε2
(〈√−1u, σ〉+ 〈σ,√−1u〉),
which is exactly what we want to prove.
To prove (e), note that
dAσ = dA
(
dAu−
√−1 ∗ dAu
)
= FAu−
√−1dA ∗ dAu
= FAu+
√−1 ∗ d∗AdAu,
where, as in the proof of (d), in the last line we used the fact that d∗A = −∗dA∗. Using (1.1),
we may continue the computation
FAu+
√−1 ∗ d∗AdAu = FAu+
√−1(∗h)u = −√−1(√−1FA − ∗h)u,
and (e) is proved. 
From the identities above we deduce the following properties for solutions to (1.1) which
help us detect when they are solutions to the vortex equations.
Proposition 3.6. Let (u,∇A) be a smooth solution to (1.1) on Σ with u 6≡ 0. Then
(a) (See also [JT80, Lemma III.8.4]) We have ±f ≤ h. Moreover, if equality is achieved
at some point on Σ then the two sides are identically equal on Σ.
(b) (See also [JT80, p.97]) f = h (f = −h, resp.) if and only if dAu =
√−1 ∗ dAu
(dAu = −
√−1 ∗ dAu, resp.).
Proof. As in the proof of [JT80, Lemma III.8.4], from Proposition 3.5(a)(b) we deduce that
∆(±f − h) + |u|
2
ε2
(±f − h) ≤ 0.
The first conclusion of part (a) now follows immediately from multiplying both sides with
(±f − h)+, integrating by parts, and recalling that u 6≡ 0. The second conclusion then
follows from the strong maximum principle.
For part (b), we recall the following two additional identities.
|dAu|2 =
∣∣∣∣dAu−√−1 ∗ dAu2
∣∣∣∣2 + ∣∣∣∣dAu+√−1 ∗ dAu2
∣∣∣∣2 . (3.8)
∗(dAu× dAu) =
∣∣∣∣dAu+√−1 ∗ dAu2
∣∣∣∣2 − ∣∣∣∣dAu−√−1 ∗ dAu2
∣∣∣∣2 . (3.9)
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Both can be easily verified by direct computation. For instance, to get (3.9), we expand
the right-hand side to get∣∣∣∣dAu+√−1 ∗ dAu2
∣∣∣∣2 − ∣∣∣∣dAu−√−1 ∗ dAu2
∣∣∣∣2 = Re〈dAu,√−1 ∗ dAu〉
Fixing p ∈ Σ and letting e1, e2 be an orthonormal basis for TpΣ, we have
(∗dAu)e1 = −(dAu)e2 , (∗dAu)e2 = (dAu)e1 .
Hence we find that
Re〈dAu,
√−1 ∗ dAu〉 = −Re〈(dAu)e1 ,
√−1(dAu)e2〉+Re〈(dAu)e2 ,
√−1(dAu)e1〉
= 2Re〈(dAu)e1 ,
√−1(dAu)e2〉
= (dAu× dAu)e1,e2 = ∗(dAu× dAu),
where in getting the second line we used (3.3). This proves (3.9).
Continuing with part (b), that f = h implies dAu =
√−1 ∗ dAu now follows, as in p.97
of [JT80], from Proposition 3.5(a)(b) along with (3.8) and (3.9). For the converse, assume
dAu =
√−1 ∗ dAu. Then by (3.8) and (3.9) we have |dAu|2 = ∗(dAu × dAu), which by
Proposition 3.5 implies that (
∆+
|u|2
ε2
)
(f − h) = 0.
Recall by part (a) that f − h ≤ 0, and hence we get ∆(f − h) ≥ 0. Since Σ is closed, this
means f − h is constant, and hence
|u|2(f − h) = 0,
which forces f −h to vanish identically since, by assumption, |u| is not identically zero. 
For the reader’s convenience, we close this section by briefly recalling how to derive (1.3)
for closed Σ. For simplicity we assume ε = 1, as the computation is the same for other
cases. The first equality of (1.3) is straightforward. As for the second equality, it suffices
to show thatˆ
Σ
1
4
∣∣dAu+√−1∗dAu∣∣+1
2
|f+h|2dµg−
ˆ
Σ
1
4
∣∣dAu−√−1∗dAu∣∣+1
2
|f−h|2dµg =
ˆ
Σ
√−1FA.
To that end, note that
1
2
ˆ
Σ
|f + h|2 − 1
2
ˆ
Σ
|f − h|2dµg =
ˆ
Σ
(1− |u|2)√−1FA (3.10)
Combining this with (3.9) givesˆ
Σ
1
4
∣∣dAu+√−1 ∗ dAu∣∣+ 1
2
|f + h|2dµg −
ˆ
Σ
1
4
∣∣dAu−√−1 ∗ dAu∣∣+ 1
2
|f − h|2dµg
=
ˆ
Σ
dAu× dAu−
√−1|u|2FA +
ˆ
Σ
√−1FA
=
ˆ
Σ
d(u× dAu) +
ˆ
Σ
√−1FA =
ˆ
Σ
√−1FA. (3.11)
In the second-to-last equality we used the identity
d(u× dAu) = dAu× dAu−
√−1|u|2FA,
and the last equality follows because Σ is closed by assumption.
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4. Smooth stable solutions of the abelian Yang–Mills–Higgs equations
Throughout this section we assume that Σ is either the round S2 or a flat T 2, and
that (u,∇A) is a smooth solution to (1.1) on all of Σ. Moreover, we write h, f, σ and ϕ,
respectively, for h(u,∇A), f(u,∇A), σ(u,∇A) and ϕ(u,∇), whose definitions we recall below.
h(u,∇A) =
1− |u|2
2ε2
,
f(u,∇A) = ∗
√−1FA,
σ(u,∇A) = dAu−
√−1 ∗ dAu,
ϕ(u,∇A) =
√−1FA − ∗h = ∗(f − h).
Next, we define the following real quadratic form defined over the space of smooth vector
fields X on Σ.
Q(X) := δ2Eε(u,∇A)(σX , ιXϕ).
As in [BL81, Section 10], the key step to proving Theorem 1.1 consists in computing the
trace of Q restricted to the space K of Killing vector fields. We begin with the following
lemma.
Lemma 4.1. Let X ∈ K. Then the following hold.
(a) J1(u,∇A)(σX , ιXϕ) = −2f(dAu)X + 2h
√−1(∗dAu)X .
(b) J2(u,∇A)(σX , ιXϕ) = −|dAu|2ιX(∗1) − 2Re〈(∗dAu)X , dAu〉.
Proof. We start with (a). First, by Proposition 3.5(c) and the fact that
√−1∗ commutes
with ∆A, we have
∆Aσ = − 1
ε2
〈σ, u〉u+ hσ + f√−1 ∗ σ,
and consequently by Lemma 2.2(a) we see that
∆A(σX) = − 1
ε2
〈σX , u〉u+ hσX + f(
√−1 ∗ σ)X − (FA)ei,Xσei − 〈dX♭, dAσ〉
= − 1
ε2
〈σX , u〉u+ hσX + 2f(
√−1 ∗ σ)X − 〈dX♭, dAσ〉, (4.1)
where in getting the second line we used the fact that
f
√−1(∗σ) = −(FA)e1,e2(∗σ) = −(FA)ei, · σei .
Adding |u|
2−1
2ε2
σX +
Re〈u,σX〉
ε2
u to both sides of (4.1) gives
∆A(σX)− hσX + Re〈u, σX〉
ε2
u
=− 1
ε2
〈σX , u〉u+ 1
2ε2
(〈u, σX〉+ 〈σX , u〉)u+ 2f(√−1 ∗ σ)X − 〈dX♭, dAσ〉
=
1
2ε2
(〈u, σX〉 − 〈σX , u〉)u+ 2f(√−1 ∗ σ)X − 〈dX♭, dAσ〉.
To see what J1(u,∇A)(σX , ιXϕ) actually is, we still need to compute 2〈ιXϕ,
√−1dAu〉 −
(d∗ιXϕ)
√−1u. To that end, we recall Proposition 3.5(d), which together with Lemma 2.2
gives
d∗ϕ =
1
ε2
Re〈√−1u, σ〉 =
√−1
2ε2
(〈u, σ〉 − 〈σ, u〉). (4.2)
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=⇒− (d∗ιXϕ)
√−1u = 1
2ε2
(〈σX , u〉 − 〈u, σX〉)u− 〈dX♭, ϕ〉√−1u. (4.3)
Putting everything together, we arrive at
J1(u,∇A)(σX , ιXϕ) = 2f(
√−1 ∗ σ)X − 〈dX♭, dAσ + ϕ
√−1u〉+ 2〈ιXϕ,
√−1dAu〉. (4.4)
To finish the proof of (a), we note that the second term on the right-hand side vanishes
because of Proposition 3.5(e). Furthermore, picking an orthonormal frame {ei} on Σ, we
compute
〈ιXϕ,
√−1dAu〉 = ϕX,ei
√−1(dAu)ei = (f − h)(∗1)X,ei
√−1(dAu)ei
= −√−1(f − h)(∗dAu)X .
Substituting this back into (4.4), recalling the definition of σ and observing a cancellation,
we obtain
J1(u,∇A)(σX , ιXϕ) = 2
√−1h(∗dAu)X − 2f(dAu)X ,
as asserted.
To prove (b), we first note by Proposition 3.5(a)(b) we have
∆ϕ = ∗∆(f − h) = 1
ε2
dAu× dAu− |dAu|
2
ε2
(∗1) − |u|
2
ε2
ϕ.
Thus by Lemma 2.2(d), we have
ε2(d∗dιXϕ)ej + |u|2(ιXϕ)ej
=(dAu× dAu)X,ej − |dAu|2(∗1)X,ej + ε2(dιXd∗ϕ)ej . (4.5)
By Proposition 3.5(d) and the Leibniz rule, we compute
ε2(dιXd
∗ϕ)ej = Re〈
√−1(dAu)ej , σX〉+Re〈
√−1u, (dA(σX))ej 〉.
Plugging this back into (4.5) and combining Re〈√−1(dAu)ej , σX〉 with (dAu×dAu)X,ej , we
get
ε2(d∗dιXϕ)ej + |u|2(ιXϕ)ej
=Re〈√−1(dAu+
√−1 ∗ dAu)X , (dAu)ej 〉 − |dAu|2(∗1)X,ej +Re〈
√−1u, (dA(σX))ej 〉.
Next, noting that
(u× dA(σX) + σX × dAu)ej = Re〈
√−1u, (dA(σX))ej 〉+Re〈
√−1σX , (dAu)ej〉,
and recalling (3.5), we arrive at the formula asserted in (b). Namely,(
J2(u,∇A)(σX , ιXϕ)
)
ej
= −2Re〈(∗dAu)X , (dAu)ej 〉 − |dAu|2(∗1)X,ej .
The prof of Lemma 4.1 is now complete. 
Now we’d like to use Lemma 4.1 to compute the trace over K of the quadratic form
Q defined at the beginning of the section, and hence we need to fix an appropriate inner
product on K. To that end we use the fact that if Σ = S2 or T 2, an inner product on K
can be chosen so that at each x ∈ Σ there exists an orthonormal basis X1, · · · ,Xq of K
such that X1(x),X2(x) form an orthonormal basis for TxΣ, and Xi(x) = 0 for i > 2. (Here
q = 3 for S2 and q = 2 for T 2). The choice of inner products is as follows: if Σ = T 2, then
K consists of the parallel vector fields, and we take
(V,W )K := 〈V (x),W (x)〉 for V,W ∈ K,
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the choice of x ∈ T 2 being irrelevant because V,W are parallel. On the other hand, if
Σ = S2, then the K is isomorphic to so(3) and hence gets an induced inner product from
the pairing (A,B) = 12 tr(AB
T ) on the latter.
Proposition 4.2. Let X1, · · · ,Xq be any orthonormal basis for K. Then we have
q∑
i=1
[
Re〈J1(u,∇A)(σXi , ιXiϕ), σXi〉+ 〈J2(u,∇A)(σXi , ιXiϕ), ιXiϕ〉
]
= −(f + h)|σ|2, (4.6)
as functions on Σ.
Proof. Fix an arbitrary x ∈ Σ and let X1, · · ·Xq be an orthonormal basis for K such that
e1 := X1(x), e2 := X2(x) is an orthonormal basis for TxΣ, and Xi(x) = 0 for i > 2. Observe
that, to prove the Proposition, it suffices to verify (4.6) for this particular choice of the Xi’s.
This is because the left-hand side of (4.6) as a function on Σ is invariant when we change
to another orthonormal basis for K, since J1u,∇A and J2u,∇A are linear operators.
Now, by our choice of the Xi’s, and the fact that they are Killing fields, we can apply
Lemma 4.1 to see that the left-hand side of (4.6) evaluated at x is equal to[
2hRe〈√−1 ∗ dAu, σ〉 − 2f Re〈dAu, σ〉
]− (f − h)(∗1)ei,ej [|dAu|2(∗1)ei,ej + 2Re〈(∗dAu)ei , (dAu)ej 〉]
=
[
2hRe〈√−1 ∗ dAu, σ〉 − 2f Re〈dAu, σ〉
]
,
where in getting the last line we made a cancellation with the help of the following identities:
2∑
i,j=1
(∗1)ei,ej Re〈(∗dAu)ei , (dAu)ej 〉 = −|dAu|2 ;
2∑
i,j=1
(∗1)ei,ej(∗1)ei,ej = 2.
The first identity can be checked by recalling that, from the definition of the Hodge star
operator, we have
(∗dAu)e1 = −(dAu)e2 ,
(∗dAu)e2 = (dAu)e1 .
Recalling the definition of σ and expanding the inner products, we get
2hRe〈√−1∗dAu, σ〉−2f Re〈dAu, σ〉 = (f+h)
(
2Re〈√−1∗dAu, dAu〉−2|dAu|2
)
= −(f+h)|σ|2,
as asserted. 
Corollary 4.3. We have
trKQ = −
ˆ
Σ
(f + h)|σ|2dµg.
Proof. By definition of Q, we have
trKQ =
ˆ
Σ
q∑
i=1
[
Re〈J1(u,∇A)(σXi , ιXiϕ), σXi〉+ 〈J2(u,∇A)(σXi , ιXiϕ), ιXiϕ〉
]
dµg,
where X1, · · · ,Xq is an orthonormal basis for K. The result now follows from Proposi-
tion 4.2. 
Proof of Theorem 1.1. We first deal with the case where (H) is assumed. By Proposition 3.4
we may assume that (u,∇A) is smooth. Since (u,∇A) is stable by assumption, from Corol-
lary 4.3 we have ˆ
Σ
(f + h)|σ|2dµg = − trKQ ≤ 0.
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By Proposition 3.6(a), we have that f + h ≥ 0, so the above inequality implies that
(f + h)|σ|2 = 0 everywhere on Σ.
Now recall, again by Proposition 3.6(a), that f + h is either identically zero or everywhere
positive. In the former case, we are done by Proposition 3.6(b). In the latter case, we get
σ ≡ 0 and again we are done by Proposition 3.6(b).
To prove Theorem 1.1 assuming (H’) instead, we need only consider the case u ≡ 0, since
otherwise we reduce to the previous case. Note that since u ≡ 0, we have from (1.1) that
d∗FA = 0.
Consequently
√−1FA is a real harmonic 2-form on Σ and hence a constant multiple of dµg.
Recalling (1.4), we see that we must have
∗ √−1FA = d
2
. (4.7)
In particular, in the case |d| = ε−2, since u ≡ 0, we have
∗√−1FA = ± 1
2ε2
= ±1− |u|
2
2ε2
.
Hence (u,∇A) solves (1.5) or (1.6) by Proposition 3.6(b).
On the other hand, if |d| < ε−2, then u ≡ 0 contradicts stability and thus cannot occur.
Indeed, observe that in this case the second variation formula (3.2) gives
δ2Eε(0,∇A)(v, 0) =
ˆ
S2
2|dAv|2 − |v|
2
ε2
. (4.8)
Now because Σ = S2 and because of (4.7), we can invoke [Kuw82, Theorem 5.1] to see that
the lowest eigenvalue of d∗AdA acting on sections of L is equal to
|d|
2 . That is
inf
{ˆ
S2
|dAv|2dµg
∣∣ v ∈ Ω0(L), ˆ
S2
|v|2dµg = 1
}
=
|d|
2
. (4.9)
This together with (4.8) and the assumption |d| < ε−2 shows that (0,∇A) is unstable, a
contradiction. 
Remark 4.4. Here we clarify Remark 1.2(2). Note that if (4.7) holds for ∇A, then (0,∇A)
solves (1.1). Moreover, since Σ = S2, we get (4.9) thanks to [Kuw82]. By (3.2), this implies
that for all (v, a) ∈ Ω0(L)× Ω1(S2), we have
δ2Eε(0,∇A)(v, a) =
ˆ
S2
2ε2|da|2 + 2|dAv|2 − |v|
2
ε2
≥
ˆ
S2
2|dAv|2 − |v|
2
ε2
≥
(
|d| − 1
ε2
) ˆ
S2
|v|2 ≥ 0,
provided |d| ≥ ε−2. In other words, (0,∇A) is stable when |d| ≥ ε−2. However, for (0,∇A)
to be a solution to (1.5) or (1.6), we must have |d| = ε−2. Thus, there exist stable solutions
to (1.1) on S2 which do not satisfy either of the vortex equations when |d| > ε−2, because
we can certainly find a connection on L whose curvature satisfies (4.7), for example by
looking at the Hodge decomposition of F0, the curvature of the background connection ∇0.
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