The q-analogs of basic designs are discussed. It is proved that the existence of any unknown Steiner structures, the q-analogs of Steiner systems, implies the existence of unknown Steiner systems. Optimal q-analogs covering designs are presented. Some lower and upper bounds on the sizes of q-analogs covering designs are proved.
Introduction
Let F q be a finite field with q elements. For given integers n ≥ k ≥ 0, let G q (n, k) denote the set of all k-dimensional subspaces of F n q . G q (n, k) is often referred to as Grassmannian. A code C over the grassmannian is a subset of G q (n, k). In recent years there has been an increasing interest in codes over the Grassmannian as a result of their application to errorcorrection in network coding as was demonstrated by Koetter and Kschischang [10] . But, the interest in these codes has been also before this application, since these code are q-analogs of constant weight codes. Design theory is a well studied area in combinatorics related to coding theory. q-analogs of various combinatorial objects are well known. Many known combinatorial problems such as Sperner's Theorem [12] have q-analogs [20] . q-analogs of t-designs were studied in various papers and connections [2, 9, 13, 15, 16, 17, 18, 19] . These designs had also some interest in coding theory [1, 15] . In this paper we will consider qanalogs of covering designs for the first time to our knowledge. We will relate some of these coverings to other q-analogs of designs and codes known in the literature. We start our discussion with some preliminary definitions.
A Steiner structure S q [r, k, n] is a collection S of elements from G q (n, k) such that each element from G q (n, r) is contained in exactly one element of S.
A q-covering design C q [n, k, r] is a collection S of elements from G q (n, k) such that each element of G q (n, r) is contained in at least one element of S.
A q-Turán design T q [n, k, r] is a collection S of elements from G q (n, r) such that each element of G q (n, k) contains at least one element from S.
The q-covering number C q (n, k, r) is the minimum size of a q-covering design C q [n, k, r]. The q-Turán number T q (n, k, r) is the minimum size of a q-Turán design T q [n, k, r]. Clearly, a Steiner structure S q [r, k, n] is the smallest q-covering design C q [n, k, r].
The goal of this paper is to examine these q-analogs combinatorial designs. The rest of the paper is organized as follows. In Section 2 we discuss the connections between qcovering designs and q-Turán designs . Basic lower bound on the q-covering numbers and its connection to Steiner structures is given. In Section 3 we prove a new necessary condition for the existence of Steiner structures. The condition implies that the task of constructing such structures with new parameters will be be very hard, to say the least. In Section 4 we present parameters for which we know the exact value of the q-covering numbers. In Section 5 we present a few lower bounds on the q-covering numbers which are better than the basic one. In Section 6 we present a recursive construction for q-covering designs which implies an upper bound on the q-covering numbers. In Section 7 we present constructions and bounds for specific values of q-covering numbers. Conclusion and problems for future research are given in Section 8
Relations between the Designs
In this section we will present simple connections between the various combinatorial objects which are discussed in this paper.
For a set S ⊂ G q (n, ℓ) let S ⊥ , the orthogonal complement of S, be the set
where A ⊥ ∈ G q (n, n − ℓ) is the orthogonal complement of the subspace A. For completeness we remark that all the results which follow hold for any n-dimensional subspace over F q (and not just F n q ).
Proof. Assume first that S is a q-covering design C q [n, k, r]. Let A ∈ G q (n, n − r); A ⊥ is an r-dimensional subspace and hence there exists at least one k-dimensional subspace B ∈ S such that A ⊥ ⊂ B. This implies that B ⊥ ⊂ A; since B ⊥ ∈ S ⊥ and B ⊥ ∈ G q (n, n − k), it follows that each subspace A ∈ G q (n, n − r) contains at least one (
Counting the number of number of subspaces in a q-covering designs involves the q-ary Gaussian coefficient n ℓ q defined as follows (see [20] ):
, and n 0 q = 1 . Now, we can prove a simple and basic lower bound on C q (n, k, r).
with equality holds if and only if a Steiner structure S q [r, k, n]
exists.
Proof. Let S be a q-covering design C q [n, k, r] and let P be a k-dimensional subspace of S.
each r-dimensional subspace is contained in exactly one element of S, i.e., S is a Steiner structure S q [r, k, n].
do Steiner structures exist? Clearly, S q [r, r, n] and S q [1, n, n] exist and these are trivial structures. The only known nontrivial Steiner structures are of the form S q [1, k, n], whenever k divides n [1, 3, 15] . These are also known as spreads and several constructions are known [3, 6, 8] . For all other parameters no Steiner structures are known and from computer searches we have performed and also ones reported by Thomas [19] it is tempting to conjecture that no such structures exists. There are many known results on Steiner structures [15, 19] . Two of them are given in the following two theorems.
Theorem 2. If there exists a Steiner structure S q [t, k, n] then there exists a Steiner structure
A Steiner system S(r, k, n) is a collection S of k-subsets (called blocks) from an n-set such that each r-subset of the n-set is contained in exactly one block of S.
Theorem 3.
• If a Steiner structure S q [2, k, n] exists then there exists a Steiner system S(2,
).
• If a Steiner structure S q [2, k, n] exists then there exists a Steiner system S(2, q k−1 , q n−1 ).
• If a Steiner structure S 2 [3, k, n] exists then there exists a Steiner system S(3,
The connections between Steiner structures and Steiner systems given in Theorem 3 do not indicate the extreme difficulty to construct a Steiner structure S q [2, k, n]. It is obvious that the most interesting and probably "easier to construct" case is q = 2. The following theorem will throw some light on the difficulty to construct such structures.
Proof. Let S be a Steiner structure S 2 [2, k, n]. We generate the following system of subsets over F n 2 :
First note that from each k-dimensional subspace of S we form 2 n−k disjoint 2 k -subsets in S. There are
subspaces in S and therefore there are at most
blocks and hence to complete the proof we only have to show that each 3-subset {x, y, z} ⊂ F n 2 is contained in some block of S. Since S is a Steiner structure S 2 [2, k, n], it follows that the two-dimensional subspace {0, x + y, x + z, y + z} is contained in exactly one k-dimensional subspace P of S. Let P = {0, x + y, x + z, y + z, γ 1 , γ 2 , . . . , γ 2 k −4 }. By the definition of S we have that
Clearly {x, y, z} ⊂ P ′ which completes the proof. Theorem 4 is a strong evidence that constructing a Steiner structure S 2 [t, k, n] with new parameters is extremely difficult. If such a Steiner structure exists then by Theorem 2 there exists a Steiner structure S 2 [2, k − t + 2, n − t + 2]. Hence by Theorem 4 there exists a Steiner system S(3, 2 k−t+2 , 2 n−t+2 ), where 2 k−t+2 ≥ 8. Unfortunately, no such Steiner systems are known, even so many efforts to find such systems were done for many years, which makes the task of finding new Steiner structures almost impossible. The Steiner structures which are the first target for investigation, due to their relative small parameters are S 2 [2, 3, n] . By the necessary conditions for their existence we must have n ≡ 1 or 3 (mod 6). Many other necessary conditions on the existence of such structures can be obtained by considering sets of derived designs related to any fixed (n − 1)-dimensional subspace.
Optimal q-Covering Designs
In this section we we present a sequence of parameters for which we can compute the exact q-covering numbers. By Corollary 1, Lemma 1, and since a Steiner structure S q [1, k, n] exists if and only if k divides n we have the following theorem.
, whenever k divides n.
In the rest of this section we will find the exact value of C q (n, k, 1) and C q (n, n − 1, k) for all q, n, and k.
It is easy to verify that S ′ is a q-covering design C q [n, k, 1] and the lemma follows.
Proof. By Theorem 5 we have that C(2(n − k), n − k, 1) =
By Lemma 1 we have that
Corollary 3. If n ≥ 2r, then T q (n, n − 1, r) = q r + 1.
We continue to find the value of C q (n, k, 1) for n > 2k by presenting a more general result on the size of an optimal q-covering design C q [n, ρ, 1] for n which is not divisible by ρ. The first lemma is a generalization of constructions in [6, 7, 8] from F 2 to F q . We omit the detailed proof which is almost identical to the one in [7] .
ρ-dimensional subspaces of F n q and one m-dimensional subspace of F n q such that each one-dimensional subspace of F n q is a subspace of exactly one element from S.
Proof
and by applying Theorem 6 in (1) we obtain
We now know the value of C q (n, k, 1) for any given k, 1 ≤ k ≤ n. We will consider now the "complement" value C q (n, n − 1, r) for any given 1 ≤ r ≤ n − 1. By Corollary 1 we have C q (n, n − 1, r) = T q (n, n − r, 1) and hence we to consider the value T q (n, k, 1) for any given 1 ≤ k ≤ n.
We start by presenting a basic upper bound on on T q (n, k, r).
Proof. Let Q be any (n − k + r)-dimensional subspace of F n q and let S consists of all the r-dimensional subspaces of Q, i.e., |S| = n − k + r r q . Let P be a k-dimensional subspace of F n q . Since dim Q + dim P = n + r it follows that dim(P ∩ Q) ≥ r. Hence, P contains an element from S. Thus, S is a q-Turán design T q [n, k, r] and
In the sequel let A denote the subspace of F n q spanned by the elements of a set A ⊆ F n q .
Proof. By Lemma 4 we have T q (n, k, 1) ≤ n − k + 1 1
Now, assume that S is a set with q n−k+1 −1 q−1 − 1 one-dimensional subspaces of F n q . We will show that the exists a k-dimensional subspace of F n q which does not contain any subspace of S. Let Q be the largest subspace of F n q which does not contain any subspace of S, ℓ = dim Q. If ℓ ≥ k then any k-dimensional subspace of Q does not contain any subspace of S and our claim is proved. Hence, we assume for contradiction that ℓ < k. Q consists of q ℓ − 1 nonzero elements. Let B ∈ S; B ∪ Q has q ℓ+1 − q ℓ nonzero elements which are not contained in
Since ℓ < k it follows that q n−k+ℓ+1 − q ℓ+1 + q ℓ − 1 < q n − 1 and hence there exist a nonzero element α ∈ F n q such that α / ∈ ∪ B∈S B ∪ Q . Therefore {α} ∪ Q does not contain a subspace from S and its dimension is ℓ + 1 in contradiction to the maximality of Q. Hence, there exists a k-dimensional subspace of F n q which does not contain any subspace of S and therefore, T q (n, k, 1) ≥
Lower Bounds on the q-Covering Numbers
In this section we present lower bounds on the q-covering numbers. The most basic bound is given in Lemma 1. We will derive now a bound for which the basic bound is a special case.
We start by proving a q-analog for the known Schönheim bound [14] .
Proof. Let S be a q-covering design which attains the value of C q (n, k, r). Each element of S contains
one-dimensional subspaces of F n q . There are
one-dimensional subspaces in F n q . Hence, there exists an one-dimensional subspace P of F n q which is contained in at most
C q (n, k, r) elements of S. Assume P is contained in ℓ elements of S. Let F n q = P Q, where Q is an (n − 1)-dimensional subspace of F n q . We define the following set S ′ .
Clearly S ′ contains ℓ (k − 1)-dimensional subspaces of Q, one subspace for each element of S which contains P .
Let A be an (r − 1)-dimensional subspace of Q. P A is an r-dimensional subspace of F n q and hence there exists a element X ∈ S such that P A ⊂ X. Clearly, X ∩ Q ∈ S ′ and
. Therefore we have
which implies
Proof. The result is an immediate consequence from iterative applications of Theorem 8 and Corollary 4.
It is interesting to note that Lemma 1 is a special case of Corollary 8.
We will now modify a bound given in [5] which is a special case of a theorem in [4] . The following theorem is a q-analog of a related theorem in [5] . The proof is q-identical to the proof in [5] and hence it will be omitted. The theorem is stated as in [5] in terms of Turán numbers.
An Upper Bound on the q-Covering Numbers
In this section we present a simple construction which imply a relatively good upper bound on the q-covering numbers. Although the bound of Lemma 4 (Corollary 6) is attained (see Theorem 7 and Corollary 7) it is usually a weak bound. In the sequel this bound is considerably improved.
. We form a set S from the following two types of k-dimensional subspaces of F n q .
[V.1] For each subspace P = {0, α 1 , · · · , α q k−1 −1 } ∈ S 1 let P 1 = P, P 2 , . . . , P q n−k be the disjoint cosets of P in F n−1 q
It is clear that that S consists of q n−k |S 1 | + |S 2 | k-dimensional subspaces. Therefore, to complete the proof we only have to show that for any given r-dimensional subspace T of F n q there exists a subspace Q ∈ S such that T ⊂ Q. We distinguish between two cases:
Cases 1 and 2 implies that S is a q-covering design C q [n, k, r] and the theorem follows.
The construction of Theorem 10 can be used to obtain upper bounds on the covering numbers for many sets of parameters. For example, consider the recursion g(n) = 4g(n−1)+ 2 n−2 −1, where g(4) = 5. The solution for this recursion is g(n) = 9·2
. By Theorem 5 we have C 2 (4, 2, 1) = 5 and hence by Theorem 10 we have C(n, n−2, n−3) ≤ g(n). By using better initial conditions for g(n) as the ones obtained in the next section, this bound can be improved.
Covering Numbers for Small Parameters
In this section we show how some lower and upper bounds of Sections 5 and 6 can be improved. We will consider only the case where q = 2. We start with a specific lower bound which implies many other new lower bounds by using Theorem 8.
Proof. Let S be a q-covering design C 2 [5, 3, 2] which attains C 2 (5, 3, 2). For each x ∈ F 5 2 \ {0} let η(x) = |{P : x ∈ P, P ∈ S}|. For each x, y ∈ F 5 2 \ {0} there exists a 2-dimensional subspace of F 5 2 which contains x and y. Hence, since for each P ∈ S, x ∈ P , we have |P \ {0, x}| = 6, it follows that η(x) ≥ ⌉ = 27. Case 2: Let η(z) = 5 for some z ∈ F 5 2 \ {0} and let Q i , 1 ≤ i ≤ 5, be a subset such that Q i = 6 and Q i ∪ {0, z} ∈ S. It follows that for each i = j we have |Q i ∩ Q j | = 0 and
by the pigeon hole principle we have that there exists a j such that Q j ∩ P = 3. Since Σ 5 i=0 |Q i ∩ P | = 7; for each i, |Q i ∩ P | > 0; and for each i = ℓ, |Q i ∩ Q ℓ | = 0, it follows for ℓ = j that Q ℓ ∩ P = 1.
Let σ(Q i ) = {P ∈ S : |Q i ∩P | = 3}|, 1 ≤ i ≤ 5, and w.l.o.g. we assume that σ(Q 1 ) ≤ σ(Q i ), 2 ≤ i ≤ 5. The following three claims will lead to the proof of the lemma. Claim 1: If P ∈ S, |Q 1 ∩ P | = 3, and x ∈ Q 1 ∩ P then |{z} ∪ Q 1 ∪ P \ {0}| = 11 and hence η(x) ≥ 2 + ⌈ 20 6 ⌉ = 6. Claim 2: If P 1 , P 2 ∈ S, |Q 1 ∩ P 1 | = |Q 1 ∩ P 2 | = 3, and x ∈ Q 1 ∩ P 1 ∩ P 2 then η(x) ≥ 7.
Assume the contrary, that η(x) < 7; therefore, by Claim 1 we have that η(x) = 6. W.l.o.g. we assume that P 3 , P 4 , P 5 ∈ S and x ∈ P i , 3 ≤ i ≤ 5. By Fact A, for each P i , 1 ≤ i ≤ 5, there exists exactly one Q j , 1 ≤ j ≤ 5, such that |P i ∩ Q j | = 3. Therefore, for one of Q 2 , Q 3 , Q 4 , Q 5 , w.l.o.g. Q 2 , we have that |Q 2 ∩ P i | = 1 for 1 ≤ i ≤ 5. Hence, there exists a y ∈ Q 2 , such that y / ∈ Q 1 ∪ 5 i=1 P i . It implies that there exists P 6 ∈ S such that {x, y} ⊂ P 6 . Thus, η(x) ≥ 7.
1. Let x ∈ Q 1 and λ(x) = |{P ∈ S : Q 1 ∩ P = 3, x ∈ P }|. Since σ(Q 1 ) ≤ 4 one can easily verify that in the set A = {x : λ(x) ≤ 2} (A includes the elements of Q 1 which belong to at most two subspaces of S intersecting Q 1 in three elements) there are at least 3 elements. For y ∈ A we consider the value η(y) − λ(y). By Claims 1 and 2 and since η(y) ≥ 5, it follows that this value is at least 5, i.e., {P ∈ S :
2. 2 ≤ σ(Q 1 ) implies that 6 − σ(Q 1 ) ≤ 4 and by Claim 2, for y ∈ Q 1 \ A we have η(y) ≥ 7 and {P ∈ S : Q 1 ∩ P = {y}} = η(y) − λ(y) − 1 ≥ 6 − σ(Q 1 ).
Therefore, we have C 2 (5, 3, 2) ≥ η(z) + σ(Q 1 ) + 3 · 4 + 3 · (6 − σ(Q 1 ) and the claim follows.
After establishing the three claims we continue by considering the value of σ(Q 1 ).
• If σ(Q 1 ) = 0 then C 2 (5, 3, 2) = S ≥ η(z) + x∈Q 1 (η(x) − 1) ≥ 5 + 6 · 4 = 29.
• If σ(Q 1 ) = 1 then C 2 (5, 3, 2) = S ≥ η(z) + x∈Q 1 (η(x) − 1) − 2 ≥ 5 + 6 · 4 − 2 = 27.
• If 2 ≤ σ(Q 1 ) ≤ 4 then by Claim 3 we have C 2 (5, 3, 2) ≥ 27.
• If σ(Q 1 ) ≥ 5 then σ(Q i ) ≥ 5, 2 ≤ i ≤ 5. By Fact A each P ∈ S intersect exactly one Q i in three elements. Hence, we have C 2 (5, 3, 2) = |S| ≥ η(z) + Proof. Let α be a root of the primitive polynomial x 6 + x + 1, and hence a primitive element in GF(64). F 7 2 will be represented as F For each i, 1 ≤ i ≤ 5, A i = {j 1 , j 2 , j 3 , j 4 }, and ℓ, 0 ≤ ℓ ≤ 62, we form in A 63 threedimensional subspaces of the form {(0, 0), (α j1+ℓ + α j2+ℓ , 0), (α j1+ℓ + α j3+ℓ , 0), (α j1+ℓ + α j4+ℓ , 0), (α j1+ℓ , 1), (α j2+ℓ , 1), (α j3+ℓ , 1), (α j4+ℓ , 1)} .
