Machine learning techniques that rely on pairwise similarities have proven to be leading algorithms for classification. Despite their good and robust performance, similarity-based techniques are rarely chosen for largescale data mining because the time required to compute all pairwise similarities grows quadratically with the size of the data set. To address this issue of scalability, we introduced a method called sparse computation, which efficiently generates a sparse similarity matrix that contains only significant similarities. Sparse computation achieves significant reductions in running time with minimal and often no loss in accuracy. However, for massively-large data sets even such a sparse similarity matrix may lead to considerable running times. In this paper, we propose an extension of sparse computation called sparse-reduced computation that not only avoids computing very low similarities but also avoids computing similarities between highly-similar or identical objects by compressing them to a single object. Our computational results show that sparse-reduced computation allows highly-accurate classification of data sets with millions of objects in seconds.
INTRODUCTION
In a recent computational comparison (Baumann et al., 2015) , the K-nearest neighbor algorithm, two variants of supervised normalized cut, and support vector machines (SVMs) with RBF kernels were the leading classification techniques in terms of accuracy and robustness. The success of these techniques is attributed, in part, to their reliance on pairwise similarities between objects in the data set. Pairwise similarities can be defined flexibly and are able to capture non-linear and transitive relationships in the data set. Considering transitive relationships improves the performance of supervised learning algorithms in cases where an unlabeled object is only similar to a labeled object through a transitive chain of similarities that involves other unlabeled objects (Kawaji et al., 2004) . Computing pairwise similarities, however, poses a challenge in terms of scalability, as the number of pairwise similarities between objects grows quadratically in the number of objects in the data set. For massively-large data sets, it is prohibitive to compute and store all pairwise similarities.
Various methods have been proposed that sparsify a complete similarity matrix while preserving specific matrix properties (Arora et al., 2006; Spielman and Teng, 2011; Jhurani, 2013) . A sparse similarity matrix requires less memory and allows faster classification as the running time of the algorithms depends on the number of non-zero entries in the similarity matrix. However, existing sparsification methods require as input the complete similarity matrix and are thus not applicable to large-scale data sets. Recently, (Hochbaum and Baumann, 2014 ) introduced a methodology called sparse computation that generates a sparse similarity matrix without having to compute the complete similarity matrix first. Sparse computation significantly reduces the running time of similarity-based classifiers without affecting their accuracy. In sparse computation the data is efficiently projected onto a low-dimensional space using a sampling variant of principal component analysis. The low-dimensional space is then subdivided into grid blocks and similarities are only computed between objects in the same or in neighboring grid blocks. The density of the similarity matrix can be controlled by varying the grid resolution. A higher grid resolution leads to a sparser similarity matrix.
Although sparse computation works well in general, it may occur that large groups of highly-similar or identical objects project to the same grid block even when the grid resolution is high. The computation of similarities between these objects is unnecessary as they often belong to the same class. In massivelylarge data sets, large numbers of highly-similar objects are particularly common. The grid block structure created in sparse computation reveals the existence of such highly-similar objects in the data set.
In this paper we propose an extension of sparse computation called sparse-reduced computation that avoids the computation of similarities between highly-similar and identical objects. The method builds on sparse computation by using the grid block structure to identify highly-similar and identical objects efficiently. In each grid block, the objects are replaced by a small number of representatives. The similarities are then computed only between representatives in the same and in neighboring blocks. The resulting similarity matrix is not only sparse but also smaller in size due to the consolidation of objects.
Sparse-reduced computation can be used to speed up any machine learning algorithm. Although our focus here is on similarity-based methods, sparsereduced computation also applies to non-similarity based methods such as artificial neural networks, logistic regression, and K-means algorithms. In addition to enabling classification and clustering in massively-large data sets, the method can be used as a data compression method to represent data sets compactly with minor loss of relevant information.
We evaluate sparse-reduced computation on four real-world and one artificial benchmark data sets containing up to 10 million objects. Sparse-reduced computation delivers highly-accurate classification at very low computational cost for most of the data sets.
The paper is structured as follows. In Section 2, we review related data-reduction techniques. In Section 3, we present the method of sparse-reduced computation. In Section 4, we describe two similaritybased machine learning techniques. In Section 5, we explain the design and present the results of our computational analysis. In Section 6, we conclude the paper and provide directions for future research.
EXISTING SCALABLE DATA MINING APPROACHES
Existing scalable data mining approaches can be broadly divided into three categories: Algorithmic modification approaches, problem decomposition approaches, and problem reduction approaches.
Algorithmic modification approaches: These approaches are designed to speed up a specific algorithm. In particular, various algorithmic improvements have been developed for SVM as they show good performance for small data sets but suffer from limited scalability. Some of these improvements speed up the algorithms for solving the SVM optimization problem (Shalev-Shwartz et al., 2011; Hsieh et al., 2008) . Another approach is to solve the SVM optimization problem approximately as done by (Tsang et al., 2005) in core vector machines. These approaches are tailored to SVM only and lack broad applicability.
Problem decomposition approaches: These approaches divide the data set into smaller subsets, train a classifier on each of these subsets separately, and combine the predictions of the local classifiers to obtain an aggregated prediction. (Rida et al., 1999; Collobert et al., 2002; Chang et al., 2010) propose general strategies for decomposing the data set and combining the predictions of the local classifiers. Other approaches are tailored to specific algorithms. (Graf et al., 2004) train multiple SVMs on random subsets to create a cascade of SVMs. (Segata and Blanzieri, 2010) proposes to use local SVMs for each training object based on its k-nearest neighbors. None of these problem decomposition approaches is applicable to massively-large data sets because either the decomposition of the data sets or the combination of the local classifiers takes too much time.
Problem reduction approaches: These approaches transform a large-scale problem instance into an instance that can be solved quickly. They can be further divided into two subcategories: sampling approaches and representative approaches. The idea of sampling approaches is to randomly select a small subset of the training objects and perform the tuning of the algorithm on this subset. This bears the risk of excluding valuable information which may negatively affect the performance (Provost and Kolluri, 1999) .
Representative approaches discern the main structure in the data set by identifying a small set of representatives, so that the machine learning task can then be performed on the set of representatives. (Andrews and Fox, 2007) propose to cluster the data set with the k-means algorithm and select a representative for each cluster. However, applying K-means on a large data set is itself computationally expensive. (Yu et al., 2003) propose a tree-based clustering model to iteratively train the SVM on the cluster representatives. Although this approach is fast, it requires a specific implementation for any algorithm it is combined with.
We next introduce a novel scalable data mining approach that is based on representatives. In contrast to existing scalable data mining approaches our approach is fast and can be used with any machine learning technique.
SPARSE-REDUCED COMPUTATION
Sparse-reduced computation is an extension of sparse computation introduced in (Hochbaum and Baumann, 2014) . The idea of sparse computation is to avoid the computation of very small similarities as they are unlikely to affect the classification result. Sparse-reduced computation not only avoids the computation of very small similarities, but also avoids the computation of similarities between highly-similar and identical objects. Intuitively, sparse-reduced computation not only "rounds" very small similarities to zero but it also "rounds" very large similarities to one. Sparse-reduced computation consists of the four steps of data projection, space partitioning, data reduction, and similarity computation.
Data projection: The first step in sparse-reduced computation coincides with what is done in sparse computation. The d-dimensional data set is projected onto a p-dimensional space, where p d. This is implemented using a sampling variant of principal component analysis called Approximate PCA (Hochbaum and Baumann, 2014) . Approximate PCA computes principal components that are very similar to those computed by exact PCA as shown in (Drineas et al., 2006 ), yet requires drastically reduced running time. Approximate PCA is based on a technique devised by (Drineas et al., 2006) . The idea is to compute exact PCA on a submatrix W of the original matrix A. The submatrix W is generated by random selection of columns and rows of A with probabilities proportional to the 2 norms of the respective column or row vectors.
Space partitioning: Once all objects are mapped into the p-dimensional space, the next step is to subdivide, in each dimension, the subspace occupied by the objects into k intervals of equal length. This partitions the p-dimensional space into k p grid blocks. Using a uniform value of k for all dimensions allows us to control the total number of grid blocks with a single parameter. In the following, parameter k is referred to as the grid resolution. Each object is assigned to a single block based on the respective intervals in which its p coordinates fall.
Data reduction:
The grid is then used to reduce the size of the data set by replacing so-called δ-identical objects by a single representative. Let δ = 1 κ for κ ∈ N. In order to identify δ-identical objects we subdivide each block into κ p sub-blocks. The sub-blocks As shown in the magnified block, the negative training objects (gray), the positive training object (white fill), and the testing objects (black) are each replaced by a single representative.
are obtained by partitioning the grid block along each dimension into κ intervals of equal length. For each sub-block, we replace objects of the same type (negative training objects, positive training objects and testing objects) by a single representative. For example, if κ = 1, then all objects of the same type that fall in the same grid block are considered δ-identical and are thus grouped together. If κ = 2 for a threedimensional space, then the grid block is split into 2 3 = 8 sub-blocks and the replacement of objects by representatives is done for each sub-block separately. Different values for κ can be selected for different blocks to account for an unequal distribution of the data. The representatives are computed as the center of gravity of the corresponding objects and have a multiplicity weight equivalent to the number of objects they represent. Note that a representative may represent a single object. Figure 1 illustrates the data reduction step for a three-dimensional grid and κ = 1.
Similarity computation: The sparse similarity matrix on the representatives is computed based on the concept of grid neighborhoods. This concept is borrowed from image segmentation where similarities are computed only between adjacent pixels (Hochbaum et al., 2013) . Here, we use the space partitioning and first consider all representatives in the same block to be adjacent and thus have their similarities computed. Then, adjacent blocks are identified and the similarities between representatives in those blocks are computed. Two blocks are adjacent if they are within a one-interval distance from each other in each dimension (the max metric). Hence, for each block, there are up to 3 p −1 adjacent blocks. The similarities are computed in the original d-dimensional space. For very high-dimensional data sets, the similarities could also be computed in the low pdimensional space. A finer grid resolution (higher value of k) generally leads to a lower density of the similarity matrix. Notice that for k = 2 all representatives are neighbors of each other, and thus we get the complete similarity matrix. The set of representatives and the generated similarity matrix constitutes the input to the classification algorithms which we describe in the next section. The class labels that are assigned to representatives will be passed on to each of the objects that they represent.
SIMILARITY-BASED MACHINE LEARNING
In this section, we present two similarity-based machine learning techniques as binary classifiers that assign a set of testing objects to either the positive or the negative class based on a set of training objects. The two techniques are the K-nearest neighbor algorithm and the supervised normalized cut algorithm (Hochbaum, 2010) .
K-nearest neighbor algorithm (KNN):
The KNN algorithm (Fix and Hodges, 1951) finds the K nearest training objects to a testing object and then assigns the predominant class among those K neighbors. We use the euclidean metric to compute distances between objects and the nearest training object is used to break ties. When KNN is applied with sparse-reduced data, we consider the multiplicity weight of the representatives to determine the K nearest training representatives. For example, if K = 3 and the nearest training representative is positive and has a multiplicity weight of 2 and the second nearest training representative is negative and has a multiplicity weight of 5, the testing object is assigned to the positive class. A testing object is assigned to the negative class if all similarities to training objects are zero. In the experimental analysis we treat K as a tuning parameter.
Supervised normalized cut (SNC): SNC is a supervised version of HNC (Hochbaum's Normalized Cut), which is a variant of normalized cut that is solved efficiently (Hochbaum, 2010) . HNC is defined on an undirected graph G = (V, E), where V denotes the set of nodes and E the set of edges. A weight w i j is associated with each edge [i, j] ∈ E. A bi-partition of a graph is called a cut, (S,S) = {[i, j] |i ∈ S, j ∈S}, whereS = V \ S. The capacity of a cut (S,S) is the sum of weights of edges with one endpoint in S and the other inS:
In particular, the capacity of a set, S ⊂ V , is the sum of edge weights within the set S,
In the context of classification the nodes of the graph correspond to objects and the edge weights w i j quantify the similarity between the respective vectors of attribute values associated with nodes i and j. Higher similarity is associated with higher weights.
The goal of one variant of HNC is to find a cluster that minimizes a linear combination of two criteria. One criterion is to maximize the total similarity of the objects within the cluster (the intra-similarity). The second criterion is to minimize the similarity between the cluster and its complement (the inter-similarity). A linear combination of the two criteria is minimized:
C(S,S) − λC(S, S).
(1)
The relative weighting parameter λ is one of the tuning parameters. The input graph contains classified nodes (training data) that refer to objects for which the class label (either positive or negative) is known and unclassified nodes that refer to objects for which the class label is unknown. SNC is derived from HNC by assigning all classified nodes with a positive label to the set S and all classified nodes with a negative label to the setS. The goal is then to assign the unclassified nodes to either the set S or the setS. For a given value of λ, the optimization problem is solved with a minimum cut procedure in polynomial time (Hochbaum, 2010; Hochbaum et al., 2013) . We implement SNC with exponential similarity weights. The exponential similarity between object i and j is quantified based on the respective vectors of attribute values x i and x j by:
where parameter ε represents a scaling factor. The exponential similarity function is commonly used in image segmentation, spectral clustering, and classification. When SNC is applied with sparse-reduced computation, we multiply each similarity value by the product of the weights of the two corresponding representatives. There are two tuning parameters: the relative weighting parameter of the two objectives, λ, and the scaling factor of the exponential weights, ε. The minimum cut problems are solved with the MATLAB implementation of the HPF pseudoflow algorithm version 3.23 of (Chandran and Hochbaum, 2009 ) that was presented in (Hochbaum, 2008) .
In this section, we apply both sparse computation and sparse-reduced computation with two similaritybased classifiers to five data sets. The results, of comparable quality, for two additional data sets and a variant of SNC are not reported here due to a lack of space. A comparison with existing sparsification approaches is not possible because these approaches require to first compute the full similarity matrix, which would exceed the memory capacity of our machine. In Sections 5.1-5.3, we describe the data sets, explain the experimental design and report the numerical results, respectively.
Data Sets
We select four real-world data sets from the UCI Machine Learning Repository (Asuncion and Newman, 2007) and one artificial data sets from previous studies (Breiman, 1996; Dong et al., 2005) . We substituted categorical attributes by a binary attribute for each category. In the following, we briefly describe each data set and mention further modifications that are made. The characteristics of the adjusted data sets are summarized in Table 1 .
In the Bag of Words (BOW2) data set, the objects are text documents from two different sources (New York Times articles and PubMed abstracts). A document is represented as a so-called bag of words, i.e. a set of vocabulary words. For each document, an vector indicates the number of occurrences of each word in the document. We treated New York Times articles as positives.
The data set Covertype (COV) contains cartographic characteristics of forest cells in northern Colorado. There are seven different cover types which are labeled 1 to 7. Following (Caruana and NiculescuMizil, 2006) , we treat type 1 as the positive class and types 2 to 7 as the negative class.
The data set KDDCup99 (KDD) is the full data set from the KDD Cup 1999 which contains close to 5 million records of connections to a computer network. Each connection is labeled as either normal, or as an attack. We treat attacks as the positive class.
In the data set Record Linkage Comparison Patterns (RLC), the objects are comparison patterns of pairs of patient records. We substitute the missing values with value 0 and introduce an additional binary attribute to indicate missing values. The goal is to classify the comparison patterns as matches (the corresponding records refer to same patient) or nonmatches. Matches are treated as positive class.
The data set Ringnorm (RNG) is an artificial data set that has been used in (Breiman, 1996) and (Dong et al., 2005) . The objects are points in a 20-dimensional space and belong to one of two classes. Following the procedure of (Dong et al., 2005) , we generate a Ringnorm data set instance with 10 million objects where each object is equally likely to be in either the positive or the negative class.
For each of the five data sets, we generate five subsets by randomly sampling 5,000, 10,000, 25,000, 50,000, and 100,000 objects from the full data set.
Experimental Design
Sparse computation and sparse-reduced computation are tested with the two similarity-based machine learning algorithms KNN, and SNC. In the following, we use the term classifier to refer to a combination of a machine learning algorithm and sparse/sparsereduced computation. The performance of the classifiers is evaluated in terms of accuracy (ACC) and F 1 -scores (F1). The experimental analysis is implemented in MATLAB R2014a and the computations are performed on a standard workstation with two Intel Xeon CPUs (model E5-2687W) with 3.10 GHz and 128 GB RAM. In Section 5.2.1, we describe the tuning and testing procedure for a given classifier. In Section 5.2.2, we discuss the implementation of Approximate PCA.
Tuning & Testing
We randomly partition each data set into a training set (60%), a validation set (20%) and a testing set (20%). The union of the training and the validation sets forms the tuning set which is used as input for a given classifier. We tune each classifier with and without first normalizing the tuning set. Normalization prevents that attributes with large values dominate distance or similarity computations (Witten and Frank, 2005) . For each of the two resulting similarity matrices the classifier is applied multiple times with different combinations of tuning parameter values. For KNN, we selected tuning parameter K from the set {1, 2, . . . , 25}. For SNC, we selected tuning parameter ε from the set {1, 3, . . . , 15} and the tuning parameter λ from the set {0, 10 −3 , 10 −2 , 10 −1 , 1}.
The testing is performed on the union of the training and the testing sets, i.e., the same training objects are used for tuning and testing. Unlike most machine learning algorithms that first train a model based on the training data and then apply the trained model to the testing data, KNN and SNC require the training data for classifying the testing data. For a given classifier, and performance measure, we select the combination of preprocessing option and tuning parameter values which achieve the best performance with respect to the given performance measure for the validation set. The performance measure is then reported for the testing set.
Approximate PCA
The fraction of rows selected for approximate PCA is one percent for all subsets of the data sets. With this fraction, approximate PCA requires less than a second of CPU time for all data sets, and the produced principle components are close to the principle components returned by exact PCA as determined by manual inspection. For all subsets of data sets other than BOW2, all attributes (columns) are retained in the submatrix W . For BOW2, we select the 100 columns that correspond to the words with the highest absolute difference between the average relative frequencies of the word in the positive and the negative training documents. In that, we deviate from the probabilistic column selection described in Section 3. For all subsets of BOW2, we compute the similarities in the lowdimensional space, i.e., with respect to these 100 most discriminating words. Thereby, we first discretize the feature vectors by replacing all positive frequencies with value 1.
Numerical Results
We compare sparse computation and sparse-reduced computation in terms of scalability by applying both methods with the same grid resolution of k = 40 and the same grid dimensionality of p = 3 to all five data sets. With these values, the low-dimensional space is partitioned into 64,000 blocks which is a good starting point for both methods across data sets. For sparsereduced computation, parameter δ = 1 κ is set to 1. Tables 2-6 show the results for each of the tested data sets and both classifiers. The entry "lim" indicates that MATLAB ran out of memory. This happens when we applied sparse computation to the complete data sets (except for BOW1). For the data set KDD, MATLAB already runs out of memory for a sample size of 100,000.
The main conclusion from these tables is that sparse-reduced computation scales orders of magnitude better than sparse computation while achieving almost equally high accuracy for all data sets except COV (to be discussed below). The running time reduction is most impressive for KDD and RLC. For these two data sets both sparse and sparse-reduced computation perform equally well but the tuning times obtained with sparse-reduced computation are up to 1,000 times smaller. Similar results have been obtained for data sets BOW2 and RNG as reported in Tables 5, and 6, respectively. For the data set COV, we observe a reduction in accuracy and F 1 -scores with sparse-reduced computation. One way to improve accuracy and F 1 -scores is to select a value greater than 1 for κ. Increasing κ results in additional representatives per grid block and thus improves the representation of the data set. Indeed preliminary work has shown improvements in COV results with an adjustment of the sparse-reduced approach.
KNN and SNC achieve very similar accuracies and F 1 -scores for all data sets. KNN has smaller tuning times than SNC because a smaller number tuning parameter combinations is tested. Apart from the number of tuning parameter combinations, the tuning time is driven by the size and the density of the similarity matrix. This can be seen from the relation between the tuning times and the number of representatives in Tables 2-6. In sparse computation the size of the similarity matrix is proportional to the sample size. On the contrary, in sparse-reduced computation, the size of the similarity matrix is determined by the number of representatives. When there are large groups of highly-similar objects as is the case in the data sets KDD and RLC, the number of representatives is significantly lower than the number of objects and an increase in sample size tends to increase the multiplicity weight of the representatives but not the number of representatives.
CONCLUSIONS
We propose a novel method called sparse-reduced computation which enables highly scalable data mining by creating a compact representation of a large data set with minor loss of relevant information. This is achieved by efficiently projecting the original data set onto a low-dimensional space in which the concept of grid neighborhoods is applied to discern the main structure of the data set. The grid structure allows to easily identify highly-similar and identical objects that are replaced by few representatives to reduce the size of the data set. A major advantage of sparse- Table 5 : Comparison of sparse and sparse-reduced computation for data set BOW2.
Sparse computation (k = 40, p = 3, r = 0.01) Sparse-reduced computation (k = 40, p = 3, r = 0.01, δ = 1) Speed-up factor Table 6 : Comparison of sparse and sparse-reduced computation for data set RNG.
Sparse computation (k = 40, p = 3, r = 0.01) Sparse-reduced computation (k = 40, p = 3, r = 0.01, δ = 1) Speed-up factor reduced computation is that it is applicable to any machine learning algorithm. A set of computational experiments demonstrates that sparse-reduced computation achieves significant reductions in running time with minimal loss in accuracy.
In future research, it is planned to develop a variant of sparse-reduced computation in which the degree of consolidation of objects to representatives depends on properties of the region in the lowdimensional space.
