ABSTRACT Emergency decision making is critically important for countries or communities to enhance the effectiveness and validity of the emergency response, which can greatly lower environmental damage, casualties, and economic loss. In the case of emergency decision evaluation, the essential problems that arise serious inexactness, fuzziness, and ambiguity. Interval-valued Pythagorean fuzzy set (IVPFS), portrayed by membership and non-membership with the interval form, is an effective and flexible way to seize indeterminacy. In this paper, primarily, a novel score function for an interval-valued Pythagorean fuzzy number is initiated for managing some comparative issues. Then, a new distance measure for IVPFSs with multiple parameters is studied for solving the counter-intuitive situations. The interesting properties among the developed similarity measures, distance measures, and entropy have also been derived. Then, the objective weights of diverse attributes are ascertained by a novel entropy approach. Also, we explore the combination weight, which can reveal both objective preference and subjective preference. In addition, two interval-valued Pythagorean fuzzy decision making methods based on weighted distance-based approximation and multiparametric similarity measure are presented. Later, the validity of the algorithms is illustrated by a mine emergency decision making issue with the influence of diverse parameters on the ordering. Finally, a comparison with some existing decision making methods has been executed by the counter-intuitive phenomena and discrimination problems for verifying their effectiveness.
I. INTRODUCTION
With the social and economic globalization of the twenty-first century, the whole world is on unprecedented crisis stage. Numerous emergency incidents appeared, such as Terrorist attacks in 2001, very severe tropical storm in Nargis, 2008, Heilongjiang coal mine explosion in 2015 and heavy rainstorm in 2018, which cause serious damage to the communities or countries involving local economic, huge population, local environment, or material resources. The impact of emergency accidents continues to exceed the ability of affected societies or countries to manage their own resource and property. Therefore, the theme of emergency response has caused a recent heated discussion [1] , [2] . Emergency decision making (EDM) issue, one of the most important fields in emergency response (ER), is an imperative need for exploring decision-making techniques through construction to improve the efficiency and productivity that can greatly reduce economic losses, casualties and environmental damage [3] . Everybody understands one of the remarkable features of ER is promptness which means that the rescue workers are needed for adopting effective operations in seconds [4] , [5] . Also, for racing against the clock in emergency response, there has much vague or misty information [6] . On this occasion, the domain experts have an enormous power for distinguishing the best plans rather than in micro-resolution plans. Moreover, the incertitude of emergency conditions confirms that the decision makers cannot provide the exact decision making evaluation information if they face different choices. Therefore, the multitudinous existing theories such as fuzzy set (FS) [7] , probability theory, rough set (RS) [8] and intuitionistic fuzzy set (IFS) [9] have been conceived to imitate vagueness. These theories have their inherent deficiencies and limitations.
Pythagorean fuzzy sets (PFSs) [10] , initiatively introduced by Yager, have regarded as an efficient tool to describe vagueness of the multi-criteria decision making (MCDM) issues. PFSs are also denoted by the degree of both membership and nonmembership which their sum of squares is equal or less than one. In some special cases, PFSs can deal issues that IFSs fail. For example, if a decision maker (DM) presents the degree of nonmembership and membership as 0.5 and 0.7, respectively, it is just efficacious for the PFSs. That is to say, all the IFSs are a part of the PFSs which reveals that the PFSs are more forceful for solving the indeterminate issues. Zhang and Xu [11] developed the particular mathematical language formula for PFSs and defined the notion of PFN. Besides, they continued to propose a revised Pythagorean fuzzy TOPSIS (PF-TOPSIS) for dealing the MCDM issue with PFNs. Peng and Yang [12] explored the subtraction and division operations for PFNs and initiated a Pythagorean fuzzy SIR (PF-SIR) method to deal multi-criteria group decision-making (MCGDM) issue. Nevertheless, in most MCDM or MCGDM issues, because of the insufficient information, it will be very hard for experts to accurately assess their evaluations by a precise value. For solving this issue, Peng and Yang [13] generalized PFSs model to interval-valued Pythagorean fuzzy sets (IVPFSs). Liang et al. [14] presented the maximizing deviation approach by IVPF aggregation operator for MCGDM. Garg [15] put forward the exponential operational laws and novel aggregation operators for IVPFS. The Bonferroni mean and Einstein for IVPFS are introduced by Liang et al. [16] , [17] and Rahman et al. [18] , respectively. Garg [19] - [21] defined some score functions [19] and accuracy functions [20] , [21] of interval-valued Pythagorean fuzzy number (IVPFN) for dealing some comparative issues. Zhang [22] studied a stratified QUALIFLEX method with the closeness index-based ordering algorithms for IVPFS. Chen [23] - [25] explored some complicated decision making methods for IVPFS. Khan et al. [26] examined a generalization of TOPSIS approach with Choquet integral under IVPF circumstance. Liu et al. [27] presented a MCDM with probabilities in IVPFS. Peng [28] gave some new operators and demonstrated the proposed algorithm by mine emergency decision making. Wang [29] proposed a revised IVPF-TOPSIS method and applied it to student recommendation. Chen [30] developed an ELECTRE method by utilizing a risk assignment model in IVPF environment and applied it to financial decision making. Moreover, some extended models of PFSs are rapidly developed, such as Pythagorean fuzzy multigranulation rough sets (PFMRSs) [31] , Pythagorean fuzzy linguistic sets (PFLSs) [32] , Pythagorean uncertain linguistic set (PULS) [33] , hesitant Pythagorean fuzzy sets (HPFSs) [34] , Pythagorean fuzzy soft sets (PFSSs) [35] , principal-value Pythagorean fuzzy sets (PVPFSs) [36] . Meanwhile, some research hotspots are concentrated on the aggregation operators [27] , [37] - [48] , decision making methods [11] , [25] , [49] - [53] , information measures [54] - [57] .
Due to the shortcomings (counterintuitive phenomena [13] , [14] , [17] , [18] , [20] , [21] , discrimination problem [13] , [14] , [18] , [20] , [21] , [28] ) of some existing MCDM or MCGDM algorithms for IVPFSs, they will be formidable for experts to choose convincible alternative. As a consequence, the purpose of the paper is to deal the two stated barriers with proposing two MCDM algorithms in interval-valued Pythagorean fuzzy environment, which not only have a stronger ability to distinguish the best alternative or plan, but also can achieve the best alternative without counterintuitive problem. The background of proposed decision making approaches are discussed as follow:
(1) WDBA (Weighted Distance Based Approximation) [58] weighs up the distance between the best spot (maximum value of plans) and worst spot (minimum value of plans). In the end, the plans are ordered using suitability index. The given plan having the maximum value of suitability index is ordered in first and with the least value in the end. The WDBA algorithm has been triumphantly employed in diverse fields such as selection of E-learning websites [59] , [60] , assessment of COTS component [61] , software effort estimation selection [62] .
(2) For counting the information measure (similarity measure, entropy and distance measure) of two IVPFSs, we introduce a novel approach for constructing similarity measure and distance measure which rely on three parameters. Meanwhile, their relations are proved. Moreover, the influence of the diverse parameters on the ranking of the alternatives is presented.
Considering that diverse attributes' weights would possess influence in ordering results of the given alternatives, enlightened by Zhu et al. [63] , we also propose a fire-new approach to calculate the attributes' weights by uniting the subjective one with the objective one. The proposed model is differentiate from some existing IVPF weight determining approaches which can be classed as two sides: (1) subjective weight determine approach and (2) the objective weighting determining approach which is calculated by bran-new developed entropy approach. The subjective weight approaches place emphasis the risk of the decision makers [13] , [15] , [20] , [21] , [28] , but they overlook the objective evaluation information. Meanwhile, the objective weight determining approaches do not take the preference of the experts into consideration [14] , [18] , [19] , [26] , [27] . The characteristic of the proposed weight determining method can reveal the subjective preference information and the objective preference information simultaneously. For this reason, uniting objective weight and subjective weight by linear weighted comprehensive method, a combination weight model is developed.
To obtain these goals, the major research contributions are listed in the following.
(i) The novel weight counting method is presented for averting effect of objective aspect and subjective aspect.
(ii) A novel information measure (distance measure, entropy measure, similarity measure) for IVPFSs is introduced and the novel entropy is utilized for counting the weight. The influence of the three parameters (p, t k , k) on the ranking of the alternatives are presented.
(iii) A novel score function for IVPFN is put forward for dealing the comparative issue [19] - [21] .
(iv) Two initiated algorithms with some existing algorithms [13] , [14] , [17] , [18] , [20] , [21] are illustrated and compared by some examples.
The rest of the paper is organized as follows: In Section 2, some primary notions of PFSs, IVIFSs and IVPFSs are simply introduced. In Section 3, a novel score function of IVPFN is developed and certain special properties are testified. In Section 4, some new distance measures and similarity measures with entropy are proposed and proved. In Section 5, two algorithms for IVPFS based decision making are shown and the influence of the diverse parameters on the ranking of the objects are discussed. In Section 6, a comparison with other approaches are examined. Some conclusions are shown in Section 7.
II. PRELIMINARIES
In the following, the fundamental concepts related to PFS, IVIFS and IVPFS are simply reviewed.
Definition 1 [10] : Let X be a universe of discourse. A PFS P in X is given by
where µ P : X →[0,1] denotes the degree of membership and ν P : X →[0,1] denotes the degree of nonmembership of the element x ∈ X to the set P, respectively, with the condition that 0 2 . For convenience, Zhang and Xu [11] 
Definition 2 [64] : Let Int([0,1]) be the set of all closed subintervals of [0,1], and X be a universe of discourse. An IVIFS I in X is given by
where the functions
denote the membership degree and non-membership degree of the element x ∈ X to the set I , respectively, and for every x ∈ X , 0 ≤ sup{µ I (x)} + sup{ν I (x)} ≤ 1. Also, for each x ∈ X , µ I (x) and ν I (x) are closed intervals and their lower and upper bounds are denoted by µ
, respectively. Hence, I can also be expressed another style as follows:
which the expression is subject to the condition 0 ≤ µ
For convenience, Xu [65] 
Definition 3 [22] : Let Int([0,1]) be the set of all closed subintervals of [0,1], and X be a universe of discourse. An IVPFS P in X is given by
denote the membership degree and non-membership degree of the element x ∈ X to the set P, respectively, and for every x ∈ X , 0 ≤ sup{(µ P (x)) 2 } + sup{(ν P (x)) 2 } ≤ 1. Also, for each x ∈ X , µ P (x) and ν P (x) are closed intervals and their lower and upper bounds are denoted by µ
, respectively. Hence, P can also be expressed in another style as follows:
which the expression is subject to the condition 0 ≤ (µ
) an interval-valued Pythagorean fuzzy number (IVPFN). It is a common sense that IVPFS degrades into PFS when the frontier is equal.
The main difference between IVPFNs and IVIFNs is their restricted condition where can be presented in Figure 1 [22] . Definition 4 [13] : Let M and N be two IVPFSs, then
Definition 6 [22] : Let M , N and O be three IVPFSs on X . A similarity measure S(M , N ) is a mapping S : IVPFS(X ) × IVPFS(X ) → [0, 1], possessing the following properties:
III. NEW SCORE FUNCTION FOR INTERVAL-VALUED PYTHAGOREAN FUZZY NUMBER
A. THE EXISTING SCORE FUNCTIONS Definition 7 [13] :
, the score function of p is defined as follows:
where s p (p) ∈ [−1, 1]. We can conclude that the bigger the value of s p (p) is, the more befittingly the relevant alternative meets the expectation of experts. [13] electing the optimal alternative, we have s p (p) = s p (q) = 0. Therefore, we cannot differentiate the discrepancy, which reveals that such score function cannot achieve the ranking of IVPFNs. Observe the insufficient of the score function presented by Peng and Yang [13] , they added an accuracy function in the following. Definition 8 [13] :
, the accuracy function of p is defined as follows:
For any two IVPFNs p 1 , p 2 , [19] - [21] observed the insufficient of score function developed by Peng and Yang [13] and gave three score functions in the following. But the proposed score functions [19] - [21] also cannot obtain the ranking of IVPFNs in certain special cases.
Definition 9 [20] :
, the score function s g1 of p is defined as follows:
Example 2: [1, 1] ). If we employ the score function proposed by Garg [20] choosing the optimal alternative, we can obtain s g1 (p) = s g1 (q) = 0. Therefore, we cannot differentiate the discrepancy, which reveals that such score function can't achieve the ordering of IVPFNs in current case. In fact, we can find p = q. Definition 10 [21] :
, the score function s g2 of p is defined as follows:
Example 3:
. If we employ the score function developed by Garg [20] , [21] choosing the optimal alternative, we can have s g2 (p) = s g2 (q) = 0. Therefore, we cannot differentiate the discrepancy which means that this score function cannot get the ordering of IVPFNs in this case.
Definition 11 [19] :
, the score function s g3 of p is defined as follows: proposed by Garg [19] , [20] choosing the optimal alternative, we can have s g3 (p) = s g3 (q) = 0. Therefore, we cannot differentiate the discrepancy which reveals that such score function cannot achieve the ordering of IVPFNs in current case.
Notice the drawback of the above score functions [13] , [19] - [21] , we present a preferable score function which can effectively distinguish the discrepancy of two IVPFNs.
B. THE NEW SCORE FUNCTION
Definition 12:
Theorem 1:
is a function of x, y, z, w, and 0
We can have the first-order partial derivative of U (x, y, z, w) for the variable x ∈ [0, 1] as follows:
Consequently, we can know that U (x, y, z, w) for the variable x ∈ [0, 1] is monotonically increasing.
(ii) We can have the first-order partial derivative of U (x, y, z, w) for the variable y ∈ [0, 1] as follows:
Consequently, we can know that U (x, y, z, w) for the variable y ∈ [0, 1] is monotonically increasing.
(iii) We can have the first-order partial derivative of U (x, y, z, w) for the variable z ∈ [0, 1] as follows:
∂U (x,y,z,w) ∂z
Because z ≥ 0, so we only prove the monotonicity of f (x, y, z, w) = −1 −
. Also, we have the first-order partial derivative of f (x, y, z, w) for the variable z ∈ [0, 1] as follows:
Hence, f (x, y, z, w) is monotonically increasing.
It can be easily obtained that
Furthermore, we can have
(iv) We can also have the first-order partial derivative of U (x, y, z, w) for the variable w ∈ [0, 1] as follows:
Consequently, we can know that U (x, y, z, w) for the variable w ∈ [0, 1] is monotonically decreasing.
From the above monotonicity of x, y, z, w, we can conclude
Property 2: For any IVPFN
According to the Table 1 , we know that the developed IVPF score function s pg can overcome shortcomings of the existing score functions [13] , [19] - [21] .
IV. SOME NEW TYPES OF INFORMATION MEASURE BETWEEN INTERVAL-VALUED PYTHAGOREAN FUZZY SETS
, where
Then the possible values for m − and m + can be expressed intuitively as the triangle HMC and H M C , respectively, which are shown in Figure 2 . Over the M point, make the straight line HC at the point E, and define the slope of the line ME as k. The line ME is at any point
The range of parameters t k and k can be obtained by the following inequality equation.
Similarly, over the M point, make the straight line H C at the point E , and define the slope of the line M E as same
The calculation steps is given as follows:
Similarly, we can have
(2) The average of m − and m + can be calculated as follows:
Similarly, we can have the average of n − and n + as follows:
(3) The absolute difference between m and n can be defined as follows:
| p is given as:
For an IVPFS, there is more than one feature in discourse universe, such as x i ∈ X (i = 1, 2, · · · , n). The final equation is presented as Eq. (12).
where p is the L p norm, k is slope and t k identifies the level of uncertainty related to k with the condition t k ≥ k + 1 and k ≥ 0. Theorem 2: Let M and N be two IVPFSs in X where
Then the following inequalities are hold:
Hence, by the above Eq. (12), we can obtain 0
(D2-D4) This is straightforward from the Eq. (12) .
. So it is easily concluded that
Nevertheless, in real cases, the diverse elements may use diverse weights, and therefore the weight w i (i = 1, 2, · · · , n) of the element x i ∈ X must think over. Next, we present a weighted distance measure
where k ≥ 0, t k ≥ k + 1, and w i is the weights of the element 
Next, we construct an entropy definition for IVPFSs. 
Theorem 5: E p (M ) is the entropy measure in X .
Proof: For IVPFS E p (M ), it must meet the (E1) − (E5) of axiomatic demand. The (E1) − (E4) can be easily proved, so we just give a proof of the (E5) of entropy E p (M ).
Since
Hence,
. This completes the proof.
Theorem 6: Let M and N be two IVPFSs, then we have
B. A COMPARISON OF DISTANCE MEASURES FOR IVPFSs
In this subsection, a comparison between the developed distance measure D p and the existing distance measures has been built for stating the advantages of the explored distance measure. The existing distance measures based on uniting the Hausdorff metric with the Euclidean distance, the Hamming distance and their standardized forms for two IVPFNs have been shown in the following [22] , [29] . Table 2 has given a full-scale comparison of the distance measures for IVPFS with some counter-intuitive examples.
( Table 2 .
V. TWO ALGORITHMS FOR INTERVAL-VALUED PYTHAGOREAN FUZZY SET BASED EMERGENCY DECISION MAKING A. THE DESCRIPTION OF INTERVAL-VALUED PYTHAGOREAN FUZZY MCDM PROBLEM
The core of the MCDM issue with IVPF information is to verify the ideal choice from a series of alternatives which are assessed by a set of attributes, where assessed values are IVPFNs presented by the experts. Afterwards, this kind of issue can be depicted by mathematical symbols in the following.
Let A = {A 1 , A 2 , · · · , A m } be a discrete set of alternatives, C = {C 1 , C 2 , · · · , C n } be a series of attributes, and W = {w 1 , w 2 , · · · , w n } be weight vector assigned for the attributes by the decision makers with w j ∈ [0, 1], n j=1 w j = 1.
Assume that the evaluation of the alternative A i with respect to attribute C j is represented by interval-valued Pythagorean
. The values united with the alternatives for MCDM problems can be shown in Table 3 .
B. THE METHOD OF DETERMINING THE COMBINED WEIGHTS 1) DETERMINING THE OBJECTIVE WEIGHTS: THE ENTROPY METHOD
Shannon entropy [66] assesses the aspirational information by the substance of confirmed information. The vague information could be estimated by the entropy. The information entropy can adjust the course of decision-making, because it can be measured by existent contrasts among plentiful information, and therefore clarified the internal information for expert. Enlightened by Shannon [66] , a novel entropy approach (Theorem 5) for calculating the objective weights is presented.
The IVPF entropy E j (j = 1, 2, · · · , n) of jth attribute is computed in the following. The weight ω j of jth attribute can be calculated as follows:
If the evaluation information of attribute C j for every alternative A i is IVPFN, based on the view of the primitive evaluation information, attribute information growingly more vapoury, such properties for plentiful of information available much smaller, the grater entropy ought to be offered smaller weight, and vice verse. Therefore, it can not only lower the loss of evaluation information, but also can reveal the wishes of experts or decision makers by employing the IVPF entropy in counting the attribute weights.
2) DETERMINING THE COMBINED WEIGHTS: THE LINEAR WEIGHTED COMPREHENSIVE METHOD
Assume that the subjective weight, provided by the experts directly, is w = {w 1 , w 2 , · · · , w n }, where 
Consequently, the vector of the combined weight = { 1 , 2 , · · · , n } can be denoted as follows:
where
Subjective weights and objective weights are combined using a nonlinear weighted synthesis approach. According to the multiplier factor, the bigger the subjective weight value and objective weight, the bigger the combination weight, and vice versa. In addition, It is easily seen that Eq. (19) pushes the limitations of considering only objective or subjective influences. The advantage of Eq. (19) lies in that the rank and attribute weights of alternatives can simultaneously display objective information and subjective information.
C. INTERVAL-VALUED PYTHAGOREAN FUZZY WEIGHTED DISTANCE BASED APPROXIMATION (IVPF-WDBA) METHOD
For solving the MCDM issue with IVPF decision information, we attempt to develop an IVPF-WDBA method that is counted the distance from the worst spot (minimum value of plans) and best spot (maximum value of plans) and ordered the alternatives by means of suitability index.
At first, we think in normalizing information since there exists certain benefit criteria and cost criteria in evaluation matrix. These two classes of criteria perform inversely. That is to say, the bigger value means the more positive behavior of a benefit criterion but reveals the more negative behavior of a cost criterion. As a consequence, for ensuring entire criteria are simultaneous, we will shift the cost criteria into benefit criteria by means of the below equation.
According to above equation, we obtain the normalized IVPF matrix P = (p ij ) m×n .
Next, we calculate the score function t ij (i = 1, 2, · · · , m; j = 1, 2, · · · , n) of p ij by Eq. (21),
In order to give the standardized matrix SM ij visually, we denote it in an average value matrix V j (j = 1, 2, · · · , n) and standard deviation matrix SD j (j = 1, 2, · · · , n). The specific process is shown as follows:
The presented WDBA algorithm is on the basis of the principle that the chosen alternative (best) could possess the minimum distance from the positive-ideal solution (best plan) and be farmost from the negative-ideal solution (worst plan). The desired solutions are the series of attribute values which is most expected. These negative-ideal points are a series of attribute values ideally not expected. The positive-ideal solutions, defined by SM + and anti-ideal points, defined by SM − are found from normalized evaluation matrix, which could be denoted in the following.
where i = 1, 2, · · · , m. The regime assures that the highest ordered alternative is nearest to the positive-ideal solution and farmost from the negative-ideal solution. The shortest distance between two solutions is Euclidean distance. Such overall score for alternatives is measured by its Euclidean negative-ideal solution and positive-ideal solution. Such distance is related to the weight of the attribute and ought be included in the distance measure. Due to all compared alternatives with ideal and anti-ideal solutions rather than comparing them directly, therefore, weighted Euclidean distance is deemed to developed approach. 
WED
The SI (suitability index) indicates the relative proximity of a peculiar alternative to the positive-ideal plan. The larger SI for a peculiar alternative, the nearer to the ideal alternative. Such highest value suitability index for alternatives is the issue of the best choice being considered. The grater the SI, the bigger the ordering is substituted. The SI is calculated in the following.
Taking into account its practical considerations, a final decision can be made. All possible restrictions that users may encounter must be checked for now. These include usability, economics, social, management and political restrictions and so on. However, the compromise may favor the higher applicability index of alternatives.
Generally speaking, IVPF-WDBA method contains the following steps:
Remark 1: It is absolutely necessary to state that in the IVPF-WDBA method, the evaluation information in decision making matrix is denoted by IVPFNs to show DMs' or experts' ideas. Illustrated by membership and nonmembership with their upper of square sum less than 1, the IVPFNs are resultful for seizing the indeterminacy and incertitude of DMs in MCDM issue. Moreover, the IVPF-WDBA method is a priceless method to deal with the decision issues by IVPFNs having a huge capacity to differentiate the optimal alternative and achieving the best alternative out of counterintuitive phenomena. However, some algorithms [13] , [14] , [17] , [18] , [20] , [21] to deal the decision making issues with IVPFNs don't have the desirous peculiarity.
1) THE INTERVAL-VALUED PYTHAGOREAN FUZZY DECISION MAKING APPROACH BASED SIMILARITY MEASURE
For this subsection, we present an algorithm for MCDM issue by means of the explored similarity measure S W p among IVPFSs. The notion of ideal points has been successfully employing in settling the optimal alternative in the process of decision making. Although ideal alternative doesn't arise in real world, it does provide a priceless theoretical framework for evaluating the performance of alternatives. Therefore, we denote the ideal alternative A * as the IVPFN
As a consequence, based on Eq. (30), the developed similarity measure S W p between alternative A i and ideal alternative A * denoted by IVPFS is shown in the following.
Generally speaking, IVPF similarity measure method contains the following steps:
D. A CASE STUDY IN MINE EMERGENCY DECISION MAKING
We will take the issue of emergency decision making using MCDM algorithms based on WDBA and multiparametric similarity measure into consideration.
The mine explosions are one of the most dangerous hazards in mine accidents which greatly threaten the safety of life and work, and endanger the safety and production of mines. Since unexpected and sudden explosion accidents happen, it is hard to forecast accidents in advance, and adequate preparations and emergency actions are made in advance. Therefore, contingency planning and accident simulation are necessary methods for emergency preparedness and advisable response. The viability and high quality of emergency alternatives will immediately impress the subsequent emergency operations and affect the process of disasters. As a result, the decision making and evaluation in a specific contingency plan through simulation is crucial for disaster management of mine accidents [67] . The expert sets the criterion to be the allowable concentration of harmful gases (expressed as gas), the level of smoke and dust (expressed as smoke), reducing the casualties of current events (expressed as casualties), the viability of rescue operations (expressed as viability), and repairing facility damages of the emergency (expressed as facility). Ventilation conditions in emergency situations can affect the concentration of toxic gases, fumes and dust. The collapsed size will result in casualties and adverse effects on subsequent rescue operations. At the same time, the facility damage, collapse size and ventilation conditions in the accident are related to the explosion size of the mine. The occurrence of primary disasters often leads to a set of secondary or incidental disasters. For example, the toxic high-temperature combustible gas produced by the explosion causes tunnel fire, which is a collateral hazard and will cause serious damage and loss to emergency equipment and facilities, and even threaten the lives of workers and rescue workers. Mine explosions may damage the external environment such as surface collapse or dam failure, resulting in landslides, mudslides, etc. The incidental disaster of the mine explosion will eventually aggravate the original disaster. Above all, it will make emergency response more difficult. Therefore, secondary disasters should be considered as an important part of the overall decision-making process.
As a result, we construct the evaluation system of the mine accident using the interval-valued Pythagorean fuzzy information, which is a more effective and flexible way to seize indeterminacy.
Example 5: Suppose that there are five emergency plans A = {A 1 , A 2 , A 3 , A 4 , A 5 } pondered for an explosion hazard in coal mine. The domain expert selects the attribute set C = {C 1 , C 2 , C 3 , C 4 , C 5 } to be gas C 1 , casualties C 2 , smoke C 3 , viability C 4 , and facility C 5 . According to the general evolutionary principles and the peculiarity of mine disaster, we can ascertain that entire attributes are benefit attributes. Assume that domain expert gives a set of previous weights as w = (w 1 , w 2 , w 3 , w 4 , w 5 ) = (0.3, 0.2, 0.14, 0.16, 0. 2).
The evaluation for emergency plans coming from the survey by the domain expert and constructing an IVPF matrix shown in Table 4 . Hereinafter, we use the proposed algorithms above for choosing optimal emergency plan under IVPF environment. By means of the Algorithm 1 and Algorithm 2 depicted in Table 5 , we can draw a conclusion that the conclusive results are identical, that is to say, A 1 is the most anticipated emergency alternative. Therefore, two developed algorithms are resultful and feasible. 
E. EFFECT OF THE PARAMETERS p, t k AND k ON THE ORDERING
However, for analyzing the influence of the parameters p, t k and k on the measure values, an experiment (Example 5) was constructed by employing diverse values of p(p = 1, 2, · · · 9) corresponding to a different value of the uncertainty parameters t k (t k = 1, 2, · · · , 9) and the slope k(k = 1, 2, · · · , 8).
1) EFFECT OF THE PARAMETERS p IN WEIGHT INFORMATION
From the Figure 4 , we can know that the weights w 1 , w 3 and w 5 are increasing when p increases while w 2 is decreasing. For weight w 4 , it monotonously increases when p ∈ [1, 5] , monotonically decreases when p ∈ [6, 8] , later increases. In Figure 5 , we can know that the presented weight method can efficaciously reveal the objective preference information and subjective preference information. However, the combination weight developed by Zhu et al. [63] 7430 VOLUME 7, 2019 can't reflect the discrepancy compared with weight given by experts. In other words, the proposed weight determining method can state the laws between the data offered by decision maker but not restricted to the given subjective weight.
2) EFFECT OF THE PARAMETERS p ON THE ORDERING IN ALGORITHM 1
From the Algorithm 1, we can know that the effect of final ordering only related to the parameter p is originally from the weight determining model. From the Figure 6 , we can easily obtain that the decision values are falling very slowly with the increasing of p. Moreover, the alternative A 1 , A 4 and A 5 have a clear distinguish while A 2 and A 3 are incapable of discriminating. The decision value of A 2 is larger than A 3 when p ∈ [1, 4] . After that, the decision value of A 3 is bigger than A 2 when p ∈ [5, 9] . But no matter how it changes, the decision values of A 1 is always the largest. From Figure 6 , the vast majority of of final results keep as
3) EFFECT OF THE PARAMETERS p, t k AND k ON THE ORDERING IN ALGORITHM 2
Based on diverse pairs of parameters, similarity measure (we only take S 1 into consideration) was calculated, and its results are presented in Figure 7 . From these, the important points have been concluded in the following.
(1) For a fixed value of t k and k, it has been seen that the decision values with respect to each alternative decrease with the increase in parameter p (Figure 8) . Moreover, it can be VOLUME 7, 2019 easily seen that most of decision value of A 2 is bigger than A 4 during the changing trend of the p ∈ [1, 2] when (a) to (i). After that, the decision value of A 4 is bigger than A 2 when p ∈ [3, 9] . But no matter how it changes, the decision values of A 1 is always the largest. From (a) to (i), the vast majority of of final results keep as
(2) For a fixed value of p and k, as t k increases, the decision values corresponding to each alternative monotonically decreases ( Figure 9 ). Moreover, it can be easily seen that the decision values of A 4 is bigger than 
VI. COMPARATIVE ANALYSIS AND DISCUSSION
In the following, some existing decision making methods based aggregation operators and their limitations are discussed in detail. Some examples are given to show the advantages of our proposed algorithms. Definition 14 [13] : 
Definition 15 [13] : 
Definition 16 [28] : 
Note 1 By the idea of Peng and Yang [13] and Peng [28] , people can set an algorithm for making a decision. Nevertheless, the insufficient case that the equal probability of ultima 7432 VOLUME 7, 2019 FIGURE 7. The total changing trend of parameters t k and k in Algorithm 2.
results is more bigger than others. In other words, we can hardly make decision in such case (See Example 8).
Definition 17 [14] , [20] : 
Note 2: Nevertheless, we can find that IPFWA operator owns shortcomings in certain cases, described as follows: 
. In other words, the non-membership degree of aggregated value must be 0. This result may result in counter-intuitive phenomena in some cases. Consequently, it is unsuitable and unreasonable to employ Eq. (34) to integrate the preference information in MCDM issue when confronted the peculiar situations discussed above (See Example 6).
Definition 18 [20] : 
1, 2, · · · , n), with n i=1 w i = 1, then an interval-valued Pythagorean fuzzy weighted geometric (IPFWG) operator is a mapping IPFWG: P n → P, where
Note 3: However, we can find that IPFWG operator also has drawbacks in some cases, described as follows: p j (j = 1, 2, · · · , n) be a set of IVPFNs. If there is i such that p i = [0, 0], [1, 1] , then according to Eq.(35), we can get [1, 1] ). This result may produce counter-intuitive phenomena in MCDM. In other words, it only determines by p i to make a decision and the evaluation preference information of others attributes can be overlooked. In addition, based on Eq.(35), if there is an IVPFN such that
. In other 
words, the membership degree of aggregated value must be zero. This result may result in counter-intuitive phenomena in some cases. Hence, it is improper and unsuitable to employ Eq. (35) to integrate the information in MCDM when confront the peculiar situations mentioned above (See Example 7).
Definition 19 [18] : Einstein weighted averaging (IVPFEWA) operator is a mapping IVPFEWA: P n → P, where
Definition 20 [18] : Einstein weighted geometric (IVPFEWG) operator is a mapping IVPFEWG: P n → P, where 
Note 4: For Eqs. (36) or (37) , it may produce counterintuitive phenomena in MCDM issue. In other words, the final outcome by IVPFEWA or IVPFEWG to decision making of others' experts can be overlooked (See Examples 6 and 7).
Definition 21 [17] :
Then a weighted interval-valued Pythagorean fuzzy Bonferroni mean (WIVPFBM) operator is a mapping WIVPFBM: P n → P, where Definition 22 [17] : (39), as shown at the top of the next page, it also may produce counter-intuitive phenomena in some MCDM issue. In other words, the final outcome by WIVPFBM or WIVPFGBM to decision making of others' experts can be overlooked (See Examples 6 and 7).
Example 6: Continue to take the Example 5 into consideration, and another expert gives the interval-valued Pythagorean fuzzy decision matrix shown in Table 6 .
If the existing methods in Garg [20] , Rahman et al. [18] , Liang et al. [14] , Peng and Yang [13] , Liang et al. [17] and the proposed methods are employed in solving the MCDM issue in Example 6. For a better discussion, the weight information in existing methods using the subjective weight w and the weight information in proposed methods using the combined weight , then the results can be obtained and shown in Table 7 .
From the decision results presented in Table 7 , we can conclude that the ordering order of the five alternatives and best alternative obtain the same results as IVPFWA [13] , IVPFWG [13] , IPFWG [20] and IVPFEWG [18] . For IPFWA [20] , IPFWA [14] , WIVPFBM [17] , WIVPFGBM [17] , IVPFEWA [18] and IVPFW♠ [28] , the optimal alternative is A 3 , which is different from other methods, it is unreasonable due to its shortcomings discussed in Notes 2-5.
Example 7: Continue to Example 5, another expert constructs an IVPF decision making matrix with its tabular form given by Table 8 .
If the existing methods in Garg [20] , Rahman et al. [18] , Liang et al. [14] , Peng and Yang [13] , Liang et al. [17] and the developed methods are employed in solving some MCDM issue in Example 7. For a better discussion, the weight information in existing methods using the subjective weight w and the weight information in proposed methods using the combined weight , then the results can be obtained and shown in Table 9 .
According to the above-mentioned results presented in Table 9 , we can find that the ordering of the five alternatives and best alternative are in keeping pace with the decision results of IVPFWA [13] , IPFWA [20] , IPFWA [14] , IVPFEWA [18] and IVPFW♠ [28] . For IVPFWG [13] , IPFWG [20] , IVPFEWG [18] , WIVPFBM [17] and WIVPFGBM [17] , the optimal alternative is A 5 , which is different from other methods, it is unreasonable due to its shortcomings discussed in Notes 2-5. Table 10 .
If the existing methods in Garg [20] , Rahman et al. [18] , Liang et al. [14] , Liang et al. [17] , Peng and Yang [13] and the developed methods are employed in solving MCDM issue in Example 8. For a better discussion, the weight information in existing methods using the subjective weight w and the weight information in proposed methods using the combined weight , then the results can be obtained and shown in Table 11 .
From the decision results presented in Table 11 , we can find that there is no explicit alternative to be chose by using IVPFWA [13] , IVPFWG [13] , IPFWA [20] , IPFWG [20] , IPFWA [14] , IVPFEWA [18] , IVPFEWG [18] and IVPFW♠ [28] . It is unreasonable due to its drawback discussed in Note 1. However, our proposed methods with the existing methods (WIVPFBM [17] and WIVPFGBM [17] ) have a stronger ability in differentiate the best alternative.
VII. CONCLUSION
The main contributions can be illustrated and reviewed in the following.
1) The novel score function for IVPFN is constructed.
Comparing with some existing score functions [19] - [21] , it can effectively make a distinction among the discrepancy of alternatives while some existing score functions [19] - [21] cannot work (Table 1) .
2) The formulae of interval-valued Pythagorean fuzzy similarity measures, distance measures and entropy are proposed, and their properties are proved. Meanwhile, the diverse desirable relations between the developed similarity measures and distance measures have also been elicited. Especially, a comparison with some existing literature [22] , [29] are constructed in Table 2 to state the effectiveness of proposed distance measure. 3) A novel entropy approach for achieving objective weight is given, later, the combination weight is introduced, which could effectually reveal the subjective weight and objective weight, whereas the combination weight presented by Zhu et al. [63] can't reflect the discrepancy by comparing with the known weight ( Figure 5 ). 4) Two algorithms for solving IVPF decision making issue by WDBA and multiparametric similarity measure are presented. The influence of the parameters p, t k and k on the ranking in Algorithm 1 and Algorithm 2 are discussed in detailed (Figures 6, 7, 8, 9, 10) . Compared with the existing IVPF algorithms (Tables 7, 9 , 11), are (i) it can achieve the best alternative out of counter-intuitive issues ( [13] , [14] , [17] , [18] , [20] , [21] ); (ii) it has an enormous power to distinguish the best alternative ( [13] , [14] , [18] , [20] , [21] , [28] ).
In the future, we will employ the similarity measures in some real scenarios, such as medical diagnosis and pattern recognition. Besides, as this paper is just an applied research focusing on the similarity measures of IVPFSs, we shall attempt to design some softwares to preferably realize the initiated information measure in daily life. Meanwhile, we also will take revised WDBA method into diverse fuzzy environments [68] - [72] .
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