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1. INTRODUCTION
A family of symmetric vortices of the form
8(r, %)=\(r) ein%
A(r, %)=:(r) d%,
on R2[0] of the GinzbergLandau equations of superconductivity in
terms of differential forms
DA V DA 8=
*
2
V ( |,| 2&1) 8,
d V dA=
i
2
V (8DA8&8 DA8)
must satisfy the system
\rr+
\r
r
&n2 \:&1r +
2
\&
*
2
(\2&1) \=0
:rr&
:r
r
&\2(:&1)=0,
(1)
having boundary conditions
\(0)=:(0)=0
lim
r  
\(r)=1 (2)
lim
r  
:(r)=1.
The parameter * represents the vortices strength of interaction. Berger and
Chen [1] provided a concise derivation of problem (1)(2) in an appendix.
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In their book, Jaffe and Taubes [4] recognized that when *=1
(representing no interaction of vortices), system (1) could be reduced to
\r+
n
r
(:&1) \=0
n
r
:r+
1
2
(\2&1)=0,
(3)
with boundary conditions
\(0)=:(0)=0
lim
r  
:(r)=1 (4)
lim
r  
\(r)=1.
They then constructed a proof using variational techniques showing the
existence of a unique solution to problem (3)(4). Jaffe and Taubes’ techni-
que fails when *{1, for only when *=1 is the integrand of an associated
energy functional convex, whereby a unique minimizer can be found. Using
minimization techniques Berger and Chen [1] proved existence of a vortex
solution for GinzbergLandau equations for a general positive *. However,
uniqueness of such solutions is still not known.
The purpose of this paper is twofold. First, using ordinary differential
equation techniques, existence and uniqueness of symmetric vortices will be
shown for *r1, providing the first uniqueness result for *{1:
Theorem 1. If * is sufficiently close to 1, then problem (1)(2) has a
unique solution.
Aside from this work, it is supposed that the vortex for n=\1 is stable
while any other symmetric vortex is unstable for *>1. Knowing existence
and uniqueness of the family of vortices for *r1, one could begin to
address this stability issue.
Second this paper provides a novel perturbation technique, presented in
the form of manifold theory. This technique shows promise for applications
such as spiral waves in reaction-diffusion equations; see [3].
The solution procedure in this paper proceeds as follows. Setting *=1 a
spatial reduction to problem (1)(2) is employed and 3-dimensional phase
space techniques are applied to show the existence and uniqueness of a
solution to problem (3)(4). With * still set to 1, the 3-dimensional phase
space structure of problem (3)(4) is embedded in the 5-dimensional phase
space structure of problem (1)(2). There existence and uniqueness is
recognized as a unique transverse intersection of two 3-dimensional
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invariant sub-manifolds. An application of the implicit function theorem
provides existence and uniqueness for *r1.
Note. Throughout this paper it is assumed that n is positive. For n
negative, the arguments carry by replacing n with &n.
2. REDUCTION OF ORDER
Problem (3)(4) was recognized as a reduction of order of problem
(1)(2) by Jaffe and Taubes [4] when *=1. This can be easily seen by
letting Q=\r+nr (:&1) \ and B=(nr) :r+ 12 (\
2&1). A short computa-
tion reveals
Qr=\B+
n
r
(:&1) Q&
1
r
Q
Br=\Q,
(5)
which implies that the 3-dimensional submanifold defined by system (3) is
invariant in the ambient 5-dimensional space defined by system (1).
3. EXISTENCE OF A UNIQUE SOLUTION ON AN
INVARIANT SUBMANIFOLD
Theorem 2. System (3) has a unique solution satisfying boundary condi-
tions (4).
The basic themes found in Jones and Kupper’s 3-dimensional phase
space analysis [5] are present in the proof of Theorem 2. System (3) will
be transformed so that the boundary conditions (4) are viewed as critical
points and a solution as a heteroclinic trajectory connecting them. Such
trajectories are located by studying the intersection of the unstable
manifold associated with the critical point defined in the [r=0]-plane and
the center-stable manifold associated to the critical point defined as r  .
A single transformation reveals the invariant manifolds both at r=0 and
r=.
Proof of Theorem 2. Consider the transformation, T, given by
T: {
:=
\=
r=
ra
p
{
1&{
.
(6)
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Then system (3) takes on the form
pr=&nap+n \1&{{ + p
ar=&\1&{{ + a+
1
2n
(1& p2) (7)
{r=(1&{)2
with boundary conditions (4) becoming
a(0)= p(0)=0
lim
r  
a(r)=0 (8)
lim
r  
p(r)=1.
Note that r=0 corresponds to {=0 and r= corresponds to {=1. So to
recognize the boundary condition at r=0 as a critical point, the singularity
of (7) at {=0 must be removed. A change of independent variable which
has the effect of multiplying the equations by { will suffice. Call the new
independent variable t,
p* =n((1&{)&{a) p
a* =&(1&{) a+
1
2n
{(1& p2) (9)
{* ={(1&{)2,
where * =ddt . The boundary conditions restated in terms of t are critical
points of (9):
lim
t  &
( p(t), a(t), {(t))=(0, 0, 0),
and (10)
lim
t  
( p(t), a(t), {(t))=(1, 0, 1).
A desired solution in ( p, a, {)-space is then a heteroclinic trajectory
joining (0, 0, 0) and (1, 0, 1), see Fig. 1.
Linearization of system (9)(10) at (0, 0, 0) yields the matrix
n 0 0
\0 &1 12n+0 0 1
153RESULTS FOR GINZBERGLANDAU EQUATIONS
FIG. 1. Solution viewed as a heteroclinic trajectory.
which has eigenvalues n, &1, 1 with eigenvectors (1, 0, 0), (0, 1, 0), and
(0, 12, 2n), respectively. Associated with (0, 0, 0), invariant manifold
theory grants existence of a 2-dimensional unstable manifold, Wu, which is
tangent at the origin to the space spanned by (1, 0, 0) and (0, 12, 2n).
More is known about the limiting behavior of Wu as t  & (r  0), for
the [{=0]-plane is invariant. In the [{=0]-plane, the flow is governed by
p* =np
a* =&a.
(11)
Here (0, 0) is a critical point and the p-axis is an unstable manifold. So
Wu must contain the p-axis when {=0.
A linearization of system (9)(10) at (1, 0, 1) yields the matrix
0 &n &n
\&1n 0 0 +0 0 1
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which has eigenvalues 0, 1, &1 with eigenvectors (0, &1, 1), (&n, 1, 0),
and (n, 1, 0), respectively. Associated with the critical point (1, 0, 1)
invariant manifold manifold theory tells us there exists a 2-dimensional
center-stable manifold W cs, which is tangent at (1, 0, 1) to the space
spanned by (0, &1, 1) and (n, 1, 0). In the [{=1]-plane, which is invariant,
the flow is governed by
p* =&nap
(12)
a* =
1
2n
(1& p2).
Here (1, 0) is a critical point and has associated with it a 1-dimensional
stable manifold, W s which is tangent at (1, 0) to the space spanned by
(n, 1, 0). From system (12) it is easy to see that W s, a submanifold of W cs,
remains in the right-half plane and is asymptotic to the negative a-axis.
A solution of (3) satisfying boundary conditions (4) must be a trajectory
contained in both W cs and Wu. Let Cu({) :=Wu & [{] and Ccs({) :=
Wcs & [{]. Viewed geometrically, for a fixed { each point contained in
Cu({) & Ccs({) represents a desired solution.
For {r0 (tr&), Cu({) is close to the p-axis, for as t  &, Cu({(t))
limits to the 1-dimensional unstable manifold contained in the [{=0]-
plane. To argue that Cu({) intersects Ccs({), and hence existence of a solu-
tion, the vector field is used to show that Ccs({) is asymptotic to the
negative a-axis for every { and a known trajectory contained in W cs ensures
Ccs({) extends well into the upper-half plane.
Let us first ensure Ccs({) extends into the upper-half plane by calculating
a trajectory contained in Wcs. Observe that :=1, \=1 is a solution of
system (3). Transformed to ( p, a, {)-space, a(r)=1r , p(r)=1, {(r)=rr+1
is a solution of (9) and it must be contained in W cs since limr  ( p~ (r), a~ (r),
{(r))=(1, 0, 1).
Next, the vector field forces Ccs({) to remain asymptotic to the negative
a-axis. Using system (12) it is easy to calculate that in the [{=1]-plane,
W s is asymptotic to the negative a-axis. So for { close to 1, Ccs({) will still
be asymptotic to the negative a-axis. The nullclines for a fixed [{]-plane
are p=(1&{){ and a=12n ({(1&{))(1& p2). Now one can see that the
vector field traps and forces Ccs({) to be asymptotic to the negative a-axis
for any { # (0, 1), see Fig. 2, and hence Ccs({) must intersect Cu({).
Interpreted geometrically, uniqueness of a solution to (9)(10) would
mean that there is exactly one point in Cu({) & Ccs({). It will be shown that
any tangent vector to Cu({) will point in the first (or third) quadrant and
any tangent vector to Ccs({) will point in the second (or fourth) quadrant.
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FIG. 2. Slice of Ccs in a fixed [{]-plane.
Hence they will intersect at most once. This follows from two lemmas
which use the equations of variations associated with Eq. (9);
$p* =n((1&{)&{a) $p&n{p $a
$a* =&
p{
n
$p&(1&{) $a,
(13)
where ${#0, to assert that Cu({) and Ccs({) are monotone curves. System
(13) has the following geometric interpretation. Given that C({(t1)) is a
curve in the [{(t1)]-plane, the flow (Eqs. (9)) will carry this curve to a
curve C({(t2)) at time t2 . Equations (13) carry tangent vectors associated
with C({(t1)) to tangent vectors associated with C({(t2)).
Notice from Eqs. (13) that
$p* =&n{p $a when $p=0,
$a* =&
p{
n
$p when $a=0.
(14)
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This says that along a fixed trajectory (a(t), p(t), {(t)), the phase space of
system (13) has second and fourth quadrants invariant in forward time
(second and fourth quadrants invariant in reverse time).
Lemma 1. If ($p(t), $a(t), 0) is a tangent vector to Ccs({(t)) based at
( p(t), a(t), {(t)), then $a(t)$p(t)0.
Proof of Lemma 1. Since ( p(t), a(t), {(t)) # Wcs, limt  ( p(t), a(t),
{(t))=(1, 0, 1). Moreover, the limt  ($p(t), $a(t), 0)=k(n, 1, 0) for some
nonzero constant k (recall that (n, 1, 0) is the eigenvector to which W s is
tangent at (1, 0, 1) in the [{]-plane) and so limt   ($a(t)$p(t))>0. By
Eqs. (14), $a(t)$p(t)>0 for all t.
The above lemma argues that Ccs({) is a monotone curve for each {. The
next lemma shows that Cu({) is a monotone curve with any tangent vector
pointing into the first (or third quadrant).
Lemma 2. If ($p(t), $a(t), 0) is a tangent vector to Cu({(t)) at ( p(t), a(t),
{(t)), then $a(t)$p(t)0.
Proof of Lemma 2. Since ( p(t), a(t), {(t)) # Wu, limt  & ( p(t), a(t),
{(t))=(0, 0, 0). Moreover, the limt  & ($p(t), $a(t), 0)=k(1, 0, 0) for
some nonzero constant k (recall (1, 0, 0) is the eigenvector to which the
unstable manifold in the [{=0]-plane is tangent at the origin). While as
t  & the limiting tangent vector to Cu({(t)) is coincident with the
p-axis, once again Eqs. (14) guarantee that $a(t)$p(t)<0 for all t.
4. EXISTENCE AND UNIQUENESS WHEN *=1
Theorem 2 grants existence of a solution to problem (1)(2) when *=1.
In fact when *=1, the only solution to problem (1)(2) is the one
presented in the invariant manifold given by system (3).
Theorem 3. Suppose (\~ (r), :~ (r)) is a solution of problem (1)(2). Then
(\~ (r), :~ (r)) satisfies problem (3)(4).
Proof of Theorem 3. Suppose to the contrary that (\~ (r), :~ (r)) is a solu-
tion of problem (1)(2) but it does not satisfy problem (3)(4).
Let Q(r)=\r+nr (:&1) \ and B(r)=(nr) :r+ 12 (\
2&1). As a motiva-
tion for the auxiliary system to be studied, when *=1 system (3.2.1) can be
written as
Qr=\B+
n
r
(:&1) Q&
1
r
Q
Br=\Q.
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Instead, begin with the nonautonomous auxiliary system
Qr=\~ B+
n
r
(:~ &1) Q&
1
r
Q
Br=\~ Q,
which can be rewritten as the following equivalent autonomous system by
letting r={1&{ and after a change of independent variable, call it t,
Q4 =(1&{)(n(:~ &1)&1) Q+{\~ B
B4 ={\~ Q (15)
{* ={(1&{)2,
where * =ddt . System (15) is autonomous provided \~ and :~ are viewed as
functions of {. A phase space analysis of this system will qualify a con-
tradiction thereby proving Theorem 3.
Now {=0 when t=& (r=0) and {=1 when t= (r=). Notice
that both the [{=0]-plane and the [{=1]-plane are invariant. Let
(Q , B , {) be a trajectory in (15) defined by (\~ (t), :~ (t)). One wants to view
limt  &(Q (t), B (t), {(t)) as a critical point in the [{=1]-plane. It is
important to realize that (Q (t), B (t), {(t)) cannot be the {-axis, since
(\~ (t), :~ (t)) is assumed not to satisfy Eq. (3). The {-axis can be thought of
as representing the 3-dimensional invariant submanifold defined by
system (3).
It is easy to check that if (\, :) is a solution of (1) satisfying boundary
conditions (2), its boundary conditions when represented as a trajectory in
(15) would be
lim
t  &
(Q(t), B(t), {(t))=(0, b, 0), where b # R,
and
lim
t  
(Q(t), B(t), {(t))=(0, 0, 1).
All such points are critical points of (15). Geometric structures can now be
revealed to show that (Q (t), B (t), {(t)) cannot exist.
Linear analysis of (15) at (0, 0, 1) presents the matrix
0 1 0
\1 0 0+0 0 0
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which has eigenvalues 1, &1, 0 and associated eigenvectors (1, 1, 0),
(1, &1, 0) and (0, 0, 1), respectively. Invariant manifold theory grants a
2-dimensional center-unstable manifold, W cs, associated to (0, 0, 1) and
tangent to the space spanned by (1, &1, 0) and (0, 0, 1).
In the [{=1]-plane :~ =1 and \~ =1, so the flow is governed by
Q4 =B
B4 =Q.
(16)
Here there is a 1-dimensional stable manifold, W s, associated with (0, 0, 1).
The linearity of (16) yields that W s is actually a line in the [{=1]-plane
on (0, 0) with slope &1. So W cs contains W s in the [{=1]-plane.
A linear analysis of (15) at (0, b, 0) reveals the matrix
&(n+1) 0 0
\ 0 0 0+0 0 1
which has eigenvalues &(n+1), 0, 1 and associated eigenvectors (1, 0, 0),
(0, 1, 0) and (0, 0, 1), respectively. Associated with each critical point
(0, b, 0) there exists a 2-dimensional center-unstable manifold, W cu(0, b, 0) ,
which is tangent to the space spanned by (0,1,0) and (0,0,1). Let
W u=b # R Wcs(0, b, 0) , then Wu is a 2-dimensional unstable manifold
foliated by the 1-dimensional unstable manifolds associated with each criti-
cal point (0, b, 0).
In the [{=0]-plane the flow is governed by
Q4 =&(1+n) Q
B4 =0,
for the limt  &(:~ (t), \~ (t))=(0, 0). Associated to each critical point
(0, b, 0) in the [{=0]-plane is a 1-dimensional center manifold, namely the
B-axis, which is contained in Wu.
The trajectory (Q (t), B (t), {(t)) defined by (\~ (t), :~ (t)) must be contained
in both Wu and W cs. But the only trajectory contained in both Wu and
Wcs is the {-axis, which contradicts the assumption that (\~ (t), :~ (t)) does
not satisfy Eqs. (3)(4).
Let Cu({) :=W u & [{] and Ccs({) :=Wcs & [{]. The linearity of Q and B
in (15) shows that Wu and W cs are either the same manifold or else they
intersect only along the {-axis, for Cu({) and Ccs({) are straight lines con-
taining the origin. As t  &, Cu({) limits to the B-axis in the {-plane. As
t  , Ccs({) limits to the line Q=&B in the [{=1]-plane. The vector
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field alone says that for small { the slope of Cu is positive. The equations
of variation, with ${#0, govern the slope of Ccs({). They are
$Q4 =(1&{)(n(:~ &1)&1) $Q+{\~ $B
$B4 ={\~ $Q.
(17)
The second and fourth quadrants of the phase portrait for (17) are
invariant, whence the slopes of tangent vectors to Cu({) are negative for
{ # (0, 1). Because Cu({) and Ccs({) intersect only at the origin, if (\~ (t), :~ (t))
satisfies problem (1)(2) it must satisfy problem (3)(4) as well.
5. EXISTENCE AND UNIQUENESS FOR *r1
Theorems 2 and 3 grant existence and uniqueness of a solution to
problem (1)(2) when *=1. This result is interpreted as a unique trans-
verse intersection of two 3-dimensional submanifolds of the ambient
5-space.
To reveal a 3-dimensional center-unstable manifold associated to the
critical point (1, 0, 1, 0, 1) (recognized as the boundary condition as
r  ) rewrite (1) as the system
\r=P
Pr=
1
r
P+n2 \:&1r +
2
\+
*
2
(\2&1) \
:r=A
(18)
Ar=
1
r
A+\2(:&1).
This system is nonautonomous, so an extra equation is appended to make
it autonomous. The extra equation can be thought of as appending the
independent variable direction. To recognize the boundary condition at
r= as a critical point let {=rr+1, then (18) can be written as
\r=P
Pr=&P \1&{{ ++n2(:&1)2 \
1&{
{ +
2
+
*
2
(\2&1) \
:r=A
Ar=A \1&{{ ++\2(:&1)
{r=(1&{)2. (19)
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Now (1, 0, 1, 0, 1) is a critical point and a linear analysis produces the
matrix
0 1 0 0 0
* 0 0 0 0\0 0 0 1 0+0 0 1 0 0
0 0 0 0 0
which has eigenvalues - *, &- *, 1, &1, and 0. So associated with
(1, 0, 1, 0, 1) there exists a 3-dimensional center-stable manifold, W cs. All
trajectories which satisfy the boundary condition as r   must be con-
tained in W cs and must tend to (1, 0, 1, 0, 1).
To reveal a 3-dimensional unstable manifold associated with the origin
(the boundary condition as r  0), let r=es and write (1) as the system
\* =q
q* =n2(:&1)2 \+r2
*
2
(\2&1) \
:* =b (20)
b4 =2b+r2\2 (:&1)
r* =r,
where * =dds. A linearization of (20) yields the matrix
0 1 0 0 0
n2 0 0 0 0\0 0 0 1 0+ ,0 0 0 2 0
0 0 0 0 1
which has eigenvalues n, &n, 0, 2, and 1. So there exists a 3-dimensional
unstable manifold Wu associated with the origin. All trajectories which
satisfy the boundary conditions as r  0 must be contained in Wu and must
limit to the origin.
The unstable manifold, Wu , may be transformed as a 3-dimensional
manifold in (\, q, :, b, r)-variables; call this manifold W. When *=1 there
exists a unique solution satisfying (1)(2). This means that W intersects
Wcs uniquely. The following argument will show that this intersection is
transverse.
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Let *=1 and Q, B be as defined in Section 4. Then system (19) takes on
the form
\* =Q&
n(1&{)
{
(:&1) \
Q4 =(1&{)(n(:&1)&1) Q+{\B
:* =
{
n(1&{) \B&
1
2
(\2&1)+ (21)
B4 ={\
{* ={(1&{)2.
Under this transformation W and Wcs are carried to 3-dimensional
manifolds in the overall 5-space, which are known to intersect. Reflected by
the analysis of problem (3)(4), W and W cs each contain 2-dimensional
submanifolds which intersect transversally. The ‘‘extra’’ directions in W and
Wcs are independent as well. To see this consider a (Q, B) slice in the phase
portrait of system (21). The argument given in Section 4 says that along
the known solution the ‘‘extra’’ directions point in opposite quadrants.
Thus W and W cs intersect transversally.
To complete the proof of Theorem 1, one merely appeals to differential
topology’s stability theorems for transverse intersections (see, for example,
Guilleman and Pollack [2]) to grant the intersection remains transverse
for *r1. No further intersections occur due to estimates (uniform in *
close to 1) on the rate \  1 and :  1, given by Jaffe and Taubes in [4].
These in turn imply Q and B are bounded at any intersection point for
fixed r large and remain uniformly bounded as * approaches 1. Such inter-
section points would then have to converge to the unique intersection point
for that fixed r and *=1. They would then coincide with the unique
intersection point found by the above perturbation when *{1.
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