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Bicomponent molecular networks based on 
H-bond recognition 
In this chapter, a particular concept from supramolecular 
chemistry is described which was tested for the construction of 
nanostructures on surfaces. Specifically, the controlled formation of 
supramolecular bicomponent networks through molecular recognition 
via triple H-bonds on Ag(111) is investigated. The work presented here 
was done in collaboration with the group of Prof. Davide Bonifazi, at 





Inspired by examples biology provides for the organization of 
simple units into complex structures exhibiting high functionality (e.g. 
the spontaneous formation of the double helix by association of the 
complementary nucleic bases, process which involves molecular 
recognition and cooperativity in base pairing), a large and continuously 
growing interest has been shown for the deliberate design of low-
dimensional nanoscale structures (with specific structural and/or 
functional purpose in mind) through self-assembly of well-defined 
molecular building blocks [Whi02]. This so called supramolecular 
approach, based on the combination of various non-covalent 
interactions, is a powerful tool for the preparation of novel 
nanostructured (functional) materials into one- (1D), two- (2D), and 
three- dimensional (3D) assemblies both in solution and in the solid 
state which exhibit properties interesting for an increasing number of 
potential applications in molecular information storage, catalysis, 
(opto)electronics etc. [Spe06] [Men02] [Hos04] [Hos05] [Ele06]. 
However, driven by the need for patterning technologies at the 
nanometer scale, a particularly intriguing research area is the one of 
surface-confined supramolecular chemistry, where molecules, which 
are specially designed to control the relative molecular organization, 
are used to form desired 1D and 2D extended supramolecular arrays 
[Bar05]. Following this approach, molecular self-assembly at surfaces 
has been proven to be an excellent path towards the production of 
supramolecular nanostructures, both at the solid-liquid [Ele09] and the 
solid-vacuum interface [Bar07]. 
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Among the various non-covalent interactions, using H-bonds, due 
to their directionality, specificity, reversibility and cooperativity, 
provide (i) access to a large synthetic palette of complex functional 
assemblies and (ii) a high level of control over molecular self-assembly 
processes. In particular, the combination of two molecules, in a so-
called bicomponent system, featuring complementary recognition 
groups is one of the most straight forward pathways towards pre-
programming the molecular assembly of supramolecular structures 
[Leh95] [Whi02] for the formation of 1D [Rui06] [Ven07] [Pal08] 
[Per08] [Cie09] and 2D [The03] [Swa06] [Per06] [Xu07] [Sta07] 
[Per08] [Ven11] [DeF03] [Pal09] [Bon09] [Kud09] [Gar10] [Cie10] 
[Cie13]. 
Using the  U∙DAP complex (Figure 2.4d, Chapter 2.1.2) for the 
design of two linear linkers bearing complementary recognition units, 
pre-programmed linear chain-like structures were assembled on 
Ag(111) [Pal08]. Based on this approach, in the current work, one 
linear linker (shown in Figure 2.4a, Chapter 2.1) was modified to an 
angular form (Figure 3.1b) in order to vary the dimensionality and 
topology of the molecular assembly in a controlled way (by controlling 
both the molecular geometry and the functional groups attached to the 
molecular building blocks). 
Herein, using scanning tunneling microscopy (STM) under 
ultrahigh vacuum (UHV) conditions, the controlled formation of 
supramolecular bicomponent networks on Ag(111) is investigated as a 
function of coverage and temperature. 
The molecular linkers 1 and 2 (Figure 3.1) feature the 
complementary molecular recognition sites DAP and U, respectively. 
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Molecule 1 (Figure 3.1a), a linear linker, bears two 2, 6-DAP moieties 
(NH–N–NH, DAD) connected to a 1, 4-disubstituted central phenyl 
ring through ethynyl spacers (the angle between the ethynyl spacers 
amounts to 180°). Molecule 2 (Figure 3.1b), an angular linker, has two 
U moieties (CO–NH–CO, ADA) attached to a 2, 3-disubstituted phenyl 
ring through ethynyl spacers (at an angle of 60° between the ethynyl 
spacers). At each U group a hexyl chain is attached. The molecules 
were synthetized in the group of Prof. Davide Bonifazi, University of 
Namur. 
Figure 3.1 (a)-(b) Chemical structures and respective schematic 
representations of the employed molecular modules (1 and 2) bearing 
complementary H-bonding recognition sites. (c) Schematic representation of 
the triple H-bonded array of the U∙DAP complex showing the disposition of 
the donor (D) and acceptor (A) sites. The H-bonds are represented by the 
magenta dotted line. 
Before the heteromolecular system will be discussed (Sections 
3.4, 3.5, 3.6), the adsorption of 1 (Section 3.2) and 2 (Section 3.3) on 
Ag(111) will be presented. After a detailed description of the 
bicomponent system (Section 3.4), the focus will shift towards a 
specific structure formed by 1 and 2 on Ag(111), namely a molecular 
porous network (Section 3.5). First the host-guest properties of the 
system will be presented (Section 3.6). Second, the electronic 
properties of the pores are theoretically investigated, namely the 
capabilities of the system to confine the surface electrons (Section 3.7). 
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3.2 Molecule 1 on Ag(111)1 
This system was studied and presented in detail elsewhere 
[Mat09] and in the PhD thesis of Dr. M. Matena [MatThesis] 
performed at the University of Basel, Switzerland. Only the elements 
that are important for understanding the bicomponent system will be 
presented here. 
When deposited on Ag(111) at room temperature and in the 
submonolayer regime, the linear linker 1 arranges in a commensurate 
hexagonal porous network held together through double H-bonds 
formed between neighboring molecules (Figure 3.2). In the STM 
images, molecule 1 appears as three aligned lobes and four terminal 
spokes that correspond to the aromatic rings and the acetyl residues, 
respectively. The rhombic unit cell has a size of 230.4 30.4 Å , and the 
lattice vectors define an angle of 60°. 
                                                            
1 The work presented in this chapter is based on the publication “Conformation-
Controlled Networking of H-Bonded Assemblies on Surfaces”, by M. Matena, L. 
Llanes.– Pallas, M. Enache, T. A. Jung, J. Wouters, B. Champagne, M. Stöhr and D. 




Figure 3.2 STM images (recorded at 77 K) of molecule 1 on Ag(111) showing 
the porous network. (a) Overview STM image 
2
t t(50× 50 nm ,U = -1.7 V, I = 20 pA) . (b) Detailed STM image 
2(7×7 nm )  
with the schematic model of 1 superimposed. The orientation of the 
underlying substrate is given by the white arrows. (Scanning parameters: 
t tU = -1.7 V, I = 20 pA)  [Mat09]. 
Molecule 1 has a preferential orientation with respect to the 
underlying substrate, having its long symmetry axis aligned along the 
[112]  high symmetry direction of the substrate (Figure 3.3). 
Figure 3.3 Possible adsorption geometries of molecule 1 on the Ag(111) 
surface demonstrates the preference of the nitrogen atoms (blue circles) of the 
pyridine rings to be adsorbed in threefold hollow sites. The configurations 
marked in red are experimentally observed for the bicomponent system on 
Ag(111). The Ag(111) surface is represented by light grey circles. The 
crystallographic directions were deduced from atomic resolution STM 
images. From the homomolecular organization of molecule 1 on Ag(111) 
[Mat09] it is known that its long symmetry axis aligns parallel to the [112]  
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direction. Here that is taken as 0°. This way, the nitrogen atoms occupy the 
threefold hollow sites [Hos07] [Ros07] [Küh09], the oxygen atoms (red 
circles) occupy the bridge positions and the central aromatic ring (green 
circle) sits in an on top position. Rotation of molecule 1 by 15° again leads to 
a configuration where the nitrogen atoms are situated in threefold hollow 
sites. For a 30° rotation, the nitrogen atoms of the pyridine end groups cannot 
occupy the threefold hollow site, even though the long symmetry axis aligns 
along the [110]  high symmetry direction. Since this orientation was never 
observed experimentally, this adsorption geometry seems energetically less 
favorable. Due to symmetry considerations, a rotation by 45° (60°) leads to 
an identical configuration as the 15° (0°) case.
3.3 Molecule 2 on Ag(111)2 
Uracil (U), (Figure 3.5a, black dashed circle) a RNA nucleobase, 
has been intensively studied not only because of its importance in 
biological interactions [Sow98], but also because of its possible 
nanotechnological applications [Sow01]. U, due to its imidic group 
(CO–NH–CO), presents both H-bond acceptor (CO) and H-bond donor 
(NH) sites manifesting a high ability to self-assemble through weak 
homo-complementary double H-bonding interactions with the simplest 
structure formed being the U homopair (Figure 3.4). In the crystal 
structure, U assembles in a centrosymmetric dimer configuration with 
two C=O···H–N H-bonds arranged in planar sheets parallel to the (001) 
surface [Par54]. 
                                                            
2 The work presented in this chapter is based on the publication “Coverage Dependent 
Disorder-to-Order Phase Transformation of an Uracil-Derivative on Ag(111)”, by M. 
Enache, L. Maggini, A. Llanes. – Pallas, T. A. Jung, D. Bonifazi, and M. Stöhr, 
published in Journal of Physical Chemistry C, 2014, 118, 15286-15291. 
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Molecule 2 (Figure 3.5a), as previously mentioned, has two U 
groups attached to a central aromatic ring through ethynyl spacers with 
an angle of 60°. Each U moiety is functionalized with a hexyl chain (at 
position 1, as labeled in Figure 3.5a bottom) leaving only the imidic 
group CO–NH–CO (which corresponds to the labeled positions 2, 3 
and 4 in Figure 3.5a) available for H-bonding interactions. An 
important feature of this molecule is the variability of the angle 
enclosed by the ethynyl arms (pink arrow, Figure 3.5a). As a 
consequence, the angle between the ethynyl linkers can deviate from 
the ideal value of 60°, distorting the symmetry of the molecule [Fen09]. 
Furthermore, this flexibility can contribute to the optimization of the 
intermolecular interactions. 
Figure 3.4 (a) Schematic representation of molecule 2 adsorbed on Ag(111). 
For the U groups the possible (active) H-bonding sites (that can participate in 
H-bonding) are explicitly indicated. The symmetry axis of molecule 2 is shown 
in red. Due to the flexibility of the ethynyl arms, the angle α can slightly vary 
[Fen09]. The adsorption site of the molecule on the substrate was randomly 
chosen but the orientation of molecule 2 with respect to the substrate 
directions is as derived from our findings (see main text). (b) The preferred 
bonding sites that participate in the formation of the U dimer are explicitly 
shown. The pink area highlights the preferred U homopair configuration 
(through two identical C=O(2)∙∙∙H(3)–N H-bonds). The dimer has C2 
symmetry due to a 180° rotational axis, which is perpendicular to the dimer 
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plane and passes through its center. The H-bonds are represented by the 
dotted blue lines. The black arrows indicate the high symmetry directions of 
the underlying substrate. In the gas phase, the U dimerization is explained as 
follows: the dipole moment of the individual U monomer is μ 6.64  Debye, 
while for the dimer formed through two C=O(2)∙∙∙H(3)–N H-bonds μ 0.02  
Debye, meaning that the antiparallel configuration results in the cancellation 
of the total electric field [Bie09] [Fre07]. Furthermore, it has been reported 
that a charge redistribution within the U pairs on the remote oxygen atoms, 
which are not directly involved in double H-bonding, can take place [Kel05] 
and that the oxygen atoms can have an enhanced ability to accept the extra 
charge from another molecule. In our case, such a process might facilitate the 
single H-bond between neighboring molecules 2. 
Figure 3.5 (a) Ball and stick model of molecule 2 and its schematic 
representation (below). For the right U moiety (encircled by a black dashed 
line) the atoms are numbered. The pink arrow indicates the variability of the 
angle enclosed by the ethynyl arms. (b) STM image 2(30× 30 nm , 
t tU =1.5V, I =21 pA) for a coverage of ~0.65 ML of molecule 2 on Ag(111) 
showing the formation of amorphous structures made up of double rows and 




When deposited on the Ag(111) surface, at room temperature and 
submonolayer coverage, molecule 2 is found in a 2D mobile phase (2D 
fluid). In order to minimize the surface mobility of molecule 2 on the 
Ag(111) surface, the samples were cooled to 77 K for imaging. 
For coverages < 0.2 ML, short segments of 1D chains (double 
row structures) decorate the metal terraces. Such a structure is indicated 
by the white rectangle in Figure 3.5b, and presented in detail in Figure 
3.6 (see also Figure A2, Appendix A). The chains develop in a rather 
linear fashion over a short distance (~ few molecules) after which a 
kink induces a change in the chain direction (Figures 3.10 and Figure 
A1, Appendix A). As can be seen in Figure 3.6, the 1D chain structure 
consists of double rows of molecule 2. Within the structure, a single 
molecule 2 can be clearly identified. The three rings of molecule 2, 
adsorbed flat on the surface [Pap12], give rise to a V-shape appearance 
of the inner aromatic part of the molecule in the STM image, with the 
benzene ring at the vertex, at which the two U groups are attached 
through the ethynyl spacers. The hexyl chains appear as lateral curled 
wings resulting in an overall M-shape appearance of the molecule. 
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Figure 3.6 Bonding geometries observed for the double row structure. (a) 
High-resolution STM image 2 t t(5.5× 3 nm ,U = 1.5 V, I = 100 pA)  of the area 
marked by the dashed white rectangle in Figure 3.5b. The molecular 
arrangement within a double row can be seen in detail. (b) Proposed 
molecular model superimposed on the STM image shown in (a). The dotted 
yellow lines indicate the H-bonds formed between the molecules while the 
blue dashed circles indicate the repulsive interaction between the O atoms of 
neighboring molecules. The areas highlighted in pink point to double H-bonds 
formed between U moieties (which lead to the formation of the 
centrosymmetric U dimer) of neighboring molecules. 
The molecules within one molecular row are oriented parallel to 
each other and rotated 180° with respect to the units in the adjacent 
row. In this configuration, the molecules within the double row 
structure are always oriented with their U groups (active H-bonding 
sites) pointing inside in order to facilitate H-bonding. A proposed 
model of the bonding geometries within the double row structure is 
shown in Figure 3.6b (H-bonds are represented by dotted yellow lines). 
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Within the double row superstructure, each molecule 2 interacts 
asymmetrically with four neighbors having only one U involved in U 
dimerization dimerization [Par54] [Vet65] [DeL94] [Sow97] [Dre97] 
[Hai99] [Sow00] [Cav98] [Pap12] [Pal09] [Yoo11] [Pal11] [Pal08] 
[Sow98] [Kel06] [Wan08] [Sze12] through two identical 
C=O(2)···H(3)–N H-bonds (the area highlighted in pink in Figure 
3.6b). The O(4) atom of the U moiety involved in the homopair 
formation is involved in a single H-bond with the H(3) atom belonging 
to a molecule from the adjacent row (C=O(4)···H(3)–N). The second U 
moiety of the same molecule shares two single H-bonds (at positions 2 
and 3): one with another U group and the second one with a C–H bond 
of the hexyl chain of a neighboring molecule. 
With a systematic increase in coverage up to ~0.8 ML, in addition 
to the previously discussed double row structures, the formation of 
clusters was observed. Within the 2D amorphous structures, clusters 
with a triangular shape were observed on the surface (Figure 3.7). 
Figure 3.7 (a) Close-up STM image of the triangular clusters formed by 
molecule 2 for a coverage of ~0.65 ML 2 t t(13× 12 nm ,U = 0.8V, I = 33 pA). 
(b) Space filling model of molecule 2 superimposed on the STM image. The 
inset shows the bonding mechanism: blue dotted lines represent 
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intermolecular H-bonds; pink dashed circles indicate the repulsive interaction 
between O atoms of neighboring molecules. Double H-bonding between U 
moieties of neighboring molecules is highlighted in pink (the U dimer formed 
through two identical H-bonds C=O(2)∙∙∙H(3)–N). 
A closer analysis of such triangular clusters (Figure 3.7) reveals 
that on each side of the triangle, molecules 2 are oriented parallel with 
respect to each other, and with the U groups pointing towards the inside 
of the cluster. Mostly, the molecular distribution along the sides of such 
an amorphous structure is similar to the one in the double row structure 
while the inner part of the triangular structure (or of any 2D aggregate) 
is fuzzy. The fuzziness in the STM images is attributed to the mobility 
of the alkyl chains at 77 K indicating ineffective alkyl chain packing 
between neighboring molecules. Interestingly, inside the clusters, the 
V-shape appearance of molecule 2 could be identified, i.e., that the 
hexyl chains are not imaged (Figure 3.8). Within the clusters, an 
additional trimeric H-bonding motif consisting of three single H-bonds 
(two C(2)=O···H(3)–N and one C=O(4)···H(3)–N H-bonds) linking 
three adjacent bis-U units could also be identified (Figure 3.9). We 
attribute our observations of the complexity of the structure formed to 
the subtle interplay between the various possible molecule-molecule 
and molecule-substrate interactions. 
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Figure 3.8 STM image 2 t t(19× 19 nm ,U = 0.8 V, I = 33 pA)  showing the 
amorphous structures of molecule 2 on Ag(111) for a coverage of ~0.65 ML. 
Two different configurations (with respect to the alkyl chains configuration) 
of molecule 2 can be observed. The yellow dashed circle marks a molecule at 
the edge of a cluster whose alkyl chains are parallel to the metal surface (M-
shape appearance); the yellow inset shows the corresponding space filling 
model for the suggested configuration. The purple dashed circle points 
towards a molecule within the cluster whose alkyl chains are partly upright. It 
is assumed that the last four C atoms of the alkyl chain are not in contact with 
the Ag surface. The three bright protrusions, which are observed in the STM 
image, are attributed to the aromatic rings while the alkyl chains are not 
visible (V-shape appearance). The purple inset shows the corresponding 
space filling model for the suggested configuration. 
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Figure 3.9 Bonding motifs observed for molecule 2 deposited on Ag(111) at 
~0.65 ML coverage. (a) STM image 2 t t(60×60 nm ,U = 1.3V, I = 100 pA) 
showing the variability of the molecular arrangements. (b) Proposed 
molecular model superimposed on the STM image shown in (a) revealing the 
intermolecular interactions. The dotted yellow lines indicate the H-bonds 
formed between the molecules. The areas highlighted in orange point to 
double H-bonds between U moieties of neighboring molecules (U 
dimerization through two different H-bonds: N–H(3)∙∙∙O(2)=H and 
C=O(4)∙∙∙H(3)–N). The pink triangle highlights a trimeric H-bonding motif 
(two C=O(2)∙∙∙H(3)–N and one C=O(4)∙∙∙H(3)–N H-bonds) which occurs 
between U moieties of three adjacent units of molecule 2. The blue dashed 
circles indicate the repulsive interaction between O atoms of neighboring 
molecules. 
By further increasing the molecular coverage (Figure 3.10) on the 
Ag(111) surface (for coverages between 0.8 ML and 1 ML), a 
structural phase transformation [Bis13] takes place: the disordered 
phase “collapses” into a well-ordered 2D close-packed phase (Figure 
3.10c, Figure 3.11). 
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Figure 3.10 Development of the structures formed by molecule 2 as a function 
of the molecular coverage. (a) Overview STM image 
2
t t(100× 100 nm ,U = 2V, I = 19 pA)  for the low coverage regime (~0.2 ML). 
The double row structure is predominant (single molecules were not 
observed). (b) Overview STM image 2 t t(200× 200 nm ,U = 1.3V, I = 14 pA)  
for a coverage of ~0.65 ML which shows double row structures and clusters, 
as described in the main text. (c) STM image 
2
t t(60× 60 nm ,U = 1.7V, I = 50 pA)  for a coverage of ~0.9 ML showing the 
co-existence of amorphous (double rows and clusters) and ordered structures 
(2D close-packed arrangement). 
In Figure 3.11a, the STM image reveals the formation of well-
ordered islands. In Figure 3.11b, within the close-packed arrangement, 
individual molecules can be identified. Within the close-packed 
arrangement, similar to the findings for the 2D aggregates, two 
different appearances were found for the molecules. The terminating 
molecules (white arrow, 1b) exhibit a M-shape and are imaged as three 
protrusions (corresponding to the three aromatic rings) and two 
laterally attached curled wings (corresponding to the hexyl chains), 
while the molecular units inside the assembly exhibit a V-shape and are 
imaged only as three bright protrusions with their hexyl chains not 
being imaged. The ordered pattern consists of parallel rows of 
molecules 2. Within one molecular row, the V-shape molecules all 
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point in the same direction while the direction of the molecules for 
adjacent rows alternates by 180°. 
Figure 3.11 For 0.95 ML, a 2D close-packed arrangement of molecule 2 
develops on Ag(111). (a) Overview STM image 
2
t t(40× 40 nm ,U = 1.3V, I = 100 pA)  in which two rotational domains of the 
close-packed assembly marked by red arrows and labeled I and II are visible. 
(b) Close-up STM image 2(10 7 nm )  for the area indicated by the white 
dashed rectangle in (a). The unit cell is indicated by the black rectangle, and 
schematic representations of two molecules are shown to illustrate the 
molecular arrangement within the assembly. The white arrow points to a 
molecule located at an island border. It is arranged such that its U groups 
point towards neighboring molecules in order to undergo H-bonding. (c) 
Tentative molecular model for the arrangement of molecule 2 in the close-
packed structure (the alkyl chains are omitted for clarity). The intermolecular 
H-bonds are shown by blue dashed lines. The unit cell is indicated by the 
black rectangle. The areas highlighted in pink point to double H-bonds 
between U moieties. 
In Figure 3.11c, the molecular packing within the close-packed 
arrangement is explained. The intermolecular H-bonds are shown by 
the dashed blue lines and the hexyl chains were omitted to enhance the 
visibility. The 2-fold symmetric molecules arrange in a rectangular 
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lattice on the metal surface. From the STM images, the following unit 
cell parameters are found: 2(1.1 0.1) (2.4 0.2) nm , α (90 3)     °. 
There are two molecules per unit cell, and each molecule is involved in 
8 H-bonds interacting with four neighbors as follows: along the long 
side of the unit cell each molecule has both U groups involved in 
double H-bonding; along the short side of the unit cell the O(4) atom of 
each U moiety is involved in a single H-bond with the H atoms of the 
phenyl ring of a neighboring molecule (C=O(4)···H–C). The 
fingerprint of the substrate is reflected in the preferential orientation of 
molecule 2 with respect to the Ag(111) surface. The symmetry axis of 
molecule 2 follows either the [110]  or [112]  high symmetry direction of 
the underlying substrate. (Figure 3.12). Furthermore, consistent with 
the substrate’s symmetry, rotational domains having an angle of 30° 
(and multiples thereof) with respect to each other were observed on the 
surface (in Figure 3.11a, domains labeled I and II are rotated 30° with 
respect to each other). 
Figure 3.12 Possible adsorption geometries of molecule 2 on Ag(111). 
Molecule 2 shows a preferential alignment with respect to the substrate: the 
symmetry axis either follows the [112]  direction (0° configuration) or the 
[110]  direction (30° configuration). The crystallographic directions were 
deduced from atomic resolution STM images. The main molecular axis is 
represented by the blue dashed line. The 0° configuration serves as a 
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reference and corresponds to the situation when the main molecular axis is 
aligned along the [112]  direction of the Ag(111) surface. In the case of the bi-
molecular system, for molecule 2, only the 30° configuration was 
experimentally observed and is marked in red. 
When the molecular models of molecule 2 are overlaid on the 
STM image of the close-packed arrangement, the van der Waals (vdW) 
radii of the alkyl chains of neighboring molecules overlap. We thus 
suggest that the alkyl chains partially detach from the surface, with the 
last four carbon atoms of each hexyl chain lifted from the surface 
(Figure 3.8). This has also been found in other surface-confined self-
assembled systems [Shi06] [Xu08] [Yan10] [Fra08] [Dub93] [Wet98] 
[Lee10] [Yin01]. In the case of molecule 2 on Ag(111), the molecular 
geometry with the hexyl chains (partially) detached is attributed to 
molecule 2 imaged as only three bright protrusions (V-shape 
appearance). Hence, only by lifting off the alkyl chains it is possible to 
allow access to the H-bonding interaction sites of the molecules in such 
a way that the molecules assemble in an ordered pattern driven by U 
dimerization. 
Following a thermodynamic approach, we present a qualitative 
discussion of the phase behavior of the system. Since molecule 2 
adsorbed on Ag(111) represents a 2D system, the molecules lose some 
of their degrees of freedom upon adsorption on the surface as compared 
with the gas phase (e.g. the degrees of freedom corresponding to the 
direction perpendicular to the surface are cancelled). In order to gain a 
better understanding of the factors influencing the phase behavior of 
molecule 2 on Ag(111), we consider the statistical mechanical 
expression for entropy. The simplest approach is to use Boltzmann’s 
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expression for the entropy (S) of an isolated system of N particles in a 
volume V at energy E: 
BS k ln W   (3.1) 
where kB is Boltzmann’s constant and W stands for the total number of 
accessible states (configurations) of the system [Des96]. A simple 
interpretation of the above equation is that W is a measure of the 
“disorder” in the system. According to Eq. 3.1, the greater the disorder, 
the larger the entropy becomes. According to the definition of glasses, 
which are kinetically frozen-in, nonequilibrium (i.e. non-
thermodynamic), amorphous solids [Sch11], we can associate the 
disordered phase of molecule 2 on Ag(111) (corresponding to 
coverages < 0.8 ML) with a glassy phase. When the system is at low 
temperatures, the dynamic behavior of the molecules on the surface 
slows down, and at 77 K the system is trapped in a kinetically limited 
state as can be observed in Figure 3.3b (see also Figure A2, A3, 
Appendix A). Only recently, such disordered condensed systems have 
been characterized on the molecular scale using scanning probe 
techniques [Ote08] [Mar10] [Eci12]. 
Molecular self-assembly is a thermodynamically driven process. 
Therefore, the system (under isobaric and isothermal conditions) can be 
represented by the Gibbs free energy equation, meaning that a (local) 
minimum in Gibbs free energy corresponds to a (meta)stable state of 
the system: 
STHG   (3.2) 
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where self-assembly is a spontaneous process if G  is negative. T, S 
and H represent temperature, entropy and enthalpy of the system, 
respectively. Since during our experiments the scanning of the samples 
always took place at the same temperature (T=constant), three 
contributions to the free energy of the system (G, whose minimum 
determines the equilibrium state) must be taken into account: the sum 
of all interaction energies between the substrate and molecule 2, the 
sum of all intermolecular interaction energies, and the total entropy of 
the molecular layer. According to Eq. 3.2, in terms of Gibbs free 
energy, a decrease in entropy has to be compensated by a reduction in 
enthalpy (adopting a larger but negative value) in order to have G < 0, 
i.e. mainly through the formation (and optimization) of the molecular 
bonds due to molecule-substrate and molecule-molecule interactions. In 
the disordered phase (< 0.8 ML), various assembly configurations from 
molecules 2 were observed. The main responsible factor for this 
behavior is the presence of the alkyl chains, which - due to their spatial 
demands - hinder the accessibility of potential H-bonding partners at 
the U moieties (i.e., the homopair formation is hampered). As a 
consequence, only one U moiety per molecule can participate in 
homopair formation. 
By increasing the coverage from 0.8 ML up to 1 ML, the 
assembly is driven into a well-ordered phase, which corresponds to a 
state with lower entropy compared with the glassy phase. Only by 
lifting off the alkyl chains of each molecule is it possible to have access 
to the H-bonding interaction sites of the molecules 2 in such a way that 
the intermolecular interactions and the molecule-substrate interactions 
are optimized. This allows the molecules to assemble in an ordered 
pattern essentially driven by U dimerization. To lift up the chains, the 
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system pays an energetic penalty, which is compensated by the gain in 
entropy and by minimization of the area occupied per molecule. All 
these interactions stabilize the system energetically, and eventually lead 
to a reduction in Gibbs free energy. In other words, the free energy is 
minimized through the maximization of both, the number of 
interactions and molecules per unit area. 
In summary, in this chapter the study the self-organization of a 2-
fold symmetric U derivate on Ag(111) as a function of coverage by 
means of STM under UHV conditions is presented. We found that, by 
increasing the molecular coverage, a transformation occurs from a 
disordered to an ordered 2D phase. Specifically, at low and 
intermediate molecular coverage a glassy phase consisting of 1D chains 
and 2D aggregates is observed, while close to a first complete 
molecular layer, a well-ordered 2D close-packed phase forms. The 
delicate balance of the various molecule-molecule and molecule-
substrate interactions is responsible for the complexity of the structure 
formation. The main driving forces responsible for the structure 
formations are: (i) the U self-complementarity, resulting in U-U pairs 
through two C=O(2)···H(3)–N H-bonds and (ii) the steric demands of 
the alkyl chains. We found that the coverage dependent phase behavior 
is due to a mutual interplay between entropic (mainly due to the alkyl 
chains) and enthalpic contributions to the Gibbs free energy of the 
system, i.e. the system evolves towards a state of lower free energy and 
higher structural stability.
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3.4 Adsorption of molecules 1 and 2 on Ag(111): 
coverage dependent study3 
As mentioned in the introductory part, molecules 1 and 2 feature 
complementary H-bonding recognition sites. In this chapter, the 
outcome of the experiments is described when depositing both 
molecules in a 11:12 on Ag(111) to investigate if molecular recognition 
takes place in such a bicomponent system. 
The subsequent deposition of small amounts of molecule 1 (<0.2 
ML1) and molecule 2 (< 0.2ML2), in a ~11:12 ratio on the Ag(111) 
substrate results in the formation of three different structures (Figure 
3.13): straight chains (I), zigzag chains (II) and polygonal structures 
(III). In high resolution STM images (Figure 3.13a, b, d, f) molecules 1 
and 2 can be clearly identified (see Chapter 3.2 and 3.3). 
Within the straight chain structure (I, Figure 3.13a-c), molecules 
1 are aligned parallel with respect to each other having both recognition 
sites involved in triple H-bonding with the U moieties of 2. The spokes 
of neighboring molecules 1 interact via van der Waals interactions. On 
the other side, each molecule 2 has one U involved in a triple H-bond 
with 1, while the second U is involved in double and single H-bonding. 
We will henceforth refer to this bonding geometry between molecule 1 
and molecule 2 as a type A interaction (Figure 3.14). Explicitly, 
molecule 2 has the imidic group (CO–NH–CO) of one U moiety 
involved in triple H-bonding with the complementary functional group 
                                                            
3 The work presented in this chapter is based on the manuscript “Programming linear 
and cyclic bicomponent H-bonded supramolecular nanostructures: solution vs. surface 
studies”, by  L. Maggini, A. Llanes-Pallas, T. A. Jung, M. Riello, A. De Vita, D. 
Bonifazi, M. Stöhr. 
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(NH–N–NH) of molecule 1 (marked in yellow in Figure 3.14, A). The 
other U moiety of molecule 2 is involved in a double H-bonding event 
with the acetyl group of molecule 1 (marked in orange in Figure 3.14, 
A), while one carbonyl group is involved in a single H-bond with a 
phenyl hydrogen atom belonging to the central aromatic ring of 
molecule 1 (marked in blue in Figure 3.14, A). 
Figure 3.13 High-resolution STM images (acquired at 77 K) showing the 
supramolecular organization of the bicomponent system of molecule 1 and 
molecule 2 with a 11:12 ratio. (a) Overview STM image 
2
t t(18×19.1 nm ,U = 1.5 V, I = 25 pA)  showing the coexistence of three 
supramolecular structures: straight chains (I), zigzag chains (II) and 
polygonal structures (III). The white arrow marks the orientation of the 
underlying substrate. (b)-(g) Detailed STM images for the different 
supramolecular structures and their corresponding schematic representations 
(see also Figure 3.14): (b), (c) straight chains 2(5.3× 6.2 nm )  formed 
through type A interactions between molecules 1 and 2; (d), (e) zigzag chains 
2(4.9× 24.3 nm )  based on the type C1 interactions. Due to a slight excess of 
molecule 2, molecular association of type B interactions occurs (see main 
text); (f), (g) polygonal structure 2(5.4× 5.2 nm )  based on the type C1 
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interactions. Again, type B interactions occur due to a slight excess of 
molecule 2. 
Within the zigzag structure (II, Figure 3.13d-e), each unit of 
molecule 2 has both U groups involved in triple H-bonding. The angle 
enclosed by the molecules amounts to 60°. This bonding geometry 
between molecule 1 and molecule 2 will be referred to as type C1 
interaction (Figure 3.14). Explicitly, the molecular recognition is 
mediated by triple H-bond formation between the complementary 
groups of molecule 1 (NH–N–NH) and molecule 2 (CO–NH–CO) 
(marked in yellow in Figure 3.14, C1). 
Figure 3.14. Tentative structure models for the experimentally observed (H-
bond driven) hetero-association geometries between molecule 1 and molecule 
2 on Ag(111). H-bonds are shown with dashed red lines. Triple H-bonds 
between complementary H-bonding sites are marked in yellow. Double and 
single H-bonds are marked in orange and blue, respectively. 
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The polygonal structure (III, Figure 3.13a, f-g) is held together 
through three type C1 interactions. The closed structure is formed by 
six molecules, with molecule 2 positioned at the vertices while the 
sides are made up from molecule 1. Each molecule has both 
recognition sites involved in triple H-bonds which results in 18 H-
bonds per polygonal unit. This structure will be discussed in more 
detail in Chapter 3.5. 
In addition to the pre-programmed ideal type C1 interactions 
between molecule 1 and molecule 2, a so-called type B interaction was 
also observed (Figure 3.14, B). We attribute the type B interaction to a 
slight excess of molecule 2 on the surface. In the type B interaction, 
molecule 2 has U involved in both single and double H-bonding events 
with molecule 1 (no triple H-bonds events) that is similar to the type A 
interaction. The difference to the type A interaction is that now both U 
moieties are not involved in molecular recognition via triple H-bonds 
events. Explicitly, each U moiety of molecule 2 forms two H-bonds 
with the acetyl group of molecule 1 (marked in orange in Figure 3.14, 
B) while one carbonyl group of molecule 2 is involved in a single H-
bond with the hydrogen atom belonging to the central aromatic core of 
1 (marked in blue, Figure 3.14, B). 
Similar to the homomolecular systems, in the bicomponent 
system molecule 1 and molecule 2 were found to have a preferential 
orientation with respect to the substrate. Molecule 1 has its long 
symmetry axis (represented by the blue arrow in Figure 3.14, B) 
oriented along the [112]  direction of the underlying substrate, while the 
symmetry axis of molecule 2 (represented by the red arrow in Figure 
3.14, B) follows the [110]  substrate direction. 
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For a total coverage higher than 0.4 ML1,2 and keeping the  
molecular ratio, ~ 11:12, a close-packed arrangement is observed on the 
Ag(111) surface (Figure 3.15, Figure B3, Appendix B). The molecules 
1 and 2 self-assemble in a rectangular unit cell (white rectangle in 
Figure 3.15a) which contains four molecules (two of each kind), which 
has a size of 2(1.8 0.1) (4.5 0.3) nm   , and the lattice vectors define 
an angle of α (90 3)  °. The well-ordered close-packed assembly 
consists of molecular zigzag rows aligned parallel with respect to each 
other. Within the zigzag rows, the units of molecule 1 and molecule 2 
alternate similar to structure II (individual 1D zigzag chains). However, 
the angle enclosed by two molecules 1 belonging to the same zigzag 
row is now 75° (this type of interaction will be called type C2 
interaction in the following, see also Figure 3.14) that is in contrast to 
60° observed for structure II. This increased opening angle of the 
zigzag chains is associated with the deviation of every second molecule 
1 within the same zigzag chain by 15°4 from its ideal adsorption 
direction (along the [112]  direction). The reason is the following: 
Within a zigzag row, the opening angle of molecule 2 and thus, also the 
angle between two consecutive units of molecule 1 has to be enlarged 
from 60° to 75° to create the necessary space to facilitate a 2D close-
packed arrangement of parallel zigzag rows. This leads to an adsorption 
position of molecule 1 with the nitrogen atoms in the same adsorption 
position in comparison to the not-rotated case (Figure 3.3). This results 
in the following three implications: (i) Double H-bonding between two 
units of molecule 1 belonging to neighboring zigzag rows is enabled. 
                                                            
4 In addition, the possible deviation of the opening angle of molecule 2 from its ideal 
configuration has to be considered. However, it is difficult to estimate from STM 
images the angle enclosed by the ethynyl legs of molecule 2. 
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The double H-bond occurs between the acetyl groups of neighboring 
molecules 1 (marked in orange in Figure B3, Appendix B), which 
together with van der Waals interactions between neighboring chains 
are stabilizing the dense packing of the parallel zigzag rows. (ii) Even 
though the type C2 interaction geometry between molecule 1 and 
molecule 2 is not ideal, molecular recognition via triple H-bonding 
between them still takes place. (iii) The short axis of the unit cell is 
rotated by  7.5° with respect to the Ag [110]  direction which leads to a 
set of unit cells rotated clockwise (and anti-clockwise, respectively) 
and which have a rotational angle of 60° with respect to each other 
(Figure B4 , B5, Appendix B). 
Figure 3.15. High-resolution STM images showing the densely packed 
arrangement of molecule 1 and molecule 2 on Ag(111) for a total coverage of 
0.5 ML1,2. (a) STM image 2 t(19.4×18.4 nm ,U = -0.2V, I = 4 pA)  showing the 
alternating arrangement of molecules 1 and 2 within the zigzag rows. The unit 
cell is indicated by a white rectangle. (b) Detailed STM image 
2
t(7.2× 5.8 nm ,U = -0.2 V, I = 4 pA)  with the schematic models of molecules 




The structure formation on the Ag(111) surface is driven by the 
delicate balance between molecule-molecule and molecule-substrate 
interactions. At low coverages (< 0.4 ML, ~11:12), the interplay 
between intermolecular (mainly molecular recognition based on H-
bonding) and molecule-substrate interactions (responsible for the 
adsorption geometry of the molecular units and thus, for the registry of 
the molecular superstructure with respect to the Ag substrate) leads to a 
variety of structures (I, II, III) driven by multiple types of interactions 
(A, B, C1). Remarkably, at higher coverages (> 0.4 ML, ~11:12), only 
one structure forms, which is based on only one type of interaction 
(C2). In comparison with the individual zigzag chains formed in 
structure II (based on C1 interactions), for the zigzag chains of the 
close-packed arrangement (driven by C2 interactions) a weakening of 
the intermolecular interactions within a zigzag chain is expected. 
However, the energetic penalty associated with the deviation of 
molecule 1 from its ideal adsorption position by 15° is compensated by 
the dense packing of the zigzag chains (minimization of the occupied 
molecular area) and by the additional attractive intermolecular 
interactions between the parallel zigzag rows (mainly double H-
bonding between adjacent molecules). 
In particular, by changing the geometry of one molecular 
recognition unit (from a linear to an angular form) within the U∙DAP 
H-bonding complex, we control the molecular organization on the 
surface, and pre-programmed supramolecular structures are obtained. 
The subsequent deposition of two molecular units bearing 
complementary end groups, an angular molecule 1 and a linear linker 
molecule 2, results in ordered molecular arrays on Ag(111). Four 
assembly structures are detected which feature different dimensionality, 
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but are all based on successful molecular recognition events. In the low 
coverage regime (< 0.4 monolayers), three coexisting supramolecular 
assemblies (zero- and one-dimensional structures) are observed while 
for the high coverage regime (>0.4 monolayers), only one two-
dimensional assembly is observed exhibiting long-range order.  
For all detected structures on Ag(111), the substrate influence is 
visible. The hetero-association geometries between molecules 1 and 2 
on Ag(111) reveal a preferential orientation of the molecules with 
respect to the substrate: the long symmetry axis of unit of molecule 1 
follows the [112]  direction, and the symmetry axis of molecule 2 
follows the [110]  direction. Nevertheless, the molecular recognition via 
triple H-bonds between molecules 1 and 2 on Ag(111) takes place, 
proving that the Ag(111) metal surface is a suitable platform for 
steering and monitoring supramolecular organization of this 
bicomponent system. The formation of the various patterns is due to the 
optimization of the interplay between molecule–substrate interactions 
(certain molecular adsorption geometries are preferred) and 
intermolecular interactions (molecular recognition based on H-
bonding) while the flexibility of the angular unit is important for the 
development of the two-dimensional pattern. In conclusion, by a 
rational choice of both (a) the complementary molecular building 
blocks and (b) the right template to guide the growth of the 
supramolecular structures, we have shown that well known motifs from 




3.5 Adsorption of molecules 1 and 2 on Ag(111): 
temperature dependent study5 
In Section 3.4, from a coverage dependent experiment, it was 
illustrated that for a 11:12 molecular ratio, in the low coverage regime 
(<0.4 ML) three different intermixed structures coexist (straight chains, 
zigzag chains and porous structures), while in the high-coverage regime 
(>0.4 ML), only one long range ordered 2D assembly is observed, 
consisting of parallel rows of zigzag chains. As in the previous section, 
the molecular coverage was the trigger to drive the bicomponent 
system into one intermixed structure. We now investigate the effect of 
temperature on the self-assembly of molecules 1 and 2 on the surface, 
with the final aim to obtain only one intermixed structure, namely the 
polygonal structure (labeled III, Figure 3.13). Furthermore, the host 
properties of the polygonal structure are investigated. 
Sequential deposition of molecules 1 and 2 (molecular ratio 11:12, 
and a total molecular coverage < 0.2 ML (see Appendix C) on the 
Ag(111) surface held at room temperature (RT), followed by a post-
annealing step at 338 K, resulted exclusively in the formation of 
individual polygonal units (pores)6 (Figure 3.16). The annealing step 
has a major contribution to the formation of the porous structures on 
the surface because it (i) supplies enough energy to the system to 
                                                            
5 The work presented in this chapter is based on the manuscript “Programming linear 
and cyclic bicomponent H-bonded supramolecular nanostructures: solution vs. surface 
studies”, by  L. Maggini, A. Llanes-Pallas, T. A. Jung, M. Riello, A. De Vita, D. 
Bonifazi, M. Stöhr. 
6 Where most of the porous units are ‘empty’ = not filled with another molecule. 
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explore the reversibility of the H-bonds formation until an equilibrium 
structure is formed, namely the porous unit and it (ii) increases the 
molecular mobility on the surface overcoming any kinetic limitations 
and, as a consequence, enhances the collision rate between the 
molecules thereby increasing the probability for the complementary 
units to find each other on the surface [Bar07] [Küh08]. 
Figure 3.16 Self-assembly of the bicomponent system. The molecular ratio is 
11:12 and the coverage is 0.2 ML. (a) Overview STM image
2
t t(35× 49 nm ,U = 1.7 V, I = 44 pA) showing the supramolecular 
organization of the bimolecular system into individual polygonal structures 
through molecular recognition via triple H-bonding. The inset shows the 
triple H-bonding motif that drives the pore formation. The H-bonds are 
represented by pink dotted lines. (b) Detailed STM image 
2
t t(5× 5 nm ,U = 2.5 V, I = 5 pA)  of an individual porous polygonal structure 
which consists of six molecules with molecule 1 making up the sides and 
molecule 2 making up the vertices. (c) Proposed molecular model for the 
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polygonal structure shown in (b). The triple H-bonding motif between one 
angular and two linear linkers is highlighted by orange ellipses. The high 
symmetry directions of the underlying Ag substrate are indicated by white and 
black arrows, respectively. 
In Figure 3.16a, an overview STM image for a coverage of 0.2 
ML and a 11:12 molecular ratio is shown. The image reveals the 
exclusive formation of polygonal units. In Figure 3.16b, molecules 1 
and 2 can be clearly identified within the structures (see Chapter 3.2, 
Chapter 3.3). It is formed by six molecules, three of each kind. The 
distribution of the molecules within the pore is the following: a unit of 
molecule 2 sits at the vertices while the sides of the structure are taken 
by a unit of molecule 1. Molecules 1 and 2 interact via triple H-bonding 
proving that the intended molecular recognition works. Each molecule 
is involved in 6 H-bonds, which results in 18 H-bonds per porous unit. 
In the bicomponent system, consistent with the previous 
observations (see Sections 3.2, 3.3), it was experimentally observed 
that within the porous structure, molecule 1 is oriented with its 
molecular axis along the [112]  direction of Ag(111). As a consequence, 
molecule 2 follows only the [110]  substrate direction. Thus, due to the 
preferred adsorption orientation of molecule 1, molecule 2, in contrast 
with the previous observations, is bound to align into a single 
orientation on the surface. The resulting polygonal structure is 
commensurate with the Ag(111) surface (Figure 3.17b, see Chapter 3.4 
also). The apparent threefold symmetric porous unit has only one 
mirror plane, spanned by the [112]  direction and the surface normal 




Figure 3.17 Schematic representations of the supramolecular arrangements 
of the bicomponent system on Ag(111): (a) the zigzag chain structure 
[Ena13b]; (b) the polygonal porous structure. The red filled triangles 
represent the surface area enclosed by the structures. The area “occupied” by 
the zigzag chains in (a) (the red triangle) is identical to the one for the pores 
in (b). From an energetic point of view, the formation of the closed porous 
structures will be favored over the open zigzag structures. 
By increasing the total molecular coverage up to ~0.4 ML, while 
keeping the same sample preparation protocol as described above, the 
number of polygonal units increases, resulting in arrays of polygons 
(Figure 3.18). As shown in Figure 3.18a, the porous units pack in a 
rhombic unit cell with parameters: 
2 2(4.2 0.4) (4.2 0.4) nm , α (60 3)     . The arrays of pores represent 
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a 2D hierarchical self-assembled structure. At the first level, the 
directional triple H-bonds (orange ellipse in Figure 3.18b, Figure 3.16c) 
determine the formation of the supramolecular porous unit (Figure 
3.16b, c). At the second level, further weaker H-bonds between the 
oxygen atom of the acetyl group of molecule 1 and the hydrogen atom 
belonging to the benzene ring of molecule 2 (light blue ellipse in Figure 
3.18), and additional vdW interactions (due to alkyl chain interactions) 
(yellow circle in Figure 3.18b) direct the subsequent self-assembly of 
individual pores into arrays of porous structures. 
Figure 3.18 Hierarchical supramolecular assembly of the bimolecular 
system. The molecular ratio is 11:12 and the coverage is ~ 0.4 ML. (a) High-
resolution STM image 2 t t(15.7× 19.7 nm ,U = 1.6 V, I = 37 pA)  showing the 
formation of a 2D array of porous polygonal units. The unit cell is drawn in 
white. (b) Proposed molecular model for the area marked by the blue dashed 
rectangle in (a). The orange ellipse indicates triple H-bonding occurring 
between molecules 1 and 2 which leads to the formation of a polygonal 
structure. The light blue ellipse points out weaker H-bonding between 
neighboring porous units and the yellow circle highlights van der Waals 
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interactions among the alkyl tails of three molecules 2. The high symmetry 
directions of the underlying substrate are indicated by white and black 
arrows, respectively. 
In the following, the experimental observations are summarized 
for the bicomponent system. (i) For coverages < 0.4 ML, the deposition 
of molecules 1 and 2 in a 11:12 molecular ratio on the surface held at 
RT results in the formation of three coexisting intermixed structures: 
two types of chains and individual polygonal(/porous) units (Chapter 
3.4). Annealing the sample at 338 K exclusively results in the 
formation of the porous structures. The pores are also obtained if the 
molecular deposition takes place on a sample held at 338 K (see also 
Appendix C). (ii) For coverages > 0.4 ML, the deposition of molecules 
1 and 2 with a 11:12 molecular ratio on the surface held at room 
temperature results in a 2D close-packed arrangement consisting of 
parallel rows of zigzag chains (2D chains). Annealing the sample at 
338 K (up to 345 K) does not change the structure. Higher annealing 
leads to a phase separation of molecules 1 and 2, and no intermixed 
structures were observed on the surface anymore.  
Based on the previous observations, the following remarks can be 
made: 
(i) For coverages < 0.4 ML, the formation of porous structures is 
favored upon increasing the substrate temperature, even though one 
would expect to drive the system into a close-packed arrangement. The 
molecular density per unit area for the close-packed assembly (Chapter 
3.4) is higher than for the arrays of pores (0.49 molecules∙nm-2 versus 
0.39 molecules∙nm-2). From the point of view of minimizing the surface 
free energy, the close-packed arrangement should therefore be favored. 
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This gives rise to the question of why the porous structures are formed 
instead. In order to understand this behavior, we can bring the 
following argument forward, based on the experimental observations: 
Comparing individual zigzag chains and pores, the surface area 
enclosed by the molecules (red triangle in Figure 3.17a-b) is identical 
for both arrangements, but the number of molecules per unit area is 
higher in the case of the porous structure (six molecules for the porous 
unit as compared to four molecules in the case of the zigzag chains). 
Based on these observations, we suggest that the pores are the 
thermodynamically driven assembly structure, while the 1D chains are 
kinetically trapped structures. 
(ii) For coverages > 0.4 ML, even though the porous as well as 
the close-packed structure are driven by molecular recognition between 
molecules 1 and 2, in the case of the close-packed arrangement, in 
order to facilitate the dense packing of the zigzag rows, the molecular 
linkers undergo the following changes (Chapter 3.4): (a) Molecule 2 
changes its ‘opening’ angle to allow the dense parallel packing of the 
zigzag chains which is optimized by H-bonding between molecules 1 
and 2 belonging to neighboring rows; (b) every second molecule 1 
within the same zigzag chain is consequently rotated by 15° from the 
preferred orientation direction ([112] ). Based on these properties of the 
close-packed zigzag structure we suggest that a closed polygonal 
structure (with the maximization of interactions and molecules per unit 
area) is favorable for a coverages below 0.4 ML, since the overall 
energetic costs for increasing the opening angle of molecule 2 and for 
rotating molecule 1 from the preferred directions are too high in the 
low coverage regime, also when considering that the voids are 
3.5 ADSORPTION OF 1 AND 2 ON Ag(111): TEMPERATURE DEPENDENT STUDY 
86 
unfavorable when one thinks of the optimization of the surface free 
energy. 
To investigate the relative stability between the zig-zag chains 
and the porous units we performed density functional theory (DFT) 
calculations7, optimizing the structure of both assembly structures and 
leaving out the interaction with the substrate. As in [Pal09], to quantify 
the stability of the two assemblies, we define the binding energy per 
triple H-bond as: 
tot 1 2
H bond
E n(E E )E 2n
     (3.2a) 
where Etot is the total energy for the respective system, E1 and E2 
are the total energies for molecules 1 and 2, respectively, and n is the 
number of molecule 1-2 pairs per unit cell, which is 2 for the zig-zag 
chain and 3 for the porous unit. It should be noted: the more positive 
the value of EH-bond the more stable the structure. EH-bond is 0.59 eV for 
the porous unit and 0.61 eV for the zig-zag chain. Thus, the chain 
structure is about 20 meV more stable per triple H-bond compared to 
the pore. This amounts to approximately kBT at the temperatures of 
interest, suggesting that both pores and chains should be present under 
the experimental conditions. However, the effect of the underlying 
surface is not taken into account when determining these values. Both 
for the zig-zag chain (single chain or array of chains) and the porous 
unit the molecules have a strong preference with respect to the 
underlying substrate, which as a consequence will weaken the H-
bonding compared to the ideal systems in gas phase.  
                                                            
7 The calculations were done by Dr. J. Björk, Linköping University, Sweeden. 
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Another aspect is that the DFT modeling considers only the 
potential energy at 0 K, while for an accurate comparison we would 
need to compare free energies. However, it would not make much sense 
to consider the effect of the temperature, unless also considering the 
effect of the surface, to elucidate which one of the two effects is 
responsible for the formation of pores instead of chains. Considering 
the size of the system, this is outside the scope of the current study. 
Importantly, the DFT calculations tell us that the stability is very 
similar for the two systems, and we can only speculate what the driving 
mechanism is for the pore formation.  
In summary, we could demonstrate that by controlling a 
bicomponent system (tuning the substrate temperature, and using 
molecular recognition between a linear molecule 1 and an angular 
linker molecule 2, we can successfully drive the system into only one 
pre-programmed structure consisting of pores. In this way we provide a 
rationale method towards the fabrication of novel patterned materials 
and templates for accommodating nanoscale objects (molecules) which 
may have specific functionalities of interest in a great variety of fields 
(see Chapter 3.6). Furthermore, the pores can act as hosts for specific 




3.6 The host properties of the porous unit 
Two-dimensional nanoporous structures are of interest for both 
fundamental research and possible future applications [Bar05], since 
such structures can accommodate functional units as guest molecules in 
a spatially ordered arrangement [The03] [Per06] [Sta07] [Per08] 
[Bon09] [Kud09] [Gar10], which enables addressing them in situ at the 
single molecular scale. 
Figure 3.19 (a) High-resolution STM image 2 t t(5× 5 nm ,U = 2.5 V, I = 5 pA)  
of the polygonal structure where the size of the pore is indicated. The high 
symmetry directions of the underlying Ag substrate are indicated by white 
arrows. (b) Schematic model for the structure in (a). The void is approximated 
with a truncated triangle (pink area). (c) Molecular model for the porous 
structure. The size of the porous unit is indicated (the vdW radii of the 
molecules were taken into account). (d) The corresponding dimensions of the 
pink truncated triangle shown in (b). 
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Accordingly, our pores (discussed in detail in Chapter 3.5) can 
serve as hosts for trapping guest molecules. The size of the voids of the 
polygonal structure is 2.58 nm (Figure 3.19d). Experimentally it was 
observed that, for a sample prepared with a ~11:12 molecular ratio, but 
with an excess of molecule 2 on the surface, the pores are formed and 
the filling of the pores with molecule 2 occurs (Figure 3.20). To prove 
that the units of molecule 2 are self-trapped in the voids of the 
polygonal structures, the sample was prepared as follows: a subsequent 
deposition of molecule 2 and molecule 1 on the Ag(111) surface held at 
338 K was done, with a ~22:11 molecular ratio (individual molecular 
coverage ~0.2 ML2, and ~0.1 ML1) and the outcome is shown in Figure 
3.20. The units of molecule 2 do not show any mobility within the 
polygonal pores as each U moiety of molecule 2 is identically involved 
in H bonding with molecule 1 (type B interaction, Chapter 3.4). 
Interestingly, molecule 2 prefers to accommodate itself inside the 
polygonal structures, even though the outer sides of the polygonal 
structures should have a seemingly equal interaction probability (the U 
moiety of molecule 2 can interact in the same way with the outer acetyl 
groups of molecule 1). However, a molecular unit of molecule 2 
trapped inside a pore also interacts with the other two molecular units 
of molecule 1 building the pore through weak vdW-interactions. We 
propose that only after all pores are filled molecule 2 will decorate the 
outsides of the pores. 
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Figure 3.20 STM image 2 t t(25× 22 nm ,U = 1.4V, I = 20 pA)  showing 
individual molecules 2 trapped in the pores. The system was prepared by 
subsequent deposition of molecule 2 and molecule 1 with a ratio of 12:11 on 
the Ag(111) substrate held at 338 K. 
Figure 3.21 (a) Chemical structure of ZnOEP. (b) STM image of ZnOEP 
molecules subsequently deposited onto the polygonal structures 
2
t t(9× 6 nm ,U = 1.5 V, I = 27 pA) . Two ZnOEP molecules are trapped in the 
pores of the bicomponent triangles (the white arrow points to a single trapped 
ZnOEP) while three ZnOEP attach to the outside of the pores only by H-
bonding. 
To test if there is a ‘special’ affinity towards the voids of the 
polygonal structures, a different guest molecule was chosen. A class of 
well-studied molecules in surface science, and in particular in STM 
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investigations, are porphyrin molecules and their derivatives. During 
our studies, with the aim to test if there is a ‘special’ affinity towards 
the voids of the polygonal structures, it turned out that the 
zincoctaethylporphyin (ZnOEP) (Figure 3.13a), whose substituents 
consist of ethyl legs, fits conveniently into the pores formed by 
molecule 1 and molecule 2 on Ag(111) (the size of the polygonal 
structure discussed in detail in Chapter 3.5 is 2.58 nm). The results are 
shown in Figure 3.21b. Due to its specific fingerprint in the STM 
images [Wah07], due to the eight ‘ethyl legs’, the ZnOEP molecule can 
be clearly identified (white arrow, Figure 3.21b). It was experimentally 
observed that the ZnEOP molecules also prefer to sit inside the pores 
instead of attaching to its outside. The trapped ZnOEP interacts with 
the oxygen atoms of the acetyl groups of molecule 1 via H-bonding. 
Accordingly, even though experimentally it was observed that at 77 K 
the diffusive motion of the ZnOEP molecules on the free-metal area is 
close to frozen [Wah07], inside the pore ZnOEP does not rotate8, 
offering the advantage of being studied alone (addressed individually). 
The excess of ZnOEP molecules (the molecules which are left after all 
the pores were filled) are distributed outside of the polygonal structures 
and pinned at the edges. 
                                                            
8 In the case of ZnOEP trapped inside of the DPDI pores (see Chapter 2.1.3), they still 
exhibit a thermally activated rotational libration. 
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3.7 Electron confinement in the pore 
The physics of low-dimensional systems has attracted a wide 
interest in recent years due to both fundamental and technological 
reasons because of the fascinating new physical properties which arise 
with the size reduction of the material. One reason for the appearance 
of these new material properties is the effect of quantum confinement 
of electrons in regions of space that are comparable in size to their 
Fermi wavelength9 when the electrons start to feel the boundaries of the 
system. Such quantum states have been extensively studied for surface 
states of noble metals. An electron in such a state can be seen as a free 
electron in two dimensions, forming a two-dimensional nearly free 
electron gas system. Due to the particle-wave duality [Dav27], the 
elastic scattering of a nearly free 2D electron gas at point defects 
[Miz89] [Sch96], step edges [Pet98] [Cro93b] [Li97] [Has93] [Bür98] 
[Sch10], quantum corrals [Cro93a] [Hel94] [Cro95] [Man00] [Bra02], 
islands [Li98] [Pon01] [Die03] [Pon03] [Sch08] [Del11] [Sch09] 
monoatomic chains [Föl04] [Ols04], vacancy islands [Jen05] and self-
assembled molecular networks [Wyr11] [Che10] [Kla09] [Kla11] leads 
to the formation of quantum interference patterns which may be 
directly visualized in real space with STM as standing wave patterns. 
In particular, nanostructures built on metal surfaces are a rich 
playground for the investigation of new electronic [Nil00], magnetic 
[Mos01], or catalytic [San99] properties of materials [Miz89]. One of 
                                                            
9At absolute zero, the electrons will arrange into the lowest available energy state and 
form what is called a ‘Fermi sea’ of electrons. The Fermi level (Fermi energy) is the 
surface of that sea at absolute zero. The de Broglie wavelength at the Fermi energy is 
called the Fermi wavelength (ߣி). 
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the most astonishing illustrations of the quantum confinement behavior 
in atomic-scale nanostructures is the observation of the electronic 
confinement of surface state electrons in the Fe corral constructed with 
the STM in an atom-by-atom fashion on a Cu(111) surface [Cro93a]. 
Altering the size and shape of these artificial structures, one could 
affect their quantum states. 
Another route to design such a surface state quantum laboratory 
is provided by the self-assembly of adsorbed molecules on surfaces. In 
particular, the porous networks are good candidates for molecular 
systems that might exhibit a periodic electronic confinement behavior. 
Accordingly, the two-dimensional nearly free electron gas (of the noble 
metals) can be trapped within the pores of an organic nanoporous 
network, and due to the ‘leakage’ of these confined electronic states 
into neighboring pores, an artificial electronic band structure can be 
formed [Che10]. Self-assembled nanoporous networks which confine 
the electrons of the surface state have been obtained using hydrogen 
bonding [Wyr11] and metal-coordination motifs [Kla09] [Kla11] 
[Che10]. 
The purpose of this section is to obtain theoretically the 
eigenstates of an electron confined in the porous unit formed by 
molecules 1 and 2 on Ag(111) and to predict theoretically the resulting 
local density of states (LDOS) (see Chapter 2.2) patterns of the porous 
network. 
Due to the fact that the exact boundaries of the confinement 
cavity determine, to some extent, the position where exactly the 
scattering of the electrons takes place, in order to determine to 
eigenstates of a surface state electron confined in the porous unit, a 
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clear specification regarding the geometry of the confinement cavity 
has to be considered. If one compares the STM image for the porous 
unit (Figure 3.19a) with the proposed molecular model (Figure 3.19b, 
c), two possible geometries can be accounted for: regular hexagon and 
truncated triangle. Accordingly, the theoretical eigenstates were 
calculated for the following geometries of the quantum well (with 
infinite barrier height): 
i) The inner small hexagon (highlighted in green in Figure 3.22b, 
3.22e) with an area of 21Ω 259.8 Å . 
ii) The larger hexagon (circumscribed in the red circle shown in 
Figure 3.22c, drawn in black) with an area of 22Ω 542 Å . 
iii) The truncated triangle (see Figure 3.19b, d, and also shown in 
blue in Figure 3.22b, d) with an area of 23Ω 562.3 Å . From the STM 
images (Figure 3.19a), approximating the geometry of the well with a 
truncated triangle seems to be the most realistic estimation. 
For comparison, and to check the correctness of the models used 
to determine the numerical results, the eigenstates for each of the three 
considered geometries will be compared with a well-known and 
understood system: the porous network formed by a perylene derivative 
(DPDI) on Cu(111) (Chapter 2.1.3) [MatThesis], [Che10]. This 
structure is labeled ‘iv)’ in the following, and the area of a DPDI pore 
corresponds to 24Ω 565 Å .  Experimentally it was found that the 
CHAPTER 3 – BICOMPONENT MOLECULAR NETWORKS 
95 
energy of the lowest eigenstate (E1) of the surface state electron 
confined inside of the DPDI pore  is DPDI0,ExpE 0.220 V  10 [Che10]. 
The confinement of surface state electrons to such artificial 
nanostructures was demonstrated to exhibit “particle in a box” behavior 
[Cro93a]. The simplest approach was to investigate the energy levels 
(energy position of eigenstates) in terms of two-dimensional particle-
in-a-box eigenstates, corresponding to electrons with effective mass m* 
confined within a two-dimensional domain of potential E0 (the surface 
state onset) by infinitely high barriers. To do so, the Schrödinger 
equation (Eq. 3.3) for the particle’s wavefunction has to be solved 
using the appropriate boundary conditions (Dirichlet boundary 
conditions for simplicity, where the amplitude of the wavefunction at 
the boundary is zero). 
n n nHψ (r) E ψ (r)   (3.3) 
H represents the Hamiltonian of the system, nE  is the energy 
eigenvalue, nψ  are the corresponding wavefunction, and n represents 
the main quantum number (which gives the quantum state’s number). 
Simpler systems such as spherical and rectangular quantum wells 
permit an analytic solution due to the efficient separation of the 
variables in spherical and Cartesian coordinates, respectively. To find a 
solution for other polygons (regular or irregular hexagonal geometry as 
in the case of the pore) is considerably complicated (as no efficient 
separation of the variables is possible) and usually only numerical 
                                                            




methods or embedding methods11 [Cra94] [Ing81] [Tri93] (variable in 
nature, where one is usually obliged to start from trial wavefunctions 
which do not vanish at the boundary walls) are used. 
In the following, three different approaches to solve such a 
problem will be briefly presented, and the calculated eigenvalues (for 
the first excited states) will be tabled. 
 
Figure 3.22. Various geometries considered for the quantum well made up 
from a porous unit of molecules 1 and 2 on Ag(111). (a) Schematic 
representation of the porous unit. (b) Possible geometries for the confinement 
cavity which are presented in detail (with their corresponding dimensions) in 
(c) – (e). (i)-(iii) represent the geometry labels used in the text. 
                                                            
11 The embedding method is a variational method for taking care of the boundary 
conditions, and it can be used to find the eigenstates of a quantum system confined by 
infinite potential barrier. 
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Model I [Li98] [Li99] 
Model I was initially used to investigate the confinement of 
electronic surface states to hexagonal nanostructures built on Ag(111). 
Accordingly, this model was used to calculate the eigenstates for an 
electron confined in a hexagonal pore formed by molecules 1 and 2 on 
Ag(111) (the geometries (i) and (ii)), and by the DPDI molecules (iv). 
This model is based on a numerical approach using an embedding 
scheme [Cra95] (where for the electron within the hexagon, the zero-
amplitude boundary condition is imposed (variationally) by adding an 
extra term to the system’s Hamiltonian (see Eq. 3.4)) [Li99].  Thus, it is 
assumed that the confinement cavity acts as a perturbation for the 
surface. Embedding means that it is possible to solve the Schrödinger 
equation for the confinement cavity by adding the extra effective 
potential (V) to the Hamiltonian of the cavity, which automatically 
ensures the matching of the wavefunctions at the boundaries (see also 
Chapter 2.2). Accordingly, the Hamiltonian of the system is given by: 
2 ss* * *
1 1 VH δ(r r ) n2m 2m 2m
        
  (3.4) 
In Eq. 3.4 the coordinate sr  lies on the boundary of the hexagonal 
domain, and the vector sn   is the outward normal. V is a parameter 
taken as large as numerically possible, corresponding to the 
(embedding/confinement) potential outside of the porous unit felt by 
the electrons. Accordingly, the formalism reveals that the potential 
outside the hexagonal domain cannot be infinitely large but has to be 
replaced by a constant of a very high potential. This inevitably leads to 
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an error in the eigenvalues, due to leakage of the wavefunction outside 
the box, which has to be taken into account and corrected for. 
Accordingly, even though the variational principle will converge, it is 
expected that the lowest calculated eigenvalue to lie below the true 
eigenvalue of the completely confined system. Furthermore, there is no 
guarantee that the chosen basis set will contain sufficient flexibility to 
satisfy the zero amplitude boundary conditions and in this way lead to a 
good convergence. 
Making a basis set expansion of the wavefunction (the basis 
functions are chosen as the product of angular and radial functions) 
transforms the Schrödinger equation into a matrix eigenvalue problem. 
Solving Eq. 3.4 determines the spectrum of the states (eigenvalues) and 
the corresponding eigenfunctions (Eq. 3.5). Li et al. [Li98] [Li99] 




λE E , n 1, 2, 3 ...m Ω     (3.5) 
where nλ  are the eigenstates of the system, m* is the electron’s  
reduced mass  (m*=0.42 me),  for Ag(111)), me is the electron’s mass, 
Ω  is the area of the hexagon and n represents the main quantum 
number. 
In Table I, the calculated energies of the ten lowest eigenstates 
for the regular polygons (i), (ii), and (iv) are summarized. 
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Model I12 i) ii) iv) 
n En-E0 (eV) En-E0 (eV) En-E0 (eV) 
1 0.616 0.261 0.248 
2 1.661 0.762 0.728 
3 3.025 1.41 1.356 
4 3.505 1.646 1.57 
5 4.470 2.10 2.020 
6 4.948 2.338 2.240 
7 5.659 2.678 2.567 
8 6.615 3.137 3.006 
9 8.400 4.060 3.897 
10 8.534 4.057 3.889 
Table I. Energies of the ten lowest eigenstates calculated using model I, for 
the two hexagonal geometries taken into account for the porous unit formed 
by molecules 1 and 2 on Ag(111), namely the small (i) and large (ii) 
hexagonal areas. For comparison, the same numerical calculations were 
done for the DPDI pore (iv) (see Chapter 2.1.3, [MatThesis], [Che10]). 
Model II [Lij08]  
This model can be applied to varied (regular and irregular) 
polygonal geometries. Accordingly, this model will be used to calculate 
the energies of the lowest eigenstates for the following geometries ((i), 
(ii), (iii) and (iv). Furthermore, the simulated LDOS for the truncated 
triangle geometry (iii) will be shown. 
To overcome the inconveniences that occur with Model I (related 
to the potential outside the box, and regarding the basis of set choices 
to assure a good convergence), an alternative approach is suggested by 
                                                            
12 All the numerical values are given with respect to the onset of the surface state. 
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Lijnen et al. [Lij08]. Their approach to solve the particle-in-a-box 
problem starts from the exactly known solutions for the particle in a 
circular disc, which are subsequently rescaled in a way to obey the 
desired boundary conditions. But, due to the corners of the polygononal 
boundary, the rescaled basis functions show nonanalytical behavior, 
which must be carefully taken into account when calculating the matrix 
elements involving these functions. This procedure can be applied to 
various polygonal geometries with the only limitation being the fact 
that the border geometry should be expressible as a single-value 
function ρ(φ) , where ρ  and φ  represent the radial and angular 
coordinates (or radius and azimuth in polar coordinates). The key to 
this model is represented by the procedure used for the construction of 
such basis functions obeying Dirichlet boundary conditions for 
arbitrarily shaped polygonal geometries. 
First, one has to determine the size and position of the initial 
circular disc solutions. To get the most out of this procedure, it is 
important to keep the boundary function ρ(φ)  of the investigated 
geometry as close as possible to the radius of the original circular disc. 
Accordingly, it is wise to start from circular disc solutions which have 
the same surface area as the interested geometry and to maximize their 
mutual overlap. In order to obtain a basis set for an arbitrary geometry, 
the next step is to define a coordinate transformation,13 which deforms 
the set of circular disc solutions into a set of rescaled functions which 
obey the newly defined boundary conditions. Accordingly, the 
functional form of this rescale needs to be specified. 
                                                            
13 Although, in principle, one could rescale both the radial and angular coordinates, in 
this model only a purely radial rescaling is applied. 
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The main advantage of this approach, compared with the previous 
one, is that the constructed basis set functions already comply with the 
boundary conditions. Accordingly, the exact boundary conditions do 
not have to be imposed by the associated Hamiltonian operator, which 
now consists only of a kinetic energy term. The constructed basis set 
can be used to obtain the eigenstates and eigenenergies of the 
corresponding problem. It was shown that this method requires one or 
two basis functions to describe the lowest eigenstates with high 
accuracy. Further, the local density of states (LDOS) at a point r and at 
an energy level E is given by the following expression (see Chapter 
2.2): 
2
i i iin (E, r) LDOS(E, r) ψ (r) δ(E E )       (3.6) 




represents the probability density for a specific state. 
With this model, the wavefunctions and eigenvalues of an 
electron confined in a truncated triangle (Fig. 3.22d) are calculated. In 
Table II, the calculated eigenenergies are listed. In Figure 3.23 the 
LDOS14 for the ground state and the first five exited state are shown. 
                                                            




Model II i) ii) iii) iv) 
n En-E0 (eV) En-E0 (eV) En-E0 (eV) En-E0 (eV) 
1 0.502 0.206 0.184 0.1950 
2 1.437 0.686 0.597 0.658 
3 1.437 0.686 1.497 0.658 
4 2.573 1.229 1.112 1.179 
5 2.573 1.229 1.717 1.179 
6 2.972 1.420 1.716 1.362 
7 3.780 1.806 1.773 1.733 
8 4.170 1.993 2.482 1.912 
9 4.770 2.279 2.692 2.187 
10 4.770 2.279 2.702 2.187 
Table II. Energies of the ten lowest eigenstates, calculated using model II, for 
the three geometries taken into account for the porous unit formed by 
molecules 1 and 2, namely the small (i) and large (ii) hexagonal area, and the 
truncated triangle (iii). For comparison, the same numerical calculations 
were done for the DPDI pore (iv) (see Chapter 2.1.3, [MatThesis], [Che10]). 
Figure 3.2. 2D plots for the lowest eigenfunctions (LDOS) of the pore formed 
by molecules 1 and 2. The pore geometry is approximated with a truncated 
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triangle (geometry named (iii) in the text) (according to [Lij08]). Darker 
contrast corresponds to lower density of states [Lij08]. 
Model III [Hor13] 
This model focuses on finding an analytical expression for the 
wavefunction and energy of an electron confined in a hexagonal cavity. 
Accordingly, this model is used to calculate the lowest eigenstate 
(ground state) for the geometries (i), (ii) and (iv). Furthermore, the 
simulated LDOS for the geometry (iii) will be shown.15 
Vorobiev et al. [Hor13] suggest another alternative to solve the 
particle in a box problem (for varied regular polygonal geometries), 
namely to use the mirror boundary conditions. Although the analytical 
treatment of multiple-reflection on such a polygonal cavity is quite 
complicated, the problem is significantly simplified by imposing the 
conditions for the formation of the standing wave pattern.  
This method treats the sides of the confinement cavity as a 
reflective surface. In the case of hexagonal nanostructures, the location 
of the image point can be found considering reflection in a flat mirror. 
In particular, the boundary condition equalizes absolute values of the 
particle’s wavefunction (ψ) in an arbitrary point inside of the hexagonal 
pore and the corresponding image point (outside of the pore) with 
respect to a mirror-reflective wall. Accordingly, depending on the sign 
of the equated wavefunction (ψ) values, one will obtain (a) odd 
(OMBC) and even (b) (EMBC) mirror boundary conditions.  
                                                            
15 The features observed in the LDOS patterns of (iii) are found in the LDOS patterns 
of the other hexagonal geometries as well as (i) and (iv). 
3.7 ELECTRON CONFINEMENT IN THE PORE 
104 
(a) Odd mirror boundary conditions (OMBC) 
In the case of odd mirror boundary conditions (OMBC), 
wavefunctions in real point and its images should have the opposite 
sign, which mean that the incident and reflected de Broglie waves 
cancel each other at the boundary [Vor09a] [Vie07]. This case is 
attributed to the impenetrable walls, when the wavefunction at the 
boundary vanishes, and represents the so called ‘strong’ confinement 
case. 
In the following, a study of the difference of probability density 
resulting under even and odd mirror boundary conditions for our 
porous unit (hexagonal geometry) will be detailed. 
The probability density for an electron confined to the quantum 
cavity is defined as: 
2 * 2 2
Re Imψ ψ ψ ψ ψ   16 (3.7) 
where Re Imψ , ψ  represent the wavefunction’s real and imaginary 
component. 
When one considers that the vertical (perpendicular to the 
surface) and horizontal (parallel to the surface) motion of the electron 
are independent of each other, the wavefunction has the following 
form: 
XY Zψ(x, y, z) ψ (x, y)ψ (z)   (3.8) 
                                                            
16 The electron’s wavefunction is  defined as: Re Imψ ψ iψ   
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Under these conditions, a separation of variables is possible in the 
Schrödinger equation. The motion of the particle perpendicular to the 
surface can be treated as a simple problem of a particle confined in a 
one-dimensional quantum well which can be analytically solved. 
The analytic solution for the odd boundary conditions (OMBC) 
has the following form in Cartesian coordinates [Vor09a] [Vor09b]: 
Re 1 2 1 2 1 2
1 2 1 2 1 2
ψ (u, v) cosξ(q u q v) cosξ( q t q u) cosξ( q v q t)
cosξ( q v q u) cosξ( q t q v) cosξ(q u q t)
        
         
 (3.9) 
Im 1 2 1 2 1 2
1 2 1 2 1 2
ψ (u, v) sin ξ(q u q v) sin ξ( q t q u) sin ξ( q v q t)
sin ξ( q v q u) sin ξ( q t q v) sin ξ(q u q t)
        
        
 (3.10) 
with: i ix 3 y x 3 y y 2πu , v , t u v , ξ , q 2πk6a 6a 3a 3
         , 
where ik  represents the quantum numbers. 
In Figure 3.24 the calculated Re Imψ , ψ  and the probability density 
2ψ ( LDOS)  for the ground state and the first two excited states are 
shown for an electron confined in the porous unit. In Figure 3.25, the 
same information as in Fig. 3.24 is given, however, a 3D representation 
was chosen for better visualization. An important feature here is that 
both real and imaginary parts of the wavefunction have a lower density 
of states (darker contrast) in the center of the hexagon17. Furthermore, 
                                                            
17 A regular hexagon consists of 6 equilateral triangles sharing one vertex at the center 
of the hexagon. 
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in the probability density  2ψ  patterns (Figure 3.24c, f, l and Figure 
3.25c, f, l), all the diagonals of the hexagon are represented by dark 
contrast (meaning no states). 
For 1 2k k ,  the Reψ  vanishes for the entire hexagonal domain 
(in Figure. 3.24a, Figure 3.25a shown for 1 2k k 1  ). For 1 2k k 1,   
the probability density  2ψ  is characterized by six triangular 
protrusions, each focused in the middle of each equilateral triangles of 
the hexagon (Figure 3.24c, Figure 3.25c). The six protrusions are 
separated by the (dark) diagonals of the hexagon. For 1 2k k 2;   there 
are 6 4 24  protrusions, while for 1 2k k 3   there are 6 9 54 
protrusions (neither case is illustrated). Thus, in the case of equal 
quantum numbers, the number of protrusions is equal to 26k . In the 
case of non-equal quantum numbers, the patterns shown for example 
for 1 2k 1, k 2   are identical with that for 1 2k 2, k 1.   
For the higher excited states (Figure 3.24d-l, Figure 3.25d-l) the 
patterns become more complex. For example, for the probability 
density  2ψ  for 1 2k 1, k 2   (Figure 3.24f, 3.25f), the (dark) 
diagonals of the hexagon delimit the six equilateral triangles. This time, 





Figure 3.24 2D plots for the Re Imψ , ψ  and probability density 2ψ ( LDOS)
for the ground state and the first two excited states of an electron confined in 
a hexagonal quantum well (referred to as (ii) in the text). The wavefunctions 
are obtained by solving the Schrödinger equation with OMBC for the 
quantum numbers: (a) – (c) 1 2k =1,k =1; (d) – (f); 1 2k =1,k =2; (g) – (i). 
1 2k =1,k =3.  
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Figure 3.25 3D illustration for the Re Imψ , ψ  and probability density 
2ψ ( LDOS)  for an electron confined in a hexagonal quantum well 
(referred to as (ii) in the text). The wavefunctions are obtained by solving the 
Schrödinger equation with OMBC for the quantum numbers: (a) – (c) 
1 2k =1,k =1; (d) – (f); 1 2k =1,k =2; (g) – (i). 1 2k =1,k =3.  
(b) Even Mirror Boundary Conditions (EMBC) 
 For the case when the wavefunction will not vanish at the 
boundary, which suggests that the electron might penetrate the barrier 
(the so-called “leakage”), the system is considered as the ‘weak’ 
confinement case. This case corresponds to even mirror boundary 
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conditions (EMBC), when the wavefunction in real point and its images 
are the same. 
The solution of the Schrodinger equation for the EMBC has the 
following form [Vor09]: 
Re 1 2 1 2 1 2
1 2 1 2 1 2
ψ (u, v) cosξ(q u q v) cosξ( q t q u) cosξ( q v q t)
cosξ( q v q u) cosξ( q t q v) cosξ(q u q t)
        
        
 (3.11) 
Im 1 2 1 2 1 2
1 2 1 2 1 2
ψ (u, v) sin ξ(q u q v) sin ξ( q t q u) sin ξ( q v q t)
sin ξ( q v q u) sin ξ( q t q v) sin ξ(q u q t)
        
        
 (3.12) 
In Figure 3.26 the calculated Re Imψ , ψ  and the probability density 
2ψ ( LDOS)  for the ground state and the first two excited states are 
shown for an electron confined in the porous unit. In Figure 3.27, the 
same information as in Fig. 3.26 is given, however, a 3D representation 
was chosen for better visualization. 
In contrast with OMBC, for 1 2k k 1   the imaginary part Imψ
vanishes completely (Figure 3.26b, Figure 3.27b). Similar to the 
OMBC case, Imψ  (as compared with Reψ ) is always represented by a 
darker contrast in the center of the hexagon. In contrast with Imψ , Reψ  
always has a maximum in the center due to the constructive 
interference of the waves. As a result, for EMBC, the probability 
density  2ψ  features a peak in the center (but also at the middle point 
of each side of the hexagon). Another important feature of the 
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probability density  2ψ  for the EMBC case is that the protrusions are 
arranged in a hexagonal geometry (while for the OMBC case, the 
protrusion are distributed in a triangular geometry). 
Figure 3.26 2D representation for the calculated wavefunction components 
Re Imψ , ψ  and probability density 2ψ ( LDOS)  for an electron confined in a 
hexagonal quantum well referred to as (ii) in the text. The wavefunctions are 
obtained by solving the Schrödinger equation with EMBC for the quantum 




Figure 3.27 3D illustration for the calculated wavefunction components 
Re Imψ , ψ  and probability density 2ψ ( LDOS)  for an electron confined in a 
hexagonal quantum well referred to as (ii) in the text. The wavefunctions are 
obtained by solving Schrödinger equation with EMBC for the quantum 
numbers: ((a) – (c) 1 2k =1,k =1; (d) – (f); 1 2k =1,k =2; (g) – (i). 
1 2k =1,k =3.  
The analytical expression for the energy levels has the form: 
2 2 22
1 1 2 2 i
* 2 2
k k k k q2hE .m 9a 16c
     
 (3.13)
where a represents the size of the hexagon’s side, and c represents the 
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depth of the confinement cavity. As the depth of the quantum well (c) 
is difficult to estimate, it will be considered as infinite. As a 
consequence, the second term in Eq. 3.13 is set to zero.  
The numerical values for the lowest eigenstate 11(E ) of an 
electron confined in a hexagonal porous unit (geometry (i), (ii)), which 
correspond for the same quantum states for which the 2D and 3D 
graphic representation was done, are shown in Table III. The higher 
eigenstates are given by the following equations:
12 11 13 11E 9E , E 20E .   
Model III i) ii) iii) iv) 
n En-E0 (eV) En-E0 (eV) En-E0 (eV) En-E0 (eV) 
1 0.560 0.268 - 0.257 
Table III. Energies of the lowest eigenstates calculated using model III, for 
the hexagonal geometries taken into account for the porous unit formed by 
molecules 1 and 2 on Ag(111), namely the small (i) and large (ii) hexagonal 
areas. For comparison, the same numerical calculations were done for the 
DPDI pore (iv) (see Chapter 2.1.3) [MatThesis], [Che10]). 
In Table IV, a comparison of the Models I, II, and III with respect 
to the calculated ground state (lowest energy eigenstate) for each 
geometry considered is shown. As already mentioned, experimentally it 
was found that the energy of the lowest eigenstate (E1) of the surface 
state electron confined inside of the DPDI pore is DPDI0,ExpE 0.220 V 
[Che10]. With an onset of the surface state for Cu(111) of -0.440 V, the 
theoretical value for the ground state of an electron in the DPDI 
network has the following values: DPDI0,TheoryE 0.212 (Model I), 
DPDI
0,TheoryE 0.265 (Model II),   and DPDI0,TheoryE 0.203 (Model I).   
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i) 0.616 0.502 0.560 
ii) 0.261 0.206 0.268 
iii) - 0.184 - 
iv) 0.248 0.1950 0.257 
Table IV. Comparison of the Models I, II, and III with respect to the 
calculated lowest eigenstate for each geometry considered. 
Although the calculated eigenvalues for the ground states are 
fluctuating (in the tens of mV range, see Table IV) for all the models, 
the eigenvalues scale with the inverse of the area of the hexagon. 
Furthermore, the theoretical values might give a rough approximation 
regarding the energy range where the ground state of the electron can 
be found. 
Unfortunately, by the time this thesis was written up, the 
Scanning Tunneling Spectroscopy (STS) experiments were not 
performed. Nevertheless, it will be interesting to determine the 
experimental eigenvalues and the LDOS patterns for the porous unit. 
Further, a comparison of the STS spectra for an individual pore unit 
and an island of pores would be an interesting experiment. 
