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ve better estimation relative to the classical least squares method when there is
a failure to assume a normal distribution of errors or in the presence of outly-
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4.1.2 Detekcia odl’ahlých pozorovańı v mnohorozmernom modeli 24
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4.3.3 Asymptotické vlastnosti a minimaximálne robustné odhady 35
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Úvod
V tejto diplomovej práci je spracovaná teória robustných odhadov. V práci sú
zahrnuté M -, R- a L-odhady. V praktickej časti sú M -odhady následne aplikova-
né na mnohorozmerný CAPM model. V jednotlivých kapitolách práce je uvedené:
Kapitola 1 obsahuje popis CAPM modelu. Sú tu uvedené vzt’ahy pre
CML- a SML-priamku. Následne je model zaṕısaný v tvare lineárneho regresného
modelu, na ktorý možno aplikovat’ mnoho štatistických analýz.
Kapitola 2 popisuje problematiku lineárneho regresného modelu, a to jednak
jednorozmerného, jednak mnohorozmerného. Obsahom kapitoly je aj odvodenie
OLS-odhadov pre jednotlivé modely.
Kapitola 3 uvádza niekol’ko poznatkov z teórie pravdepodobnosti a matema-
tickej štatistiky, ktoré sú potrebné k objasneniu vzt’ahov v nasledujúcej kapitole 4.
Kapitola 4 popisuje problematiku odl’ahlých pozorovańı. Tieto pozorovania
spolu s porušeńım predpokladov OLS-odhadov často spôsobujú, že OLS-odhad
nie je najlepš́ım odhadom parametrov lineárneho regresného modelu. Kapitola
sa preto venuje rôznym štatistickým metódam, ktorými sa možno vysporiadat’
s odl’ahlými pozorovaniami. V prvom rade je to klasický pŕıstup pomocou de-
tekcie týchto pozorovańı, a následne je podrobne poṕısaná teória robustných od-
hadov. Robustné odhady sa s odl’ahlými pozorovaniami dokážu vysporiadat’ bez
ich predchádzajúcej detekcie. V práci je uvedená teória k M -, R- a L-odhadom
potrebná k riešeniu problematiky, pŕıklady týchto odhadov a ich využitie v li-
neárnom regresnom modeli. Najrozsiahleǰsie je spracovaná teória M -odhadov,
ktorá je následne v kapitole 5 aplikovaná na mnohorozmerný CAPM model.
Kapitola 5 zahŕňa popis mnohorozmerného CAPM modelu a stručnú teóriu
mnohorozmerných M -odhadov potrebnú k simulačnému experimentu. Aplikácia
na reálne dáta je taktiež uvedená v tejto kapitole. Ciel’om simulačnej štúdie bolo
ukázat’, že OLS-odhady často nie sú najlepš́ım riešeńım odhadu parametrov mno-
horozmerného lineárneho modelu. Na základe simulačnej analýzy je ukázané, že
simultánne odhady mnohorozmerného CAPM modelu sú často efekt́ıvneǰsie než
odhady konštruované po zložkách za predpokladu nezávislosti jednotlivých rovńıc
mnohorozmerného modelu. Podl’a záverov simulačnej analýzy boli v rámci tejto
kapitoly vybrané odhadové funkcie M -odhadov. Tieto funkcie boli následne ap-
likované na reálne pozorovania (denné a mesačné výnosy vybraných cenných pa-
pierov). V kapitole sú uvažované aj dátové vzorky s d’aľśımi úpravami a následná
analýza týchto dát.
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Pŕılohy obsahujú popis výstupov jednotlivých simulácíı a odkazy na jednot-






Model oceňovania kapitálových akt́ıv označovaný skratkou CAPM (Capital As-
sets Pricing Model) bol navrhnutý na začiatku šest’desiatych rokov minulého sto-
ročia. Pre vznik modelu CAPM bola smerodajná teória portfólia a diverzifikácia
portfólia, ktorou sa v 50. rokoch minulého storočia zaoberal H. Markowitz. CAPM
model je špeciálnym pŕıpadom Markowitzovho modelu portfólia, v ktorom má
práve jedno akt́ıvum nulové riziko a kladný výnos.
Vývojom modelu CAPM sa nezávisle na sebe zaoberali J. Treynor, W. Shar-
pe, J. Lintner a J. Mossin (pozri [24]). Tento model je jedným zo základných
nástrojov súčasnej finančnej analýzy aj napriek tomu, že je založený na nasle-
dujúcich zjednodušujúcich predpokladoch:
(1) investori majú k dispoźıcii iba informácie o očakávaných výnosoch (stred-
ných mierach zisku) a rizikách (kovariančnej štruktúre výnosov),
t. j. na základe týchto charakterist́ık ohodnocujú svoje portfóliá,
(2) investori majú racionálne chovanie (preferujú vyššie výnosy), t. j. medzi
dvoma inak zhodnými portfóliami si vyberú to, ktoré ma vyšš́ı zisk,
(3) investori majú averziu k riziku (preferujú menšie riziko), t. j. z dvoch portfó-
líı so zhodným ziskom si vyberú portfólio s menš́ım rizikom,
(4) jednotlivé akt́ıva sú obchodovatel’né a nekonečne delitel’né, t. j. investor
môže kúpit’ zlomok akcie,
(5) všetci investori majú rovnaký investičný horizont jedného obdobia,
(6) na kapitálovom trhu existuje bezriziková sadzba, ktorá je rovnaká pre všet-
kých dlžńıkov aj veritel’ov,
(7) dane a transakčné náklady sú zanedbatel’né,
(8) informácie sú vol’ne a okamžite dostupné všetkým investorom za rovnakých
podmienok.
Základné predpoklady, ktoré sú často vel’mi vzdialené od skutočnosti, nebránia
tomu, aby sa model CAPM použ́ıval k znázorneniu chovania kapitálových akt́ıv
vo vzt’ahu k chovaniu celého trhu.
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Ked’že CAPM model dáva do súvislosti strednú mieru zisku uvažovaného
portfólia (cenného papiera) s jeho mierou rizika beta (ozn. β), umožňuje vyšetro-
vat’ pŕıspevky jednotlivých akt́ıv k strednému výnosu a riziku celého portfólia.
Objasňuje teda vzt’ah medzi očakávaným výnosom akt́ıva a jeho rizikom za pod-
mienok trhovej rovnováhy, kde všetci investori volia optimálne trhové portfólio
zložené zo všetkých invest́ıcíı na trhu. Určenie (odhad) koeficientu beta je v praxi
základným problémom pri výpočte výnosov akt́ıv podl’a modelu CAPM.
Teoreticky model CAPM umožňuje odhadnút’ očakávaný výnos každého akt́ı-
va, najmä akcíı, na kapitálovom trhu v okamihu jeho rovnováhy, pričom vychádza
z lineárneho vzt’ahu medzi výnosnost’ou jednotlivých akcíı a výnosnost’ou kom-
binácie akcíı na trhu. Model CAPM dáva do súvislosti analyzované portfólio s tr-
hovým portfóliom (indexom cenných papierov) a bezrizikovou invest́ıciou. Pri
praktickej aplikácii je možné trhové portfólio aproximovat’ pomocou rôznych in-
dexov, napr. Standard&Poor’s 500 Stock Price Index, Wilshire 5000 Stock Index,
Dow Jones Index a i. (pozri [6]). Týmto nahradeńım sa hl’adanie koeficientu beta
stáva štatistickým problémom lineárnej regresie, pričom koeficient beta je smer-
nicou vzniknutej priamky.
V modeli CAPM sa uvádzajú dva typy priamok:
• priamku kapitálového trhu CML (Capital Market Line) a
• priamku trhu cenných papierov SML (Security Market Line).
1.1 CML priamka
V rámci kapitálového trhu sa pre vysvetlenie vzt’ahu očakávaného výnosu (stred-
nej miery zisku r̄) a rizika (smerodajnej odchýlky σ) eficientného portfólia použ́ıva
priamka kapitálového trhu (CML). V teórii portfólia má pŕıpustná množina port-
fólíı tzv. dáždnikovitý tvar a eficientná množina portfólíı je daná jej
”
severozápad-
nou“ hranicou. Pokial’ portfólio obsahuje aj bezrizikovú invest́ıciu, je eficientná
množina v tvare polpriamky (pozri [6], [7] a [8]). Túto skutočnost’ zobrazuje práve
CML priamka, ktorá je v tvare:




r̄ . . . stredná miera zisku (výnos) eficientného portfólia,
r̄ = E(r) =
∑n
i=1wir̄i pre n zložiek portfólia so strednými
mierami zisku r̄1, . . . , r̄n a s pŕılušnými váhami wi ≥ 0,∑n
i=1wi = 1, i = 1, . . . , n







kde σij = cov(ri, rj), i, j = 1, . . . , n
r̄M , σM . . . stredná miera zisku a riziko trhového portfólia (indexu
cenného papiera)
rf . . . miera zisku bezrizikovej invest́ıcie
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CML priamka teda prechádza bodmi (0, rf ) a (σM , r̄M), čo je zobrazené na na-
sledujúcom obrázku 1.1 prevzatom z [7].
Obr. 1.1: CML priamka.
1.2 SML priamka
Priamka trhu cenných papierov (SML) je obvykle použ́ıvaná pre stanovenie stred-
ného výnosu a rizika jednotlivých akt́ıv. Na rozdiel od CML priamky, ktorá sa
použ́ıva pre eficientné portfólio, SML priamka oceňuje akt́ıva na základe pohybu
trhového indexu. Tento fakt vyplýva z toho, že SML priamka rozlǐsuje systema-
tické a individuálne riziko, pričom systematické riziko analyzovaného akt́ıva vstu-
puje do modelu prostredńıctvom vzt’ahu akt́ıva k trhovému portfóliu. SML priam-
ku možno odvodit’ pre l’ubovol’né pŕıpustné portfólio, ktoré lež́ı v nezápornom
kvadrante (σ, r̄) pod CML priamkou (pozri [6], [7] a [8]).
Poznámka: Nasledujúca veta je aj s dôkazom prevzatá z [6].
Veta 1. Nech trhové portfólio M možno vyjadrit’ ako kombináciu n pŕıpustných
portfólíı s váhami wiM , i = 1, . . . , n. Označme stredné miery zisku týchto pŕıpust-
ných portfólíı r̄i a ich riziká (kovariancie) σij, i, j = 1, . . . , n.
Potom pre l’ubovol’né i = 1, . . . , n plat́ı:




kde σiM = cov(ri, rM) =
∑n
j=1wjMσij je kovariancia mier zisku i-teho pŕıpustné-
ho portfólia a trhového portfólia M .
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Dôkaz. Nech σiM = cov(ri, rM) =
∑n
j=1wjMσij je kovariancia mier zisku i-teho
pŕıpustného portfólia a trhového portfólia M . Potom smerodajnú odchýlku tr-


















Nech P je l’ubovol’né portfólio dané kombináciou portfólíı i a M s váhami pi
a 1− pi. Potom pre jeho strednú mieru zisku a smerodajnú odchýlku plat́ı:





i + 2pi(1− pi)σiM + (1− pi)2σ2M
] 1
2
Ked’že portfólio P vzniklo kombináciou portfólíı i a M , tak lež́ı na krivke iM
(pozri obr. 1.2).
Obr. 1.2: Odvodenie SML vzt’ahu.
Z obrázku je zrejmé, že smernica dotyčnice v bode M krivky iM sa rovná
smernici CML priamky v bode M . Urč́ıme preto všeobecne smernicu dotyčnice
dr̄P
dσP
krivky iM v bode P :
dr̄P
dpi






i + σiM − 2piσiM − σ2M + piσ2M
[p2iσ
2











(r̄i − r̄M) [p2iσ2i + 2pi(1− pi)σiM + (1− pi)2σ2M ]
1
2
piσ2i + σiM − 2piσiM − σ2M + piσ2M
. (1.3)


















(r̄i − r̄M)σ2M = (r̄M − rf )(σiM − σ2M)




Z predpisu (1.2) priamky SML je jasné, že riziko portfólia i je merané je-
ho kovarianciou s trhovým portfóliom a nie jeho smerodajnou odchýlkou ako
u CML priamky vo vzt’ahu (1.1). Ked’že je u SML priamky vzt’ah medzi mierou
rizika a stredným výnosom portfólia i lineárny s kladnou smernicou, rizikoveǰsie
portfóliá musia mat’ vyšš́ı stredný výnos, čo ilustruje obrázok 1.3 prevzatý z [6].
Obr. 1.3: SML priamka - kovariancia σiM .




, pomocou ktorej možno upravit’ vzt’ah (1.2) do tvaru:
r̄i = rf + (r̄M − rf ) βi, i = 1, . . . , n, (1.6)
čo znamená, že SML priamka predstavuje lineárny vzt’ah medzi rizikom invest́ıcie
do daného cenného papiera a zodpovedajúcou strednou mierou zisku. Inými slova-
mi SML popisuje lineárnu závislost’ stredného výnosu l’ubovol’ného akt́ıva na sys-
tematickom (trhovom) riziku meranom pomocou miery beta. Predpis SML priam-
ky v tvare (1.6) je znázornený na obrázku 1.4 prevzatom z [6].
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Obr. 1.4: SML priamka - miera beta.
Deterministický vzt’ah (1.6) je možné upravit’ na stochastický, tzv. charak-
teristickú priamku portfólia, ktorý vysvetl’uje mieru zisku i-teho portfólia ako
náhodnú veličinu:
ri = rf + (rM − rf ) βi + ϵi, i = 1, . . . , n. (1.7)
Reziduálna zložka ϵi reprezentuje náhodné odchýlky od deterministického lineár-
neho priebehu. Po jednoduchej úprave je predpis (1.7) v tvare:
ri − rf = (rM − rf ) βi + ϵi, i = 1, . . . , n, (1.8)
ktorý je pre účely tejto práce použitel’neǰśı, ked’že dáva do súvislosti odchýlky
stredných výnosov portfólia i a trhového portfólia M od bezrizikovej miery zisku
rf . Z hl’adiska štatistických odhadov sú k dispoźıcii pozorované miery zisku ri,
rf , rM a je možné odhadnút’ mieru beta daného cenného papiera.
1.2.1 Koeficient beta
Koeficient beta je štandardizovaná miera rizika akt́ıva vztiahnutá k riziku celého
trhu (t. j. miera systematického rizika). Predstavuje teda mieru rizika cenných
papierov vo finančnej praxi. Po prepise (1.6) do tvaru:
ri − rf = (rM − rf ) βi, i = 1, . . . , n,
je zrejmé, že pre jednotkovú zmenu strednej miery zisku trhového portfólia (in-
dexu cenných papierov) dochádza k väčšej zmene stredného výnosu uvažova-
ného cenného papiera. Je zrejmé, že č́ım väčš́ı je koeficient βi pre daný cenný
papier, tým je toto akt́ıvum nestabilneǰsie. Rizikový faktor βi preto vyjadruje
citlivost’ výnosu analyzovaného akt́ıva na zmeny trhového indexu. Je potrebné
pripomenút’, že vel’kost’ koeficientu beta záviśı aj na druhu podniku, ktorého ak-
cie sa obchodujú (napr. energetika má β < 1 a poist’ovńıctvo β > 1).
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Výnos analyzovaného akt́ıva (AA) vo vzt’ahu k vel’kosti miery rizika sa vyv́ıja
nasledovne (pozri tab. 1.1). Táto interpretácia miery beta je znázornená aj
na obrázku 1.5 (pozri [8]).
β < 0 výnos AA sa pohybuje opačným smerom ako výnos trhového
indexu
β = 0 výnos AA zodpovedá bezrizikovému výnosu
0 < β < 1 výnos AA sa pohybuje rovnakým smerom ako výnos trhového
indexu, avšak pomaľsie
β = 1 výnos AA zodpovedá výnosu trhového indexu, akt́ıvum má prie-
merné systematické riziko
β > 1 výnos AA sa pohybuje rovnakým smerom ako výnos trhového
indexu, avšak rýchleǰsie
Tabul’ka 1.1: Vývoj výnosu analyzovaného akt́ıva na základe koeficientu beta.
Obr. 1.5: Miera beta.





čo znamená, že pri kombinácii portfólíı je miera beta kombináciou mier jednot-
livých zložiek tohto portfólia so zodpovedajúcimi váhami.
Miera beta sa v praxi použ́ıva bud’:
• ex post (t. j. napozorovaná z minulých dát) alebo
• ex ante (t. j. tak, že sa robia jej odhady do budúcnosti).
Stanovenie miery beta ex post je uvedené v praktickej časti tejto práce.
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1.2.2 Miera nerovnováhy alfa
Miera alfa popisuje rozdiel medzi skutočnou strednou mierou zisku r̄i,
i = 1, . . . , n daného portfólia a tzv. vyváženou mierou zisku zo vzt’ahu (1.6):
αi = r̄i − (rf + (r̄M − rf )βi) (1.9)
Miera alfa teda umožňuje vyhl’adávat’ cenné papiere vykazujúce rozdielne zis-
ky v porovnańı s vyváženým priemerom pre uvažovaný typ finančného akt́ıva.
Po úprave vzt’ahu (1.9) a zahrnut́ı reziduálnej zložky podobne ako v (1.8) vznik-
ne:
ri − rf = αi + (rM − rf ) βi + ϵi, (1.10)
čo je opät’ štatistický model lineárnej regresie. Rovnako ako u (1.8) sú dané his-
torické výnosy ri, rf , rM , avšak uz je možné odhadnút’ obe miery alfa i beta.
Podobne ako pre koeficient beta sa nižšie nachádza prehl’adná tabul’ka vzt’ahu
výnosu analyzovaného akt́ıva (AA) s mierou nerovnováhy (pozri tab. 1.2).
α = 0 AA je na trhu ocenené správne, t. j. medzi jeho výnosom a rizikom
platia rovnovážne vzt’ahy dané SML priamkou
α > 0 AA je na trhu podhodnotené, t. j. vykazuje v porovnańı s rov-
novážnou hodnotou danou SML priamkou nadpriemerný výnos
α < 0 AA je na trhu nadhodnotené, t. j. v porovnańı s očakávanou hodno-
tou vykazuje podpriemerný výnos
Tabul’ka 1.2: Vývoj výnosu analyzovaného akt́ıva na základe koeficientu alfa.
Obrázok (1.6) znázorňuje mieru nerovnováhy alfa, pričom body v grafe zo-
brazujú pozorované hodnoty dvoj́ıc (ri, rM). Obrázok je prevzatý z knihy [8].




Základnou myšlienkou teórie lineárnej regresie je určenie vzt’ahu medzi závislou
premennou Y (vysvetl’ovaná premenná, regresand, efekt, odozva) a veličinami
X1, . . . , Xk (nezávislé premenné, vysvetl’ujúce premenné, regresory, pŕıčiny, pre-
diktory) pomocou lineárnej funkcie. Pre podrobneǰsie informácie k tejto proble-
matike možno siahnut’ po knihách [1], [3] a [5].
Premennú Y je možné v regresnej analýze vyjadrit’ ako funkciu X1, . . . , Xk
v tvare:
Y = f(X1, . . . , Xk) + ϵ, (2.1)
kde ϵ je náhodná chyba, ktorá môže vzniknút’ napŕıklad nepresnost’ami merania
veličiny Y . Treba si však uvedomit’, že jednotlivé chyby nemožno pozorovat’.
Regresný model (2.1) môže byt’ pre lineárnu funkciu f zaṕısaný nasledovne:
Y = β1X1 + . . .+ βkXk + ϵ,
kde koeficienty β1, . . . , βk sú neznáme regresné parametre, ktoré sa na základe
štatistických metód snaž́ıme odhadnút’. Hl’adáme teda najlepšiu lineárnu apro-
ximáciu náhodnej veličiny Y pomocou X1, . . . , Xk.
Ciel’om v regresnej analýze je riešenie nasledujúcich problémov:
(1) otestovat’, na ktorých X1, . . . , Xk záviśı Y ,
(2) zistit’ ako na nich záviśı,
(3) predpovedat’ veličinu Y , ak sú k dispoźıcii pozorovania velič́ın
X1, . . . , Xk.
2.1 Jednorozmerná lineárna regresia
Pre potreby odhadu parametrov jednorozmerného lineárneho regresného mode-
lu predpokladajme, že máme k dispoźıcii n pozorovańı Y1, . . . , Yn vysvetl’ovanej
premennej Y a n pozorovaných hodnôt vysvetl’ujúcich premenných X1, . . . ,Xk,
t. j. hodnoty Xij, i = 1, . . . , n, j = 1, . . . , k, čo možno zaṕısat’ ako vektor
Y = (Y1, . . . , Yn)
′ a maticu Xn×k = (xij), i = 1, . . . , n, j = 1, . . . , k, k < n.
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Prvý st́lpec matice X spravidla tvoŕı jednotkový vektor, aby nadrovina vyjad-
rujúca závislost’ premennej Y na premenných X1, . . . , Xk neprechádzala vždy iba
počiatkom.
Ked’že sa v regresných modeloch nezavádzajú nadbytočné regresory, poža-
dujeme lineárnu nezávislost’ st́lpcov matice X. Lineárny regresný model možno
zaṕısat’ dvoma spôsobmi:
Yi = β1xi1 + . . .+ βkxik + ϵi, i = 1, . . . , n, (2.2)
Y = Xβ + ϵ, (2.3)
kde β = (β1, . . . , βk)
′ je vektor neznámych parametrov a ϵ = (ϵ1, . . . , ϵn)
′ je vektor
náhodných chýb (reziduálna zložka). V tomto modeli predpokladáme, že plat́ı:
• vektor chýb ϵ je vektor náhodných velič́ın a sṕlňa podmienky:
E[ϵ] = 0 a var[ϵ] = σ2I, (2.4)
kde I je jednotková matica a σ2 > 0 je neznámy parameter.
• X je nenáhodná matica, teda aj vektor Xβ je nenáhodný a preto plat́ı:
E[Y ] = Xβ a var[Y ] = σ2I.
Z uvedeného je zrejmé, že zložky vektora ϵ a teda aj Y sú vzájomne nekore-
lované [26].
Model (2.3) možno rozṕısat’ po zložkách: Y1...
Yn
 =
 x11 . . . x1k... . . . ...









Nech existuje model v tvare (2.3) s predpokladmi na vektor rezidúı (2.4). Za pred-
pokladu plnej hodnosti matice X sa k odhadu parametrov βj, j = 1, . . . , k
najčasteǰsie použ́ıvametóda najmenš́ıch štvorcov (OLS). Metóda najmenš́ıch štvor-











(Y −Xβ)′(Y −Xβ). (2.5)
Riešeńım tejto minimalizačnej úlohy dostaneme vektor odhadov b = (b1, . . . , bk)
′,
ktorý možno zaṕısat’ v tvare:
b = (X ′X)−1X ′Y .
Dôkaz tohto vzt’ahu možno nájst’ napŕıklad v [1], strana 81.
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Veta 2. Nech v modeli (2.3) platia predpoklady (2.4) a matica X má plnú hod-
nost’. Potom pre odhad metódou najmenš́ıch štvorcov b plat́ı:
E[b] = β a var[b] = σ2(X ′X)−1.
Dôkaz.
E[b] = E[(X ′X)−1X ′Y ] = (X ′X)−1X ′E[Y ] = (X ′X)−1X ′Xβ = β
var[b] = var[(X ′X)−1X ′Y ] = (X ′X)−1X ′var[Y ]X(X ′X)−1 =
= (X ′X)−1X ′σ2IX(X ′X)−1 = σ2(X ′X)−1.
Výraz Se = (Y − Ŷ )′(Y − Ŷ ), kde Ŷ = Xb = X(X ′X)−1X ′Y = HY
nazývame reziduálny súčet štvorcov a matica H sa nazýva projekčná matica.
Veličinu Se vieme po jednoduchej úprave vyjadrit’ v tvare:
Se = Y
′Y − b′X ′Y . (2.6)






Poznámka: Ak má vektor rezidúı ϵ normálne rozdelenie, tak OLS-odhad je
zároveň tzv. maximálne vierohodným odhadom. Za predpokladu normálneho roz-
delenia možno vykonat’ i štatistické testy pre regresné koeficienty (t-test, F-test)
uvedené napŕıklad v [3].
2.2 Mnohorozmerná lineárna regresia
Mnohorozmerná lineárna regresia popisuje závislost’ vektorových premenných
Y ·1, . . . ,Y ·l na vektorových premenných X ·1, . . . ,X ·k. Pre každú závislú pre-
mennú Y ·1, . . . ,Y ·l je k dispoźıcii n pozorovańı, teda Yi1, . . . , Yil, i = 1, . . . , n.
Mnohorozmerný lineárny regresný model môžno zaṕısat’ po zložkách: Y11 . . . Y1l... . . . ...
Yn1 . . . Ynl
 =
 x11 . . . x1k... . . . ...
xn1 . . . xnk

 β11 . . . β1l... . . . ...
βk1 . . . βkl
+
 ϵ11 . . . ϵ1l... . . . ...
ϵn1 . . . ϵnl
 ,
čo znamená, že vektory Y ·h, h = 1, . . . , l predstavujú st́lpce matice Y a podobne
X ·j, j = 1, . . . , k st́lpce matice X = (xij), i = 1, . . . , n, j = 1, . . . , k (pozri [12]).
Pre potreby OLS-odhadu je nutný predpoklad, že X je regulárna.
Nech Y ·h = (Y1h, . . . , Ynh)
′, h = 1, . . . , l je n-rozmerný vektor zodpovedajúci
závislej premennej. Na každý takýto vektor možno aplikovat’ nasledujúci jedno-
rozmerný lineárny regresný model
Y ·h = Xβ·h + ϵ·h, h = 1, . . . , l, (2.8)
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kde Xn×k = (X ·1, . . . ,X ·k) je matica, ktorá má spravidla v prvom st́lpci vektor
jednotiek a ϵ·h sú reziduá sṕlňajúce:
Eϵ·h = 0 a varϵ·h = σhhIn,
pričom σhh > 0, h = 1, . . . , l.
Je dôležité podotknút’, že matica X je pre každý vektor Y ·h, h = 1, . . . , l rov-
naká, ale vektor rezidúı ϵ·h = (ϵ1h, . . . , ϵnh)
′ a vektor regresných parametrov
β·h = (β1h, . . . , βkh)
′ môžu byt’ rôzne pre rôzne h = 1, . . . , l.
Mnohorozmerný lineárny model môže byt’ uvedený v maticovom tvare:
Y = Xβ + ϵ, (2.9)
kde Y n×l = (Y ·1, . . . ,Y ·l), Xn×k = (X ·1, . . . ,X ·k), βk×l = (β·1, . . . ,β·l)
a ϵn×l = (ϵ·1, . . . , ϵ·l).
2.2.1 OLS-odhad
Zápis (2.8) nepredpokladá žiadne vzájomné vzt’ahy medzi premennými Y ·h,
h = 1, . . . , l (resp. medzi vektormi chýb ϵ·h, h = 1, . . . , l), t. j. jednotlivé rovnice
je možné považovat’ za navzájom nezávislé. Pre tento model preto plat́ı analogicky
ako v kap. 2.1.1, že odhad metódou najmenš́ıch štvorcov je v tvare:
b·h = (X
′X)−1X ′Y ·h, h = 1, . . . , l. (2.10)
Stredná hodnota odhadu b·h je Eb·h = β·h a rozptyl je varb·h = σhh(X
′X)−1,
h = 1, . . . , l.
Medzi jednotlivými rovnicami sa dá zohl’adnit’ možná závislost’. V d’aľsom
texte treba predpokladat’, že cov(ϵ·i, ϵ·j) = E[ϵ·iϵ
′
·j] = σijI, t. j.:
E[ϵµiϵνj] = σij, µ = ν,
= 0, µ ̸= ν.
Predpokladom teda je, že zodpovedajúce zložky vektorov ϵ·i, ϵ·j sú vzájomne
korelované. Pre potreby d’aľśıch výpočtov (najmä pre účely odhadu parametrov
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kde vektor chýb má strednú hodnotu 0 a variančnú maticu
σ11In σ12In . . . σ1lIn





σ1lIn σ2lIn . . . σllIn
 .
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Tento model je možné interpretovat’ ako jednorozmerný, lebo l’avá strana (2.11)
je nl-rozmerný vektor a pravá strana tohto modelu je súčin matice typu nl × kl
a kl-rozmerného vektoru sč́ıtaný s nl-rozmerným vektorom rezidúı (pozri [5]
a [12]).
Defińıcia. (Operátor Vec) Nech Y = (Yij) je matica typu n× l. Potom V ec(Y )
je definovaný ako nl-rozmerný st́lpcový vektor, pre ktorý plat́ı
V ec(Y ) = (Y11, . . . , Yn1, Y12, . . . , Yn2, . . . , Y1l, . . . , Ynl)
′.
Poznámka: Pri zápise matice Y typu n×l v tvare Y = (Y ·1, . . . ,Y ·l) je V ec(Y )
v tvare:
V ec(Y ) =
 Y ·1...
Y ·l
 = (Y ′·1, . . . ,Y ′·l)′.
Defińıcia. (Kroneckerov súčin mat́ıc) Nech A je matica typu m×l a B je matica
typu n× k. Potom Kroneckerov súčin mat́ıc A a B je definovaný ako
A⊗B =
 a11B . . . a1lB... . . . ...
am1B . . . amlB
 .
Lemma 1. Pre Kroneckerov súčin mat́ıc plat́ı
(A⊗B)(C ⊗D) = AC ⊗BD,
ak je násobenie mat́ıc definované.
Dôkaz. Rozṕısańım l’avej strany po zložkách vznikne:
(A⊗B)(C ⊗D) =
 a11B . . . a1lB... . . . ...
am1B . . . amlB

 c11D . . . c1nD... . . . ...











































Lemma 2. Pre operátor V ec plat́ı
V ec(AXB) = (B′ ⊗A)V ec(X). (2.12)
Dôkaz. Nech Xn×k = (X ·1, . . . ,X ·k) a Bn×k = (bij) = (B·1, . . . ,B·k). Potom
s-tý st́lpec matice AXB, s = 1, . . . , l je:
(AXB)·s = AXB·s = A
k∑
i=1
X ·ibis = (b1sA, . . . , bksA)(X
′




= [(b1s, . . . , bks)A](X
′
·1, . . . ,X
′
·k)
′ = (B′·s ⊗A)V ec(X).










V ec(X) = (B′ ⊗A)V ec(X).
Lemma 3. Pre operátor V ec plat́ı
V ec(A + B) = V ec(A) + V ec(B). (2.13)
Dôkaz. Dôkaz plynie z defińıcie rozṕısańım uvedeného vzt’ahu po zložkách.
Ďaľsie vzt’ahy pre Kroneckerov súčin a operátor V ec možno nájst’ v článku [4].
Analógiou vzt’ahu (2.12) pre V ec(XB) dostávame:
V ec(Xn×kBk×l) = V ec(Xn×kBk×lI l) = (Il ⊗X)V ec(B).
Na základe vyššie uvedených vzt’ahov (2.12) a (2.13) je teda možné preṕısat’
model (2.11) do tvaru:
V ec(Y ) = (I l ⊗X)V ec(β) + V ec(ϵ), (2.14)
kde pre V ec(ϵ) plat́ı:
E[V ec(ϵ)] = 0 a var[V ec(ϵ)] = Σ⊗ In,
pričom Σ = (σij)
l
i,j=1, za predpokladu, že Σ je pozit́ıvne definitná matica.
Model (2.14) preṕı̌seme do nasledujúceho tvaru:
y = xβ̃ + ϵ̃,
kde y = V ec(Y ), x = (I l ⊗ X), β̃ = V ec(β), ϵ̃ = V ec(ϵ). Potom odhad
parametrov v tomto modeli je:
b̃ = (x′x)−1x′y. (2.15)
V modeli (2.9) je teda matica odhadov parametrov β daná vzt’ahom:
b = (X ′X)−1X ′Y ,
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pričom plat́ı, že V ec(b) = b̃. Dôkaz tohto vzt’ahu pre odhad parametrov mnoho-
rozmerného lineárneho modelu vychádza z predchádzajúcich defińıcíı a dokáza-
ných lemat, pretože plat́ı:
b = (X ′X)−1X ′[Y ·1, . . . ,Y ·l] = [(X
′X)−1X ′Y ·1, . . . , (X
′X)−1X ′Y ·l] =
= [b·1, . . . , b·l].
Z vyššie ukázaného vzt’ahu vyplýva, že OLS-odhad odhadnutý po zložkách, je
rovnaký, ako simultánny odhad. Je ale dôležité podotknút’, že variančné matice
týchto odhadov nie sú totožné a iba simultánny odhad berie do úvahy všetky
korelácie medzi náhodnými veličinami matice Y (modely (2.8) a (2.11) nie sú
všeobecne totožné, pokial’ sa nepredpokladá, že var[V ec(ϵ)] = Σ⊗ I).
Veta 3. (1) Nech platia všetky predpoklady pre model (2.8) pre OLS-odhad b·h,
h = 1, . . . , l po zložkách v tvare (2.10). Potom plat́ı var[b·h] = σhh(X
′X)−1,
h = 1, . . . , l, t. j. [varb·1, . . . , varb·l] = diag(Σ)⊗ (X ′X)−1.
(2) Nech platia všetky predpoklady pre model (2.11) pre simultánny OLS-odhad
b v tvare (2.15). Potom plat́ı var[b̃] = Σ⊗ (X ′X)−1.
Dôkaz. (1) Pre odhad po zložkách b·h, h = 1, . . . , l plat́ı analogicky, ako bolo
dokázané v kap. 2.1.1, že var[b·h] = σhh(X
′X)−1, h = 1, . . . , l. Odtial’
priamo plynie, že [varb·1, . . . , varb·l] = diag(Σ)⊗ (X ′X)−1.
(2) Pre simultánny odhad b plat́ı, že var[V ec(b)] = var[b̃]. Potom analogicky
ako v kap. 2.1.1 dostávame:
var[b̃] = var[V ec(b)] = var[(x′x)−1x′y] = (x′x)−1x var[y]x(x′x)−1.
Plat́ı:
(x′x)−1 = [(I ′l ⊗X ′)(I l ⊗X)]−1 = [I l ⊗ (X ′X)]−1 = I l ⊗ (X ′X)−1,
var[y] = var[ϵ̃].
Odtial’ plynie:
var [V ec(b)] =
= (I l ⊗ (X ′X)−1)(I l ⊗X)(Σ⊗ In)(I ′l ⊗X ′)(I l ⊗ (X ′X)−1) =
= (I l ⊗ (X ′X)−1)(Σ⊗ (X ′X))(I l ⊗ (X ′X)−1) =
= Σ⊗ (X ′X)−1(X ′X)(X ′X)−1 = Σ⊗ (X ′X)−1.
Poznámka: Pre štatistické testy je potrebné predpokladat’ normálne rozdelenie





V nasledujúcich podkapitolách je uvedený teoretický základ pre prácu so štatistic-
kými dátami. Teória pravdepodobnosti študuje matematické modely náhodných
dejov. Preto táto kapitola uvádza niekol’ko základných defińıcíı, ktoré sú potrebné
pre pochopenie d’aľsieho textu.
3.1 Parametrický štatistický model
Defińıcia. (Náhodný výber) Nech X1, X2, . . . je postupnost’ nezávislých rovnako
rozdelených náhodných velič́ın s rozdeleńım pravdepodobnost́ı P . Potom postup-
nost’ X1, X2, . . . sa nazýva náhodný výber.
Defińıcia. (Distribučná funkcia) Nech X je náhodná veličina s rozdeleńım prav-
depodobnost́ı P . Reálna funkcia:
F (x) = P (X ≤ x), −∞ < x <∞
sa nazýva distribučná funkcia náhodnej veličiny X.
Defińıcia. (Parameter rozdelenia) Nech X je náhodná veličina s rozdeleńım prav-
depodobnost́ı P , ktoré patŕı do triedy P = {Pθ : θ ∈ Θ} indexovanej parametrom
θ ∈ Θ ⊆ Rn, n ∈ N. Potom parametrom rozdelenia P je akákol’vek hodnota
θ = T (P ), ktorá záviśı na P .
Nech F je distribučná funkcia pŕıslušná P . Potom sa θ = T (F ).
T nazýva štatistický funkcionál.
Defińıcia. (Parametrický štatistický model) Nech X je náhodná veličina s roz-
deleńım pravdepodobnost́ı P , P ∈ P = {Pθ : θ ∈ Θ ⊆ Rn, n ∈ N}. Potom sa
trojica {X ,B, P} nazýva parametrický štatistický model.
Obvykle sa za X voĺı:
• X = R ⇒ X(ω) ∈ X je reálna náhodná veličina,
• X = Rn ⇒ X(ω) ∈ X je n-rozmerný náhodný vektor,
• X = Rn×k ⇒ náhodný pokus vedie ku k nezávislým n-rozmerným
pozorovaniam.
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Prirodzeným odhadom θ založeným na pozorovaniach X1, . . . , Xn je
θ̂n = T (Pn), kde Pn je empirické rozdelenie pravdepodobnost́ı vektora






I[Xi∈A], A ∈ B.
Distribučná funkcia pŕıslušná Pn je empirická distribučná funkcia:





I[Xi≤x], x ∈ R.
3.2 Vlastnosti štatistických odhadov
Defińıcia. (Nestrannost’) Nech X1, . . . , Xn je náhodný výber s rozdeleńım prav-
depodobnost́ı P ∈ P = {Pθ : θ ∈ Θ ⊆ Rn} a Pn je empirické rozdelenie pravde-
podobnost́ı vektora (X1, . . . , Xn). Potom sa funkcionál T (Pn) nazýva nestranným
odhadom parametra θ, ak plat́ı:
ET (Pn) = θ, ∀θ ∈ Θ.
Funkcionál T ∗(Pn) sa nazýva najlepš́ım nestranným odhadom parametra θ, ak
plat́ı:
ET ∗(Pn) = θ a varT
∗(Pn) ≤ varT (Pn)
pre l’ubovol’ný iný funkcionál T (Pn) spĺňajúci ET (Pn) = θ, ∀θ ∈ Θ.
Defińıcia. (Slabá konzistencia) Nech X1, . . . , Xn je náhodný výber s rozdeleńım
pravdepodobnost́ı P ∈ P = {Pθ : θ ∈ Θ ⊆ Rn} a Pn je empirické rozdelenie
pravdepodobnost́ı vektora (X1, . . . , Xn). Potom sa funkcionál T (Pn) nazýva slabo
konzistentným odhadom parametra θ, ak T (Pn) konverguje v pravdepodobnosti
k parametra θ:
T (Pn)
P−→ θ, n −→ ∞, ∀θ ∈ Θ.
Poznámka: Konvergenciou postupnosti náhodných velič́ın X1, X2, . . . v pravde-
podobnosti k náhodnej veličine C sa rozumie:
P (|Xn − C| ≥ ϵ) −→ 0, n −→ ∞, ϵ > 0,
v skrátenom značeńı Xn
P−→ C, n −→ ∞.
Defińıcia. (Vychýlenie) Nech X1, . . . , Xn je náhodný výber s rozdeleńım pravde-
podobnost́ı P ∈ P = {Pθ : θ ∈ Θ ⊆ Rn} a Pn je empirické rozdelenie pravdepo-
dobnost́ı vektora (X1, . . . , Xn). Potom
E[T (Pn)− θ]
sa nazýva vychýlenie odhadu T (Pn).
Defińıcia. (Fisherovská konzistencia) Nech X1, . . . , Xn je náhodný výber s roz-
deleńım pravdepodobnost́ı P ∈ P = {Pθ : θ ∈ Θ ⊆ Rn} a Pn je empirické
rozdelenie pravdepodobnost́ı vektora (X1, . . . , Xn). Potom odhad θ̂n nazývame fis-
herovsky konzistentným odhadom parametra θ, ak pre jeho funkcionál θ̂n = T (Pn)
plat́ı T (P ) = θ.
Fisherovská konzistencia je prirodzená vlastnost’ odhadov a z hl’adiska robust-




Klasické odhady, ako napŕıklad priemer, výberová smerodajná odchýlka alebo
odhad metódou najmenš́ıch štvorcov v modeli lineárnej regresie, môžu byt’ vel’mi
ovplyvnené odl’ahlými pozorovaniami (stač́ı jedno odl’ahlé pozorovanie mimo hlav-
nú dátovú vzorku a odhad bude vel’mi nepresný). Tieto klasické metódy často zly-
hávajú a neposkytujú dobrý odhad hlavnej dátovej vzorky. Vplyv týchto odl’ahlých
pozorovańı je vhodné minimalizovat’. K tomu slúžia rôzne štatistické metódy.
Jednou z možnost́ı je odl’ahlé pozorovania odhalit’ a nejakým spôsobom vplyv
týchto pozorovańı v dátovom vzorku eliminovat’, čo popisuje kap. 4.1. Druhou,
alternat́ıvnou možnost’ou, je použitie pokročilých štatistických metód, napr. ro-
bustných štatistických odhadov.
Robustné štatistické odhady sa použ́ıvajú za účelom lepšieho odhadu určitého
parametra, ak sú v dátových vzorkách nejaké odl’ahlé pozorovania. Tieto pozoro-
vania sú separované od hlavnej dátovej vzorky alebo sa iným spôsobom odlǐsujú
od ostatných dát. Robustné metódy sa s týmito pozorovaniami dokážu vysporia-
dat’ bez toho, aby bolo nutné jednotlivé odl’ahlé pozorovania vopred detekovat’.
Na rozdiel od klasických metód, robustné štatistické metódy poskytujú dobrý
odhad v pŕıpade, ked’ sa vo vzorke vyskytujú odl’ahlé pozorovania, ale aj ked’
vzorka neobsahuje žiadne odl’ahlé pozorovania.
4.1 Detekcia odl’ahlých pozorovańı klasickými ná-
strojmi
V nasledujúcej časti sú uvedené klasické pŕıstupy k odl’ahlým pozorovaniam, a to
samostatne pre jednorozmerný model lineárnej regresie a samostatne pre mnoho-
rozmerný model lineárnej regresie. Pre podrobnosti k teórii modelov pozri kap.
2.1 a 2.2.
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4.1.1 Detekcia odl’ahlých pozorovańı v jednorozmernom
modeli
Odl’ahlé pozorovania su také pozorovania, ktoré sú separované od hlavnej dátovej
vzorky, alebo sa nejakým spôsobom odlǐsujú od ostatných dát. Poznatky uve-
dené v tejto kapitole možno nájst’ v [18]. Problematiku bližšie študujú aj knihy
[17] a [20].
Klasickým štatistickým nástrojom pre detekciu odl’ahlých pozorovańı Xi z ná-





kde X je priemer náhodného výberu a s udáva výberovú smerodajnú odchýlku.
K detekcii odl’ahlých pozorovańı sa použije tzv. pravidlo 3σ, t. j. pozorovania,
ktoré majú |ti| > 3 sú považované za podozrivé. Toto pravidlo je založené na pred-
poklade, že tieto podozrivé pozorovania sú pravdepodobne z iného, než normálne-
ho rozdelenia. Pre náhodnú veličinu z normovaného normálneho rozdelenia totiž
plat́ı:
P (|x| > 3) =̇ 0, 003.
Bežne použ́ıvanými metódami, ako sa s odl’ahlými pozorovaniami vysporiadat’
(s ciel’om udržat’ normalitu pozorovańı) sú:
• odstránenie pozorovańı, pre ktoré plat́ı |ti| > 3, alebo
• nahradenie pozorovania, ktoré spôsobuje nenormalitu pozorovańım X ± 3s
(je možné nahradit’ tým, ktoré je bližšie).
Pravidlo 3σ ale nefunguje rovnako v každom pŕıpade, ako napr.:
• ak je v náhodnom výbere niekol’ko odl’ahlých pozorovańı, ich efekty sa môžu
navzájom rušit’ a tieto odl’ahlé pozorovania nemusia byt’ rozpoznatel’né,
• vo vel’mi vel’kom náhodnom výbere
”
dobrých“ dát môžu byt’ niektoré po-
zorovania vyhodnotené ako podozrivé (v normálne rozdelenom náhodnom
výbere s počtom pozorovańı 1000 budú 3 pozorovania, ktoré budú vykazovat’
|ti| > 3). V tomto pŕıpade je lepšie, ak sa použije tzv. normálny QQ-graf,






Ak je teda n ≤ 10, tak vždy plat́ı |ti| < 3.








Odtial’ jednoduchým prepisom dostávame:





























































































4.1.2 Detekcia odl’ahlých pozorovańı v mnohorozmernom
modeli
V mnohorozmernej regresii nie je detekcia tak jednoduchá a intuit́ıvna, ako v jed-
norozmernej regresii. V mnohých pŕıpadoch mnohorozmerné pozorovania nemôžu
byt’ považované za odl’ahlé pozorovania, ak je každá premenná posudzovaná nezá-
visle. Testovanie odl’ahlých pozorovańı muśı vziat’ do úvahy aj vzt’ah medzi pre-
mennými.
Štatistické metódy pre detekciu odl’ahlých pozorovańı v mnohorozmernom
pŕıpade vačšinou indikujú tie pozorovania, ktoré sa nachádzajú relat́ıvne
”
d’aleko“
od stredu rozdelenia. Často sa použ́ıva tzv. Mahalanobisova vzdialenost’ založená
na odhadnutých parametroch mnohorozmerného rozdelenia.
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Nech existuje n pozorovańı k-rozmerných náhodných výberovX i, i = 1, . . . , n.






(X i −X)(X i −X)′.









Vel’ká hodnota štatistiky Mi indikuje odl’ahlé pozorovanie. Viac informácíı
k tejto problematike možno nájst’ v [17].
4.2 Charakteristiky robustnosti
V nasledujúcich podkapitolách sú vysvetlené charakteristiky robustnosti. Pre
účely tejto kapitoly je potrebné zadefinovat’ niekol’ko dôležitých vzt’ahov z teórie
miery, funkcionálnej analýzy a teórie pravdepodobnosti. Tieto vzt’ahy uvedieme
v nasledujúcej podkapitole. Viac informácíı možno nájst’ v knihách [9], [10], [13],
[14] a [18].
4.2.1 Teoretický základ
Nech pre účely d’aľsieho textu plat́ı, že výberový priestor X je metrický priestor
s metrikou d a je úplný a separabilný. Nech B je σ-algebra borelovských podm-
nož́ın X (pozri [13]).
Defińıcia. (Prohorovova vzdialenost’) Nech P je systém všetkých pravdepodob-
nostných mier na (X ,B). Potom P je konvexná množina, na ktorej možno defi-
novat’ Prohorovovu vzdialenost’ dvoch prvkov P,Q ∈ P:
dP (P,Q) = inf{ϵ > 0 : P (A) ≤ Q(Aϵ) + ϵ,∀A ∈ B, A ̸= ∅},
kde Aϵ = {x ∈ X : infy∈Ad(x, y) ≤ ϵ} je uzavrené ϵ-okolie neprázdnej množiny
A.
Množina P všetkých pravdepodobnostných mier na (X ,B) je metrický priestor
(P , δ) všetkých rozdeleńı pravdepodobnost́ı vzhl’adom k metrike δ (napr. δ = dP ).
Preto na P sa dá študovat’ spojitost’ a d’aľsie vlastnosti štatistického funkcionálu
T (P ), P ∈ P .
Pre úplnost’ teoretického základu uvedieme ešte 3 defińıcie, ktoré budeme po-
trebovat’ v d’aľsom texte – kontamináciu rozdelenia iným rozdeleńım a Gâteau-
xovu a Fréchetovu deriváciu.
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Defińıcia. (Kontaminácia rozdelenia) Nech P je množina všetkých rozdeleńı
pravdepodobnost́ı na (X ,B) s metrikou δ. Nech P,Q ∈ P a t ∈ [0, 1]. Potom
sa rozdelenie pravdepodobnost́ı
Pt(Q) = (1− t)P + tQ = P + t(Q− P )
nazýva kontaminácia P rozdeleńım Q v pomere t.
Defińıcia. (Gâteauxova derivácia) Nech P je množina všetkých rozdeleńı prav-
depodobnost́ı na (X ,B) s metrikou δ a T je štatistický funkcionál. Nech P,Q ∈ P
a t ∈ [0, 1]. Potom funkcionál T je diferencovatel’ný v Gâteauxovom zmysle podl’a
P v smere Q, ak existuje limita
T ′Q(P ) = lim
t→0+
T (P + t(Q− P ))− T (P )
t
.
T ′Q(P ) sa nazýva Gâteauxova derivácia T podl’a P v smere Q.
Po označeńı φ(t) = T ((1 − t)P + tQ), t ∈ [0, 1] treba predpokladat’, že φ(t)
má konečnú n-tú deriváciu φ(n), spojité derivácie φ(k) na intervale (0, 1) a sprava
spojité derivácie φ
(k)
+ v bode t = 0 pre k = 1, . . . , n − 1. Potom Gâteauxova de-
rivácia T ′Q(P ) funkcionálu T je rovná obyčajnej derivácii sprava funkcie φ v bode
0:
T ′Q(P ) = φ
′(0+).
Podobne sa dá definovat’ Gâteauxova derivácia rádu k:
T
(k)








Defińıcia. (Fréchetova derivácia) Nech P je množina všetkých rozdeleńı pravde-
podobnost́ı na (X ,B) s metrikou δ. Nech T je štatistický funkcionál a P ∈ P. Po-
tom hovoŕıme, že funkcionál T je diferencovatel’ný vo Fréchetovom zmysle podl’a
P v smere Q, ak existuje lineárny funkcionál LP (Q− P ) tak, že limita:
lim
t→0
T (P + t(Q− P ))− T (P )
t
= LP (Q− P )
konverguje rovnomerne pre Q ∈ P, δ(P,Q) ≤ K pre l’ubovol’né K ∈ (0,∞).
LP (Q− P ) sa nazýva Fréchetova derivácia T podl’a P v smere Q.
Ak je funkcionál T diferencovatel’ný vo Fréchetovom zmysle, je diferencova-
tel’ný aj v Gâteauxovom zmysle. Existuje teda T ′Q(P ), ∀Q ∈ P , že plat́ı:
T ′Q(P ) = LP (Q− P )
4.2.2 Influenčná funkcia
Influenčná funkcia je jednou z najdôležiteǰśıch charakterist́ık odhadu. Defińıcia
influenčnej funkcie štatistického funkcionálu T je vel’mi úzko spojená s pojmom
Gâteauxovej derivácie (pozri [13]).
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Defińıcia. (Influenčná funkcia) Nech X je metrický priestor s metrikou d, ktorý
je úplný a separabilný. Nech B je σ-algebra borelovských podmnož́ın X , P je
systém všetkých pravdepodobnostných mier na (X ,B). Nech T je štatistický fun-
kcionál v rozdeleńı pravdepodobnost́ı P a Q = δx, x ∈ X je Diracova pravde-
podobnost’ v bode x (rozdelenie generované v bode x). Označme T ′δx(P ) = T
′
x(P )
Gâteauxovu deriváciu T podl’a P v smere δx. Potom definujeme influenčnú funkciu
funkcionálu T predpisom:
IF (x;T, P ) = T ′x(P ) = lim
t→0+
T (Pt(δx))− T (P )
t
,
kde Pt(δx) = (1− t)P + tδx.
Hodnota influenčnej funkcie IF (x;T, P ) meria vplyv kontaminácie funkci-
onálu T hodnotou x. Stredná hodnota influenčnej funkcie funkcionálu T udáva
priemerný vplyv na chybu odhadovania cez všetky x ∈ X . Jej hodnota je rovná
nule:
EP (IF (x;T, P )) =
∫
X
T ′x(P )dP = 0.
Ak má byt’ funkcionál robustný, mal by mat’ ohraničenú influenčnú funkciu.
Defińıcia robustnosti ale nie je úplne jednoznačná, pretože historicky sa tento po-
jem vyv́ıjal mnoho rokov a problémy citlivosti štatistických postupov k odchýlkam
od daných podmienok uvažovalo mnoho štatistikov z rôznych hl’ad́ısk.
Defińıcia. (Spojitost’ funkcionálu) Nech Tn = Tn(X1, . . . , Xn) je postupnost’ em-
pirických štatistických funkcionálov, Tn : (X ,B)⊗n 7→ (Tn,An) a P je systém
všetkých pravdepodobnostných mier na (X ,B) s Prohorovovou metrikou dP . Po-
tom postupnost’ štatist́ık {Tn} je (kvalitat́ıvne) robustná pre rozdelenie pravdepo-
dobnost́ı P ∈ P, ak pre l’ubovol’né ϵ > 0 existuje δ > 0 a n0 ∈ N také, že pre
všetky Q ∈ P a n ≥ n0 plat́ı:
dP (P,Q) < δ ⇒ dP (LP (Tn),LQ(Tn)) < ϵ,
kde LP (Tn) je rozdelenie Tn pri P a LQ(Tn) je rozdelenie Tn pri Q.
V defińıcii možno uvažovat’ aj iné vzdialenosti uvedené napr. v [13]. Je jasné,
že spojitost’ funkcionálu T nijako robustnost’ nemeria (iba vypovedá o tom, či
daný funkcionál je alebo nie je robustný). Preto patŕı medzi kvalitat́ıvne charak-
teristiky robustnosti.
Robustnost’ funkcionálu je možné merat’ pomocou tzv. citlivosti funkcionálu
T . Citlivost’ funkcionálu rozlǐsujeme lokálnu a globálnu. Lokálna a globálna cit-
livost’ funkcionálu T sú najpouž́ıvaneǰśımi kvantitat́ıvnymi charakteristikami ro-
bustnosti. Tieto charakteristiky sú založené na influenčnej funkcii, a na rozdiel
od spojitosti funkcionálu dokážu merat’ ohraničenost’ influenčnej funkcie.
Defińıcia. (Citlivost’ funkcionálu) Nech Tn = Tn(X1, . . . , Xn) je empirický fun-
kcionál zodpovedajúci vektora (X1, . . . , Xn). Pridajme k pozorovaniam X1, . . . , Xn
d’aľsie pozorovanie Y . Potom vplyv Y na Tn je charakterizovaný rozdielom:
Tn+1(X1, . . . , Xn, Y )− Tn(X1, . . . , Xn) := I(Tn, Y ).
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(1) Citlivost’ou funcionálu Tn k pridaniu d’aľsieho pozorovania Y pri daných
X1, . . . , Xn sa nazýva č́ıslo:
S(Tn) = sup
Y
|I(Tn(X1, . . . , Xn), Y )|.




∣∣∣∣IF (y;T, P )− IF (x;T, P )y − x
∣∣∣∣ ,
ktorá meria vplyv nahradenia hodnoty x za hodnotu y na funkcionál T .




|IF (x;T, P )|,
ktorá udáva maximálnu hodnotu influenčnej funkcie.
4.2.3 Rozptyl asymptoticky normálneho rozdelenia
Veta 4. (CLV) Nech (P , δ) je metrický priestor všetkých rozdeleńı pravdepodob-
nost́ı na (X ,B) s metrikou δ. Nech Pn je empirické rozdelenie náhodného výberu
(X1, . . . , Xn), n = 1, 2, . . ., ktoré spĺňa podmienku:
√
nδ(Pn, P ) = Op(1), n −→ ∞, (4.2)
kde symbol Op(1) znač́ı ohraničenost’ v pravdepodobnosti
1. Potom za predpokladu,
že je štatistický funkcionál T diferencovatel’ný vo Fréchetovom zmysle,
varP (IF (x;T, P )) = EP (IF (x;T, P ))
2 > 0 a varP (IF (x;T, P )) < ∞, plat́ı cen-
trálna limitná veta, t. j. postupnost’
√
n(T (Pn)−T (P )) má asymptoticky normálne
rozdelenie pre n −→ ∞:
L(
√
n(T (Pn)− T (P ))) −→ N (0, varP (IF (x;T, P ))).
Dôkaz. Nech T je diferencovatel’ný vo Fréchetovom zmysle. Potom existuje T ′Q(P ),
∀Q ∈ P , že plat́ı:
T ′Q(P ) = lim
t−→0+
T (P + t(Q− P ))− T (P )
t
− LP (Q− P ) + LP (Q− P ) =
= LP (Q− P ), (4.3)
t. j. T je diferencovatel’ný aj v Gâteauxovom zmysle. Špeciálne plat́ı
T ′x(P ) = LP (δx − P ) = IF (x;T, P ).













kde δXi je Diracova pravdepodobnost’ pre Xi ∈ X , i = 1, . . . , n. Potom je možné
pre lineárny funkcionál LP uviest’:

























(t−u)n, t ∈ [0, 1], u ∈ (0, t), v ∈ [u, t].
Pre t = 1, u = 0 potom plat́ı:













T (P + t(Q− P ))
]
t=t∗
, t∗ ∈ [0, 1].
Za platnosti podmienky (4.2) potom plat́ı:
√










IF (Xi;T, P ) + op(1),
kde op(1) =
√
no(δ(Pn − P )).
Ak je rozptyl varP (IF (x;T, P )) konečný, tak z klasickej centrálnej limitnej
vety (pozri [13], [18]) plat́ı:
L(
√
n(T (Pn)− T (P ))) −→ N (varP (IF (x;T, P ))).
Označme σ2(T, P ) = varP (IF (x;T, P )). Nech P0 ⊂ P je nejaké okolie. Po-
tom vhodnou mierou robustnosti odhadu Tn je supremum rozptylu σ
2(T, P )
cez okolie P0:
σ2(T ) = sup
P∈P0
σ2(T, P ). (4.4)
Defińıcia. (Minimaximálne robustný odhad) Odhad, ktorý minimalizuje (4.4)
cez určitú triedu T odhadov parametra θ sa nazýva minimaximálne robustným
odhadom v triede T .
Viac informácíı možno nájst’ v [13] a [18].
4.2.4 Bod zlyhania
Nech existuje náhodný výber x(0) = (x1, . . . , xn) a štatistický funkcionál Tn(x
(0))
pŕıslušný tomuto výberu. Vo výbere x(0) možno nahradit’ m l’ubovol’ných zložiek.
Pre účely daľsieho textu bude vybrané najviac nepriaznivé nahradenie s čo naj-
nepriazniveǰśımi hodnotami. Tieto zložky môžu nadobúdat’ aj nekonečné hodnoty.
Nový výber bude ozn. x(m) a jemu pŕıslušná hodnota odhadu bude Tn(x
(m)).
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kde m∗(x(0)) je najmenšie celé č́ıslo m, pre ktoré plat́ı:
sup
x(m)
∥∥Tn(x(m))− Tn(x(0))∥∥ = ∞.
Ide o najmenš́ı počet pozorovańı, ktorý po nahradeńı l’ubovol’nými hodnotami
vedie k nekonečým hodnotám funkcionálu Tn. Ak m
∗ nezáviśı na počiatočnom





Č́ım väčšie je teda ϵ∗, tým väčšmi je odhad robustný (pozri [14], [18]).
Bod zlyhania je vel’mi často použ́ıvanou charakteristikou robustnosti odhadu.
Modifikáciou môže byt’ napŕıklad situácia, kedy namiesto nahradenia m zložiek
sa k pôvodnému výberu x(0) pridá nových m nepriaznivých zložiek [13].
4.2.5 Miera chvostov
Nech existuje náhodný výber (X1, . . . , Xn) z rozdelenia pravdepodobnost́ı so spo-
jitou distribučnou funkciou F (x− θ), θ ∈ R. Miera chvostov sa uplatňuje najmä
pri posudzovańı odhadov parametrov posunutia a regresie.
Defińıcia. (Chvosty rozdelenia pravdepodobnost́ı) Pravdepodobnost’
Pθ(Tn − θ > a), resp. Pθ(θ − Tn > a), pri vel’kých a > 0 sa nazýva pravým,
resp. l’avým chvostom rozdelenia pravdepodobnost́ı štatistického funkcionálu Tn.
Pre symetrické rozdelenia sú chvosty rozdelenia pravdepodobnost́ı charakteri-
zované vzt’ahom Pθ(|Tn − θ| > a) = P0(|Tn| > a).
Obmedźıme sa na odhady Tn ekvivariantné vzhl’adom k posunutiu:
Tn(X1 + c, . . . , Xn + c) = Tn(X1, . . . , Xn) + c, ∀c ∈ R, ∀X1, . . . , Xn.
Chovanie odhadu Tn parametra θ možno charakterizovat’ pomocou priebehu prav-
depodobnosti Pθ(|Tn − θ| > a) pre:
(1) pevné a > 0 a n −→ ∞
• ak je Tn konzistentným odhadom θ, tak pre l’ubovol’né a > 0 plat́ı:
lim
n−→∞
Pθ(|Tn − θ| > a) = 0,
(2) pevné n a a −→ ∞
• od dobrého odhadu Tn očakávame, že pri pevnom n je:
lim
a−→∞
Pθ(|Tn − θ| > a) = 0,
a že táto konvergencia je čo najrýchleǰsia vzhl’adom k a −→ ∞.
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V knihe [14] sa uvádza nasledujúca štatistika popisujúca mieru chovania chvostov
za predpokladu, že existuje ekvivariantný odhad Tn.
Defińıcia. (Miera chovania chvostov ekvivariantného odhadu) Nech (X1, . . . , Xn)
je náhodný výber z rozdelenia pravdepodobnost́ı so spojitou symetrickou distri-
bučnou funkciou F (x− θ), 0 < F (x) < 1, F (−x) = (1− F (x)), x, θ ∈ R. Potom
mierou chovania chvostov ekvivariantného odhadu Tn rozumieme:
B(Tn; a) =
− logPθ(|Tn − θ| > a)
− log(1− F (a))
=
− logP0(|Tn| > a)
− log(1− F (a))
, a > 0.
Č́ım väčšia je hodnota 1 ≤ lima−→∞B(Tn; a) ≤ n, tým lepš́ı je odhad. Hodnota
B(Tn; a) totiž udáva, kol’kokrát rýchleǰsie konverguje pravdepodobnost’ P0(|Tn| >
a) k nule pre a −→ ∞ než horná hranica rýchlosti chvostov 1− F (a).
Hovoŕıme, že distribučná funkcia F má:
• exponenciálne chvosty, ak lima−→∞ − log(1−F (a))bar = 1 pre nejaké b > 0, r ≤ 1,
• t’ažké chvosty, ak lima−→∞ − log(1−F (a))m log a = 1 pre nejaké m > 0.
Poznámka: Distribučné funkcie s exponenciálnymi chvostami sa označujú ako
typ I. Medzi tieto rozdelenia patŕı napŕıklad normálne rozdelenie s r = 2. Dis-
tribučné funkcie s t’ažkými chvostami sa označujú ako typ II. Medzi ne patŕı
napŕıklad t-rozdelenie s m stupňami vol’nosti, m > 1.
4.2.6 Pŕıklad
Na záver tejto kapitoly uvedieme ako pŕıklad parametra rozdelenia pravdepo-
dobnost́ı P strednú hodnotu (pŕıklad vychádza z [13], [14] a [18]). Stanov́ıme
influenčnú funkciu tohto štatistického funcionálu a jej lokálnu a globálnu citli-
vost’:
• štatistický funkcionál a empirický funkcionál:












xd((1− t)P + tQ) = (1− t)EPX + tEQX
φ′(t) = EQX − EPX
⇒ T ′Q(P ) = φ′(0+) = EQX − EPX
• influenčná funkcia:
IF (x;T, P ) = T ′x(P ) = x− EPX
EP (IF (x;T, P )) = 0
varP (IF (x;T, P )) = EP (x− EPX)2 = varPX = σ2P
⇒ L(
√
n(Xn − EPX)) −→ N (0, σ2P )
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• lokálna a globálna citlivost’:
γ∗ = sup
x∈X
|x− EPX| = ∞
λ∗ = sup
x,y∈X ,x ̸=y
∣∣∣∣y − EPX − x+ EPXy − x
∣∣∣∣ = 1
⇒ priemer nie je robustný, ale nie je citlivý k lokálnemu nahradzovaniu
hodnôt [13].
Pre empirické funkcionály (priemer a medián) urč́ıme bod zlyhania pre l’ubo-
vol’ný počiatočný výber x(0) a mieru chvostov štatistického odhadu:







−→ 0, n −→ ∞
ak má distribučná funkcia F exponenciálne chvosty, tak
lim
a−→∞
B(Tn; a) = n,
ak má distribučná funkcia F t’ažké chvosty, tak
lim
a−→∞
B(Tn; a) = 1,









, n −→ ∞,








TrieduM -odhadov zaviedol P. J. Huber a ich vlastnosti študovalo mnoho rôznych
autorov. Teória M -odhadov je podrobne rozoberaná práve v knihe [10]. Pre viac
informácíı možno siahnut’ po [13] alebo [18].
Nech X1, . . . , Xn je náhodný výber s rozdeleńım pravdepodobnost́ı P a F
je neznáma distribučná funkcia z triedy distribučných funkcíı F pŕıslušná P .
Hl’adáme odhad parametra θ. Tento parameter je možné vyjadrit’ ako funkcionál
T (P ) rozdelenia P .
Funkcionál T (P ) je pre M -odhad vyjadrený ako minimalizačná úloha. Odhad
parametra θ sa źıska nahradeńım P vo funkcionáli T empirickým rozdeleńım
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prislúchajúcim vektora X1, . . . , Xn. M -odhad Tn je teda definovaný ako riešenie





ρ(Xi, θ) = min
θ∈Θ
EPn [ρ(X, θ)],
kde ρ(·, ·) je vhodne zvolená funkcia.
Poznámka: Špeciálne, ak existuje parameter rozdelenia Pθ s hustotou f(x, θ),





− log f(Xi, θ).
Ak je naviac funkcia ρ spojito diferencovatel’ná vzhl’adom k θ s deriváciou
ψ(·, θ) = ∂
∂θ
ρ(·, θ), tak Tn je riešeńım rovnice:
n∑
i=1





ψ(Xi, Tn) = EPn [ψ(X,Tn)] = 0, Tn ∈ Θ. (4.5)
Z (4.5) vyplýva, že štatistický funkcionál T (P ) pŕıslušný Tn je definovaný ako




ρ(x, T (P ))dP (x) = minEP [ρ(X,T (P ))], T (P ) ∈ Θ∫
X
ψ(x, T (P ))dP (x) = EP [ψ(X,T (P ))] = 0, T (P ) ∈ Θ.
Za predpokladu, že má táto úloha práve jedno riešenie, je funkcionál T (P ) fishe-
rovsky konzistentný [13].
Je možné použit’ náhodný výberX1, . . . , Xn nezávislých pozorovańı s rovnakou
neznámou distribučnou funkciou F (x − θ), θ ∈ R. Potom možno zaviest’ model






ρ(Xi − θ). (4.6)
Za predpokladu, že ρ(·) je absolútne spojito diferencovatel’ná s deriváciou ψ(·),
sa dá úloha (4.6) preṕısat’ do tvaru:
n∑
i=1
ψ(Xi − θ) = 0, θ ∈ R. (4.7)
Opät’ za predpokladu, že úloha min
∫
X ρ(x− θ)dP (x) má jediné riešenie (θ = 0),
je funkcionál T (P ) fisherovsky konzistentný.
Ako uvádza [13], v modeli s parametrom posunutia θ plat́ı:
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(1) Tn je ekvivariantný vzhl’adom k posunutiu, t. j. plat́ı:
Tn(X1 + c, . . . , Xn + c) = Tn(X1, . . . , Xn) + c, ∀c ∈ R
(2) Tn nie je všeobecne ekvivariantný vzhl’adom k meŕıtku, t. j. neplat́ı:
Tn(cX1, . . . , cXn) = cTn(X1, . . . , Xn), c > 0
Ak je funkcia ρ v (4.6) rýdzo konvexná funkcia (a teda ψ je rastúca), tak je
M -odhad určený jednoznačne. Ak je ρ v niektorom úseku lineárna funkcia, je
ψ v tomto úseku konštantná a rovnica (4.7) môže mat’ viac koreňov. Z týchto






















ψ(Xi − t) > 0
})
.
4.3.1 Influenčná funkcia a bod zlyhania
Nech funkcia ρ(·, θ) je absolútne spojito diferencovatel’ná vzhl’adom k θ s de-
riváciou ψ(·, θ). Nech d’alej úloha (4.6) má jediné riešenie T (P ). Za predpokladu,
že Pt = (1 − t)P + tδx, kde δx je Diracova pravdepodobnost’ v bode x plat́ı, že
T (Pt) je riešeńım rovnice:∫
X




ψ(y, T (Pt))dP (y) + tψ(x, T (Pt)) = 0


























a prechodom k limite pre t −→ 0+ je výsledkom influenčná funkcia M -odhadu
v tvare:
IF (x;T, P ) =












V pŕıpade, že existuje model s parametrom posunutia, je influenčná funkcia
v tvare:
IF (x;T, P ) =






Pre model s parametrom posunutia je možné použit’ neohraničenú funkciu






V tomto pŕıpade jeM -odhad nerobustný. Ak je ale funkcia ψ ohraničená a nepár-







a M -odhad je teda robustný.
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4.3.2 Studentizované M-odhady
Ako už bolo uvedené,M -odhad je ekvivariantný vzhl’adom k posunutiu, ale nie je
všeobecne ekvivariantný vzhl’adom k meŕıtku. Tento nedostatok možno odstránit’
pomocou studentizácie M -odhadu vhodnou škálovacou štatistikou
Sn = Sn(X1, . . . , Xn), ktorá pre (X1, . . . , Xn) ∈ Rn sṕlňa:
(1) Sn > 0 skoro všade,
(2) Sn je invariantná vzhl’adom k posunutiu:
Sn(X1 + c, . . . , Xn + c) = Sn(X1, . . . , Xn), c ∈ R,
(3) Sn je ekvivariantná vzhl’adom k meŕıtku:
Sn(cX1, . . . , cXn) = cSn(X1, . . . , Xn), c > 0.
Naviac možno predpokladat’, že:
√
n(Sn − S(P )) = Op(1), n −→ ∞,
kde S(P ) je štatistický funkcionál pŕıslušný Sn.
Za týchto predpokladov je možné odvodit’ studentizovaný M -odhad ekviva-
riantný vzhl’adom k posunutiu aj k meŕıtku. StudentizovanýM -odhad je riešeńım



















= 0, θ ∈ Θ.
Poznámka: Za škálovaciu štatistiku Sn je možné zvolit’ napr. výberovú sme-
rodajnú odchýlku, medzikvartilové rozpätie (rozdiel horného a dolného kvartilu)




4.3.3 Asymptotické vlastnosti a minimaximálne robustné
odhady
Už bolo v práci uvedené, že postupnost’
√
n(T (Pn) − T (P )) má asymptoticky
normálne rozdelenie za určitých predpokladov. Taktiež bolo uvedené, že funkci-
onály T (P ) a T (F ) sú zámenné. Preto je možné za týchto predpokladov ṕısat’:
L(
√
n(Tn − T (F ))) −→ N (0, σ2(T, F )), (4.8)
kde F je distribučná funkcia vzhl’adom k rozdeleniu pravdepodobnost́ı P
a σ2(T, F ) = varF (IF (x;T, F )) =
∫
X IF
2(x;T, F )dF (x).
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Centrálnu limitnú vetu možno uviest’ aj pre M -odhad. Nech existuje postup-
nost’ nezávislých pozorovańı X1, X2, . . . s rovnakou distribučnou funkciou F (x, θ),
θ ∈ Θ, kde Θ je otvorený interval v R. Za predpokladu, že ρ(·, θ) je absolútne
spojitá v θ s deriváciou ψ(·, θ) = ∂
∂θ
ρ(·, θ) hl’adáme minimum Eθρ(X, t). Ak je
ψ(x, θ) spojitá v θ, tak úloha hl’adania minima prechádza na hl’adanie M -odhadu
Tn medzi koreňmi rovnice:
n∑
i=1
ψ(Xi, θ) = 0, θ ∈ Θ. (4.9)
Ak Eθρ(X, t) má jediné minimum v bode t = θ a je splnená bud’ podmienka
na hladkost’ ψ(x, θ) alebo F (x, θ), tak ako uvádza [13] existuje postupnost’ {Tn}
koreňov rovnice (4.9), že:
√










, n −→ ∞









n(Tn − θ)) −→ N (0, σ2(ψ, F )),




Je možné odvodit’ ešte minimaximálny robustný odhad za predpokladu kon-
vergencie (4.8). Ako už bolo uvedené, za mieru robustnosti funkcionálu T je možné
považovat’ maximum asymptotického rozptylu σ2(T, P ) cez určitú triedu rozde-
leńı pravdepodobnost́ı P . Taktiež plat́ı, že maximum asymptotického rozptylu
σ2(T, F ) je miera robustnosti cez určitú triedu distribučných funkcíı F :
σ2(T ) = sup
F∈F
σ2(T, F ).
V tomto pŕıpade je možné použit’ triedu M -funkcionálov T a hl’adat’ funkcionál
T0 taký, že:
σ2(T0) ≤ σ2(T ), ∀T ∈ T . (4.10)
Defińıcia. (Minimaximálne robustný funkcionál) Ak existuje funkcionál T0,






Nech F je neznámy prvok systému distribučných funkcíı F . Nech F0 ∈ F je
distribučná funkcia, ktorá minimalizuje Fisherovu informáciu na F (t. j. najmenej











Nech T0 ∈ T je asymptotickým odhadom θ pre distribučnú funkciu F0,
t. j. σ2(T0, F0) =
1
I(F0) . Ak je σ





σ2(T, F ) =
1
I(F0)
, ∀T ∈ T , ∀F ∈ F .
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Ak za triedu distribučných funkcíı F vezmeme symetrický kontaminačný model:
FG = {F : F = (1− ϵ)G+ ϵH,H ∈ F} ,
kde G je pevná distribučná funkcia, 0 ≤ ϵ < 1 je pevné a H prebieha cez pevnú
triedu F distribučných funkcíı, tak existuje minimaximálny robustný M -odhad.
4.3.4 Najpouž́ıvaneǰsie M-odhady




kde ϵi je pri predchádzajúcom značeńı argument funkcie ρ(ϵi) a 1 ≤ p ≤ 2. Ak
p = 2, tak ide o klasický OLS-odhad. Č́ım menšie sa voĺı p, tým robustneǰśı je
daný odhad.
V nasledujúcej prehl’adnej tabul’ke (pozri tab. 4.1) sú uvedené možné vol’by funkcíı
ρ a ψ pre M -odhady modelu s parametrom posunutia (pozri [9] a [25]).
Odhad ρ ψ Medze pre x
Priemer 12x
2 x −∞ < x <∞
Useknutý priemer nekonvexná x |x| < c
(trimming) funkcia 0 |x| ≥ c
Winsorizovaný nekonvexná −c x ≤ −c
priemer funkcia x |x| < c
c x ≥ c
Medián |x| sgn(x) −∞ < x <∞
Huberova funkcia 12x
2 x |x| ≤ k
(k), k > 0 k|x| − 12k
2 k sgn(x) |x| > k
Hampelova po 12x
2 x |x| ≤ a
častiach lineárna a|x| − 12a
2 a sgn(x) a < |x| ≤ b
funkcia (a, b, c), ab− 12a







a c−|x|c−b sgn(x) b < |x| ≤ c
0 < a < b < c ab− 12a
2 + (c− b)a2 0 |x| > c
Andrewsova 1π2 (1− cosπx)
1
π sinπx |x| ≤ 1
śınusová funkcia 2π2 0 |x| > 1
Tukeyho funkcia k
2
6 [1− (1− (
x
k )
2)3] x(1− (xk )
2)2 |x| ≤ k
(biweight) k
2
6 0 |x| > k
Tabul’ka 4.1: Najpouž́ıvaneǰsie M -odhady pre model s parametrom posunutia.
Poznámka: Ako uvádza [13], Kagan, Linnik a Rao dokázali, že odhad metódou
najmenš́ıch štvorcov v lineárnom regresnom modeli je vel’mi citlivý k odchýlkam
od normálneho rozdelenia chýb. Tento odhad je pŕıpustný vzhl’adom ku kvadra-
tickej stratovej funkcii práve vtedy, ked’ sú chyby normálne rozdelené.
4.3.5 M-odhady v lineárnom regresnom modeli
Pre účely tejto kapitoly bude použitý lineárny regresný model v tvare (2.3) uve-
dený v kapitole 2.1. V tomto modeli predstavuje ϵ = (ϵ1, . . . , ϵn)
′ vektor vzájomne
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nezávislých reziúı s rovnakou distribučnou funkciou F . Táto distribučná funkcia
nie je všeobecne známa. Predpokladá sa ale, že F patŕı do určitého systému dis-
tribučných funkcíı F .
Ako už bolo uvedené, k odhadu parametrov βj, j = 1, . . . , k sa najčasteǰsie
použ́ıva metóda najmenš́ıch štvorcov. Tento odhad bol označený v predchádzajú-
com texte ako b (pozri kap. 2.1.1). Pre distribučnú funkciu F s konečným druhým
momentom je odhad b najlepš́ım nestranným lineárnym odhadom β [13].
Ako uvádzajú viaceŕı autori (pozri [13], [18]), odhad metódou najmenš́ıch štvorcov
je vel’mi nerobustný a citlivý k:
• odl’ahlým pozorovaniam Yi, i = 1, . . . , n,
• odl’ahlým pozorovaniam jednotlivých elementov matice X,
• odchýlkam od normálneho rozdelenia chýb ϵi, i = 1, . . . , n.
Tento odhad navyše zlyháva, ak má rozdelenie chýb t’ažké konce. Preto sa ku kla-
sickému odhadu metódou najmenš́ıch štvorcov hl’adajú robustné alternat́ıvy.
Pre lineárny regresný model (2.3) sa M -odhad parametra β definuje ako
















ρ (Yi −X i·β),
kde X i·, i = 1, . . . , n je i-ty riadok matice X a ρ : R → R je absolútne spojitá,




ψ (Yi −X i·β)X i· = 0.
Z podmienok uvedených v [13] možno ukázat’, že M -odhad parametra β je
asymptoticky normálny pre n −→ ∞, t. j. plat́ı:
L(
√
n(Mn − β)) −→ Nk(0, σ2(ψ, F )Q−1),
kde Q = limn→∞
1
n
X ′X je podl’a predpokladov pozit́ıvne definitná matica a pre
σ2(ψ, F ) plat́ı:




Pre M -odhad Mn plat́ı:
• Mn je ekvivariantný vzhl’adom k regresii, plat́ı:
Mn(Y −Xb) = Mn(Y ) + b, ∀b ∈ Rk,
• Mn nie je všeobecne ekvivariantný vzhl’adom k meŕıtku, neplat́ı:
Mn(cY ) = cMn(Y ), c > 0.
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Ekvivariantný odhad vzhl’adom k meŕıtku je možné źıskat’ bud’ studentizáciou,
alebo tak, že sa spolu s regresným parametrom β odhaduje aj meŕıtko:











kde Sn = Sn(Y ) ≥ 0 je vhodná škálovacia štatistika invariantná vzhl’adom
k regresii a ekvivariantná vzhl’adom k meŕıtku, t. j.:
Sn(c(Y +Xb)) = cSn(Y ), ∀b ∈ Rk, c > 0.
Ak je ψ(x) = ∂
∂x









Táto sústava môže mat’ viac koreňov, ale iba jeden z nich vedie ku globálne-
mu minimu úlohy (4.11). Za platnosti podmienok pre:
• škálovaciu štatistiku Sn uvedených v kapitole 4.3.2,
• funkcie2 ρ a ψ a
• maticu3 X
vždy existuje aspoň jeden koreň sústavy (4.12), ktorý je
√
n-konzistentným
odhadom β. Znenie tohoto tvrdenia možno aj s dôkazom nájst’ v [15].
(2) Meŕıtko spolu s regresným parametrom (t. j. dvojicu (Mn, s)) sa dá odha-




























kde χ(x) = xψ(x) − ρ(x), a =
∫









dP (z) má jednoznačné minimum v bode t = 0 a funkcia ψ je hladká.










Otázkou zostáva, ako spomedzi všetkých koreňov sústavy (4.12) nájst’ ten, ktorý
je
√
n-konzistentným odhadom β. K tomu možno použit’ aproximovaný eficient-
ný koreň sústavy (4.12) pomocou tzv. jednokrokovej verzie. Tá reprezentuje prvý
krok Newton - Raphsonovho algoritmu riešenia algebraických rovńıc.
Jednokroková verzia M -odhadu M (1)n zač́ına počiatočným
√
n-konzistentným








W n, c ̸= 0,
M (0)n , c = 0,
kde charakteristika W n je daná vzt’ahom:





























f (xS(F )) dψ(x), ak ψ je nespojitá.












Jednokroková verzia M (1)n je dobrou aproximáciou konzistentného odhadu
Mn, ak je ψ dostatočne hladká a plat́ı:
•
∥∥∥Mn −M (1)n ∥∥∥ = Op( 1n) všobecne, resp.
•
∥∥∥Mn −M (1)n ∥∥∥ = Op( 14√n3 ) za pŕıtomnosti skokov vo funkcii ψ.
4.4 L-odhady
L-odhad je označenie odhadu, ktorý je založený na usporiadaných pozorovaniach










kde 0 < p1 < . . . < pk < 1, c[1], . . . , c[n] a a1, . . . , ak sú dané koeficienty a h(·),













, i = 1, . . . , n,
t. j. tieto koeficienty sú ohraničené váhovou funkciou J : [0, 1] → R. L-odhad je
teda tvorený dvoma zložkami:
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• prvá zložka zahŕňa všetky usporiadané pozorovania a
• druhá zložka je lineárnou kombináciou konečného počtu výberových kvan-
tilov.
Preto odhady, ktoré obsahujú iba jednu z týchto dvoch zložiek je možné označit’
ako L-odhady typu I, resp. typu II.
4.4.1 Influenčná funkcia a bod zlyhania
Pomocou empirickej kvantilovej funkcie Qn(t) = F
−1
n (t) = infx{Fn(x) ≥ t},









Influenčnú funkciu štatistického funkcionálu T (F ) pŕıslušnému tomuto špeciálne-
mu L-odhadu je možné zaṕısat’ v tvare odvodenom v [13]:
IF (x;T, F ) =
∫ ∞
−∞




kde F a h sú absolútne spojité funkcie.









V nasledujúcej prehl’adnej tabul’ke sú uvedené najznámeǰsie L-odhady (pozri [13]).
Odhad Rovnica







i=1 (2i− n− 1)X[i]
α-useknutý prie-





























Tabul’ka 4.2: Najpouž́ıvaneǰsie L-odhady.
Poznámka: [nα] označuje celú čast’ č́ısla.
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4.4.3 L-odhady v lineárnom regresnom modeli
Rozš́ırenie L-odhadov na lineárny regresný model (2.3) nie je jednoduché. Odvo-
dit’ sa to podarilo až Koenkerovi a Bassettovi. T́ı za predpokladu, že matica X





ρα(Yi −X i·β), β ∈ Rk,
kde ρα(x) = |x|{αI[x>0] + (1− α)I[x<0]}, x ∈ R.
Uvedenú úlohu možno riešit’ simplexovou metódou, lebo ρα(x) je po častiach
lineárna konvexná funkcia (pozri [13]). Výsledkom riešenia sú regresné kvanti-
ly. Pomocou regresných kvantilov je možné definovat’ L-odhady parametra β li-
neárneho regresného modelu (2.3). Najznámeǰśım je regresný medián označovaný
ako L1-odhad, ktorý reprezentuje α-kvantil pre α =
1
2
. Pre praktické použitie je
najzauj́ımaveǰśı (α1, α2)-useknutý odhad metódou najmenš́ıch štvorcov:
Tn(α1, α2) = (X
′A′X)−1X ′AY ,
kde A = diag(ai), ai = I[X
′
i·β̂(α1) < Yi <X
′
i·β̂(α2)] sú váhy váženého odhadu
metódou najmenš́ıch štvorcov a 0 < α1 < α2 < 1. L-odhady regresného paramet-
ra sú ekvivariantné aj k regresii aj k meŕıtku [13].
Riešeńım duálnej úlohy vznikne regresné skóre s porad́ım. Tieto skóre majú
teda vlastnosti podobné vlastnostiam zoradených pozorovańı a dajú sa zaṕısat’
v tvare:
ân(α) = (ân1, . . . , ânn)
′ , 0 ≤ α ≤ 1.
Z duality β̂(α) a ân(α) plynie pre i = 1, . . . , n:
âni =

1, ak Yi >X
′
i·β̂(α),
∈ (0, 1), ak Yi = X ′i·β̂(α),
0, ak Yi <X
′
i·β̂(α).
Regresné skóre s porad́ım sa často využ́ıvajú pre studentizáciu M -odhadov ako
škálové štatistiky, ked’že sú invariantné vzhl’adom k regresii a ekvivariantné vzhl’a-
dom k meŕıtku (pozri [13]).
4.5 R-odhady
Nech X1, . . . , Xn je náhodný výber z rozdelenia so spojitou distribučnou funkciou
a Ri =
∑n
j=1 I[Xj≤Xi] je poradie Xi medzi X1, . . . , Xn, i = 1, . . . , n. Pre empi-
rickú distribučnú funkciu Fn výberu X1, . . . , Xn je možné ṕısat’ Ri = nFn(Xi),
i = 1, . . . , n. Poradia sú invariantné k triede rýdzo monotónnych transformácíı.
R-odhady boli navrhnuté ako inverzia testov založených na poradiach. Tieto testy
majú tú vlastnost’, že za platnosti nulovej hypotézy rozdelenie testového kritéria
nezáviśı na distribučnej funkcii pozorovańı.
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Pre náhodný výber X1, . . . , Xn so spojitou distribučnou funkciou
F (x − θ) so stredom symetrie θ sa hypotézu o strede symetrie (H0 : θ = θ0)
testuje znamienkovým testom založeným na poradiach. Testová štatistika tohoto





kde R+|i|(θ0) je poradie |Xi − θ0| medzi |X1 − θ0|, . . . , |Xn − θ0|, i = 1, . . . , n
a an(1) ≤ . . . ≤ an(n) sú skóre generované neklesajúcou skórovou funkciou







, i = 1, . . . , n.
Za platnosti nulovej hypotézy a F (x) + F (−x) = 1, x ∈ R sú sgn(Xi − θ0)
a R+|i|(θ0) stochasticky nezávislé a Sn(t) je nerastúca schodovitá funkcia. Preto
za platnosti H0 je Eθ0Sn(θ0) = 0 a rozdelenie Sn(θ0) je symetrické okolo nuly.
Odhadom θ0 je hodnota t, ktorá rieši rovnicu Sn(t) = 0. Ked’že Sn(t) nie je












R-odhady sú ekvivariantné vzhl’adom k posunutiu aj vzhl’adom k meŕıtku [13].
Všeobecne možno R-odhad tvorený skórovou funkciou φ+ vyjadrit’ ako riešenie
rovnice: ∫ ∞
−∞
φ(Fn(y)− Fn(2Tn − y))dFn(y) = 0, (4.14)
kde φ(u) = sgn(u− 1
2
)φ+(2u− 1), 0 < u < 1.
4.5.1 Influenčná funkcia
Influenčná funkcia štatistického funkcionálu T (F ) pŕıslušnému (4.14) je uvedená
v [13] v tvare:
IF (x;T, F ) =
φ(F (x))∫
R φ(F (y))(−f ′(y))dy
,
kde f je absolútne spojitá hustota symetrickej distribučnej funkcie F .
4.5.2 Najpouž́ıvaneǰsie R-odhady






φ (s) ds, i = 1, . . . , n.
Za φ sa najčasteǰsie voĺı (pozri [10]):
• φ(t) = t− 1
2
. . . Hodges-Lehmann
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. . . Ansari-Bradley-Siegel-Tukey




. . . Mood
• φ(t) = Φ−1(t) . . . normálne skóre, kde Φ je distribučná funkcia normál-
neho rozdelenia
• φ(t) = Φ−1(t)2 − 1 . . . Klotz












Nech existuje CAPM model v tvare:
rti − rtf = αi + βi(rtm − rtf ) + ϵti, (5.1)
kde i = 1, . . . , n označuje cenný papier a t = 1, . . . , T predstavuje čas (pozri [2],
[11] a [24]). Ide teda o mnohorozmerný lineárny model: r11 − r1f . . . r1n − r1f... . . . ...
rT1 − rTf . . . rTn − rTf
 =
=
 1 r1m − r1f... ...
1 rTm − rTf
( α1 . . . αn
β1 . . . βn
)
+
 ϵ11 . . . ϵ1n... . . . ...
ϵT1 . . . ϵTn
 ,
kde rti, rtm a rtf sú miery zisku i-teho cenného papiera, trhového indexu a bez-
rizikového akt́ıva v čase t.
Za účelom d’aľsieho popisu potrebnej teórie bude mnohorozmerný model
CAPM (5.1) uvažovaný v tvare:
Y = Xβ + ϵ, (5.2)
kde
• zložky matice Y sú yti = rti − rtf , i = 1, . . . , n a t = 1, . . . , T ,
• matica X je typu T × 2 a má v prvom st́lpci jednotky a v druhom st́lpci
vektor so zložkami xt2 = rtm − rtf , t = 1, . . . , T ,
• matica β je typu 2 × n a má v prvom riadku vektor so zložkami αi,
i = 1, . . . , n a v druhom riadku vektor so zložkami βi, i = 1, . . . , n.
Ide teda o model s n rovnicami, pričom v každej rovnici je T pozorovańı.
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5.1 Odhadovanie parametrov po zložkách
Pre model (5.2) je možné za platnosti predpokladov uvedených v kapitole 4.3
a za predpokladu, že jednotlivé cenné papiere i = 1, . . . , n sú vzájomne nezávislé






ρ(yti −X t·β·i), i = 1, . . . , n,
kde X t·, t = 1, . . . , T predstavuje riadkový vektor matice X a β·i, i = 1, . . . , n
predstavuje st́lpcový vektor matice β. To znamená, že model (5.2) sa rozpadne
na n nezávislých rovńıc a v každej rovnici sa dá aplikovat’ M -odhad pre odhad
parametrov β·i.




ψ(yti −X t·β·i)X t· = 0, i = 1, . . . , n,
pričom samozrejme muśı platit’ ψ = ρ′. Pomocou tohto prepisu sa teda úloha
minimalizácie stáva úlohou riešenia sústavy rovńıc. Existuje možnost’ použit’ aj
studentizovaný odhad, ak sa v minimalizačnej úlohe nahrad́ı funkcia ρ funkciou
ρ0:






kde si je škálovacia štatistika, t. j. skalárna veličina (pre podrobnosti pozri








Xt· = 0, i = 1, . . . , n.
5.2 Odhadovanie parametrov simultánne
Ciel’om tejto kapitoly je zohl’adnit’ korelácie medzi jednotlivými rovnicami v mo-
deli (5.2) podobne, ako bolo ukázané v kapitole 2.2.1 pre OLS-odhad.
Model v tvare (5.2) možno pomocou V ec operátoru a Kroneckerovho súčinu
preṕısat’ do tvaru:
V ec(Y ) = (In ⊗X)V ec(β) + V ec(ϵ),
kde pre V ec(ϵ) plat́ı:
E[V ec(ϵ)] = 0 a var[V ec(ϵ)] = Σ⊗ IT ,
kde Σ je pozit́ıvne definitná matica.
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Je zrejmé, že zložky V ec(Y ), ktoré pre tento model predstavujú jeden vektor,
a riadkové vektory matice (In ⊗ X) je možné preindexovat’ pomocou indexu
k = 1, . . . , T · n. Tento model sa dá totiž podobne ako v kapitole 2.2.1 preṕısat’
do tvaru:
y = xβ̃ + ϵ̃,
kde y = V ec(Y ), x = (In ⊗X), β̃ = V ec(β), ϵ̃ = V ec(ϵ).
Pre tento model je všeobecný M -odhad riešeńım minimalizačnej úlohy:




ρ(yk − xk·V ec(β)).




ψ(yk − xk·V ec(β))xk· = 0,
pričom samozrejme muśı platit’ ψ = ρ′.
Asymptotická variančná matica odhadu je odvodená v článku [16].
Poznámka: Možno použit’ aj studentizovaný odhad, ak sa v minimalizačnej
úlohe nahrad́ı funkcia ρ funkciou ρ0, ako bolo uvedené v predchádzajúcej kapitole.
5.3 Simulačná štúdia
Odhady po zložkách a simultánny M -odhad parametrov daného modelu v tva-
re (5.2) nie sú všeobecne rovnaké. Odhady sa ĺı̌sia väčsinou až na štvrtom de-
satinnom mieste, viac sa ĺı̌sia relat́ıvne eficiencie jednotlivých konštruovaných
odhadov. Ilustrujú to výsledky nasledujúcej simulačnej štúdie spracované v prog-
rame R-project1. Výstupy v praktickej časti boli inšpirované najmä článkom [11]
a skriptami k programu R-project [23] a [22].
Ciel’om praktickej štúdie bolo vytvorit’ niekol’ko možných simulácíı modelu
(5.2) z rozdeleńı, ktoré by mohli reálne v praxi nastat’, resp. z rozdelenia rtm
pozorovaného na dátach. Pre účely simulácíı bol použitý model (5.2) v zjedno-
dušenom tvare:
rti = αi + βirtm + ϵti, (5.3)
kde t = 1, . . . , T a i = 1, . . . , n boli zvolené vzhl’adom k počtu pozorovańı
v dátovom vzorku.
V dátovom vzorku boli k dispoźıcii pozorovania záverečných cien Pt z obdobia
01.11.1993 - 03.04.2003 pre 3 cenné papiere (Microsoft, GE a Ford), preto n = 3,
1 V d’aľsom texte bude desatinná čiarka označovaná bodkou. V softvéri R-project boli použité
tieto package: mvtnorm, VGAM, fGarch, SpatialNP, quantreg, car, ellipse, MASS. V jednot-
livých skriptoch sú uvádzané komentáre k jednotlivým vykonaným úkonom.
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d’alej v dátach bol k dispoźıcii 1 bezrizikový cenný papier (T-bill) a trhový index
(S&P 500)2:
• z 2363 denných pozorovańı cien3 bolo vytvorených 2362 denných pozorovańı
výnosov, preto T = 2362 a
• z 113 mesačných pozorovańı cien4 bolo vytvorených 112 mesačných pozo-
rovańı výnosov, preto T = 112.
K transformácii cien na výnosy bol použitý vzt’ah:
rti = 100[log(Pti)− log(Pt−1,i)].
Článok [11] uvádza, že rozdelenie výnosov jednotlivých cenných papierov sa
odlǐsuje od normálneho rozdelenia. Toto rozdelenie má na rozdiel od normálneho
t’ažké konce a najčasteǰsie sa uvažuje Studentovo t-rozdelenie. Vo vyššie zmiene-
nom článku je tiež uvedené, že reziduá majú aproximat́ıvne rovnaké rozdelenie
ako cenné papiere vstupujúce do modelu za použitia OLS-odhadu. Preto aj re-
ziduá majú rozdelenie s t’ažkými koncami. Ďalej sa v článku uvádza, že stupne
vol’nosti pre t-rozdelenie5 by mali byt’ od 2 do 10, najčasteǰsie 3.
Pre vektor rtm bolo (ako jedna varianta) v simuláciách uvažované normované
normálne rozdelenie N(0, 1). Ďalej bolo v štúdii predpokladané, že je tento vektor
daný GARCH(1, 1) modelom so štandardne nastavenými parametrami v progra-
me R-project6. Pre účely simulácíı bolo tiež pomocou programu R-poject skúmané
skutočné rozdelenie rtm. Za pŕıpustné rozdelenia boli považované normálne rozde-
lenie a t-rozdelenie7. Pre maticu chýb ϵ boli uvažované mnohorozmerné normálne
rozdelenie (s jednotkovou variančnou maticou a špecifickou variančnou mati-
cou) a mnohorozmerné Studentovo t-rozdelenie s 2, 3, 5 a 10 stupňami vol’nosti
2 Dáta pochádzajú z knihy
”
Statistics and Data Analysis for Finan-
cial Engineering“ profesora Davida Rupperta, dostupné na webovej stránke
”
legacy.orie.cornell.edu/∼davidr/SDAFE/data/capm.csv“.
3 Denné pozorovania boli k dispoźıcii ku koncu jednotlivých obchodných dńı.
4 Mesačné pozorovania boli stanovené vždy k poslednému obchodnému dňu mesiaca.
5 tυ označuje Studentovo t-rozdelenie s υ stupňami vol’nosti. V dokumentácii k programu
R-project je uvedené, že υ nemuśı byt’ celé č́ıslo (v takom pŕıpade sme overili, že generovanie
č́ısel pre takto definované t-rozdelenie nepochádza z rozdelenia so stupňami vol’nosti ⌊υ⌋ ani
⌈υ⌉, preto sa v práci môže vyskytovat’ t-rozdelenie s necelými stupňami vol’nosti). Ďalej sa












)) (1 + x2
n
)−n+12
pre všetky x reálne.
6 Ut sa riadi modelom GARCH(1, 1), ak
Ut = ht · Zt, t ∈ Z,
kde Zt sú nezávislé rovnako rozdelené náhodné veličiny, E[Zt] = 0, var[Zt] = 1 a plat́ı:




t−1, a0, a1, b1 > 0, t ∈ Z.
V programe R-project sú parametre nastavené ako a0 = 1e−6, a1 = 0.1, b1 = 0.8 a Zt ∼ N(0, 1).
7 K odhadovaniu parametrov rozdeleńı N(µ, σ) a tυ bola použitá funkcia ”
fitdistr“. Pre vek-
tor rtm boli ako pŕıpustné rozdelenia testované N(0, 1), N(µ, σ), t3 a tυ.
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(so špecifickou variančnou maticou). V jednotlivých simuláciách bola pre mnoho-
rozmerné rozdelenia špecifikovaná regulárna variančná matica V :
V =
 1 1/2 1/41/2 1 1/2
1/4 1/2 1
 .
Celkom bolo nasimulovaných 18 kombinácíı rozdeleńı ako pre denné simulované
pozorovania, tak aj pre mesačné pozorovania. Použité funkcie v programe
R-project a jednotivé simulované rozdelenia pre rtm a maticu chýb ϵ sú uve-
dené v nasledujúcej tabul’ke (pozri tab. 5.1).



































z dát pre denné pozoro-
vania: odhadnuté stupne





























Tabul’ka 5.1: Simulované rozdelenia pre rtm a ϵ.
Pre jednoduchost’ výpočtu bolo v simulačnej štúdii stanovené, že prvý riadok
matice β, t. j. vektor so zložkami αi, je nulový. Vektor so zložkami βi bol simulo-
vaný náhodne z intervalu (0, 2). Skonštruovaný počet simulácíı sa odv́ıjal od času
výpočtu v programe R-project:
• pre denné pozorovania bolo vytvorených 250 simulácíı8,
• pre mesačné pozorovania bolo vytvorených 1000 simulácíı9.
8 Doba spracovania bola približne 6 hod́ın.
9 Doba spracovania bola približne 3.5 hodiny.
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V každej simulácii bol vytvorený vektor pozorovańı rtm s d́lžkou T , matica
rezidúı (ϵti) typu T × n a matica parametrov modelu β typu 2× n. Následne bol
stanovený vektor10 rti a odhadnuté hodnoty αi a βi z modelu (5.3).
Funkcie pre odhadovanie parametrov boli zvolené na základe teórie uvedenej
v predchádzajúcich kapitolách. Zvolené funkcie aplikované na simulované dáta
sú uvedené v tab. 5.2. Pre simultánne odhady bol použitý model preṕısaný po-





v R-project) ako bolo uvedené v kap. 5.2. Odhady po zložkách vychádzali z teórie
uvedenej v kap. 5.1. Teória OLS-odhadu bola poṕısaná v kap. 2.1.1 a 2.2.1, teória
M -odhadov bola uvedená v kap. 4.3. Funkcie, ktoré boli pre tieto odhady použité

















simultánny Huberov M -odhad




simultánny Hampelov M -odhad




simultánny Tukeyho M -odhad
Tukeyho M -odhad skonštruovaný po zložkách
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Tabul’ka 5.2: Funkcie pre odhadovanie parametrov.
Na základe simulácíı boli skonštruované výstupné tabul’ky (pozri Pŕılohy pre
všetky tabul’ky11) v nasledujúcej štruktúre uvedenej v ukážkovej tab. 5.3, kde
v l’avom hornom rohu je označenie zvolenej kombinácie rozdeleńı (pozri tab. 5.1).
V softvéri R-project boli porovnané odhady parametrov βi (odhadnuté hodnoty
na základe funkcíı z tab. 5.2) s pôvodnými simulovanými hodnotami βi (skutočné
hodnoty), ked’že tieto odhady boli primárnym ciel’om práce. Výstupom uvedenej
tabul’ky potom bolo aj porovnanie stredných hodnôt absolútnych odchyliek sku-
točných a odhadnutých hodnôt (ozn. AbsSDbetai).
Stredné hodnoty absolútnych odchyliek skutočných a odhadnutých hodnôt
boli skonštruované podl’a vzt’ahu:






10 Z modelu (5.3), ked’že všetky veličiny na pravej strane sú známe.
11 V týchto tabul’kách nie sú uvádzané hodnoty αi a βi, ale iba stredné hodnoty absolútnych
odchýliek, eficiencia a pridelené skóre. Hodnoty odhadov nie sú pre účely porovnania jed-
notlivých simulácíı vypovedajúce, najmä čo sa týka odhadov βi, ktorých simulované hodnoty
pochádzajú z intervalu (0, 2) a ich hodnota je teda pre každú jednu simuláciu rôzna. Tabul’ky
v plnej štruktúre možno nájst’ na priloženom CD.
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kde bi je odhad simulovaného parametra βi a k označuje poradie jednotlivej si-
mulácie. Z týchto stredných hodnôt je následne spoč́ıtaný pomer udávajúci re-
lat́ıvnu eficienciu pre odhady skonštruované po zložkách:






MODEL“ predstavuje funkciu pre odhad po zložkách z tab. 5.2, resp. pomer
dávajúci relat́ıvnu eficienciu pre simultánne odhady:






MODELmulti“ predstavuje funkciu pre simultánny odhad z tab. 5.2. Po-
mer
”
relat́ıvna eficiencia βi“ bol teda vypoč́ıtaný zvlášt’ pre odhady po zložkách






























pôvodné (simulované) 0.0000 0.0000 0.0000 0.9946 0.9981 0.9885 0.0000
OLSmulti -0.0019 0.0017 -0.0009 0.9953 0.9955 0.9869 0.1286
OLS -0.0019 0.0017 -0.0009 0.9953 0.9955 0.9869 0.1286
L1multi -0.0013 0.0021 0.0028 0.9881 0.9954 0.9906 0.1069
L1 -0.0013 0.0021 0.0028 0.9881 0.9954 0.9906 0.1069
HUBERmulti -0.0020 0.0004 0.0007 0.9921 0.9971 0.9902 0.0963
HUBER -0.0016 0.0006 0.0007 0.9919 0.9971 0.9901 0.0963
HAMPELmulti -0.0017 0.0012 0.0005 0.9923 0.9982 0.9911 0.0992
HAMPEL -0.0014 0.0012 0.0007 0.9920 0.9983 0.9912 0.0988
TUKEYmulti -0.0010 -0.0003 0.0011 0.9906 0.9974 0.9925 0.0945



















































































pôvodné (simulované) 0.0000 0.0000 Inf Inf Inf 0.0000
OLSmulti 0.1314 0.1231 1.0000 1.0000 1.0000 1.0000 0
OLS 0.1314 0.1231 1.0000 1.0000 1.0000 1.0000 0
L1multi 0.1071 0.1041 1.2021 1.2269 1.1824 1.2038 0
L1 0.1071 0.1041 1.2021 1.2269 1.1824 1.2038 0
HUBERmulti 0.0988 0.0943 1.3354 1.3297 1.3056 1.3236 1
HUBER 0.0987 0.0945 1.3350 1.3313 1.3036 1.3233 0
HAMPELmulti 0.1021 0.0976 1.2961 1.2866 1.2612 1.2813 0
HAMPEL 0.1020 0.0976 1.3009 1.2880 1.2619 1.2836 0
TUKEYmulti 0.0982 0.0936 1.3598 1.3377 1.3159 1.3378 3
TUKEY 0.0984 0.0938 1.3594 1.3351 1.3131 1.3359 2
Tabul’ka 5.3: Ukážka výstupnej tabul’ky pre simulácie modelu.
Z relat́ıvnej eficiencie každého odhadu βi bola následne vypoč́ıtaná priemerná
relat́ıvna eficiencia, aby bolo možné porovnat’ výsledky a zvolit’ vhodný model
12 Ak je tento pomer napŕıklad vo výške 1.2, tak udáva, že odhad metódou najmenš́ıch
štvorcov bude rovnako dobrý ako robustný odhad práve vtedy, ked’ bude dátová vzorka pre
odhad metódou najmenš́ıch štvrocov o 20 % väčšia.
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pre reálne dáta. Odhadu, ktorý mal oproti OLS-odhadu najvyššiu priemernú re-
lat́ıvnu eficienciu, t. j. najlepšiemu odhadu bolo priradené skóre
”
3“, druhému
najlepšiemu odhadu bolo priradené skóre “2“ a tretiemu skóre
”
1“. Ďaľśım od-
hadom nebolo priradené žiadne skóre. Na základe priradeného skóre boli porov-
nané jednotlivé odhady. Toto porovnanie bolo urobené zvlášt’ pre denné (pozri
tab. 5.4) a mesačné simulácie (pozri tab. 5.5). V týchto tabul’kách je uvedený
súčet skóre pre:
• všetky simulované kombinácie rozdeleńı (
”
Súčet skóre“),
• tie kombinácie rozdeleńı, v ktorých sa neuvažujú chyby simulované z mnoho-
rozmerného normálneho rozdelenia (
”
Súčet skóre (bez norm/ nonorm)“),
• tie kombinácie rozdeleńı, v ktorých majú chyby Studentovo t3 alebo
t5-rozdelenie (”
Súčet skóre (iba student3/ student5)“) a
• tie kombinácie rozdeleńı, v ktorých majú rtm Studentovo tυ-rozdelenie od-
hadnuté z reálnych dát (
”
Súčet skóre (iba datastudent )“) pre denné pozoro-
vania, resp. normálne rozdelenie N(µ, σ) odhadnuté z reálnych dát (
”
Súčet














OLSmulti 16 0 0 6
OLS 10 0 0 4
L1multi 0 0 0 0
L1 0 0 0 0
HUBERmulti 15 15 8 7
HUBER 13 13 6 5
HAMPELmulti 11 5 0 3
HAMPEL 6 2 0 0
TUKEYmulti 20 20 12 7
TUKEY 17 17 10 4













OLSmulti 18 0 0 6
OLS 12 0 0 4
L1multi 0 0 0 0
L1 0 0 0 0
HUBERmulti 13 13 9 5
HUBER 9 9 5 4
HAMPELmulti 12 9 0 4
HAMPEL 7 4 0 2
TUKEYmulti 21 21 14 6
TUKEY 16 16 8 5
Tabul’ka 5.5: Porovnanie odhadov na simulovaných mesačných pozorovaniach.
Vyhodnotenie porovnania jednotlivých odhadov vychádzalo z počtu dosia-
hnutých skóre pre simulované rozdelenia:
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(1) Po zohl’adneńı všetkých simulovaných kombinácíı rozdeleńı bol vyhodno-
tený ako najlepš́ı:











(2) Za predpokladu, že chyby nemôžu nadobúdat’ mnohorozmerné normálne
rozdelenie bol vyhodnotený ako najlepš́ı:










(3) Za predpokladu, že chyby môžu nadobúdat’ iba Studentovo rozdelenie s tro-
ma alebo piatimi stupňami vol’nosti bol vyhodnotený ako najlepš́ı:











(4) Pre skutočné rozdelenie reálnych dát rtm bol po zohl’adneńı všetkých simu-
lovaných rozdeleńı matice chýb vyhodnotený ako najlepš́ı:


















Ked’že bolo v teoretickej časti poṕısané, že simultánny odhad zohl’adňuje
všetky korelácie pozorovańı rti, zameriava sa d’aľśı text iba na tieto odhady
13.
Z vyhodnotenia je naviac zrejmé, že bez ohl’adu na počet pozorovańı v simulačnom
vzorku vyšiel jednoznačne ako najlepš́ı Tukeyho simultánny
M -odhad. Na reálne dáta bola preto aplikovaná táto odhadová funkcia.
Ďalej boli v rámci simulačnej štúdie pre skutočné rozdelenia vektora rtm
skúmané aj stredné kvadratické odchýlky (MSE) podl’a vzt’ahu:






kde bi je odhad simulovaného parametra βi a k označuje poradie jednotlivej si-
mulácie. Rovnaký vzt’ah bol aplikovaný aj na odhady αi.
13 To potvrdzuje aj
”
Súčet skóre“ z tab. a , ktorý pre všetky simultánne odhady dáva pre
denné pozorovania súčet 62 a pre mesačné pozorovania súčet 64. Pre odhady po zložkách sú
tieto súčty v oboch pŕıpadoch nižšie, pre denné pozorovania to je 46, pre mesačné iba 44 bodov.
Podobnú úvahu možno urobit’ aj pre posledné st́lpce zohl’adňujúce rozdelenie reálnych dát.
Naviac pre všetky st́lpce uvedených tabuliek plat́ı, že simultánny odhad (
”
ODHADmulti“) má




Zo stredných kvadratických odchýliek je následne vypoč́ıtaný pomer udávajúci
relat́ıvnu eficienciu, a to preMSEαi , ale aj preMSEβi analogicky podl’a vzt’ahov
uvedených vyššie pre AbsSDbetai . Pomer ”
relat́ıvna eficiencia βi“ a ”
relat́ıvna efi-
ciencia αi“ bol teda opät’ vypoč́ıtaný zvlášt’ pre odhady po zložkách a zvlášt’ pre
simultánne odhady. Z relat́ıvnej eficiencie odhadov βi bola následne spoč́ıtaná
”




Odhadom bolo potom priradené skóre podl’a prinćıpu uvedeného vyššie, a to
jednak na základe hodnoty
”
Skóre beta“, ktoré udáva priemernú eficienciu odha-
dov parametrov βi a ”
Skóre“, ktoré udáva priemernú eficienciu všetkých odhadov
matice β. Ukážka výstupnej tabul’ky je uvedená v tab. 5.6. V tab. 5.7 sú uvedené
súčty dosiahnutých skóre pre všetkých 6 kombinácíı simulovaných rozdeleńı pre










































































































































OLSmulti 1 1 1 1 1 1 1 1 3 0
OLS 1 1 1 1 1 1 1 1 2 0
L1multi 0.0848 49.865 6.6585 0.6257 0.4269 1.5716 0.8747 9.8721 1 0
L1 0.0848 49.865 6.6585 0.6257 0.4269 1.5716 0.8747 9.8721 0 0
HUBERmulti 0.1295 722.7612 2.8084 0.0747 0.6198 1.4274 0.7073 121.3035 0 3
HUBER 0.1412 516.1053 2.9639 0.0729 0.626 1.2824 0.6605 86.8653 0 2
HAMPELmulti 0.8761 152.166 5.6048 0.0565 0.6998 1.3379 0.6981 26.7902 0 1
HAMPEL 1.0547 148.0879 4.6258 0.0569 0.6473 1.3051 0.6697 25.9629 0 0
TUKEYmulti 0.0907 16.2726 4.0903 0.0543 0.5436 1.9237 0.8406 3.8292 0 0
TUKEY 0.1084 17.9487 4.5252 0.0567 0.5317 1.7192 0.7692 4.1483 0 0













OLSmulti 0 0 OLSmulti 3 3
OLS 0 0 OLS 2 2
L1multi 9 9 L1multi 2 6
L1 6 6 L1 0 4
HUBERmulti 4 4 HUBERmulti 7 7
HUBER 2 2 HUBER 7 5
HAMPELmulti 2 2 HAMPELmulti 1 2
HAMPEL 1 1 HAMPEL 3 3
TUKEYmulti 6 6 TUKEYmulti 5 2
TUKEY 6 6 TUKEY 6 2
Tabul’ka 5.7: Porovnanie odhadov na základe MSE.
Skóre pridelené jednotlivým odhadom sa vel’mi neĺı̌silo v závislosti na tom, či
toto skóre bolo pridelované iba na základe priemernej relat́ıvnej eficiencie para-
metrov βi alebo všetkých parametrov (ilustruje to tab. 5.7). Vyhodnotenie po-
rovnania jednotlivých odhadov je preto nasledovné:
(1) vyhodnotenie iba na základe priemernej eficiencie βi (”
Súčet skóre βi“):
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Na reálne dáta bol sa na základe všetkých uvedených analýz aplikovaný aj
Huberov simultánny M -odhad14. Na reálne dáta sú v d’aľśıch kapitolách apliko-
vané odhady, ktoré uvádza nasledujúca tabul’ka:
Odhad s vyššou prioritou Odhad s nižšou prioritou
Denné pozorovania, T = 2362 TUKEYmulti HUBERmulti
Mesačné pozorovania, T = 112 TUKEYmulti HUBERmulti
Tabul’ka 5.8: Odhady aplikované na reálne dáta.
5.4 Aplikácia odhadov na reálne dáta
V tejto kapitole bolo vybraných niekol’ko portfólíı, ktoré boli použité v mnohoroz-
mernom CAPM modeli pre odhadovanie miery rizika beta a miery nerovnováhy
alfa. K odhadovaniu boli využité funkcie stanovené na základe simulačnej analýzy.
5.4.1 Základné portfólio
Ako bolo uvedené v predchádzajúcej kapitole, v základnom dátovom vzorku
(pre ktorý bola vykonaná aj simulačná štúdia) boli k dispoźıcii pozorovania
záverečných cien Pt z obdobia 01.11.1993 - 03.04.2003 pre 3 cenné papiere (Mic-
rosoft, GE a Ford), preto n = 3, d’alej v dátach bol k dispoźıcii 1 bezrizikový
cenný papier (T-bill) a trhový index (S&P 500). Z pozorovańı cien boli vytvorené
pozorovania výnosov (denné a mesačné). Na tieto výnosy bol následne aplikovaný
model (5.2).
Denné pozorovania výnosov
Dáta denných výnosov (jednotlivých CP) boli analyzované pomocou niekol’-
kých štatistických metód. Prvou použitou metódou bola analýza popisných šta-
tist́ık. Bola vytvorená tabul’ka obsahujúca minimum, maximum, priemer, medián,
14 Rozhodnutie bolo urobené na základe výsledkov skóre pre tento odhad vo všetkých uve-
dených tabul’kách - pre denné pozorovania bol tento odhad na základe analýzy
”
AbsSD“ vy-
hodnotený ako rovnako dobrý ako Tukeyho simultánny M -odhad, pre mesačné pozorovania
vol’bu Huberovho simultánneho M -odhadu potvrdila analýza
”
MSE“. Týmto odhadom ale ne-
prikladáme takú vel’kú váhu ako Tukeyho odhadom.
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smerodajnú odchýlku, šikmost’ a špicatost’ jednotlivých analyzovaných CP. Šik-
most’ udáva, či je rozdelenie symetrické15, špicatost’ udáva, či dáta majú špicateǰsie
rozdelenie vzhl’adom k normálnemu rozdeleniu16. Táto analýza je uvedená v na-
sledujúcej tabul’ke. Hodnoty výnosov jednotlivých CP viac menej koĺı̌su okolo












































tbill -19.7531 -0.0437 0.0000 8.7825 1.2592 -2.9938 42.3546
MSFT -16.9692 0.0983 0.0000 17.8826 2.4546 -0.1031 3.9308
SP500 -7.1127 0.0265 0.0342 5.5744 1.1559 -0.1023 3.2258
GE -11.2989 0.0597 0.0000 11.7487 1.9232 0.0230 3.0497
Ford -15.8690 -0.0015 0.0000 14.4914 2.2961 0.1151 3.9339
Tabul’ka 5.9: Popisné štatistiky pre denné výnosy jednotlivých CP.
Ďalej bola skonštruovaná matica korelácíı. Korelácie medzi jednotlivými výnosmi
CP reprezentujúcimi rti neprekročili hranicu 0.4, teda tu nebola pozorovaná vý-
znamná závislost’ jednotlivých výnosov. Korelácia výnosov a bezrizikového akt́ıva
taktiež nebola významná, bola menšia než 0.11 (pozri tab. 5.10).
tbill MSFT SP500 GE Ford
tbill 1.0000 0.0465 0.1003 0.1043 0.0889
MSFT 0.0465 1.0000 0.5860 0.3901 0.2657
SP500 0.1003 0.5860 1.0000 0.7478 0.4900
GE 0.1043 0.3901 0.7478 1.0000 0.3972
Ford 0.0889 0.2657 0.4900 0.3972 1.0000
Tabul’ka 5.10: Korelácie denných výnosov jednotlivých CP.
Hlavnou čast’ou analýzy boli hodnoty rti−rtf a rtm−rtf (výnosy jednotlivých















































MSTF-tbill -16.6127 0.1421 0.0930 17.8826 2.7062 0.1886 3.4352
GE-tbill -10.7787 0.1034 0.0713 15.1851 2.1861 0.3920 3.3792
Ford-tbill -13.0669 0.0422 -0.1047 18.7419 2.5187 0.6497 4.7113
SP500-tbill -9.2029 0.0702 0.0463 14.7785 1.6217 1.0349 10.4546
Tabul’ka 5.11: Popisné štatistiky pre denné pozorovania premenných modelu.
15 Kladný koeficient šikmosti hovoŕı, že ide o pozit́ıvne (pravostranne) zošikmené rozdelenie.
16 Kladný koeficient špicatosti hovoŕı, že dané rozdelenie pravdepodobnosti je špicateǰsie než




Od popisných štatist́ık výnosov rti sa významne odlǐsovali takmer všetky
popisné štatistiky (pozri tab. 5.9 a tab. 5.11), ale najmä šikmost’ a špicatost’
udávajúce tvar rozdelenia.
Ďalej bola pre hodnoty rti−rtf skonštruovaná matica korelácíı. Korelácie me-
dzi jednotlivými výnosmi vykazovali významneǰsiu závislost’, než pre jednotlivé
CP analyzované vyššie (rti) (pozri tab. 5.12).
MSTF-tbill GE-tbill Ford-tbill SP500-tbill
MSTF-tbill 1.0000 0.5123 0.3936 0.6742
GE-tbill 0.5123 1.0000 0.5140 0.8038
Ford-tbill 0.3936 0.5140 1.0000 0.6080
SP500-tbill 0.6742 0.8038 0.6080 1.0000
Tabul’ka 5.12: Korelácie pre denné pozorovania premenných modelu.
Rozdelenie, ktoré bolo pre účely d’aľsej analýzy smerodajné, bolo rozdelenie
vektora rtm−rtf , t. j. ”SP500-tbill“. Ako bolo uvedené v predchádzajúcej kapitole,
pŕıpustné rozdelenia pre tento vektor boli:
• normálne rozdelenie a
• Studentovo t-rozdelenie.
Tieto rozdelenia boli v programe R-project testované pomocou Kolmogorovho-
Smirnovho testu (KS-test) pre dva výbery, pričom jedným výberom bol skutočný
pozorovaný vektor
”
SP500-tbill“ (s d́lžkou 2362 pozorovańı) a druhým výberom
bol simulovaný vektor z požadovaného rozdelenia (s d́lžkou 10000 pozorovańı).
Nasledujúca tabul’ka popisuje výsledky týchto testov17.





Tabul’ka 5.13: KS-test skutočného a hypotetického rozdelenia pre denné pozoro-
vania premenných modelu.
Na základe skonštruovaných testov vyšlo ako jedno z najpriazniveǰśıch rozde-
leńı rozdelenie t3 a t3.99. Ked’že p-hodnoty týchto rozdeleńı sa ĺı̌sia len nepatrne,
bolo za rozdelenie vektora rtm − rtf zvolené práve Studentovo rozdelenie s 3.99
stupňami vol’nosti, ktoré bolo odhadnuté programom R-project18.
Pre t3.99-rozdelenie bol vytvorený tzv. QQ-plot (pozri obr. 5.1), ktorý ukazu-
je, či hypotetické kvantily zodpovedajú reálnym kvantilom v dátach. Hypotetické
17 Rozdelenie N(µ, σ) a tυ boli odhadnuté z reálnych dát pomocou funkcie ”
fitdistr“. Rozde-
lenia N(0, 1) a t3 boli zvolené subjekt́ıvne.
18 Ako už bolo uvedené vyššie, stupne vol’nosti v programe R-project nemusia predstavovat’
celé č́ıslo.
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rozdelenia vektora rtm − rtf , ktoré boli odhadované pomocou funkcie ”fitdistr“
v programe R-project sú zobrazené na obr. 5.2 spolu s rozdeleniami odhado-
vanými funkciou
”





histogram má v grafe skratku
”
hist“).






















SP500−tbill vs SimulPost z t_3.99 (T=2362)
Obr. 5.1: QQ-plot pre denné pozorovania premenných modelu.














































































































































Obr. 5.2: Porovnanie rozdeleńı pre denné pozorovania premenných modelu.
Súčast’ou analýzy bolo aj grafické znázornenie jednotlivých pozorovańı:
• Obr. 5.3 ukazuje, že v časových radoch hodnôt rti − rrf a rtm − rtf sa
vyskytujú odl’ahlé pozorovania. To potvrdzuje aj obr. 5.4.
• Na obr. 5.5 sú zobrazené histogramy premenných vstupujúcich do mode-
lu. Tieto histogramy ukazujú, že rozdelenia jednotlivých výnosov rti − rtf
a rtm − rtf majú t’ažké konce.
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• Závislosti medzi jednotlivými premennými zobrazuje obr. 5.6, pričom na dia-
gonále tohoto obrázku sú znázornené hustoty jednotlivých analyzovaných
premenných rti− rtf . Toto grafické zobrazenie potvrdzuje a doṕlňa tabul’ku
korelácíı (pozri tab. 5.12).





















































































































Obr. 5.4: Odl’ahlé pozorovania pre denné pozorovania premenných modelu.
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Obr. 5.5: Histogramy pre denné pozorovania premenných modelu.
MSTF.tbill





























scatterplot matrix pre r_tm−r_tf
Obr. 5.6: Závislosti pre denné pozorovania premenných modelu.
Odhady parametrov modelu (5.2) sú uvedené v nasledujúcej tabul’ke.
Tieto odhady sa pre aplikované odhady pŕılǐs neodlǐsujú19. Pravdepodobne je
to spôsobené najmä vel’kým počtom pozorovańı v dátovej vzorke a približne
rovnako rozloženými odl’ahlými pozorovaniami v jednotlivých časových
radoch, t. j. ńızke/vysoké hodnoty rtm − rtf často implikujú ńızke/vysoké
19 Odhadu
”
TUKEYmulti“ ale prikladáme väčšiu váhu ako odhadu
”
HUBERmulti“ (pozri
tab. 5.8). V tab. 5.14 uvádzame Huberov simultánny odhad iba pre porovnanie.
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MSTF-tbill 0.0515 1.1231 MSTF-tbill 0.0499 1.1227
GE-tbill 0.0255 1.1019 GE-tbill 0.0281 1.0960
Ford-tbill -0.0438 0.9514 Ford-tbill -0.0475 0.9438
Tabul’ka 5.14: Odhady parametrov modelu pre denné pozorovania.
Tieto odhady zobrazuje nasledujúci graf (na l’avej strane sú uvedené hodnoty
časových radov rti− rtf voči rtm− rtf a lineárna funkcia odhadu podl’a paramet-





HUBERmulti“ v grafe s mierkou [−2, 5] × [−2, 5]).
















































































































HUBERmulti“ pre denné pozorovania.





multi“ sa takmer zhodujú. Tieto rozdiely nemajú vplyv na nasledujúce závery
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plynúce z vel’kosti jednotlivých odhadov αi a βi.
Na základe teórie uvedenej v kap. 1 možno usúdit’, že výnos cenného papiera
spoločnosti Microsoft a GE sa pohybuje rovnako, ako výnos trhového indexu,
avšak o niečo rýchleǰsie. Rizikový parameter beta cenného papiera spoločnosti
Ford je niečo málo pod hodnotou 1, preto sa tento výnos pohybuje rovnakým
smerom, ako výnos trhového indexu, ale o niečo pomaľsie.
Čo sa týka miery nerovnováhy alfa, možno tvrdit’, že cenné papiere spoločnosti
Microsoft a GE sú na trhu mierne podhodnotené (čo môže byt’ najmä u CP Micro-
soft spôsobené
”
menom spoločnosti“) a cenné papiere spoločnosti Ford vykazujú
mierne podpriemerný výnos v porovnańı s očakávanou hodnotou.
Mesačné pozorovania výnosov
Dáta mesačných výnosov (jednotlivých CP) boli podobne ako pre denné po-












































tbill -35.4934 -0.9447 -0.3805 12.3379 5.9610 -2.0676 9.3802
MSFT -42.0881 2.0476 2.0538 34.1810 11.8219 -0.2123 1.1075
SP500 -15.7586 0.5428 1.0782 9.2324 4.6512 -0.6756 0.4038
GE -19.4471 1.1828 0.8338 17.5835 7.1327 -0.1866 -0.0832
Ford -24.4639 -0.0463 1.2633 29.6603 9.6716 -0.1867 0.1699
Tabul’ka 5.15: Popisné štatistiky pre mesačné výnosy jednotlivých CP.
Hodnoty jednotlivých výnosov už nevykazujú navzájom tak podobné štatistiky,
ako tomu bolo u denných pozorovańı. Stredné hodnoty sa od nuly významne od-
lǐsujú, pre CP Microsoft je priemer a medián vyšš́ı než 2. Naviac tento cenný
papier vykazuje vysoké absolútne hodnoty minima a maxima, jeho smerodajná
odchýlka je taktiež najvyššia zo všetkých analyzovaných CP. Pre CP Ford je prie-
mer výrazne odlǐsný od mediánu.
V nasledujúcej tabul’ke sú uvedené korelácie medzi hodnotami výnosov jed-
notlivých analyzovaných CP.
tbill MSFT SP500 GE Ford
tbill 1.0000 -0.0336 0.0402 0.0375 -0.0251
MSFT -0.0336 1.0000 0.6169 0.4572 0.2525
SP500 0.0402 0.6169 1.0000 0.7196 0.5258
GE 0.0375 0.4572 0.7196 1.0000 0.3484
Ford -0.0251 0.2525 0.5258 0.3484 1.0000
Tabul’ka 5.16: Korelácie mesačných výnosov jednotlivých CP.
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Korelácie medzi výnosmi CP reprezentujúcimi rti neprekročili hranicu 0.5, te-
da tu podobne ako pre denné pozorovania nebola odhalená významná závislost’
jednotlivých výnosov. Korelácia výnosov a bezrizikového akt́ıva bola zanedba-
tel’ná, ked’že sa pohybovala pod hranicou ±0.041 (pozri tab. 5.16).
Dáta boli následne analyzované aj ako jednotlivé vstupné premenné do mo-















































MSTF-tbill -40.8568 2.9923 2.6057 51.0611 13.4176 0.2623 1.1701
GE-tbill -21.1256 2.1275 1.9198 26.4764 9.1225 0.1332 -0.1747
Ford-tbill -20.5500 0.8984 1.5615 46.4938 11.4878 0.6835 1.7229
SP500-tbill -15.3885 1.4875 1.0144 26.9678 7.4121 0.7524 1.2763
Tabul’ka 5.17: Popisné štatistiky pre mesačné pozorovania premenných modelu.
Od popisných štatist́ık výnosov rti sa významne odlǐsovali takmer všetky po-
pisné štatistiky, najmä šikmost’ a špicatost’ udávajúce tvar rozdelenia. Pre hodno-
ty rti−rtf sa šikmost’ vo väčšine pŕıpadov približuje k nule a špicatost’ nenadobúda
väčsie hodnoty ako 2. Pre jednotlivé charakteristiky sa ale významne zmenili hod-
noty maximálnych a minimálnych hodnôt a smerodajná odchýlka, ktorá sa pre
všetky analyzované charakteristiky navýšila.
Korelácie medzi jednotlivými výnosmi rti − rtf podobne ako pre denné pozo-
rovania vykazovali významneǰsiu závislost’, než pre jednotlivé výnosy CP analy-
zované vyššie (rti) (pozri tab. 5.18).
MSTF-tbill GE-tbill Ford-tbill SP500-tbill
MSTF-tbill 1.0000 0.6116 0.4426 0.7110
GE-tbill 0.6116 1.0000 0.5670 0.8385
Ford-tbill 0.4426 0.5670 1.0000 0.6990
SP500-tbill 0.7110 0.8385 0.6990 1.0000
Tabul’ka 5.18: Korelácie pre mesačné pozorovania premenných modelu.
Rozdelenie, ktoré bolo pre účely d’aľsej analýzy smerodajné, bolo rozdele-
nie vektora rtm − rtf , t. j. ”SP500-tbill“. Pŕıpustné rozdelenia pre tento vek-
tor sa zhodujú s pŕıpustnými rozdeleniami pre denné pozorovania. Kolmogorov-
Smirnov test bol vykonaný taktiež rovnako ako pre denné pozorovania. Nasle-
dujúca tabul’ka (pozri tab. 5.19) popisuje výsledky týchto testov. Na základe
skonštruovaných testov vyšlo ako najvýznamneǰsie rozdelenie N(1.49, 7.382). To-
to rozdelenie bolo odhadnuté programom R-project. Pre rozdelenie N(1.49, 7.382)
bol teda skonštruovaný tzv. QQ-plot (pozri obr. 5.8).
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Tabul’ka 5.19: KS-test skutočného a hypotetického rozdelenia pre mesačné pozo-
rovania premenných modelu.



















SP500−tbill vs SimulPost z N(1.49,7.38^2) (T=112)
Obr. 5.8: QQ-plot pre mesačné pozorovania premenných modelu.
Hypotetické rozdelenia vektora rtm−rtf , ktoré boli odhadované pomocou fun-
kcie
”
fitdistr“ (t. j. okrem rozdelenia N(1.49, 7.382) aj rozdelenie t4.85) v programe















































































































































Obr. 5.9: Porovnanie rozdeleńı pre mesačné pozorovania premenných modelu.
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Rozdelenie N(1.49, 7.382) je aj podl’a grafických znázorneńı vel’mi dobrou apro-
ximáciou skutočného rozdelenia vektora rtm− rtf , aj ked’ pre kladné hodnoty má
empirické rozdelenie tohto vektora t’ažký koniec20.
Súčast’ou analýzy bolo aj grafické znázornenie jednotlivých pozorovańı:
• Obr. 5.10 ukazuje, že v časových radoch hodnôt rtm − rtf sa vyskytuje nie-
kol’ko málo odl’ahlých pozorovaníı. To potvrdzuje aj obr. 5.11 znázorňujúci
krabicové (škatul’kové) grafy. Na prvom obrázku je vidiet’, že pozorovania
časového radu CP GE sa vyv́ıjajú vel’mi podobne, ako pozorovania časového
radu trhového indexu S&P 500. Narozdiel od toho, časové rady CP Mic-
rosoft a CP Ford nadobúdajú aj hodnoty dvojnásobne väčšie ako hodnoty
trhového indexu. Na druhom obrázku môžno potom vidiet’, že CP GE ne-
vykazuje takmer žiadne výrazné odl’ahlé pozorovania.
• Na obr. 5.12 sú zobrazené histogramy premenných vstupujúcich do mo-
delu. Tieto histogramy sú na prvý pohl’ad vel’mi nesúmerné a pre nie-
ktoré charakteristiky vel’mi zošikmené (najmä histogram trhového indexu
S&P 500).
• Závislosti medzi premennými zobrazuje obr. 5.13. Toto grafické zobrazenie
potvrdzuje a doṕlňa tabul’ku korelácíı (pozri tab. 5.18). Na diagonále sú
zobrazené empirické hustoty jednotlivých analyzovaných premenných vstu-
pujúcich do modelu 5.1.














































































Obr. 5.10: Časové rady pre mesačné pozorovania premenných modelu.
20 Rozdelenie rtm−rtf by teda bolo možné poṕısat’ kombináciou rozdeleńı, napr. normálneho
































Obr. 5.11: Odl’ahlé pozorovania pre mesačné pozorovania premenných modelu.
























































Obr. 5.12: Histogramy pre mesačné pozorovania premenných modelu.
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MSTF.tbill























scatterplot matrix pre r_tm−r_tf
Obr. 5.13: Závislosti pre mesačné pozorovania premenných modelu.
Odhady parametrov modelu (5.2) sú uvedené v nasledujúcej tabul’ke21. Tieto
odhady sa pre aplikované odhady pre parametre rizika βi pŕılǐs neodlǐsujú. Čo




HUBERmulti“, a to najmä pre CP Microsoft. Tieto rozdiely ale



























































MSTF-tbill 1.2382 1.2033 MSTF-tbill 1.1521 1.2266
GE-tbill 0.4944 1.0502 GE-tbill 0.4921 1.0472
Ford-tbill -0.4817 1.0836 Ford-tbill -0.4581 1.0866
Tabul’ka 5.20: Odhady parametrov modelu pre mesačné pozorovania.
Jednotlivé odhady zobrazuje obr. 5.1422. Na základe teórie uvedenej v kap. 1
sa dá usúdit’, že výnosy všetkých cenných papierov sa pohybujú rovnako, ako
výnos trhového indexu, avšak o niečo rýchleǰsie. Oproti denným pozorovaniam
teda nastala zmena u CP Ford.
Čo sa týka miery nerovnováhy alfa, možno tvrdit’, že cenné papiere spoločnosti
Microsoft a GE sú na trhu podhodnotené, pričom CP Microsoft významneǰsie
21 Na základe tab. 5.8 by odhadom
”
TUKEYmulti“ mala byt’ prikladaná väčšia váha.
22 Na l’avej strane sú uvedené hodnoty časových radov rti − rtf voči rtm − rtf a lineárna




















než CP GE (pre CP Microsoft sa naviac nedá s určitost’ou na základe Tuke-
yho a Huberovho M -odhadu tvrdit’, ako vel’mi je tento cenný papier na trhu
podhodnotený), a cenné papiere spoločnosti Ford vykazujú podpriemerný výnos
v porovnańı s očakávanou hodnotou.

































































































L1multi“ pre mesačné pozorovania.
5.4.2 Upravené portfólio
V tejto kapitole bol v dátach nahradený cenný papier spoločnosti GE cenným
papierom spoločnosti Boeing23. K dispoźıcii pre CP Boeing bol časový rad pozo-
rovańı od 03.01.2000 do 11.08.2010. Ked’že sa d́lžka tohto časového radu nezho-
dovala s d́lžkou časových radov pre pôvodné dáta, bolo určené obdobie, v ktorom
sa tieto časové rady prekrývali. Toto obdobie bolo od 03.01.2000 do 03.04.2003.
Nahradenie CP GE vychádzalo z predchádzajúcej analýzy24, ked’že tento CP
uvádza len vel’mi málo odl’ahlých pozorovańı, a to jednak pre denné, jednak pre
23 Zdroj: Bloomberg.
24 Rozhodnutie bolo urobené na základe smerodajných odchýliek GE a GE-tbill, ktoré boli
najnižšie spomedzi všetkých analyzovaných CP, a to ako pre denné, tak aj pre mesačné pozo-
rovania. Ďalej bola využitá aj grafická analýza krabicových (škatul’kových) grafov jednotlivých
pozorovańı.
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mesačné pozorovania. K nahradeniu boli použité dáta o CP Boeing, ktoré za-
chytávajú obdobie teroristického útoku na dvojičky (World Trade Center) v USA
z 11.09.2001. V dátach je zrejmé, že sa po 10.09.2001 až do 17.09.2001 na bur-
ze neobchodovalo (pracovné dni 11.09. - 14.09.2001). Po tomto obdob́ı nastali
v dátach CP Boeing určité turbulencie, najmä prepad v cene, ktorý sa ale d’alej
ustálil do pôvodného stavu (pozri Pŕılohy, aj obr. 5.17).
Časové rady pre denné pozorovania boli teda zvolené s d́lžkou T = 811
a mesačných pozovańı bolo k dispoźıcii iba 39, preto T = 39. Pozorovania jed-
notlivých výnosov rti a rtm, ako aj výnosov vstupujúcich do regresného mode-
lu rti − rtf a rtm − rtf , boli pre jednotlivé denné/mesačné pozorovania ana-
lyzované jednak pomocou popisných štatist́ık a korelačnej analýzy, jednak po-
mocou grafického znázornenia. Všetky výstupné tabul’ky a obrázky sú uvedené
v kap. Pŕılohy. Finálna tabul’ka odhadov a graf porovnávajúci tieto odhady sú
uvedené aj priamo v texte a ich obsah je náležite okomentovaný.
Poznámka: Analýza v tejto časti nebola vykonaná s takým detailom ako v pred-
chádzajúcej kapitole. Ciel’om bolo poukázat’ na to, ako sú ovplyvnené odhady
odl’ahlými pozorovaniami.
Denné pozorovania výnosov





HUBERmulti“) boli použité aj pre tieto upravené dáta25. Pre
porovnanie odchýliek bol skonštruovaný aj simultánny OLS-odhad (
”
OLSmulti“).
Odhady parametrov modelu (5.2) sú uvedené v nasledujúcej tabul’ke. Jednot-




















































































MSTF-tbill 0.0013 1.1032 -0.0109 1.1125 -0.0547 1.1270
Boeing-tbill 0.0501 0.8341 0.0428 0.8246 0.0399 0.7839
Ford-tbill -0.0785 0.9131 -0.0731 0.9078 -0.0689 0.9046
Tabul’ka 5.21: Odhady parametrov modelu pre denné pozorovania (Boeing).
Tieto odhady sa pre aplikované odhadové funkcie iba vel’mi málo odlǐsujú.
Pravdepodobne je to spôsobené najmä vel’kým počtom pozorovańı v dátovej
25 Zvolené rozdelenia boli aplikované bez ohl’adu na to, že tieto dáta nemali rovnakú d́lžku
alebo rtm − rtf nemalo rovnaké rozdelenie, ako bolo testované v simuláciách.
26 Na l’avej strane sú uvedené hodnoty časových radov rti − rtf voči rtm − rtf a lineárna





HUBERmulti“ v grafe s mierkou [−2, 5] × [−2, 5].















vzorke (zhluk pozorovańı udáva parametre lineárnej regresnej priamky). Okrem
toho možno pozorovat’, že výsledky robustných odhadov sa navzájom viac pri-
bližujú ako výsledky OLS-odhadu. Odhady sú významneǰsie odlǐsné iba pre od-
had miery nerovnováhy alfa cenného papiera spoločnosti Microsoft. Jeho výsledky
ovplyvňujú rozhodnutie o tom, či tento CP je alebo nie je na trhu podhodnotený.
Čo sa týka miery rizika beta, jej odhad sa pre CP Boeing pŕılǐs neĺı̌si pre
robustné simultánné odhady Tukey a Huber, ale OLS-odhad vykazuje nižšie hod-
noty. Tento odhad pravdepodobne priložil väčšiu váhu odl’ahlému pozorovaniu
(pozri obr. 5.15, graf
”
2“ vl’avo), pre ktoré neplat́ı, že s nárastom rtm − rtf rastú
aj hodnoty rti − rtf (predposledné pozorovanie napravo v tomto grafe). Takéto
odl’ahlé pozorovania sú spravidla spôsobené výkyvmi v časovom rade rti − rtf
jednotlivých premenných a opačnými výkyvmi v časovom rade rtm − rtf (pozri
Pŕılohy, obrázok zobrazujúci časové rady).












































































































Na základe teórie uvedenej v kap. 1 sa dá usúdit’, že výnos cenného papie-
ra spoločnosti Microsoft sa pohybuje rovnako, ako výnos trhového indexu, ale
o niečo rýchleǰsie. Rizikový parameter beta cenného papiera spoločnosti Boeing
a Ford je málo pod hodnotou 1, preto sa tento výnos pohybuje rovnakým sme-
rom, ako výnos trhového indexu, no o niečo pomaľsie. Túto analýzu potvrdzujú
všetky skonštruované odhadové funkcie.
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Ďalej je možné uviest’, že CP spoločnosti Boeing sú na trhu mierne podhod-
notené a cenné papiere spoločnosti Ford vykazujú mierne podpriemerný výnos
v porovnańı s očakávanou hodnotou, t. j. sú nadhodnotené.
Mesačné pozorovania výnosov





HUBERmulti“) boli použité aj pre tieto upravené dáta27. Pre
porovnanie odchýliek bol skonštruovaný aj simultánny OLS-odhad (
”
OLSmulti“).




















































































MSTF-tbill -0.9992 1.3855 -1.3771 1.3895 -1.7683 1.4432
Boeing-tbill 1.7860 0.4050 1.7873 0.4159 1.6411 0.4032
Ford-tbill -2.1392 1.0869 -2.1105 1.0891 -2.0455 1.1165
Tabul’ka 5.22: Odhady parametrov modelu pre mesačné pozorovania (Boeing).
Odhady uvedené v tab. 5.22 treba brat’ s určitým nadhl’adom, ked’že v dátovej
vzorke bolo iba 39 pozorovańı. Výsledky odhadov sa śıce nezhodujú, ale závery
z nich plynúce na základe pravidiel pre mieru rizika beta a mieru nerovnováhy
alfa uvedených v kap. 1 sú pre všetky odhady zhodné28. Z výsledkov vyššie uve-
denej tabul’ky možno usudzovat’, že odhad miery rizika beta pre CP Ford je iba
mierne nad hladinou 1, preto by výnos tohto CP mohol približne zodpovedat’
výnosu trhového indexu. CP Ford má teda priemerné systematické riziko.
Jednotlivé odhady zobrazuje obr. 5.1629. Z grafickej analýzy sa dá usúdit’,
že odhady parametrov sú významneǰsie ovplyvnené odl’ahlými pozorovaniami
(najmä pre CP Microsoft). Naviac u CP Microsoft je možné pozorovat’, že ro-
bustné odhady miery beta sa takmer vôbec neĺı̌sia, avšak odlǐsnosti miery alfa sú
značné. Grafické znázornenie tejto situácie je vidiet’ aj na obr. 5.16.
27 Zvolené rozdelenia boli aplikované bez ohl’adu na to, že tieto dáta nemali rovnakú d́lžku
alebo rtm − rtf nemalo rovnaké rozdelenie, ako bolo testované v simuláciách.
28 Toto vyhodnotenie už bolo uvedené v práci niekol’kokrát, preto v tejto kapitole už nebude
uvedené.
29 Na l’avej strane sú uvedené hodnoty časových radov rti − rtf voči rtm − rtf a lineárna





HUBERmulti“ v grafe s mierkou [−2, 5] × [−2, 5].
























































































































OLSmulti“ pre mesačné pozo-
rovania (Boeing).
5.4.3 Zjednodušené portfólio
V tejto kapitole boli stanovené rovnaké odhady ako v predchádzajúcej kapitole
(pomocou rovnakých odhadových funkcíı pre denné/mesačné pozorovania), avšak
s tým rozdielom, že tieto odhady boli aplikované priamo na výnosy jednotlivých
CP, t. j. na hodnoty rtm a rti, a nie na výnosy upravené o výnos bezrizikového
CP T-bill. Predpokladá sa teda, že vektor rtf je nulový.
Poznámka: Analýza v tejto časti bola vykonaná ešte s menšou mierou detailu
ako analýzy uvedené v predchádzajúcich kapitolách. Graficky boli analyzované
jednotlivé časové rady, odl’ahlé pozorovania a výsledky jednotlivých odhadov.
Ciel’om bolo znovu len poukázat’ na to, ako vel’mi sú ovplyvnené odhady odl’ahlými
pozorovaniami.
Denné pozorovania výnosov
Grafická analýza časových radov uvedená na nasledujúcich obrázkoch ukazu-
je, že jednotlivé výnosy analyzovaných CP (v tomto konkrétnom pŕıklade ide iba
o hodnoty rti, ked’že sa predpokladá, že rtf je rovné nule) vykazujú niekol’ko málo
odl’ahlých pozorovańı, ktoré sa ale javia ako významné, napr. prepad výnosu CP
Boeing po teroristickom útoku 11.09.2001. Dá sa predpokladat’, že odhad metódou
najmenš́ıch štvorcov bude skreslený práve týmito hodnotami.
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Obr. 5.18: Odl’ahlé pozorovania pre denné pozorovania (Boeing, rtf = 0).
Ako ukazuje tab. 5.23, odhady parametrov modelu (5.2) sa pre aplikované
odhadové funkcie navzájom takmer neĺı̌sia. Domnievame sa, že je to spôsobené
väčš́ım počtom pozorovańı v hlavnom dátovom zhluku, ktorý udáva trend li-
neárnej regresnej priamky. Odhady sú významneǰsie odlǐsné iba pre odhad miery
nerovnováhy alfa CP spoločnosti Microsoft. Jeho výsledky ovplyvňujú rozhod-
nutie o tom, či tento CP je alebo nie je na trhu podhodnotený. Závery plynúce
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MSTF-tbill 0.0230 1.1647 0.0084 1.1748 -0.0259 1.1928
Boeing-tbill 0.0284 0.7627 0.0171 0.7791 0.0001 0.8188
Ford-tbill -0.0986 0.8846 -0.0907 0.8987 -0.0857 0.9325
Tabul’ka 5.23: Odhady parametrov modelu pre denné pozorovania (Boeing, rtf =
0).
Odhady sú ilustrované na obr. 5.19. Je zauj́ımavé, že tieto odhady sa pŕılǐs
neodlǐsujú od odhadov uvedených v predchádzajúcej kapitole pre denné pozo-
rovania, t. j. bezrizikový CP nemá výrazný vplyv na odhady miery alfa a beta
jednotlivých analyzovaných CP.













































































































pozorovania (Boeing, rtf = 0).




Grafická analýza na nasledujúcich obrázkoch ukazuje, že jednotlivé časové ra-
dy výnosov vykazujú niekol’ko odl’ahlých pozorovańı, ktoré sa javia ako významné.













































































































Obr. 5.21: Odl’ahlé pozorovania pre mesačné pozorovania (Boeing, rtf = 0).
Časové rady obsahujú iba 39 pozorovańı, preto sa dá predpokladat’, že odhad
metódou najmenš́ıch štvorcov bude významne skreslený. Z obr. 5.20 je zrejmé,
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že odl’ahlé pozorovania sa vyskytujú práve tam, kde sa časové rady pre CP Mic-
rosoft, Boeing či Ford pohybujú výrazne opačným smerom ako CP S&P 500.
Pozorovanie v čase t = 20 pre CP Boeing je podl’a grafickej analýzy vyhodnotené
ako odl’ahlé, hodnota výnosu CP Boeing je menej ako −40, pokial’ čo hodnota
vysvetl’ujúcej premennej S&P 500 je približne −9.
Odhady parametrov modelu (5.2) sú uvedené v nasledujúcej tabul’ke. Jednot-




















































































MSTF-tbill 0.9418 1.6382 0.6275 1.6509 0.4131 1.7252
Boeing-tbill 0.2167 0.4704 -0.0520 0.5556 -0.5633 0.6391
Ford-tbill -1.9497 1.0287 -1.8629 1.0292 -1.6562 1.0359
Tabul’ka 5.24: Odhady parametrov modelu pre mesačné pozorovania (Boeing,
rtf = 0).










































































































pozorovania (Boeing, rtf = 0).
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Týmto posledným pŕıkladom bol dosiahnutý ciel’ práce, a to, že bolo ukázané,
ako vel’mi dokážu odl’ahlé pozorovania a odchýlky od predpokladov OLS-odhadu
ovplyvnit’ odhad parametrov lineárneho regresného modelu.
Odhady miery rizika beta pre CP Boeing sa vel’mi významne odlǐsujú naprieč
konštruovanými odhadovými funkciami. Pravdepodobne sa odhady pre CP Mic-
rosoft neodlǐsujú až tak významne (až na odhady miery nerovnováhy alfa) práve
preto, že odl’ahlé pozorovania sú rovnomerne roztrúsené ako u menš́ıch, tak aj u
väčš́ıch hodnôt grafu rtm voči rti, a teda sa ich celkový vplyv na odhady modelu
vzájomne ruš́ı. Odhady miery rizika beta pre CP Ford sú relat́ıvne stabilné. Naviac
v týchto dátach je možné pre všetky odhady pozorovat’ nekonzistenciu odhadu
miery nerovnováhy alfa. Pre CP Boeing sa naviac odhady miery nerovnováhy alfa
naprieč jednotlivými odhadovými funkciami nezhodujú v znamienkach, čo meńı
rozhodnutie o podhodnoteńı/nadhodnoteńı CP. Záver teda nie je jednoznačný.
Z podrobneǰsej analýzy jednotlivých odhadov uvedených v tejto a v predchá-
dzajúcej kapitole sa dá navyše usudzovat’, že odhady parametrov pre mesačné
pozorovania sa až tak vel’mi neĺı̌sia pre mieru rizika beta, ale vôbec sa nezho-
dujú pre mieru nerovnováhy alfa. Z toho je možné usudzovat’, že berzizikový CP
vel’mi neovplyvňuje odhad parametrov beta, ale výrazne vplýva na odhad miery
nerovnováhy alfa. Preto nemožno spol’ahlivo stanovit’, či sú cenné papiere na tr-
hu nadhodnotené (vykazujú podpriemerný výnos) alebo podhodnotené (vykazujú
nadpriemerný výnos).
Poznámka: Na záver bola ešte vytvorená jednoduchá simulačná analýza pre
jednorozmerný lineárny model, aby bolo potvrdené rozhodnutie o výbere Tuke-
yho M -odhadu. Model CAPM bol pre tieto účely uvažovaný v zjednodušenom
tvare (5.3), kde sa predpokladá n = 1 (jednorozmerný model) a T = 39 (ako v po-
slednom pŕıklade). Pre tento jednoduchý model bola urobená simulačná analýza,
pričom v každej simulácii bolo zvolené:
• α = 0, β = 1,
• vektor pozorovańı rtm z normálneho rozdelenia N(−1.19, 5.212), ktoré bolo
pozorované na reálnych dátach výnosov CP S&P 500 pre T = 39,













































Obr. 5.23: Rozdelenie vektora rtm, T = 39.
• vektor ϵ zo Studentovho t-rozdelenia s troma stupňami vol’nosti.
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Následne boli dopoč́ıtané hodnoty vektora rti.
Za účelom dosiahnut’ situáciu, ktorá často nastáva v reálnych dátach, bola nahra-
dená hodnota mediánu rtm v simulovanom vektore hodnotou mediánu navýšenou
o hodnotu maxima tohto vektora (hodnoty rti už samozrejme neboli prepoč́ıtava-
né). Tak bolo skonštruované odl’ahlé pozorovanie, ktoré by mohlo skreslit’ odhad
miery alfa a beta. Na takto skonštruované hodnoty rtm a rti boli aplikovalné tieto
odhadové funkcie (pozri tab. 5.2): OLS, HUBER, HAMPEL, TUKEY a L1.
Celý vyššie uvedený proces bol opakovaný 100-krát a následne boli spoč́ıtané
priemerné absolútne odchýlky odhadov od nastavených hodnôt α = 0 a β = 1
(AbsSDalfa a AbsSDbeta, pozri tab. 5.25). Pre ilustráciu bol skonštruovaný aj
obrázok zobrazujúci prvé štyri simulácie.
OLS HUBER HAMPEL TUKEY L1
AbsSDalfa 0.5235 0.2249 0.2406 0.1885 0.2075
AbsSDbeta 0.1375 0.0524 0.0549 0.0388 0.0475
Rozhodnutie podl’a alfa 1 3 2 5 4
Rozhodnutie podl’a beta 1 3 2 5 4
Priemerná AbsSD 0.3305 0.1386 0.1478 0.1137 0.1275
Rozhodnutie 1 3 2 5 4
Tabul’ka 5.25: Porovnanie odhadov v zjednodušenom simulačnom modeli.







































































Obr. 5.24: Porovnanie simulácíı v zjednodušenom modeli.
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Z vyššie uvedenej tab. 5.25 a obr. 5.24 je zrejmé, že robustné odhady umelému
odl’ahlému pozorovaniu nepriložili vel’kú váhu (odhady sa takmer trafili na hodno-
ty α = 0 a β = 1), avšak OLS-odhad toto pozorovanie zohl’adnil (odhady sú viac
ako dvojnásobne skreslené oproti robustným odhadom). Je dôležité podotknút’,




Účelom práce bolo aplikovat’ teóriu robustných odhadov na mnohorozmerný
CAPM model. Za týmto účelom boli použité M -odhady. Potrebná teória je uve-
dená v prvej polovici práce. V druhej polovici práce je uvedený simulačný expe-
riment a aplikácia jeho výsledkov na rálne portfóliá dát.
V simulačnej časti práce bolo urobené rozhodnutie o výbere vhodnej odha-
dovej funkcie na reálne pozorovania z dátového vzorku. Zo simulácíı sa ako pre
denné, tak aj pre mesačné pozorovania javil ako najlepš́ı simultánny Tukeyho
M -odhad. Tento odhad bol teda aplikovaný na reálne dáta. Ako d’aľśı odhad bol
pre porovnanie skonštruovaný aj Huberov simultánny M -odhad.
Na základe odhadových funkcíı stanovených v simulačnej štúdii pre pôvodnú
dátovú vzorku (pozorovania záverečných cien CP Microsoft, GE, Ford, S&P 500
a T-bill, počet pozorovańı cien bol 2363) boli urobené približne rovnaké závery pre
dátové vzorky denných a mesačných pozorovańı výnosov (výnosy boli skonštruo-
vané z cien pomocou logaritmickej transformácie, bolo vytvorených 2362 pozoro-
vańı denných výnosov a 112 pozorovańı mesačných výnosov jednotlivých CP):
• Pri denných pozorovaniach bolo ukázané, že výnosy CP Microsoft a CP
GE sa pohybujú rovnakým smerom ako trhový index, ale o niečo rýchleǰsie.
Výnosy CP Ford podl’a analýzy vykazujú pomaľśı rast, avšak stále v smere
trhového výnosu. Dokonca by bolo možné podl’a odhadov miery rizika CP
GE a CP Ford tvrdit’, že ich systematické riziko je priemerné, lebo ich hod-
noty iba mierne koĺı̌su okolo 1.
Z odhadov bolo d’alej odvodené, že CP Microsoft a CP GE sú na trhu
mierne podhodnotené (miera alfa je väčšia než nula) a CP Ford zas mier-
ne nadhodnotený (miera alfa je menšia než nula), takže naopak vykazuje
podpriemerný výnos v porovnańı s očakávanou hodnotou. Všetky odhady
miery alfa ale významne koĺı̌su okolo nulovej hodnoty, čo by indikovalo, že
tieto CP sú na trhu ocenené správne a nie nadhodnotené/podhodnotené.
• Pri mesačných pozorovaniach bolo ukázané, že čo sa týka záverov pre denné
pozorovania, sú rovnaké aj pre mesačné pozorovania, akurát s tým rozdie-
lom, že odhady miery rizika beta sa pre CP GE a CP Ford viac pribĺıžili
k 1, teda bolo potvrdené priemerné systematické riziko.
Miera nerovnováhy sa pre jednotlivé CP značne diverzifikovala a potvrdila
”
mierne“ výsledky analýzy denných pozorovańı.
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Ďalej bola v práci dátová vzorka upravovaná tak, aby bola dosiahnutá čo
najväčšia miera odl’ahlých pozorovańı. Bola uvažovaná nová dátová vzorka (po-
zorovania cien cenných papierov Microsoft, Boeing, Ford, S&P 500 a T-bill, počet
pozorovańı cien bol 812), v ktorej boli nahradené pozorovania CP GE pozo-
rovaniami CP Boeing z obdobia teroristického útoku na World Trade Center
v USA dňa 11.09.2001. Tieto pozorovania vykazovali dostatok odl’ahlých pozoro-
vańı a pre d’aľsiu analýzu boli vyhodnotené ako vhodné. Z dátovej vzorky boli
opät’ skonštruované medzidenné (počet pozorovańı 811) a medzimesačné výnosy
(počet pozorovańı 39).
• Pre denné pozorovania boli potvrdené predchádzajúce výsledky pre CPMic-
rosoft a CP Ford. CP Boeing bol vyhodnotený ako CP s menš́ım výnosom
ako vykazuje trhový index a podl’a odhadov miery nerovnováhy alfa sa zdá,
že je na trhu ocenený správne. Navyše bolo v tejto analýze ukázané, že
robustné odhady poskytujú navzájom približne rovnaké výsledky a OLS-
odhad sa od nich ĺı̌si (odlǐsuje sa iba mierne, najma z hl’adiska vel’kého
počtu pozorovańı v hlavnej dátovej vzorke, ktorá určuje parametre lineárnej
regresnej priamky).
• Pre mesačné pozorovania nemožno tvrdit’, že došlo k zhode výsledkov s pred-
chádzajúcou analýzou. Miera nerovnováhy sa pre CP Microsoft a CP Ford
značne zmenila (u CP Microsoft sa jej výška v okoĺı hodnoty 1 śıce nezmeni-
la, avšak jej znamienko, udávajúce podhodnotenie/nadhodnotenie výnosov,
je odlǐsné, čo teda výrazne ovplyvňuje závery analýzy), ale miera rizika be-
ta sa hlavne pre CP Ford pribĺıžila predchádzajúcim hodnotám. Pre CP
Boeing bolo pozorované, že jeho výnos sa pohybuje o niečo pomaľsie ako
výnos trhového indexu (rovnakým smerom) a tento CP je na trhu výrazne
podhodnotený, takže možno usudzovat’, že vykazuje nadpriemerný výnos
v porovnańı s rovnovážnou hodnotou danou SML priamkou.
Posledná dátová vzorka bola skonštruovaná tak, že bol uvažovaný nulový vek-
tor pozorovańı T-bill, t. j. v modeli nebol uvažovaný bezrizikový cenný papier.
Vzorky denných a mesačných pozorovańı d’aľśıch cenných papierov zostali ne-
zmenené oproti druhej dátovej vzorke.
• Pri denných aj mesačných pozorovańı sa viac-menej potvrdili výsledky
analýzy na upravenej dátovej vzorke (s CP Boeing miesto CP GE), najmä
čo sa týka odhadov miery rizika beta jednotlivých analyzovaných CP. Vplyv
úpravy premenných CAPM modelu o bezrizikový výnos teda nemal vel’ký
vplyv na odhady miery alfa a beta.
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5.8 Odhady aplikované na reálne dáta. . . . . . . . . . . . . . . . . . 55
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5.21 Odhady parametrov modelu pre denné pozorovania (Boeing). . . . 69
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Pŕılohy
V nasledujúcich kapitolách su uvedené pŕılohy k diplomovej práci. Všetky skrip-
ty vytvorené v sotfvéri R-project, použité zdrojové údaje, výstupné tabul’ky
a obrázky sú uložené na priloženom CD.
Pŕıloha č. 1
Táto pŕıloha diplomovej práce sa týka výstupných tabuliek simulácíı k denným,
resp. mesačným pozorovaniam, kde sa pre model (5.3) predpokladá T = 2362,
resp. T = 112. V l’avom hornom rohu každej tabul’ky je vždy uvedená kombinácia
rozdelenia rtm a ϵ (pre podrobnosti pozri tab. 5.1). V jednotlivých tabul’kách sú
uvedené nasledujúce hodnoty:
• alfai, resp. betai . . . priemerné hodnoty odhadov parametrov za jed-
notlivé simulácie v danom modeli (5.3) (pre podrobnosti k použitým odha-
dovým funkciám pozri tab. 5.2,
• AbsSDbetai . . . stredná hodnota absolútnej odchýlky skutočnej simulo-
vanej hodnoty βi a jej odhadu,
• Relat́ıvna eficiencia alfai, resp. betai . . . priemer relat́ıvnych eficiencíı
odhadov alfai resp. betai,
• Priemerná relat́ıvna eficiencia . . . v pŕıpade skúmania AbsSDbetai ide
o priemer relat́ıvnych eficiencíı betai (prvých 18 tabuliek), v pŕıpade skúma-
nia MSE ide o priemer relat́ıvnej eficiencie všetkých odhadov (posledných
6 tabuliek),
• Priemerná relat́ıvna eficiencia alfa . . . priemer relat́ıvnej eficiencie od-
hadov alfai v pŕıpade skúmania MSE (posledných 6 tabuliek),
• Priemerná relat́ıvna eficiencia beta . . . priemer relat́ıvnej eficiencie od-
hadov betai v pŕıpade skúmania MSE (posledných 6 tabuliek),
• Skóre . . . skóre pridelené odhadu na základe hodnoty priemernej re-
lat́ıvnej eficiencie,
• Skóre beta . . . skóre pridelené odhadu na základe hodnoty priemernej
relat́ıvnej eficiencie beta.
Výstupné tabul’ky sú uvedené v zložke s názvom
”
Prilohy“ na priloženom CD.
V priečinku
”
Priloha 1“ sa nachádzajú dokumenty
”
Priloha c 1.xlsx“ a
”
Prilo-
ha c 1.xls“. Na jednotlivých listoch dokumentov sú uvedené:
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• list č. 1 s názvom
”
dni AbsSD“ obsahuje výstupné tabul’ky pre denné po-
zorovania a porovnanie priemernej relat́ıvnej eficiencie odhadov na základe
priemerných absolútnych odchýliek odhadov,
• list č. 2 s názvom
”
dni MSE“ obsahuje výstupné tabul’ky pre denné pozo-
rovania a porovnanie priemernej relat́ıvnej eficiencie odhadov na základe
priemerných kvadratických odchlýliek odhadov,
• list č. 3 s názvom
”
mesiace AbsSD“ obsahuje výstupné tabul’ky pre me-
sačné pozorovania a porovnanie priemernej relat́ıvnej eficiencie odhadov
na základe priemerných absolútnych odchýliek odhadov,
• list č. 4 s názvom
”
mesiace MSE“ obsahuje výstupné tabul’ky pre me-
sačné pozorovania a porovnanie priemernej relat́ıvnej eficiencie odhadov
na základe priemerných kvadratických odchlýliek odhadov.
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Pŕıloha č. 2
Táto pŕıloha obsahuje odkazy na výstupné tabul’ky a obrázky pre dátovú vzorku
denných/mesačných pozorovańı, v ktorej bol nahradený cenný papier spoločnosti
GE cenným papierom spoločnosti Boeing (pŕıloha ku kap. 5.4.2).
Výstupné tabul’ky a obrázky sú uvedené v zložke s názvom
”
Prilohy“ na pri-
loženom CD, v priečinku
”
Priloha 2“. Koncovky názvov jednotlivých súborov
udávajú, či sú tieto obrázky konštruované pre denné alebo pre mesačné pozoro-
vania (pre denné pozorovania je to koncovka
”




Obrázky a tabul’ky boli konštruované rovnako ako pre účely kap. 5.4.1, pre-
to je z ich názvov možné jednoducho odvodit’ ich obsah. Pŕıloha obsahuje pre
denné a mesačné pozorovania premenných vstupujúcich do modelu CAPM tieto
výstupy:
• tabul’ku popisných štatist́ık,
• korelačnú maticu,
• tabul’ku KS-testov,
• graf časových radov,
• krabicové (škatul’kové) grafy,
• histogramy,
• porovnanie odhadnutých rozdeleńı pre rtm − rtf a
• QQ-plot pre zvolené odhadnuté rozdelenie.
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