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ABSTRACT

Expert locator systems are specialized forms of knowledge management systems used to create social relationships between
novice and expert users for the purpose of knowledge location, transfer, and utilization. Ranging from simple directories of
experts to complex systems that facilitate interactive discourses in multimedia environments, they allow organizations to
better capitalize on knowledge assets located throughout their enterprises. These systems are especially useful in large
organizations that utilize obsolete technologies, but have only limited knowledge resources with which to maintain them. A
key component of any successful system implementation is user trust, which develops quickest in systems that provide
routinely usable information. Following a literature review, research propositions are presented that the factuality and
effective communication of information provided by experts have an effect on how the novice users develop trust, not only
toward the expert users, but also toward the expertise locator systems used to locate them. Lastly, implications of these
propositions are briefly discussed.
Keywords

expert locator systems, trust
INTRODUCTION

Rotter (1967) defined trust as “an expectancy held by an individual or a group that the word, promise, or verbal or written
statement of another individual or group can be relied upon”. In this context, trust has three primary components:
dependability, predictability, and faith (Rempel et al., 1985). Dependability is related to the general infallibility of an entity
such that decisions may be made based on information obtained from it. An entity is considered to have dependability if it is
generally free from error. For example, a worker’s estimate of the number of overtime hours worked on a Saturday may not
be as accurate as the recorded punches by a time clock. The time clock, being less prone to error, would then be considered
more dependable.
Predictability, on the other hand, is related to an expectancy of outcomes given a particular circumstance. For example, if a
driver turned on the radio of a car and, instead of hearing the expected music, the windshield wipers began working; the
outcome would not be what was predicted. Unlike two of the constructs of trust described by Rempel et al (1985), faith has
little to do with the person being trusted and more with the predisposition of the trusting person to develop trusting
relationships in the first place. For example, a person who suffered at the hands of an abuser may be much slower to develop
trusting relationships than a person that spent an entire life in a healthy, non-threatening environment. Consider also that
dictionary definitions of faith generally describe it as a solidly accepted belief of a concept without any proof that the concept
is true. Rempel et al’s concept of faith is similar. It is the construct of trust in which the trusting person forms an opinion as
to the trustworthiness of the other in the absence of any objective information. In interpersonal communications, information
about these three constructs of trust, dependability, predictability, and faith, is received by the communicating parties, which
then develop levels of trust towards each other accordingly.
Text-only chat environments are sometimes incorporated in a specialized form of knowledge management system known as
an expert locator system. These systems are used in organizations to assist novice users in locating expert users of a given
knowledge domain and often contain a mechanism for the facilitation of text-based knowledge sharing. That is, they often
contain some form of a chat system by which novice users can interact directly with expert users in text-only environments.
In environments such as these, novice users may often be hampered when trying to communicate due to inexperience, a lack
of vocabulary, or simple ignorance of the knowledge domain. This can result in the exchange of erroneous information
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between novice and expert users based on a misunderstanding of the facts. Of course, it is also possible that both novice and
expert users alike will make a mistake and communicate erroneous information. When an information system presents
information that may not be completely accurate, trust levels may not be as high. However, there appears to be a gap in the
research body regarding the effects of erroneous information on the trust levels that develop toward the systems that facilitate
communication between expert and novice users. To fill this research gap, researchers must understand the role that
erroneous information provided by experts has on how much the novice users will trust not only the expert, but also the
expert locator system. This information may prove useful in developing expert locator systems that will continue to be used
even when erroneous information is mistakenly presented by the experts that provide it. It may also prove valuable in
improving knowledge audit activities and in planning the timing of system implementation. The goal of this review is to
highlight the effect that erroneous information may have on novice acceptance and continued use of this type of knowledge
management system.
TRUST

Researchers have noted that trust definitions differ widely with context (Goudge and Gilson, 2005), such as when comparing
trust between communicators in an online chat room, to trust directed toward a website by a user, or when comparing group
trust to individual trust. For example, in a group context, definitions may include rhetoric that is not present in the context of
interpersonal trust. Barber (1983), defined trust in a group context as a “set of socially learned and socially confirmed
expectations that people have of each other, of the organizations and institutions in which they live, and of the natural and
moral social orders that set the fundamental understandings for their lives.” However, in an individual context, Komiak and
Benbesat (2006) define trust as having both an emotional and a cognitive context but no social context. Like the definitions
of trust, rhetoric used to describe the components of trust also differ based on the context in which they are given but is
generally similar to the three described by Rempel et al (1985) . For example, Komiak and Benbesat describe one of the
components of trust as a customer’s feelings about whether or not one should rely on an entity. This is similar to Rempel et
al’s (1985) description of the dependability, or reliability, of an entity, one of the three components given for trust. The same
concept can be found regarding components of trust with regard to trusting an information system. For example, the
perceived reliability of the technology used on an e-commerce website has been shown to be a component of the level of trust
that develops by visitors of the website. Visitors typically regard newer technology as more reliable and, hence, more
trustworthy than severely dated technology (Friedman et al., 2000). Users visiting a website designed with text-only HTML
menus may not view that website as being as dependable as one designed with java-enabled controls, hit counters, and active
media content.
Next, it is important that the output of a system meet the user’s expectations, similar to Rempel et al.’s (1985) idea of
predictability. If a user clicks on a button to cause an event, that event should occur. If a different event occurs, perceptions
of predictability will drop, as will overall trust levels. Finally, a perceived positive reputation has been shown to contribute
to an individual’s willingness to develop a trusting relationship (Friedman et al., 2000). A good reputation assists in the
development of trust without further evidence of trustworthiness, similar to how trust development can be hindered by
bigotry or negative experiences. The idea of differing levels of individuals’ willingness to develop trust is similar to Rempel
et al.’s (1985) notion of faith.
Bos et al. (2002), researched trust as it relates to cooperation and showed that, in some cases, social forces may cause trust to
develop more slowly in some cases than in others. For example, in the more media-rich environments of face-to-face
communications, trust levels develop quicker and tend to be stronger than in online text-only chat environments (Rocco,
1998). Richer communication environments generally allow for the communication of social cues such as facial expressions,
intonation changes in voice patterns, and gesturing, all of which are key to the development of interpersonal trust. However,
by engaging in social activities early in online communication, trust between individuals develops quicker and stronger than
between individuals who do not engage in such activities (Zheng et al., 2002). This supports the idea that text-only chat
communication is still a social phenomenon in which social forces influence the speed at which trust develops between
individuals.
When individuals interact to accomplish a clearly defined goal in a limited amount of time they must often rely on swift trust.
Swift trust develops when individuals must temporarily put aside their negative suspicions about the dependability of
individuals they do not know so that quick progress can be made toward accomplishing a common goal (Meyerson et al.,
1996). For example, in text only interaction involving the sharing of expert-novice knowledge, the novice must overlook the
absence of non-verbal cues about trustworthiness in order to develop trust in an expert, known only by reputation as relayed
by the knowledge management system. Similarly, in asynchronous online instruction environments, where the experts are
instructors and the novices are students, novices are typically unable to use non-verbal cues to trustworthiness that are
associated with face-to-face communication environments (Hiltz and Turoff, 2002). Like the novices that use knowledge
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sharing systems, students must be willing to develop swift trust in their instructors to share accurate knowledge, even though
they may have no information as to the instructors’ trustworthiness except for the position they have been assigned as one
who had knowledge worth sharing.
System errors have also been shown to have a strong negative influence on an individual’s willingness to develop trust in an
information system as well. In the context of individuals trusting automated systems, trust levels tend to decline as system
accuracy declines. Specifically, once automated systems do not present information as expected, once-high trust levels go
down (Lee and Moray, 1992). Once trust levels drop because of erroneous information, they may never fully recover to
previous levels (Lerch and Prietula, 1989). Similarly, as an information system’s reliability goes down, a user’s willingness
to trust that system also goes down. Individuals are not willing to develop trust in an information system that does not
generate consistently reliable and predictable output.
KNOWLEDGE MANAGEMENT SYSTEMS

The ability of an organization to leverage its assets against those of its competitors is one of the key factors that lead to
success. One corporate asset that can be both difficult to obtain and difficult to leverage is knowledge. Knowledge can be
referred to as the product of human learning, that is, the interpretation of information (Huber, 1991). Although the
definitions found in extant literature are similar for information and knowledge alike, many authors tend to regard
information as recorded concepts and knowledge as a set of beliefs concerning the interrelationships between those concepts
(Owen, 1999, Zimmermann, 2006, Rowley, 1998). Knowledge, therefore, is frequently used to describe an individual’s
insight or expertise concerning a particular knowledge domain.
Knowledge assets are generally held to be among the most critical to corporate success. Regardless of the position within an
organization, it is the possession of valuable knowledge that separates the expert from the novice and warrants the expert’s
higher compensation. The different and often changing needs of organizations make the ability to manage the knowledge
possessed by these experts critical to success. However, proper utilization of certain types of knowledge has proven to be a
challenge, which has led to increased study regarding the categorization of knowledge in order to describe differing issues
regarding knowledge management. For example, deep knowledge is knowledge typically found in technically complex areas
or in scientific areas, and differs from shallow knowledge, which might be found in social areas where understood theory and
organized learning is not as common (Paradice and Courtney, 1989). Another description of the knowledge found in
scientific domains is esoteric, meaning, that it applies to a very narrow domain. The opposite form of knowledge from
esoteric is exoteric, applying to a broader domain, the most extreme of which is sometimes referred to as common sense
(Mitroff and Linstone, 1993).
Within organizations, knowledge is frequently recorded as information for later use to decision makers. Information
recorded for later use is collectively referred to as declarative knowledge, while recorded methodologies, or ways of doing
things, are referred to as procedural knowledge (Paradice and Courtney, 1989). Similarly, explicit knowledge is knowledge
that can be easily recorded for later use, such as descriptions of best practices that have been collected for later sale by
business consultants. Other examples of explicit knowledge can be found in white papers, user manuals, articles, case
studies, etc. Tacit knowledge, on the other hand, exists only in the minds of individuals. An example of tacit knowledge
includes an individual’s insight, or expertise, in a given subject area. Knowledge such as this cannot be easily recorded or
codified. If it could, then learning the new knowledge would require nothing more than reading and memorizing. Rather,
such knowledge takes time to learn and is often gained through apprenticeships, trial and error, or other methods of exposure
over a long period. It is precisely this difficulty in acquiring tacit knowledge that gives both the individual and the
organization that possess it an advantage over those that do not. Furthermore, the longer it would take for one to obtain
valuable tacit knowledge, or the more rare the tacit knowledge becomes, the more valuable it becomes. Individuals
possessing valuable tacit knowledge often can demand higher wages or other benefits that others cannot. Proper utilization
of highly valuable tacit knowledge then becomes a strategic priority for organizations that, in turn, leads to the development
of specialized information systems to facilitate tacit knowledge transfer and utilization.
EXPERT LOCATOR SYSTEMS

An expert locator system is a specialized knowledge management system that is designed to facilitate the search for, location
of, and sharing of, tacit knowledge within an organization (Landry et al., 2006, Vestal, 2005). Researchers refer to this type
of system with a number of terms including expertise directory (Yuan et al., 2007) and expert locator (Britt, 2007).
Regardless of the term used, these systems are typically comprised of a directory of individuals with expertise in one or more
subject areas and a way for system users to search for, locate, contact, and sometimes communicate with those individuals to
help fill some need. The idea behind such systems is to facilitate the sharing of tacit knowledge between expert and novice
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users. This sharing is categorized as organizational knowledge transfer (Huber, 1991) and is a social process (Lindqvist,
2005).
Knowledge transfer, however, may not always be perfectly efficient. For example, factual knowledge that is shared may be
viewed differently by both experts and novices. Researchers have shown that experts store and process information and
knowledge differently than do novice users (Nash et al., 2006). One difference is related to the ways in which experts and
novices solve problems (Stylianou and Silver, 2004). Novices in mathematics often realize the value of graphically
representing a problem in geometry, but are slow to apply the method of graphic modeling to other areas of mathematics.
Experts in mathematics, on the other hand, quickly use graphic modeling as a problem solving aid in many areas of
mathematics. Another difference is related to the manner in which users specify information. Novice users may have
difficulty expressing or identifying the necessary details relating to a problem when seeking the advice of expert users, who
may likewise have difficulty choosing rhetoric suitable to novice users. In the case of expert locator systems that also
facilitate bi-directional exchanges between experts and novices, this communication difficulty can be mitigated somewhat.
Whether in an asynchronous email environment or a synchronous chat session environment, the ability to interact allows for
a more effective communication between the two parties. For example, when explicit knowledge is stored in the form of a
written report or case study, the expert from whom the knowledge originates is typically unaware of the expertise level of any
future readers. Novices may read the document when the expert is no longer available for dialogue, leaving the novice
unable to interpret properly the meaning of what is written. In the end, the knowledge is not effectively transferred from the
expert to the novice and the novice’s need for the knowledge goes unanswered. In the case of a chat session, however,
novice and expert alike can ask questions of the other regarding both the knowledge and the circumstance. If a novice asks a
question of an expert, the expert has the option of asking questions of the novice so that the expert can be very specific in
answering the novice’s questions. In situations such as this, the expert may also be able to deduce the expertise level of the
novice and may be able to alter the rhetoric used to facilitate better communication. This increased awareness of the presence
of another social entity in a communications environment is typically referred to as social presence. Increased levels of
social presence has been shown to lead to increased levels of trust development, even if the individuals are not in each others’
physical presence as is the case in an instant-messaging or chat exchange (O'Hare, 2002, Pavlou et al., 2007).
Some researchers have focused on social influences to suggest that knowledge management in general deals less with
managing tacit knowledge and more with managing those whose output is a product of what they know and learn (Watson
and Hewett, 2006). Because of the social forces that coincide with the use of these systems, several researchers have used
social exchange theory (Blau, 1964) as a lens through which to study them (Watson and Hewett, 2006, Tiwana and Bush,
2001, Bock and Young-Gul, 2002). Social exchange theory has been used by researchers to suggest that individuals use such
systems because they expect a balance to be maintained in the sharing of information. This balance typically takes the form
of an expectation of reciprocity, both in giving and in receiving (Kankanhalli et al., 2005), such that using a knowledge
system incurs an unwritten obligation to contribute to it at a later time. Conversely, individuals contribute to these systems,
expecting future returns in their favor. This may lead novices to begin contributing to these types of systems before their
knowledge in a particular knowledge domain matures. It may also discourage experts from contributing to these systems
because they do not have confidence in future returns.
Researchers using Social Exchange Theory have provided much insight into how often individuals use knowledge
management systems. For example, Watson and Hewett (2006) use social exchange theory to describe four main issues
affecting the frequency in which these systems are used including; (1) how fast an individual is promoted, (2) how long an
individual has been with the company, (3) how effective the shared knowledge was in terms of contributing to project
success, and (4) the frequency that shared knowledge is used. Watson and Hewett (2006) posit that when shared information
that contributes to project performance can be obtained by a knowledge sharing system, the knowledge sharing system will
likely be used more frequently. This concept is based on the idea that as valuable knowledge is shared by means of a
knowledge management system, individuals will use that system more often because they believe that further use will
continue to result in positive outcomes (Morgan and Hunt, 1994).
This leads us to the conclusion that, in expert locator systems in which effective communication of valuable information is
facilitated between expert and novice users, the trust that a novice user develops toward the expert should also develop
toward the expert locator system. Perhaps more importantly, however, the inverse should also hold true. Knowledge that
was either erroneous, misunderstood, or otherwise of less value will likely lead to lower levels of trust development toward
both the expert and the expert locator system, even though the system did not generate the information.
Proposition P1: The effectiveness of the communication of knowledge shared by experts and novices through an expert
locator system is directly related to higher levels of trust development by novices toward both the expert and the expert
locator system.
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Proposition P2: The accuracy of knowledge shared by experts and novices through an expert locator system is directly
related to higher levels of trust development by novices toward both the expert and the expert locator system.
FUTURE RESEARCH

Although this work is not a formal research proposal, this literature review has led to two propositions that may have
significant ramifications if they hold true and therefore warrant future study. In much of the literature reviewed, the focus
has been either in the area of trust in computer-mediated communications or that of trust toward an information system.
Little research was found that considered both the development of trust toward the other party and toward the facilitating
information system. Knowledge Management, like many other areas in which there are both social and technical factors that
affect system success, would benefit from research that addresses both simultaneously.
For addressing issues of trust developed by one individual communicator toward another, instruments and methodologies
have already been developed. Rotter’s Interpersonal Trust Scale (Rotter, 1967) questionnaire, for example, has been
successfully used to measure an individual’s general propensity to develop trusting relationships with others both in face-toface and in computer-mediated communications. While this scale is typically used to identify differences in tendencies to
develop trust, the Rempel et al. (Rempel et al., 1985) trust scale has been useful in measuring the trust levels that actually
develop during communication. When addressing issues of trust developed by information system users and directed toward
an information system, both instruments have been used successfully with slight modifications in wording and would likely
suffice for this type of study as well. The results of the Rotter scale could provide a valuable covariate to reduce variation in
studies that measure trust development using the Rempel scale.
Another area of research that may also contribute to this type of study is that of trust development toward avatars, or
animated human agents. While not the focus here, it should be noted that researchers have shown that trust development
toward avatars have both a social and a technical facet as well. Additional information regarding the development of trust
directed toward both the communicator and the communication system may be found in avatar research that can help to guide
future studies of specific types of knowledge sharing systems. Several research efforts were found that indicate that
individuals often develop trusting relationships with avatar interfaces in a manner very similar to the way that individuals
develop trusting relationships with humans during computer-mediated communication.
As has been shown to be a successful technique in similar research studies involving computer-mediated communication,
research involving expert locator systems that can also facilitate the communication between the novice and the expert should
be performed in controlled environments when possible. Research in this area seems to lend itself both to quasi-experimental
designs in field settings and to strict experiments in a lab environment. However, because the introduction of erroneous
information into systems in real-world environments may have negative ramifications for any organization that hosts this
type of research, a field setting for research may be difficult to locate. Lab experiments, therefore, may be more useful.
Furthermore, because this area involves novice user trust directed toward expert users and toward unfamiliar information
systems, research in this area may also successfully utilize student subjects, or subjects with little experience in the work
environment.
CONCLUSION

The main purpose of this paper is to propose that the effectiveness of communication and the accuracy of shared knowledge
influence the level of trust that novice users develop toward not only experts, but also toward the expert locator system used
to locate and communicate with them. Based on the literature, the effective communication of accurate information is
expected to have a positive influence on the amount of trust that develops between individuals and between an individual and
an information system. What if, however, the information in question was not actually generated by an information system,
but was actually information communicated by an expert user in a communication environment facilitated by the information
system? The proposition presented here deals specifically with novice trust levels directed at experts and knowledge sharing
types of expert locator systems together rather than toward only the expert users or toward only those systems that used to
sharing their knowledge. If these propositions hold true, the ramifications are significant.
First, these propositions suggest that the accuracy of information presented by expert users, and the effectiveness of their
communication with novices, is critical to the long-term acceptance of certain types of knowledge management systems by
novice users. Implementation of such systems in environments where there are no true experts may be counterproductive,
causing reluctance by novices to continue using them. In some instances, delaying implementation of such systems may be
warranted until enough experts can be identified to support key knowledge domains. Such delays can be significant in terms
of strategic impact, system cost, and other factors. Second, it could suggest that directing more research toward innovations
that assist in the identification of more valuable experts, at least in terms of information accuracy, may be warranted.
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Additional research in this area may also lead to a more effective method of identifying experts, which in turn may prove
valuable in improving the timing of implementation efforts. This may also lead to innovations that more accurately identify
individuals claiming to be experts that are, in actuality, novices in terms of the information they present. These conclusions
also suggest that the ability of individuals to communicate effectively should also be considered prior to labeling them as
experts. Lastly, additional research in these areas may lead to more effective knowledge audits by analysis of continued
patterns of usage of a knowledge management system by novices. Although arriving at such a conclusion will likely require
large amounts of data, the ability to identify areas of knowledge deficit is critical to strategic analysis and may well be worth
the expense.
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