Bayesian bootstrap was proposed by Rubin (1981) and its theoretical properties and application to survival models without covariates was studies by Lo (1993) and others. Bayesian bootstrap, empirical likelihood and bootstrap are di erent approaches based on the same idea, approximating the nonparametric model with the family of distributions whose supports are the set of observations. Based on this observation, we extended the Bayesian bootstrap framework to survival models with covariates and studied its large sample theory. The full Bayesian analysis of the proportional hazards models has been developed by many authors, but practitioners' routine use may be hampered due to the complexity of its computation. Bayesian bootstrap gives an simple alternative.
Introduction
The proportional hazards models have been widely used in many real applications in survival analysis because of Cox's partial likelihood argument. The simplicity of the model comes from the fact that in the partial likelihood the information about the regression coefcients can be separated from the information about the baseline hazard function which is statistically harder object since it is nonparametric in nature. Even though the proportional hazards model is nonparametric in nature (i.e. the baseline hazard function is completely unspeci ed), the analysis of the model is almost parametric.
The Bayesian analysis of proportional hazards models has been received attention from Bayesians including Kalb eisch (1978) , Hjort (1990) and Damien, Laud and Smith (1996) . There are many advantages of the Bayesian analysis. First, it gives smoother estimates of the cumulative hazards function (chf) than Nelson-Aalen estimator which is a step function. Second, while Nelson-Aalen estimator is not de ned beyond the last observation, Bayes analysis gives an estimator using the centering parametric model. Third, one can view the whole posterior distribution, i.e. it gives the full display of the posterior distribution of the regression coe cient and if the posterior distribution happen to be deviate from a normal distribution, for example, skewness, the deviation can be detected. Furthermore, by sampling from the posterior distribution, one can see the posterior sample chfs. Fourth, Bayes analysis does not depend on the asymptotic theory but on the exact nite sample posterior distribution.
The advantages of Bayesian analysis, however, do not come without price. First, the Bayesian computation of proportional hazards models involves the sample path generation of L evy processes and uses an approximation (exact sample path generation requires in nitely many random number generations). Second, its concept and implementation involves the concept of L evy processes which is usually out of the scope of many practitioners. This contrasts sharply to the frequentist counterpart, because due to the Cox's partial likelihood the frequentist analysis is operationally the same as a parametric analysis even if there is no parametric assumption on the form of the chf. The contrast is even sharper if the dimension of the parameter of interests is very small (i.e., for the data set analyzed in this paper the parameter of interests is 1-dimensional). In this situation, Bayesians need to go through a complicated process of L evy sample path generation to get a simple answer (i.e., in the example of section 4, 1-dimensional posterior distribution of the regression coe cient). The di culty of the full Bayesian analysis comes from the baseline hazards function which Bayesians need to model with a L evy process such as beta process (Hjort 1990) or gamma process (Kalb eisch 1978) . In a sense, the full Bayesian analysis spends more time and e ort to deal with the baseline cumulative hazard function (chf) of relatively moderate interests than with the regression coe cients of primary interests.
In this paper, we propose a Bayesian bootstrap for the proportional hazards model to circumvent the aforementioned complication of the full Bayesian analysis. Roughly speaking, in the proposed method, Rubin's Bayesian bootstrap (Rubin, 1981 ) is used to model the baseline hazard function and usual Bayesian approach is employed for the regression coe cients. In this way, we can avoid modeling the baseline hazard function as a full nonparametric parameter.
Bayesian bootstrap was rst introduced by Rubin (1981) as a variation of bootstrap (e.g. Efron 1979 ) or a weighted bootstrap. Indeed, the main idea of Rubin's Bayesian bootstrap is the same as that of bootstrap as well as empirical likelihood (Owen 1988) . Suppose X 1 ; ; X n are real valued independent and identically distributed (iid) random variables with a cumulative distribution function (cdf) F 2 F, where F is the class of all cdfs on R. The parameter of interests is a functional T(F) from F to R. An obvious point estimate is T(F n ) where F n is the empirical cdf. After the point estimate is speci ed, the primary interests of frequentists would be the con dence interval for T(F). The main idea of Efron's bootstrap or empirical likelihood is to reduce the nonparametric model to a parametric model, more speci cally, to reduce F to F n where
and x is the degenerate probability measure at x. Inference on T(F) is followed as if we started with the parametric model F n . The problem now becomes a parametric model for which we have many handles on. We illustrate the three methods, bootstrap, empirical likelihood, and Rubin's Bayesian bootstrap revolving around the main idea.
Bootstrap is the plug-in method. The distribution of T(F)(= T(F n )) is estimated by plugging-in F n in place of the true cdf F, i.e.,
L(T(F)jF) L(T(F)jF n ):
The empirical likelihood approach is a likelihood based method. The con dence interval for T(F) is based on the ratio of the empirical likelihood
Rubin's Bayesian bootstrap is the Bayesian approach. The Bayesian bootstrap posterior is posterior / empirical likelihood prior:
(1) For the unknown parameter p = (p 1 ; p 2 ; ; p n ), the prior that Rubin (1981) 
and the resulting posterior of p is Dirichlet(1; 1; ; 1).
In what follows, we will use the term Bayesian bootstrap likelihood (BB likelihood) instead of empirical likelihood, because the term empirical likelihood is reserved for the empirical likelihood approach. Interestingly, Rubin's Bayesian bootstrap posterior can be derived as the limit of the nonparametric posterior with Dirichlet process prior (Freedman 1963 , Ferguson 1973 . If the prior of F is Dirichlet process with parameter (i.e. F DP( )), then the posterior distribution is FjX 1 ; ; X n DP(
If (R) tends to 0, the limiting posterior distribution is DP(
which is the same as the Bayesian bootstrap posterior. Since (R) is often considered as the prior sample size, the Bayesian bootstrap posterior can be interpreted as the posterior derived from a noninformative prior. This property is also preserved in proportional hazards models. See section 3.5 for this matter. Considering Rubin's Bayesian bootstrap as (1), namely, the BB likelihood times prior, allows us to extend the Bayesian bootstrap from a distribution function to proportional hazards models. To do this, we should choose the BB likelihood and prior. The problem of choosing the BB likelihood is equivalent to choosing a reduced parametric model F n for censored observations. For this matter, Lo (1993) made a clever choice, namely,
where y i 's are uncensored observations. This choice works for the proportional hazards models, too. For the choice of prior, note that the prior (2) used in Rubin's Bayesian bootstrap is not proper. Interestingly, no proper prior gives a consistent posterior distribution. In this paper, we will give a necessary condition on priors with which the BB posterior distribution is consistent. In fact, we give conditions for a Bernstein von-Mises type result. The paper is organized as follows. In section 2, we brie y review the proportional hazard model. Section 3 includes the main contents of this paper : BB likelihoods, priors, posteriors and computational algorithms via Markov Chain Monte Carlo (MCMC). In section 4, a real data set is analyzed and the result is compared with other standard approaches. Asymptotic results of the proposed BB posterior are given in section 5 and discussions follow in section 6.
Cox's Proportional Hazards Models
Let X 1 ; : : : ; X n be survival times with covariates Z 1 ; : : : ; Z n where Z i 2 R p i = 1; : : : ; n. In most applications, the survival times are subject to right censoring, i.e., (T 1 ; 1 ; Z 1 ); : : : ; (T n ; n ; Z n ) are observed, where T i = min(C i ; X i ); i = I(X i C i ) and C 1 ; : : : ; C n are independent censoring variables with the common distribution function G. For i = 1; 2; ; n, de ne counting processes N i (t) = I(T i t; i = 1) and Y i (t) = I(T i t). Let N(t) = P n i=1 N i (t), N(t) = N(t) ? N(t?), and Y (t) = P n i=1 Y i (t). There are two forms of likelihood using product-integration for proportional hazards models, Poisson form and binomial form. For their interpretation, see Anderson, Borgan, Gill and Keiding 1993. Poisson form :
Binomial form :
If the baseline cdf F is absolutely continuous, both of them leads to the real likelihood, but otherwise, only the later yields the real likelihood. Nevertheless, the former as well as the later are used in derivation of BB likelihoods.
3 Bayesian Bootstrap Analysis 3.1 BB Likelihoods For each t, de ne D(t) = fi : N i (t) = 1g = ft 1 < t 2 < < t m g and R(t) = fi : Y i (t) = 1g. D(t) is the set of observations which failed at time t and R(t) is the set of observations which are still at risk at time t. Let T n be the set of all time points at which an observation failed, i.e., T n = ft : N(t) 1g and let F n be the set of all probability measures whose supports are T n . F n is the approximating model Lo (1993) used to derive Bayesian bootstrap for survival models without covariates. We also use this approximating model to derive Bayesian bootstrap for proportional hazards models. BB likelihood can be derived from Poisson form as well as binomial form likelihoods. We mainly focus on Bayesian bootstrap derived from Poisson form likelihood and will spare a small section for Bayesian bootstrap derived from binomial form likelihood.
In this derivation, assume the baseline chf A has hazards function a. Let A(t j ) = R t j t j?1 dA(t). Then, for i = 1; ; n,
The basic idea of the derivation is to approximate the chf A in the interval t j?1 ; t j ) with discrete version A(t j ).
where L P n ( ; A) is the Poisson form BB likelihood (PFBB likelihood).
Remark. The PFBB likelihood L P n ( ; A) is also used by frequentists for deriving the partial likelihood as the pro le likelihood. See Anderson et al. (1993) for detail.
The Prior
We recommend subjective proper prior for , when prior information is available for . The constant prior for can be used, but one needs to be careful about the propriety of the posterior. Speckman, Lee and Sun (1999) considered a general multinomial regression model and gave a necessary and su cient condition for the propriety of the posterior when the prior of regression coe cients is constant. Their conditions can be applied to the Bayesian bootstrap with the PFBB likelihood with slight modi cation of the proof. Let A = fz i ? z j : j 2 R(t) n D(t); i 2 D(t); t 2 T n g: Then, coni(A) = R p if and only if the posterior is proper, where the conical hull of A, coni(A), is the set of all conical combinations (nonnegative linear combinations) of the vectors in A. Interestingly, this condition is equivalent to the conditions for the uniqueness of MLE and the log-concavity of the partial likelihood given in Jacobsen (1989) .
A proper prior on A leads to posterior inconsistency and one has to use improper prior. In particular, for the PFBB we use
The motivation for prior (5) for some positive c. In particular, Kim and Lee (1999) showed that if
the posterior is consistent if and only if (s) = 1 almost everywhere in Lebegue measure. Here, b(x : a; b) is a density function of the beta distribution with parameters a and b. Since f s (x) can be considered as the density of jump size of the L evy process, this result has implication for the choice of the prior of A(t), i.e., A(t) needs to behave like 1= A(t) for A(t) near 0. This discussion does not suggest the exact form of the prior and we don't have rm theorectical basis for the recommendation of a single prior. Nevertheless, based on the observation that the marginal posterior distribution of obtained from prior (5) with PFBB likelihood is proportional to Cox's pro le likelihood times the prior of , as we shall see in the next section, we recommend prior (5) for PFBB likelihood.
The PFBB Posterior
With the prior (5) for A(t) and ( ) for , the posterior distribution of and A(t) is
The posterior distributions of A(t) for t 2 T n , given , are independent gamma distribu-
By integrating out A(t), we get the marginal posterior distribution of ;
concluding the marginal posterior of is proportional to the prior of times the partial likelihood. When one is only interested in the regression coe cient , this can be a justi -cation for the Bayesian analysis with the partial likelihood and the prior on , as was done in Volinsky et. al. (1996) . Some care must be given to the interpretation of A(T i ) for T i 2 T n . Since we derived the PFBB likelihood by setting A(T i ) = R T i T i?1 dA(t), A(T i ) should be interpreted as R T i T i?1 dA(t) not as the hazard at T i for discrete chfs. For example, the induced survival probability at t should be 1 ? F(t) = e ?A(t) = e ? P T i t; i =1 A(T i ) (6) and not
(1 ? A(T i )):
In fact, we can not use (7), because the distribution of A(T i ) which is a gamma is not restricted to 0; 1].
When there are no covariates, the PFBB posterior reduces to, for each t 2 T n , A(t) Gamma( N(t); r(t)); where r(t) is the cardinality of R(t), which is an alternative to Lo's BB for survival models without covariates. In section 3.5, we derive the Binomial form BB (BFBB) posterior which reduces to Lo's BB posterior.
An MCMC scheme for PFBB
The fact that the marginal posterior is the same as the prior of times the partial likelihood makes the computation simple. Here we give a formal MCMC steps:
(sampling , given data) Since the partial likelihood for is log-concave, if the prior of is log-concave or the constant prior, adaptive rejection sampling (Gilks and Wild 1992) can be used coordinatewise; (sampling A, given and data) The distributions of A(t) for t 2 T n are independent with A(t)j ; Data Gamma( N(t);
The MCMC scheme does not include the sample path generation of a L evy process and is much simpler than that of the full Bayesian analysis. If is only 1-dimensional, this scheme generates iid samples from the PFBB posterior. Since the partial likelihood is well behaved (i.e., it is log-concave, has unique mode and its tail decreases exponentially), the importance sampling with a multivariate normal density with mean at MLE and covariance a constant multiple of the inverse of the information matrix would give a reasonable result. 
Binimial Form Bayesian Bootstrap
With a similar argument as the PFBB likelihood is derived, the BFBB likelihood can be also derived by substituting (3) in (4) with A(t) instead of dA(t). (1 ? (1 ? A(t)) e
Neither of the full conditional distributions of and A(t) are well known distributions; however, using Metropolis-Hastings algorithm the posterior computation can be done. Contrary to the PFBB, in BFBB A(T i ) should be interpreted as the hazard at T i and (7) should be used for the survival probability.
If there are no covariates, with the prior ( A(t)) / A(t) ?1 (1 ? A(t)) ?1 : hence, for t 2 T n , A(t) is independent beta distribution, i.e.,
A(t) Beta( N(t); Y (t) ? N(t)):
This is the same as Lo's BB posterior for censored data. See the equation (3.6) in Lo (1993) . We just proved the following theorem.
Theorem 1 If there are no covariates, the BFBB posterior obtained from prior (8) is the same as Lo's BB posterior.
Also, it is interesting to see that the BFBB posterior with prior (8) can be obtained by letting the precision parameter c(t) goes to 0 in the full Bayesian model with the beta process prior for the baseline cumulative hazard function. See Appendix A.2 for the de nition of beta processes. Suppose that the prior of the chf A is the beta process with mean A (t) and precision parameter c(t). If the prior distribution of is given by ( ), then the posterior distribution of ( ; A) weakly converges to the BFBB posterior distribution as sup t2 0; ] c(t) ! 0, where is the study ending time. This is expected because the full posterior distribution in theorem 7 replaced all c(t) with 0 reduced to the BFBB posterior distribution. Here we state the result in a theorem and prove it in the appendix rigorously.
Theorem 2 Let L( ; AjData) denote the posterior distribution of ( ; A) from the beta process prior on A with mean A and precision c. Then, as sup t2 0; ] c(t) ! 0, we have
Proof. The proof is given in Appendix.
Due to this theorem, the BB analysis can be considered as a noninformative Bayesian analysis. Based on these two results, we recommend prior (8) 
An Example
We analyze the leukemia patient remission time data set which is analyzed by Laud, Damien and Smith (LDS, 1998) . Total 42 patients are divided to control and treatment groups with 21 patients each. The treatment group is given 6-mercaptopurine (or 6-MP) and the control group is given placebo. In this example, the parameter of primary interest is the regression coe cient which is only one dimensional. For Bayesian, it means 1-dimensional posterior distribution. For this simple question, the full Bayesian analysis needs to go through complicated L evy process sample path generation.
In table 3.4, we present the point estimates and 90% con dence intervals of from various methods. The rst block of rows of table 3.4 is quoted from Laud, Damien and Smith (1998) . They used the beta process with mean A (t) = 0:05t and c(t) = ke ?0:05t ; hence, if k tends to 0, sup t c(t) tends to 0. The second block of rows is the result of BB analysis. As theorem 2 indicates, the result of BFBB analysis is close to that of full Bayesian analysis with small k. The results of various frequentist analyses are presented in the third block of rows.
The result from the Breslow method is close to that of PFBB analysis, which is expected because two methods use the same likelihood. It is interesting to see that the result from the exact method is similar to that of BFBB. It is well known that the exact method gives better result than Breslow's method in the presence of large number of ties. In this view, we believe that BFBB works better with many ties than PFBB. This is also expected from the discussion in section 2, because when the true chf is not continuous the Poisson form likelihood is not the real likelihood, while the binomial form likelihood is. Figure 3 .4 is the histograms of samples from PFBB and BFBB posteriors. Figure 3 .4 and 3.4 are quantiles of survival probabilities and sample paths of the survival function from PFBB posterior. BFBB gives also similar results. In these two gures, a survival curve is drawn by linearly interpolating the estimates of survival probabilities at t 2 T n .
Asymptotic Results
In this section, we prove that the PFBB posterior distribution of and A is asymptotically equivalent to that of the maximum partial likelihood^ andÂ. We assume the following regularity conditions. Suppose that A 0 and 0 be the true values of A and . Condition (i) prevent ties. Condition (ii) assumes that the follow up ends before all patients die, which is satis ed in most practical problems. Condition (iii) is for technical purpose and this can be relaxed to the niteness of certain moments of Z. For example, see assumption 3.1 in Tsiatis (1982) . Condition (iv) is to avoid collinearity among the covariates and to ensure that the partial likelihood of has the unique MLE almost surely. Condition (v) is a standard assumption for Bernstein von-Mises type results. We consider only proper priors of for now. 
We rst state the result, which is of interest in its own right, that the bootstrap posterior density of converges to a normal density in total variation norm. This is stronger than usual Berstein von-Mises theorem for the usual Bernstein von-Mises theorem states that the posterior converges weakly to a normal distribution in probability (which generates the data), while our result states that the posterior density converges to a normal density in total variation norm almost surely. Theorem 3 and 5 still hold with the constant prior on . The argument of the proof for this case is essentially the same as the proof of theorem 8 in Speckman, Lee and Sun (1999) . For the proofs of theorem 3 and 4, we start with a theorem in Tsiatis (1981 
Combining (10) and (11) A consequence of Lemma 3 is that, for any sequence of n which converges to 0 almost surely, lim sup n jjl 0 ( n )jj=n is bounded. Similar results hold for the second and the third derivatives of the log-likelihood. Jacobsen (1989) showed that if A, which is de ned in section 3.2, span R p and the interior of the convex hull of A contains 0 then the log-likelihood is strictly concave and the MLE is unique. These two conditions are jointly equivalent to the condition coni(A) = R p .
Lemma 4 With probability 1, the likelihood function L n ( ) is strictly log-concave and the MLE is unique for all but nitely many n.
Proof. Let B be the distribution of Z 1 ? Z 2 . The assumption (iv) implies that 0 is in the interior of the support of B. With probability 1, there is T k < with k = 1. Given T k and Z k , the number of elements in R(T k ) goes to in nity as n tend to in nity and Z k ? Z j are iid with B for j 2 R(T k ). Since 0 is in the interior of the support of B, given Z k , T k and k ,eventually conifZ k ? Z j : j 2 R(T k )g = R p with probability 1. This implies P(coni(A) = R p for all but nitely many n) = 1 , completing the proof. ( 0 ) ; for all su ciently large n; with probability 1, Hence, we get the rst assertion. Also, since^ converges to 0 a.s., for large n, 
Furthermore, (14) still holds, even if q n is replaced by .
Proof. Let 0 < < 1 be given. Since is continuous at 0 and^ converges 0 a.s., we can choose 1 such that, for su ciently large n, Choose = minf 1 ; 2 g. For h with jhj p n, jg n (h) ? q n (h) ( 0 )j g n (h) ? q n (h) (^ + h p n ) + q n (h) (^ + h p n ) ? q n (h) ( 0 ) q n (h) (^ + h p n ) e Rn(h) ? 1 + q n (h) ( 0 ) (^ + h p n ) ( 0 ) ? 1 q n (h) ( 0 ) e Rn(h) ? 1 + e Rn(h) ? 1
Taking integration and limit supremum, LHS of (14) lim sup n!1 3 (2 ) p=2 j ? 1 n l 00 n (^ )j ?1=2 ( 0 ) The last inequality is due to Lemma 8 and the generalized Lebesque convergence theorem. Since > 0 is arbitrary, we get (15). Again, by the generalized Lebesgue convergence theorem (GLCT ? g n C jj + jj g n C ? ( 0 ) q n C jj + jj ( 0 ) q n C ? jj); (16) where C = ( 0 )(2 ) p=2 jI( 0 )j ?1=2 :
By Lemma 10, lim n!1 C n = C a.s.; hence, the rst term of (16) tends to 0 a.s. Again, by lemma 10, the second term of (16) tends to 0 a.s.; the third term of (16) tends to 0 by the GLCT. The nal assertion follows from the GLCT and the fact that, with probability 1, p n ! a.e. with respect to Lebesgue measure.
Let T n (t) = fT i t : i = 1g and n = ( p n( ?^ ) = x; Data). Note for given n p n(A(t) ? E(A(t)j n )) =
Here, given n , A(T i ) are independent random variables with
Lemma 11 For given n , p n(A(t) ? E(A(t)j n )) Proof. Since the process p n(A(t) ? E(A(t)j n )) is a L evy process, we utilize theorem 19 of section V.4 in Pollard (1984) . In this proof, for simplicity we use P( ), E( ) and V ar( ) for P( j n ), E( j n ) and V ar( j n ), respectively. Let Y n (t) = p n(A(t) ? E(A(t))): We, rst,
show the convergence of nite dimensional distributions by showing Lyapounov's condition. Suppose 0 s < t are given. Note that
Using the moments of gamma distributions, lemma 1 and lemma A.2 in Tsiatis (1981) , By (17), we have V ar(Y n (t) ? Y n (s)j n ) = 0 (t) ? 0 (s) + o(1) with probability one. Since 0 (t) is continuous, we can make PfjY n (t)?Y n (s)j g as small as possible for all but nitely many n with probability one by choosing t and s su ciently close. Hence, by theorem 19 of Section V.4 in Pollard (1984) , we conclude that Y n converges weakly to W( 0 ) on D 0; ] with probability one.
Proof of theorem 4. We use the same notation as in the proof of lemma 11. Since p n(A ?Â) = Y n + p n(E(A) ?Â), the proof will be completed if we show that that Therefore, we conclude (18), and so the proof of the theorem is done.
6 Discussion 6.1 PFBB or BFBB?
We proposed two Bayesian bootstraps based on the two di erent likelihoods: the Poisson form likelihood and the binomial form likelihood. The Poisson form likelihood unintention-ally assumes that the true distribution is continuous. This is because the Poisson form likelihood is the real likelihood only when the true distribution is continuous. If the true distribution is discrete, however, the Poisson form likelihood is not a real likelihood on the reduced parameter space T n . In contrast, the binomial form likelihood is the real likelihood on T n . In this view, BFBB is preferable to PFBB. This is partially supported by Table 3 .4, in which the result of BFBB analysis is similar to that with the exact partial likelihood which is known to be the best for many ties. In case when the true distribution is discrete, we suspect that BFBB may be better than any other partial likelihood approaches (Efron, Cox or Exact) , because in this case BFBB analysis is essentially the same as the full Bayesian analysis which uses the likelihood function completely, while the other partial likelihoods are not real likelihood. BFBB also has nice properties that with prior (8) it is the limit of the posterior with beta process as its precision parameter tends to 0 and that it reduces to Lo's BB posterior when there are no covariates. In spite of the indications that BFBB is preferable to PFBB, we recommend the PFBB over BFBB in most applications based on the following grounds. First, the PFBB posterior is simpler analytically and computationally than the BFBB posterior. Second, based on Table 3 .4 and Figure 3 .4, one might argue that the results of PFBB and BFBB do not di er signi cantly from one another, even if the data set we used in the analysis has more than moderate number of ties.
Choice of priors for A(t)
In section 3, we chose the prior (x) for A(t) as (x) = 1=x for the Poisson form likelihood and (x) = 1=(x(1 ? x)) for the binomial form likelihood. Based on the result of Kim and Lee (1999) , we can infer any (x) behaves like (x) c x ; near x 0;
for some positive c, makes the BB posterior distribution be asymptotically equivalent to that of the maximum partial likelihood estimators. For the PFBB likelihood, however, (x) = 1=x yields a simple form of the BB posterior distribution. In particular, the PFBB posterior distribution of the baseline chf is the sum of independent gamma random variables, which makes the MCMC algorithm easily implemented. The BFBB analysis with Haldane's prior (Haldane, 1931) (8) becomes the full Bayesian analysis if the true cdf is discrete. Again, based on Kim and Lee (1999) , we believe that BFBB likelihood with Haldane's prior leads to a consistent posterior even when the true distribution is continuous, while the well known Je rey's prior for the binomial probability, (x) = 1= p x(1 ? x), yields inconsistent posterior distribution when the true distribution is continuous.
So far, all of our arguments are based on the rst order large sample properties of the BB posterior distribution. At this point, we don't know small sample or higher order asymptotic properties of the suggested priors and more works for this direction (for example, nding new priors which work well for small sample cases) need to be done. In this direction, the work of Weng (1989) and Lo (1991) may be helpful. There is another possible approach in this direction using matching prior approach (see, for example, Datta and Ghosh, 1996) .
Future works
There are many possible applications of Bayesian bootstrap to censored observations with practical signi cance. In particular, when censoring types are other than right censoring (i.e. left censoring and interval censoring) frequentists' estimators are very computational demanding and estimation of their variances are sometimes impossible. In contrast, Bayesian bootstrap may be implemented easily for those complicated censoring observations by use of MCMC. and the BB posterior variance may be used as the variance estimate of MLE.
As was discussed in section 1, we view that Bayesian bootstrap, empirical likelihood and bootstrap are based on the same idea. We believe that this view would lead to the extension of Bayesian bootstrap to other nonparametric models such as regression models and mixture models. Shen et. al. (1999) showed the possibility of Bayesian bootstrap application to regression models, even though they never mentioned Bayesian bootstrap.
For it was shown that as the precision parameter of the beta process prior goes to 0, its posterior goes to the BFBB posterior, Bayesian bootstrap also might give the possibility of de ning the reference prior for nonparametric models. We don't know, though, how it can be justi ed rigorously.
By controlling prior distribution (x) for the baseline chf, we may achieve better higher order asymptotics in frequentist sense, which cannot be achieved by the full Bayesian approach. For Rubin's Bayesian bootstrap, see James (1997) for this matter.
The Final Remark
We believe that a Bayesian with su cient time and e ort should use the full Bayesian analysis for the full Bayesian analysis has many advantages mentioned in section 1. We simply provided an alternative to those who are chased by the time.
A Appendix

A.1 Compensator of L evy processes
To characterize a L evy process, Kim (1999,a) 
Proof. Kim (1999,a) showed that the compensator of the beta process with mean A (t) and precision parameter c(t) is given by (dt; dx) = c(t)x ?1 (1 ? x) c(t)?1 dxdA (t):
Now, combining Theorem 3.1 and Theorem 3.2 of Kim (1999,b) we can complete the proof.
Proof 
