This paper studies operators inspired by the fluctuation-dissipation theorem that consider the seasonality (non-stationarity) of the climate system, under conditions of limited sample size relevant to application of the method to observational records. The approach is used to predict the steady-state response of an atmospheric general circulation model to localized temperature perturbations.
1. Introduction invariant PDF. Following Majda and Wang (2010) and G2010, let the atmosphere be modeled as a 117 system of stochastic differential equations, 118 du dt + B(x,t) = σ (x,t)η(t)
where B(x,t) : R N → R N is a non-linear function of the state x and time t, σ (x,t) is a N x M matrix,
119
and η(t) is a M-dimensional white noise process. It is assumed that both B(x,t) and σ (x,t) are 120 periodic with period T 0 . That is:
121
B(x,t + T 0 ) = B(x,t)
σ (x,t + T 0 ) = σ (x,t)
The evolution of the PDF, ρ(x,t), of this system can be described by a Fokker-Planck equation
122
which by construct has a periodic cycle. In this case ρ(x,t) depends only on the period, ρ(x,t +
123
T 0 ) = ρ(x,t), and is denoted as ρ(x, s) where s ∈ [0, T 0 ). Conditioned on the periodic cycle, ρ(x,t), or more precisely ρ(x, s) is time invariant. Assuming ergodicity for a given period s,
125
ρ(x, s) becomes a probability measure over R N × S (Gershgorin and Majda 2010):
where one averages over both period and phase. In this case, an ensemble average may be re- functional relationship between W (x(t)) and the state exists. According to equation (5) in G2010,
134
the change δW (x(t)) due to a weak forcing δ f that is turned on at time t 0 along the time evolution 135 t of the system, is given by:
where C t 0 −t (0) = x(t)x(t) T is the lag zero covariance function for 137 {t|t = (t 0 − t ) + iT 0 , i = 0...∞}. avoid excessive sampling error, most of the lags that predict a seasonal response fall within the 150 same season that they come to predict. Therefore, the approach here will be to step away from the 
where C W (τ) denotes the lag τ seasonal covariance matrix W (x(τ))x(0) T and C (0) 
222
Since now the covariance matrix is defined in terms of dot products of discrete time-samples,
223
another advantage of this approach is the ability to incorporate domain specific knowledge into 224 the operator by replacing the dot product operation between time-samples with a kernel function.
225
A kernel function, K(x i , x j ), generalizes the concept of a distance between two sample points x i 226 and x j in a data set. It is assumed that the "closeness" of x i and x j relates to how similar they are,
227
while the choice of a specific kernel reflects domain-specific knowledge. The space spanned by 228 the kernel is defined by a Gram matrix, G, whose entries are the kernel products:
229
In this formulation the rank of G is at most the sample size. It is required that G be symmetric and,
230
at least conditionally, positive semi-definite (G = G T and ∀α : α T Gα ≥ 0). The space spanned
231
by the kernel is also given the name feature space, denoting the fact that the data is projected to a dinates be available. Note also that a careful choice of projection of the state may also be seen as 244 analogous to the coarse graining approach proposed by Colangeli et al. (2012) .
245
The approach described so far sets up the challenge of defining a feature space for the climate 246 state. Short of proposing an optimal feature space, we adopt an approach similar in spirit to
247
Crommelin and Majda (2004), Franzke et al. (2005) and others, and define the feature space in 248 terms of energy coordinates:
where C v = 717.0 J K −1 kg −1 is the specific heat of dry air under constant volume, and all the 250 values are taken as deviations from long term daily means. Thus the kernel is defined as the dot
After solving the eigenvalue problem using KPCA, 1200 components are retained, capturing 253 between 94.5 and 97.5 percent of the total variance. These serve as the basis for the climate state 254 for the operator. 
Experimental setup

256
The approach that will be taken in this work is adapted from F2014 and GB2007. This involves For comparative reasons, the forcing profile that will be used here is adapted from G2010 (as Table 1 . and meridional wind, show that these follow zonal wind, showing a decrease in skill when using 289 the standard approach.
290
Next we compare the transpose approach (Section 2b (ii)) using the energy kernel to one that 291 uses a linear kernel combining the same set of variables that were used to build the energy kernel.
292
The skill of the two kernels proves to be equivalent (not shown). The difference in skill between 293 the linear kernel and the standard approach suggest that early truncation of variables at each model 294 level may be the culprit for the inferior skill of the standard approach.
295
The time window that was used to construct the TP operator was also put to the test, considering to produce a reliable reduction.
301
As an intermediate summary, the transpose approach was found to be superior to the standard 302 approach. However, the addition of an energy kernel to the transpose approach proved to be a 303 convenience rather than a significant contribution to the skill, allowing to construct the operator 304 from a single variable rather than three. For the TP operator there is a small decrease in skill as the 305 day-of year window is increased from 31 to 61 days. However, these results depend on the sample 306 size, which in the current experiment was sufficient to support a 31-day window.
The following sections will be based on the transpose approach using the energy kernel when 308 constructing an operator, and a 31-day window for the TP operator. where the state at each pressure level was truncated independent of other pressure levels, and is 321 greatly improved through the use of the transpose approach. 
345
These suggest that the increase in skill for the given sample size would not exceed 5%, whereas 346 the improvement seen here is two to three times that. Also, in all of the cases that were studied 
tasks (panels (B) and (E) vs (A) and (D) respectively).
353
All of the operators show low skill in the hemisphere "away" from the forcing in extra-tropical 354 forcing cases. These opposite-hemisphere responses were generally small in amplitude, and the 355 lack of skill in this case is a consequence of the poor signal to noise ratio. For example, these 356 differences are clearly visible in Figure 3 . On the other hand, in the forcing hemisphere (labeled
357
'same'), the skill is generally high, and the improvement of annual predictions occurs mostly in 358 this hemisphere.
359
In order to give the reader a broader view of the performance of the operator, we provide two 360 cases at the extreme of the skill in terms of pattern correlation of annual predictions. First we show 361 the predictions across a set of variables for two forcing cases. Figure 5 shows the predictions for 362 heating centered about 165W 0N, where the pattern correlation is high across all variables, and 363 Figure 6 shows the predictions for heating centered about 30W 0N, which was a relatively difficult 364 case for the operator. In the latter case the pattern correlations for the predictions of relative 365 humidity and meridional wind speed were low. The former is due to lack of skill in the central
366
Pacific region, while the latter is due to a zonal offset between the predicted and true patterns.
367
Note that gross features of the true response are still predicted. forcing pattern is modified to mid-tropospheric heating as described in Section 3. In order to 384 remove uncertainties related to dimensionality reduction approach, the same approach that was 385 used for the TP operator (Section 2a) was implemented for the perpetual March system.
386
It is important to note some key differences between March in the seasonal case and perpetual which the operator is constructed, and perturbed runs, from which the true change is calculated.
393
As a consequence, in the seasonal case the operator is constructed over a smaller ensemble as March in the seasonal case, but the sample size is considerably larger.
399
We focus our attention on extra-tropical heating cases, where the differences between the two 400 systems are most apparent. Figure 9 compares zonal wind changes at 485hPa due to mid- record since the beginning of the satellite era, the use of an operator with a time window that tends 461 towards the seasonal time window may be preferred.
462
The dependence of the skill of the operator on the choice of a reduced representation was also 463 studied. The dependence of skill on the choice of state representation highlights the need to con-464 sider this carefully in applying the FDT approach. In the case of a finite sample, we proposed a 465 transpose approach, which sped computation and improved accuracy by removing the need for an 466 intermediate level-by-level dimension reduction. We further employed a kernel-based extension of 467 this approach, which was elegant but did not improve performance any further (noting that other 468 possible kernels could be tried in the future). We note that this approach is related to the non- found by KPCA can be seen as equivalent to the orthogonal set of eigenfunctions that compose 472 the true PDF (of the climate system). Unfortunately, joining the two approaches is not trivial since 473 kernels that are used for density estimation tend to lack a clean inverse transformation or domain 474 specific interpretation.
475
Future directions of this work will include estimation of the impact of measurement errors and 476 missing data on the operator, study operators for coupled atmosphere-ocean GCMs, as well as new 477 forcing patterns, and expand the study to include additional climate models. Since the operator 478 uses only the natural variability, an interesting application of the operator might be to use the 479 operator to attribute the responses of climate models for important forcing patterns to natural or 480 non-natural variability.
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