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Abstract
This paper deals with the global existence and blow-up of nonnegative solution of the degenerate
reaction–diffusion system with nonlinear localized sources involved a product with local terms. We in-
vestigate the influence of localized sources and local terms on global existence and blow up for this system.
Moreover, we establish the precise blow-up estimates. Finally, for the special case p1 = p2 = 0, we show
the blow-up set is whole region and the uniform blow-up profiles are obtained. These extend a resent work
of Chen and Xie in [Y. Chen, C. Xie, Blow-up for a porous medium equation with a localized source, Appl.
Math. Comput. 159 (2004) 79–93], which considered the single equation with localized sources.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the following coupled degenerate parabolic system with nonlinear
localized sources:⎧⎨
⎩
ut = Δum + up1vq1(x0, t), vt = Δvn + vp2uq2(x0, t), x ∈ Ω, t > 0,
u(x, t) = 0, v(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(1.1)
where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω , x0 ∈ Ω is a fixed point, m,
n > 1, p1, p2, q1, q2 are nonnegative numbers which ensure that the equations in (1.1) are
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are nontrivial nonnegative bounded continuous functions and vanish on ∂Ω .
As a physical motivation, the single equation⎧⎨
⎩
ut = Δum + aupuq(x0, t), x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω,
(1.2)
arises in the study of the flow of a fluid through a porous medium with an internal localized
source or in the study of population dynamics (see [6,12,16]). The global existence and blow-up
behavior have been considered by Y. Chen et al. [8] and the following results have been obtained:
(1) If p+q < 1, there exists a global positive solution; if p+q = 1, there exists a global positive
solution provided that a is sufficiently small.
(2) If p+q > 1, then there exists a global positive solution to problem (1.2) that the initial value
u0(x) is sufficiently small, and the positive solution u(x, t) blows up in finite time provided
that the initial value u0(x) is sufficiently large.
(3) Consider the special case p = 0. Under some appropriate hypotheses, the uniformly blow-up
property has been obtained.
Since 1970s, many important results have been obtained on blow-up problems for nonlinear
degenerate parabolic systems. We will introduce some in the following.
In [17,18], Galaktionov et al. obtained the blow-up results for the following system:
ut = Δuν+1 + vp, vt = Δvμ+1 + uq, for (x, t) ∈ Ω × (0, T ), (1.3)
with homogeneous Dirichlet boundary conditions, in particular they established sufficient condi-
tions of global existence and blow-up for general quasilinear system (1.3).
In [11], Deng considered the following degenerate parabolic system:
ut − Δum = uαvp, x ∈ Ω, 0 < t < T,
vt − Δvn = uqvβ, x ∈ Ω, 0 < t < T, (1.4)
with null Dirichlet boundary conditions. It was proved that if m > α, n > β and pq < (m−α)×
(n−β), every nonnegative solution is global, whereas if m < α or n < β or pq > (m−α)(n−β),
there exist both global and blow-up nonnegative solutions.
The degenerate parabolic systems (especially porous medium equations) with or without non-
local terms were studied extensively (see [1,2,4,9,10,13,14,19–22] and references therein).
Before stating the main results, we should point out that in case of m = n = 1, system (1.1)
becomes a semilinear system. Zhao et al. [29] have considered the following semilinear reaction–
diffusion system with nonlinear localized sources:
ut − Δu = up1(x0, t)vq1(x0, t), vt − Δv = up2(x0, t)vq2(x0, t), x ∈ Ω, t > 0,
with the same initial-boundary conditions as (1.1). For other related works with localized
sources, we refer the reader to [5,7,23,25,28] and the references therein.
In this paper, our tasks are to investigate blow-up criteria and blow-up rate of the blow-up
solutions for system (1.1). Furthermore, the uniform blow-up profiles are obtained by using the
modified method of Souplet’s elegant work [27]. To our knowledge, the study for (1.1) does
not seem to be so much as that of the above mentioned problems. Then we state our results as
follows.
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of (1.1) is global.
Theorem 1.2. If m < p1 or n < p2 or q1q2 > (m − p1)(n − p2), then the nonnegative solu-
tion of (1.1) blows up in finite time for sufficiently large initial values and exists globally for
sufficiently small initial values.
To estimate the blow-up rate of the blow-up solution of (1.1), we need to add some assump-
tions for initial data as follows:
(H1) u0(x), v0(x) ∈ C2+α(Ω) ∩ C(Ω¯) for some 0 < α < 1;
(H2) Δum0 (x) + up10 (x)vq10 (x0) 0, Δvn0 (x) + vp20 (x)uq20 (x0) 0 for x ∈ Ω , and
Δum0 (x) + up10 (x)vq10 (x0) = 0, Δvn0 (x) + vp20 (x)uq20 (x0) = 0, on ∂Ω;
(H3) there exists a constant δ  δ0 > 0 such that
Δum0 (x) + up10 (x)vq10 (x0) − δumk1+10 (x) 0,
Δvn0 (x) + vp20 (x)uq20 (x0) − δvnk2+10 (x) 0,
where δ0, k1, k2 will be given in Section 4.
Theorem 1.3. Suppose that u0(x), v0(x) satisfy (H1)–(H3), p1 = 0 or p1 > m; p2 = 0 or
p2 > n; q1 > n, q2 > m and satisfy q2 > p1 − 1 and q1 > p2 − 1. If (u(x, t), v(x, t)) is the
classical solution of (1.1) and blows up in finite time T ∗, then there exist positive constants Ci
(i = 1,2,3,4) such that
C1
(
T ∗ − t)− q1−p2+1q1q2−(1−p1)(1−p2) max
x∈Ω¯
u(x, t) C2
(
T ∗ − t)− q1−p2+1q1q2−(1−p1)(1−p2) , for 0 < t < T ∗,
C3
(
T ∗ − t)− q2−p1+1q1q2−(1−p1)(1−p2) max
x∈Ω¯
v(x, t) C4
(
T ∗ − t)− q2−p1+1q1q2−(1−p1)(1−p2) , for 0 < t < T ∗.
Theorem 1.4. Consider the system (1.1) with p1 = p2 = 0, q1 > n and q2 > m. Suppose that
u0, v0 satisfy (H1)–(H3) and Δum0 (x), Δvn0 (x)  0. If (u, v) is the classical solution of sys-
tem (1.1) and blows up in finite time T ∗, then for 0 < t < T ∗, we have
lim
t→T ∗
(
T ∗ − t)(q1+1)/γ u(x, t) = γ−(q1+1)/γ (q2 + 1)q1/γ (q1 + 1)1/γ ,
lim
t→T ∗
(
T ∗ − t)(q2+1)/γ v(x, t) = γ−(q2+1)/γ (q1 + 1)q2/γ (q2 + 1)1/γ ,
uniformly on compact subsets of Ω , where γ = q1q2 − 1.
Definition. A point x0 ∈ Ω is a blow-up point of (u, v) if there exists a sequence {xn, tn} such
that tn → T ∗, xn → x0 and
lim
n→+∞
(∥∥u(xn, tn)∥∥∞ + ∥∥v(xn, tn)∥∥∞)= +∞.
The set of all blow-up points is called the blow-up set denoted by S. If S = Ω , we say that
system (1.1) has global blow-up.
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global blow-up, which is the main difference from the classical problems (1.3) and (1.4).
This paper is organized as follows. In the next section, we state the local existence of the weak
solution of problem (1.1) and give some important lemmas. In Section 3, we concern the global
existence and nonexistence of solution of problem (1.1) and show the proofs of Theorems 1.1
and 1.2. In Section 4, we will give the estimate of the blow-up rate. In the last section, we consider
the uniform blow-up profile of system (1.1) with p1 = p2 = 0.
2. Preliminaries
Set ΩT = Ω × (0, T ), ST = ∂Ω × (0, T ) for 0 < T < +∞. As it is now well known that
degenerate equations need not posses classical solutions, we begin by giving a precise definition
of a weak solution for problem (1.1).
Definition 2.1. A vector function (u(x, t), v(x, t)) defined on ΩT , for some T > 0, is called
a sub-(or super-) solution of (1.1), if all the following hold:
(1) u(x, t), v(x, t) ∈ Ł∞(ΩT );
(2) u(x, t), v(x, t) ()0 for (x, t) ∈ ST , and u(x,0) ()u0(x), v(x,0) ()v0(x) for al-
most all x ∈ Ω ;
(3) ∫
Ω
(
u(x, t)Ψ1(x, t) − u0(x)Ψ1(x,0)
)
dx
 ()
t∫
0
∫
Ω
(
uΨ1s + umΔΨ1 + up1vq1(x0, s)Ψ1
)
dx ds, (2.1)
∫
Ω
(
v(x, t)Ψ2(x, t) − v0(x)Ψ2(x,0)
)
dx
 ()
t∫
0
∫
Ω
(
vΨ2s + vnΔΨ1 + vp2uq2(x0, s)Ψ2
)
dx ds, (2.2)
for every t ∈ [0, T ] and any Ψ1, Ψ2 belong to the class of test functions,
Ψ ≡ {Ψ ∈ C(ΩT );Ψt ,ΔΨ ∈ C(ΩT ) ∩ L2(ΩT );Ψ  0;Ψ (x, t)|x∈∂Ω = 0}.
A weak solution of (1.1) is a vector function which is both a subsolution and a supersolution
of (1.1). For every T < ∞, if (u, v) is a solution of (1.1), we say (u, v) is global.
Next, we state the local existence theorem, and its proof is standard (see [10,11] for details),
hence we omit it.
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some T ∗ = T ∗(u, v) > 0 such that there exists a nonnegative weak solution (u(x, t), v(x, t))
of (1.1) for each T < T ∗. Furthermore, either T ∗ = ∞ or
lim sup
t→T ∗
(∥∥u(·, t)∥∥∞ + ∥∥v(·, t)∥∥∞)= ∞.
Lemma 2.3 (Comparison principle). Let (u, v) and (u¯, v¯) be a nonnegative subsolution and
a nonnegative supersolution of (1.1), respectively. Then (u, v)  (u¯, v¯) in ΩT , if (u0, v0) 
(u¯0, v¯0) and either
u,v  δ > 0 or u¯, v¯  δ > 0 holds. (2.3)
Proof. The technique for proving comparison principle for degenerate equations is quite stan-
dard (see [1,3,4] for example), we omit it here. 
Remark 2.4. If p1,p2, q1, q2  1, then the condition (2.3) is not necessary in Lemma 2.2.
Corollary 2.5. Assume that p1,p2, q1, q2  1. Let (u, v) and (u¯, v¯) be a nonnegative subsolution
and a nonnegative supersolution of (1.1), respectively. Then (u, v) (u¯, v¯) on ΩT if (u0, v0)
(u¯0, v¯0).
Remark 2.6. From Corollary 2.5, it is easy to see that the solution of (1.1) is unique if
p1,p2, q1, q2  1.
Denote
A =
(
m − p1 −q1
−q2 n − p2
)
, l =
(
l1
l2
)
.
We give some lemmas that will be used in the following section. Please see [11] for their proofs.
Lemma 2.7. If m > p1, n > p2 and q1q2 < (m − p1)(n − p2), then there exist two positive
constants l1, l2, such that Al = (1,1)T . Moreover, A(cl) > (0,0)T for any constant c > 0.
Lemma 2.8. If m < p1 or n < p2 or q1q2 > (m − p1)(n − p2), then there exist two positive
constants l1, l2, such that Al < (0,0)T . Moreover, A(cl) < (0,0)T for any constant c > 0.
3. Global existence and blow-up
In this section, we give the proofs of Theorems 1.1 and 1.2.
Proof of Theorem 1.1. Firstly, we construct supersolutions which are bounded for any T > 0.
Let φ(x) be the solution of the following elliptic problem:
−Δφ(x) = 1, x ∈ Ω; φ(x) = 0, x ∈ ∂Ω. (3.1)
Denote C = maxx∈Ω¯ φ(x). Namely, 0 φ(x) C.
We define the function u¯(x, t) and v¯(x, t) as
u¯ = (K(φ(x) + 1))l1 , v¯ = (K(φ(x) + 1))l2 , (3.2)
L. Du / J. Math. Anal. Appl. 324 (2006) 304–320 309where 0 < l1, l2 < 1 satisfy ml1, nl2 < 1 and K > 0 will be fixed later. Clearly, (u¯, v¯) is bounded
for any t > 0 and u¯Kl1 , v¯ Kl2 . Thus, we have
u¯t − Δu¯m = −Kml1
[
ml1(ml1 − 1)
(
φ(x) + 1)ml1−2|∇φ|2 + ml1(φ + 1)ml1−1Δφ]
ml1(C + 1)ml1−1Kml1 ,
u¯p1 v¯q1(x0, t) =
(
K
(
φ(x) + 1))p1l1Kq1l2(φ(x0) + 1)l2q1
 (C + 1)p1l1+q1l2Kp1l1+q1l2 (3.3)
and
v¯t − Δv¯n  nl2(C + 1)nl2−1Knl2 , v¯p2 u¯q2(x0, t) (C + 1)p2l2+q2l1Kq2l1+p2l2 . (3.4)
Denote
K1 =
(
1
ml1
(C + 1)q1l2−(m−p1)l1+1
)1/(ml1−p1l1−q1l2)
,
K2 =
(
1
nl2
(C + 1)q2l1−(n−p2)l2+1
)1/(nl2−p2l2−q2l1)
. (3.5)
If m > p1, n > p2 and q1q2 < (m − p1)(n − p2), by Lemma 2.7, there exist positive constants
l1, l2 such that
p1l1 + q1l2 < ml1, q2l1 + p2l2 < nl2, and ml1, nl2 < 1. (3.6)
Therefore, we can choose K sufficiently large that
K > max{K1,K2} (3.7)
and (
K(φ + 1))l1  u0(x), (K(φ + 1))l2  v0(x). (3.8)
Now, it follows from (3.3)–(3.8) that (u¯, v¯) defined by (3.2) is a positive supersolution of (1.1).
By comparison principle, we conclude (u, v)  (u¯, v¯), which implies (u, v) exists glob-
ally. 
Proof of Theorem 1.2. If m < p1 or n < p2 or (m − p1)(n − p2) < q1q2, by Lemma 2.8, there
exist positive constants l1, l2 such that
p1l1 + q1l2 > ml1, q2l1 + p2l2 > nl2, and ml1, nl2 < 1. (3.9)
So we can choose K = min{K1,K2}. Furthermore, assume that u0(x), v0(x) are small enough
to satisfy (3.8). It follows that (u¯, v¯) defined by (3.2) is a positive supersolution of (1.1). Hence,
(u, v) exists globally.
Due to the requirement of the comparison principle we will construct blow-up subsolutions
in some subdomain of Ω in which u,v > 0. We use an idea from Souplet [26] and apply it to
degenerate equations. Let ψ(x) is a nontrivial nonnegative continuous function and vanished on
∂Ω , and ψ(x0) > 0. We shall construct a blow-up positive subsolution to complete the proof.
Set
u(x, t) = 1
l1
ω1/m
( |x − x0|
σ
)
, v(x, t) = 1
l2
ω1/n
( |x − x0|
σ
)
, (3.10)(T − t) (T − t) (T − t) (T − t)
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ω(r) = R
3
12
− R
4
r2 + 1
6
r3, r = |x − x0|
(T − t)σ , 0 r R,
where l1, l2, σ > 0 and 0 < T < 1 are to be determined later. Clearly, 0  ω(r)  R3/12 and
ω(r) is nonincreasing since ω′(r) = r(r − R)/2 0. Note that
suppu(·, t) = suppv(·, t) = B(x0,R(T − t)σ )⊂ B(x0,RT σ ) ⊂ Ω, (3.11)
for sufficiently small T > 0. Obviously, (u, v) becomes unbounded as t → T − at the point
x = x0. Calculating directly, we obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ut (x, t) − Δum(x, t)
= ml1ω
1/m(r) + σrω′(r)ω(1−m)/m
m(T − t)l1+1 +
R − 2r
2(T − t)ml1+2σ +
(N − 1)(R − r)
2(T − t)ml1+σ
 l1(R
3/12)1/m
(T − t)l1+1 +
NR − (N + 1)r
2(T − t)ml1+2σ ,
vt (x, t) − Δvn(x, t)
 l2(R
3/12)1/n
(T − t)l2+1 +
NR − (N + 1)r
2(T − t)nl2+2σ ,
notice T < 1 is sufficiently small.
Case 1. If 0 r NR/(N + 1), we have ω(r) (3N+1)R312(N+1)3 , then
up1vq1(x0, t) dx = w
p1/m(y)wq1/n(0)
(T − t)p1l1+q1l2 
(R3/12)q1/n
(T − t)p1l1+q1l2 ·
(
R3(3N + 1)
12(N + 1)3
)p1/m
,
vp2uq2(x0, t) dx = w
p2/n(y)wq2/m(0)
(T − t)p2l2+q2l1 
(R3/12)p1/m
(T − t)p2l2+q2l1 ·
(
R3(3N + 1)
12(N + 1)3
)q1/n
.
Hence,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ut (x, t) − Δum(x, t) − up1vq1(x0, t)
 l1(R
3/12)1/m
(T − t)l1+1 −
(R3/12)q1/n
(T − t)p1l1+q1l2 ·
(
R3(3N + 1)
12(N + 1)3
)p1/m
,
vt (x, t) − Δvn(x, t) − vp2uq2(x0, t)
 l2(R
3/12)1/n
(T − t)l2+1 −
(R3/12)p1/m
(T − t)p2l2+q2l1 ·
(
R3(3N + 1)
12(N + 1)3
)q1/n
.
(3.12)
Case 2. If NR/(N + 1) < r R, then⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut (x, t) − Δum(x, t) − up1vq1(x0, t) l1(R
3/12)1/m
(T − t)l1+1 +
NR − (N + 1)r
2(T − t)ml1+2σ ,
vt (x, t) − Δvn(x, t) − vp2uq2(x0, t) l2(R
3/12)1/n
(T − t)l2+1 +
NR − (N + 1)r
2(T − t)nl2+2σ .
(3.13)
By Lemma 2.6, there exist positive constants l1, l2 large enough to satisfy
p1l1 + q1l2 > ml1 + 1, q2l1 + p2l2 > nl2 + 1, and (m − 1)l1 > 1, (n − 1)l2 > 1,
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σ < min
{
p1l1 + q1l2 − ml1
2
,
p2l2 + q2l1 − nl2
2
}
.
Thus, we have
p1l1 + q1l2 > ml1 + 2σ > l1 + 1, p2l2 + q2l1 > nl2 + 2σ > l2 + 1.
Hence, for sufficiently small T > 0, (3.12) and (3.13) imply that
ut (x, t) − Δum(x, t) − up1vq1(x0, t) 0 in ΩT ,
vt (x, t) − Δvn(x, t) − vp2uq2(x0, t) 0 in ΩT .
Since ψ(x0) > 0 and ψ(x) is continuous, there exist two positive constants ρ and  such that
ψ(x) , for all x ∈ B(x0, ρ) ⊂ Ω . Choose T small enough to insure B(x0,RT σ ) ⊂ B(x0, ρ),
hence u  0, v  0 on ST . From (3.11), it follows that u(x,0)  M¯ψ(x), v(x,0)  M¯ψ(x)
for sufficiently large M¯ . By comparison principle, we have (u, v)  (u, v) provided that u0 
M¯ψ(x) and v0  M¯ψ(x). It shows that (u, v) blows up in finite time. 
4. Blow-up rate
In this section, we will estimate the blow-up rate of the blow-up solution of (1.1). Throughout
this section, we will assume that
p1 = 0 or p1 > m; p2 = 0 or p2 > n;
q1 > n, q2 > m and satisfy q2 > p1 − 1 and q1 > p2 − 1. (4.1)
We first introduce some transformations. Let U(x, τ) = um(x, t), V (x, τ ) = (n/m)n/(n−1) ×
vn(x, t), τ = tm, then (1.1) becomes the following system not in divergence form:⎧⎪⎪⎨
⎪⎪⎩
Uτ = Ur1(ΔU + aUp3V q3(x0, τ )), x ∈ Ω, τ > 0,
Vτ = V r2(ΔV + bV p4Uq4(x0, τ )), x ∈ Ω, τ > 0,
U(x, τ ) = V (x, τ ) = 0, x ∈ ∂Ω, τ > 0,
U(x,0) = U0(x), V (x,0) = V0(x), x ∈ Ω,
(4.2)
where 0 < r1 = (m − 1)/m < 1, 0 < r2 = (n − 1)/n < 1, p3 = p1/m, q3 = q1/n, p4 = p2/n,
q4 = q2/m, a = (m/n)q1/(n−1) > 0, b = (m/n)(p2−n)/(n−1) > 0, U0(x) = um0 (x), V0(x) =
(m/n)n/n−1vn0 (x). By the conditions (4.1), we have p3 = 0 or p3 > 1; p4 = 0 or p4 > 1; q3 > 1,
q4 > 1 and satisfy that q4 − p3 − r1 + 1 > 0, q3 − p4 − r2 + 1 > 0.
Under this transformation, the assumptions (H1)–(H3) become
(H1)′ U0(x),V0(x) ∈ C2+α(Ω) ∩ C(Ω¯) for some 0 < α < 1;
(H2)′ ΔU0(x) + aUp30 (x)V q30 (x0) 0, ΔV0(x) + bV p40 (x)Uq40 (x0) 0 for x ∈ Ω , and
ΔU0(x) + aUp30 (x)V q30 (x0) = 0, ΔV0(x) + bV p40 (x)Uq40 (x0) = 0 on ∂Ω;
(H3)′ There exists a constant δ  δ0 > 0, such that
ΔU0(x) + aUp30 (x)V q30 (x0) − δUk1+1−r10 (x) 0,
ΔV0(x) + bV p40 (x)Uq40 (x0) − δV k2+1−r20 (x) 0,
where δ0, k1, k2 will be given later.
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regularized system:⎧⎪⎪⎨
⎪⎪⎩
Uετ = (Uε + ε)r1(ΔUε + aUp3ε V q3ε (x0, τ )), x ∈ Ω, τ > 0,
Vετ = (Vε + ε)r2(ΔVε + bV p4ε Uq4ε (x0, τ )), x ∈ Ω, τ > 0,
Uε(x, τ ) = Vε(x, τ ) = 0, x ∈ ∂Ω, τ > 0,
Uε(x,0) = U0(x), Vε(x,0) = V0(x), x ∈ Ω,
(4.3)
where 0 < ε < 1. Denote
U(x, τ) = lim
ε→0Uε(x, τ ), V (x, τ ) = limε→0Vε(x, τ ), for x ∈ Ω, τ > 0. (4.4)
By the standard and similar method (see [8,14,26]), we can show that (U,V ) defined by (4.4) is a
pair of unique classical solution of (4.3), provided that U0, V0 satisfy the hypotheses (H1)′–(H2)′.
We thus assume that the smooth solution (U,V ) of the system (4.2) blows up in finite time T∗
and set M1(τ ) = maxx∈Ω¯ U(x, τ ), M2(τ ) = maxx∈Ω¯ V (x, τ ). We can obtain the blow-up rate
from the following lemmas.
Lemma 4.1. Suppose that U0(x), V0(x) satisfy (H1)′−(H2)′, then there exists a positive constant
C1 such that
M1(τ )
q4−p3−r1+1 + M2(τ )q3−p4−r2+1  C1(T∗ − τ)−
(q4−p3−r1+1)(q3−p4−r2+1)
q3q4−(1−r1−p3)(1−r2−p4) . (4.5)
Proof. By Eqs. (4.2), we have (see [15, Theorem 4.5])
M ′1  aM
p3+r1
1 M
q3
2 , M
′
2  bM
q4
1 M
p4+r2
2 , a.e.
Noticing that q4 − p3 − r1 + 1 > 0 and q3 − p4 − r2 + 1 > 0, hence we have(
M
q4−p3−r1+1
1 (τ ) + Mq3−p4−r2+12 (τ )
)′

(
(q4 − p3 − r1 + 1)a + (q3 − p4 − r2 + 1)b
)
M
q4
1 (τ )M
q3
2 (τ )
 C2
(
M
q4−p3−r1+1
1 (τ ) + Mq3−p4−r2+12 (τ )
) (q4−p3−r1+1)q3+(q3−p4−r2+1)q4
(q4−p3−r1+1)(q3−p4−r2+1) , (4.6)
by virtue of Young’s inequality. Integrating (4.6) from τ to T∗, we can get (4.5). 
Lemma 4.2. Suppose that w1(x, t), w2(x, t) ∈ C2,1(ΩT ) ∩ C(ΩT ) and satisfy⎧⎪⎪⎨
⎪⎪⎩
w1t − d1(x, t)Δw1  c11(x, t)w1 + c21(x, t)w2(x0, t), in ΩT ,
w2t − d2(x, t)Δw2  c12(x, t)w1 + c22(x, t)w1(x0, t), in ΩT ,
w1(x, t) 0, w2(x, t) 0, on ST ,
w1(x,0) 0, w2(x,0) 0, in Ω,
where x0 ∈ Ω , cij (x, t) (i = 1,2; j = 1,2) are bounded functions and
di(x, t) > 0, c2j (x, t) 0, in ΩT .
Then w1(x, t), w2(x, t) 0 in ΩT .
Proof. The proof is standard and similar to the classical case (e.g., [24, Chapter 8]), hence we
omit it here. 
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Uτ (x, τ ) − δUk1+1(x, τ ) 0, Vτ (x, τ ) − δV k2+1(x, τ ) 0
(x, τ ) ∈ Ω × (0, T∗), (4.7)
where
k1 = q4q3 − (1 − r1 − p3)(1 − r2 − p4)
q3 + 1 − r2 − p4 , k2 =
q4q3 − (1 − r1 − p3)(1 − r2 − p4)
q4 + 1 − r1 − p3 ,
δ > δ0 = max
{|δ1|, |δ2|}> 0,
δ1 = ak1(1 + k1 − p3)
r1(2k1 + 1 − r1 − p3)
(
1 + k1 − p3
q3 + k2
) q3(2k1+1−r1−p3)
(q3+k2)k1
,
δ2 = bk2(1 + k2 − p4)
r2(2k2 + 1 − r2 − p4)
(
1 + k2 − p4
q4 + k1
) q4(2k2+1−r2−p4)
(q4+k1)k2
.
Proof. Let J1(x, τ ) = Uτ − δUk1+1 and J2(x, τ ) = Vτ − δV k2+1 for (x, τ ) ∈ Ω × (0, T∗), then
by assumption (H3)′, we have
J1(x,0) 0, J2(x,0) 0 in Ω and lim inf
x→∂Ω J1(x, τ ) = lim infx→∂Ω J2(x, τ ) 0. (4.8)
A series of computations yields
J1τ − Ur1ΔJ1 −
(
2δr1Uk1 + ap3Ur1+p3−1V q3(x0, t)
)
J1
− aq3Ur1+p3V q3−1(x0, τ )J2(x0, τ )
= r1U−1J 21 + δk1(k1 + 1)Uk1+r1−1|∇U |2 + r1δ2U2k1+1 + aq3δUr1+p3V q3+k2(x0, τ )
− aδ(1 + k1 − p3)Uk1+r1+p3V q3(x0, τ )
 r1δ2U2k1+1 + aq3δUr1+p3V q3+k2(x0, τ )
− aδ(1 + k1 − p3)Uk1+r1+p3V q3(x0, τ ).
If 1 + k1  p3, obviously we have
J1τ − Ur1ΔJ1 −
(
2δr1Uk1 + ap3Ur1+p3−1V q3(x0, τ )
)
J1
− aq3Ur1+p3V q3−1(x0, τ )J2(x0, τ ) 0. (4.9)
Otherwise, noticing that k1/(2k1 + 1 − r1 − p3) + q3/(q3 + k2) = 1, by virtue of Young’s in-
equality
Uk1V q3(x0, τ )
k1
2k1 + 1 − r1 − p3 (θU
k1)
2k1+1−r1−p3
k1 + q3
q3 + k2
(
V q3(x0, τ )
θ
)(q3+k2)/q3
,
where θ = ( k1+1−p3
q3+k2 )
q3/(q3+k2), we have
J1τ − Ur1ΔJ1 −
(
2δr1Uk1 + ap3Ur1+p3−1V q3(x0, τ )
)
J1
− aq3Ur1+p3V q3−1(x0, τ )J2(x0, τ )
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− aδ(1 + k1 − p3)Uk1+r1+p3V q3(x0, τ )
 r1δ(δ − δ1)U2k1+1
 0. (4.10)
Similarly, we also have
J2τ − V r2ΔJ2 −
(
2δr2V k2 + bp4V r2+p4−1Uq4(x0, τ )
)
J2
− bq4V r2+p4Uq4−1(x0, τ )J1(x0, τ ) 0. (4.11)
By (4.8)–(4.11), Lemma 4.2 implies that J1, J2  0 in ΩT∗ . That is, (4.7) holds. 
Integrating (4.7) from τ to T∗, we conclude that
M1(τ ) C3(T∗ − τ)−(q3−p4−r2+1)/(q4q3−(1−r1−p3)(1−r2−p4)),
M2(τ ) C4(T∗ − τ)−(q4−p3−r1+1)/(q4q3−(1−r1−p3)(1−r2−p4)), (4.12)
where C3, C4 are positive constants independent of τ . It follows from Lemma 4.1 and (4.12), we
have the following lemma.
Lemma 4.4. Suppose that U0(x), V0(x) satisfy (H1)′–(H3)′. If (U,V ) is the solution of sys-
tem (4.2) and blows up in finite time T∗. then there exist positive constants Ci (i = 3,4,5,6)
such that
C5 max
x∈Ω¯
U(x, τ )(T∗ − τ)(q3−p4−r2+1)/(q4q3−(1−r1−p3)(1−r2−p4)) C3, for 0 < τ < T∗,
C6 max
x∈Ω¯
V (x, τ )(T∗ − τ)(q4−p3−r1+1)/(q4q3−(1−r1−p3)(1−r2−p4)) C4, for 0 < τ < T∗.
(4.13)
According the transform and Lemma 4.4, we can obtain Theorem 1.3.
5. Uniform blow-up profile
In this section, we consider the uniform blow-up profile of system (1.1) with p1,p2 = 0. To
this end, we assume that q1 > n, q2 > m and (u, v) blows up in finite time T ∗. According to the
transform in Section 4, we investigate the following system not in divergence form:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Uτ = Ur1(ΔU + aV q3(x0, τ )), x ∈ Ω, τ > 0,
Vτ = V r2(ΔV + bUq4(x0, τ )), x ∈ Ω, τ > 0,
U(x, τ ) = V (x, τ ) = 0, x ∈ ∂Ω, τ > 0,
U(x,0) = U0(x) = um0 (x),
V (x,0) = V0(x) = (m/n)n/n−1vn0 (x), x ∈ Ω.
(5.1)
Under the assumptions above, we have (U,V ) blows up in finite time T∗ ≡ mT ∗. We firstly
consider the blow-up profile of (5.1), by the following lemmas.
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ΔV0(x)  0, (U(x, τ ),V (x, τ )) is the classical solution of system (5.1). Then ΔU(x, τ),
ΔV (x, τ) 0 in any compact subsets of ΩT∗ .
Proof. Let w1 = ΔUε , w2 = ΔVε . According to (4.3) with p3 = p4 = 0, for all T ∈ (0, T∗), we
have
w1τ = (Uε + ε)r1Δw1 + 2r1(Uε + ε)r1−1∇Uε · ∇w1
+ r1(ΔUε + ε)r1−1
(
ΔUε + aV q3ε (x0, τ )
)
w1
+ r1(r1 − 1)(Uε + ε)r1−2
(
ΔUε + aV q3ε (x0, τ )
)|∇Uε|2
= (Uε + ε)r1Δw1 + 2r1(Uε + ε)r1−1∇Uε · ∇w1 + r1(ΔUε + ε)−1Uετw1
+ r1(r1 − 1)(Uε + ε)−2Uετ |∇Uε|2, in ΩT .
Noticing that Uε,Uετ  0 and r1 < 1, we have⎧⎪⎪⎨
⎪⎪⎩
w1τ − (Uε + ε)r1Δw1 − 2r1(Uε + ε)r1−1∇Uε · ∇w1
 r1(Uε + ε)−1Uετw1, in ΩT ,
w1(x, τ ) = −aV q3(x0, τ ) 0, on ST ,
w1(x,0) = ΔU0(x) 0, x ∈ Ω.
By maximum principle, it follows w1(x, τ )  0, which means ΔUε  0 in ΩT . Similarly, we
have ΔVε  0. 
Since (U(x, τ ),V (x, τ )) defined by (4.4) is a pair of unique classical solution of (5.1), we
have ΔU(x, τ),ΔV (x, τ ) 0 in any compact subsets of ΩT∗ .
Denote
g1(τ ) = aV q3(x0, τ ), G1(τ ) =
τ∫
0
g1(s) ds,
g2(τ ) = bUq4(x0, τ ), G2(τ ) =
τ∫
0
g2(s) ds.
Lemma 5.2. Suppose U0,V0 satisfy (H1)′–(H3)′ and ΔU0,ΔV0  0, then Gi(τ) → ∞ (i = 1,2)
as τ → T∗.
Proof. According to the first equation of (5.1), we have
U−r1Uτ = ΔU + g1(τ ). (5.2)
Integrating (5.2) from 0 to τ yields
U1−r1(x, τ )
1 − r1 =
U
1−r1
0
1 − r1 +
τ∫
0
ΔU(x, s) ds + G1(τ ).
Noticing r1 < 1 and using Lemma 5.1, we have
U1−r1(x, τ ) G1(τ ) + K1 for all x ∈ Ω. (5.3)1 − r1
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V 1−r2(x, τ )
1 − r2 G2(τ ) + K2 for all x ∈ Ω, (5.4)
where K1 = supx∈Ω U1−r10 /(1 − r1) and K2 = supx∈Ω V 1−r20 /(1 − r2) are bounded. This com-
pletes the proof. 
By (5.3), (5.4) and Lemma 4.4, we have the following estimates about Gi(τ) (i = 1,2).
Lemma 5.3. Suppose U0,V0 satisfy (H1)′–(H3)′ and ΔU0,ΔV0  0, then there exist positive
constants K3, K4, K5, K6, such that
K3  (T∗ − τ)
(q3+1−r2)(1−r1)
q3q4−(1−r1)(1−r2) G1(τ )K4, as τ → T∗,
K5  (T∗ − τ)
(q4+1−r1)(1−r2)
q3q4−(1−r1)(1−r2) G2(τ )K6, as τ → T∗. (5.5)
Next, we shall sometimes use the notation w1(τ ) ∼ w2(τ ), τ → T∗ for limτ→T∗ w1(τ )/
w2(τ ) = 1.
Lemma 5.4. Suppose U0,V0 satisfy (H1)′–(H3)′ and ΔU0,ΔV0  0, we have
lim
τ→T∗
U1−r1(x, τ )/(1 − r1)
G1(τ )
= lim
τ→T∗
|U(τ)|1−r1∞ /(1 − r1)
G1(τ )
= 1, (5.6)
lim
τ→T∗
V 1−r2(x, τ )/(1 − r2)
G2(τ )
= lim
τ→T∗
|V (τ)|1−r2∞ /(1 − r2)
G2(τ )
= 1, (5.7)
uniformly on compact subsets of Ω .
Proof. Let λ be the first eigenvalue of the following eigenvalue problem:
−Δϕ(x) = λϕ(x), x ∈ Ω; ϕ(x) = 0, x ∈ ∂Ω,
ϕ(x) is the first eigenfunction. It is known that ϕ(x) can be normalized as ϕ(x) > 0 in Ω and∫
Ω
ϕ(x) dx = 1. Denote
z(x, τ ) = G1(τ ) − U
1−r1(x, τ )
1 − r1 , β(τ ) =
∫
Ω
z(y, τ )ϕ(y) dy.
By Green’s formula and the inequality
(α + β)m  C(m)(αm + βm), α,β  0, m > 1, C(m) = 2m−1,
we have
β ′(τ ) =
∫
Ω
(
g1(τ ) − U−r1Uτ
)
ϕ(y)dy = −
∫
Ω
ΔU(y, τ)ϕ(y) dy
= λ
∫
U(y, τ)ϕ(y) dy = λ(1 − r1)1/(1−r1)
∫ (
G1(τ ) − z(y, τ )
)1/(1−r1)ϕ(y) dyΩ Ω
L. Du / J. Math. Anal. Appl. 324 (2006) 304–320 317 λ(1 − r1)1/(1−r1)
∫
Ω
(
G1(τ ) + z−(y, τ )
)1/(1−r1)ϕ(y) dy
 λ(1 − r1)1/(1−r1)C(r1)
∫
Ω
(
G
1/(1−r1)
1 (τ ) + z1/(1−r1)− (y, τ )
)
ϕ(y)dy
= λ(1 − r1)1/(1−r1)C(r1)
(
G
1/(1−r1)
1 (τ ) +
∫
Ω
z
1/(1−r1)− (y, τ )ϕ(y) dy
)
, (5.8)
where z− = max{−z,0}. On the other hand, by (5.3), we have
inf
Ω
z(x, τ )−K1, (5.9)
which implies z−(x, τ )K1. Then combining the inequality with (5.8), it implies
β ′(τ )K7G1/(1−r1)1 (τ ) + K8,
where K7 = λ(1 − r1)1/(1−r1)C(r1), K8 = K7K1/(1−r1)1 .
Integrating (5.8) over (0, τ ) yields
β(τ)K9
(
1 +
τ∫
0
G
1/(1−r1)
1 (s) ds
)
,
which combined with (5.9) implies
∫
Ω
∣∣z(y, τ )∣∣ϕ(y)dy K10
(
1 +
τ∫
0
G
1/(1−r1)
1 (s) ds
)
.
Let Bρ = {y ∈ Ω | dist(y, ∂Ω)  ρ}, 0 < ρ < diam(Ω). Since −Δz(x, τ )  0, utilizing
[27, Lemma 4.5], we obtain
sup
x∈Bρ
z(x, τ ) K10
ρN+1
(
1 +
τ∫
0
G
1/(1−r1)
1 (s) ds
)
.
Combining with (5.3), we have
−K1
G1(τ )
 1 − U
1−r1/(1 − r1)
G1(τ )
 K10
ρN+1
· 1 +
∫ τ
0 G
1/(1−r1)
1 (s) ds
G1(τ )
(5.10)
for x ∈ Bρ . Similarly, we can obtain
−K2
G2(τ )
 1 − U
1−r2/(1 − r2)
G2(τ )
 K11
ρN+1
· 1 +
∫ τ
0 G
1/(1−r2)
2 (s) ds
G2(τ )
(5.11)
for x ∈ Bρ . Using Lemma 5.3, we have
τ∫
0
G
1/(1−r1)
1 (s) ds 
τ∫
0
K
1/(1−r1)
4 (T∗ − s)−
q3+1−r2
q3q4−(1−r1)(1−r2) ds
= K12
(
(T∗ − τ)1−
(q3+1−r2)
q3q4−(1−r1)(1−r2) − T 1−
(q3+1−r2)
q3q4−(1−r1)(1−r2)∗
)
,
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lim
τ→T∗
∫ τ
0 G
1/(1−r1)
1 (s) ds
G1(τ )
= 0.
Similarly, we also have
lim
τ→T∗
∫ τ
0 G
1/(1−r2)
2 (s) ds
G2(τ )
= 0.
Combining with (5.10) and (5.11), equalities (5.6) and (5.7) hold. This completes the proof. 
Lemma 5.5. Suppose U0,V0 satisfy (H1)′–(H3)′ and ΔU0,ΔV0  0. If (U,V ) is the classical
solution of system (5.1) and blows up in finite time T∗, then
lim
τ→T∗
(T∗ − τ)
q3+1−r2
Γ U(x, τ ) = Γ − q3+1−r2Γ
(
q4 + 1 − r1
b
)q3/Γ(q3 + 1 − r2
a
) 1−r2
Γ
,
lim
τ→T∗
(T∗ − τ)
q4+1−r1
Γ V (x, τ ) = Γ − q4+1−r1Γ
(
q3 + 1 − r2
a
)q4/Γ(q4 + 1 − r1
b
) 1−r1
Γ
uniformly on compact subsets of Ω , where Γ = q3q4 − (1 − r1)(1 − r2).
Proof. By Lemma 5.4, it follows that
lim
τ→T∗
Uq4
((1 − r1)G1(τ ))q4/(1−r1) = limτ→T∗
V q3
((1 − r2)G2(τ ))q3/(1−r2) = 1, for any x ∈ Ω.
Moreover, (5.3) and (5.4) imply that
0 U
q4
((1 − r1)G1(τ ))q4/(1−r1) K13, 0
V q3
((1 − r2)G2(τ ))q3/(1−r2) K14,
in Ω for τ close enough to T∗. By Lebesgue’s dominated convergence theorem, we yield
G′2(τ ) = g2(τ ) = bUq4(x0, τ ) ∼ b
(
(1 − r1)G1(τ )
) q4
1−r1 , as τ → T∗, (5.12)
G′1(τ ) = g1(τ ) = aV q3(x0, τ ) ∼ a
(
(1 − r2)G2(τ )
) q3
1−r2 , as τ → T∗. (5.13)
Hence, we get
d(G1(τ ))
d(G2(τ ))
∼ a((1 − r2)G2)
q3/(1−r2)
b((1 − r1)G1)q4/(1−r1) , as τ → T∗.
Furthermore, we yield
G1(τ ) ∼ (1 − r1)−1
(
a(q4 − r1 + 1)
b(q3 − r2 + 1)
) 1−r1
q4−r1+1 (
G2(τ )(1 − r2)
) (1−r1)(q3+1−r2)
(1−r2)(q4+1−r1) ,
as τ → T∗, (5.14)
G2(τ ) ∼ (1 − r2)−1
(
b(q3 − r2 + 1)
a(q4 − r1 + 1)
) 1−r2
q3−r2+1 (
G1(τ )(1 − r1)
) (1−r2)(q4+1−r1)
(1−r1)(q3+1−r2) ,
as τ → T∗. (5.15)
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G′1(τ ) ∼ a
(
b(q3 + 1 − r2)
a(q4 + 1 − r1)
) q3
q3+1−r2 (
(1 − r1)G1
) q3(q4+1−r1)
(1−r1)(q3+1−r2) , as τ → T∗, (5.16)
G′2(τ ) ∼ b
(
a(q4 + 1 − r1)
b(q3 + 1 − r2)
) q4
q4+1−r1 (
(1 − r2)G2
) q4(q3+1−r2)
(1−r2)(q4+1−r1) , as τ → T∗. (5.17)
Integrating (5.16), (5.17) over (τ, T∗) yields
(T∗ − τ)
(1−r1)(q3−r2+1)
Γ G1(τ ) ∼ (1 − r1)−1Γ −
(1−r1)(q3+1−r2)
Γ
(
q4 + 1 − r1
b
) q3(1−r1)
Γ
×
(
q3 + 1 − r2
a
) (1−r1)(1−r2)
Γ
, as τ → T∗, (5.18)
(T∗ − τ)
(1−r2)(q4−r1+1)
Γ G2(τ ) ∼ (1 − r2)−1Γ −
(1−r2)(q4+1−r1)
Γ
(
q3 + 1 − r2
a
) q4(1−r2)
Γ
×
(
q4 + 1 − r1
b
) (1−r2)(1−r1)
Γ
, as τ → T∗, (5.19)
where Γ = q3q4 − (1 − r1)(1 − r2). We can get our conclusion using (5.6) and (5.7). 
Combining Lemma 5.5 with the transform about (u(x, t), v(x, t)), it follows that Theorem 1.4
holds.
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