Abstract. In this paper, we study the fibers of "automorphic word maps", a certain generalization of word maps, on finite groups and on nonabelian finite simple groups in particular. As an application, we derive a structural restriction on finite groups G where, for some fixed nonempty reduced word w in d variables and some fixed 2 .0; 1, the word map w G on G has a fiber of size at least jGj d : No sufficiently large alternating group and no (classical) simple group of Lie type of sufficiently high rank can occur as a composition factor of such a group G.
Introduction

Motivation and main result
Word maps on groups have been studied intensely in recent years, resulting in substantial progress on interesting questions and a beautiful theory using tools from various areas such as representation theory and algebraic geometry; interested readers are referred to the survey article [5] .
Recall that a (reduced) word w in d variables X 1 ; : : : ; X d is an element of the free group F .X 1 ; : : : ; X d /. Each such word gives, for each group G, rise to a word map w G W G d ! G induced by substitution. Studying the fibers of w G means studying the solution sets in G d to equations of the form w D w.X 1 ; : : : ; X d / D g for g 2 G. By Larsen and Shalev's result [3, Theorem 1.1], for fixed w, the maximum number of solutions to such an equation in a nonabelian finite simple group S is in o.jS j d / as jS j ! 1. Hence for each fixed number 2 .0; 1, for only finitely many nonabelian finite simple groups S , w S has a fiber of size at least jS j d .
Based on this, it is natural to ask what one can say more generally about the nonabelian composition factors of a finite group G where the word map w G has a fiber of size at least jGj d . In order to be able to use [3, Furthermore, we set M 0 WD M.l; l/.
Our main result is the following (as usual, the "untwisted Lie rank" of a Lie-type group is the Lie rank of the corresponding untwisted group): Theorem 1.1.2. Let w be a reduced word of length l 1 in d distinct variables. Then for all 2 .0; 1 and all finite groups G such that the word map w G has a fiber of size at least jGj d , the following hold:
(1) No alternating group of order larger than max ®˙1 6l 16 e 16M 0 l 2 Š;
s a composition factor of G.
(2) No (classical) simple group of Lie type of untwisted Lie rank larger than max°72.l C 1/ 2 l 2 ; q 72.l C 1/ 2 l 2 log 2 . 1 / ± is a composition factor of G.
In other words, the list of potential composition factors for such a group G consists of cyclic groups of prime order, finitely many alternating groups, the sporadic groups, and all simple Lie-type groups of bounded rank.
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Main ideas and overview of the paper
The main idea for proving Theorem 1.1.2 is to make up for the above mentioned "flaw" of the function … w by replacing it by an evaluation-wise larger function P w which satisfies the inequality P w .G/ Ä P w .N / P w .G=N / at least when N is characteristic in G and study P w instead. To this end, we generalize the notion of a word map in a certain way.
Let us first fix some notation. For a fixed reduced word w in the d variables (1) With notation as above, let G be a group, and let˛1; : : : ;˛l be automorphisms of G. The automorphic word map w .˛1; : : : ;˛l / G is the map G d ! G sending .g 1 ; : : : ; g d / 7 !˛1.g Ã.1/ / 1 ˛l .g Ã.l/ / l .
(2) By P w , we denote the function that maps each finite group G to the maximum size of a fiber of one of the automorphic word maps w .˛1; : : : ;˛l / G , with 1 ; : : : ;˛l automorphisms of G.
Hence w .˛1; : : : ;˛l / G is like w G , except that in the i -th factor of the l factor product as which the evaluation w G .g 1 ; : : : ; g d / is defined, we additionally apply˛i , one of l automorphisms fixed beforehand. In particular, w .id; : : : ; id/ G D w G . The approach of studying fibers of automorphic word maps will actually allow us to prove the following stronger form of Theorem 1.1.2: Theorem 1.2.2. Let w be a reduced word of length l 1 in d distinct variables and M D M.w/ as in Notation 1.1.1. Then for all 2 .0; 1 and all finite groups G with P w .G/ jGj d , the following hold: (1) No alternating group of order larger than
(2) No (classical) simple group of Lie type of untwisted Lie rank larger than
is a composition factor of G.
A. Bors
We now give an overview of the rest of this paper:
(1) In Section 2, we prove our main lemma, Lemma 2.1, which includes the inequality P w .G/ Ä P w .N / P w .G=N / for characteristic subgroups N of G.
It also includes the observation that the element of G having the largest fiber size under any automorphic word map on G is the identity element of G.
(2) Having gained a basic understanding of automorphic word maps in Section 2, the next goal is to extend, as far as necessary, Larsen and Shalev's result [3, Theorem 1.1] on fibers of word maps on nonabelian finite simple groups mentioned above to fibers of automorphic word maps. This will be done in Section 3, see Theorem 3.1.2.
(3) Section 4 consists of the proof of Theorem 1.2.2 based on the results developed so far.
(4) Finally, in Section 5, we give some concluding remarks concerning further extensions of Larsen and Shalev's techniques to automorphic word maps and an interesting consequence thereof.
Notation
We denote by N the set of natural numbers (including 0) and by N C the set of positive integers. Euler's constant is denoted by e, which is to be distinguished from the variable e. The image and preimage of a set M under a function f are denoted by f OEM and f 1 OEM , respectively. When f i W X i ! Y i for i D 1; : : : ; n, then we denote by f 1 f n the product of the maps f i , i.e., the map
Y i ; .x 1 ; : : : ; x n / 7 ! .f 1 .x 1 /; : : : ; f n .x n //:
The n-fold product of a map f with itself is denoted by f .n/ . These last two notations will be used in the proofs of Lemma 4.4 and of the implication "Conjecture 5.2 ) Conjecture 5.3" in Section 5. For a group G and an element g 2 G, we denote by conj.g/ the conjugation by g on G, i.e., the inner automorphism of G of the form x 7 ! gxg 1 . The automorphism group of G is denoted by Aut.G/, and the inner automorphism group of G by Inn.G/. For a finite set X , we denote by S X the symmetric group on X ; for a positive integer n, S n and A n denote the symmetric and alternating group on ¹1; : : : ; nº, respectively.
For a prime power q, the finite field with q elements is denoted by F q . For n 2 N C and a prime power q, Mat n .q/ denotes the ring of .n n/-matrices over F q . For a vector space over some field F , we denote by End F ./ the endomorphism ring of , i.e., the ring of F -linear maps ! .
At some points in our arguments, we will not consider all possible automorphic word maps w .˛1; : : : ;˛l / G over some finite group G, but only those where the˛i are from a certain subset of Aut.G/. Also, we sometimes want to talk about the maximum fiber size of a particular element of G under an automorphic word map or about the proportion of a fiber of an (automorphic) word map associated with w within the entire argument set G d , rather than the actual size of the fiber. We therefore introduce the following notation that supplements the notation already introduced: Notation 1.3.1. Let G be a finite group, w a reduced word of length l in d distinct variables, A Â Aut.G/.
(1) We set w .G/ WD … w .G/=jGj d and p w .G/ WD P w .G/=jGj d . Note that we always have w .G/; p w .G/ 2 .0; 1.
(2) We denote by P
.A/ w .G; g/ the maximum size of the fiber of g under an automorphic word map of the form w .˛1; : : : ;˛l / G , where˛i 2 A for i D 1; : : : ; l, and we set P 
Basic bounds for automorphic word maps
In this section, we prove the following lemma containing some basic bounds on fiber sizes of automorphic word maps: Lemma 2.1. Let w be a reduced word, G a finite group, A a subgroup of Aut.G/ containing Inn.G/. Furthermore, let N be a characteristic subgroup of G, and denote by ind.A/ the subgroup of Aut.G=N / consisting of all automorphisms of G=N induced by some automorphism from A, We will establish the inequality by a coset-wise counting argument. More precisely, we will show the following two assertions, which together imply the inequality: (ii)ˆintersects each coset of
.N; 1/ many elements.
For the first assertion, let .g 1 ; : : : ; g d / 2ˆ. In other words,
Applying to both sides of formula (2.1) yields 
where
Note that under the assumed formula (2.1), formula (2.2) is equivalent to the following:
We now transform the product expression on the right-hand side of formula (2.3) without changing its value by removing, step by the step for i D l; l 1; : : : ; 1, the factors˛i . The proof of this theorem in [3] is split into three parts (note that the sporadic groups can be ignored here, as the fiber size bound only needs to be shown for large enough S):
First, the bound is established for large enough alternating groups by means of a certain combinatorial construction.
Next, the bound is established for all simple Lie-type groups of sufficiently high rank, where the lower bound on the rank is so large that only classical groups need to be considered in this case. As Larsen and Shalev say themselves, the argument is conceptually similar to the one for alternating groups.
Finally, the simple Lie-type groups of bounded rank are treated by means of an argument using results of algebraic geometry.
It turns out that Larsen and Shalev's arguments in the first two cases can be modified to prove the following, which is the main result of this section: (1) For all n 2 N C with n 256l 16 e 16Md 2 , we have
(2) For all simple Lie-type groups S of untwisted Lie rank at least 72.d C 1/ 2 l 2 , we have
Whether such bounds can also be established for the simple Lie-type groups of "small" rank is open; see Section 5 for some more remarks on this.
Reduction of Theorem 3.1.2 to Theorem 3.2.6
Similarly to [3] , the main part of the argument for Theorem 3.1.2 will not provide upper bounds on P w .S/ for the simple groups S in question directly, but on P .A/ w .G/, where G is a finite group "closely related with S " and A a certain subgroup of Aut.G/. That we can do this without loss of generality is justified by the following lemma, a modification of [3, Lemma 2.1], which served the same purpose: an H 2 H such that jH j Ä jGj 1C , characteristic subgroups K and L of H with K Ä L such that G Š L=K (we say that G is a characteristic section of H ) and such that every automorphism of G can be induced by the restriction to L of a suitable automorphism of H from A.H /.
Then the following holds: For all G 2 G with jGj max¹N; C º,
Proof. Let G 2 G with jGj max¹N; C º. Fix H 2 H with jH j Ä jGj 1C containing characteristic subgroups K and L as described in the assumptions. We assume without loss of generality that G D L=K (not just isomorphic). Note that we have in particular that jH j jGj N , so that P
We want to bound the fiber sizes of automorphic word maps over G. To this end, fix automorphisms Q 1 ; : : : ; Q l 2 Aut.G/ and g 2 G such that the fiber size of w , we get
where the last equality is by the definition of .
Lemmata 3.2.3 and 3.2.5 below will allow us to reduce the proof of Theorem 3.1.2 to the proof of a theorem concerning fibers of automorphic word maps in slightly different classes of groups, Theorem 3.2.6. For example, for the alternating groups, these "closely related" groups will be just the symmetric groups. To make the formulations of the lemmata shorter, let us first introduce the following terminology: The following lemma allows us to reduce Theorem 3.1.2 (1) to the study of automorphic word map fibers in symmetric groups: Lemma 3.2.3. Let w be a nonempty reduced word in d distinct variables. Further, assume that for some N 2 N C and some Á > 0, the class of finite symmetric groups is .Aut; N; Á/-nice for w. Then the class of finite alternating groups is .Aut; max¹N; 2 2.1Cd Á/=ÁC1 º; Á=2/-nice for w.
For proving the lemma, we want to apply Lemma 3.2.1 with H the class of finite symmetric groups and G the class of finite alternating groups. For all n 2 N C , every automorphism of A n extends to an automorphism of S n ; hence it suffices to prove that for C WD 2 1C2.1Cd Á/=Á D 2 1C1= , jA n j C implies jS n j Ä jA n j 1C , which is elementary.
As for the classical groups of Lie type X.q/ with which we are concerned in Theorem 3.1.2 (2), the groups "closely related" with them which we will study are, just as in [3, beginning of Section 3], the isometry groups of trivial, perfect symmetric, perfect anti-symmetric or perfect Hermitian pairings (depending on the case) of a vector space over either the field F q or (only in the Hermitian case) its degree 2 extension F q 2 . Set E WD F q , and moreover, set F WD E except in the Hermitian case, where F WD F q 2 .
In the notation of Kleidman and Liebeck's book [2, Section 2.1], the classical simple Lie-type group X.q/ is and is the projective version of a subgroup of the associated isometry group, which is denoted by I . Note that I , in turn, is contained as a normal subgroup in some group A which (by its conjugation action on I ) may be viewed as a subgroup of Aut.I / and is just the group of collineations over I except when I D GL n .q/ is the isometry group of a trivial form, in which case A is the subgroup of Aut.I / generated by and the inversetranspose automorphism of I . For later purposes, we set A.I / WD A.
It follows from [2, Theorem 2.1.4] that if the untwisted Lie rank of is at least 5 (this is just to exclude the groups
, then every automorphism of is induced by the restriction to of an automorphism of I from A D A.I /, as required in Lemma 3.2.1. Furthermore, as Larsen and Shalev observe in [3, beginning of Section 3], we always have jI j Ä .jF j 1/.r C 1/j j, where r is the untwisted Lie rank of . They also observe that for every > 0, j j .r C 1/.jF j 1/ if r is sufficiently large. This "sufficiently large" can be made explicit. We can now show the following:
Lemma 3.2.5. Let N; Á > 0 and let G be a class of finite groups consisting only of the isometry groups I associated with the members of a subclass H of the class of finite classical simple Lie-type groups of untwisted Lie rank at least max¹5; 2.1 C d Á/=Áº. Further, assume that G is .A; N; Á/-nice for w. Then H is .Aut; N; Á=2/-nice for w.
Proof. By the assumption on the untwisted Lie rank of members of H , the assumptions of Lemma 3.2.1 with C WD 1 are satisfied; more precisely, fixing an element 2 H :
Since the untwisted Lie rank of is at least 5, by the observations before Lemma 3.2.4, considering the associated isometry group I 2 G , is a characteristic section of I such that every automorphism of "comes from" an automorphism from A.I / Ä Aut.I /.
Furthermore, since the untwisted Lie rank of is at least 2.1Cd Á/=Á D 1 , by Lemma 3.2.4, we also have jI j Ä j j 1C .
Hence we are done by an application of Lemma 3.2.1.
We now give the aforementioned theorem to which Theorem 3.1.2 reduces: Theorem 3.2.6. Let w be a reduced word of length l 1 in d distinct variables, and let M be as in Notation 1.1.1. Then the following hold:
(1) The class of finite symmetric groups is .Aut; d16l 16 e 16M d 2 eŠ; 1=.8M //-nice for w.
(2) where Á D 1=.8M /. It is not difficult to check that the second term in the maximum expression in the second entry of the tuple is smaller than the first term, and we are done.
(2) By Lemma 3.2.5 and Theorem 3.2.6 (2), we only need to check that for We now turn to the proof of Theorem 3.2.6, which as mentioned before, is a modification of an argument by Larsen and Shalev from [3] . Let us first make some general observations which will be used in the proof. Note that each of the abstract groups G with which Theorem 3.2.6 deals can actually be viewed as a permutation group, acting on a set , in a natural way: each symmetric group S n through its natural action on the set ¹1; : : : ; nº, and each isometry group through its action on the corresponding vector space. Larsen and Shalev also exploited this fact, and their argument consisted essentially in investigating to what extent a relation of the form w.g 1 ; : : : ; g d / D g for g 2 G fixed imposes restrictions on g 1 ; : : : ; g d 2 G when viewed as maps ! .
In our setting, this gets more complicated because we are actually considering not a word equation in g 1 ; : : : ; g d , but a word equation in various images of the g i under fixed automorphisms of G from some subgroup A.G/ Ä Aut.G/. Hence it would be useful if, from some single piece of mapping information of the form .g i /.x/ D y,˛2 A.G/ and x; y 2 , we could derive such a condition on g i itself. It turns out that this is actually possible for the G with which we are concerned except for the case G D GL n .q/, which will require some separate treatment.
In this subsection, we deal with the G not isomorphic with any GL n .q/.
Notation 3.3.1. We introduce the following notation:
(1) As G D S n with n 7 is complete, for each automorphism˛of G, there is a unique 2 G such that˛D conj. /. We set t.˛/ WD 1 2 S n D S with D ¹1; : : : ; nº. The point behind Notation 3.3.1 is that in each of the cases considered, the automorphism˛of G can be seen as the restriction of the conjugation by t.˛/ 1 2 S to the subgroup G of S . Hence the following is clear: Lemma 3.3.2. Let G be S n for some n 7 respectively an isometry group as in Notation 3.3.1 (2) . Then for every˛2 Aut.G/ (respectively˛2 A.G/), for every g 2 G, and for all x; y 2 , the set on which G acts naturally, we havę .g/.x/ D y if and only if g.t.˛/.x// D t.˛/.y/.
At last, we are now ready to discuss the proofs of Theorem 3.2.6 (1) and of Theorem 3.2.6 (2) except for general linear groups; we will present these proofs one after the other.
Proof of Theorem 3.2.6 (1). Let G D S n with n 16l 16 e 16M d 2 . We need to show that P w .G/ Ä jGj d 1=.8M / . By Lemma 2.1 (2), we know that Now let E z D .z 1 ; : : : ; z L / denote an ordered L-tuple of elements . We consider two sets X and X 0 :
.˛1; : : : ;˛l / E g .z i ; z j / > 2l C 2 for i 6 D j; and
.˛1; : : : ;˛l / E g .z i ; z j / > 2l C 2 for i 6 D j; and for all i there exist j 1 ; j 2 2 ¹0; : : : ; lº such that .j 1 6 D j 2 , and j 1 .z i / and j 2 .z i / are dependent/º: (3.3)
Note that the second condition, j¹z i ; 1 .z i /; : : : ; l .z i /ºj Ä l, in formula (3.2) just means that two of the elements z i ; 1 .z i /; : : : ; l .z i / are equal, which is a stronger condition than the second condition in formula (3.3). Hence X Â X 0 . Our goal is to determine an upper bound on jX j, and to this end, we bound jX 0 j. We begin by fixing two L-tuples .a 1 ; : : : ; a L / and .b 1 ; : : : ; b L / of non-negative integers such that a i < b i Ä l for all i , as well as two L-tuples . 1 ; : : : ; L / and .ı 1 ; : : : ; ı L / with entries from the set ¹˛1; : : : ;˛l º. There are fewer than l 4L choices for this.
For each such choice, we count only the elements . E g; E z/ of X 0 such that for all i Ä L, the elements z i ; 1 .z i /; : : : ; b i 1 .z i / 2 are pairwise independent, while the dependence relation t. i /. . We may therefore assume that coordinates of Z i and Z j , i 6 D j , are always independent, a feature which we call the inter-independence of the Z i .
Note that for each i 2 ¹1; : : : ; Lº and each j 2 ¹1; : : : ; b i º, we get the following condition on one of the functions g 1 ; : : : ; g d W ! :
Let us introduce some terminology for conditions of the form f .x/ D y, where f is a variable standing for a function ! and x; y 2 are fixed. We call x the argument and y the image in the condition f .x/ D y. Call two such conditions f . Equipped with this terminology, we note that for fixed i , either are two of the b i conditions on the g k derived above contradictory (so that X 0 Z 1 ;:::;Z L D ; in this case as well), or the conditions are pairwise independent. To see this, note that if the conditions are not pairwise independent, then since we are assuming that z i ; 1 .z i /; : : : ; b i 1 .z i / are pairwise independent elements of (in the sense defined before formula (3.2)), the existing pair of dependent conditions is unique, and one of the two conditions has an image of the form t.˛/. j .z i // with 1 Ä j Ä b i 1, and the other condition is
Now since no two consecutive terms in the sequence x l l ; : : : ; x 1 1 are mutually inverse in the corresponding free group, we must have j < b i 1, but this, again by the pairwise independence of z i ; 1 .z i /; : : : ; b i 1 .z i /, shows that the images in the two conditions cannot be equal, and so the conditions are contradictory, as we wanted to show.
We may thus assume that for fixed i , the b i conditions listed above are pairwise independent, and the inter-independence of the Z i then guarantees us that actually all the b 1 C C b L conditions described above are pairwise independent. As the number of elements of X To get an upper bound on the size ofˆ, the fiber of id under w .˛1; : : : ;˛l / G , from this, note that for each E g 2 G d lying in that fiber, we have
Now the ball B 2lC2 .z/ of radius 2l C 2 with respect to the metric d then the number of possibilities for z j is at leasť
It follows that
Hence we also have a lower bound on the cardinality of X:
Combining formula (3.5) with the upper bound on jXj from formula (3.4), we conclude that
From the explicit Stirling-like bound nŠ .n=e/ n (which, as noted in [6] , is an immediate consequence of the Taylor expansion of the exponential function), it is clear from formula (3.6) that jˆj Ä jGj d 1=.8M / as long as
But our assumption n 16l 16 e 16Md 2 D . p 2l 2 / 8 e 16M d 2 is equivalent to . For the other proof, we require the following lemma, which is essentially [3, Lemma 3.2]. Lemma 3.3.3. Let G be the isometry group, acting naturally on a finite vector space , associated with a classical finite simple group of Lie type S D X.q/. Set E WD F q , and denote by F the finite field such that is an F -vector space (recall that either F D E or, in the Hermitian case, F is a quadratic extension of E). Set n WD dim E ./, and let v 1 ; : : : ; v k be E-linearly independent vectors in V such that n 2k C 2. Then j Stab G .v 1 ; : : : ; v k /j Ä q k 2 Ck k n jGj.
Proof of Theorem 3.2.6 (2) except for general linear groups. Let G be the isometry group of either a perfect symmetric, perfect anti-symmetric or perfect Hermitian pairing on a finite F -vector space . In the first two cases, set E WD F , and in the Hermitian case, let E be the unique subfield of F such that OEF W E D 2. Furthermore, set q WD jEj and n WD dim E ./ as well as m WD dim F ./ D n=e (with e as in Notation 3.3.1 (2)), so that without loss of generality D F m q e and Notation 3.3.1 (2) is applicable. Finally, fix˛1; : : : ;˛l 2 A.G/.
Under these assumptions, we will actually show something stronger than what is asserted in Theorem 3.2.6 (2) for all isometry groups (including the general linear groups), namely that if n 216l 2 , then the size of the fiberˆof 1 G D id under w .˛1; : : : ;˛l / G is at most jGj d 1=.72l 2 / (note that it is sufficient to consider that fiber by Lemma 2.1 (2), as A.G/ contains Inn.G/). As before, the argument is a modification of a proof of Larsen and Shalev, namely of [3, proof of Proposition 3.3]. Compared to their situation, we have the advantage that we only need to consider the fiber of id, not of any isometry with an eigenvalue of multiplicity at least n=3, so that some parts of the construction even get simpler, while others get more complicated to make them still work for automorphic word maps.
Let E g D .g 1 ; : : : ; g d / denote a d -tuple of elements of G. We define u j and j by the same formulas as in the proof of Theorem 3.2.6 (1) above. Furthermore, we set L WD bn=.9l 2 /c and let E z D .z 1 ; : : : ; z L / denote an L-tuple of elements of . We define the lexicographic order on the set ¹1; : : : ; Lº ¹0; : : : ; lº through .i 0 ; j 0 / .i; j / if and only if i 0 < i, or i D i 0 and j 0 < j . Finally, we define There are fewer than q l 2 L 2 l L ways in which the a i;i 0 ;j 0 ;k and b i can be chosen:
precisely l L ways for the choice of b i , and less than the following number of ways for the choice of the scalars a i;i 0 ;j 0 ;k from E D F q :
Furthermore, there are fewer than q n. We estimate the number of elements . E g; E z/ of X for fixed choices of a i;i 0 ;j 0 ;k , b i and z. Note that E z is already fixed now as a part of z, so we need to bound the number of matching E g D .g 1 ; : : : 
which by Lemma 3.3.2 is equivalent to
which by Lemma 3.3.2 and the semilinearity of the t.˛k/ is equivalent to
which is equivalent to g k Â X
.i 0 ;j 0 / .i;b i /; oD1;:::;l
Like in the proof of Theorem 3.2.6 (1), we now argue that this system of conditions of the form g k .v/ D w is either contradictory (i.e., not satisfiable for any choice of the g k in End F ./) or the conditions are independent, meaning here that for each k, the family, indexed by the conditions concerning g k , of all vectors appearing as arguments in one of the conditions concerning g k is E-linearly independent.
Indeed, assume that for some k, the family of argument vectors for g k is E-linearly dependent. Note that the lexicographical order which we defined on ¹1; : : : ; Lº ¹0; : : : ; lº also induces a linear order on the conditions involving the variable g k , as each such condition is by definition associated with a pair .i; j / 2 ¹1; : : : ; Lº ¹0; : : : ; lº in an injective way (for a condition as described in 1122 A. Bors the last two bullet points above, this pair is .i; b i /). By means of this linear order, list the conditions involving g k as follows:
Since the tuple .v 1 ; : : : ; v t k / is E-linearly dependent by assumption and all v t r are nonzero, there exists an index u 2 ¹2; : : : ; t k º such that v u 2 Span¹v 1 ; : : : ; v u 1 º. Note that if the system of conditions is satisfiable through a suitable choice of g 1 ; : : : ; g d 2 End F ./, this implies that likewise w u 2 Span¹w 1 ; : : : ; w u 1 º. We will now argue that this is not the case.
By the choice of z, the assumption that v u 2 Span¹v 1 ; : : : ; v u 1 º implies that g k .v u / D w u must be a condition as described in the third bullet point above, with Hence we may assume without loss of generality that the above described b 1 C C b L conditions on the g k are independent, so that by Lemma 3.3.3 and the convexity of the function r 7 ! r 2 C r, we see that there are no more than
elements of X, subject to the choices of a i;i 0 ;j;k , b i and z. Hence
On the other hand, if is satisfied. Now for each i , the span on the right-hand side of formula (3.10) has E-dimension less than l 2 L Ä n=9 Ä n 1 and thus is a proper E-subspace of . It follows that in each step of iteratively fixing an L-tuple .z 1 ; : : : ; z L / 2 L according to formula (3.10), we have at least q n 1 many choices for z i . Hence the number of pairs . E g; E z/ 2 X with E g 2ˆfixed is at least q L.n 1/ , and it follows that jX j jˆj q L.n 1/ : (3.11)
Combining formulas (3.9) and (3.11), we get
where in the last step, we used the fact that jGj Ä q n 2 , which in the symmetric and anti-symmetric cases is trivial since G Ä GL n .q/ then, and in the Hermitian case, it follows from
see, for example, [1, p. x].
Second part of the proof of Theorem 3.2.6: General linear groups
As mentioned before, for the general linear groups G D GL n .q/, the argument used for the other isometry groups from Theorem 3.2.6 (2) needs to be modified. This is because the automorphisms of G which can be written as conj.U / ı aut. / for some U 2 G and 2 Aut. Lemma 3.4.1. Let G D GL n .q/ for some n 2 N C and prime power q, and let WD F n q , an F q -vector space on which G acts naturally. Further, let˛2 A.G/, g 2 G and x; y 2 . Then the following hold:
(1) If˛2 B.G/, say˛D conj.U /ı , then setting t.˛/ WD .U ıperm. // 1 2 S just as in Notation 3.3.1 (2), we have that
Proof. The argument for point (1) is like the one for Lemma 3.3.2: that˛can be viewed as the restriction of the inner automorphism conj.t.˛/ 1 / W S ! S to G Ä S . As for point (2) , note that
as required.
In view of this, the following lemma will act as a substitute for Lemma 3.3.3:
Lemma 3.4.2. Let n 2 N C , q a prime power, and let r 1 ; r 2 2 N with r 1 ; r 2 Ä n. j . Instead of counting the number of g 2 GL n .q/ satisfying the r 1 C r 2 many mapping conditions from the assumptions, we count the number of h 2 GL n .q/ satisfying all the equivalently rewritten conditions from formulas (3.12) and (3.13).
To this end, note that each of the conditions he i D y . However, by the conditions from formula (3.14), the rows indexed by t 1 ; : : : ; t r 2 of h can be expressed as F q -linear combinations of the rows of h whose index is not from ¹t 1 ; : : : ; t r 2 º.
Combining the two statements about how the conditions affect coefficients from h, we see that h is completely determined by the conditions from formulas (3.12) and (3.13) if we additionally fix the coefficients of h that lie neither in one of the first r 1 many columns nor in one of the rows indexed by t 1 ; : : : ; t r 2 of h. As there are precisely n 2 .r 1 C r 2 /n C r 1 r 2 such coefficients of h, there are at most q n 2 .r 1 Cr 2 /nCr 1 r 2 many h 2 GL n .q/ that satisfy the conditions from formulas (3.12) and (3.13), as required.
Proof of Theorem 3.2.6 (2) for general linear groups. Let G D GL n .q/, let n 72.d C 1/ 2 l 2 , and fix automorphisms˛1; : : : ;˛l 2 A.G/. We want to show that the size of the fiberˆof 1 G D id under w .˛1; : : : ;˛l / G is at most jGj d 1=.36.d C1/l 2 / . As the argument is a modification of the one for the other isometry groups given at the end of the last subsection, we will only indicate at which points the argument needs to be altered here.
(i) Instead of L WD bn=.9l 2 /c, we set L WD bn=.3.d C 1/l 2 /c here.
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(ii) As we said at the beginning of this subsection, we cannot write˛k in the form˛k D conj.U k / ı aut. k / anymore in general, but we can writę
where a k 2 ¹0; 1º.
(iii) Accordingly, we use Lemma 3.4.1 for the equivalent reformulation of the mapping conditions on the g k , and we can show, by an analogous argument, that each of the 2d argument vector families belonging to one of g k or g , then an application of Lemma 3.4.2 yields that the number of elements of X, subject to the choices of a i;i 0 ;j;k , b i and z, is at most
Hence we get the following upper bound on jXj here:
and so q n 2 Ä jGj n=.n 1/ D jGj 1C1=.n 1/ Ä q n 2 =.n 1/ jGj. Therefore,
The lower bound on jX j is still the same as in formula (3.11).
(v) Note that since we are assuming that n 72.d C 1/ 2 l 2 , it is easy to check that 2d C 1 n
Hence by combining the upper and lower bound on jXj, we get the following:
equation implies that if we project the solution setˆto the equation in (4.1) onto those coordinates that correspond to variables from J i , the resulting image has size at most jS j jJ i j . Our goal is to find dn= l 2 e pairwise distinct indices i 1 ; : : : ; i dn= l 2 e 2 ¹1; : : : ; nº such that the associated coordinate equations are pairwise independent, i.e., such that J i t \ J i u D ; for t 6 D u. Once we have found these indices, we are done, since it then follows that the projection ofˆonto those coordinates that correspond to variables from S dn= l 2 e tD1 J i t has size at most as required. We choose the indices i 1 ; : : : ; i dn= l 2 e iteratively: i 1 can be chosen arbitrarily from ¹1; : : : ; nº. If we have already found indices i 1 ; : : : ; i t such that the associated coordinate equations are pairwise independent and we want to find another index i t C1 , it is sufficient to choose i t C1 outside of the set S l i D1 i OE S t uD1 M u , where M u denotes the set of second indices occurring in the i u -th equation. This set of "forbidden" values for i t C1 has size at most tl 2 , and so as long as n > tl 2 , i.e., dn= l 2 e t C 1, we can choose i t C1 as desired. This concludes the proof.
The proof of Theorem 1.2.2 is now easy:
Proof of Theorem 1.2.2. (1) If S D A m is a composition factor of G, then by the observations from the beginning of this subsection, it follows that p w .A n m / for some n 2 N C , and thus p w 0 .A m / for some variation w 0 of w. However, w 0 is a reduced word of length l in at most l distinct variables, and so if jS j D jA m j > max ® d256l 16 e 16M 0 l 2 eŠ;
we get a contradiction, since this implies by Theorem 3.1.2 (1) that
(2) Assume that S D X r .q/ is a (classical) simple group of Lie type with r > max¹72.l C 1/ 2 l 2 ; p 72.l C 1/l 2 log 2 . 1 /º and that S is a composition factor of G. As before, it follows that p w 0 .S/ for some variation w 0 of w. In view of our choice of r, and using again the fact that w 0 is a reduced word of length l in at most l distinct variables and that jX r .q/j q r 2 2 r 2 (which follows from the known formulas for jX r .q/j, for example from [1, 
Concluding remarks
As mentioned at the beginning of Section 3, the generalization of the third case in Larsen and Shalev's proof (the simple Lie-type groups of bounded rank) from the word map setting to automorphic word maps is open. Described very briefly, Larsen and Shalev's approach to the third case is an algebro-geometric one and consists in studying the fibers of word maps in simple Lie-type groups as subvarieties of the Lie-type groups viewed as linear algebraic groups. One of the problems with extending this approach to automorphic word maps is that because of the existence of field automorphisms on Lie-type groups, the degrees of the polynomial equations defining the fiber as a variety are, in contrast to the word map setting, in general not bounded by a constant any more. Still, hoping that this and other difficulties can be overcome, we will spend the rest of this concluding section discussing possible consequences of a successful adaptation of the proof.
The following is a direct generalization of [3, Theorem 1.1] to automorphic word maps and would most likely result from a suitable adaptation of Larsen and Shalev's proof in its entirety:
Conjecture 5.1. For each nonempty and reduced word w in d distinct variables, there exist constants N.w/; Á.w/ > 0 such that for all nonabelian finite simple groups S with jS j N.w/, the inequality P w .S / Ä jS j d Á.w/ holds.
Consider also the following slightly stronger version of Conjecture 5.1: Conjecture 5.2. Like Conjecture 5.1, but with the additional assumption that the constants N.w/ and Á.w/ are effective, i.e., they can be computed algorithmically from the word w as input.
Our last goal in this paper is to show that Conjecture 5.2 implies another interesting statement, given as Conjecture 5.3 below. Before this, for the reader's convenience, we briefly review some basic facts on the solvable radical and finite groups with trivial solvable radical (for more details, readers are referred to [4, pp. 88 ff. and p. 122]), and we give some motivation.
