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ALEXANDER POLYNOMIAL OF SEXTICS
MUTSUO OKA
Abstract. Alexander polynomials of sextics are computed in the case of sextics with only
simple singularities or sextics of torus type with arbitrary singularities. We will show that for
irreducible sextics, there are only 4 possible Alexander polynomials: (t2−t+1)j, j = 0, 1, 2, 3.
For the computation, we use the method of Esnault-Artal and the classification result in our
previous papers.
1. Introduction
Recall that a sextics is called of torus type if it is defined by polynomial f(x, y) := f2(x, y)
3+
f3(x, y)
2 where degreefi(x, y) = i for i = 2, 3. Sextics without such a torus expression is called
of non-torus type. In [10], we have computed the fundamental group of the complement of
tame sextics of torus type and we have classified the configurations of the singularities on
non-tame sextics of torus type in [9]. In general, the computation of the fundamental groups
is more complicated in the case of non-tame torus curves. In this paper, we are interested
in another invariant which is called an Alexander polynomial. This invariant is weaker than
the fundamental groups, but easier to be computed. In fact, there are Zariski pairs with
different fundamental group but with the same Alexander polynomial ([7]). The advantage
of Alexander polynomial is that it can be computed by the data of the local singularities and
the data about their global position in P2.
It is the purpose of this paper to give a complete atlas of the Alexander polynomials of
(a) sextics of torus type with arbitrary singularities or
(b) sextics with only simple singularities, not necessarily of torus type.
In fact, we will show that there are only four possibilities of Alexander polynomials:
1, (t2 − t+ 1), (t2 − t+ 1)2, (t2 − t+ 1)3.
for irreducible sextics of type (a) or (b). The case ∆(t) = (t2−t+1)3 corresponds to 9 cuspidal
sextics, ∆(t) = 1 corresponds to sextics of non-torus type with ρ(5) ≤ 6. It is expected that
every sextics of non-torus type satisfies the above inequality. The case ∆(t) = (t2 − t + 1)2
corresponds to the cases:
Σ(C) = [8A2], [8A2, A1], [6A2, E6], [6A2, A5], [6A2, A5, A1], [4A2, 2A5], [4A2, A5, E6]
and sextics of torus type with configuration [B3,6, 3A2], [C3,9, 3A2]. For reducible sextics of
torus type, we can have further
∆˜(t) = (t2 − t+ 1)2(t2 + t+ 1), (t2 − t+ 1)(t2 + t+ 1),
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(t2 − t+ 1)2(t2 + t+ 1)(t+ 1)2, (t2 − t+ 1)4(t2 + t+ 1)4(t+ 1)4
The last case corresponds to a sextic with B6,6 and C has 6 line components. See Corollary
12 and Corollary 17 for further detail.
Sextics of non-torus type with non-simple singularities are not considered in this paper.
2. Alexander Polynomial of a plane curve
Let C be an affine curve defined by a polynomial f(x, y) of degree d. We assume that
the line at infinity L∞ and C intersect transversely and we identify P
2 − L∞ ∼= C2. Let φ :
π1(C
2−C)→ Z be the canonical homomorphism induced by the composition of the Hurewicz
homomorphism ψ : π1(C
2 − C) → H1(C2 − C,Z) ∼= Zr and the summation homomorphism
Zr → Z where r is the number of irreducible components of C. Let t be a generator of Z.
Let X˜ → C2 − C be the infinite cyclic covering corresponding to Kerφ. Then H1(X˜,Q)
has the structure of Λ module where Λ := Q[t, t−1]. Thus we can write as
H1(X˜,Q) ∼= Qr−1 ⊕ Λ/λ1(t)⊕ · · · ⊕ Λ/λν(t)
where λi(t) is a polynomial with integral coefficients satisfying the properties λi(0) 6= 0 and
λi|λi+1 for i = 1, . . . , ν − 1. The generic Alexander polynomial ∆(t) is defined by the product
∆(t) = (t − 1)r−1λ1(t) · · · λν(t). Let us call ∆˜(t) := ∆(t)/(t − 1)r−1 the reduced Alexander
polynomial. It does not depend on the choice of the generic line at infinity L∞. Let F (X,Y,Z)
be the defining homogeneous polynomial of C and letM = F−1(1) ⊂ C3 be the Milnor fiber of
F . Randell showed in [12] that ∆(t) can be computed as the characteristic polynomial of the
monodromy on th first homology group of the Milnor fibration defined by the homogeneous
polynomial F (X,Y,Z). Thus the degree of ∆(t) is equal to the first Betti number b1(M). On
the other hand, Libgober has proved that the degree of ∆˜(t) is equal to the sum
∑d−1
j=1 βj ,
where βj is defined by the number of factors ℓ, ℓ = 1, . . . , ν, such that exp(2πj
√−1/d) is
a root of λℓ(t) = 0. Combining these results, we observe that λj(t) has no multiple roots.
Furthermore Libgober and Loeser-Vaquie´ showed that
Lemma 1. ([3],[4]) The polynomial ∆(t) is written as the product
∆˜(t) =
d−1∏
k=1
∆k(t)
ℓk , k = 1, . . . , d− 1
where
∆k = (t− exp(2kπi
d
))(t− exp(−2kπi
d
))
and ℓk = dimH
1(P 2, L(k)).
For the definition of the sheaf L(k), we refer to [2, 1, 4]. We use the method of Esnault-Artal
to compute ℓk ([2], [1]). Note that for the case of sextics d = 6, ∆5(t) = ∆1(t) = t
2 − t + 1,
∆4(t) = ∆2(t) = t
2 + t+ 1 and ∆3(t) = (t+ 1)
2.
Let C be a given plane curve of degree d defined by f(x, y) = 0 and let Σ(C) be the singular
locus of C and let P ∈ Σ(C) be a singular point. Consider an embedded resolution of C,
ALEXANDER POLYNOMIAL OF SEXTICS 3
π : U˜ → U and let E1, . . . , Es be the exceptional divisors. Let us choose (u, v) be a local
coordinate system centered at P and let ki and mi be the order of zero of the canonical two
form π∗(du∧dv) and π∗f respectively along the divisor Ei. An ideal JP,k,d of OP is generated
by the function germ φ such that the pull-back π∗φ vanishes of order at least −ki + [kmi/d]
along Ei. Namely
JP,k,d = {φ ∈ OP ; (π∗φ) ≥
∑
i
(−ki + [kmi/d])Ei}
Let us consider the canonical homomorphisms induced by the restrictions:
σk,P : OP → OP /JP,k,d, σk : H0(P2,O(k − 3))→
⊕
P∈Σ(C)
OP /JP,k,d
where the right side of σk is the sum over singular points of C. By [1], the integer ℓk is equal
to the dimension of the cokernel σk.
2.1. Non-degenerate singularity. In general, the computation of the kernel and cokernel
of the homomorphism σk,P requires an explicit computation of the resolution. However for
the class of non-degenerate singularities, these informations can be obtained easily by a toric
resolution. See [15, 8] for the definition of non-degenerate singularities. In fact, we do not need
any data in detail for a resolution. Let us assume that (u, v) is a fixed local analytic coordinate
such that P = (0, 0) and C is defined by a function germ f(u, v) and the Newton boundary
Γ(f) is non-degenerate with respect to (u, v). Let Q1, . . . , Qs be the primitive covectors which
correspond to the edges ∆1, . . . ,∆s of Γ(f) respectively. That is, ∆(Qi, f) = ∆i. Here we use
the same terminology as in [8].
Let π : U˜ → U is the canonical toric modification and let Eˆ(Qi) be the exceptional divisor
corresponding to Qi. Recall that the order of zeros of the canonical two form π
∗(du ∧ dv)
along the divisor Eˆ(Qi) is simply given by |Qi| − 1 where |Qi| := (p + q) for Qi = t(p, q).
See [8], p. 178. For a function germ g(u, v), let m(g,Qi) be the multiplicity of the pull-back
π∗g on Eˆ(Qi). This number is equal to d(Qi, g) in [8], which is the minimal value of the
linear function Qi restricted to the Newton boundary of g(u, v). Then the following criterion
is essentially due to Merle-Teissier [5] and it is useful for the computation of the ideal JP,k,d.
Lemma 2. Take a function germ g. Then g is contained in the ideal JP,k,d if and only if
(♯) m(g,Qi) ≥ [k
d
m(f,Qi)]− |Qi|+ 1, for i = 1, . . . , s
The ideal JP,k,d is generated by the monomials satisfying the above condition.
Note that the condition (♯) can be checked without constructing an explicit toric compact-
ification.
Proof. Let Σ∗ be a regular subdivision of Γ∗(f) which we use to construct our toric modi-
fication π : U˜ → U We put Q0 = t(1, 0) and Qs+1 = t(0, 1). Then for Q0, Qs+1 the conditions
are satisfied. Take the cone Cone(Qi, Qi+1) and let Ti,1, . . . , Ti,νi be the covectors which are
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inserted for the regular subdivision of the cone Cone(Qi, Qi+1). Note that the conditions (♯)
for Qi, Qi+1 are equivalent to
m(Qj, g) >
k
d
m(Qj, f)− |Qj|, j = i, i+ 1
On the other hand, we can write Ti,j = αjQi + βjQi+1 for some positive rational numbers
αj , βj . We also observe that
m(Ti,j, f) = αjm(Qi, f) + βjm(Qi+1, f)
m(Ti,j , g) ≥ αjm(Qi, g) + βjm(Qi+1, g).
The first equality follows from the property: ∆(Tij , f) = ∆i ∩ ∆i+1. As |Ti,j| = αj |Qi| +
βi|Qi+1|, we obtain
m(Ti,j, g) ≥ αjm(Qi, g) + βjm(Qi+1, g)
>
k
d
(αjm(Qi, f) + βjm(Qi+1, f))− (αj |Qi|+ βj |Qi+1|) = k
d
m(Ti,j, f)− |Ti,j |
Thus the condition (♯) is satisfied for the covectors Tij . The second assertion is obvious.
3. Alexander polynomials of Sextics with simple singularities
3.1. Normal forms of simple singularities. For simple singularities, we use the following
normal forms. 

An : f(u, v) = v
2 + un+1 + (higher terms)
Dk : f(u, v) = v
2u+ uk−1 + (higher terms)
E6 : f(u, v) = v
3 + u4 + (higher terms)
E7 : f(u, v) = v
3 + vu3 + (higher terms)
E8 : f(u, v) = v
3 + u5 + (higher terms)
(1)
Note that deg f(0, v) ≥ 3 for Dj and deg f(u, 0) ≥ 5 for E7 and in fact we can make f(x, y)
to be convenient by taking u 7→ u+ v or v 7→ v + u2. In the above notation, we observe that
the line v = 0 gives the tangent cone of the respective singularities and the local intersection
number with the given curve is strictly greater than the respective multiplicity. In the case
of Dk singularity, v = 0 is one of the tangent cone. Let Lv be the projective line passing
through the origin O = (0, 0) in the coordinate (u, v) and tangent to the smooth curve v = 0.
We call Lv the principal tangential direction of the simple singularity. As Lv is written as
v + a u2 + (higher terms), we have I(Lv, C;O) ≥ 4 for Aj, j ≥ 3 or E6, E7, E8 or Dk, k ≥ 5.
Here I(f, g;P ) is the local intersection number of f = 0 and g = 0 at P . Let us consider the
canonical homomorphisms defined in the previous section:
σk,P : OP → OP /JP,k,6, σk : H0(P2,O(k − 3))→
⊕
P OP /JP,k,6
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3.2. Description of local data for simple singularities. We assume hereafter (u, v) is a
chosen local coordinate system so that the defining equations are written as in (1). The local
data for the simple singularities are described by the following.
Proposition 3. Assume that (C,P ) is a simple singularity defined by a normal form as in
(1). For k ≤ 3, ρ(P, k) = 0. For k = 4 we have
ρ(P, 4) = 0, for (C,P ) ∼= A1, . . . , A4
ρ(P, 4) = 1, JP,4,6 = 〈u, v〉 for (C,P ) ∼= A5, . . . , A10,D4, . . . ,D9, E6, E7, E8
ρ(P, 4) = 2, JP,4,6 = 〈u2, v〉 for (C,P ) ∼= A11, . . . , A16,D10, . . . ,D15
ρ(P, 4) = 3, JP,4,6 = 〈u3, v〉 for (C,P ) ∼= A17, . . . , A22,D16, . . . ,D21
For k = 5, we have ρ(P, 5) = 0 for A1 and
ρ(P, 5) = 1, JP,5,6 = 〈u, v〉 for (C,P ) ∼= A2, A3, A4,D4,D5
ρ(P, 5) = 2, JP,5,6 = 〈u2, v〉 for (C,P ) ∼= A5, A6, A7, E6, E7, E8,D6,D7,D8
ρ(P, 5) = 3, JP,5,6 = 〈u3, v〉 for (C,P ) ∼= A8, A9, A10,D9,D10,D11
ρ(P, 5) = 4, JP,5,6 = 〈u4, v〉 for (C,P ) ∼= A11, A12, A13,D12,D13,D14
ρ(P, 5) = 5, JP,5,6 = 〈u5, v〉 for (C,P ) ∼= A14, A15, A16,D15,D16,D17
ρ(P, 5) = 6, JP,5,6 = 〈u6, v〉 for (C,P ) ∼= A17, A18, A19,D18,D19,D20
We call a singularity (C,P ) is ρ(k)-essential if ρ(k, P ) > 0. Thus we see that A1, . . . , A4
are not ρ(4)-essential and A1 is not ρ(5)-essential.
Corollary 4. I. Take a germ g(x, y) ∈ OP . Then g is contained in the kernel of σk,P if and
only if I(g, v;P ) ≥ ρ(P, k). This implies also
I(g, f ;P ) ≥ 2ρ(P, k)(2)
For k = 4, the equality in (2) holds only if (C,P ) ∼= Aj , j ≥ 5.
For k = 5, the equality in (2) holds only if either (C,P ) ∼= Aj , j ≥ 2 or (C,P ) ∼= E6
singularities. If (C,P ) ∼= E6 and I(g, f ;P ) = 4, the curve g = 0 is smooth at P and it is
tangent to the tangent cone of (C,P ).
II. Assume that g, g′ ∈ Kerσk,P . Then I(g, g′;P ) ≥ ρ(P, k).
Proof. Recall that f = 0 is the defining polynomial of C. Let (u, v) be a coordinate system
which gives the normal form (1). Write g = v g1 + u
r g2, g1, g2 ∈ OP with g2(0) 6= 0. Then
g is contained in the ideal JP,k,6 if and only if r ≥ ρ(P, k). Using the normal form in (1), we
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have
I(u, f ;P ) =

2 (C,P )
∼= Aj, j ≥ 2
3 (C,P ) ∼= E6, E7, E8
(3)
I(v, f ;P ) =


j + 1 (C,P ) ∼= Aj , j ≥ 2
4, (C,P ) ∼= E6
≥ 5 (C,P ) ∼= E7, E8
j − 1 (C,P ) ∼= Dj , j ≥ 4
(4)
Thus if r ≥ ρ(P, k), we have
I(ur, f ;P ) ≥ 2 ρ(P, k), I(v, f ;P ) ≥ 2 ρ(P, 5) ≥ 2 ρ(P, 4)
I(g,C;P ) ≥ min(I(v,C;P ), I(ur , C;P )) ≥ 2 ρ(P, k)
The equality I(v, f ;P ) = 2ρ(P, 5) holds only if (C,P ) ∼= E6 and g1(P ) 6= 0.
Assume k = 4. Then by the above inequality, we have I(g, f ;P ) ≥ 2 ρ(4). The equality
I(g, f ;P ) = 2ρ(P, 4) holds if and only if (C,P ) ∼= Aj singularity and r = ρ(P, 4).
Now we assume that k = 5. Let g be a conic in Kerσ5,P , written as g = v g1 + u
r g2,
g1, g2 ∈ OP . By the above inequalities, we have I(v, f ;P ) ≥ 2 ρ(P, 5) and the equality
holds only for E6. The equality I(g, f ;P ) = I(u
r, f ;P ) = 2ρ(P, 5) takes place if and only
if (C,P ) = Aj and r = ρ(P, 5). Similarly the equality I(g, f ;P ) = I(v, f ;P ) = 2ρ(P, 5) if
(C,P ) = E6 and g1(O) 6= 0. In the last case, g = 0 is smooth at P and its tangent line is the
tangent cone of (C,P ).
The assertion II is obvious by the description of the ideal JP,k,6.
Remark 5. Assume that C is of torus type defined by f32 + f
2
3 = 0 and O ∈ {f2 = f3 = 0}.
Assume that (C,O) ∼= A3r−1. Then the cubic f3 = 0 is smooth at O and I(f3, f2;O) = r. We
may assume that v = f3 and f2 ≡ a ur + (higher terms) modulo (v) for some a ∈ C∗. Thus
f2 ∈ Kerσ5,O. Assume next that (C,O) is an E6-singularity. Then the cubic f3 = 0 has a
node at O and f2 is smooth at O and the tangent cone is equal to the tangent space of f2 = 0
and we may assume that f2 = v ([11]). Thus again f2 ∈ Kerσ5,O. Thus f2 ∈ σ5,O if O is an
simple inner singularity.
Lemma 6. Let ℓ be a projective line and let P1, P2, P3 be three points on ℓ (including the
infinitely near point cases P1 = P2 6= P3 or P1 = P2 = P3). Let g = 0 be a conic on P2 which
passes through them. Then ℓ divides g.
Proof. The assumption for the degenerated cases P1 = P2 6= P3 or P1 = P2 = P3 implies
I(g, ℓ;P1) = 2 or 3 respectively. Thus in any case, I(g, ℓ) ≥ 3. Thus by Bezout theorem, this
implies that ℓ | g.
Definition 7. Let P1, . . . , Pν , ν ≤ 3 be ρ(5)-essential simple singularities on a reduced sextic
C such that
∑ν
i=1 ρ(Pi, 5) ≥ 3. We say that the singular points {(C,Pi); i = 1, . . . , ν} are
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colinear if there is a projective line L such that Pi ∈ L for i = 1, . . . , ν and one of the
following conditions is satisfied.
(1) ν = 3 or (2) ν = 2, I(L,C;P1) ≥ 4 and ρ(P1, 5) ≥ 2 and L is the principal tangential
line at P1 or (3) ν = 1 and L is the principal tangential line at P1, I(L,C;P ) ≥ 6 and
ρ(P1, 5) ≥ 3.
Note that in either case, we have
∑ν
i=1 I(L,C;Pi) = 6 by Bezout theorem.
We recall the definition of sextics of linear type. Assume that C is a sextics with 3A5 or
A11 +A5 or A17. We say that C is of linear type if there is a line L ⊂ P2 such that
L ∩ C =


{P1, P2, P3}, I(C,L;Pi) = 2, (C,Pi) ∼= A5, i = 1, 2, 3
{P1, P2}, I(C,L;P1) = 2, I(C,L;P2) = 4, (C,P1) ∼= A5, (C,P2) ∼= A11
{P1}, I(C,L;P1) = 6, (C,P1) ∼= A17
Let ℓ be the linear form defining L. Then we have shown in [6] that C is of torus type
f23 + f
3
2 = 0 with f2 = ℓ
2. Such a torus curve is called of linear torus type. For further detail,
see [6]. Now we state our main theorem for sextics with simple singularities.
Theorem 8. Assume that C is a reduced sextics with only simple singularities.
(A) The homomorphism σ4 : H
0(P2,O(1))→⊕P∈Σ(C)Op/JP,4,6 is described as follows.
(a) σ4 is injective if ρ(4) ≥ 4. The case ρ(4) > 4 does not exist.
(b) If ρ(4) ≤ 3, the homomorphism σ4 : H0(P2,O(1)) →
⊕
P∈Σ(C)Op/JP,4,6 is surjective
except the case
(♯4) : ρ(4) = 3 and C is of linear torus type.
In this case, dimCokerσ4 = 1.
(B) The homomorphism σ5 : H
0(P2,O(2))→⊕P∈Σ(C)Op/JP,5,6 is described as follows.
(c) σ5 is surjective if ρ(5) ≤ 5.
(d) If ρ(5) ≥ 6, σ5 is injective except the case that
(♯5) : C is of torus type and ρ(5) = 6.
In the last case, dimCoker σ5 = 1.
The proof of Theorem 8 occupies the rest of this section. Let P1, . . . , Pν be the ρ(k)-essential
singularities.
Proof of the assertion (A) in Theorem8. We first prove the assertion (A). By the classifica-
tion tables [11, 9, 6] and Bezout theorem, we observe that ρ(4) ≤ 4 and there exists a unique
configuration Σ = [3A5,D4] which satisfies the equality. Note that the rank is maximal for
this configuration.
If there is a line ℓ ∈ Kerσ4, we have 6 ≥ I(ℓ, C) ≥ 2ρ(4). This implies ρ(4) ≤ 3. Thus
assume that ρ(4) ≤ 3. The condition for a linear form ℓ to be in the kernel of σ4 is given
by ρ(4) linear equations. If ρ(4) < 3, they are independent by a direct computation. Thus
dim Kerσ4 = (3 − ρ(4)) and the surjectivity follows. Assume that ρ(4) = 3 and ℓ ∈ Kerσ4.
appenWe may assume that ℓ is not a component of C. For the proof of this assertion,
see Appendix 1. By Corollary 4, we have I(ℓ, C) ≥ 6. Thus we must have the equality
I(ℓ, C;P ) = 2ρ(P ). Thus the singularities P ∈ C with ρ(P, 4) > 0 must be Aj , j ≥ 5 and
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they are on ℓ so that I(ℓ, C;P ) = 2ρ(P, 4). As ℓ is unique up to a multiplication of a constant
by the property I(ℓ, C) ≥ 6, the assertion (b) reduces to
Lemma 9. Assume that C is a sextic and ℓ is a line and one of the conditions are satisfied.
(i) C ∩ ℓ = {P1, P2, P3}, (C,Pi) ∼= Aj(i) with ρ(Pi, 4) = 1, 5 ≤ j(i) < 11 and I(ℓ, C;Pi) = 2
for i = 1, 2, 3.
(ii) C ∩ ℓ = {P1, P2}, (C,Pi) ∼= Aj(i) with ρ(P1, 4) = 2, ρ(P2, 4) = 1, 11 ≤ j(1) < 17, 5 ≤
j(2) < 11 and I(ℓ, C;P1) = 4 and I(ℓ, C;P2) = 2.
(iii) C ∩ ℓ = {P1}, (C,P1) ∼= Aj(1) with ρ(P1, 4) = 3, 17 ≤ j(1) < 23 and I(ℓ, C;P1) = 6.
Under the above assumption, we conclude that j(i) = 6 or 12 or 18, namely the singularities
on C ∩ ℓ are 3A5 or A11 +A5 or A17 respectively.
Proof of Lemma 9. Assume that ri := ρ(Pi, 4) and (C,Pi) = Aj(i) with 6ri − 1 ≤ j(i) <
6ri+5. Take normal coordinates (u, v) so that C is defined by v
2+uj(i)+1+(higher terms) = 0.
The assumption I(ℓ, C;Pi) = 2 ri implies that ℓ = a v + b u
ri + (higher terms), a, b ∈ C and
b 6= 0. Let us consider the family of sextics Ct = f−1t (0), ft := f(x, y) + t ℓ(x, y)6. It is easy
to observe that (Ct, Pi) ∼= A6ri−1 for a generic τ ∈ C. Thus for such a generic τ , Cτ is of
linear type. Thus by Proposition 7 of [6] or by [14], Cτ is of linear torus type written as
f3(x, y)
2 + c ℓ(x, y)6 = 0 for some c 6= 0. This implies again C = C0 is also of linear torus
type, as f0 = f
2
3 + (c − τ)ℓ6. Now the simple singularities of sextics of linear torus type are
3A5, A11 +A5 or A17 ([6]).
Proof of the assertion (B) in Theorem 8. Now we consider the assertion (B). Recall that
dimH0(P2,O(2)) = 6. Assume that ρ(5) < 6. We will show the surjectivity of σ5. Let
P1, . . . , Pν be the ρ-essential singularities and let ri := ρ(Pi, 5). For a conic g, the condition
for g to be in the kernel of σ(k, P ) is given by ρ(P, k) linear conditions. Namely, taking a
normal coordinate system (ui, vi) of the singularity (C,Pi), the condition g ∈ Kerσ5,Pi is
given by (considering g as a function of ui, vi) g(0, 0) =
∂jg
(∂ui)j
(0, 0) = 0, j = 1, . . . , ri − 1
and i = 1, . . . , ν. Thus we have to show that these conditions are independent so that
dim Image σ5 = 6 − dim Kerσ5 = ρ(5). If ρ(5) ≤ 3, the condition can be checked easily by
case-by-case computation. We consider the case ρ(5) = 4.
Colinear Case with ρ(5) = 4. Assume that {(C,Pi); i = 1, . . . , ν} contains a colinear subset,
say {(C,Pi); i = 1, . . . , µ}, µ ≤ ν. Let L be a projective line such that
∑µ
i=1 I(L,C;Pi) = 6.
Then for any conic g ∈ Kerσ5, we assert L | g. Otherwise we have a contradiction:
2 ≥∑µi=1 I(L, g;Pi) ≥ 3. Thus we can write g = L×ℓ with ℓ = ax+by+c. Now the condition
g to be in the kernel of σ5 is given by one linear condition among a, b, c and therefore the
dimension of the kernel σ5 is 2. For example, consider the easiest case: ν = 4 and µ = 3.
Then g is in Kerσ5 if and only if P4 ∈ ℓ. The other possibilities are the cases ν = 3, 2, 1.
Consider the case ν = µ = 2 and r1 = r2 = 2. We may assume that L is the principal tangent
direction of (C,P1) and P2 is on L. Note that the principal tangential direction of (C,P2) is
different from L. Then the condition to be asked is P2 ∈ ℓ as I(g,C;P2) ≥ 4. We omit the
proof of the other cases as it is similar.
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General case with ρ(5) = 4. Now we consider the generic case (non-colinear singularities)
with ρ(5) = 4. The case ν = 3 or 4 or ν = 2 and r1 = r2 = 2 is easy to be checked, by a direct
computation after putting Pi to suitable positions, say for example
P1 = (0, 0), P2 = (1, 0), P3 = (0, 1) and P4 = (1, 1) for ν = 4 or
P1 = (0, 0) with the principal tangential line x = 0, P2 = (1, 1), P3 = (1,−1) for ν = 3 and
r1 = 2, etc, using PGL(3,C)-action.
We consider two cases which is slightly less obvious: (1) ν = 1, r1 = 4 or (2) ν = 2, r1 = 3.
Assume that (u, v) is a fixed coordinate system which gives the normal form of (C,P1). We
can choose affine (x, y) coordinates so that x = x(u, v), y = y(u, v) where
x(u, v) = u+
∑
i+j≥2
ai,j u
i vj , y(u, v) = v +
∑
i+j≥2
bi,j u
i vj
Put P2 = (α, β) in the case (2) ν = 2. The genericity condition implies that the principal
tangential line Lv : y = 0 satisfies I(Lv, C;P1) ≤ 5, or equivalently b2,0 6= 0 for the case 1
(respectively P2 /∈ L, so β 6= 0 in case 2). Let g =
∑
i+j≤2 ci,jx
i yj be a conic. We consider the
condition g ∈ Kerσ5,P1 with P1 = (0, 0). First we need c0,0 = 0. Let g1(u) = g(x(u, 0), y(u, 0)).
By an easy computation, we get
Coeff(g1, u) = c1,0, Coeff(g1, u
2) = c0,1b2,0 + c2,0, Coeff(g1, u
3) = c0,1b3,0 + c1,1b2,0 + 2c2,0a2,0
Thus in the case 1, we can solve the equation g1 ≡ 0 modulo (u4) as
g(x, y) = c0 ,2 y
2 + (
c0 ,1 (−b3 ,0 + 2 b2 ,0 a2 ,0 )x
b2 ,0
+ c0 ,1 ) y − c0 ,1 b2 ,0 x2
In the case 2, the condition g ∈ Kerσ5 is equivalent to g(α, β) = 0 and g1 ≡ 0 modulo (u3)
which gives
g(x, y) = −(β c1 ,1 α+ β c0 ,1 − c0 ,1 b2 ,0 α
2) y2
β2
+ (c1 ,1 x+ c0 ,1 ) y − c0 ,1 b2 ,0 x2
In any case, we see that the kernel is two-dimensional.
Now we consider the case ρ(5) ≥ 5 and we first show that
Claim 10. Assume that ρ(5) ≥ 5, The kernel of σ5 is at most one-dimensional.
Proof. Assume first that Kerσ5 contains two mutually coprime conics g, g
′. This gives an
obvious contradiction
4 ≥ I(g, g′) ≥
ν∑
i=1
I(g, g′;Pi) ≥
ν∑
i=1
ri ≥ 5
Assume next that the kernel contains two linearly independent conics g, g′ which has a common
linear factor ℓ. Thus we can write g = ℓℓ1 and g
′ = ℓℓ′1. We may assume that ℓ is not a
component of C. See Appendix 2. Put P := ℓ1 ∩ ℓ′1. Then for any line ξ through P , ℓξ is
again in Kerσ5.
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(1) Assume that P 6= Pi, i = 1, . . . , ν. Then taking a generic ξ, the assumption ℓξ ∈ Kerσ5
implies that Pi ∈ ℓ for i = 1, . . . , ν. Then we have a contradiction
10 ≤ 2
ν∑
i=1
ri ≤
ν∑
i=1
I(ℓξ, C;Pi) = I(ℓ, C;Pi) ≤ 6
(2) Assume that P = P1 for example. The Pi ∈ ℓ for i = 2, . . . , ν. By the assumption,
we may assume that ξ is a generic line through P1. Thus I(ξ, C;P1) ≤ 3. (Recall that
the multiplicity of a simple singularity is less than or equal to 3.) By Corollary 4, we have∑ν
i=1 I(g,C;Pi) ≥ 10. This gives a contradiction that
ν∑
i=1
I(ℓ, C;Pi) =
ν∑
i=1
I(ℓξ, C;Pi)− I(ξ, C;P1) ≥ 10− 3 = 7
Now the surjectivity of σ5 for ρ(5) ≤ 5 is completed.
Assume that ρ(5) ≥ 6. Assume that there is a conic g ∈ Kerσ5. We assume that g is
not a component of C. See Appendix 3 below for the proof. Then by Corollary 4, we get
12 ≥ ∑νi=1 I(g,C;Pi) ≥ 2 ρ(5) which implies ρ(5) = 6. Thus we have ∑νi=1 I(g,C;Pi) = 12
and the conic g = 0 intersects C only at ρ-essential singularities. By a result of Tokunaga
[13], C is a sextics of torus type. Thus we have proved that σ5 is injective if ρ(5) ≥ 7 or
ρ(5) = 6 and C is not of torus type. This proves the assertion (B) of Theorem 8.
If C has the rank 19, by Proposition 3 and by the classification table in [16], we see that C
is of torus type and C has maximal rank 19. This suggests us:
Conjecture 11. Assume that C is a reduced sextic and assume that ρ(5) ≥ 7. Then C is a
sextic of torus type.
Corollary 12. Assume that C is a reduced sextic of torus curve with only simple singularities.
Then
1. ρ(5) = 9 if and only if C has 9 cusps and in this case ∆(t) = (t2 − t+ 1)3.
2. Assume that ρ(5) = 8.
(a) ρ(4) ≤ 2 if and only if Σ(C) is one of the following.
[8A2], [8A2, A1], [6A2, E6], [6A2, A5], [6A2, A5, A1], [4A2, 2A5], [4A2, A5, E6]
In this case, C is irreducible and ∆(t) = (t2 − t+ 1)2.
(b) ρ(4) ≥ 3 if and only if Σ(C) = [3A5, 2A2]. In this case, C is of linear torus type and
C consists of two cuspidal cubic components and ∆˜(t) = (t2 − t+ 1)2(t2 + t+ 1).
3. The case ρ(5) = 7 and ρ(4) = 4 occurs if and only if Σ(C) = 3A5 + D4. In this case,
∆˜(t) = (t2 − t+ 1)(t2 + t+ 1). There are three components in the moduli space:
(a) C = B4 + B1 + B
′
1, where B4 is a quartic and B1, B
′
1 are two flex tangents of B4
meeting at a point on B4 and Σ(C) = [3A5,D4] .
(b) C has three conic components so that Σ(C) = [3A5,D4].
(c) C is of linear torus with Σ(C) = [3A5,D4]. In this case, C consists of a cubic com-
ponent and three flex tangent lines.
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4. Assume that ρ(5) ≤ 7 and ρ(4) = 3 and C is of linear torus type. Then ∆˜(t) =
(t2 − t+ 1)(t2 + t+ 1).
5. For other sextics of torus type which is not of linear torus type, we have ∆˜(t) = t2−t+1.
The irreducible sextics of torus type can occur only in 1, 2-(a) or 5.
The proof of Corollary is immediate from Theorem 8 and the classification tables in [11, 9, 6].
3.3. Sextics of non-torus type. We consider irreducible sextics of non-torus type with only
simple singularities. We consider the factor t2+ t+1. This is determined by ρ(4). If ρ(4) ≤ 3
and C is not of linear torus type, we know by Theorem 8 that the factor t2 + t+ 1 does not
appear. Now we consider the possibility that ρ(4) ≥ 4. Recall that the total Milnor number
is bounded by 19. Put µˆ(4) =
∑
ρ(P,4)>0 µ(C,P ). Proposition 3 implies that ρ(4) ≤ 4 and the
possibility of ρ(4) = 4 is the case that Σ(C) contains one of the following.
1. µˆ(4) = 16: 4D4 ⊂ Σ(C).
2. µˆ(4) = 17: 3D4 +X5 ⊂ Σ(C), X = D, A.
3. µˆ(4) = 18: 3D4 +X6 ⊂ Σ(C), X = D, A, E or 2D4 +X5 + Y5 ⊂ Σ(C), X, Y = D, A or
D10 + 2D4 ⊂ Σ(C).
4. µˆ(4) = 19: 3D4+X7 ⊂ Σ(C), X = D, A, E or 2D4+Xj+Yk ⊂ Σ(C), k+j = 11, k, j ≥
5, X = D, A, E or 2D4+X11 ⊂ Σ(C), X = D, A, orD4+X5+Y5+Z5 ⊂ Σ(C),X,Y,Z =
D,A or D4 +D10 +X5 ⊂ Σ(C) with X = D, A.
On the other hand, the irreducibility gives the Plu¨cker inequality:∑
ρ(P,4)>0
δ(C,P ) ≤ 10
As δ(C,P ) = (2µ(C,P ) + r− 1)/2 where r is the number of irreducible components at P ( so
δ(D4) = δ(A5) = 3 and so on), we can easily see that none of the above configurations satisfy
the Plu¨cker inequality. Thus the factor t2+ t+1 does not appear in Alexander polynomials of
irreducible sextics of non-torus type with simple singularities. By Theorem 8 and Corollary
12 we obtain:
Corollary 13. Assume that C is an irreducible sextics with only simple singularities. Then
the Alexander polynomial ∆(t) takes the form (t2 − t+ 1)α, α = 0, 1, 2, 3.
3.4. Appendix. 1. We prove that there does not exist a sextics with simple singularities and
ρ(4) ≥ 3 which has a line component ℓ = 0 such that ℓ ∈ Kerσ4.
Assume that there exists a sextic C = L∪B5 with a line component L = {ℓ = 0} such that
ℓ ∈ Kerσ4. Put P1, . . . , Pν be ρ(4)-essential singularities. We assume that (C,Pi) are simple
singularities. We will show that ρ(4) ≤ 2. By the assumption ℓ ∈ Kerσ4 implies that Pi ∈ L
for i = 1, . . . , ν. Note also
∑ν
i=1 I(L,B5;Pi) ≤ 5. Thus ν ≤ 2.
(1) If (C,Pi) ∼= A2k−1 : f(u, v) = v2 − u2k = 0, we may assume ℓ = v − uk, I(L,B5;Pi) =
k ≤ 5 and ρ(4, P ) = 1 for k = 3, 4, 5. Actually, f(u, v) may have higher terms and then
ℓ = v− uk + (higher terms). We ignored these higher terms also in th following cases but the
computation are the same.
(2) If (C,Pi) ∼= E7 : v3 + vu3 = 0, ℓ = v, I(L,B5;Pi) = 3 and ℓ ∈ Kerσ5,Pi and ρ(4, Pi) = 1.
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(3) If (C,Pi) ∼= Dk : v2u − uk−1 = 0, and ℓ = {u = 0}. Note that ℓ ∈ Kerσ4,Pi if and
only if k ≤ 9. In this case, I(L,B5;Pi) = 2 and and ρ(4, Pi) = 1. For k = 2m, D2m has
three components and if ℓ = {v − um−1 = 0}, I(L,B5;Pi) = m ≤ 5. Thus ρ(4, Pi) = 1 for
m = 2, 3, 4 and ρ(4, Pi) = 2 for m = 5.
Thus in any case, we have observed that ρ(4, Pi) ≤ 12I(ℓ,B5;Pi). This implies that
ρ(4) =
ν∑
i=1
ρ(4, Pi) ≤
ν∑
i=1
I(ℓ,B5;Pi) ≤ 5
2
2. Now we show that if ℓ is a component of C and if ℓℓ1, ℓℓ
′
1 are linearly independent
conics in Kerσ5, then ρ(5) ≤ 4.
For sextics of torus type, the assertion follows from the list of configurations with a line
component in [6]. Assume that C need not be of torus type and ℓ is a component of C and
P1, . . . , Pν are on ℓ. Let C = ℓ + B5 where B5 is a reduced curve of degree 5. The possible
reducible singularity (C,Pi) is either A2k−1 or E7 or Dj and ℓ must be a smooth component.
Let P = ℓ ∩ ℓ1. We can see as before that Pi ∈ ℓ and ν ≤ 2 as
∑ν
i=1 I(ℓ,B5;Pi) ≤ 5.
(1) For A2k−1 : v
2 − u2k = 0, if ℓ = v − uk, I(v − uk, B5;O) = k ≤ 5 and ℓ ∈ Kerσ5,Pi and
ρ(5, Pi) ≤ [2k/3].
(2) For E7 : v
3 + v u3 = 0, s ≥ 5, ℓ = v, I(L,B5;O) = 3 and ℓ ∈ Kerσ5,Pi and ρ(5, Pi) = 2.
(3) For Dk : v
2u− uk−1 = 0,
if (3-1) ℓ = {u = 0}, I(L,B5;O) = 2 and ρ(5, Pi) = [k/3]. The assumption ℓ ∈ Kerσ5,Pi
implies k = 4, 5.
For k = 2m and if (3-2) ℓ = {v − um−1 = 0}, I(L,B5;O) = m and ℓ ∈ Kerσ5,Pi . As
I(L,B5;Pi) ≤ 5, we need m ≤ 5.
We observe that in any case,
ℓ ∈ Kerσ5,Pi =⇒ ρ(C,Pi) ≤ [
2
3
I(ℓ,B5;Pi)](5)
In the above discussion, the higher terms in the defining equations are ignored but the same
assertion holds. Put P = ℓ1 ∩ ℓ′1. We can assume that ℓ1 is a generic line through P . First,
assume that P is not an ρ(5)-essential singularity. This implies that ℓ ∈ Kerσ5. Then we
have ρ(5) ≤∑νi=1 23I(ℓ,B5;Pi) ≤ 103 by (5). Next we may assume that P = P1, (C,P1) ∼= Dk
and ℓ = u. The assumption ℓℓ1 ∈ Kerσ5,P1 is equivalent to u2 ∈ Kerσ5,P1 . Thus ρ(C,P1) = 2.
The possibilities are ν = 2: Di+A2j−1, (i = 6, 7, 8, j = 2, 3) or Di+E7, (i = 6, 7, 8) or ν = 1
and Di, (i = 6, 7, 8). Thus in any case we have ρ(5) ≤ 3.
3. Assume that C is a reduced sextic with only simple singularities. We show that if g = 0
a component of a sextics C and g ∈ Kerσ5, then ρ(5) ≤ 5.
Assume that C = C2∪C4 where C2 is defined by g = 0 with g ∈ Kerσ5. Let P1, . . . , Pν be
ρ-essential singularities. Then Pi ∈ C2 for i = 1, . . . , ν. The singularity (C,Pi) is reducible
and thus it is one of A2j−1, E7 or Dj . Note that (5) is true under the substitution B5 → C4.
Thus we get
ρ(5) =
ν∑
i=1
ρ(5, Pi) ≤ 2
3
ν∑
i=1
I(C2, C4;Pi) ≤ 16
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which implies ρ(5) ≤ 5.
4. Non-simple singularities
In this section, we consider sextics of torus type with some non-simple singularities. By
Pho [11], non-simple singularities on sextics of torus type are B3,2k (k = 2, . . . , 6), B4,6, B6,6,
C3,k (k = 7, 8, 9, 12, 15), C6,3k (k = 2, 3, 4), Sp1, Sp2 and D4,7 where
Bm,n : f(u, v) = v
m + un + (higher terms) = 0 (Pham-Brieskorn type)
Cm,n : f(u, v) = v
m + u2v2 + un + (higher terms) = 0, 2
m
+ 2
n
< 1
D4,7 : v
4 + u3v2 + au5v + bu7 = 0, a2 − 4b 6= 0
Sp1 : f(u, v) = f2(u, v)
3 + f3(u, v)
2,

f3(u, v) = v
2 − u3 + (higer terms)
f2(u, v) = cuv + (higer terms), c 6= 0
Sp2 : f3(u, v)
2 − c v6 = 0, c 6= 0, f3(u, v) = v2 − u3 + (higer terms)
Note that Bm,n and Cm,n have non-degenerate Newton boundaries and Sp1, Sp2 are degen-
erated in the sense of Newton boundary ([8]). The following describes the ρ(k)-invariants
and the JP,k,6 ideals of the above non-simple singularities. We use the notation ρ3,5(P ) =
(ρ(5, P ), ρ(4, P ), ρ(3, P )).
Lemma 14. Assume that C is a sextics and P is a singular point defined by the above equa-
tion. Then the ideal JP,k,6 and ρ(k, P ) are given as follows.
1. B3,6, C3,7 and C3,8:
JP,k,6 = 〈u3, uv, v2〉, 〈u2, v〉, 〈u, v〉 and ρ3,5(P ) = (4, 2, 1).
2. C3,9 and B3,8: JP,k,6 = 〈u4, v2, uv〉, 〈u2, v〉, 〈u, v〉 and ρ3,5(P ) = (5, 2, 1).
3. C6,6: JP,k,6 = 〈u3, v3, uv〉, 〈u2, v2, uv〉, 〈u, v〉 and ρ3,5(P ) = (5, 3, 1).
4. B4,6, D4,7: JP,k,6 = 〈u3, v2, vu2〉, 〈u2, v2, uv〉, 〈u, v〉 and ρ3,5(P ) = (5, 3, 1).
5. C3,12: JP,k,6 = 〈u5, v2, uv〉, 〈u2, v〉, 〈u, v〉 and ρ3,5(P ) = (6, 2, 1).
6. B3,10: JP,k,6 = 〈u5, v2, uv〉, 〈u3, v〉, 〈u, v〉 and ρ3,5(P ) = (6, 3, 1).
7. C6,9: JP,k,6 = 〈u4, v3, uv〉, 〈u2, v2, uv〉, 〈u, v〉 and ρ3,5(P ) = (6, 3, 1).
8. Sp1: JP,k,6 = 〈u4, v2 − u3, v3, u2v〉, 〈u2, uv, v2〉, 〈u, v〉 and ρ3,5(P ) = (6, 3, 1).
9. C3,15: JP,k,6 = 〈u6, v2, uv〉, 〈u3, v〉, 〈u, v〉 and ρ3,5(P ) = (7, 3, 1).
10. C9,9: JP,k,6 = 〈u4, v4, uv〉, 〈u2, v2, uv〉, 〈u, v〉 and ρ3,5(P ) = (7, 3, 1).
11. C6,12: JP,k,6 = 〈u5, v3, uv〉, 〈u3, v2, uv〉, 〈u, v〉 and ρ3,5(P ) = (7, 4, 1).
12. Sp2: JP,k,6 = 〈u4, v2 − u3, v3, uv2〉, 〈u3, uv, v2〉, 〈u, v〉 and ρ3,5(P ) = (7, 4, 1).
13. B3,12: JP,k,6 = 〈u6, v2〉, 〈u4, v〉, 〈u2, v〉 and ρ3,5(P ) = (8, 4, 2).
14. B6,6: JP,k,6 = 〈u4, u3v, u2v2, uv3, v4〉, 〈u3, u2v, uv2, v3〉, 〈u2, uv, v2〉, 〈u, v〉 and ρ3,5(P ) =
(10, 6, 3) and ρ(2, P ) = 1.
In the above list, ρ(P, 2) = 0 except for B6,6 and we omitted it.
Proof. Observe that JP,5,6 for Sp1 and Sp2 are not monomial ideals. Except for these two
singularities, the assertion follows from Lemma 2. We will show the computation for C3,9 and
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leave the other cases to the reader. Assume that (C,P ) ∼= C3,9. Thus the defining equation is
C3,9 : f(u, v) = v
3 + u2v2 + u9 = 0
We use Lemma 2. We have two faces corresponding to the face function v3+u2v2 and u2v2+u9
whose weight vectors are
P1 =
(
1
2
)
, P2 =
(
2
7
)
,
Let ki,mi be the multiplicity of π
∗du ∧ dv and π∗f along the divisor Eˆ(Pi). Thus the ideal
JP,k,6 is generated by the functions whose pull back have zeros of multiplicity at least [5m1/6−
k1] and [5m2/6 − k2] along Eˆ(P1) and Eˆ(P2) respectively. These integers are given by 3
and 7 for k = 5 and 2 and 4 for k = 4 and 1 and 1 for k = 3. On the other hand,
(π∗u) = Eˆ(P1) + Eˆ(P2) + (others) and (π
∗v) = 2Eˆ(P1) + 7Eˆ(P2) + (others) . Thus we can
see easily that JP,k,6 is generated by the monomials
JP,5,6 = 〈u4, v2, uv〉, JP,4,6 = 〈u2, v〉, J3,P,6 = 〈u, v〉
For Sp1 and Sp2, we proceed twice toric modifications to obtain their resolutions.
I. We show the assertion for the case Sp1 : f(u, v) = (v
2 − u3) + c (uv)3 = 0. We take the
first toric modification π1 : X1 → C2 with respect to the regular simplicial cone with vertices
T0 =
(
1
0
)
, T1 =
(
1
1
)
, T2 =
(
2
3
)
, T3 =
(
1
2
)
, T4 =
(
0
1
)
The weight vector T2 corresponds to the unique edge of the Newton boundary Γ(f ; (u, v)).
Consider the toric chart Cone(T2, T3) and denote its toric coordinates by (u1, v1). Then we
have
u = u21v1, v = u
3
1v1, π
∗
1f(u1, v1) = u
12
1 v
6
1((v1 − 1)2 + c v13u31)
and the two form K = du ∧ dv is shifted as
du ∧ dv = u41v21du1 ∧ dv1
The strict transform C ′ of C intersects with Eˆ(T2). Take a new coordinate system (u1, v
′
1) =
(u1, v1 − 1). Now the local behavior of π∗1f on Eˆ(T2) is written as π∗1(u1, v′1) = u121 (v′12 +
c u31) + (higher terms). Thus we proceed the second toric modification π2 : X2 → X1 with
respect to the exactly same simplicial cone:
S0 =
(
1
0
)
, S1 =
(
1
1
)
, S2 =
(
2
3
)
, S3 =
(
1
2
)
, S4 =
(
0
1
)
Let (u2, v2) be the toric coordinates with respect to Cone(S2, S3). Then u1 = u
2
2v2, v
′
1 = u
3
2v
2
2
and
u41du1 ∧ dv′1 = u122 v62du2 ∧ dv2
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Thus putting π = π1 ◦ π2 : X2 → C2, we have
(K) = Eˆ(T1) + 4Eˆ(T2) + 2Eˆ(T3) + 5Eˆ(S1) + 12Eˆ(S2) + 6Eˆ(S3)
(π∗f) = 4Eˆ(T1) + 12Eˆ(T2) + 6Eˆ(T3) + 14Eˆ(S1) + 30Eˆ(S2) + 15Eˆ(S3)
(π∗u) = Eˆ(T1) + 2Eˆ(T2) + Eˆ(T3) + 2Eˆ(S1) + 4Eˆ(S2) + 2Eˆ(S3)
(π∗v) = Eˆ(T1) + 3Eˆ(T2) + 2Eˆ(T3) + 3Eˆ(S1) + 6Eˆ(S2) + 3Eˆ(S3)
The divisors corresponding to JP,5,6, JP,4,6 and JP,3,6 are given by
JP,5,6 = {φ; (φ) ≥ 2Eˆ(T1) + 6Eˆ(T2) + 3Eˆ(T3) + 6Eˆ(S1) + 13Eˆ(S2) + 6Eˆ(S3)}
JP,4,6 = {φ; (φ) ≥ Eˆ(T1) + 4Eˆ(T2) + 2Eˆ(T3) + 4Eˆ(S1) + 8Eˆ(S2) + 4Eˆ(S3)}
JP,3,6 = {φ; (φ) ≥ 2Eˆ(T2) + 2Eˆ(S1) + 3Eˆ(S2) + Eˆ(S3)}
Let us consider JP,5,6. It is easy to see that u4, u2v, uv2, v3 ∈ JP,5,6. Furthermore we observe
that v2 − u3 is also in the ideal and they generate the ideal. This implies that ρ(P, 5) = 6.
For k = 4, 3, it is easy to see that JP,4,6 = 〈u2, uv, v2〉 and JP,3,6 = 〈u, v〉. So ρ(P, 4) = 3 and
ρ(P, 3) = 1. Observe that JP,5,6 is not a monomial ideal.
II. Now we consider Sp2 defined by f(u, v) = (v
2−u3)2+ c v6 = 0. First we take the same
toric modification π1 : X1 → C2 with respect to the regular simplicial cone with vertices
T0 =
(
1
0
)
, T1 =
(
1
1
)
, T2 =
(
2
3
)
, T3 =
(
1
2
)
, T4 =
(
0
1
)
Then with respect to the toric coordinate (u1, v1) of Cone(T2, T3), the pull-back is written as
π∗f(u1, v1) = u
12
1 v
6
1{(v1 − 1)2 + c u61v21}
= u121 {v′12 + c u61 + (higher terms)}
Thus we need one more toric modification π2 : X2 → X1 with respect to the covectors
R0 =
(
1
0
)
, R1 =
(
1
1
)
, R2 =
(
1
2
)
, R3 =
(
1
3
)
, R4 =
(
0
1
)
where the divisor Eˆ(R0) = Eˆ(T2) and Eˆ(R3) corresponds to the face v
′
1
2 + cu61. By a similar
computation, we can show that JP,5,6 = 〈u4, v3, uv2, u3 − v2〉 and JP,4,6 = 〈u3, v2, uv〉 and
JP,3,6 = 〈u, v〉. This implies ρ(P, 5) = 7, ρ(P, 4) = 4 and ρ(3) = 1. This completes the proof
of Lemma 14.
5. Alexander polynomial for sextics of torus type
Lemma 15. Assume that C is a sextic of torus type and (C,P ) is a non-simple singularity.
Then I(g,C;P ) > 2ρ(k, P ) for g ∈ OP ∩ JP,k,6.
Proof. The proof follows from the ideal JP,k,6 description given by Lemma 14. We observe
that ρ(5) ≥ 7 for sextics of torus type with at least one non-simple singularity (see [11, 9, 6]).
For example, consider the case B3,6 ∈ C and assume that (C,P ) ∼= B3,6. Then ρ(P, 5) = 4
and ρ(P, 4) = 2. Assume that g ∈ OP ∩ JP,k,6. For k = 5, we see that g(u, v) = u3 a(u, v) +
v2 b(u, v) + uv c(u, v) with some a, b, c ∈ OP . As I(u3, C;P ) = 9, I(v2, C;P ) = 12 and
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I(uv,C;P ) = 9, we get I(g,C;P ) ≥ 9. For k = 4, we can write g(u, v) = u2a(u, v) + v b(u, v).
This implies that I(g,C;P ) ≥ 6. This proves the assertion. For other singularities, similar
argument using the linear combination of generators of JP,5,6 and the normal form of the
singularities proves the assertion.
Now the assertion corresponding to Theorem 8 takes the following form.
Theorem 16. Assume that C is a reduced sextics of torus type with at least one non-simple
singularities.
(A) The homomorphism σ5 : H
0(P2,O(2))→⊕P∈Σ(C)Op/JP,5,6 is injective.
(B) (a) The homomorphism σ4 : H
0(P2,O(1)) →⊕P∈Σ(C)Op/JP,4,6 is injective for ρ(4) ≥ 4.
(b) If ρ(4) ≤ 3, the homomorphism σ4 : H0(P2,O(1))→
⊕
P∈Σ(C)Op/JP,4,6 is surjective.
Proof. Let P1, . . . , Pν be the ρ-essential singularities. We first prove the assertion (A).
Assume that g is a conic in Kerσ5. By the classification tables in [11, 9, 6], we see that
ρ(5) ≥ 7. Thus by Corollary 4 and Lemma 15, we get I(g,C) ≥ 2ρ(5) ≥ 14, a contradiction
to Bezout theorem if g = 0 is not a components of C. Now assume that g = 0 is a conic
component C2 of C. Then C = C2 + C4 where C4 is a reduced quartic. Assume that P1 is
a non-simple singularity. Then by th assumption g ∈ Kerσ5, P2 ∈ C2 ∩ C4. By Lemma 14,
we can see that no smooth component is in JP1,5,6. Thus (C2, P1) ∼= A1. In particular, C2
is a union of two lines. The non-simple singularities which can have two smooth components
are C6,6, C6,12 or B6,6. Assume that (C,P1) ∼= C6,6. By the classification of reduced sextics
with C6,6 ([6]), possible configurations are (a) Σ(C) = C6,6 + 2A2 + 2A1 and C has two line
components and a quartic B4 or (b) Σ(C) = C6,6+A5+2A1 and C has two line components
and two conic components. In the case of (a), two A2 are on the quartic. In case (b), A5
has to be on the intersection of two conics. In any case, g can not be in Kerσ5. Assume
that (C,P1) ∼= C6,12. By [6], there are no possibility of sextics with two linear components.
Assume that (C,P1) ∼= B6,6. This implies that C consists of 6 lines meeting at P1. By Lemma
14, no conic can be contained in JP1,5,6. Thus g /∈ Kerσ5.
Now we prove the assertion (B). First we observe that ρ(P, 4) ≥ 2 for any non-simple
singularities which appears on sextics of torus type. Assume that ρ(4) = 2 and assume that
ℓ, ℓ′ be independent linear forms in Kerσ4. Then this gives an contradiction I(ℓ, ℓ
′) ≥ 2.
Now we assume that ρ(4) ≥ 3 and we show that σ4 is injective. First we assume that ℓ is
a line which is not a component of C. Then ℓ can not be in Kerσ4 as otherwise we have a
contradiction:
6 ≥
∑
P∈ℓ
I(ℓ, C;P ) > 2ρ(4) ≥ 6
Now we prove that C does not have a line component ℓ which is in Kerσ4. Assume that P
is a non-simple singularity and assume that ℓ = 0 is a line component such that ℓ ∈ KerσP,4.
Put C = B1 + C
5 where B1 = {ℓ = 0} and C5 is the union of other components. The
possibility for (C,P ) with ℓ ∈ KerσP,4 is, by Lemma 14, one of B3,6, C3,k, B3,10, B3,12. By
[6], B3,10 does not appear on reduced sextics and B3,12 is only possible for sextics with three
conic components. For B3,6 or C3,k, ρ(P, 4) = 2 and we must have other singularity P
′ with
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ρ(P ′, 4) > 0. However by [6], we know that I(B1, C
5;P ) = 4 or 5. Thus B1 can intersect C
5
at most one point outside of P and thus we have at most (C,P ′) ∼= A1. This is a contradiction
to ρ(P ′, 4) > 0.
Corollary 17. Assume that C is a reduced sextic of torus type with (at least) a non-simple
singularity.
I. Assume that C is irreducible. Then
1. ∆(t) = (t2 − t+ 1)2 if Σ(C) is either [C3,9, 3A2] or [B3,6, 4A2].
2. ∆(t) = (t2 − t+ 1) for other irreducible sextics.
II. Assume that C is not irreducible. Then we have the following possibilities.
1. ∆˜(t) = (t2 − t+ 1)2 if Σ(C) is either [B3,6, 4A2, A1] or [C3,9, 3A2, A1].
2. ∆˜(t) = (t2 − t+ 1)2(t2 + t+ 1) if Σ(C) = [2B3,6].
3. ∆˜(t) = (t2 − t+ 1)2(t2 + t+ 1)(t+ 1)2 if Σ(C) = [B3,12]
4. ∆˜(t) = (t2 − t+ 1)(t2 + t+ 1) if Σ(C) is one of the following.
[C6,6, A5], [C6,6, A5, A1], [C6,6, A5, 2A1], [C6,12], [C6,12, A1], [B4,6, A5], [D4,7, A5], [Sp2]
5. ∆˜(t) = (t2 − t+ 1)4(t2 + t+ 1)4(t+ 1)4 if Σ(C) = [B6,6].
6. ∆˜(t) = t2 − t+ 1 for other reduced sextics of torus curve.
The proof of Corollary is immediate from Theorem 16 and the classification tables in
[11, 9, 6]. We remark that ρ(2) 6= 0 only for the configuration [B6,6].
In [10], it has been observed that a tame sextics C of torus type with Σ(C) = [3A2, C3,9] is
exceptional among tame irreducible sextics of torus type in the sense that π1(P
2 − C) is not
isomorphic to Z2 ∗ Z3 and its Alexander polynomial is given by (t2 − t+ 1)2.
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