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Fluids confined in nanopores exhibit properties different from the properties of the same fluids in
bulk, among these properties are the isothermal compressibility or elastic modulus. The modulus
of a fluid in nanopores can be extracted from ultrasonic experiments or calculated from molecular
simulations. Using Monte Carlo simulations in the grand canonical ensemble, we calculated the
modulus for liquid argon at its normal boiling point (87.3 K) adsorbed in model silica pores of
two different morphologies and various sizes. For spherical pores, for all the pore sizes (diameters)
exceeding 2 nm, we obtained a logarithmic dependence of fluid modulus on the vapor pressure.
Calculation of the modulus at saturation showed that the modulus of the fluid in spherical pores
is a linear function of the reciprocal pore size. The calculation of the modulus of the fluid in
cylindrical pores appeared too scattered to make quantitative conclusions. We performed additional
simulations at higher temperature (119.6 K), at which Monte Carlo insertions and removals become
more efficient. The results of the simulations at higher temperature confirmed both regularities for
cylindrical pores and showed quantitative difference between the fluid moduli in pores of different
geometries. Both of the observed regularities for the modulus stem from the Tait-Murnaghan
equation applied to the confined fluid. Our results, along with the development of the effective
medium theories for nanoporous media, set the groundwork for analysis of the experimentally-
measured elastic properties of fluid-saturated nanoporous materials.
I. INTRODUCTION
The thermodynamic properties of a confined fluid dif-
fer from that of a fluid in bulk at the same tempera-
ture and pressure [1, 2]. Ultrasonic experiments on fluid-
saturated nanoporous materials provide the way to probe
one of those thermodynamic properties: compressibility
or elastic (hydrostatic) modulus of the confined fluid [3–
5]. Although the first ultrasonic measurements on fluid-
saturated nanoporous samples have been carried out in
the early 1980s [6], there have been relatively few stud-
ies of this kind since then. Warner and Beamish used
ultrasonic experiments to investigate the surface area of
nanoporous materials [7]. Page et al. studied pore-space
correlations with adsorption on Vycor glass and effects
of pore connectivity and were the first to report the elas-
tic modulus of confined fluid (n-hexane) [3, 8]. Many
works have employed ultrasonic experiments to study
phase transitions of confined fluids [9–17], but did not
quantify the elastic properties of confined phases.
Recently Schappert and Pelster used ultrasonic mea-
surements to study the changes of elastic properties of
fluid and solid phases of argon, nitrogen, and oxygen
confined in nanoporous materials at low temperatures
[4, 18–21]. Since argon is one of the simplest systems for
molecular simulations, these works stimulated the devel-
opment of macroscopic [22], and molecular modeling ap-
proach to the calculation of elastic properties of confined
fluids [23–25].
∗ Corresponding author, e-mail: gor@njit.edu;
URL: http://porousmaterials.net
Refs. 23–25 presented the calculations of the elastic
modulus of argon confined in spherical silica pores. The
model used in those calculations is suitable to represent
many nanoporous materials, such as SBA-16 silica [26],
3DOm carbon [27], KLE and SLN-326 silica [28]. The
experimental data available in the literature is mainly
for Vycor glass [3, 4, 7], which has different morphology.
Pores in Vycor form a network of interconnected channels
[29]. Since the length of these pores significantly exceeds
its diameter and the diameter does not vary much along
the length of the pores, the behavior of fluids in Vycor
glass is often simulated in a cylindrical pore model [30].
Thus we expect that simulations of argon in cylindrical
pores would be a more rigorous representation of the ex-
perimental system studies in Refs. 3, 4, and 7.
Note that the Refs. 23–25 are not the only theoret-
ical works studying the compressibility of confined flu-
ids. Rickman used conventional Metropolis Monte Carlo
simulations and stress correlation functions to determine
the elastic properties of Lennard-Jones (LJ) fluid in a
slit pore [31]. Sun and Kang [32] and Keshavarzi et
al. [33] employed density functional theory to deter-
mine the elastic properties of LJ fluid in spherical and
slit pores respectively. Vadakkepatt and Martini investi-
gated the compressibility of fluids confined in slit pores
using molecular dynamics simulations [34, 35]. However,
none of these works calculated the moduli in the context
of adsorption experiments and ultrasonics.
The primary goal of the current paper is to investi-
gate the elastic properties of a simple fluid in cylindri-
cal confinement, which is assumed to be a more realistic
representation of the system used in ultrasonic experi-
ments by several groups [3, 4, 7]. Here we consider the
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2same system and use the same methods as in [23]: we
model argon at its normal boiling temperature confined
in silica mesopores using conventional grand canonical
Monte Carlo (GCMC) simulations [36]. However, while
Ref. [23] dealt exclusively with the spherical pore model,
here we consider both spherical and cylindrical pore mod-
els. Therefore, we investigate the effect of the pore shape
on the elastic properties of confined fluids and examine
the validity of the relations between modulus and pore
size (diameter) [23] and between modulus and pressure
[24] for the cylindrical pore model.
II. METHODS
Compressibility and Bulk Modulus
In thermodynamics, the elastic properties are typically
presented in terms of the isothermal compressibility βT .
We start from introducing equations for compressibility,
but the results of the calculations are more convenient to
represent in the form of the isothermal elastic modulus
KT = β
−1
T which is more relevant to ultrasonics.
For a macroscopic system, the isothermal compress-
ibility βT is defined as
βT ≡ − 1
V
(
∂V
∂P
)
N,T
(1)
where V is the system volume, P is the fluid pressure,
and T is the absolute temperature. Here, following
Refs. 23, 24, and 37, we use the same definition of βT for
the fluid confined in the pore. We determine the over-
all fluid compressibility in the pore which corresponds
to the macroscopic average compressibility that can be
extracted from the experimental data on fluid-saturated
porous samples using effective medium analysis.
Compressibility by Statistical Mechanics
Classical statistical mechanics allows for the calcula-
tion of the compressibility of the fluid in the pore from
the fluctuations in the number of particles in the pore
N in the grand canonical ensemble through the following
relation [38]
βT =
V 〈δN2〉
kBT 〈N〉2 (2)
where 〈δN2〉 is the variance ofN and kB is the Boltzmann
constant. Eq. 2 can be applied to a small system as
long as the fluctuations obey a Gaussian distribution [23,
37]. Thus, molecular simulation of a fluid in the pore
performed in the grand canonical ensemble can provide
data for calculation of βT .
Compressibility by Macroscopic Thermodynamics
Another derivation of the compressibility of a confined
fluid was done by one of us [22] from the same starting
point, Eq. 1. By neglecting the anisotropy of pressure
and considering only a macroscopic average, the pressure
P in the pore, which is also known as the solvation pres-
sure, can be determined from the grand thermodynamic
potential Ω [39, 40]
P = −
(
∂Ω
∂V
)
µ,T
. (3)
Also, the pressure in the pore P is related to the chemical
potential µ of the fluid via the Gibbs-Duhem equation
dP = ndµ (4)
where n is the average particle density in the pore defined
as n ≡ N/V .
Assuming that the number of particles in the pore
and the temperature are constant, Eq. 4 can be used
to rewrite Eq. 1 as
βT =
1
n2
(
∂n
∂µ
)
N,T
. (5)
Since, at constant temperature and when Eq. 4 is valid,
Eq. 5 is only a function of intensive variables (i.e. it does
not depend on N nor V ), we can write(
∂n
∂µ
)
N,T
=
(
∂n
∂µ
)
V,T
. (6)
This transformation is important because in the grand
canonical ensemble, the number of particles does indeed
change while the volume of the system is kept constant.
Since the vapor pressure is low, the vapor can be con-
sidered an ideal gas. Then, the chemical potential is re-
lated to the vapor pressure in equilibrium with the fluid
in the pore by the relation
µ = kBT ln(p/p0) + µ0(T ) (7)
where p0 and µ0(T ) are the vapor pressure and chem-
ical potential at saturation respectively. Eq. 5 can be
rewritten using Eqs. 6 and 7 as [22]
βT =
1
n2
p/p0
kBT
(
∂n
∂(p/p0)
)
V,T
. (8)
Therefore, to calculate the compressibility of a confined
fluid using the thermodynamic method, one only needs
the density n of the fluid in the pore as a function of the
relative pressure p/p0 which is known as the adsorption
isotherm. The derivative in Eq. 8 can be obtained from
the slope of the isotherm.
3Grand Canonical Monte Carlo Simulations
The fluid used for our simulations was argon; inter-
actions between argon atoms were modeled by LJ pair
potentials. We considered two temperatures: the normal
boiling point T = 87.3 K, which is typical for argon ad-
sorption experiments and close to the temperature in the
ultrasonic experiments in Ref. 4, and at T = 119.6 K,
which corresponds to the reduced temperature T ∗ = 1.
The reason for using this higher temperature in the sim-
ulations is discussed below. The simulations were per-
formed at LJ reduced chemical potentials µ∗ = µ/ff
ranging from −15.0 to −9.6 for 87.3 K and −23.0 to
−11.6 for 119.6 K; the upper limits of µ∗ correspond to
the saturation pressure p0 of the fluid. The parameter ff
along with other Lennard-Jones parameters and physi-
cal properties used in the simulations are summarized in
Table I. The simulations were performed using the con-
ventional GCMC method [36] based on the Metropolis
algorithm [41]. The adsorptive potentials between the
fluid atoms and the pore wall were modeled by spher-
ically [42] or cylindrically [43] integrated, site-averaged
interaction potentials. For the cylindrical pore model, we
used a pore length of 40σff and applied periodic boundary
conditions along the direction of the cylinder axis. For
the 2 nm pore, we used a length of 80σff to even further
increase the number of atoms in the system. Figure 1
shows the calculated solid-fluid interaction potentials for
spherical and cylindrical pores of the 2, 3, 4, and 5 nm
pore sizes that were used in simulations. For each pore
size, the potential for the sphere has a deeper well which
corresponds to the higher degree of attraction between
the fluid and the wall in the sphere than in the cylinder.
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FIG. 1. The solid-fluid potential for spherical and cylindri-
cal pores. The potential from each individual wall atom is
integrated over the surface of the pore. For each of the pore
sizes, the deeper potential of the spherical pore is consistent
with the higher degree of confinement due to the closer inter-
actions with the pore walls. The point at which the potential
is zero corresponds to the distance from the center of the pore
to the center of the outermost fluid atoms, from which one
can determine the internal diameter given by Eq. 9.
Simulations were done with pore sizes ranging from
2 nm to 6 nm. The pore size refers to the external diam-
eter dext which is taken as the center-to-center distance
Interaction σ, nm /kB, K ρs, nm
−2 rcut, σff Ref
Ar-Ar 0.34 119.6 - 5 [44]
Silica-Ar 0.30 171.24 15.3 10 [45]
TABLE I. Parameters for the fluid-fluid (ff) and solid-fluid
(sf) interactions for the argon-silica system. σ is the LJ di-
ameter,  is the LJ energy, ρs is the number density of solid
LJ sites on the surface, and rcut is the cut-off distance where
interactions were truncated; no tail corrections were used.
from one pore wall molecule to the molecule on the oppo-
site side of the pore (see Figure 14). The volume of the
pore that is accessible to the fluid atoms V is different
from the volume calculated using the external diameter
of the pore. To calculate the internal diameter dint we
used the approach from Refs. [28, 46] and extended it to
cylindrical geometry (see Appendix), which gives
dint ≈ dext − 1.7168σsf + σff . (9)
At each pore size and each chemical potential, simula-
tions were run for at least 5×109 trial Monte Carlo moves.
Each simulated data point was first equilibrated with at
least 109 trial moves that were not considered in calcu-
lations. The reduced chemical potential µ∗ was mapped
to the relative vapor pressure p/p0 using the Johnson
et al. equation of state [47], from which we calculated
the reduced chemical potential at vapor-liquid equilib-
rium to be µ∗ = −9.6 at T = 87.3 K and µ∗ = −11.6 at
T = 119.6 K. Considering the vapor to be an ideal gas,
we calculated the pressures at other values of chemical
potential (Eq. 7).
III. RESULTS
We constructed GCMC adsorption isotherms from
simulations of various pore sizes for both spherical and
cylindrical pores at T = 87.3 K. The complete adsorp-
tion isotherms for spherical and cylindrical pores of 2, 3, 4
and 5 nm in size are shown in Figure 2. These isotherms
display the typical behavior of monolayer formation at
very low relative pressures, followed by multilayer forma-
tion, after which the pores are rapidly filled via capillary
condensation. The spherical pores exhibit capillary con-
densation at lower pressures than the cylindrical pores,
e.g. for 3 nm pores the capillary condensation takes place
at p/p0 ' 0.1, while for cylindrical pore at p/p0 ' 0.2.
This suggests that the confinement effects in spherical
pores are stronger than in cylindrical, which is consis-
tent with the deeper potential wells in spheres for the
Usf potential shown in Figure 1. The simulation data for
the cylindrical pore of 3 nm size show another interesting
feature: soon after the capillary condensation there is a
second step on the adsorption isotherm, corresponding
to small but noticeable densification. A similar feature
has been recently reported by Siderius et al. for the sim-
ulation of Lennard-Jones methane in cylindrical pores
4using transition-matrix Monte Carlo simulations and at-
tributed to a phase-transition to a more ordered phase
[48].
The error bars in Figure 2 are twice the standard de-
viation error, related to the fluctuation or variance of
the number of atoms N in the pores. The variance in the
number of atoms is proportional to the compressibility of
the fluid in the pore by Eq. 2; therefore, the data shown
in Figure 2 can be used for calculation of the compress-
ibility (or elastic modulus of the fluid).
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FIG. 2. GCMC adsorption isotherms for argon at 87.3 K in
spherical and cylindrical pores shown as the average reduced
fluid density n∗ = Nσ3ff/V plotted versus relative pressure.
The top plot is in linear scale and the bottom has pressure
in log scale. The horizontal dotted line at n∗ = 0.827 repre-
sents the bulk density. Error bars represent a twice standard
deviation error in the fluid density in the pore.
We calculated the isothermal elastic modulus of the
fluid in the pores based on Eq. 2, which is relevant for
the pressures above the capillary condensation, when the
pores are filled with a liquid-like condensate. The mod-
ulus KT as a function of reduced vapor pressure p/p0 is
shown in Figure 3 for filled pores of 2, 3, 4 and 5 nm
size and of both spherical and cylindrical geometry. The
upper panel shows the results for the 3, 4, and 5 nm
pores. The data for spherical pores show a clear trend:
the modulus of fluid exhibits monotonic increase as a
function of reduced vapor pressure p/p0. The data for
the cylindrical pores are so scattered that it is hard to
make a similar conclusion; yet the values of moduli are
of the same order of magnitude. The lower panel shows
the same data along with the results of the modulus of
argon in the 2 nm pore, which exceeds the moduli for the
fluid in larger pores by an order of magnitude. Note that
the methods used here for the calculation of the elastic
moduli are applicable only when the pores are filled with
capillary condensate. Even if one could come up with a
method to calculate the modulus of the adsorbed fluid at
pressures below capillary condensation, it could not be
accessed via ultrasonic experiments [5].
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FIG. 3. (Top) Isothermal modulus KT of argon in spheri-
cal and cylindrical pores of 3, 4, and 5 nm at 87.3 K calcu-
lated using Eq. 2 from GCMC simulations as a function of
reduced pressure. (Bottom) The same data shown together
with the calculations for the 2 nm pore. The error bars repre-
sent the correlation error estimated by the method described
in Ref. 23.
The isothermal modulus is calculated based on the
fluctuation of the number of atoms in the pores, so it
is worth looking at the histograms for the systems giv-
ing such drastically different elastic moduli. Figure 4
gives the histograms for argon atoms in four systems:
5 nm spherical and cylindrical pores and 2 nm spheri-
cal and cylindrical pores. While the 5 nm pore systems
of both morphologies exhibit normally-distributed fluc-
tuations in N , the 2 nm spherical micropores do not.
The other mesopores not shown here were also normally
distributed. The problem with the distribution in the
2 nm spherical pore is related to the smallness of the
fluid system: the mean number of atoms in this pore is
only around 60. The 2 nm cylindrical pore can be made
arbitrarily long so that the number of atoms is sufficient
to have normal distribution. Nevertheless, the cylindri-
cal 2 nm pore does not provide reasonable values for the
modulus. This is discussed below in Section IV.
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FIG. 4. (Top) 5 nm spherical pore (left) and 40σ length
cylindrical pore (right). (Bottom) 2 nm spherical (left) and
80σ length cylindrical pore (right). The fluctuation in the
number of molecules at T = 87.3 K in both of the 5 nm pores
and the 2 nm cylindrical pore exhibit a Gaussian distribution,
whereas for the 2 nm spherical pore, the fluctuations do not
fit well into a Gaussian distribution. The cylindrical pores
can fit many more molecules, allowing larger fluctuations.
The slopes of the isotherms in Figure 2 along the filled
pore region allows for the calculation of the compress-
ibilities (or elastic moduli) by Eq. 8. Figure 5 shows
the isothermal modulus of the fluid in spherical pores of
three sizes as a function of vapor pressure p/p0 calcu-
lated based on two different methods: the method based
on statistical mechanics (Eq. 2) and the macroscopic
method (Eq. 8). Notably, although the methods are very
different, they produce very similar results. We do not
show the calculations based on Eq. 8 for cylindrical pores
because of the scattered points on the isotherms for those
systems. The application of Eq. 8 for the calculation of
the fluid modulus in cylindrical pores is discussed below
for simulations at higher temperature.
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FIG. 5. The isothermal modulus at T = 87.3 K calculated
using Eq. 8, i.e. from the slope of the adsorption isotherm,
along with the modulus calculated using Eq. 2 for confined
argon in spherical pores of 3, 4, and 5 nm pore width.
The upper panel of Figure 6 displays the isothermal
modulus of a fluid at full saturation p = p0 plotted as a
function of the pore size. For spherical pores, the results
obtained here agree well with data from Refs. 23 and 25.
These points show a linear dependence, approaching the
bulk modulus value of 0.47 GPa [49] as the pores get
larger than 10 nm. The cylindrical pores show the mod-
ulus which is close to the spherical one, yet the significant
scatter in the data does not allow to draw a conclusion
about the trend.
The lower panel of Figure 6 displays the average fluid
density in the pore at saturation as a function of recipro-
cal pore size. The density of bulk liquid argon at 87.3 K
is 1.395 g/cm3, which corresponds to a LJ reduced den-
sity of about n∗bulk = 0.827 [49], is shown with the dotted
line. There are two pronounced trends seen in this figure.
First, the density of the confined fluid in spherical pores
is lower than the bulk density, and it increases with the
pore size trending towards the bulk value as the pore size
increases above around 10 nm. The second trend is that
for the same pore size, the density of fluid in cylindrical
pores exceeds that in the spherical pores. Both of these
trends were earlier discussed by Keffer et al. [50] for a
LJ fluid in smaller pores. Recently densification of LJ
fluid in the cylindrical pores was studied by Siderius et
al. [48], they found that the higher density of fluid in the
cylindrical pores is related to its ordering, which does not
take place in the bulk.
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FIG. 6. (Top) Isothermal elastic modulus KT of argon in
spherical and cylindrical pores at saturation pressure p/p0 = 1
and 87.3 K as a function of reciprocal pore size 1/dext for dext
values of 3, 3.5, 4, 5, and 6 nm. Also included are the data
for spherical pores from Ref. [25] covering the range of pore
sizes between 2.5 and 9.0 nm. Error bars are correlation error
estimated by the method described in Ref. 23. The dotted
line shows the isothermal elastic modulus for the bulk liquid
argon at saturation at T = 87.3 K [49]. (Bottom) Average
fluid density at saturation point in a spherical and cylindrical
pore as a function of the pore size. The dotted line shows the
density of bulk fluid at the same thermodynamic conditions
(µ and T ). We find that the density of the cylindrical pores
is higher than for the spherical pores, even though the well of
the spherical interaction potential is deeper than for cylinders,
as shown in Figure 1
The density of the fluid confined in a nanopore is not
uniform. The interaction of the fluid atoms with the
solid wall significantly alters the density and leads to
the appearance of the dense layers in the vicinity of the
solid walls. The density profiles for 5 nm pores of both
spherical and cylindrical geometry are shown in Figure 7.
These density profiles can explain some of the effects we
observed for the elastic modulus KT ; a more detailed
discussion is given in Section IV.
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FIG. 7. Density profiles for argon confined in 5 nm spheri-
cal (solid red line) and cylindrical (dashed blue line) pores at
saturation (T = 87.3 K, µ∗ = −9.6). The dotted lines of cor-
responding colors represent the average densities for each of
the systems. The first several density peaks and wells near the
adsorbing wall are more pronounced for the cylindrical pore
than for the spherical one. This suggests that the cylindrical
pore has a more ordered fluid phase.
Since our simulations of argon in cylindrical pores lead
to inconclusive results on the elastic modulus, we ran
additional simulations at higher temperature. We chose
T = 119.6 K (corresponding to T ∗ = 1), which is no-
ticeably higher than the normal boiling point of argon,
yet is still far from the critical point (T = 150.7 K).
Figure 8 shows the adsorption isotherms for cylindrical
(40σff length) and spherical pores with sizes 2, 3, 4, and
5 nm.
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FIG. 8. GCMC adsorption isotherms for argon at 119.6 K in
spherical and cylindrical pores shown as the average reduced
fluid density n∗ plotted versus relative pressure. The hori-
zontal dotted line at n∗ = 0.691 represents the bulk density
[49].
Similarly to the data at T = 87.3 K we carried out
the calculation of isothermal elastic modulus based on
the fluctuations of number of atoms in the pores (Eq. 2).
The resulting curves for the moduli as a function of va-
por pressure p/p0 are shown in Figure 9. The curves for
both spherical and cylindrical pores show the clear mono-
tonic trend, observed above in Figure 3 for the data in
the spherical pores. The only curve showing a less pro-
nounced increase of the elastic modulus with the vapor
pressure is for the 2 nm spherical pore, which, as dis-
cussed above, might be too small for application of our
7method.
Figure 10 shows the isothermal moduli calculated for
argon at T = 119.6 K in spherical (top panel) and
cylindrical (bottom panel) pores using the two different
methods: the fluctuation method (Eq. 2) and thermo-
dynamic method (Eq. 8). Similarly to Figure 5 showing
the agreement between the two methods for calculating
the modulus for the simulation data for spherical pores
at T = 87.3 K, Figure 10 suggests that the two meth-
ods are fully consistent. Note that all of the data series,
except for the curve for the 2 nm spherical pore, show
a logarithmic dependence of the modulus on the vapor
pressure.
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FIG. 9. The isothermal modulus KT of argon in spherical and
cylindrical pores of 2, 3, 4, and 5 nm at 119.6 K calculated
using Eq. 2 from GCMC simulations as a function of reduced
pressure.
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FIG. 10. The isothermal modulus of confined argon at T =
119.6 K calculated using Eq. 8, i.e. from the slope of the
adsorption isotherm, along with the modulus calculated using
Eq. 2 for confined argon in spherical (top) and cylindrical
(bottom) pores of 2, 3, 4, and 5 nm diameter.
Figure 11, similarly to Figure 6, shows the moduli at
temperature T = 119.6 K at the saturation point (p =
p0). Unlike at the lower temperature, the elastic modulus
of argon in cylindrical pores as a function of the pore
size shows here the same linear monotonic trend as the
modulus of argon in spherical pores. The linear fit is
shown by the dash-dotted lines; the point corresponding
to the 2 nm spherical pore is excluded from the linear fit.
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FIG. 11. Isothermal elastic modulus KT of argon in spherical
and cylindrical pores at saturation pressure p/p0 = 1 and
T = 119.6 K as a function of reciprocal pore size 1/dext for
dext values of 2, 3, 4, and 5 nm. The dash-dotted lines of
the corresponding colors show the linear fit. The horizontal
dotted line represents the bulk value of the elastic modulus.
IV. DISCUSSION
We presented the GCMC simulations of argon adsorp-
tion in spherical and cylindrical pores of various sizes.
In addition to the adsorption isotherms, we calculated
the elastic properties of adsorbed argon and compared
the results for the two different pore morphologies. The
main quantity we chose for consideration is isothermal
(bulk) modulus of the fluid, a scalar thermodynamic
property describing confined fluid as a macroscopic ther-
modynamic property. The rationale for introducing such
modulus is driven by its accessibility in ultrasonic exper-
iments [5].
Since one of our central goals was to investigate the dif-
ference in elastic properties of the confined fluid, related
to the morphologies of the confining pores, we started
from the comparison of the solid-fluid interaction poten-
tials Usf for the spherical and cylindrical pores. We found
that despite the difference in analytical forms for the inte-
grated solid-fluid potentials for spherical and cylindrical
pores, they have the same roots and therefore the inter-
nal diameters of cylindrical pores can be calculated from
the external diameters using the same Eq. 9, which was
initially written by Rasmussen et al. for spherical pores
only [28, 46]. Comparison of the depth of the potential
wells for these two cases shows that the attractive poten-
tial for the spherical pore is stronger than for the cylin-
drical pore of the same size. This discrepancy between
the potential depths explains the difference in the ad-
sorption isotherm: capillary condensation in a spherical
pore takes place at a lower pressure than in a cylindrical
8pore, in line with what has been discussed by Keffer et
al. [50].
Since spherical and cylindrical pore geometries are re-
lated to the two different solid-fluid interaction poten-
tials, we carried out an additional test aiming to reveal
the effect of the solid-fluid potential on the adsorption
isotherms and elastic modulus. For this purpose we sim-
ulated the “hybrid” model: while using the spherical ge-
ometry we used the cylindrical potential. The resulting
adsorption isotherms are shown in Figure 12. The ad-
sorption isotherms show that the capillary condensation
in the spherical pores of each size take place at lower pres-
sures than in hybrid model of the same size (which has
the shallower potential well). The capillary condensation
in the cylindrical pore takes place at even higher pressure
than in the hybrid model, showing that the geometry it-
self reduces the confinement effects in addition to the
solid-fluid interaction potential. Qualitatively similar ef-
fect of the solid-fluid potential on the elastic properties of
the fluid is seen in Figure 13. The scatter on the modulus
curve for the 4 nm cylindrical pore is relatively small, so
this series can be compared to the two other models at
the same pore size. The modulus of the fluid in cylindri-
cal pore is lower than in hybrid model, and the hybrid
is lower than in spherical. This trend is fully consistent
with the trend for the capillary condensation point.
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FIG. 12. GCMC adsorption isotherms for spherical, cylindri-
cal and hybrid pores at T = 87.3 K shown as the average
reduced fluid density n∗ = Nσ3ff/V plotted versus relative
pressure. The horizontal dotted line displays the bulk den-
sity.
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FIG. 13. Moduli calculated for argon confined in spherical,
cylindrical and hybrid pores using Eq. 2 at T = 87.3 K, plot-
ted versus relative pressure.
The calculated elastic moduli for various systems is the
central part of this work. Our calculations of the elastic
modulus for the confined fluid confirmed the trends re-
ported earlier in Refs. 23–25. The first trend is the change
in elastic modulus with the vapor pressure for each of the
pore sizes, shown in the top panel of Figure 3 and 9. For
both pore morphologies, there is a clear increase of the
modulus with the increase of the relative vapor pressure
p/p0. The data for cylindrical pores at the normal boiling
temperature are too scattered to make quantitative pre-
dictions, but for the spherical pores, it can be seen that
the modulus changes as a logarithm of the vapor pres-
sure. This logarithmic dependence has been observed in
experiments [3, 4] and in molecular simulations using dif-
ferent techniques, DFT [22] and transition-matrix Monte
Carlo [24]. The origin of this dependence is the stretch-
ing of fluid by the negative Laplace pressure in the pore
at p < p0 [4, 24]. Note that in the simulations we do not
model the curved liquid-vapor interface explicitly. Nev-
ertheless, at any vapor pressure below p0, the negative
Laplace pressure acts on the fluid due to the difference
in the chemical potential. The isothermal elastic moduli
of many fluids display a linear dependence on pressure
for a wide range of pressures (Tait-Murnaghan equation)
[24, 51]:
KT (P ) ' KT (P0) +K ′T · (P − P0) (10)
where, in our case, P is the solvation pressure in the
fluid phase, P0 is some reference pressure, and K
′
T =
dKT /dP , which is constant in the first approximation.
This dependence holds for confined fluids as well [22, 33],
moreover with the same slope K ′T [24]. The solvation
pressure P in the confined fluid (not to be confused with
vapor pressure p) consists of two terms [52]: the solid-
fluid interaction term and Laplace pressure
P = Psl +
RgT
Vl
ln
(
p
p0
)
. (11)
The logarithmic behavior of the second term in Eq. 11
together with Eq. 10 explains the logarithmic dependence
of the fluid modulus on vapor pressure seen in Figures 3
and 9 and observed experimentally [3, 4].
9The second trend, which is clearly seen from the simu-
lation data, is the dependence of the elastic modulus on
the pore size, shown in the top panel of Figures 6 and
11 for the modulus of fluid at saturation. For the spher-
ical pores, as it was revealed earlier [22], the modulus
KT is a linear function of the reciprocal pore size 1/dext.
Similarly to the dependence on the vapor pressure, this
dependence can be explained in terms of Tait-Murnaghan
equation 10 and the equation for solvation pressure 11.
When the vapor is saturated (p = p0) and the second
term in Eq. 11 vanishes, the pressure in the fluid is de-
termined by the Psl term, which scales like 1/dext (Eq.
9 in Ref. 52). Therefore, Eq. 10 also gives the 1/dext
scaling for the elastic modulus KT .
It is insightful to consider the trends observed for the
moduli along with the trends for the fluid density. All
the isotherms shown in Figure 2 display a well-known be-
havior: after capillary condensation, there is still a slow
increase in the density of the fluid in the pore with the in-
crease of vapor pressure p/p0. This gradual densification
of fluid in pores of all the sizes and morphologies corre-
sponds to the gradual stiffening of the fluid – an increase
of its elastic modulus for each of the systems, as shown
in Figure 3. A similar comparison of the trends for den-
sities and elastic moduli for different systems (pore sizes
and morphologies) can be made based on the data shown
in Figure 6. The clear trend for modulus of the fluid in
spherical pores corresponds to the clear trend for the den-
sity. This trend, however, is counter-intuitive: while the
fluid is stiffer in smaller pores, its density in smaller pores
is lower than in larger pores. This dependence of density
of confined fluid on the pore size has been reported earlier
in Ref. 50 and is related to the packing effects.
The significant scatter in the results for argon modulus
in cylindrical pores at 87.3 K complicated the compari-
son between the different pore morphologies. The likely
reason for the scattering in the data for cylindrical pores
is the layering of the fluid atoms along the straight pore
walls. This layering causes the dense packing of the fluid
in the pores. Figure 6 shows that the density of the fluid
in cylindrical pores is noticeably higher than the den-
sity in spherical pores of the same size and even exceeds
the bulk density. The dense packing in cylindrical pores
makes the removal and insertion of atoms in GCMC very
inefficient; therefore, the fluctuations of number of atoms
in the pores may be lowered. Since the elastic modulus
of the fluid is calculated based on the molecule fluctua-
tions, lowering of the fluctuations will cause the apparent
increase of the elastic modulus. This is indeed what we
observed in our simulations for the smallest cylindrical
pores: the fluid confined in a 2 nm cylindrical pore ex-
hibited an extremely high elastic modulus (lower panel
of Figure 3). Such high values of the modulus exceed
even the modulus of solid argon by an order of magni-
tude [53–56], so it cannot be explained by the freezing of
the fluid.
Simulations at higher temperatures, when Monte Carlo
moves such as insertions and removals become more ef-
ficient, provide more reliable data for elastic moduli in
cylindrical pores. As it is seen in Figures 9, the simula-
tion results at T = 119.6 K fall on smooth curves, which
are suitable for comparison between spherical and cylin-
drical confinement. Moreover, the adsorption isotherms
at T = 119.6 K in both pore geometries are sufficiently
smooth for the calculation of the modulus using the ther-
modynamic route, i.e. by numerical differentiation of
adsorption isotherms. Figure 10 shows that at a higher
temperature, the predictions of two methods for calcula-
tion of elastic modulus match perfectly.
Unfortunately, we should conclude that at the normal
boiling point of argon, the pores of 2 nm in diameter and
smaller (i.e. micropores) remain challenging irrespective
of their morphology. The calculation of the fluid modu-
lus in the 2 nm spherical pore was not feasible because of
the smallness of the system: the average number of atoms
at saturation pressure is ca. 60 and the fluctuations are
not normally distributed (see the top right panel in Fig-
ure 4). The cylindrical pore can be made arbitrarily long,
so that the number of atoms at saturation in cylindrical
pores is sufficiently large. For the 2 nm cylindrical pore
of L = 80σ the average number of atoms is ca. 1460,
and the fluctuations are normally distributed. Neverthe-
less, the strong attractive potential of the narrow con-
finement makes the GCMC insertions and removals very
inefficient, so that the fluctuations are damped. These
damped fluctuations result in an apparent high modulus,
which is a computational artifact rather than the real be-
havior. However, at higher temperature, while the 2 nm
spherical pore still remains a challenge, the calculation
of the modulus in the 2 nm cylindrical pore gives results
similar to other pore sizes.
Both the high scattering in the results for the modulus
of the fluid in cylindrical pores and the apparent high
modulus in the smallest pores, suggest that while the
model for cylindrical pores used here is suitable for cal-
culation of adsorption isotherms, it is not efficient for the
calculation of the elastic modulus at the temperature typ-
ically used in argon adsorption experiments. It is likely
that the main drawback of the model is the smooth struc-
tureless cylindrical pore wall, which stimulates the fluid
atoms to arrange in tightly packed layers along it (see
Figure 7). There could be two possible solutions to this
problem. The first solution is to consider the pores with
atomistic details, representing molecularly rough surfaces
of real amorphous materials, e.g. mesoporous silicas or
Vycor glass. This approach will require explicit mod-
eling of the solid atoms, increasing the computational
cost. The second solution is to use one of the approaches
that take into account the heterogeneity or molecular
roughness of the pore walls, yet do not explicitly mimic
the atomistic structure of the walls. Among such ap-
proaches, the two versions of DFT could be mentioned:
the quenched solid DFT by Ravikovitch and Neimark
[39] and two-dimensional DFT by Jagiello and Olivier
[57, 58]. Note that recent DFT calculations, showed that
another thermodynamic property of confined fluid, the
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heat of adsorption has been shown to be strongly influ-
enced by the degree of surface roughness [59]. Therefore,
we expect that introducing the surface roughness in the
calculation of elastic properties of confined fluids might
have a noticeable effect.
Last but not least, our simulations show that the ther-
modynamic route for calculation of elastic properties is
fully consistent with the fluctuation route. This justifies
the earlier results obtained by one of us using the ther-
modynamic route, where the average density of the fluid
was calculated based on the density functional theory
[22]. Those calculations showed in particular that the
logarithmic dependence of the fluid modulus on vapor
pressure is valid, even at vapor pressures above p0.
V. CONCLUSION
Fluids confined in nanopores exhibit properties differ-
ent from the properties of the same fluids in bulk. In
this paper we focused on exploring the elastic properties
of confined fluids: isothermal compressibility or elastic
modulus. We calculated the modulus of liquid argon
at its normal boiling point (T = 87.3 K) adsorbed in
model silica pores of two different morphologies and var-
ious sizes. The main goal was to investigate the effect of
the pore morphology on the elastic properties of confined
fluid. We used conventional Monte Carlo simulations in
the grand canonical ensemble to calculate argon adsorp-
tion isotherms for spherical and cylindrical pores with di-
ameters of 2 nm and above. From the fluctuation of the
number of fluid atoms in the pores at each given chemical
potential, we calculated the elastic modulus of the fluid.
Thus, for each of the considered systems, we obtained
the elastic modulus as a function of vapor pressure.
For spherical pores, for all the pore sizes exceeding
2 nm, we obtained a logarithmic dependence of fluid mod-
ulus on the vapor pressure. Calculation of modulus at
saturation showed that the modulus of the fluid in the
spherical pores is a linear function of the reciprocal pore
size. The calculation of the modulus of the fluid in cylin-
drical pores appeared too scattered to make quantitative
conclusions. Therefore, we performed additional simu-
lations at higher temperature (T = 119.6 K), at which
Monte Carlo insertions and removals become more effi-
cient. The results of the simulations at higher tempera-
ture confirmed both regularities for cylindrical pores and
showed quantitative difference between the fluid moduli
in pores of different geometries. Both of the observed reg-
ularities for the modulus stem from the Tait-Murnaghan
equation applied to a confined fluid.
For the fluid in spherical pores at T = 87.3 K and
for the fluid in both geometries at T = 119.6 K, we cal-
culated the elastic moduli from the numerical differenti-
ation of adsorption isotherms and the results appeared
very close to the method based on the fluctuations of
number of atoms. At the normal boiling temperature of
argon, both methods of calculation of elastic modulus of
the fluid showed themselves inefficient for pores of 2 nm
(and smaller), therefore calculation of the elasticity of
the fluid in micropores still remains a challenge, and will
likely require the use of different simulation techniques.
Our results, along with the development of the ef-
fective medium theories for decoupling elastic proper-
ties in nanoporous systems, set the basis for analysis of
the experimentally-measured elastic properties of fluid-
saturated nanoporous materials. In particular, the rela-
tion between the pore size and the fluid modulus could
serve as a groundwork for determination of pore sizes
from the ultrasonic measurements.
APPENDIX: INTERNAL AND EXTERNAL
DIAMETERS OF CYLINDRICAL MESOPORES
The pore size refers to the external diameter dext which
is taken as the center-to-center distance from one pore
wall molecule to the molecule on the opposite side of the
pore. Obviously, the volume of the pore that is accessible
to the fluid atoms (internal volume) V is different from
the volume calculated using the external diameter of the
pore. This internal volume can be calculated based on
the positions of the outter-most fluid atoms in the pore.
The center of such an atom corresponds to the zero of
the integrated solid-fluid potential Usf (shown in Figure
1) [28]. Since the volume needs to be taken up to the
outer edge of those fluid atoms, an additional σff needs
to be added to the distance between the centers of such
atoms (Figure 14, top).
The right panel of Figure 14 plots the internal diame-
ters dint calculated from the root of Usf for the cylindrical
pores with dext = 2, 3, 4, and 5 nm. The dashed line is
the linear fit, which provides Eq. 9. Note that this equa-
tion does not differ from the equation for spherical pores
[28, 46].
11
𝑑"#$
𝑑%&$
𝑟(𝑈*+ = 0)
2.0 2.5 3.0 3.5 4.0 4.5 5.0
dext [nm]
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
d
in
t
[n
m
]
2 nm
3 nm
4 nm
5 nm
Linear Fit
FIG. 14. (Left) Schematic of a cylindrical pore, showing the
distinction between the internal and external diameters. Also
noted is the radial distance from the center corresponding
to the zero of the solid-fluid potential. (Right) The internal
diameter of the pore as a function of external pore diameter,
the markers originate from the numerical solution of equation
Usf(r) = 0, the dashed line is the linear fit, Eq. 9.
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