ABSTRACT. In this paper we solve the subconvexity problem for Rankin-Selberg Lfunctions L(f ⊗ g, s) where f and g are two cuspidal automorphic forms over Q, g being fixed and f having large level and non-trivial nebentypus. We use this subconvexity bound to prove an equidistribution property for incomplete orbits of Heegner points over definite Shimura curves.
Given an automorphic L-function, L(f, s), the subconvexity problem consists in providing good upper bounds for the order of magnitude of L(f, s) on the critical line and in fact, bounds which are stronger than ones obtained by application of the Phragmen-Lindelöf (convexity) principle. During the past century, this problem has received considerable attention and was solved in many cases. More recently it was recognized as a key step for the full solution of deep problems in various fields such as arithmetic geometry or arithmetic quantum chaos (for instance see the end of the introduction of [DFI1] and more recently [CPSS, Sa2] ). For further background on this topic and other examples of applications, we refer to the surveys [Fr, IS] or [M2] .
In this paper we seek bounds which are sharp with respect to the conductor of the automorphic form f . For rank one L-function (i.e. for Dirichlet characters L functions ) this problem was settled by Burgess [Bu] (see also [CI] for a sharp improvement of Burgess bound in the case of real characters). In rank two, (i.e. for Hecke L-functions of cuspidal modular forms) the problem was extensively studied and satisfactorily solved during the last ten years by Duke, Friedlander and Iwaniec in a series of papers [DFI1, DFI2, DFI3, DFI4, DFI5, DFI6, DFI7] culminating in [DFI8] with the Theorem 1. Let f be a primitive cusp form of level q with primitive nebentypus. For every integer j 0, and every complex number s such that es = 1/2, we have
for es = 1/2and any ε > 0, the implied constant depending on ε, s, g and the parameters at infinity of f . The subconvexity problem in the q-aspect is to replace the exponent 1/2 above by a strictly smaller one. In [KMV2] , Theorem 1.1, we could solve this problem under the following additional hypothesis:
• the level of g is squarefree and coprime with q (these minor assumptions can be removed ; see [M1] ), • f is holomorphic of weight > 1, • the conductor q * (say) of the nebentypus of f is not too large; it satisfies i.e. q * q β for some fixed constant β < 1/2.
In this paper we drop (most of) the two remaining assumptions and, in particular, solve the subconvexity problem when f has weight 0 or 1 and has a primitive nebentypus. We prove here the following Theorem 2. Let f, g be primitive cusp forms of level q, Dand nebentypus χ f , χ g respectively. Assume that χ f χ g is not trivial. We assume also that g is holomorphic of weight 1. Then , for every integer j 0, and every complex number s on the critical line es = 1/2, we have
moreover the implied constant depends on j, s, the parameters at infinity of f and g (i.e. the weight or the eigenvalue of the Laplacian) and on the level of g.
Remark 1.2.
One can check from the proof given below, that the dependence in the parameters s, the parameters at infinity of f , and the level of g, D, is at most polynomial (which may be crucial for certain applications). More precisely the exponent for D is given by an explicit absolute constant, and the exponent for the other parameters is a polynomial, (with absolute constants as coefficients) in k g (the weight of g) of degree at most one (we have made no effort to evaluate the dependence in k g nor to replace the linear polynomials by absolute constants).
One can note a strong analogy between Theorem 1 and Theorem 2 : indeed the square L(f, s) 2 can be seen as the Rankin-Selberg L-function of f against the non-holomorphic Eisenstein series E (z) := ∂ ∂s E(z, s) |s=1/2 = 2y 1/2 log(e γ y/4π) + 4y
or Eisenstein series of weight one. In spite of this analogy, and the fact that our proof borrow some material and ideas from [DFI8] , we wish to insist that the bulk of our approach requires completely different arguments (see the outline of the proof below). In fact, our method can certainly be adapted to handle L(f, s) 2 as well, thus giving another proof of Theorem 1 by assuming only that χ f is non trivial, but we will not carry out the proof here (however see the discussion at the end of the introduction).
Equidistribution of Heegner points.
In many situations, critical values of automorphic L-functions are expected to carry deep arithmetic information. This is specially the case of Rankin-Selberg L-functions, when f is a holomorphic cusp form of weight two and g = g ρ is the holomorphic weight one cusp form (resp. the weight zero Maass form with eigenvalue 1/4) corresponding to an odd (resp. an even) Artin representation ρ of dimension two. An appropriate generalization of the Birch-Swinnerton-Dyer conjecture predicts that the central value L(f ⊗ g ρ , 1/2) ( eventually the first non-vanishing higher derivative) measures the "size" of some arithmetic cycle lying in the (ρ, f )-isotypic component of a certain Galois-Hecke module associated with a modular curve. For example our results may provide nontrivial upper bounds for the size of the Tate-Shafarevitch group of the associated Galois representations in terms of the conductor of ρ (see for example the paper [GL] ).
In particular, for ρ an odd dihedral representation, the Gross-Zagier type formulae which have now been established in many cases [GZ, G, Z1, Z2, Z3] interpret L(f ⊗ g ρ , 1/2) or its first derivative in terms of height of Heegner divisors. In particular Theorem 2 provides non trivial upper bounds for these heights, which may give, as we shall see, fairly non-trivial arithmetical information concerning these Heegner divisors, like equidistribution properties.
For this introduction, we present our application in the most elementary form and refer to Section 6 for a more general statement. Given q a prime, we denote Ell ss (F q 2 ) = {e i } i=1...n the finite set of supersingular elliptic curves over F q 2 . We have |Ell ss (F q 2 )| = n = q−1 12
+ O(1). This space is equipped with a "natural" probability measure µ q given by µ q (e i ) = 1/w i j=1...n 1/w j where w i is the number of units modulo {±1} of the (quaternionic) endomorphism ring of e i . Note that this measure is not exactly uniform but almost (at least when q is large) since the product w 1 ...w n divides 12. Let K be an imaginary quadratic field with discriminant −D, for which q is inert; let Ell(O K ) be the set of elliptic curves over Q with complex multiplication by the maximal order of K. These curves are defined over the Hilbert class field of K, H K , and the Galois group G K = Gal(H K /K) = Pic(O K ) acts simply transitively on Ell(O K ); hence for any curve E ⊂ Ell(O K ), we have Ell(O K ) = {E σ } σ∈G K . Let q|q be any prime above q in H K (recall that q splits completely in H K ), each E ∈ Ell(O K ) has good supersingular reduction modulo q hence we have a reduction map
One can then ask whether the reductions {Ψ q (E σ )} σ∈G K are evenly distributed on Ell ss (F q 2 ) with respect to the measure µ q as D → +∞. This is indeed the case, in fact in a stronger form:
for some absolute positive η, the implied constant depending on q only.
To obtain this result, we express (by easy Fourier analysis) the characteristic function of G as a linear combination of characters ψ of G K . Then the Weyl sums corresponding to this equidistribution problem can be expressed in terms of "twisted" Weyl sums. By a formula of Gross, later generalized by Daghigh and Zhang [G, Da, Z3] , the twisted Weyl sums are expressed in terms of the central values L(f ⊗g ψ , 1/2) where f ranges over the fixed set of primitive holomorphic weight 2 cusp forms of level q and g ψ denotes the theta function associated to the character ψ (this is a weight one holomorphic form of level D with primitive nebentypus , (
), the Kronecker symbol of K ). Now, the subconvexity estimate of Theorem 2 (applied for f fixed and D varying ) shows precisely that the Weyl sums are o(1) as D → +∞ and the equidistribution follows. Remark 1.3. Note that for the full orbit (G = G K ), only the principal character ψ 0 occurs in the above analysis and we have the factorization
in this case, the subconvexity estimate in the D aspect for the central value L(f ⊗ (
−D *
), 1/2) was first proven by Iwaniec [I1] .
The result above is a particular instance of the equidistribution problem for Heegner divisors on Shimura curves associated to a definite quaternion algebra, namely the quaternion algebra over Q ramified at q and ∞. For other definite Shimura curves similar results hold mutatis mutandis, see Theorem 10 (the reader may consult [BD1] for general background on Heegner points in this context). These results may then be coupled with the methods of Ribet, BD2, BD3] ) to prove equidistribution of (the image of) small orbits of Heegner points in the group of connected components of the Jacobian of a Shimura curve associated to an indefinite quaternion algebra at a place of bad reduction or in the set of supersingular points at a place of good reduction. We will not pursue these interpretations here.
In this setting, other equidistribution problems for Heegner divisors have been considered by Vatsal and Cornut [Va, Co] to study elliptic curves over the anticyclotomic Z p -extension of K. However the Heegner points considered in these papers were in the same isogeny class (i.e. associated to orders sitting in a fixed imaginary quadratic field). The subconvexity bound of the present paper allows for equidistribution statements even when the quadratic field varies.
1.3. Outline of the proof of Theorem 2. The beginning of the proof follows [KMV2] . First, we decompose L(f ⊗ g, s) into partial sums of the form
where the W (n) are compactly supported smooth functions, the crucial range being when n ∼ q. Next we use the amplification method and seek a bound for the second amplified moment
where f ranges over an appropriate (spectrally complete) family F of Hecke eigenforms of nebentypus χ f , containing our preferred form f , ω f is an appropriate normalizing factor and the x are arbitrary coefficients to be chosen later to amplify the contribution of the preferred form. The choice of the appropriate family F may be subtle. Specially the space of weight one holomorphic forms of given level is too small to make possible an efficient spectral analysis. This structural difficulty was resolved in [DFI8] by embedding the subspace of weight one holomorphic forms into the full spectrum of Maass forms of weight one. At this point, we open (1.3) and convert the resulting sum into sums of Kloosterman sum using a spectral summation formula (i.e. Petersson's formula or an appropriate extension of Kuznetsov's formula which we borrow from [DFI8] ). At this point one needs bounds for expressions of the form
where S χ denotes the Kloosterman sum twisted by the character χ := χ f and J is a kind of linear combination of Bessel type functions. For completeness we add that can be as large as a small positive power of q and the critical range for the variable c is around q. As in [KMV2] we open the Kloosterman sum and apply a Voronoi type summation formula to the λ g (m) sum, with the effect of replacing the Kloosterman sums by Gauss sums. This yields to an expression of the form
where W g is a kind of Bessel transform depending of the type at infinity of g. The sum over h above splits naturally into two parts. The first part corresponds to h = m − n = 0, its contribution is called is called the singular term. But, since we assume that χχ g is not trivial, this term vanishes. Remark 1.4. When χχ g is trivial the contribution of the singular term is not always small; in fact it may be larger than the expected bound. However one expects as in [DFI8] , that, in this case, this contribution is cancelled (up to admissible error term) by the contribution coming from the Eisenstein series. We do not carry this out here since we are mostly interested in cases where the conductor of χ f is large.
The second part corresponding to h = 0,
is called the off-diagonal term and is the most difficult to evaluate. In order to deal with the shifted convolution sums
one could proceed as in [DFI3, KMV2] , with the δ-symbol method together with Weil's bound for Kloosterman sums. This method and a trivial bound for the Gauss sums G χχg (h; c), is sufficient to solve the subconvexity problem as long as the conductor of χ is smaller than q β for some β < 1/2. Instead, we handle the sums S g ( , h) by an alternative technique due to Sarnak [Sa2] . His method, which is built on ideas of Selberg [Se] , uses the full force the theory of automorphic forms on GL 2,Q . Sarnak's method consists in expressing (1.6) in terms of the inner product
and U h (s, z) is a non-holomorphic Poincaré series of level D . Taking the spectral expansion of U h (s, z), we transform this sum into
where {u j } j 1 is a Hecke eigenbasis of Maass forms on X 0 (D ) and "Eisenstein" accounts for the contribution of the continuous spectrum. The scalar product u j , V has been bounded efficiently in [Sa1] , and the other factor U h (., s), u j is proportional to the h-th Fourier coefficient ρ j (h) of u j (z). At this point one uses the following quantitative statement going in direction of the Ramanujan-Petersson-Selberg conjecture to bound the resulting sums
Note that Hypothesis H θ is known for θ = 7 64 thanks to the works of Kim, Shahidi and Sarnak [KiSh, KiSa] . when the conductor q * is small, this value of θ suffices for breaking the convexity bound; in fact it improves by large the bound of [KMV2] Theorem 1.1 (which may be obtained using H 1/4 ). Unfortunately, this argument alone, is not quite sufficient when q * is large: even Hypothesis H 0 (which is Ramanujan-Petersson-Selberg's conjecture) allows only to solve our subconvexity problem as long as q * is smaller than q β for some fixed β < 1. From this discussion above, it is clear that we must also capture the oscillations of the Gauss sums in (1.5); this is reasonable since G χχg (h; c) oscillate roughly like χχ g (h) and the length of the h-sum is relatively large (around q). This point is the key observation of the present paper; while this idea seems hard to combine with the δ-symbol technique, it works beautifully with the alternative method of Sarnak. Indeed, an inversion of the summations, reduces the problem to a nontrivial estimate, for each j 1, of smooth sums of the shape
where h is roughly of size q: this question reduces to the subconvexity problem for the twisted L function
in the q-aspect ! This kind of subconvexity problem was solved by ( when the fixed form is holomorphic) more than 10 years ago as one of the first application of the amplification method. In the appendix to this paper we provide the necessary subconvexity estimate in the case of Maass forms 1 ; this estimate together with Burgess bound (to handle the contribution from the continuous spectrum) is sufficient to finish the proof of Theorem 2. Remark 1.5. We find rather striking that the solution of the subconvexity problem for our preferred rank four L-functions ultimately reduces to a collection of subconvexity estimates for rank two and rank one L-functions. This kind of phenomenon already appeared -implicitly -in [DFI8] where Burgess estimate was used; in view of the inductive structure of the automorphic spectrum of GL n (see [MW] ), this should certainly be expected when dealing with the subconvexity problem for automorphic forms of higher rank. Remark 1.6. The proof given here is fairly robust: any subconvex estimate for the L(u j ⊗ χ, s) in the q aspect (with a polynomial control on the remaining parameters) together with any non-trivial bound towards Ramanujan-Petersson's conjecture (that is H θ for any fixed θ < 1/2) would be sufficient to solve the given subconvexity problem, although with a weaker exponent. 1 see also [H] for a slightly weaker bound, and [CPSS] for another proof , in the holomorphic case, which uses Sarnak's method described above.
1.3.1. Comparison with [DFI8] . As noted before, Theorem 2 and its proof share many similarities with the main result of [DFI8] , but the heart of the proofs are fairly different. To explain quickly the main differences, consider the subconvexity problem for the Hecke L function L(f, s). We have the identity
Our method would use the right hand side of (1.8) and would evaluate the amplified mean square of partial sums of the form
while the method of [DFI8] uses the left hand side of (1.8) and evaluate the amplified mean square of (variants of) the partial sums
where τ χ (n) = (1 * χ f )(n). In this case, the Gauss sums G χ f (h; c) of (1.4) are replaced by Ramanujan sums r(h; c), so that for h = 0 a singular term appears (see Remark 1.4). This term turns out to be larger than the expected bound, but fortunately, a delicate computation shows that it is compensated by the contribution of the Eisenstein series (see [DFI8] Sect. 13). The main problem then, is to bound the off-diagonal term; it is solved by the deep results of [DFI2, DFI3] on the general determinant equation.
There are some advantages of handling Theorem 1 by the method of the present paper. A first one is technical; as long as χ f is non-trivial, there is no singular term, hence no matching appears to verify. However, a critical difference with the present paper is that for g = E an Eisenstein series, the integral I(s) given in (1.7) has a pole at s = 1, which produces a new off-off-diagonal term; but as this term is independent of χ f the resulting contribution is small as long as χ f is non trivial (otherwise one expects some matching with the contribution from the continuous spectrum). Another advantage of this method is that once the (many) remaining difficulties have been overcome, it is likely that the saving on the convexity exponent will be at least comparable with the exponent of Theorem 2.
The paper is organized as follows: in the next section, we introduce notation and give some background on automorphic forms, Hecke operators and spectral summation formulas. We recall also some useful lemmas and estimates which are borrowed from [DFI8] . In Section 3 we recall several facts on Rankin-Selberg L functions and reduce the estimation of L(f ⊗ g, s) to that of partial sums. The bound for the second amplified moment of these partials sums starts in Section 4, it follows basically the techniques of [KMV2] and [DFI8] . In Section 5, we handle the shifted convolutions sums (1.5). The proof of Theorem 3 in a more general form is given in Section 6. In the appendix we provide a proof of a subconvexity bound for the L function of a Maass form g twisted by a primitive character of large level. The result is not new; our main point there is to make explicit the (polynomial) dependence of the bound in the other parameters of g (the level or the eigenvalue), a question for which there is no available reference. Indeed, the polynomial control in the other parameters is crucial for the solution of our subconvexity problem. 
A REVIEW OF AUTOMORPHIC FORMS
In this section we collect various facts about automorphic Maass forms. Our main reference is [DFI8] which contains a very clear exposition of the whole theory.
The group SL 2 (R) acts on the upper half-plane by linear-fractional transformations
For γ ∈ SL 2 (R) we define
and for any integer k 0 an action of weight k on the functions f :
For q 1, we consider Γ the congruence subgroup Γ 0 (q), and a Dirichlet character χ(mod q); such a χ defines a character of Γ by
2.1. Maass forms. A function f : H → C is said to be Γ-automorphic of weight k and nebentypus χ iff it satisfies
-space of such automorphic functions with respect to the Petersson inner product
By the theory of Maass and Selberg L k (q, χ) admits a spectral decomposition into eigenspace of the Laplacian of weight k
The spectrum of ∆ k has two components: a discrete part spanned by the square integrable smooth eigenfunctions of ∆ k (the Maass cusp forms), and a continuous spectrum spanned by the Eisenstein series. The Eisenstein series are indexed by the singular cusps {a} and are given by:
where σ a is a scaling matrix for the cusp a. Recall that the scaling matrix of a cusp a is the unique matrix (up to right translations) such that
and that a cusp a is singular whenever
The Eisenstein series E a (z, s) admit analytic continuation to the whole complex plane without pole for es 1/2 and are eigenfunctions of ∆ k with eigenvalue λ(s) = s(1 − s). The Maass cusp forms generate the cuspidal part of L k (q, χ) which we denote C k (q, χ). A Maass cusp form f has exponential decay and a Fourier expansion at every cusp. We only need Fourier expansion at infinity, this takes the form
where W α,β (y) is the Whittaker function, and (1/2 + it)(1/2 − it) is the eigenvalue of f . The Eisenstein series have a similar Fourier expansion
,it (4π|n|y)e(nx).
where δ a = 0, unless a = ∞, in which case δ ∞ = 1 and ϕ a (1/2 + it) is the entry (∞, a) of the scattering matrix.
2.2. Holomorphic forms. Let S k (q, χ) denote the space of holomorphic cusp forms of weight k level q and nebentypus χ, i.e. the space of holomorphic functions F :
for every γ = a b c d ∈ Γ and which vanish at every cusp. This space is equipped with the Petersson inner product:
Such a form has a Fourier expansion at ∞ (2.5)
From the automorphy relations (2.4) one can deduce the following Voronoi-type summation formula (see [KMV2] and Section 7 for a more general formulas of the same type).
Lemma 2.1. Let W : R + → C be a smooth function with compact support. Let c ≡ 0(q) and a an integer coprime with c. For g ∈ S k (q, χ) we have
It will be useful to quote the following properties of the Bessel function J k (x) for k 0 (see [GR, Wa] ). We have
where
for j, k, x 0, the implied constant depending only on j. In fact, holomorphic forms can be embedded isometrically into the space of Maass forms of weight k:
is a surjective isometry (relatively to the Petersson inner products) onto the eigenspace of Maass cusp forms of weight k with eigenvalue
; so for the purpose of proving Theorem 2 we may and will assume that the varying form f is a Maass form of some weight k 0.
2.3. Spectral summation formulas. Given B k (q, χ) = {u j } j 1 an orthonormal basis of C k (q, χ) formed of Maass cusp forms with eigenvalues λ j = 1/4 + t 2 j and Fourier coefficients ρ j (n); the following spectral summation formula (borrowed from [DFI8] Proposition 5.2) is an important tool for the harmonic analysis on L k (q, χ). For any real number r, and any integer k we set
Proposition 2.1. For any positive integers m, n and any real r, we have √ mn
where S χ (m, n; c) is the Kloosterman sum
and I(x) is the Kloosterman integral
In fact this formula is not quite sufficient for our purpose. In order to gain convergence over the c variable, an extra averaging over r is needed, and to achieve this, we follow the choice of [DFI8] Section 14. Given A a fixed large real number we set
Integrating q(r)h(t, r) over r we form (2.10)
and correspondingly (2.11)
Hence, we deduce from Proposition 2.1 the following refined formula Proposition 2.2. For any positive integers m, n we have √ mn
where H and I are defined above and c A =q (0) is the integral of q over R.
We collect below the following estimates for I and H (see [DFI8] Sections 14 and 17). For t real or purely imaginary, we have (2.12)
For all j 0, we have (2.13)
One can also use more general forms of the above spectral summation formula to provide upper bounds for the Fourier coefficients of Maass forms, for instance the following bound follows immediately from [DI] Sect. 5.3 (5.6) (5.7) and (1.25):
Lemma 2.3. For k = 0 we have for any positive integer n, any ε, T 1 we have (2.14)
where the implied constant depends on ε only.
Hecke operators.
The Hecke operators {T n } n 1 are defined by
They act on the L 2 -space of Maass forms of weight k and in fact act on both C k (q, χ) and E k (q, χ). They satisfy the Hecke multiplicative relations:
and, in particular, commute with each other. They also commute with ∆ k and for
A Maass cusp form which is also eigenfunction of the T n for all (n, q) = 1 will be called a Hecke-Maass cusp form and an orthonormal basis of C k (q, χ) made of HeckeMaass cusp forms will be called a Hecke eigenbasis. The problem of the dimension of the Hecke eigenspace is well understood by Atkin-Lehner theory [AL, ALi, Li1] . By a primitive form we mean a Hecke-Maass cusp form which is orthogonal to the space of old forms and (unless otherwise specified) which has L 2 -norm 1. By the Strong Multiplicity One Theorem, a primitive form is automatically an eigenform of all the Hecke operators.
For f an Hecke-Maass cusp form, with Hecke eigenvalues given by
for all (mn, q) = 1 and this relations hold for all m, n if f is primitive. From (2.16) we also have
for all (n, q) = 1. Finally the action of Hecke operators on the Fourier expansion can be computed explicitly and for a Hecke-Maass cusp form we have:
for all m, n 1 with (n, q) = 1. In particular, for all (n, q) = 1
and for f primitive the relations (2.20), (2.21) and (2.22) are valid for all n 1.
Remark 2.1. For the classical weight k holomorphic modular forms the Hecke operators T n have a slightly different definition, and not too surprisingly this action commute with the isometry F (z) → f (z) = y k/2 F (z) and in particular for F a primitive cusp form, y k/2 F is also primitive and we have, for all n,
Remark 2.2. The Hecke operators also act on the space of Eisenstein series, but unless χ is primitive (for this case see [DFI8] ) the Eisenstein series E a (z, s) are NOT eigenvectors of the T n , (n, q) = 1. The problem of diagonalizing the Hecke operators in the space of Eisenstein series was studied by Rankin in a series of papers [Ra1, Ra2, Ra3] , however we won't need any of these results.
Bounds for Fourier coefficients of cusp forms.
In this section, we recall trivial and non trivial bounds for Hecke eigenvalues and Fourier coefficients of automorphic forms. Given g a primitive cusp form of level D, weight k and eigenvalue 1/4 + t 2 g (by convention g is L 2 normalized) from [DFI8] and [HL] we have (2.23)
For Hecke eigenvalues, Hypothesis H θ gives the individual bound 2 (2.24)
hence for all n = 0 we have by (2.22)
If g is holomorphic of weight k 1, it follows from the work of Eichler-ShimuraIgusa, Deligne, Deligne-Serre that the Ramanujan-Petersson bound holds true:
In general it turns out that the Ramanujan-Petersson bound is true on average by the theory of Rankin-Selberg and some auxiliary arguments (see [DFI8] Sect.19); we have for all N 1 and all ε > 0
It will be also useful to introduce the following function
Note first that this function is almost multiplicative; by (2.17) and (2.18) we have (2.28)
for all ε > 0, and from (2.27) we have
for all N, ε > 0. In the above estimates the implied constants depends only on ε. For technical purposes it will be also useful to have a substitute of (2.25) when g is a L 2 -normalized Hecke-Maass form of L 2 but not necessarily primitive. More precisely we have the following improvement over (2.14) 2 Note that this bound remains true (trivially) for n a ramified prime Proposition 2.3. Let B 0 (q, χ) = {u j } j 0 be a (orthonormal) Hecke-eigenbasis. Assume that Hypothesis H θ holds; for any T 1 n 1 and any ε > 0 one has (2.30)
Proof. By the Atkin-Lehner theory, each Hecke-eigenspace is indexed by the primitive forms g(z) ∈ C 0 (q * q ,χ) where q ranges over the divisors of q/q * (q * the conductor of χ andχ is the character induced by χ * ); for each eigenspace, any element of any orthonormal basis {g (d) (z), d|q/(q * q )} is a linear combinations of the g(dz) where d ranges over the divisors of q/(q * q )
For uniformity we extend the above notations to all the divisors of q; namely we set 
say. By Möebius inversion, we have for d |q
denote the Möbius inverse of λ g (n): this is a multiplicative function given that for each prime p, by
, and λ
In particular we have from H θ that |λ
From the above discussion, it follows that (2.31)
and in particular when n = d |q we obtain from (2.14) the bound (2.32)
More generally we have
by Cauchy-Schwarz and H θ . From (2.31), the last inequality and (2.32) we conclude the proof of the Proposition.
RANKIN-SELBERG L FUNCTIONS
Our basic reference for Rankin-Selberg L-functions is the book of Jacquet [J] . Given f and g two primitive forms of level q and D respectively, the Rankin-Selberg L function is a degree four Euler product
which is absolutely convergent for es > 1. In view of Lemma 2.2 and Remark 2.1 we may assume that f is a Maass form of some weight k 0, with eigenvalue 1/4 + t 2 f . Remark 3.1. Although we will note use this fact, it is useful to know that by [Ram] , L(f ⊗ g, s) is the L function of a GL 4 automorphic form, which we denote by f ⊗ g. By direct inspection of the possible cases one can check that
and for all p |(q, D) we have
In particular we have the following factorization for es > 1
From now on we assume that f = g, then L(f ⊗ g, s) admits analytic continuation over C with no poles and it has a functional equation of the form
where ε(f ⊗ g) is some complex number of modulus one and
.
is the local factor at infinity
and the integer Q = Q(f ⊗ g) is called the conductor of f ⊗ g and satisfies
From hypothesis H θ and by inspection of the possible cases we verify that
is holomorphic for es > 2θ.
3.1. Approximating L(f ⊗ g, s) by partial sums. We proceed as in [DFI8] , Section 9. For A 0 1 large (to be defined later), set
By a contour shift we infer from the functional equation (3.4) that for es = 1/2
(1)
We have (compare with [DFI8] , Lemma 9.2) the following Lemma 3.1. Assume (for simplicity) that χ f χ g is not trivial . For es = 1/2 and for any j 0, we have
Remark 3.3. If χ f χ g is the trivial character the above bound is valid with an extra factor log(1 + y −1 ).
Proof. From (3.3) the series
converges and, so it suffice to prove the lemma for the function V s . We shift the u contour to es = B with B = −1/(log(1 + qD|s|)) or B = A 0 and differentiate j times in y to get
Set s i = s + µ f ⊗g,i,j (∞) and σ i = es i , we have by Stirling's formula
Hence we have
By definition of G(u), the integral is absolutely convergent and bounded by A 0 1 if B = A 0 and by A 0 log 2 (1 + qD|s|) for B = −1/(log(1 + qD|s|)). The lemma follows by choosing B = A 0 if y P and B = −1/(log(1 + qD|s|)) otherwise.
Applying a smooth partition of unity we derive that
where L f ⊗g (N ) are sums of type
with W (x) a smooth function supported on [N/2, 5N/2] for N = 2 ν ν −1, such that for all j 0 (3.9)
By taking A 0 large enough, we see that Theorem 2 follows from Theorem 4 below which gives a bound for the partial sums L f ⊗g (N ). 
where the exponents B, C, E are specified in (5.19) and the implied constant depends on ε, k, P, D.
Now, we obtain from this theorem and (3.8) the bound given in Theorem 2 for the zero-th derivative. By convexity we deduce the same bound for s in a 1/ log q neighborhood of the critical line and by Cauchy's formula we deduce the bound for es = 1/2 for all the derivatives.
THE AMPLIFIED SECOND MOMENT
In this section we make the first reductions toward the proof of Theorem 4 . In particular we perform amplification of the partial sum L f ⊗g (N ) by averaging its amplified mean square over a well chosen family. Before doing so we need to transform slightly these sums. The reason of these apparently unmotivated transformations is to avoid the fact that Eisenstein series E a (z, s) are not Hecke eigenfunctions.
We denote by χ the character χ f of our original form f . We consider the following linear form
for any vector x = (x 1 , . . . , x , . . . , x L ) ∈ C L with L some small power of q, the coefficients x satisfying (4.1) ( , qD) = 1 =⇒ x = 0.
From (2.17) for f followed by (2.18) for g we have
and from (2.22) we obtain (4.2)
Note that the last expression makes perfectly good sense even if f is not a Heckeeigenform. Hence we define for f any cusp form L f ⊗g ( x, N ) by the equality (4.2).We may also extend this definition for the Eisenstein series E a (z, 1/2 + it) and we denote L a,t,g ( x, N ) the corresponding linear form (obtained by replacing ρ f (aen) by ρ a (aen, t) above). induced by χ and we average the quadratic form |L f ⊗g ( x, N )| 2 over it together with the Eisenstein series to form the "spectrally complete"quadratic form
where H(t) is defined in (2.10). Our goal is the following estimate for the complete quadratic form 
In the above expression we denote
the exponent θ equals 7 64
and the exponents B, C, E, B , C , E are specified in (5.19) and (5.20) ; moreover the implied constant depend on ε, k, P and D only.
Remark 4.1. Considering a family slightly bigger than the obvious one enable us to simplify considerably the forthcoming computations (see Section 4.1.2).
Proof. of Theorem 4 (derivation from Theorem 5). We choose an orthonormal basis
. By positivity (in particular that of H(t), see (2.12)) we deduce that
and from (2.12) and (2.23) we have
To conclude we choose the standard amplifier
for L (log qD) 2 ; from (2.27) we have
To finish the proof of Theorem 4, we note first that N can be taken smaller than q It remains to prove Theorem 5 for which we spend the rest of this section.
Analysis of the quadratic form Q( x, N ). By Proposition 2.2 we have
say, where c A is the constant defined in Proposition 2.2 , 
From (2.27), (2.28) and (2.29)
4.1.2. The non-diagonal term. We transform (4.4) further by applying the Voronoi summation formula to the n variable. For this, we set e = (a 2 e 2 , c), c * = c/e, e * = a 2 e 2 /e so (c * , e * ) = 1. Opening the Kloosterman sum, we have from (4.4)
By (4.1), we have (e, qD) = 1, hence D|[q, D]|c * , so we apply Lemma 2.1 with the effect of replacing the additive character e( e * xn c * ) above by χ g (e * x)e(− e * xn c * ) = χ g (e * x)e(− e * xen c ).
where (4.6)
To proceed further we factor c as follows in particular one has the following (c , c ) = 1, c |e, (c , e * ) = 1, and the Gauss sum factors accordingly (remember that (e, qD) = 1)
G χχg (a 1 e 1 m − ee * n; c) = χχ g (c e * )G χχg (a 1 e 1 m − ee * n; c )r(a 1 e 1 m − ee * n; c ) = χχ g (c e * )G χχg (a 1 e 1 m − ee * n; c )r(a 1 e 1 m; c ), where r(a 1 e 1 m; c ) =
denote the Ramanujan sum. Hence we have
the congruence a 1 e 1 m ≡ 0(f ) is equivalent to m ≡ 0(f * ) where we have set f * := f /(a 1 e 1 , f ); using (2.18), we infer that
where (4.9) Σ(a 1 e 1 e * f f
and S h (a 1 e 1 e * f f * , e) = a 1 e 1 e * f f * m−en=h
Since χχ g is not the trivial character, G χχg (0; c)S 0 = 0, and we are left to evaluate (4.9) over the frequencies h = 0. This will be done in Theorem 6.
First we analyze the properties of J ; to simplify the notation we set
For any α, β, ν 0 we have
the implied constant depending on α, β, ν and (polynomially) on k g and A is the constant fixed in(2.9) which also appears in (2.13). Recall also that as a function of x,
Proof. By a trivial estimation of the integral (4.6) using (2.7), (2.13) , (3.9) and that x ∼ N/a we see that
Using the decomposition (2.6), we integrate by part 2ν times the exponential and using again (2.7), (2.13) and (3.9) we obtain (4.10)
Differentiating in x and y we obtain the desired conclusion.
We now bound Σ(a 1 e 1 e * f f * , e) by applying Theorem 6 (to be proved in the forthcoming section), with the following choice of parameters (to avoid confusion the parameters of Theorem 6 are noted in boldface):
and we obtain that (4.9) is bounded by (remember that f f * d is coprime with qD and that f f (c ) 2 )
the implied constants depending on D, k g , P, ε only. Here we have used (4.10) with A = k g + 3(2E + B + 5) + 1 and A = k g + 3(2E + B + 5) + 1, and we have bounded f f by (c ) 2 ; recall that (d) 1 denote the factor of d defined as in (5.18). Hence we deduce from this bound and (4.8) the upper bound
Collecting all the terms (see (4.3)) we deduce
This estimate together with (4.5) concludes the proof of Theorem 5.
A SHIFTED CONVOLUTION PROBLEM
In this section, which is the bulk of this paper, we consider the following shifted convolution problem: Let χ be a primitive character of modulus q, 1 < c ≡ 0(q), where λ g (n) denotes the n-th Hecke-eigenvalue. Let F (x, y) be a smooth function supported on [X/2, 5X/2[×[1/2, +∞[ which satisfies
for some Z, X, Y 1 and for all ν, α, β 0, the implied constant depending on α, β, ν only.
We consider the sums
where G χ (h; c) is the Gauss sum of the (induced) character χ mod (c) and
Our goal in this section is to prove the
Theorem 6. With the above notations, we set
We have the upper bound
for all ε > 0, the constant implied depending on ε and g only. Proof. First by a smooth dyadic partition of unity on the y variable we reduce the proof to the case where
and by symmetry we assume that X = X Y = Y . We consider the following unique factorization c =c , (c , q) = 1, q |q
where r(h; c ) = d|(c ,h) dµ(c /d) denotes the Ramanujan sum. Moreover G χ (h;) = 0 unless q |h in which case
Our treatment of Σ( 1 , 2 ) begin with the method of Sarnak [Sa2] which we resume below. This method is based on the analytic properties of the series
Indeed, we have
from the support property of F ; in particular we have 
against an appropriate Poincaré series
precisely we have
D(g, s; h).
On the other hand U h can be decomposed spectrally (at least formally): we pick B 0 (N ) = {u j } j 0 an orthonormal Hecke-eigenbasis of C 0 (N, χ 0 ) ( where u 0 is the constant function ) and we assume also that the u j are eigenforms of the reflection operator R.u j (z) := u j (−z) = ε j u j (z) where ε j = ±1. By Parceval, we have
and Eisenstein Contr (the contribution from the continuous spectrum) is given by
(the reader should note that the quantity "ρ j (h)" in [Sa2] equals 2ρ j (h)|h| 1/2 in the present paper). From [Sa2] (18), we have
|t j | ;
and we have the same bound holds for Eisenstein series
|t| .
Now calculations similar to that of [ILS] p. 71-75 show 3 that one can choose the Hecke-eigenbasis B 0 (N ) = {u j } j 0 such that the bound (2.25) holds:
for all u j ; eventually by Weyl's law and the above estimates we obtain Theorem A.1 of [Sa2] .
Theorem 7. For any θ 1 > θ, D(g, s; 1 , 2 , h) extends holomorphically to the half plane {s ∈ C, σ := es 1/2 + θ 1 } and satisfies in this region the upper bound
where s = σ + it and the implied constant depending on ε and g only.
From the above result we can shift the contour in (5.4) to es = 1/2 + θ + ε, and after integrating by parts F (h, s), 5 times in u we obtain that
From (5.3) we obtain (since dq |h| Y )
the implied constant depending only on ε and g.
Remark 5.1. One can see easily that (5.11) is much stronger than the bound of Theorem 6 when q is small and in particular yields much better subconvexity exponents than the one given by Theorem 2 for small conductor. In fact, for the purpose of breaking convexity for Rankin-Selberg L functions , any bound for Σ( 1 , 2 ) with Y 3/2+θ replaced by Y 2−δ for any fixed δ > 0 would suffice. One can see that the bound (5.11) is sufficient as long as q Y 1−2θ−δ for any fixed δ > 0. Taking back the notations from the introduction we see that the Ramanujan-Petersson conjecture (i.e. θ = 0 is admissible) would solve the convexity problem for Rankin-Selberg L functions as long as q * q 1−δ for any fixed δ > 0. In the rest on this section we 3 for simplicity we shall not reproduce these (tedious) computations here but we use instead the averaged version (2.30) of (5.10).
will solve the problem for all q * unconditionally by exploiting the averaging over h and the oscillations of χ(h).
From the above analysis we see that
is the contribution from the discrete part of the spectrum and Eisenstein Contr. is the similar expression coming from the continuous spectrum. In the next Subsections 5.1 and 5.2 we evaluate both contributions.
5.1. The discrete spectrum contribution. We handle here the discrete part (5.13) and more precisely the inner sum
which has analytic continuation to es 1/2 + θ 1 . We handle here the contribution corresponding to h < 0, the other one being similar. We abuse the notation slightly by using the same notation Σ j (χ, s) for the sum running over h < 0. We have
is (up to a shift by 1/2) essentially the L function of u j twisted by χ. We will see in the next subsection that L dq j (χ, s) has analytic continuation to the half plane es 0, and satisfies for es = 0 the following bound
for any ε > 0, where N 1 and the exponent B, C, E, B , C , E are given in (5.18), (5.19) and (5.20) and
is converging for σ > −1/4). We evaluate Σ j (χ, s) on the line es = 1/2 + θ 1 with θ 1 = θ + ε. First we shift the z contour in (5.14) to ez = 1/2 − θ 1 ; then we integrate by parts α times in u and β times in h in (5.14) and apply (5.1) with ν = k−1 2 + α + β + 3/2 + ε to gain convergence in the h variable; we obtain
In the above bound, α and β don't need to be integers. We take β = E + 1 + ε to ensure convergence of the z integral and apply (5.15) to get
where . . . contains the similar term involving the exponents B , C , E . We plug this bound, (5.9) and (5.10) into (5.13) and use the following estimate
by Weyl's law for the spectrum and (2.30). We choose α = E + B + 4 + ε to have convergence in the s integral and we infer from (5.9) and the last estimate that the discrete spectrum contribution to h =0 χ(h)S dq h in (5.12) is bounded by
It remains to prove (5.15) which we do in the next subsection.
5.1.1. Bounds for twisted L-functions. Recall that u j is a Hecke-eigenform and we denoteũ j the primitive form (of some level N dividing N ) underlying u j . For any n 1, we denote λ j (n) the n-th Hecke-eigenvalue ofũ j ; in particular for (n, N ) = 1 it coincides with the n-th Hecke eigenvalue of u j . We have the further factorization
where χ 0 denotes the trivial character modulo N and
is the twisted L-function ofũ j by χ. By Hypothesis H θ and (2.30) the product of two first factors of (5.17) have analytic continuation to the half plane es −1/2+θ+δ for any fixed δ > 0, and are bounded in this domain by
On the other hand L(ũ j .χ, s + 1/2) has analytic continuation to C and what we need is an upper bound for it when s is on the shifted critical line es = 0. It turns out that the convexity bound is just insufficient for us. The subconvexity problem for twisted L-functions L(g ⊗ χ, s) in the conductor aspect was solved for the first time in [DFI1] for g holomorphic and of level one with the subconvexity exponent 1/2 − 1/22. Recently, Cogdell, Piatetski-Shapiro and Sarnak solved the problem by another method (based on Theorem 7) for g still holomorphic, but of any level and with the better subconvexity exponent 1/2 − 7/130 [CPSS] . The case (of main interest for us) where g is a weight zero Maass form of any level was recently settled by G. Harcos [H] by a variant of the δ-symbol method.
Theorem 8. Let g be a fixed weight zero primitive Maass form, and χ be a primitive character of modulus q. For es = 1/2 we have
for any ε > 0, the implied constant depending on ε, s and g.
Unfortunately this bound does not display explicitly the dependence in |s| or in the parameters of g. For our purpose an explicit polynomial dependence is crucial and lacking a reference, we provide in the Appendix a refinement of the method of [DFI1] yielding Theorem 9. Let g be a weight zero primitive Maass form of level N and eigenvalue 1/4 + t 2 , and let χ be a primitive character of modulus q. Set
For es = 1/2 we have
for any ε > 0, the implied constant depending on ε only and with the following values for the exponents From this result, we deduce (5.15) for es = 0.
5.2.
The continuous spectrum contribution. The arguments for the contribution from the continuous spectrum follows the same lines. The only point we need to check is that a bound similar to (5.15) holds in the case of Eisenstein series E a (z, t) for the corresponding L-function
Recall that the cusps of Γ 0 (N ) are uniquely represented by the rationals u w , w|N, (u, w) = 1, 1 u (w, N/w).
In the half space mt < 0, we have ( [DI] (1.17) and p.247)
and (either by the general theory of Eisenstein series or in this case by the standard zero-free region for Dirichlet L-functions) the ρ a (h, t) have analytic continuation to mt = 0 with at most one simple pole at t = −i/2 (for n = 0 only). This can be seen by a direct computation which may be cumbersome for a general cusp a. In particular note that the Fourier coefficients ρ a (h, t) are not proportional to a multiplicative function, the reason being that E a (z, 1/2 + it) is not eigenfunction of the Hecke operators (even of these T n for n coprime with the level). The problem of diagonalizing Eisenstein series is studied thoroughly by Rankin in [Ra1, Ra2, Ra3, Ra4] , but we won't use his results. We restore multiplicativity by decomposing the γ sum according to the characters modulo (w, N/w):
For each character ψ mod(w, N/w) we denote w * its conductor, and decompose w = w * w w with w |w * ∞ , (w , w * ) = 1. Accordingly the Gauss sum factors as follows
where the superscript (N ) indicates that the local factors at the primes dividing N have been removed. From this computation we deduce the bound for (t ∈ R)
We can analyze L dq a,t (χ, s) as before, this time with L(ũ j .χ, s) replaced by
and Theorem 9 replaced by Burgess bound
for es = 1/2 and t ∈ R. Gathering these estimates we deduce that the contribution from the continuous spectrum to h =0 χ(h)S dq h in (5.12) is also bounded by (5.16); and by (5.3) we conclude the proof of Theorem 6.
EQUIDISTRIBUTION OF HEEGNER POINTS
In this section we apply our subconvexity estimates to prove equidistribution results for Heegner points on Shimura curves associated to definite quaternion algebras over Q. For more details, we refer to the paper of Gross [G] and to the paper of Bertolini and Darmon [BD1] .
6.1. Definite Shimura curves. We consider q = q 1 . . . q r a fixed squarefree number and a fixed factorization q = q − q + with q − having an odd number of prime factors. Let B q − be the quaternion algebra ramified at the primes dividing q − and at ∞. We fix R 1 = R q + ,q − an Eichler order of B q − , I 1 = R 1 , I 2 , . . . , I n ⊂ R 1 a set of representatives of (left) ideals classes and we denote R i the right order of I i .
This set correspond to the set of connected components of a certain conic curve denoted X q + ,q − in [BD1] . We denote Pic(X q + ,q − ) = Ze 1 ⊕ . . . Ze n the group of divisor classes where e i corresponds to the class of a single point supported on the i-th component and Pic 0 (X q + ,q − ) the kernel of the degree map. Pic(X q + ,q − ) is equipped with the inner pairing
given by e i , e j = δ i,j w i with w i = |R × i /{±1}|. The curve X q + ,q − is endowed with an action of an Hecke algebra T q + ,q − ([BD1] 1.5) by correspondences, and the Hecke operators T n , (n, q) = 1 are selfadjoint for the induced action on Pic(X q + ,q − ). Moreover (as a consequence of Eichler's trace formula) it is known that the image of this Hecke algebra into End(Pic 0 (X q + ,q − )) is isomorphic to the Hecke algebra of
(q) (the space of weight 2 holomorphic cusp forms of level q which are new at q − ). In particular (as a special case of the Jacquet-Langlands correspondence) for each primitive form f ∈ S p 2 (q) there is an unique e f ∈ Pic 0 (X q + ,q − ) ⊗ Z R such that e f , e f = 1 and such that T n e f = λ f (n)e f for every (n, q) = 1. For q |q + we denote π q : X q + ,q − ⇒ X q ,q − the degeneracy map induced by the inclusion R q ,q − ⊂ R q + ,q − and π * q the map π * q : Pic 0 (X q + ,q − ) ⇒ Pic 0 (X q ,q − ) induced by covariant functoriality.
A basis of Pic 0 (X q + ,q − ) is given by 
the lower and upper bounds following from the Class Number Formula and Siegel's Theorem.
A Gross-Heegner point (associated to the maximal order O K ) 4 is an optimal embedding ξ :
. By a well know recipe, a given Gross point determines a point in X q + ,q − and we still denote (with an abuse of notation) by ξ its natural image in Pic(X q + ,q − ), which is some e i ξ . The set H q + ,q − (1) of Gross points is non empty if and only if every prime p dividing q − is inert in K and every p dividing q + is split (a condition which we assume for the rest of this section) and in this case H q + ,q − (1) is endowed with a free and transitive action of {±1} r × Pic(O K ). For ξ a Gross point, and χ a character of Pic(O K ) we denote
The following formula due to Gross when q and D are primes ( [G] p.164) and subsequently generalized by Daghigh [Da] and Zhang [Z3] relates the central value of Rankin-Selberg L functions to the position of ξ ψ in Pic(X q + ,q − ) ⊗ Z C; more precisely for f a primitive form of level q we have
here g ψ is the theta series (of weight one, level D and nebentypus (
−D *
) ) associated to the character ψ and c f is a certain positive factor depending on f only.
Theorem 3 is a particular case of the following 
More precisely there exists an absolute constant
for any i ∈ {1, . . . , n}. Here, the implied constant depends on q only.
Proof. We consider the basis of Pic(X q + ,q − ) ⊗ Z R given by {e 0 } ∪ B q + ,q − where
From the decomposition e i = e 0 , e i e 0 +
For simplicity we consider this case only, the general case of Gross-Heegner points with CM by a non-maximal order is similar.
we deduce that
is the characteristic function of characters which are trivial on G we deduce from (6.2) that
When ψ is a real character g ψ is an Eisenstein series and we have
for some real Dirichlet characters χ 1 , χ 2 such that χ 1 , χ 2 = (
−D *
); in this case, we use the bound of Theorem 3 of [DFI3] for each twist. When ψ is a complex character, g ψ is cuspidal and we use the bound provided by Theorem 2 instead. We get in all cases
. The proof follows from this estimate and (6.3).
We now deduce Theorem 3 of the introduction from Theorem 10 applied for q = q − a prime number. The ideal I 1 , . . . , I n correspond to the n isomorphism classes of supersingular elliptic curves e 1 , . . . , e n over F q and in this identification we have End(e i ) = R i . Fix q a prime in H K above q. For E ∈ Ell(O K ) the reduction mod q, Ψ q , defines an optimal embedding ξ q,E : O K → R i(E) by reduction of the endomorphism. Moreover (see [BD1] , p. 120) the action of Pic(O K ) = G K commutes with the reduction map; for any σ ∈ Pic(O K ) we have
and the Theorem 3 follows.
APPENDIX
In this appendix we provide a proof for Theorem 9 which yields a subconvexity estimate in the q aspect for the Hecke L function of a weight zero, primitive Maass form g, (which we normalize here by setting ρ g (1) = 1), twisted by a primitive Dirichlet character χ of conductor q. Besides the subconvexity estimate, the main feature is an explicit polynomial dependence in the other parameters of g and of the complex variable s. We denote by D, and 1/4 + t 2 , respectively, the level of g and the eigenvalue of the Laplacian and we assume for simplicity that the nebentypus of g is trivial. Our proof follows closely [DFI1, DFI2] .
We prove here Theorem 11. Let g be a weight zero primitive Maass form of level D, trivial nebentypus, and eigenvalue 1/4 + t 2 , and let χ be a primitive character of modulus q. We denote by g ⊗ χ the twist of g by χ. For es = 1/2 we have
for any ε > 0, the implied constant depends on ε only. Here D 1 is the integer defined in (7.5) below and the value of the exponents are given by (7.1) B = 14/11, C = 1/4 , E = 4/11 (7.2) B = 7/2, C = 1/2 + 3/16 , E = 1.
Recall that g⊗χ is a weight zero primitive Maass form with eigenvalue 1/4+t 2 and level Q dividing Dq 2 , with nebentypus the Dirichlet character of modulus Q induced by (the underlying primitive character of) χ 2 . The basic property of g ⊗ χ is that for n coprime with (q, D), the n-th Hecke-eigenvalue satisfies
Moreover we have the factorization
where (by Hypothesis H θ ) the coefficients γ g⊗χ (n) satisfies γ g⊗χ (n) ε n θ+ε for every ε > 0, the implied constant depending only on ε. Its L-function L(g ⊗ χ, s) satisfies a functional equation of the form
where |w(g ⊗ χ)| = 1,
and ε g is the eigenvalue of g under the involution g(z) → g(−z)). Proceeding as in Section 3 we approximate L(g ⊗ χ, s) for s on the critical line by partial sums of length Q 1/2 and we obtain the following estimate
where A 0 is a constant that can be taken arbitrarly large, P = |s| + |t|, N = 2 ν , ν −1, and
Here V (x) = V N (x) is some smooth function supported on [N/2, 5N/2], such that for all j 0 we have
In particular the convexity bound gives
We now bound L g.χ (N ), by using the amplification and the δ-symbol methods of [DFI1, DFI2] with the appropriate generalization given in [KMV2, M1] . To this end we consider the quadratic form
where χ range over the primitive characters of modulus q, and the x are complex number of modulus less than 1 such that
We prove below
where we have set
From the trivial bound
we obtain (on choosing the classical amplifier given by x = χ( ) for ∈]L/2, L], such that ( , D) = 1 and = 0 else), the bound
We then set 
By (2.27) the contribution from the h = 0 term is bounded by (7.6) ε (DLN (1 + |t|)) ε qN |x | 2 ε (DLN (1 + |t|)) ε qN L.
For h = 0, we proceed to bound S h ( 1 , 2 ); we can rewrite this sum as
with F (x, y) = V (x/ 1 )V (y/ 2 )ϕ(x − y − h) where ϕ(u) is a smooth function supported on |u| < U = LN P −1 such that ϕ(0) = 1 and ϕ (i) (u) i U −i for all i 0. In particular we have 2 LN/P and E(x, y) = F ( 1 x, 2 y)∆ c ( 1 x − 2 y −h) where ∆ c (u) is the function defined in (11) of [DFI2] . 7.1.1. A summation formula. We will transform the above sum by means of a summation formula, for this we need the following refinement of Theorem A.4 of [KMV2] . We define the "wild" part of D to be
For g primitive of level D we have by [Li1] , Theorem. 3, p. 295 (7.7) ρ g (n) = 0 whenever (n, D w ) = 1. By our assumption (7.7) the n-sum runs over integers coprime with c , which allows us to transform easily the additive character e( By [ALi] Prop 3.1, the twisted form g.ψ has levelD and nebentypus ψ 2 . Since (c ,D) = D is coprime withD/D =D , we may apply Theorem A.4 of [KMV2] , and the proof follows. 7.1.2. Transformation of the double sum. In view of the above summation formula we set c 1 = c/(c, 1 ), c 2 = c/(c, 2 ), l 1 = 1 /(c, 1 ), l 2 = 2 /(c, 2 ) and we apply Proposition 7.1 to both variables to get a sum of four terms of the form 1 c<C 1 c 1 c 2D n 1 ,n 2 1 Σ ±,± (n 1 , n 2 )I ±,± (n 1 , n 2 ) with (7.10) Σ ±,± (n 1 , n 2 ) = c 2 ) (7.11) I ±,± (n 1 , n 2 ) = We bound now the analytic term I ±,± (n 1 , n 2 ); we use the following estimates for the Bessel type functions (cf. [I2] p.227); for σ, r ∈ R we have (7.13) Y σ+2it (y) y −1/2 e π 2 |t| , K σ+2it (y) y −1/2 e −y for y > 1 + |σ| 2 + 4|t| 2 , the implied constant being absolute. In particular we get (7.14) J ± 2it (y) y −1/2 for y > 1 + 4|t| 2 , the implied constant being absolute. For the remaining range we will also use the following general bound: (for J − we obtain the bound by shifting the contour to es = −ε : we meet two poles at s = ±2it whose residues are bounded by (y/(1 + |t|)) ε ). By several integration by parts, using the recurrence relations When the variables n i , i = 1, 2 satisfy (7.16), we use the bounds (7.14) and (7.15) without integrating by parts to get I ±,± (n 1 , n 2 ) ε (P q) ε ||E|| 1 1 + √ N n 1
(1 + |t| 2 )c 1 D by (30) of [DFI2] . Using this bound, (7.14) and n X |ρ g.ψ|WD (n)n 1/2 | we obtain P 7/4 where D 0 , D 1 are defined in (7.5) ( we have used here that c i c = c i c and D D DD 1 ). Summing over h ≡ 0(q), h = 0 and 1 , 2 we obtain finally (7.4). In the (improbable) case where 2it ∈ R (i.e. g is an exceptional eigenform and so 2it ∈ [−2θ, 2θ]) we proceed as above to obtain the same bound. In particular we use in the range (since one can take θ 1/4) the implied constant being absolute.
