We provide rigorous analysis for the direct scattering theory of perturbed Kadomtsev-Petviashvili II one line solitons. Namely, for generic small initial data, the existence of the eigenfunction is proved by establishing uniform estimates of the Green function and the Cauchy integral equation for the eigenfunction is justified by analysing the spectral transform.
Introduction
The well-posedness problem of the Kadomtsev-Petviashvili II (KPII) equation (4u t + u xxx − 6uu x ) x + 3u yy = 0, u(x, y, 0) = u N (x) + v 0 (x, y), (1.1) where u N is an N line soliton, has been initiated by Bourgain [9] and solved by Molinet-Saut-Tzvetkov [16] . Their results show that the deviation of the KPII solution from the initial (perturbed) line soliton could grow exponentially unbounded during the evolution which is not consistent with the isospectral property of integrable systems. Excellent L 2 -orbital stability and L 2 -instability theories were established by Mizumachi [15] for perturbed KPII one line solitons. But the approach has difficulties to be generalized to multi line solitons. The inverse scattering theory (IST) is a powerful method to identify and solve classes of integrable nonlinear PDEs and integrable dynamical systems. Many important nonlinear PDEs, such as KdV, NLS, sine-Gordon, etc, have been studied by this mothod. Integrability of the KPII equation has been known since the beginning of the 1970s. It can be integrated via the Lax pair The IST of the spectral operator ∂ y − ∂ 2 x + u was solved, schematically, solvability of the spectral equation is transformed to that of a Cauchy integral equation or ∂-equation, by [22] , [12] , [13] in case the potential u rapidly decays at spatial infinity. In particular, an L 2 k -stability theorem can be implied by [22] . As u is a perturbed multi line soliton, two research groups [3] - [8] , [19] have published substantial and important works on algebraic characterization and formal IST. In particular, the most remarkable characteristic, discontinuities for the Green function and eigenfunction had been discovered by Boiti, Pempenelli, Pogrebkov, and Prinari (cf [5] , [6] , [8] ). However, with incomplete rigorous analysis for the Green function and spectral data, both groups formulated Cauchy integral equations which hold only for non generic initial data [5] , [6] , [8] , [19] . So the IST for perturbed KPII line solitons is still an important open problem in this field [17] , [18] .
This report is aimed to a rigorous analysis for the direct scattering theory of perturbed KPII one line solitons. Precisely, a uniform estimate of the Green function is established by decomposing the kernel into Gaussian parts, oscillatory parts, rational functions, and regular parts and analysing them separately via different techniques. The same proof also characterizes the discontinuities at singularities. Furthermore, due to discontinuities of the eigenfunction, both discrete and continuous scattering data are not meromorphic which make the kernel of the Cauchy integral equation complicated to analyze. Inspired by [8] , we provide a regularized eigenfunction to simplify the formula. Still the scattering data blow up at singularities which, along with discontinuous, highly oscillating, and not fully symmetric kernels, cause difficulties for deriving uniform estimates for the spectral transform and solving the inverse problem. In this paper, we only present non-uniform estimates of the spectral transform which is sufficient to imply a Cauchy integral equation provided the initial data satisfying
The contents of the paper are as follows. In Section 2, for generic small initial data v 0 , we derive a uniform estimate of the Green function and apply the result to prove the existence of the eigenfunction to KPII equation. In Section 3, we extract the scattering data of eigenfunction m, introduce the regularized eigenfunction m, define the scattering operator T , derive spectral analysis, and justify a singular Cauchy integral equation.
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The forward problem I: a class of eigenfunctions
We start the investigation of the inverse scattering theory of the KPII perturbed one-line solitons. Consider the spectral equation
x + u(x, y))Ψ(x, y, λ) = 0, u(x, y) = u 0 (x) + v 0 (x, y), u 0 (x) = −2κ 2 sech 2 κx, κ > 0, v 0 (x, y) ∈ R,
with the boundary condition
where ϑ − (x, λ) is one of eigenfunctions of the Schrödinger operator corresponding to the KdV one soliton u 0 (x), i.e., [14] 
Introducing the normalizations Ψ(x, y, λ) = Φ(x, y, λ)e −λ 2 y = m(x, y, λ)e (−iλ)x+(−iλ) 2 y (2.4) the spectral equation (2.1) turns into
(2.5)
Denote G and G as the Green functions
Formula for the Green functions are available in [6] , [8, Eq.(3.1) ], [19, Eq.(17) ] for instance. For convenience, we sketch the approach in [19] to derive G(x, x ′ , y, λ) in the following lemma.
Here φ ± , ψ ± are defined by (2.3), 8) and
Proof. First of all, note that if the operator P = P ( ∂ n ∂x n ) admits a complete set of eigenfunctions {φ(x, λ)}, i.e.,
(2.10) 11) and by the residue theorem,
.
(2.12)
12), we prove the following orthogonality and completeness identities
Therefore the formula of G(x, x ′ , y, λ) follows from (2.10), (2.11), and (2.13).
The property
and 15) which are independent of λ ∈ C + or C − .
The basic existence theorem for this section is
The proof of the theorem follows from the following uniform estimate Lemma 2.2. There exists a uniform constant C such that the Green function G, defined by (2.6) -(2.9), satisfies
Proof.
Step 1 : From Lemma 2.1 and (2.15),
17) and
By a change of variables η = λ R + λ ′ , 20) and χ A denotes the characteristic function of the set A. Since singularities of integrands are λ I = ±κ, λ R + λ ′ = 0, and integrands consisting of both gaussian parts e (λ 2 R −η 2 )y and oscillatory parts e iη(x ′ −x−2λ I y) , we decompose
21) with
I = ± i π 1 −1 Ξ(y, λ, η) [e iη(x ′ −x−2λ I y) −1]e (λ 2 R −η 2 )y g(x,x ′ ,η+iλ I ) η+i(λ I ∓κ) dη, II = ± i π 1 −1 Ξ(y, λ, η) [e (λ 2 R −η 2 )y −1]g(x,x ′ ,η+iλ I ) η+i(λ I ∓κ) dη, III = ± i π 1 −1 Ξ(y, λ, η) g(x,x ′ ,η+iλ I )−g(x,x ′ ,±iκ) η+i(λ I ∓κ) dη, IV = ± i π 1 −1 Ξ(y, λ, η) g(x,x ′ ,±iκ) η+i(λ I ∓κ) dη, V = ( −1 −∞ + ∞ 1 ) Ξ(y,λ,η)F(x,x ′ ,y,λ,η) 2πa(η+iλ I ) dη + 1 −1 Ξ(y,λ,η)F(x,x ′ ,y,λ,η) 2π dη,(2.
22) and
(2.23) Step 2 (Estimates for III and V ) : First of all,
is a uniformly bounded function and |η| ≤ 1. Moreover, note | 1 2πa(η+iλ I ) | < C for |η| ≥ 1. Therefore, via (2.18), for ∀λ,
Here we have used
, and similar arguments for terms with θ(−λ R ) factors.
Step 3 (Estimates for IV ) : Let us first claim:
where
The claim is carried out by using the logarithmic functions. Precisely,
Here we have used 0 < cot −1 x < π, cot −1 (−x) = π − cot −1 x, and the principal integration. Plugging (2.26) into IV , one has
Step 4 (Estimates for II) : By (2.24), the L ∞ -estimate of II reduces to that for
by the change of variables ξ = η |λ R | , (2.30), a Gaussian integration, and using logarithmic functions,
(2.32) Besides, by the change of variables ω = η |y| and (2.31),
Therefore, applying the mean value theorem, (2.31), the logarithmic functions, a Gaussian integration, and (2.30),
Instead of (2.31), we now consider
Therefore, by the change of variables ξ = η |λ R | and the mean value theorem,
On the other hand, by the change of variables ω = η |y| and (2.35),
(2.37) By the mean value theorem, a Gaussian integral, (2.35), and the logarithmic functions,
(2.38) Combining cases (4a) and (4b), we obtain
(2.39)
Step 5 (Estimates for I) : By the estimate of III and II, the estimate of I reduces to considering I = I 1 + I 2 , with
dη,
Observe, in either case
by the residue theorem [10, §6, Chapter III],
holds, we will show the integral I 2 is basically a Hilbert transform. Precisely, by deforming the contours [10, §6, Chapter III],
Due to (2.43) and (2.45), one has
On the other hand,
by using symmetries and the residue theorem [10, §6, Chapter III]. Therefore, combining cases (5a), (5b), and (5c), | I 2 | ≤ C. The same method can be adapted to proving
dη| < C which yields
is justified. Combining with results from previous steps, we obtain estimate (2.16) in case of |λ R | ≤ 1.
Step Green functions G andG, defined by (2.6) -(2.9), can be extended to y = 0 and λ = ±i by the following lemma.
Proof. Follow from the proof of previous lemma.
Here the * operator is defined by
Proof. Since λ = ±iκ fixed, both x-asymptotics and y-asymptotics can be obtained by Lemma 2.2, f ∈ L 1 ∩ L ∞ , and the dominated convergence theorem.
Proof. of Theorem 1.
From Lemma 2.2 and v
and an induction argument (Here we make remarks on ∂ x G. To take x-derivatives of exponential terms, we need to use the antisymmetries in x, x ′ and apply integration by parts). From Lemma 2.4, Ψ(x, y, λ) = m(x, y, λ)e (−iλ)x+(−iλ) 2 y is a solution to the problem (2.1), (2.2).
The forward problem II: the forward scattering transform
The scattering data can be defined by the non-holomorphic part of the eigenfunctions, i.e., ∂m = ∂λm [2] , [11] , [1] . Classically, ∂m can often be computed in terms of m by noting that both m and ∂m satisfy the same equation. Thus m can be reconstructed from a knowledge of this relationship by solving a ∂-problem, namely, a Cauchy integral equation [2] , [21] , [22] . The main goals of this section are to compute ∂m, to define the scattering transform and to characterize its algebraic and analytical constraints, and to formulate a Cauchy integral equation.
Discrete scattering data of m(x, y, λ)
Major distinction of non-localized KPII equation from other integrable systems is the occurrence of non-meromorphic discrete scattering data. In the following lemma, we will prove the discontinuities at λ = ±iκ of the Green function G, defined by (2.6) -(2.9), which yield the non-meromorphic properties of the discrete scattering data.
and characteristic functions
Moreover, define the polar coordinate for
3) with 
Step 1 (Proof of (3.3) -(3.5)) : Let λ 0 be a radial limit λ at ±iκ. Write Together with (2.29) and
we then prove G can be written as (3.3) where G ± , ω ± are defined by (3.4) and (3.5).
Step 2 (Proof of (3.6)) : The first inequality in (3. 
χ A , the characteristic function of the set A, and integration by parts,
we obtain lim s→0
Similarly,
(3.11) Assembling (3.7), (3.10), (3.11), we obtain lim s→0
Therefore (3.6) is justified for s = 0. The case for s = 0 can be proved by the same method. 
3), (3.3), (2.27), and 
Moreover, m(x, y, λ) = m(x, y, −λ), for λ = ±iκ, (3.18) 19) with the normalization constant s d = 2iκ.
Proof. Step 1 (Proof for (3.13) -(3.16)) :
To prove the lemma, we will compute the leading terms of m(x, y, λ) at ±iκ. Denote
as the leading terms in (1+ G * v 0 ) at λ = ±iκ. Hence ℘ ± and (1+G ± * v 0 ) are invertible by Lemma 2.2. Together with (2.50), Lemma 3.1, and
− ϑ − (x, y, −iκ) are leading terms at +iκ, −iκ. Defining Θ ± (x, y) and γ ± by (3.14), (3.15), and using
we obtain 
(3.23) Along with Lemma 3.1, we then prove (3.13) -(3.16).
Step 2 (Proof for (3.18)) : Condition (3.18) can be shown by the reality of v 0 (x, y), a change of variables λ ′ → −λ ′ in (2.15), and
Step 3 (Proof for (3.17) and (3.19)) : We first claim 9) , and (3.3), we obtain the commutative condition
Consequently,
which, combining with (2.27), prove (3.17) and (3.19) . We now exploit the approach in [19, Proposition 9 (i)] to prove (3.25). In view of (2.7), (2.19) , and, for fixed x, y = 0, − π 2 < α ≤ 3π 2 , α = 0, π, let
Deforming the contour, applying the residue theorem and (2.14),
On the other hand, the residue theorem, (2.26), (2.27), (2.7), and the dominated convergence theorem imply 
3.2 Continuous scattering data of m(x, y, λ)
where a(λ), g are defined by (2.9), (2.8).
Proof. For convenience, we sketch the proof of [19, §5, Proposition 11]. Define
where g is defined by (2.8). So for λ R = 0,
Plugging (3.34) into (3.33), we prove the lemma. 
36) and ϕ ± , ϑ ± , a(λ) are defined by (2.3), (2.9), and (2.9).
50), (3.32), (3.36), and (3.37),
38) and
40)
and
Step 1 (Proof for (3.38)) : We restrict to λ ∈ C + since proofs for λ ∈ C ± are identical. From (3.36), the Fourier theory, and Theorem 1,
(3.42) Therefore (3.38) follows from
Step 2 (Proof for 
The forward scattering transform and the eigenfunction space
Due to the discontinuities of m +,−1 , the kernel of the Cauchy equation (∂-equation) for m is not
simply. We need to correct it by subtracting the contribution from m +,−1 . Another neater alternative is through a regularization to derive the Cauchy equation for the inverse problem. From to tame the singularities at +iκ, ∞ and keep the symmetry.
Theorem 4. Suppose
Then for fixed λ ∈ C\{±iκ, ι}, there exists a unique eigenfunction m satisfying
where ϑ − (x, λ) is defined by (2.3), λ = z + se iα , z ∈ Z = {±iκ, ι}, E z , D × z , ι, are defined by Definition 3.1, Θ ± , s d = −3, γ + , and cot −1 κ−|λ I | |λ R | defined by (3.14) , (3.15) , (3.19) , (2.27 ).
Moreover, for λ
where s c (λ), r(λ) are defined by (3.36), (3.40) . Finally, 
1+e −2κx ). Based Theorem 4, we introduce the space of eigenfunctions W and the spectral operator T as follows. 
(3.54)
Definition 3.4. Let C be the Cauchy integral operator defined by
where E z and Z = {±iκ, ι} are defined by Definition 3.1.
The spectral analysis
Due to Theorem 4, outside the singularities ±iκ, ι, the eigenfunction m and continuous scattering data (∂-data) s c possess the same analytical properties as those for the localized KPII solutions [21] , [22] . As a result, spectral analysis there is the same as that for vacuum background (see Lemma 3.6 in below). On the other hand, from (3.51), (3.52), the Cauchy integrals at ±iκ are two dimensional singular integrals with blowing ups of order two and highly oscillatory, not fully symmetric kernels which cause difficulties for deriving uniform estimates for the spectral transform. On the other hand, non-uniform estimates for these singular integrals can be achieved by applying Stokes' or the Cauchy theorem to integrate the leading singularities ( see Lemma 3.4 and 3.5).
[8], [6] . Here 
Proof. From (3.48), and for ζ = ±iκ + se iβ ∈ D × ±iκ ,
Applying Stokes' theorem,
Note, by λ = ±iκ and Theorem 4,
Therefore (3.57) follows. Moreover, writing
), and via (3.48), (3.57), we conclude
which yield (3.58) and (3.59).
Lemma 3.5. Let E ι , D ι be defined by Definition 3.1. Then
which vanishes at ι = 2iκ. Consequently,
Proof. By using the polar coordinates ζ = ι + se iβ ∈ D × ι ,
which is a composition of the Hilbert transform. Therefore the Hölder continuity and vanishing at ι can be proved and (3.66) follows. Writing 
which yield (3.67) and (3.68).
Lemma 3.6.
Let E z , E z,a , ι, Z be defined by Definition 3.1. p λ (ξ, η) = (2πξ) 2 − 4πξλ + 2πiη, Ω λ = {(ξ, η) ∈ R 2 : |p λ (ξ, η)| < 1},
we obtain
}.
(3.76) Therefore we obtain (3.72) and (3.73). 
The Cauchy integral equation

