We consider the trace map associated with the silver ratio Schrödinger operator as a diffeomorphism on the invariant surface associated with a given coupling constant and prove that the non-wandering set of this map is hyperbolic if the coupling is sufficiently large. As a consequence, for this values of the coupling constant, the local and global Hausdorff dimension and the local and global box counting dimension of the spectrum of this operator all coincide and are smooth functions of the coupling constant.
INTRODUCTION
Consider the discrete Schrödinger operator associated to a Sturmian quasiperiodic potential:
(1.1) (Hψ)(n) = ψ(n − 1) − ψ(n + 1) + v(n, θ)ψ(n)
The quasi periodicity of v(n) is generated by an irrational number θ according to the formula where V ∈ R + is the coupling constant and for x ∈ R, [x] denotes the largest integer smaller than |x|.
This operator family, who describes electrical properties of quasicrystals, exhibits a number of interesting phenomena, such as Cantor spectrum of Lebesgue measure zero [17, 1] and purely singular continuous spectral measure [6] . Moreover, it was recently shown that is also gives rise to anomalous transport for a large class of irrational number [7, 9] .
We restrict our attention to the potential associated to the irrational number ω, the socalled silver ratio, whose continued fraction expansion is given by (1.3) ω = 1 2 + its connection to spectral properties of the operators is a consequence of the quasiperiodic structure of the potential (e.g. [11] for more details on quasiperiodic matters).
We shall show that the spectrum of H can be determined by studying the non wandering set of T on a invariant surface S V that will be introduced later on. Since the spectrum is of Lebesgue measure zero, it is logical to investigate its fractal dimension. Moreover, its fractal dimension are known to be linked with spectral and dynamical properties [4, 16, 10, 9] . This study has been already done in the case where the operator is the so-called Fibonacci Hamiltonian for which the non-wandering set of T on S V can be proven to be hyperbolic for V > 16 [3] and for small coupling [5] . For this values of coupling, the general theory of hyperbolic surface diffeomorphisms yields the exact asymptotic behavior of the fractal dimension of the spectrum of the Fibonacci Hamiltonian as a function of V [4, 5, 15, 12, 14] .
The idea of this paper is to provide the same analysis for the Schrödinger operator associated to the silver ratio and prove the hyperbolicity of the trace map, for large coupling. We obtain then the same properties for the fractal dimension of the spectrum, that is coincidence of local and global Hausdorff and box counting dimension. Moreover all these dimensions are smooth function of the coupling constant V . The interest in considering the silver ratio Schrodinger operator is that this model provides the simpliest case where the pseudo spectrum and the so-called auxilliairy spectrum do not coincide. This fact yields a much more complicated pattern when one studies the trace map as a dynamical system.
After this paper was finished we learned that Serge Cantat provided a proof of uniform hyperbolicity of the trace map for all non zero values of the coupling and all quadratic irrational numbers [2] . Our results were obtained independently and we use completely different methods.
DESCRIPTION OF TRACE MAP AND STATEMENTS OF THE RESULTS
The main tool that we shall use here is the trace map. Let us recall how it arises from the structure of the quasi periodical potential (see [17, 1, 18] for detailed proofs of the statements below).
Considering the difference equation, (2.1) Hψ = Eψ one can see any solution of (2.1) fulfills the following relation:
where the transfer matrix T n is given by
Denote the Pell number sequence by {F m } m∈N defined by the relation (2.4)
Then, one can show that
, obey the following renormalization relation for any m ≥ 0
It follows that defining u m := Tr(M m−1 M m ) and v m := Tr(M m ), the two infinite sequences {u m } m∈N , {v m } m∈N obey the following recurrence relations (2.6)
who have a conserved quantity, precisely
The renormalization map is then defined by
and it acts by shifting u n and v n in the following way:
We should remark at this point, that if one considers the Fibonacci Hamiltonian then one has u m = v m+1 for all m. The auxilliairy spectrum defined from the sequence {u m } m coincide with the pseudo spectrum defined with the sequence {v m } m . This particular fact yields to a two-coordinates shifting trace map. The trace map of silver ratio Schrödinger operator shifts only one coordinate, namely y. This general pattern implies a more complicated combinatorics for the dynamical system associated to T .
The relation 2.7 implies that T preserves the family of cubic surfaces :
Thus, defining the line in R 3 , V (E) := (E − V, E, 2), we can express the spectrum of H in terms of T :
where π y : (x, y, z) → y denotes the projection onto the second coordinate axis. This is a simple rewriting of the coincidence between the spectrum and the pseudo spectrum proven by Sütő in [17] and by Bellissard et al. in [1] .
We notice that for all V ∈ R the line V is contained in the T -invariant surface S V We shall denote T V = T | S V and in order to derive results on the spectrum of H we shall study the non-wandering set Σ V of T V and prove that it is a Cantor set with an hyperbolic structure.
We recall that an invariant closed set Ω of a diffeomophism f : M → M is hyperbolic if there exists a splitting of the tangent space T x M = E u x ⊕ E s x at every point x ∈ Ω such that the splitting is invariant under Df and the differential Df exponentially contracts vectors from the stable subspaces {E s x } and exponentially expands vectors from the unstable subspaces E u x . A hyperbolic set Ω is locally maximal if there exists a neighborhood U (Ω) such that
Theorem 1. For V sufficiently large, we have that the non wandering set Ω V of T V is a locally maximal hyperbolic set that is homeomorphic to a Cantor set.
Some Properties of Locally Maximal Hyperbolic
Invariant sets of surface Diffeomorphisms. Given Theorem 1, several general results apply to the trace map of the strongly coupled silver ratio Schrödinger operator. This section recalls as it was previously done in [ [5, 4] ], some of these results that yield interesting spectral consequences, which are discussed below. Consider a locally maximal invariant transitive hyperbolic set
Then, the following properties hold.
2.1.1. Stability. There is a neighborhood U ⊂ Diff 1 (M ) of the map f such that for every g ∈ U, the set Λ g = n∈Z g n (U (Λ)) is a locally maximal invariant hyperbolic set of g. Moreover, there is a homeomorphism h : Λ → Λ g that conjugates f | Λ and g| Λg , that is, the following diagram commutes:
Invariant Manifolds. For x ∈ Λ and small ε > 0, consider the local stable and unstable sets
If ε > 0 is small enough, these sets are embedded C r -disks with
Define the (global) stable and unstable sets as
Define also
An unstable foliation F u can be defined in a similar way. For a locally maximal hyperbolic set Λ ⊂ M of a C 1 -diffeomorphism f : M → M , dim M = 2, stable and unstable C 0 foliations with C 1 -leaves can be constructed [20] . In the case of C 2 -diffeomorphism, C 1 invariant foliations exist (see, for example, [21] , theorem 8 in Appendix 1).
2.1.4.
Local Hausdorff and Box counting Dimension. Consider, for x ∈ Λ and small ε > 0, the set W u ε (x) ∩ Λ. Its Hausdorff dimension does not depend on x ∈ Λ and ε > 0, and coincides with its local box counting dimension (see [12] , [23] ): 
see ( [12, 14] 
Remark 2. For hyperbolic sets in dimension greater than two, many of these properties do not hold in general, see [15] for more details.
2.2.
Implications for the trace map and the spectrum. Due to theorem 1, for V sufficiently large, all the properties from the previous subsection can be applied to the hyperbolic set Ω V of the trace map
We have the following statement Lemma 3. For V large enough, and every x ∈ Ω V , the stable manifold W s (x) intersects the line V transversally.
The existence of a C 1 -foliation F s allows one to locally consider the set
Due to relation 2.11, this implies the following properties of the spectrum σ(H) for sufficiently strong coupling:
Corollary 4. For V sufficiently large, we have the following properties:
(1) The spectrum of H, σ(H) depends continuously on V with respect to the Hausdorff metric.
(
(3) For all sufficiently small ε > 0 and all E ∈ σ(H), one has
2.3.
Notation. In order to study Σ V we shall first introduce some notation, and make use of the following relation between T and its inverse:
where ρ(x, y, z) = (y, z, x). We define w(x, y, z) to be the seven elements table defined as follows
Let us clarify this definition: if we take the initial condition (u 0 , v 0 , v −1 ) = (x, y, z) to define two bi-infinite sequences by the relation (2.6), we get (2.14)
Thus, in view of (2.9) and (2.8), the three (overlapping) L-shaped subtables contained in the table in the r.h.s of (2.13) denote, respectively, from left to right:
V (x, y, z), hence w(x, y, z) encodes informations about the "past" and the "future" of the point (x, y, z) under the action of T .
To exploit the notation introduced so far, we state the following Lemma:
Lemma 5. A necessary condition for the two bi-infinite sequence generated by (2.6) to remain bounded is that, for all n ∈ Z, no two consecutive terms of a triplet of the form (u n , v n , v n−1 ) have modulus larger than 2.
Proof. The case |v N −1 | ≥ 2, |v N | ≥ 2 has already been treated in [1] , so we shall only show that the sequence (u n , v n , v n−1 ) is unbounded assuming that there exists an index N such that
First of all we obtain, as |v N | ≥ 2 + δ,
As for the sequence v n , we get, as |u N ≥ 2 + δ|,
Thus, since |v N +1 | and |u N +1 | are obviously larger or equal than 2 + δ, the bounds (2.17) and (2.18) can be iterated for all indices larger than N to get
Remark 6. The result just proven can be generalized, in fact in [9] it is formulated, in terms of Chebyshev polynomials, for renormalization maps associated to any quasi-periodic potential of the form (1.2).
Since, by (2.9), all the points in the non-wandering set of T V must fulfill the property mentioned above, we restrict our attention to the following set:
where we say that the table w(x, y, z) fulfills the property P, when in each of the "Lshaped" subtables described above, no two adjacent boxes contain entries with absolute value larger than 2. It turns out that
by writing the set R V as the disjoint union of 10 sets, namely
we define the following sets according to which interval the entries of w lie in: (2.21)
Let us now show that the sets defined by (2.21) exhaust the possible choices for our Markov partition and the graph G in Figure 1 is such that there is an arrow from the set R i to the set R j if and only if T (R i ) R j = ∅.
Lemma 7. The union of the ten sets defined by the tables (2.21) contains the set R V defined in (2.20).
Proof. First of all let us show that the table combinations that don't appear in (2.21) define points outside of R V or no point at all. In view of Lemma 5, we can exclude any table combination in which any of the L-shaped subtables contains two adiacent L symbols. To
enough to notice that if (x, y, z) ∈ s×s×L + then the lower-left entry xy−z has to be in L − which excludes the three cases above. The same reasoning excludes
, since for the (x, y, z) defined by such tables the only possibility for the lower-left entry would be L + . We have then showed that no table need to be added to (2.21) , and in doing so we incidentally showed that T (R 3 ) intersects only R 2 while T (R 4 ) intersects only R 1 .
All the arrows that appear in the graph G can be deduced from (2.21), however in order to show that the graph G describes all the possible intersections between the R i 's and their images, we need to "exclude" certain table combinations that don't define any point: these are obtained by suitably replacing the symbol * in some of the tables (2.21) by L 
According to the table that we are considering, x ∈ L + , y ∈ s and (xy − z) ∈ s, and we get a contradiction with y(xy − z) − x ∈ L + . An identical argument prevents T (R 7 R 8 ) to intersect R 5 and T (R 9 R 10 ) to intersect R 6 . Next we deduce that
defines the empty set: according to such
has to hold as well, we get (2.23)
which gives a contradiction. The very same reasoning allows us to conclude that T (R 8 R 9 ) does not intersect R 1 and T (R 10 ) does not intersect R 2 . This concludes our proof as all the other arrows (or lack thereof) in the graph G can be deduced by simple inspection, using the tables in (2.21). 
Furthermore we define the map Φ : B V → R V acting in the following way:
The introduction of the basis B V and of the map Φ turns out to be appropriate as each point x ∈ Σ V ⊂ R V can be written as
with s ∈ A = {s i } i∈Z ∈ {1, . . . , 16} ∞ | B sisi+1 = 1 , where the matrix B is defined as follows: 
namely the coefficients of B are chosen so that B ij = 1 ⇔ Φ(B i ) B j = ∅ (check the definitions (3.2) and the relations between the R i 's depicted in Fig. 1 
where π :
sends S V bijectively into the square in the following way:
and the continuous function u :
Finally, a set B ⊂ S V is a µ-vertical strip if there exist two µ-vertical curves γ l , γ r with πγ l (t) = (u l (t), t) and πγ r (t) = (u r (t), t) such that
we shall call the quantity diam(B) := max t∈[−2,2] |u r (t) − u l (t)| the diameter of B.
Analogously we can define µ-horizontal curves and µ-horizontal strips.
3.2.
Conditions for hyperbolicity and main result. We claim that in order to prove that Σ V is an hyperbolic set homeomorphic to a Cantor set, we only have to check the two following conditions:
(a) For all t = 1 . . . 16, the mapping Φ takes the vertical strip B t ∈ S V diffeomorphically into the horizontal strip B t ∈ S H , i.e. πS
where π denotes the canonical projection of the bundles onto their base space. Such bundles are mapped by dΦ into themselves, i.e. 
Similarly, defining the bundles dΦ
and if
We then have the following:
3) satisfies condition (a) and (b).
The latter Proposition directly implies our main result:
3) admits the shift σ : A → A, where A := s ∈ {1, . . . , 16}
∞ | B sisi+1 = 1 , and
Namely there exists a homeomorphism ρ such that for all x ∈ D :
The proof of Theorem 9 as a direct consequence of Proposition 1 is a straightforward adaptation of an analogous result in [13] . We refer the interested reader to the Appendix A.1 for a sketch of the proof.
Let us proof Proposition 1
Proof (of Proposition 1).
We shall show how to check the two conditions for some sample strips, for the complete calculations the interested reader can check [9] (a) Let us show that B 6 is a vertical strip which is sent by Φ into the horizontal strip B 6 so that boundaries go into boundaries, i.e. Φ(∂B 6 ) = ∂B 6 . First of all we notice that B 6 = R 1 T −2 R 2 , hence the left boundary of B 6 is given by
} is the left boundary of R 2 . By a straightforward calculation we get
One can check that for all V ≥ 10
Thus, in view of the fact that in the considered interval dz(E)/dx(E) > 1, eqs (3.24) and (3.23) allow us to conclude that the segment
is a vertical curve. Analogously we study the right boundary of B 6 which is given by
} is the right boundary of R 2 . We get, for
and all V ≥ 10,
Thus, also in view of the fact that in the considered interval dz(E)/dx(E) > 1, eqs (3.28) and (3.27) allow us to conclude that the segment
is a vertical curve.
In the same fashion we can prove that B 6 is an horizontal strip. First of all, we see that B 6 = R 2 T 2 R 1 . Using ∂ + and ∂ − to denote upper and lower boundary, respectively, we get that ∂ + B 6 = Φ 2 ∂ + R 1 is given by a curve (x(E), y(E), z(E)). Analogously to the reasoning we made above, we see that there exist E 1 = E 1 (V ) and E 2 = E 2 (V ), contained in the interval [0,
Since in the considered interval dx(E)/dz(E) < −V the curve (x(E), y(E), z(E)) intersects R 2 in an horizontal curve. (b) We shall first verify that, for V large enough, the cones S − 1,2 defined in (3.16) are preserved by dΦ −1 as stated in (3.17) and stretched appropriately in the vertical direction as in condition (3.18) .
First of all we notice that a tangent vector at (x, y, z) is given by {(ξ, ζ, η) , (ξ, η) ∈ R 2 } with ζ = ζ(ξ, η) given by (3.31) (2x − yz)ξ + (2y − xz)ζ + (2x − xy)η = 0. We compute the jacobian matrix of T −1 , denoting it M T −1 , and obtain
For the Jacobian matrix of T −2 , we compute
We shall only show how to treat the case of cones in S
8 , the other cases being proved, mutatis mutandis, in the same fashion.
We denote an element in one of such cones as (ξ 0 , ζ 0 , η 0 ) and its image under dΦ −1 by (ξ 1 , ζ 1 , η 1 ), i.e. we consider the equation
By linearity we can assume that η 0 = 1 and ξ 0 ∈ [−1/3, 1/3], and we can prove the following easy lemma:
Proof. It is enough to show the Lemma for (x, y, z) ∈ R 1 , the proof being identical in R 2 . The relation (3.31) yields
and the last term is smaller than 4 for V > 10. The inequality ζ 0 ≥ −4 is obtained in the identical way.
We now give an asymptotic analysis in V : since (x, y, z) ∈ R 1 R 2 the variables x and z vary in the interval [−2, 2], whereas y grows linearly with V .
Lemma 11. All the terms of the matrix M T −2 are of order at most V apart from C which is of order V 2 .
Proof. The claim on the terms different from C is trivial, as they are at most of degree one in y. As for C, it is of order V 2 provided the polynomial 5z 4 − 9z 2 + 2 does not vanish. The latter condition can be checked by using the condition that
8 (for the precise bounds that exclude the aforementioned polynomial to vanish see [9] ).
We finally get the following corollary:
Corollary 12. For V large enough we get (3.17) and (3.18) for cones in S Proof. By plugging the result of Lemma 11 into equation (3.36) we get
hence for V large enough |ξ 1 | ≤ 1 3 |η 1 | and |η 1 | ≥ 3. We can now treat the bundles S + 1,2 . Once again we perform an asymptotic analysis for V large. The preservation of the cones and the stretching condition (3.15) are more complicated to check on such bundles than on the previous ones as we couldn't derive precise bounds on the location of the relative vertical strips. We overcomed this difficulty by making use of some ad hoc tricks. First of all, let us compute the Jacobian matrix of T and T 2 :
Once again we denote an element in a cone of S + 1,2 as (ξ 0 , ζ 0 , η 0 ) and its image under dΦ by (ξ 1 , ζ 1 , η 1 ). We shall study the equation
and check that it preserves the cones as in (3.14) and it fulfills (3.15) .
In order to treat a first batch of cones we shall exploit a symmetry argument. In the Fibonacci case, a special symmetry allowed to avoid the analysis on the S + -type of bundles altogether: in that case all the vertical strips could be seen as the image of the horizontal ones by the isometry that conjugated the renormalization map T to its inverse T −1 . In our case a similar argument can be applied only to the strips {B i | i = 11 . . . 16}, which are the images of the horizontal strips {B i | i = 11 . . . 16} by the isometry ρ : (x, y, z) → (y, z, x): first of all we get the following: Proof. First of all let us observe that ρ acts on the elements of the Markov partitions in the following way:
from which we compute for instance (3.54) which proves the first equality of the claim. The other equalities follows exactly in the same way. Now, since ρ(x, y, z) = (y, z, x), from the estimate we were able to recover for the variable z in the computation of the horizontal strips (see again [9] ) we can get estimates on the variable y on the four vertical strips under examination, precisely 
Proof. It is trivial to see that the first equality holds. The multiplication of the cone S + 2 with the matrix M T gives 2xy as the dominant term in ξ 1 , which, inside the set considered in the claim of the Lemma, is of order V .
As we have previously checked, the above Lemma implies the desired result for the cones we are considering. The estimates for the cones based inside the set B 13 B 16 is equally simple: a direct computation leads to the estimate ζ 1 = O(V ), η 1 = 1 which in turns implies that the cones are preserved and eq. (3.15) .
For the remaining 10 strips we couldn't deduce any symmetry argument of the kind explained above. Such missing symmetry is probably due to the lack of a conjugation isometry between T and T −1 . We start by treating the cones of S For ξ 1 we have the following estimate Lemma 15. For ξ 1 the following holds
V the dominant term becomes (3z 2 − 2)y 2 which is one of the terms in A. Since we consider only to the cones belonging to the intersections of vertical and horizontal strips (see eq. (3.13) in the definition of condition (b)), we notice that (3z 2 −2) never vanishes for the values of (x, y, z) inside any horizontal strip contained in R 1 R 2 , hence (3.59)
The last Lemma proves, in the usual fashion, the preservation of the relative cones and eq. (3.15).
The last cases left to study are the cones on the sets B 4 B 5 B 9 B 10 . We shall once again consider equation (3.47) to check that it preserves the cones and that |ζ 1 | ≥ 3|ξ 0 |. It is straightforward to get (3.60)
For |ζ 1 | we need to do some more work. We shall need the following Lemma which claims that in the cases under consideration the variables x and z can't be both small at the same time.
Lemma 16. The set B 4 B 5 B 9 B 10 does not intersect the two vertical bands defined, respectively, in R 1 and R 2 by the same equation (thus by taking the two different branches of S V with respect to y):
This implies that |xy − z| 1 V α , α > 0. Proof. It suffices to show that this property is true on the edge of the four vertical strips that we are considering. Each point of the edge of B 4 B 5 B 9 B 10 can be parametrized with respect to the variable E, and one has the relation:
For (x, y, z) ∈ B 4 B 5 B 9 B 10 it can been shown by a computation that the parameter E belongs to With this lemma, we can now finish the proof and estimate ζ 1 . If x 1 V α , 0 < α < 1, then the leading term is xy 3 and applying M T 2 to the triplet (ξ 0 , ζ 0 , η 0 ) gives
which is enough to conclude, since otherwise x V −1 , then there is two terms of at most order V 2 in D and two terms of order at most 1 in 2y(z − xy) + x. We now use the lemma and the estimate (xy − z)
We obtain this estimate for ζ 1
which, once again, allows us to conclude.
APPENDIX A.
A.1. Sketch of the Proof of Proposition 1. It suffices to show that the set (A.1)
consists of exactly one point. In fact defining the map ρ : A → D as
one easily obtains the conjugation
To prove that the set defined in (A.1) consists of exactly one point one has to show that U(s) := is a vertical line. It follows that the set defined in (A.1), being the intersection of U and V, will define precisely a point in Σ V (it is of course crucial the restriction to codes s such that B sisi+1 = 1 otherwise both U and V could be empty). In order to prove that U(s) and V(s) are respectively an horizontal and a vertical line it is enough to prove the following condition: We leave to the reader the easy task to show that from condition ( ) together with (a) it follows that U(s) ∩ V(s) consists of a single point, which, as discussed above, proves Proposition 1). We shall show instead that ( ) is implied by (a) and (b) in Proposition 1. Indeed let γ l , γ r be, respectively, the left and right boundaries of a vertical strip V ⊂ B t ∈ B V , by definition γ l and γ r intersect the horizontal boundaries of B t . Now let s, be such that B ts = 1, then γ l and γ r intersect B s in two vertical curves γ l and γ r respectively. These vertical curves define a vertical strip V = V ∩ B s . Since γ l,r are vertical curves, we have γ l,r (t) = (v l,r (t), t) with 
