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Index Decomposition Analysis (IDA) has become of great interest for researchers who 
want to decompose aggregate indicators. For instance in the energy and environmental 
fields, IDA is widely used to disentangle and separate changes in energy consumption, 
energy intensity or greenhouse gases (GHG) emissions. Although a large number of 
IDA methods have been reported in the literature over the last decades, there is still no 
consensus as to which is the preferred one.  
 
We aim at developing a framework to determine which IDA method is the most 
suitable for a given situation. This scheme should avoid four main drawbacks that are 
frequently come across in the literature. First, such comparative study should integrate 
a wide range of methods, including the most recent ones. Second, it should be 
conducted according to a thorough and well-organized set of criteria. Third, since 
method selection can be problem specific, the characteristics of the situation should be 
considered and taken into account. Finally the collection of results and opinions should 
be synthesized using an elaborated and objective tool. 
 
After reviewing the literature on decomposition methodologies, we come up with a 
tree of alternatives that constitutes a scheme of investigation for the comparison of 
them and a guideline for this study. We also detail thirteen different formulae, classify 
them into three clusters and provide a table that summarizes the formulae. 
 
The research is performed through a three stage process. First two case studies test the 
impact of using different indicators and methodologies. This provides some useful 
insights on the behavior and on the ease of application of the decomposition methods.  
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 VI 
Second, we review the literature related to comparative studies, use the advancements 
made in economics and eventually come up with a set of criteria that integrates both 
methodological and empirical elements. It includes the size of the residual term if any 
(factor reversal test), the time reversal test, the proportionality property, the usability of 
both additive and multiplicative approaches, the existence of a direct and simple 
relation between both approaches, the applicability, computational ease, transparency, 
adaptability and ease of formulation of the method. 
 
Third, we propose a framework to deal with the complication induced by the trade-offs 
between criteria. We use a combination of both Analytical Hierarchy Process (AHP) 
and Quality Function Deployment (QFD) that has some interesting properties.  
 
It appears that five methods seem to have better overall results than the others: 
Logarithmic Mean Divisia Index (LMDI) 1 and LMDI 2, then Fisher, Mean Rate of 
Change Index (MRCI) and Marshall-Edgeworth. For a particular situation, the 
framework shall lead to the most suitable decomposition method, which should be one 
of the five above mentioned. As to time treatment, fixed base year decompositions lead 
to results that are not satisfying and should be avoided when possible. 
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Chapter 1 Introduction 
 
This thesis is concerned with the comparison of IDA methods, which have been 
broadly used to disentangle and separate changes in aggregate indicators. The study 
aims at providing energy and environment policymakers a useful up-to-date tool to 
help them to choose the most appropriate decomposition method. It focuses on both 
methodological and empirical aspects. In this introduction chapter we first provide 
some background information before highlighting the objectives and framework of the 
thesis. 
 
1.1 Research background 
Back in the 1970’s, as a consequence of the sudden rise of oil prices, industrialized 
countries realized they had to change their habits in terms of energy consumption. It 
turned out that the obvious way out of the crisis was to reduce consumption through 
conservation (Elkin, 2001). Hence, the 1973 energy crisis created a need to evaluate 
energy consumption patterns and to understand the driving factors underlying changes 
in energy consumption in order to analyze historical and forecast future demand. From 
this need, Index Decomposition Methodology first appeared in the late 70’s in the 
United States (Myers and Nakamura 1978) and in the United Kingdom (Bossanyi 
1979). Various decomposition methods have been proposed since then. A majority of 
them are derived from the index number theory which was initially developed in 
economics to study the respective contributions of price and quantity effects to final 
aggregate consumption. 
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Second of all, the growing awareness of environmental issues and especially of the 
need to reduce carbon dioxide (CO2) and other greenhouse gases (GHG) in order to 
prevent global warming also created a demand for effective tools to decompose 
aggregate indicators. As the ultimate objective of the Kyoto protocol is to achieve 
stabilization of GHG in the atmosphere (UNFCCC 1992), emission level targets are 
given to every committed country. Since energy consumption is the main cause of 
GHG emissions, there is a need to understand the patterns of energy use and how they 
affect GHG emissions. Information on the factors contributing to emission growth 
becomes therefore more and more important. 
 
These two factors have created the need for efficient and environmental energy 
management tools. As a response, Index Decomposition Analysis (IDA) has been 
developed and a large number of IDA studies have been reported in the last 25 years 
(Ang and Zhang 2000). IDA is now broadly acknowledged as an analytical tool for 
policymaking to deal with energy and environmental issues. Though, many 
decomposition methods are available to carry out IDA and there is still no consensus 
among researchers as to which is the preferred one.  
 
1.2 Research objectives 
Because none of the methods available is obviously better then the others, there is a 
need for a framework to compare them in a rigorous and comprehensive manner. 
Attempts have been made to attain such a goal. These studies include the research 
papers by Howarth et al. (1991), Ang and Lee (1994), Greening et al. (1997), 
Eichhammer and Schlomann (1998), Ang and Zhang (2000), Farla and Blok (2000), 
Chapter 1  Introduction 
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Chung and Rhee (2001), Zhang and Ang (2001) and Ang (2004). Four main drawbacks 
are frequently come across.  
• First, comparative studies should deal with a wide range of methods, including 
the most recent ones. 
• Second, the set of criteria used must be both thorough and well-organized. 
• Third, since method selection can be problem-specific, the characteristics of the 
situation should be taken into account. 
• Finally an elaborated and objective tool is needed to synthesize all the results and 
opinions into a global conclusion. 
 
The objective of this study is to perform a comparison of index decomposition 
methods that overcomes these drawbacks. We propose two guidelines to surmount 
them. First we shall review the previous studies that have been done in the aggregate 
decomposition field. This analysis shall enable us to establish the state of the art of the 
areas concerned. We also use the advancements made in economics to come up with a 
set of criteria that covers both theoretical and application aspects. Second, we suggest 
the use of tools such as Analytical Hierarchy Process (AHP) and Quality Function 
Deployment (QFD) to conduct the comparative study in a rigorous manner. We shall 
also go through several case studies whose features would highlight the differences in 
the decomposition results given by each of the methods. 
 
 
1.3 Thesis structure 
This thesis includes eight chapters. Figure 1.1 highlights the framework of the thesis as 
well as the contents of its chapters. 
Chapter 1  Introduction 
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Chapter 1        
Introduction
Chapter 2                  
Index Decomposition 
Methodologies - IDM
Chapter 3               
Review of existing 
decomposition methods
Chapter 4                  
Case studies
Chapter 6                   
AHP Analysis to compare 
IDMs
Chapter 7         
Conclusions
Chapter 5               
Criteria to compare IDMs
Chapter 7                   
QFD Analysis to compare 
IDMs
 
Figure 1-1 Organization of the thesis 
 
In Chapter 2 we review the literature related to decomposition methods and detail the 
concept of index decomposition methodology. We develop a tree of alternatives that 
leads to specific index decomposition methodologies. We also come up with a scheme 
of investigation for the comparison of methodologies. 
 
Chapter 3 is devoted to a review of the decomposition methods available. We classify 
them into three clusters: those related to the Laspeyres index that use weights based on 
values in some base year, those related to the Divisia index which are based on the 
concept of logarithmic change and the others, which include the mean-rate-of-change 
Chapter 1  Introduction 
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index method and the Stuvel index number for instance. We finally provide a table that 
summarizes the decomposition formulae. 
 
In Chapter 4, one can find two case studies that highlight the differences in the 
decomposition results induced by using different indicators, decomposition methods, 
decomposition approaches and time treatments. We shall go through an illustrative 
example of a two-sector industry then study the Canadian industrial sector from 1990 
to 2000. 
 
Chapter 5 deals with the elaboration of a set of criteria. To determine it, we first review 
the previous comparative studies that have already been performed. Then, we use the 
advancements made in economics. We aim at providing a set that covers both 
theoretical and application aspects. This chapter includes the performance of every 
decomposition method with respect to each criterion. 
 
In Chapter 6 we apply AHP to the comparison of index decomposition methods. The 
purpose is to conduct it in a rigorous and systematic way. It turns out that the relative 
importance of each criterion that AHP induces may not reflect the needs and 
requirements of the users. To handle this issue, we suggest in Chapter 7 the use of 
QFD and eventually come up with a framework that uses both tools. 
 
We conclude this dissertation with a last chapter, recalling succinctly the key findings 
in the research. We finally consider the main areas for future researches.  
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Chapter 2 Index decomposition methodology 
 
2.1 Introduction 
The aim of this study is to provide decision-makers (DM) a useful tool to help them to 
choose the most appropriate way to perform an IDA regarding the features of the 
problem which is investigated. To do that, we first present what index decomposition 
methodology is as well as some of the alternatives which have to be faced. 
 
This chapter aims therefore at developing a tree of alternatives that leads to specific 
index decomposition methodologies. We begin by presenting IDA and the concept of 
aggregate indicators. This is followed by introducing several choices that must be 
coped with, given that an index decomposition study can be carried out either 
multiplicatively or additively, using a fixed or rolling base year, and that several 
decomposition methods are available. Once these notions are presented, three 
aggregator indicators are introduced, which turn out to be useful in energy analysis. 
Finally a scheme of investigation for the comparison of methodologies is described. 
 
 
2.2 IDA: Introduction and application areas 
To analyze and understand historical changes in economic, environmental or other 
socio economic indicators, it is useful to disentangle and separate elements behind 
these changes. IDA is a technique that has been developed to decompose indicator 
changes at the sector level. Methodologically, the underlying technique is linked to the 
Chapter 2  Index decomposition methodology  
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index number problem in economics and statistics. However it has been widely used in 
the environmental field to analyze changes in indicators such as energy use, energy 
intensity or energy-related GHG emissions. 
 
Following the 1973 world energy crisis, IDA has been first used in the energy field in 
the late 70’s in order to better understand energy use in industry. Given its simplicity 
and flexibility, its scope of application has widened and its benefits are now commonly 
acknowledged. Ang (2004) identified 5 main application areas. 
 
• Energy demand and supply 
These studies generally try to disentangle and separate the respective impacts of 
structural changes and energy intensity changes. For example, in the case of industrial 
energy demand analysis, the structural effect concerns changes in industry product mix 
whereas it concerns changes in fuel mix in energy-related GHG emissions studies. 
 
• Energy-related GHG emissions 
These studies are more and more performed, as people become aware of this 
worldwide problem. Since energy consumption is given at the individual fuel level in 
this application area, the data set may contain a lot of zero values. This has to be taken 
into account in the choice of a decomposition method for some methods do not handle 
zero values. 
 
• Material flows and dematerialization 
Ang (2004) reports that in some countries metals and non-metallic minerals, oil, coal 
and natural coal are treated as materials rather than energy sources. This is for instance 
the case in Scandinavian countries. In these studies, resource use intensity given by the 
Chapter 2  Index decomposition methodology  
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amount of the resource consumed per unit of economic output or value added replaces 
energy intensity. 
 
• National energy efficiency trend monitoring 
Many developed countries such as New Zealand, Canada, the United States and some 
European countries have determined a national energy efficiency target and want to 
measure progress towards this goal. The four main reasons for that is that this 
monitoring tool would help them to track the developing state of energy efficiency, 
identify the drivers for and responses to energy efficiency changes, monitor progress 
towards the targets and goals and finally inform future strategy development. 
 
• Cross countries comparisons 
That means assessing then comparing factors that contribute to differences in GHG 
emissions, energy consumption or any other aggregate indicator between at least two 
countries. As compared with a single-country study, variations within the data set may 




2.3 What is an aggregate indicator? 
The use of indicators is common in a wide range of fields. Examples include indices in 
economics such as the stock price index or the consumer price index. They are usually 
employed for better understanding of matters for two main reasons: 
• First, they are simple, explicit quantitative description of situations 
Chapter 2  Index decomposition methodology  
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• Second, they are able to highlight how the concerned quantities change and 
therefore make comparison studies practical (Zhang 1999) 
 
Aggregate indicators may be defined as indicators at aggregate levels. In theory, 
indicators at the lowest level should be adopted because they are more detailed and 
precise. However in practice, analysts tend to design indicators at aggregate levels for 
three main reasons: 
• disaggregated data are too numerous to be manageable, 
• disaggregated indicators are so detailed that they are not easy to interpret, 
• data required for disaggregated indicators may be not available or not 
intelligible (Schipper et al. 2001) 
 
In the energy analysis field, indicators describe the links between energy use and 
human activity in a disaggregated framework. Schipper et al. (2001) pointed out the 
interest to use aggregate indicators in the energy field. That is, they enable to extract 
key trends from a large amount of disaggregated data. The more common used 
indicators are hence the energy consumption indicator, the energy intensity indicator 
and the energy-related GHG emissions, which are subsequently detailed. 
 





i xxxVV .... 21 ==         (2.1) 
where 1x 2x … nx are the n causal factors on which the aggregate depends. The 
summation is taken over p sectors. The overall purpose of any IDA is to better 
understand the underlying cause – effect relations that affect V. This can be done by 
studying the changes in V in terms of changes in these causal factors. Some specific 
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cases from the field of energy analysis can be given as examples: energy use within a 
given sector E, energy use per unit of production I or energy-related emissions of GHG. 
 
 
2.4 Two approaches: multiplicative or additive 
Suppose that from year 0 to year T, the aggregate V varies from V0 to VT. There are two 
different ways to expres such a change: the multiplicative one 0V
VD
T
tot = and the 
additive one 0VVV Ttot −=∆ . Any decomposition can therefore be done either 
multiplicatively or additively. 
 
Each method has its own strong points. As an example, relative changes are concise 
while on the contrary absolute changes may be more easily understandable from a user 
viewpoint. Both options are mathematically efficient and the choice may depend on the 
aggregate indicator studied. An aggregate given as a ratio should therefore be 
decomposed through a multiplicative approach whereas an absolute change of an 
aggregate, usually given in the original unit of measurement, should be run through an 
additive approach (Ang et al. 2003).  
 





i xxxVV .... 21 ==  , where 1x 2x … nx are the n causal factors into which the 
aggregate can be decomposed. 
 
• For multiplicative decomposition, the results take the following form:  






210        (2.2) 
where 
ix
D describes the effect associated with the ix factor. As an example, the 
changes in aggregate energy intensity can be described through a multiplicative 
approach. They are then influenced by the structural effect sD  and the intensity 




ID ⋅== 0 . 
 
• For additive decomposition, the form is: 
nxxx
T
tot VVVVVV ∆++∆+∆=−=∆ ...21
0
     (2.3) 
where 
ix
V∆ describes the effect associated with the ix factor. The changes in energy 
consumption can be for instance described through an additive approach. They are then 
influenced by the activity effect QE∆ , the structural effect sE∆  and the intensity effect 
IE∆ : IsQ
T EEEEEE ∆+∆+∆=−=∆ 0 . 
 
Theoretically, the sum of all the components in which an indicator is decomposed 
should equal the total change in this indicator. Let consider the energy consumption as 
an example: this implies then that changes in energy consumption during the period 
being examined can be fully explained by activity, structural and intensity (efficiency) 
changes.  
 
Such decompositions are called perfect: the sum or product of the considered effects 
(depending on the decomposition scheme used) is exactly equal to the overall observed 
change in the aggregate. In practice, however, this may not be the case: some methods 
do not satisfy this property and leave an unexplained residual term which makes the 
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210  for the multiplicative approach 
• rsdxxx
T
tot VVVVVVV n ∆+∆++∆+∆=−=∆ ...21
0
 for the additive approach. 
 
A decomposition is perfect when 1=resD  in the case of the multiplicative approach 
whereas it occurs when 0=∆ resV  in the additive one. The magnitude of this residual 
term shall vary, at least in part, with the particular method employed in the analysis. 




2.5 Fixed or rolling base year? 
If there are not just two situations but more, let say time points, then there are three 
ways to handle this problem. 
 
Firstly, one can regard the first situation as the base situation and compare each of the 
subsequent situations with this base situation in binary comparisons. Decompositions 
are therefore carried out in a fixed base year manner (previously known as periodwise 
manner). The developments are calculated with data for the initial and final years only. 
This means that all the years between the base and final year are ignored in the 
decomposition analysis. (Greening et al. 1997; Ang and Lee 1994). Thus, an implicit 
assumption in this type of analysis, is that both the base year and the comparison year 
are representative averages of the trend between the two years (Nanduri 1996). The 
main advantage of fixed base year decomposition is that it uses few data and is 
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computationally simple. In this case, the decomposition is said to be non path-
dependant given that what happens between year 0 and year T does not matter. 
 
Secondly, rolling-base year or chaining basis (previously known as time-series) 
decomposition can be carried out. In this case, the developments are calculated in steps 
of one year, which are subsequently added for the whole period. The weights used in 
these methods are based on changes in the variables between the current year (year t) 
and the previous year (year t-1). The main advantage of chaining basis decomposition 
is that patterns can be tracked from year to year, and more information may be 
extracted from the analysis. On the other hand it involves cumulative errors whereas 
fixed base year method does not. This decomposition is said path-dependant. 
 
Thirdly, all the different situations can be regarded simultaneously as it is proposed for 
instance by Banerjee (1975), constructing so-called “multilateral indices”. This third 
method is mathematically too complex to be treated in this thesis. 
 
 
2.6 Examples from the energy analysis field 
Index decomposition analysis has been first used in the late 1970’s to study the impact 
of structural changes on energy use in industry: after the 1973 energy crisis which had 
forced up world oil prices, governments decided to control their national energy 
consumption. The first step was to understand which factors actually influenced this 
consumption. Index decomposition analysis has been developed for this purpose. 
Although its area of application has been widened to other areas for policymaking such 
as energy-related gas emissions, material flows and dematerialization, national energy 
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efficiency trend monitoring or cross country comparisons (Ang 2004), energy demand 
and supply analysis accounts for most of the publications. 
 
Three aggregate indicators are now presented, which will turn out to be very useful 
throughout this study. Two of them are related to the understanding of energy 
consumption. The first one deals with the energy used by a sector whereas the second 
one is related to the efficiency of this sector. The third indicator considers GHG 
emissions from energy use. 
 
2.6.1 The energy consumption indicator 
Let E represent the total industrial energy input measured in an energy unit and Q the 
total industrial production measured in a monetary unit. Within each sector i, the 





I =  where Ei is the energy use 
and Qi the production of sector i. Let us also define the industrial production share 
Q
Q
s ii = . Every summation being taken over p industrial sectors, the aggregate energy 










EQE      (2.4) 




i xxxVV .... 21 == . Here, 
we have n=3 and the linkage with equation (2.1) appears as follows: EV = , Qx i =1 , 
ii Ix =2  and ii sx =3 . 
 
Equation (2.4) suggests that changes in E may be due to three different effects:  
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• A production or activity effect which refers to the overall level of activity in an 
economy or sector, and can be described by the contribution of a given sector 
to the overall Gross Domestic Product (GDP). In our example this activity 
factor is given by Q. 
• A structural effect which is referring to shifts in the mix of products or 
activities. These shifts can be either intersectoral or intrasectoral. This factor is 
given by the industrial production share Q
Q
s ii = . 
• An intensity effect referring to the “real” change in energy efficiency. This 
energy intensity factor is related to iI . 
 
2.6.2 The energy intensity indicator 
The energy intensity is a ratio defined within a sector by the energy consumed by unit 
of a given activity. One of the most widespread indicators is the ratio of energy use to 
GDP or more precisely to the contribution of the studied sector to the GDP. Let us use 
the same notations as in the previous example. The aggregate energy intensity can be 











EI       (2.5) 
Equation (2.5) indicates that changes in I may be due to changes in sectoral energy 
intensities Ii (energy intensity effect) and in the product mix si (structural effect). 
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i xxxVV .... 21 == . Here, 
we have n=2 and the linkage with equation (2.1) appears as follows: IV = , ii sx =1  
and ii Ix =2 . 
 
2.6.3 The GHG emissions indicator 
Many industrialized countries around the world depend heavily on fossil fuels to meet 
their energy needs. These fuels, when burned, release emissions of carbon dioxide 
(CO2), nitrous oxide and methane, all of which are GHG. CO2-equivalent (CO2-e) is a 
metric measure based upon the global warming potential of a gas. Gas emissions are 
generally expressed in tonnes of CO2-e, which includes the global warming effect of 
CO2 as well as the relatively small quantities of CH4 and N2O emitted. They are 
calculated for every energy source by multiplying the fuel consumption with an 
emission factor. This factor gives the number of kg of CO2-e induced by the 
consumption of 1 GJ. This can be expressed by equation (2.6) (Sun and Ang 2000, 













j ⋅⋅⋅==        (2.6) 
where C is the total GHG emissions, Cj the GHG emissions from fuel type j, Q is the 
total industrial production, E is the total energy consumption of all fuel types and Ej 





F =  the GHG emission coefficient for fuel 
type j and Q
EI = the aggregate energy intensity. Equation (2.6) indicates that changes 
in C may be decomposed in components that are related to four effects: 
• Fuel share effect 
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• Emission coefficient effect 
• Intensity effect 
• Activity effect 











































CC  (2.7) 
where Ei is the energy consumption of sector i. This sum is therefore considered over 
all sectors and over all types of fuel. 
 
 
2.7 Decomposition methods 
In the process of elaborating an index decomposition methodology, the last choice to 
be made is to specify an Index Decomposition Method (IDM). Many alternatives are 
available to analysts who want to decompose an aggregate indicator V into several 
components. Basically, these methods can be classified within three main categories. 
• those related to the Laspeyres index, using weights based on values in some 
base year, 
• those related to the Divisia index based on the concept of log change, and 
• others, which include the mean-rate-of-change index method and the Stuvel 
index number for instance.  
This is studied through a subsequent detailed review of existing methods in Chapter 3. 
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2.8 Conclusion 
In this chapter, we have explained the tree of alternatives that leads to a specific index 
decomposition methodology. Once an aggregate indicator is believed to be the most 
relevant, the analyst has to decide whether he should go through an additive or a 
multiplicative approach. Then an IDM is chosen before it is finally decided whether to 
use a fixed or a rolling base year. So, given all the possible combinations, analysts who 
want to perform an IDA face a real problem when trying to select one methodology 
over another. From this chapter, a scheme of investigation for the comparison of 



























Figure 2-1: Scheme of investigation for the comparison of methodologies
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Chapter 3 Review of decomposition methods 
 
3.1 Introduction 
As explained in the previous chapter, a wide range of methodologies are available to 
perform an IDA. One of the most crucial choices is to determine the most suitable 
decomposition formula. The aim of this chapter is to go over the methods available and 
to classify them. 
 
We first present the methods based on the Laspeyres index, that use weights based on 
values in some base year. Then we detail those related to the Divisia index, which are 
based on the concept of logarithmic change before going through the others, which 
include the mean-rate-of-change index method and the Stuvel index number for 
instance. We finally provide a table that summarizes the decomposition formulae for 
both the additive and the multiplicative approaches. 
 
 
3.2 Methods linked to the Laspeyres index 
3.2.1 Principles 
The Laspeyres index is the key element on which many studies were based in the late 
1970s and early 1980s. For example this is the method used by Marlay (1984) 
throughout his study of the industrial use of energy in the USA. Its basic principle is 
quite easy to understand: one measures the impact of one factor through allowing it to 
change while others are held at their respective base year value. The weights used in 
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the formula are therefore closely linked to this base year. One of the main advantages 
of the IDM linked to the Laspeyres index is that they are easy to understand. On the 
other hand, linkages between the additive approach and the multiplicative one turn out 
not to be obvious. 
 
Given this ease of understanding, the Laspeyres formula has been widely used until the 
very recent past as the intellectual base for Consumer Price Indices around the world.  
 
A residual produced using this method is often interpreted as an interaction effect 
arising from the assumed interdependence of the three principal factors (Ang and Lee 
1994; Howarth et al. 1991), which Park (1992) showed to be combinatorial product 
terms of the three variables. 
 
3.2.2 Pure price index 
Methodologically, the IDA technique is linked to the index number problem in 
economics and statistics. That is, decomposing the value of a well defined set of 
transactions in a period of time into a component that measures the overall change in 
prices between the two periods (this is the price index) and another one that measures 
the overall change in quantities between the two periods (quantity index). Because of 
their ease of understanding, price statisticians tend to be comfortable with “pure price 
indexes”, which are based on a constant representative basket of commodities: they 
choose fixed amount of the n quantities in the value aggregate and price this fixed 
basket of commodities at the price of period 0 then at the price of period T. The fixed 
basket price index is simply the ratio of these two values where prices vary but 
quantities are held fixed (I.L.O. 2003). 
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i xxxVV .... 21 ==  , where 1x 2x … nx  are the n causal factors on which the 
aggregate depends and the summation is taken over p sectors. The “fixed basket 
indexes” are then called “fixed 2x , 3x … nx  factors indexes”. One chooses fixed 
contribution of the p sectors for the x2, x3 … xn factors then computes V with x1 taken at 
0 and at T. The “fixed x2, x3 … xn factors” 1x  index is the ratio of these two values 






















        (3.1) 
 
3.2.3 Laspeyres index and Paasche index 
There are two natural choices for the reference year: the year 0 and the year T. 
Superscripts 0 and T indicate the values of the variables in year 0 and T respectively. 
These two choices lead to the Laspeyres (1871) 1x  index IL and to the Paasche (1874) 



















































        (3.3) 
The Laspeyres and Paasche indexes are special cases of the pure 1x  index defined by 
equation (3.1): 0kiki xx =  for nk ...2=  leads to the Laspeyres index and Tkiki xx =  for 
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nk ...2=   leads to the Paasche index. Contrary to the Laspeyres index model which 
adopts a prospective view, the Paasche index adopts a retrospective view. (Albrecht et 
al. 2002). One of the main advantages of the “fixed x2, x3 … xn factors” concept is its 
ease to explain to the public. This is therefore the essential interest of the methods 
linked to the Laspeyres index, as confirmed by Howarth et al. (1991). 
 
The problem with the Laspeyres and Paasche index number formulae is that they are 
equally plausible but in general, they will give different answers. For most purposes, it 
is not satisfactory for the statistical agency to provide two answers to the question: 
what is the “best” overall summary measure of x1 change for the value aggregate over 
the two periods in question? In order to solve this dilemma, refinements and extension 
have been made to these basic methods. 
 
3.2.4 Mean of x2, x3, …, xn factors 
Some of these improvements are due to Walsh, who wrote in 1921 that : 
“Commodities are to be weighted according to their importance, or their full values. 
But the problem of axiometry always involves at least two periods. There is a first 
period, and there is a second period which is compared with it. Price-variations have 
taken place between the two, and these are to be averaged to get the amount of their 
variation as a whole. But the weights of the commodities at the second period are apt 
to be different from their weights at the first period. Which weights, then, are the right 
ones—those of the first period? Or those of the second? Or should there be a 
combination of the two sets? There is no reason for preferring either the first or the 
second. Then the combination of both would seem to be the proper answer. And this 
combination itself involves an averaging of the weights of the two periods.”  
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According to this suggestion, xki can be chosen as an average of 0kix  and
T
kix  for 
nk ...2= . Then equation (3.1) defining the “pure x1 index” becomes: 
( ) ( ) ( )









































    (3.4) 
 
• If m is the arithmetic mean, i.e. ( )
2
,
babam += , then the index becomes the 
Marshall-Edgeworth index (Marshall 1887, Edgeworth 1925) IME as defined by 
equation (3.5). This index uses the arithmetic average of every 0kx  and Tkx for 
k=2…n as weight in a x1 index. 
( )( ) ( )








































    (3.5) 
 
• If m is the geometric mean, i.e. ( ) babam ⋅=, , then the index becomes the 








































    (3.6) 
 
• Other possible choices for the mean function m include the mean of order r:  




= for 0≠r . 
 
Chapter 3  Review of decomposition methods 
 24 
These methods generally induce a residual which should not be neglected.  
 
3.2.5 Mean of Paasche and Laspeyres indexes 
An alternative for averaging the x2, x3 … xn factors is taking a weighted average of the 
Paasche and Laspeyres measures of x1 change, to come up with a single measure of x1 
change. Several symmetric averages are possible. 
 




III +=          (3.7) 
• Geometric mean, which leads to the Fisher (1922) index IF.  
PLF III ⋅=          (3.8) 
Fisher (1922) restricted his study to two-factor cases. The Fisher index as defined by 
equation (3.8) does not pass the factor reversal test when there are three factors or 
more: in such a case, this formula leads to a residual term. To overcome this weakness, 
Ang et al. (2002) came up with a “modified Fisher ideal index” which gives perfect 
decomposition whatever the number of factors. This “modified Fisher ideal index” IF2 
is defined as the geometric average of all the combinations of the Laspeyres and 
Paasche indices. 
 
As an example, Lahiri et al. (2003) used a Fisher decomposition method to study the 
US transportation sector. This kind of methodology is applied through a multiplicative 
approach. 
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3.2.6 Refined Laspeyres index method 
Ang and Zhang (2000) listed more than 100 decomposition studies in energy and 
environmental studies. According to their survey, methods prior to 1995 always leave 
a residual term once the decomposition is done. In some models it was omitted, which 
caused a large estimation error. In others it was regarded as an interaction term that 
still left a new puzzle for the reader. Subsequently, extensions and refinements have 
been made to improve these methods. Sun (1998) made a useful contribution to energy 
decomposition analysis by suggesting the use of the “jointly created, equally 
distributed” principle to distribute the interactions among the main effects. Ang and 
Zhang (2000) referred to this method as the refined Laspeyres index method. The 
refined Laspeyres index method has been only used through an additive approach so 
far. Examples include Luukkanen and Kaivo-oja (2002) and Padfield (2001). 
 
• With 2 factors results take the following form, which is the same as the one 










      (3.9) 
 
• With 3 factors results take the following form: 
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                 (3.11) 
Using the property of symmetry, the formulae of jVx∆ for j  1 can easily be deduced 
from equations (3.10) and (3.11). 
 
The refined Laspeyres index method has been designed to leave no residual term. Sun 
based the validity of the “jointly created, equally distributed principle” on the 
assumption that “there is no reason to assume contrary”. However, as Albrecht noticed 
(Albrecht et al. 2002), no further proof of the validity of this assumption has been 
given. 
 
Sun and Ang (2000) applied the “jointly created and equally distributed” principle to 
the Paasche and Marshall–Edgeworth forms and proved that decomposition results are 
the same as those given by the refined Laspeyres form. 
 
Other refinements include the Shapley decomposition: first used in cost allocation 
models, it has been introduced to energy decomposition analysis by Albrecht et al. 
(2002). Basically, the technique involves estimating the impact of eliminating each 
factor in succession, repeating this exercise for all possible elimination sequences 
(which involves the symmetry property) and then for each factor averaging its 
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estimated impact over all the possible elimination sequences (which involves the 
additivity property).  
 
Ang et al. (2003) proved that the Shapley decomposition and the method introduced by 
Sun are the same. It is hence referred to as “Sun/ Shapley” decomposition throughout 
this study. Figure 3.1 gives an organized representation of the methods linked to 
Laspeyres index. 
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Figure 3-1: Methods linked to Laspeyres index 
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3.3 Methods linked to the Divisia index 
3.3.1 Principles 
Boyd et al. (1987) first suggested the Divisia index approach as a substitute for the 
Laspeyres index. This index is defined as a weighted average of relative logarithmic 





i xxxVV .... 21 ==  where x1, x2 … xn are the n causal factors on 
which the aggregate depends. The summation is taken over p sectors. Let consider all 
these variables as functions of time which are supposed to be differentiable: 
( ) [ ] ⋅⋅⋅⋅++⋅⋅⋅⋅+⋅⋅⋅⋅=
i
niiiniiiniii txtxtxtxtxtxtxtxtxtV )(')()(...)()(')()()()('' 212121   (3.12) 
 
Multiplicative decomposition 
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            (3.15) 
Applying the logarithmic differentiation to both sides of equation (3.15) leads 
therefore to: 
( ) ( ) ( ) ( )[ ] +++⋅=
i
niiii xdxdxdwVd ln...lnlnln 21               (3.16) 
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The advantages of using the log have been pointed out by Törnqvist et al. (1985).  
 



























































kiix xdwI k 0 lnexp  for k=1,2,…,n                (3.19) 




The additive decomposition formulae can be derived in the same manner from 
equation (3.12). 
( ) ( ) ( )[ ] +++⋅⋅⋅⋅⋅=
i
niiiniii xdxdxdxxxdV ln...lnln 2121              (3.20) 
( ) ( ) ( )[ ] +++⋅=
i
niiii xdxdxdwdV ln...lnln' 21               (3.21) 
where the weight for the weight for the ith product in the summation is: 
)()(' 21 tVxxxtw iniiii =⋅⋅⋅⋅=                  (3.22) 
One finally obtains by integrating equation (3.21) over time period 0 to T: 












0 ln)('...ln)('ln)('      (3.23) 
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Formulae 
The weights used in the Divisia index approach are given in the form of a line integral. 
Given that the data in empirical studies are usually available in discrete time interval, 
the path for this integral is not explicitly defined. Hence, approximating this integral in 
the most accurate manner is the key issue. This discrete approximation can be done 
































































































































twVV           (3.25),  
Each way of discretization leads to a specific method: the Divisia indexes constitute an 
index number family. One of their characteristics is that additive and multiplicative 
formulae are straightforwardly linked by: 
















                (3.26) 
 
3.3.2 Simple average Divisia (Törnqvist) 
The first “member of the family” is the Törnqvist index number. It has been first 
proposed by Boyd et al. (1988). Based on the arithmetic average of two consecutive 
weight functions, it has been widely used in decomposition studies. Examples include 
Viguier (1999) and Torvanger (1991). This formulation has been referred to as the 











                  (3.27) 
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3.3.3 Log Mean Divisia Index 2 (Sato Vartia) 
Sato (1976) and Vartia (1976) independently discovered a new weight formula which 
gives to the index some desirables properties. This formula uses the log-mean 
(logarithmic mean) function, which is given by equation 3.28. It is a symmetrical 
function whose properties are presented in detail in Sato (1976). 






=   for ba ≠ and = a  for ba = .              (3.28) 

















                 (3.29) 
The denominator of the LMDI 2 is the sum of log-mean weights, which is slightly less 
than unity. Hence, the weights used in LMDI 2 are called the “normalized log-mean 
weights” and their sum is unity (Choi and Ang 2002). A relevant example of this 
method can be found in Ang and Choi (1997) and in Lermit and Jollands (2001), 
which deals with the energy efficiency in New Zealand. 
 
3.3.4 Log Mean Divisia Index 1 (Vartia) 
Ang and Liu (2001) introduced a new method whose weight function is closely related 
to that of the LMDI 2, but simpler than it. They also introduced the concept of 
consistency in aggregation, a desirable property that neither the AMDI nor the LMDI 2 
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The additive version of LMDI 1 was proposed by Ang et al. (1998). Figure 3.2 gives 
an organized representation of the methods linked to Divisia index. 
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Figure 3-2: Methods linked to Divisia index 
 
 
3.4 Other methods 
Other methods have been developed, which are related neither to the Divisia nor to the 
Laspeyres approach. Two of them are briefly presented in the section below: those 
introduced respectively by Stuvel (1989) and Chung and Rhee (2001)  
 
3.4.1 Stuvel 
The Stuvel index uses the Laspeyres x1 and x2 index numbers in its formulation. This 
index is based what is called “additive analysis” of value differences as opposed to the 
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value ratio which is value index (Stuvel 1989). Because the formulation is quite 
complicated, it is explained in a 2 factors case. If the Laspeyres
 
xi index number is 
given by
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3.4.2 Mean Rate of Change Index – MRCI 
This index has been introduced by Chung and Rhee (2001). The weight involves rates 
of change of all the variables and its rate of change is a sum of ratios between the 
difference and the mean of all the relevant variables for year 0 and year T. This method 
takes the form of the additive decomposition and enables residual free decomposition 
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In this chapter, we have performed a review of the existing methods which have been 
used in energy analysis. These decomposition methods are compiled in Figure 3.3. and 
formulae summarized in Table 3.1. 
Laspeyres-based
Multiplicative approach
Laspeyres     
Paasche        
Marshall Edgeworth 
Walsh                
Fisher                
Fisher modified           
Drobish
Additive approach
Laspeyres   
Paasche      
Marshall Edgeworth 
Walsh                 














Figure 3-3: Existing decomposition methods 
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Table 3-1  Summary of formulae 
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Once the theoretical review is done, it may be useful to use these formulae within 
some examples to find out how the results are affected by the choice of a methodology 
over another one. 
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Chapter 4 Case Studies 
 
4.1 Introduction 
As introduced in Chapter 3, many methods are available in the literature to carry out 
IDA. These methods are Laspeyres, Paasche, Marshall-Edgeworth, Walsh, Sun / 
Shapley, AMDI, LMDI 1, LMDI 2 and MRCI for the additive approach and Laspeyres, 
Paasche, Marshall-Edgeworth, Walsh, Fisher, Fisher modified, Drobish, AMDI, LMDI 
1 and LMDI 2 for the multiplicative approach. If there are no more than two factors, 
the method proposed by Stuvel is also available. The treatment of time also introduces 
alternatives and may create differences in the decomposition results. 
 
The aim of this chapter is to understand how the choice of a methodology over another 
one influences the results. To do that, we first introduce an imaginative and simple 
case of a two-sector industry whose evolution is considered between year 0 and year T. 
The data are chosen distinct enough so that they can highlight the differences in the 
decomposition results given by each of the IDM previously described. Then we go 
through a real case and study the Canadian industrial sector from 1990 to 2000. To be 
comprehensive, several IDA are performed, taking into account either two or four 
factors, and considering either a fixed or a rolling base year. 
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4.2 An illustrative example 
4.2.1 Results presentation 
Two factors 
First, a two-factor case is envisaged. Let consider an imaginative industry composed of 
two sectors. The related set of data is given by Table 4.1. 
Table 4-1 Data for the illustrative example 
 Year 0    Year T    
 Ei,o Qi,o si,0 Ii,0 Ei,T Qi,T si,T Ii,T 
Sector 1 30 10 0.2 3.0 75 50 0.5 1.5 
Sector 2 20 40 0.8 0.5 15 50 0.5 0.3 
Industry E0=50 Q0=50  I0=1.0 ET=90 QT=100  IT=0.9 
 
Between year 0 and year T, total energy consumption increases by 40 units while total 
production increases by 50 units. Over the same period, the sectoral energy intensities 
of sectors 1 and 2 decrease and the production share of the more energy intensive 
sector, s1, increases from 20% to 50%. In the same time the aggregate energy intensity 
decreases from 1.0 to 0.9. That is, to produce the same quantity of industrial output, 
10% less energy is needed in year T as compared to in year O. We can conclude that 
these changes in the economy structure induce an increase in the aggregate energy-
intensity and therefore that the global decrease in the aggregate energy intensity 
indicator has been caused by some improvements in energy efficiency.  
 
We perform an IDA based on equation (2.5) to assess the respective contribution of 
each effect. We apply 13 methods whose formulae are given by Table 3.1. The 
correspondences between the general case and this example are as follows:  
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V    I : energy intensity for the whole industrial sector 
X1i  Ii : energy intensity of sector i 
X2i  si : share of sector i 
The application of the 13 methods gives the results presented in Table 4.2 
Table 4-2  Energy intensity: results for the illustrative example 
Method Multiplicative Additive
D Tot D Int D Str D Res  Itot  Iint  Istr  Irsd
Laspeyres 0.90 0.5400 1.7500 0.9524 -0.10 -0.4600 0.7500 -0.3900
Paasche 0.90 0.5143 1.6667 1.0500 -0.10 -0.8500 0.3600 0.3900
Marshall-E. 0.90 0.5236 1.7208 0.9988 -0.10 -0.6550 0.5550 -
Walsh 0.90 0.5250 1.7086 1.0033 -0.10 -0.6008 0.5202 -0.0194
Sun / Shapley -0.10 -0.6550 0.5550 -
Fisher 0.90 0.5270 1.7078 1.0000
Fisher modified 0.90 0.5270 1.7078 1.0000
Drobish 0.90 0.5271 1.7083 0.9994
AMDI 0.90 0.5265 1.6879 1.0127 -0.10 -0.6084 0.4892 0.0191
LMDI 1 0.90 0.5336 1.6866 1.0000 -0.10 -0.5961 0.4961 -
LMDI 2 0.90 0.5255 1.7126 1.0000 -0.10 -0.5961 0.4961 -
Stuvel 0.90 0.5202 1.7302 1.0000 -0.10 -0.6550 0.5550 -
MRCI -0.10 -0.6550 0.5550 -
 
Regarding additive decomposition, analysts tend to work with percentage changes for 
they are independent of the units used. Nevertheless, as we have deliberately set I0=1.0, 
there is no numerical difference between the results shown in Table 4.2 and the results 
that would have been obtained with an additive decomposition performed with 
percentage changes from I0. For the results presentation, let use the LMDI 1 method. In 
multiplicative decomposition, changes in sectoral energy intensities from year 0 to 
year T lead to an aggregate energy intensity in year T that is 0.5336 times that in year 0. 
Over the same period, changes in production structure lead to an aggregate energy 
intensity in year T that is 1.6866 times that in year 0. Both effects put together induce 
therefore the observed drop of 10% in the indicator. In additive decomposition, 
changes in sectoral energy intensities induce an aggregate energy-intensity in year T 
that is 59.61% lower than in year 0 whereas changes in production structure induce an 
aggregate energy-intensity in year T that is 49.61% higher than in year 0. The 
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association of both effects shows a drop of 10% in the indicator. Fig 4.1 gives a 
graphic representation of the results obtained for each of the 13 methods.  







































































































































































































Figure 4-1 Energy intensity: results for the illustrative example 
Four factors 
Let study what occurs with more than two factors. Equation (2.6) introduces a four 
factors case whose correspondences with the formulae of Table 3.1 are as follows: 
V    C     : GHG emissions for the whole industrial sector 
X1j   
E
E j
 : Share of fuel j
 
X2j  I       : Energy intensity for the whole industrial sector 







F = : Emission factor for fuel j 
X4j  Q            : Economic output for the whole industrial sector 
Using it we carry out an IDA to examine the energy-related GHG emissions induced 
by sectors 1 and 2. Let say they use two types of fuel, oil and gas for instance. This 
approximation is not absurd given that some countries like Singapore truly have only 
two types of fuel. Table 4.3 gives these hypothetical data. 
Table 4-3  GHG emissions: data for the illustrative example 
 Year 0    Year T    
 Ei,o Oil Gas Qi,o Ei,T Oil Gas Qi,T 
Sector 1 30 25 5 10 75 40 35 50 
Sector 2 20 15 5 40 15 5 10 50 
Industry E0=50   Q0=50 ET=90   QT=100 
 
As mentioned in section 2.6, we need to know the number of kg of CO2-e induced by 
the consumption of 1 GJ. This emission factor is available in the literature and may 
slightly depend on the country. For 1991, the CIEEDAC gives for oil and gas 
respectively 74 and 60 kg CO2-e for the consumption of 1 GJ. Let imagine that in year 
T they have become 70 and 58 kg CO2-e/GJ respectively.  Then the application of the 
methods gives the results presented in Table 4.4 and displayed in Figure 4.2 
Table 4-4  GHG emissions: results for the illustrative example 
Method Multiplicative Additive
















Laspeyres 1.6180 0.9410 0.9494 0.9000 2.0000 1.00609 2,200 -210 -180 -356 3,560 -614
Paasche 1.6180 0.9467 0.9552 0.9000 2.0000 0.99394 2,200 -324 -270 -640 2,880 554
Marshall-E. 1.6180 0.9438 0.9522 0.9000 2.0000 1.00016 2,200 -278 -235 -506 3,204 15
Walsh 1.6180 0.9439 0.9519 0.9000 2.0000 1.00043 2,200 -261 -212 -454 3,044 83
Sun / Shapley 2,200 -274 -232 -503 3,209 -
Fisher 1.6180 0.9439 0.9523 0.9000 2.0000 1.00000
Fisher modified 1.6180 0.9439 0.9523 0.9000 2.0000 1.00000
Drobish 1.6180 0.9439 0.9523 0.9000 2.0000 0.99999
AMDI 1.6180 0.9617 0.9523 0.9000 2.0000 0.98150 2,200 35 -224 -491 3,230 -350
LMDI1 1.6180 0.9608 0.9538 0.9031 1.9548 1.00000 2,200 -183 -216 -466 3,065 -
LMDI2 1.6180 0.9441 0.9521 0.9000 2.0000 1.00000 2,200 -183 -216 -466 3,065 -
MRCI 2,200 -735 -287 -604 3,826 -
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Figure 4-2: GHG emissions: results for the illustrative example 
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4.2.2 Results discussion 
As it is shown in Tables 4.1 and 4.3, all the data used throughout this example have 
values which are quite different from each other. The aim of it is to overestimate the 
differences induced by using different methods and therefore to highlight the features 
of these methods. Depending on the number of factors and the decomposition approach, 
four different IDA have been performed. Only some of the IDM can be used in every 
IDA. Indeed, some formulae are unavailable when there are more three factors (Stuvel 
index for instance), while others are only available in one type of approach (MRCI in 
additive decomposition, Fisher in multiplicative for example). As a consequence, an 
analyst looking for the most suitable IDM method may have to reject some alternatives 
from the very beginning of his decision process. 
 
The decomposition results in Tables 4.2 and 4.4 reveal the following features. First, 
both Laspeyres and Paasche generally give a large residual term: in the case of additive 
decomposition with two factors, the residual is about of the same size as the estimated 
impact for sectoral energy intensity changes. It is even bigger when there are four 
factors. In this latter situation, AMDI also leads to rather important residual terms. 
Walsh, Drobish and Marshall-Edgeworth methods usually give a fairly small residual 
term. Concerning ME, the decomposition turns out to be perfect in a two factors 
decomposition carried out in an additive way. 
 
Whatever the number of factors in which the IDA is performed, both Laspeyres and 
Paasche forms lead to results which are quite different from the other methods. This 
can be explain by the fact that with these methods weights computation is based on 
data from a single base year whereas it uses averages of the data of the two years in the 
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other cases. As far as the consistency of the results is concerned, Tables 4.2 and 4.4 
show that for these latter situations it may depend on the number of factors on which 
the decomposition is based.  
 
That is, when the IDA is carried out with two factors, results obtained with the all the 
methods but Laspeyres and Paasche are fairly equivalent: as an example for additive 
decomposition, the gap between the bigger and the smaller value for a given impact is 
about 2.5% the value of the smaller term. On the other hand, results may be more 
contrasted when there are more than two factors. In the multiplicative approach, LMDI 
1 surprisingly gives different results from the other methods. However these deviations 
are not that important: less than 2.5% of the mean value. In the additive approach, two 
methods lead to results that are not satisfying. First, the AMDI form is the only one 
that gives a positive fuel share effect. Second, the MRCI method turns out to be the 
least “robust”. This is based on the fact that the results it gives are quite instable when 
the data are extreme. In our case, the fuel share of oil drops from 80% to 50% while 
the natural gas-related GHG emissions increase from 600 to 2610 units. These 
important changes are not well treated by the MRCI method. As an example, the 




4.3 The Canadian industrial sector from 1990 to 2000 
In this section, we compare performances of different methods within a real case: the 
Canadian industrial sector from 1990 to 2000. These methods are Laspeyres, Paasche, 
Marshall-Edegeworth, Walsh, Sun / Shapley, AMDI, LMDI 1, LMDI 2 and MRCI in 
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the additive approach and Laspeyres, Paasche, Marshall-Edgeworth, Walsh, Fisher, 
Fisher modified, Drobish, AMDI, LMDI 1 and LMDI 2 for the multiplicative approach. 
In the two-factor situation where attention is paid to the energy intensity indicator, the 
method proposed by Stuvel can be also tested. 
 
4.3.1 Data and methodology 
Data description 
Table 4.5 provides raw aggregated data for the decade. 
Table 4-5  Canadian case study: raw aggregated data 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Energy Consumption in PJ
TOTAL 2,337     2,328     2,354     2,391     2,530     2,685     2,707     2,732     2,711     2,778     2,782     
Coal 48.6       42.5       44.0       40.8       42.9       41.0       42.4       44.6       44.1       45.0       49.9       
Coke 103.7     119.2     118.9     115.8     107.1     114.5     113.3     111.3     112.2     114.3     115.7     
Coke Oven Gas 31.9       31.3       30.0       27.1       23.4       27.4       30.8       30.9       26.5       26.9       27.1       
Petroleum Coke 56.8       50.2       56.8       62.1       55.8       63.1       64.1       61.0       67.0       68.8       67.9       
Natural Gas 697.1     703.2     716.8     754.5     807.5     821.5     838.5     862.2     829.2     843.8     821.3     
Electricity 586.3     584.7     613.4     622.4     656.1     694.5     712.3     726.2     743.6     771.3     778.8     
Middle Dist. 32.7       31.1       29.1       26.1       33.1       35.2       38.9       33.1       38.1       34.1       33.0       
Heavy Fuel Oil 196.7     191.3     155.8     160.4     161.4     157.1     159.8     160.9     158.3     154.1     150.8     
LPG / Propane 23.5       16.6       18.9       20.5       18.1       13.4       14.7       11.9       13.8       14.3       13.4       
Steam Consumption 22.6       26.6       17.4       12.6       12.6       34.6       28.8       31.4       31.5       36.5       37.7       
Still Gas Consumption 167.2     148.2     157.5     153.3     157.9     144.6     153.6     152.5     154.2     145.9     153.2     
Wood Waste Consumption 98.8       99.9       111.1     115.1     128.9     178.2     197.4     181.1     181.0     181.2     197.7     
Waste Fuels Consumption 1.6         0.7         1.2         2.2         4.4         3.8         3.8         1.9         5.9         6.0         6.0         
Other Consumption 269.1     282.9     283.3     277.9     320.7     356.1     308.2     323.1     306.0     335.3     329.5     
Economic output in 1986 $ millions
Gross output 295,245 279,154 283,612 298,749 320,218 333,103 337,073 356,789 375,308 406,158 442,510 
GDP output 97,873   91,488   92,534   96,357   103,275 107,362 108,829 114,984 119,800 127,971 137,347 
Energy Intensity
in TJ / 1986 $ million 23.9       25.5       25.4       24.8       24.5       25.0       24.9       23.8       22.6       21.7       20.3       
GHG emissions in Mt CO2-e 72.1 71.6 70.5 72.7 73.9 75.5 77.0 77.6 76.5 77.5 76.5
 
Data used for this comparison come from “Development of Energy Intensity Indicators 
for Canadian Industry 1990 to 2000”, prepared by J. Nyboer of the Canadian Industrial 
Energy End-use Database and Analysis Centre. Data after year 2000 are not available 
yet. This report has been published in March 2002 and gives detailed energy 
consumption and gross output for 52 sectors and sub sectors. It includes mining and all 
manufacturing industries but exclude oil and gas extraction, forestry and construction. 
The data representing total energy consumption in industry reflect an aggregate of the 
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CIEEDAC data for the various industries within that group. The report also provides 
us with the breakdown by fuel source for a given sector. These data are in line with the 
information provided by the report 2001 of the Canadian Office of Energy Efficiency 
and are available in appendix B. 
 
Table 4.6 gives the factors used to convert TJ of energy consumed into tonnes of CO2 
equivalent. These data are given by the CIEEDAC for the year 1990 (Nyboer and 
Bailie, 1994). Two approximations are made. First, we suppose these coefficients are 
constant over the time. Second, electricity is said not to cause any GHG emission: we 
do not take into account the CO2 that may be induced by the electricity production. Put 
another way, that means that CO2 emissions are based on final energy consumption. 
Table 4-6  Emission factors in 1990 
Fuel Tonnes of CO2 / TJ of fuel
Coal 83
Coke 86





Heavy Fuel Oil 74
LPG / Propane 59.84
Steam Consumption 0
Still Gas Consumption 0
Wood Waste Consumption 0
Waste Fuels Consumption 85.85
Other Consumption 0
 
This study is carried out using only 24 aggregated sectors. Indeed, for some sub sectors 
such as mining or paper industries the output is given in tonnes. It is then not possible 
to assess the weights for adding up the output/value added of the various sectors. The 
model is therefore aggregated into 24 main sectors whose productions are all given by 
the GDP output expressed in 1986 US$. These sectors cover all manufacturing and 
mining industries but exclude oil and gas extraction, forestry and construction. 
Appendix A provides the table that illustrates the disaggregation level used in this IDA. 




The Canadian data are exploited in two directions. 
• First of all, we use Figure 2.1, choose which decomposition methodology 
would be the most suitable, then use it to analyze the energy intensity as well as 
the GHG emissions within the Canadian industry sector over the last decade.  
• Secondly we carry out IDA and present results for the whole set of methods 
available. This section also includes a study of the differences induced by the 
use of chain-linked decomposition as opposed to a single fixed base year. 
 
4.3.2 The Canadian industrial sector from 1990 to 2000 
We follow the tree of alternatives given by Figure 2.1 to choose a methodology in 
order to exploit the Canadian data. Two different indicators are used: the energy 
intensity indicator and the energy-related GHG emissions indicator, which enable to 
test the method through a simple two-factor case then through a more complicated 
situation with five factors. The correspondences with the formulae of Table 3.1 are 
given by Table 4.7. 
Table 4-7  Correspondences with Table 3.1 
V  I : Energy intensity V  C : GHG emissions 
X1i  Ii : energy intensity of sector i X1j  Ej /E : share of fuel j 
X2i  si : share of sector i X2j  Cj/Ej emission coefficient of fuel j 
 X3i  Ii : energy intensity of sector i 
 X4i  si : share of sector i 
 X5i  Q : Economic output 
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The IDA is performed according to the additive approach in order to ease the 
comprehension of some charts. The method used is LMDI 1, whose results found in 
the illustrative case appear to be convincing. Finally, a rolling base year is adopted to 
avoid some information to get lost. We can afford such a choice because the set of data 
is quite extensive. Once this methodology is chosen, it is applied to understand the 
changes that have occurred within the Canadian industrial sector from 1990 to 2000. 
 
Total industry 
First, we examine the industry sector as a whole. Figure 4.3 shows that total energy 
consumption in industry rises to a level 19% above 1990 by 2000, almost the same as 
























































Figure 4-3 Energy consumption: annual contributions 
 
As regards with the energy-related GHG emissions, Figure 4.4 illustrates that energy-
related GHG emissions for the industrial sector increases from 72.1 Mt of CO2 
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equivalent to 76.5 Mt over the last ten years. This represents a 6.1% increase. The 
emissions are quite important in the middle of the decade while they are stabilized by 






















































Figure 4-4 GHG emissions: annual contributions 
 
Since physical units presenting industry production are diverse and not additive, no 
production data based on physical units are available. As a consequence, energy 
intensity is defined using an economic indicator of production as the denominator. The 
GDP is the one applied throughout this study. Thus, this denominator and the 
subsequent energy intensity indicator do not reflect real energy efficiency 
improvements; it is an economic energy intensity indicator rather than a physical one. 
 
Figure 4.5 links energy consumption, economic measure of production, global energy 
intensity and energy-related GHG emissions for the industry sector. All these 
indicators are indexed to 1990. It can be seen that the GDP has made a significant 
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increase of 40% since 1990 despite a recession in the early 90’s. According to this 
figure, the increase over time in total energy consumption is far from being as 
consistent as the one in economic output. After an initial significant increase in 1991, 
the energy intensity aggregator declines consistently to 0.85 by 2000. As for the 
energy-related GHG emissions, they first drop to 0.978 by 1992 then steadily increase 
to 1.077 by 1997. Since then, its evolution has been quite irregular to reach the level 


























Figure 4-5: Activity, energy use and intensity, GHG emissions 
 
All these evolutions are obviously closely linked to each other. At this level of 
aggregation, it is not possible to determine whether this declining energy intensity is 
due to improved efficiency among consumers or to a shift toward less energy intense 
products. The same kind of question rises to understand on which effects the evolution 
of GHG emissions depends. Index Decomposition Analyses may be carried out to 
answer these questions. 
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Index Decomposition Analyses 
As we have seen, between 1990 and 2000 industrial energy use increases by 19%, or 
445.4 PJ. As a result, industrial energy related GHG emissions (excluding GHG related 
to electricity) increases by 6%, or 4.4 Mt of CO2 equivalent. As Figure 4.6 indicates, 
the followings influence the change in energy use and related GHG emissions: 
 
• A 40% increase in industrial activity, which induces a 912.3 PJ and a 
corresponding 25.8 Mt increase in GHG emissions.  
 
• Structural changes in the industrial sector: specifically, a relative increase in 
less energy intensive industries helps the sector in reducing its energy 
consumption and GHG emissions by 408.8 PJ and 11.5 Mt, respectively. For 
instance the share of the least energy intensive industry – electrical and 
electronic products industry – more than doubled, from 8.4% to 19%. In the 
same time, traditional industries like pulp and paper, cement and petroleum 
refining industries, which are the more energy intensive, decreased as a share 
of the GDP. 
 
• Improvements in the energy efficiency of the industrial sector, which save 58.0 
PJ of energy and 1.4 Mt of GHG emissions.  















































Figure 4-6: Energy consumption from 1990 to 2000: Effects contributions 
 
Overall, the increased energy use results in increased industrial GHG emissions despite 
a decrease in the GHG intensity of the energy used. As Figure 4.7 shows, GHG 
emissions (excluding GHG emissions related to electricity) induced by the industrial 
sector are 6.1%, or 4.4 Mt, higher in 2000 than in 1990. The 11.9%, or 8.6 Mt, 
decrease in GHG emissions which is not directly linked to the evolution of the energy 
consumption is due to a relative increase in the consumption of less GHG intensive 
fuels – mainly the increased use of natural gas and electricity – while the use of heavy 
fuel oil has considerably decreased; this is what is called the fuel mix effect. For the 
emission factors are considered constant from 1990 to 2000, the emission coefficient 
effect has no influence. Put in other words, if all factors but the activity were hold 
fixed at their level of 1990, the GHG emissions would have become 97.9 Mt of CO2 
equivalent instead of its real value of 76.5 Mt. 
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Figure 4-7: GHG emissions from 1990 to 2000: Effects contributions 
 
As shown by equation (2.7), GHG emissions are influenced by five effects which are 
related to the fuel mix, the emission factors, the sectoral energy intensities, the 
structure of the industrial sector and the activity. When Figure 4.6 is a picture of the 
respective influence of each effect, Figure 4.8 displays their evolution from 1990 to 
2000. The recession in which Canada was from 1990 to 1992 explains the drop in the 
activity effect observed in these years. The activity effect is the only one which 
contributes to increase the GHG emissions whereas the others tend to reduce them. It 
appears that since 1996 all these effects have a fairly constant evolution. This could 
allow an extrapolation to foresee the GHG emissions for the next few years. 
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Figure 4-8: Cumulative effects over the decade 
 
4.3.3 Comparison of results obtained with different IDMs 
Using the decomposition methodology described in Chapter 2, changes in energy 
intensity or in energy-related GHG emissions over the period are calculated and 
decomposed according to each IDM. This section present the results for the whole set 
of methods available. 
 
Chain-linked decompositions 
We perform IDA with several methods to decompose both energy intensity and 
energy-related GHG emissions indicators. Detailed results are provided in appendix C1 
and C2. They are in line with the conclusions drawn from the previous illustrative 
example. That is, within a two-factor case all methods but the Laspeyres and Paasche 
indexes give results that are fairly equivalent. The latter are indeed the only IDMs that 
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lead to a significant residual term. Apart from them, the AMDI method is the only one 
whose results are slightly different but the observed divergence is not that important: 
as an example, Iintensity is 0.9% with AMDI and 1.0% with LMDI 1. In this case, 
Fisher and Fisher modified methods are the same. Figure 4.9 summarizes these results. 











































































































































































































Figure 4-9  Energy intensity: results for the Canadian case (1990-2000) 
 
Based on equation (2.7) an IDA is performed to disentangle changes in energy-related 
GHG emissions. This is a five-factor case. As expected given the illustrative example, 
some divergences appear in the results given by the AMDI and to a certain degree 
LMDI 1 and MRCI methods. Compared with the illustrative example whose data are 
strongly different, the divergences are fairly negligible. Figure 4.10 displays the results. 
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Figure 4-10  GHG emissions: results for the Canadian case (1990-2000) 
Chapter 4  Case studies 
 57 
 
While the previous figures illustrate the cumulative effects for the whole period, it is 
also interesting to study the evolution of a given effect over the years. Figure 4.11 
shows the evolution of the intensity effect over the decade. It appears that Laspeyres 
and Paasche indexes lead to the extreme values whereas AMDI formulae induce a 








































Figure 4-11 GHG emissions: Sectoral energy intensities Effect over the decade 
 
Fixed base-year decompositions 
Let consider the energy-related GHG emissions induced by the Canadian industrial 
sector. We carry out decompositions considering 1990 as base year and 2000 as final 
year then compare the results with those obtained when using chain-linked 
decompositions. Figure 4.12 displays for each effect the results obtained in both cases. 
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Figure 4-12  Rolling vs Fixed base-year - Canadian case study (1990-2000) 
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It appears that the choice between fixed and rolling base-year may induce great 
variations. The most obvious example is given by the intensity effect: Cintensity 
obtained with fixed base-year is much smaller than within chain-linked decomposition. 
This can be explained by the evolution of the global energy intensity from 1990 to 
2000 as given by Table 4.5. It drops from 23.9 TJ / 1986 $ million to 20.3 in a highly 
irregular way. As a consequence, calculating the effect using only values of 1990 and 
2000 does not make sense and the resulting contributions are much different from 
those with chain-linked decomposition. Other factors like the structure of the economy 
or the fuel mix vary more evenly. Thus, differences induced in the calculation of other 
factors are not as important as for the intensity effect. 
 
Figure 4.12 also highlights how important the size of the residual term is when the 
IDA is performed using only data from 1990 and 2000. With Laspeyres or Paasche 
methods, the unexplained term is 140% the size of the overall change in GHG 




The aim of this chapter is to track the patterns of the decomposition methods presented 
in Chapter 3. We have used the framework given in Figure 2.1 to perform a bunch of 
IDAs within first an illustrative case then the Canadian industrial sector from 1990 to 
2000. Two main findings can be drawn from the various tests we have carried out 
within these case studies. 
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• The methods known as Laspeyres, Paasche and AMDI should be avoided. On 
the other hand, other formulae seem to lead to results that are fairly equivalent 
when decompositions are performed through chain-linked approach.  
• Fixed base year decompositions lead to results that are not satisfying. 
 
This chapter also provides some useful input to evaluate the performance of a given 
IDM with respect to the behavior of the residual term, if any. 
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As explained throughout the previous chapters, decompositions can be performed in a 
wide range of ways for a given set of data. In Chapter 4 we have presented thirteen 
methods and their empirical results within two different case studies. For none of these 
methods is obviously better then the others, there is a need for a framework to compare 
them in a rigorous and comprehensive manner. 
 
Some studies have tried to compare and assess several IDMs. They include the 
research papers by Howarth et al. (1991), Ang and Lee (1994), Greening et al. (1997), 
Eichhammer and Schlomann (1998), Ang and Zhang (2000), Farla and Blok (2000), 
Chung and Rhee (2001), Zhang and Ang (2001) and Ang (2004). When reviewing 
these comparative studies, four main drawbacks are frequently come across. First, such 
a study should deal with a wide range of methods, including the most recent ones. 
Second, the set of criteria used should be both thorough and well-organized. Third, 
since method selection can be problem-specific, the characteristics of the situation 
should be taken into account. Finally an elaborated and objective tool is needed to 
synthesize all the results and opinions into a global conclusion. Table 5.1 gives for 
each of the above-mentioned studies the methods that are compared as well as the 
criteria used. It also provides some interesting features and the method the author 
recommends. The abbreviations are as defined in page VIII.  
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It appears that none of these studies manages to overcome the above-mentioned 
obstacles. This chapter deals with the second drawback we have underlined. Table 5.1 
shows that for example, the comparison conducted in Eichhammer and Schlomann 
(1998) highlights the non scientific view point and focuses on criteria such as ease of 
understanding and of communication, or applicability to different analysis objectives. 
The methods recommended in this paper are the one proposed by Sun as well as LMDI. 
From another standpoint, other studies – Greening et al. (1997) or Farla and Blok 
(2000) for example – tend to be more based on the theoretical properties of IDM. In 
this situation, attention is paid to the size of the residual term if any or to the behavior 
of the index when a zero value occurs in the data set. In this case, the recommended 
methods tend to be linked to the Divisia index. 
 
The purpose of this chapter is to overcome this deficiency and therefore to elaborate a 
set of criteria to compare the different methods in a more rigorous way. These criteria 
would be divided into two clusters.  
• The first one is related to the theoretical foundation of the method. It may for 
example include the behavior of the index when zero values occur in the data 
set, the size of the residual term as well as the time reversal test. We shall use 
advancements made in economics in this section.  
• The second one is linked to the application view point and would deal with 
aspects such as ease of understanding and result presentation, complexity of 
calculation and applicability. 
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5.2 Theoretical foundation: the axiomatic approach 
In the framework of the so called axiomatic approach, index functions are explored 
with reference to a set of axioms. Some authors make a distinction between "axioms" 
and "tests" in order to single out those requirements which are so much fundamental 
that they are deemed necessary to define "index" as opposed to functions not worth 
being called "index" (Vogt and Barta 1997). 
 
Properties of index functions
Requirements of 
fundamental significance Other useful properties
AXIOMS TESTS
Essentials to define what 
should be called index
Additional highly desirable 
characteristics of a function
 
Figure 5-1: Properties of an index function 
 
Axioms are very powerful tools to describe the properties of index formulae and to 
better understand the “behavior” of a formula by referring to some fundamental and 
general a priori aspects found reasonable or indispensable in view of what should be an 
index measure. The first need is to classify them. 
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5.2.1 A tentative list and grouping of axioms and tests 
There always will be a debate on which axioms are the most important. Furthermore 
there are not infrequently desirable properties of a formula to be received only at the 
expense of some disadvantages in other respects. For example, the factor reversal test 
and the circular test are definitively inconsistent, which means in contradiction with 
each other. There is usually no hierarchy among axioms and tests. However it is often 
useful to classify them according to their “importance” for the specific purpose the 
index number should serve.  
 








, where x and y are the two causal factors on which the 
aggregate depends. The index related to x is defined by: 
( ) ( )TTTOT yxyxXVVXX ,,,, 000 ==
      
(5.1) 
 
Since it has some useful applications in economics, many researchers are interested in 
the axiomatic approach. The following list and rough classification is mainly based on 
the International Labor Organization (ILO) manual on Consumer Price Index (CPI) 
and Producer Price Index (PPI) which has been updated in 2003. Hansson (2001) gives 
a more critical picture of the axiomatic approach.  
 
Group 1: Basic tests 
T1 Positivity 
( )...OTX  is positive 
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T2 Continuity 
( )...OTX  is a continuous function of its vectors 
 
T3 Determinateness test 
If any scalar argument in ( )...OTX  tends to zero, then X tends to a unique positive real 
number. 
 
T4 Identity or “Constant x” test 
( ) 1,,, 00 =TT yxyxX  if for all pi ,...,2,1= sectors Tioi xx = . That is, if for every sector x 
is identical during the two periods, then the “x index” ( )...OTX  should equal unity, no 
matter what the y vectors are. 
 
T5 “Constant y” test, or Fixed basket test (in economics) 
stating that if yi are constant during the two periods so that yyy T ≡=0 , then the x 




i yx , 





















VyxyxX 0,,, . 
 
Group 2 Homogeneity tests 
The following four tests restrict the behavior of the index as the scale of any one of its 
four vectors x0, y0, xT, yT changes. 
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T6 Proportionality in current x 
( ) ( )TTTT yxyxXyxyxX ,,,,,, 0000 ⋅=⋅ λλ  for all 0>λ . That is, if all current xi move 
in proportion, so does the index. Most index number theorists regard this property as a 
very fundamental one that the index number formula should satisfy. 
 
T7 Inverse proportionality in base period x   
( ) ( )TTTT yxyxXyxyxX ,,,1,,, 0000 λλ =⋅  for all 0>λ . That is, if all period 0 xi  are 
multiplied by the positive number , then the new x index is λ
1
times the old one. 
 
T8 Invariance to proportional changes in current y 
( ) ( )TTTT yxyxXyxyxX ,,,,,, 0000 =⋅λ  for all 0>λ . This states that if current yi are 
all multiplied by the positive number , then the x index remains unchanged. 
 
T9 Invariance to proportional changes in base period y 
( ) ( )TTTT yxyxXyxyxX ,,,,,, 0000 =⋅λ  for all 0>λ . This states that if base period yi 
are all multiplied by the positive number , then the x index remains unchanged. 
 
Group 3: Invariance and symmetry tests 
T10 Commodity reversal test in economics 
This test has been referred to as this name by Fisher in the price/quantity issue in 
economics. It expresses the invariance upon changes in the ordering of yi. That is 
( ) ( )**,*,*,,,, 0000 TTTT yxyxXyxyxX =  where *tx denotes a permutation of the 
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components of the vector xt and *ty  denotes the same permutation of the components 
of yt for Tt ,0= . 
 
T11 Commensurability test 
This test expresses the invariance upon changes in the units of measurement. 
 
T12 Time/Country reversal Test 
This test states that interchanging ( ) ( )TT yxyx ,, 00 ↔ , ie reversing the direction of the 
comparison, yields 10 =⋅ →→ OTT XX . 
 
T13 y reversal test 
( ) ( )0000 ,,,,,, yxyxXyxyxX TTTT = . The x index should remain invariant upon 
interchanging of y vectors. That is, yi of both periods must enter symmetrically the 
index formula. This property means that if yi are used to weight the xi in the x index 
number formula, then the yi from period 0 and period T, 0iy and 
T
iy  respectively, must 
enter the formula in a symmetric manner. 
 
T14 x reversal test 
The y index ( )TT yxyxY ,,, 00  should remain invariant upon interchanging of x vectors. 
 
Group 4: Mean value tests 
T15 Mean value test for x 






























0 Often simply called 
“mean value test”, it states that TX →0 lies between the minimum xi ratio and the 
maximum xi ratio. The underlying reason for that is that the x index is supposed to be 









T16 Mean value test for y 








 of the individual yi. 
 
T17 Paasche and Laspeyres bounding tests 
The x index lies between the Laspeyres and Paasche indices. That is PTL XXX ≤≤ →0  
or LTP XXX ≤≤ →0 . 
 
Group 5: Monotonicity tests 
Our final tests are monotonicity tests, i.e. how should the x index ( )TT yxyxX ,,, 00  
change as any of its components increases or decreases. They are considered as very 
reasonable in economics. However, these following tests are not applicable in energy 
analysis. In such application area, a factor xi is frequently given as a percentage share. 
As a consequence there is a relation that links every xi: %100=
i
ix  and it is 
therefore not possible to consider an increase or decrease for one xi while others xj, j  i, 
are hold fixed. 
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T18 Monotonicity in current x 
( ) ( )TTTT yxyxXyxyxX ,,,,,, 200100 < if 21 TT xx < . That is, if any Tix increases then the 
x index ( )TT yxyxX ,,, 00  must increase.  
 
T19 Monotonicity in base x 
( ) ( )TTTT yxyxXyxyxX ,,,,,, 002001 > if 0201 xx < . That is, if any 0ix increases then the 
x index ( )TT yxyxX ,,, 00  must decrease.  
 
T20 Monotonicity in current y 
The implicit y index ( )TT yxyxY ,,, 00  must increase if any Tiy increases. 
 
T21 Monotonicity in base y 
The implicit y index ( )TT yxyxY ,,, 00  must decrease if any 0iy increases. 
 
Other tests: Additivity, (aggregative) properties 
The purpose of these tests is to make sure that the overall-index can be compiled from 
sub-indices or be decomposed into sub-indices without difficulties, and that 
aggregation and deflation yields reasonable results. 
 
T22 Factor reversal test 
It ought to permit interchanging x and y without giving inconsistent results – i.e. the 
two results multiplied together should give the true value ratio. That is 
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. For analysts in the area of 
energy analysis, this test is strongly important because it actually deals with the 
residual term issue. 
 
T23 Circular test or transitivity test or chain test 
The idea is that in intertemporal comparisons the separate year-to-year index numbers 
can be joined together by successive multiplications like the links of a chain. That is, 
the index between the base situation and the observed situation is equal to the product 
of the index between the base situation and any intermediate situation and of the index 
between that intermediate situation and the observed situation:
 
( ) ( ) ( )220022111100 ,,,,,,,,, TTTTTTTT yxyxXyxyxXyxyxX =⋅ . 
 
T24 Withdrawal and entry test 
This states that the x index should be unaffected by the withdrawal or entry of another 
entity whose x relative equals the original index. 
 
Table 5-2  Axiomatic approach: grouping of tests 
Group 1 Basic tests 
T1 Positivity 
T2 Continuity 
T3 Determinateness test 
T4 Identity or Constant x test 
T5 Fixed basket test or Constant y test 
Chapter 5  Criteria to compare index decomposition methods 
 72 
Group 2 Homogeneity tests 
T6 Proportionality in current x 
T7 Inverse proportionality in base period x 
T8 Invariance to proportional changes in current y 
T9 Invariance to proportional changes in base y 
Group 3 Invariance and symmetry tests 
T10 Commodity reversal test 
T11 Commensurability test 
T12 Time/Country reversal Test 
T13 y reversal test 
T14 x reversal test 
Group 4 Mean value tests 
T15 Mean value test for x 
T16 Mean value test for y 
T17 Paasche and Laspeyres bounding tests 
Group 5 Monotonicity tests 
T18 Monotonicity in current x 
T19 Monotonicity in base x 
T 20 Monotonicity in current y 
T21 Monotonicity in base y 
 Other tests, additivity (aggregative) properties 
T22 Factor reversal test 
T23 Circular test 
T24 Withdrawal and entry test 
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5.2.2 Some considerations concerning the importance of tests 
The tests identity (and more general proportionality), commensurability and 
determinateness are most elementary and fundamental. Attempts to rank others axioms 
have been carried out. One can for example distinguish axioms of three types, namely 
axioms that are: 
 
• expressing some logical prerequisites of measurement in general (some 
properties any reliable measuring rod must have), 
 
• necessary (or at least desirable) with respect to the purposes of analysis 
(regarding for example the intended interpretations related to the fields of 
energy analysis) for which an index is compiled: the axioms of this group refer 
to the correct reflection of the movement of n individual energy intensities by a 
suitable single summary measure, and they strongly appeal to an intuitive 
understanding of what an index intends to measure, 
 
• finally a group of "axioms" is introduced by analogy to relatives, they are 
based on the belief that index numbers should behave as if they were individual 
relatives (scalars instead of vector functions). In a sense they may be called 
invariance axioms, or axioms to ensure consistency of operations with index 
numbers. 
 
This is illustrated by Figure 5.2 
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AXIOMS MOTIVATED BY
Fundamental requirements of 
measurement in general
The use of index numbers in 
energy analysis













Homogeneity of degree 1
Strict mean value property
 
Figure 5-2: Uses of axioms 
There will always be discussion about which test is more or which test is less 
important, and a solution is unlikely to be found. Index statisticians tend to gather 
some tests to design systems of axioms which could be useful tools to better 
understand certain index formulae and to assess their merits.  
 
The most famous of systems of axioms has been developed by Fisher (1922). The 
complete set is comprising eight tests constituting a set known to be neither 
“independent” nor “consistent” (non contradictory): On the one hand the Commodity 
reversal test (T10), the Time reversal test (T12), the Factor reversal test (T22) and the 
circular test (T23), and on the other hand the Proportionality axiom (T6), the 
Determinateness test (T3), the Withdrawal or entry test (T24) and the 
Commensurability axiom (T11) which have been mentioned in the annex. 
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5.2.3 Test performance of indices 
Preliminary tests 
The requirements T3 (determinateness), T4 (identity) and T11 (commensurability) of 
Fisher’s system are fundamental for index functions in general. They all are met by XL 
(Laspeyres), XP (Paasche) and all crossings of these formulae as well. Other basic test 
such as T1 (positivity), T2 (continuity) or T5 (fixed basket test) are all satisfied by the 
indexes studied in this study. Their common objective is to avoid ambiguity. Other 
tests such as proportionality (T6 and T7) or monotonicity (T18, T19, T20 and T21) are 
fulfilled by index numbers linked to Laspeyres approach. However this is not the case 
with index numbers related to the Divisia decomposition approach. 
 
First, regarding monotonicity properties, one can prove that log-change indices in 
general may violate strict monotonicity. Nevertheless as explained in section 5.2.1, this 
property is not of first interest in energy analysis and all other application areas where 
a factor may be given as a percentage change.  
 















 add up unity. 











=  in the equation defining 


















. This is the reason 
why the LMDI 1 method is unable to pass the proportionality test. The LMDI 2 
method on the other hand does fulfill this test. 
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As for the Determinateness test, it states that an x index should not be rendered zero, 
infinite or indeterminate by an individual x becoming zero. The AMDI methods may 
behave badly when the data set contains zero values. Considering energy analysis 
studies, it occurs for instance when an energy source begins or ceases to be used in a 
sector in the study period. In such a case the weights decrease faster than the logarithm 
of the individual index and so an extreme energy intensity decrease for a sector does 
not reduce the composite energy intensity index. The formulae introduced by the log-
mean function have been designed to be free from this zero-value problem. As an 
example, Ang and Liu (2001) proved that LMDI 1 converges when the zero values in 
the data set are replaced by a small positive number, whereas the AMDI does not have 
this convergence property. 
 
Because some tests are straightforwardly fulfilled and others such as the y and the x 
reversal tests T13 and T14 are somewhat controversial and hence can be discounted, 
only some of the above-described tests are worth being thoroughly discussed. 
 
Time reversal test 
The Time reversal test states that when the two situations are interchanged the index 
yields the same value. That is if we reverse the time subscripts of an x index the result 
should be the reciprocal of the original test. For instance, when the index is 2 with 
1990 as a base and 2000 as the observed situation, it should be ½ when the “film runs 
backwards” with 2000 as a base and 1990 as the observed situation. 
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. It can be shown that such an index would fulfill the time 
reversal test if and only if m is a symmetric function, i.e. ( ) ( )abmbam ,, = . It appears 
that neither the Laspeyres index nor the Paasche index satisfy the time reversal test. 
This failure is a severe limitation associated with the use of these indices. 
 
Second of all, we examine geometric and arithmetic means of Laspeyres and Paasche 
indexes. One can easily prove that Fisher and Fisher modified indexes pass the time 
reversal test whereas the Drobisch index does not. 
 
Finally, one can prove that methods linked to the Divisia index as well as MRCI and 
Stuvel methods all pass the time reversal test. Table 5.3 summarized these results. 







Fisher modified Y 
Drobish N 
AMDI Y 
LMDI 1 Y 
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Factor reversal test 




i yxVV . The factor reversal test states 




That is, the factor reversal test ought to permit interchanging x and y without giving 
inconsistent results: the two results multiplied together should give the true value ratio.  
 
Put in other words, this test deals with the residual term issue. Hence, this test is often 
considered as the most important: when an IDM fails this test, it leaves an unexplained 
residual term whose interpretation may turn out to be confusing. When studying an 
index number, we first have to wonder whether the decomposition induces a residual 
term or not. If there is one, it may be interesting to examine its evolution over the time. 
 
Using results of Chapter 4, it is possible to assess each method with respect to the 
residual term. Concerning the methods linked to the Laspeyres index, the basic 
Laspeyres and the Paasche index method induce a residual term which is rather 
important. Decompositions carried out with the Marshall-Edgeworth method through 
an additive approach do not have any residual term if there are only two factors 
whereas the multiplicative approach leaves a residual term in any case. In 
multiplicative decomposition the Fisher index number gives perfect decomposition if 
there are no more than two factors. Otherwise it leads to a residual term which is 
insignificant in our Chapter 4 case studies. On the other hand the Fisher modified IF2 
introduced in Ang et al. (2002) gives perfect decomposition whatever the number of 
factors. In additive decomposition Ang et al. (2003) proved that both methods 
proposed by Sun and by Shapley are identical. These methods have been referred to as 
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the refined Laspeyres index method and have been predefined to give perfect 
decomposition. On the other hand, the Walsh index method and the Drobisch one do 
induce a residual term which is not that important but may not be neglected in some 
cases where data are strongly distinct. 
 
The methods linked to the Divisia approach can be classified into two clusters. On the 
one hand the use of arithmetic mean as a way of discretization does not lead to perfect 
decomposition. On the other hand, the introduction of the log-mean (logarithmic mean) 
function enables LMDI 1 and LMDI 2 methods to pass the factor reversal test. 
Regarding methods that are linked neither to Laspeyres nor to Divisia, both Sutvel and 
MRCI methods lead to perfect decomposition. 










Sun / Shapley Y 
Fisher (2 factors) Y 
Fisher (3 factors and more) N 
Fisher modified Y 
Drobish N 
AMDI N 
LMDI 1 Y 
LMDI 2 Y 
Stuvel Y 
MRCI Y 
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These results are summarized in Table 5.4. However, this table does not provide 
information on either the size or the evolution over the time of the residual term. One 




The fourth test in the text part of Fisher (1922) is the circular test which states that the 
index between the base situation and the observed situation is equal to the product of 
the index between the base situation and any intermediate situation and of the index 
between that intermediate situation and the observed situation. 
 
Fisher did not like this test at all because the only formulae which conform perfectly to 
it are index numbers which have constant weights, i.e. weights which are the same for 
every pair of times or places compared. Persons (1928) proved that no formula can 
satisfy both the factor reversal and the circular test. 
 
More precisely, the first theorem on quantities (Eichhorn and Voeller 1983) runs as 
follows: “every function meeting proportionality and the circular test only depends on 
the prices (or energy intensities if one is interesting in energy analysis) of the base (0) 
and comparison period (T)”. This means of course that it does not depend on the 
quantities (shares of sector in the field of energy analysis). A consequence of this 
theorem is that what is often supposed to be the aim and great advantage of a chain 
index, 
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• to establish a consistent comparison between several adjacent periods, 0-1, 1-2, 
2-3, and so on by successive multiplication of indices 10→I 21→I 32→I  and  
• to enable a continuous adjustment of sector share weights (adjusted to a new 
economy structure) 
can not be achieved, because of contradictory of requirements. 
 
Additive and multiplicative approaches 
In addition to these properties, Ang (2004) pointed out that because decompositions 
can be carried out either additively or multiplicatively, the existence of a direct and 
simple relation between additive decomposition and multiplicative formulae would be 
considered as a good property from a methodological viewpoint. Indeed, it would 
mean that the choice of an approach over another one does not have any fundamental 
impact on the decomposition results. In this case, presenting results under both 
approaches would not require much effort. 
 
As a consequence we can define two supplementary criteria. The first one is related to 
whether a method can be applied additively and multiplicatively while the existence of 
a simple relation between additive and multiplicative formulae is the second one. 
 
Summary of properties 
These properties are summarized in Table 5.5. 
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Laspeyres N N Y Y Y N 
Paasche N N Y Y Y N 
Add Y 
ME (2 factors) 
Mult N 
Y Y Y Y N 
ME N Y Y Y Y N 
Walsh N Y Y Y Y N 
Shapley/Sun Y Y Y Y N N 
F (2 factors) Y Y Y Y N N 
Fisher N Y Y Y N N 
Fisher modified Y Y Y Y N N 
Drobish N N Y Y N N 
AMDI N Y Y N Y N 
LMDI 1 Y Y N Y Y Y 
LMDI 2 Y Y Y Y Y Y 
Stuvel Y Y Y Y Y N 
MRCI Y Y Y Y N N 
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5.3 Application viewpoint 
Have we now discovered the perfect answer? Whatever the mathematical virtues of a 
formula the main considerations determining the choice are practical. 
 
5.3.1 Applicability 
The availability of data may be a crucial factor to choose a method. A lack of regularly 
updated weighting data was a key reason for the widespread use of the direct 
Laspeyres index, for example in many practical implementations of index theory in the 
field of energy analysis. If we consider the energy intensity indicator, the direct 
Laspeyres index requires only the component energy intensity series and base year 
weights. The direct Paasche and AMDI indexes, together with LMDI 1 and LMDI 2 
indexes as well as all pure energy intensity indexes, require the component time-series 
of weights and energy intensities. The Fisher and Drobish indexes require the 
Laspeyres and Paasche indexes as inputs. In the early days of energy analysis, the 
availability of required data was therefore one of the key factors which determined the 
ease of implementation of the decomposition method.  
 
Nowadays however, in many industrialized countries such as Canada, New Zealand, 
EU or the US, agencies have been created whose role is to regularly provide up-to-date 
data. In these countries, the availability of data problem is therefore not as important as 
it used to be. Nevertheless applicability remains a meaningful criterion for two reasons. 
• First there are still many countries where no agency is supposed to collect data.  
• Second, this is a useful property when forecasting is the purpose of the study. 
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5.3.2 Computational ease 
Another aspect related to ease of implementation is computational ease. To a certain 
extent, though, this can be regarded as a subjective concept and once the formulae of 
each method are set up in spreadsheets, none of them are particularly difficult to apply. 
However, if for a reason or another, this is an important criterion for the analyst, then 
he should select either the Laspeyres index methods or the AMDI method.   
 
5.3.3 Transparency 
Nanduri (1996) introduced the concept of transparency, which describes how simple 
the use of a method is. This can be detailed in 3 sub factors: 
• Ease of understanding (conceptually) 
• Ease of interpretation 
• How clear-cut the results presentation is. 
 
Why is transparency such important for a decomposition method? The main reason is 
obviously because policy makers are not used to working with such mathematical tools; 
they would not feel comfortable with a method they do not understand and won’t use it. 
Furthermore, they would need these indexes to explain their decisions to the public. 
Hence, these elements have to be very understandable to be efficient. Ang (2004) 
pointed out that this ease of understanding is closely related to the theoretical 
foundation of the method. For example, methods that fulfill the factor reversal test 
(T22) do not leave any residual term whose interpretation may turn out to be confusing. 
The Laspeyres methods are the least complex. They are also easy to understand, 
primarily because the concept of measuring the change in a variable while holding all 
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others constant at their base year values is very familiar in economic / policy literature. 
It also seems to be what the “general public” would intuitively think of as an index. Its 
simplicity and ease of comprehension also make it easy to interpret. Nevertheless, both 
Laspeyres and Paasche methods do not give perfect decomposition 
 
The AMDI methods are also not very complex. On the other hand, the LMDI 1 and 
LMDI 2 methods are both the most complex, and sometimes, the most difficult to 
understand. This may be because the weights in these cases are not as “arbitrary” since 
both are based on the evolution of the relevant variables over time, and because 
deriving the weights is more complicated mathematically. In compensation of that, 
they do not leave any residual term. Others methods have the same kind of balance: 
their principles are not as straightforward as with Laspeyres, but they give perfect 
decomposition, which makes the results easier to understand.  
 
5.3.4 Adaptability 
In the modeling field, a method with a good level of adaptability can be employed in a 
wide range of decomposition problems. This notion may be assessed through two main 
properties. That is, analysts would prefer decomposition methods that still give 
consistent results even if: 
• the data set contains zero values  
• the data set contains negative values. 
As an example, Chung and Rhee (2001) introduced a new method called MRCI 
arguing that this method can handle negative values in the data set, which is not the 
case of methods using either the logarithmic (LMDI for instance) or the square root 
functions (Walsh). Although this is a desirable property, it may not be of the first 
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interest from an energy analysis viewpoint given that over the last years, very few 
studies wished there was a method handling negative values in the data set. 
 
5.3.5 Ease of formulation 
This last criterion refers to the overall complexity of the formulae which define the 
index number decomposition. That is, even if a decomposition method has a bunch of 
nice properties, it may turn out to be quite useless if the formulae in question are too 
complicated to be considered. The formulae defining the Sun/Shapley index 
decomposition method may be a good example: the more the number of factors, the 
much complex the formulae. As a consequence, methods such as Sun / Shapley or the 





In this chapter, we have performed a review of the studies that have been carried out to 
compare IDMs. It appears that none of them has been comprehensively and thoroughly 
performed. Based on this survey and on some theoretical properties mainly drawn from 
economics, we come up with a pool of criteria. The performances of the different 
decomposition methods with respect to every criterion showed that none of them is 
obviously better than the others and that trade-offs between criteria make the choice 
complicated. To conduct the comparison in a rigorous and well-organized way, we 
therefore need a tool that organizes the criteria and enables all of them to be taken into 
account. 
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Chapter 6 Comparison of decomposition methods: 
an AHP analysis 
 
6.1 Introduction 
Chapter 5 provides a precise view of the studies that have been carried out to compare 
IDMs. They include the comparisons performed in Howarth et al. (1991), Ang and Lee 
(1994), Greening et al. (1997), Eichhammer and Schlomann (1997), Ang and Zhang 
(2000), Farla and Blok (2000), Chung and Rhee (2001), Zhang and Ang (2001) and 
Ang (2004). In the previous chapter, we have explained the major drawbacks 
frequently come across and addressed one of them. Once a set of criteria is established, 
there is a need for an objective tool to synthesize all the results and opinions into a 
global conclusion. 
 
Usually, for each considered method, the author pronounces a bunch of judgments 
related to the criteria and then draws a conclusion without any further explanation. At 
best, a simple comparison is conducted, which attributes a mark (either + or 0 or -) at 
each method with respect to every criterion. This is for example the case in 
Eichhammer and Schlomann (1998). However, given that no specific tool has been 
used to compile all these judgments according to the relative importance of each 
criterion, the obtained results are not satisfying. We propose the use of AHP to handle 
this issue.  
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6.2 Presentation of Analytical Hierarchy Process 
In order to reduce their uncertainty when making a decision, decision makers (DM) 
tend to collect as much information as possible from a variety of sources: technical 
experts (e.g. engineers or scientists), theoretical models and so on. Throughout this 
study, these sources are referred to as experts while the information they provide is 
called expert opinions. As previously introduced, in many areas there is a need for a 
tool to handle the information collected. 
 
The AHP introduced by Saaty (1980) is a technique for converting subjective 
assessments of relative importance into a set of weights. When physical or statistical 
measures are unavailable, AHP is therefore a mean to develop measures in physical or 
social environments. Three principles are applied in AHP (Saaty 1980): 
 
• problems are decomposed by identifying those factors that are important, 
• comparative judgments are made on the decomposed elements of the problem, 





Given the key properties that are specific to AHP, it appears that this method shall be 
useful for our problem. These features are the followings: 
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• Simplicity 
The process is easy to understand, which make it easy to use and explain to others. 
This is a key feature since these results are to be presented to and then used by policy 
makers who are not supposed to be experts in this kind of tools. The principle is to 
break down a complex decision into small parts. The process is carried out from the 
goal to attributes down to the alternatives, which is a fair representation of the way 
people actually think. 
 
• Multi attributes  
AHP is a method which is able to handle multiple attributes into the weighting process: 
that means that the weights of the experts’ opinions are allocated on the basis of 
multiple criteria decision making (MCDM) method. In so doing, AHP not only 
supports decision makers by enabling them to structure complex problems for analysis 
and exercise judgment, but it also allows them to incorporate both qualitative and 
quantitative factors in the decision process (Olson 1996). Comparing IDMs induces a 
lot of criteria which are from both types: given that AHP deals with tradeoffs between 
multiple objectives from different sorts, this is a key element which influences a lot the 
choice of AHP for this comparative study. Furthermore, AHP enables the criteria 
framework to be highlighted. This has to be pointed out because whether the 
application area of the method changes, the relative weights of each criterion may 
differ as well. In this case, a well structured framework would help a lot to adapt the 
different weights to the new situation.   
 
• Independence  
This property refers to the independence of the weighting method. That is, weighting 
experts’ opinions is based on these opinions given regarding one specific problem, and 
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should be independent of the experts’ overall expertise, past assessment completion 
and honesty. Put another way AHP enables decision makers to derive ratio scale 
priorities or weights from a set of judgments as opposed to arbitrarily assigning them. 
 
• Availability of data 
Since the decision maker carries out simple pairwise comparisons judgments which are 
then used to develop overall weights for ranking the alternatives, this weighting 
method does not require data that are difficult to obtain.  
  
• Measure of consistency 
Saaty pointed out that once the matrix is obtained, the computation of a vector of 
priorities from this matrix requires too much computation to be efficient. Hence, he 
proposed four different approximation methods to estimate the principal eigenvector. 
Saaty defined a consistency index and a consistency ratio which allow a crude estimate 
of consistency. Once the weights are calculated, the analyst would use the consistency 
measurement to know whether the method is accurate or not. 
 
6.2.2 Procedure 
The AHP can be characterized as a 7 step process which is briefly described below. A 
detailed description of this procedure is commonly available in the literature (Saaty 
1980). 
 
• Problem definition and research. Determining the factors that influence the 
overall goal is the aim of this first step. 
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• Eliminate infeasible alternatives. Alternatives that are straightforwardly not 
suitable should be rejected. 
• Structure a decision model in the form of a hierarchy to include goal, objectives 
(and sub objectives) and alternatives. Elements of a decision problem are 
placed in levels depending on the control and influence they exert on the level 
below. Usually, the narrower and more concrete the properties, the lower down 
is the level to which they belong. On the other hand, the less concrete, less 
controllable, more uncertain and risky are the properties, the higher up is the 
level to which they belong. 
• Evaluate the factors in the model by making pairwise relative comparisons at 
each level of the hierarchy with respect to another element higher up the 
hierarchy. Saaty recommended a 9-point scale which is subsequently described 
in Table 6.1. 
• Compute the local weights of the elements at each level with respect to another 
element higher up the hierarchy. Usually, the eigen value method (see below) is 
used. 
• Use hierarchical structure to combine the weights to obtain the global weights 
for the alternatives. That is, the weights are combined from the lowest level by 
multiplying local weights by the weight of their corresponding criterion in the 
level above. Then the results are added for each element in a level according to 
the criteria it affects. Finally the composite (or global weights) of the elements 
are presented. 
• Check the model and repeat any part as required. 
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6.2.3 Limitations 
As above discussed, performing an AHP study to compare IDMs with special 
consideration paid to energy analysis appears to be effective. However, there might be 
some restraints especially if the problem hierarchy contains a lot of criteria. In such a 
case, a large number of judgments have to be made and this may induce some 
limitations to the method. 
 
First, performing a huge number of pairwise comparisons could become tedious and 
time consuming. Another major problem with AHP is that the user should remain 
coherent by establishing the relations of dominance throughout all the necessary 
pairwise comparisons. For example, if A is preferred to B with a note of 6 on 9 and, B 
to C with a note of 4 on 9, does it mean that A have to be preferred to C with a note of 
4x6=24 on 9x9=81?. Finally AHP faces the same problem as almost all others decision 
making tools: given that the raw material on which the analysis is based is experts’ 
opinion, there might be some debate on how pertinent and justified these opinions are.  
 
 
6.3 Comparing decomposition methods 
Considering the above-mentioned properties of AHP, we decide to use AHP to 
compare index decomposition methods. 
 
6.3.1 Hierarchy development 
An AHP model for our comparative analysis of decomposition methods is constructed, 
which is shown in Figure 6.1.  




















































































Figure 6-1  AHP model for ranking decomposition methods 
 
At the highest level of the hierarchy we specify the overall goal of the study, which is 
obviously the identification of the preferred index decomposition method. As 
discussed in Chapter 5, several studies have already dealt with the comparison of index 
decomposition methods. From these studies, two main families of criteria can be 
pointed out to assess the desirability of a method: on the one hand the theoretical 
foundation of this method and on the other hand its ease of application. These 
objectives constitute the second level of the hierarchy and have been already discussed 
in a Chapter 5.  
 
As shown throughout Chapter 5, both the “theoretical foundation” criterion and the 
“application viewpoint” criterion are affected by some sub-criteria. These are listed at 
level 3 of the hierarchy. Concerning the sub-criteria related to the theoretical 
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foundation of the method, only a few of the 24 above-mentioned tests are used 
throughout this study. Indeed, some of these tests have been defined to avoid 
ambiguity and are a necessary condition to the existence of any index. This is therefore 
welcomed that these are all satisfied by the indexes studied in this thesis. Thus, their 
presence in this study would have been useless. Moreover, some tests have not been 
taken into account because their utility is not straightforward and still subject to 
controversial debate. This is for example the case of the circular test. We finally come 
up with five sub-criteria which seem to be able to provide a fair assessment of the 
theoretical foundation of a method: factor and time reversal tests, proportionality, 
usability of both additive and multiplicative approaches and existence of a simple 
relation between the additive version and the multiplicative one. 
 
As far as the “application viewpoint” criterion is concerned, the comparison shall be 
carried out with respect to the five sub-criteria that have been already discussed in 
Section 5.3: applicability, ease of computation, transparency, adaptability and ease of 
formulation. 
 
The alternative IDMs are finally enumerated at level 4 of the hierarchy. Twelve 
methods are concerned, namely the ones from Laspeyres, Paasche, Marshall-
Edgeworth, Walsh, Sun/Shapley, Ficher, Fisher modified, Drobish, AMDI, LMDI 1, 
LMDI 2, and MRCI. The Stuvel method is not part of the study given that it is only 
available for two factors. 
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6.3.2 Subjective pairwise comparisons 
Following the AHP methodology, series of pairwise comparisons are made at each 
level of the hierarchy with respect to another element higher up the hierarchy. The 
weights used in this study are whenever possible, based on the objective characteristics 
of the methods. These “experts” are usually theoretical models or computer-based 
models. Otherwise we provide our best judgments based on our experiences in using 
these methods and on the comments of analysts in the fields of energy analysis. 
Previous comparative studies are therefore highly valuable information given that they 
provide more subjective opinions. These studies include the ones by Howarth et al. 
(1991), Ang and Lee (1994), Greening et al. (1997), Eichhammer and Schlomann 
(1998), Ang and Zhang (2000), Farla and Blok (2000), Chung and Rhee (2001), Zhang 
and Ang (2001) and Ang (2004). 
 
Analysts can use any suitable scale for pairwise comparisons. Saaty recommended a 9-
point scale whose validity is supported by some empirical studies. Table 6.1 details it: 
verbal judgments range from equal to extreme. Corresponding to them are numerical 
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Table 6-1  The 9-point scale recommended by Saaty (1980) 
Intensity of 
importance Definition       Explanation 
1 Equal importance of 
both elements 
Two elements contribute equally to the objective 
3 Weak importance of 
one over another 
Experience and judgment slightly favor one 
element over another 
5 Essential or strong 
importance 
Experience and judgment strongly favor one 
element over another 
7 Very strong importance An element is strongly favored and its dominance 
demonstrated in practice. 
9 Extreme importance The evidence favoring one element over another is 
of the highest possible order of affirmation 
2,4,6,8 Intermediate values 
between 2 adjacent 
scale values 
When compromise is needed 
 
Some think it is best to start at the top of the hierarchy, and work down. It might not 
matter, but we will do that. At the top of the hierarchy, we have to compare how well 
each criterion (level 2) does on the overall goal (level 1). Since our AHP model only 
has two criteria, performing pairwise comparisons is not necessary. For instance 70% 
of the overall goal weight might be on the theoretical foundation, and 30% on the 
application viewpoint, but it shall depend on the application area for example. 
 
Table 6.2 gives the pairwise comparison matrix for the 5 sub-criteria in level 3 with 
respect to the “theoretical foundations” criterion. The pairwise comparisons are meant 
to state how many times the row factor is more preferable than the column factor. It 
has to be pointed out that these results may depend on the application area of the study: 
depending on the background and objectives of the study, the results may be different. 
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This is especially the case for the “application viewpoint” criterion. As an example, a 
cross country analysis or a study performed in a developing country may have to 
handle large variations within the data set. The adaptability of the method would 
therefore be crucial. Another example may concern the “ease of formulation” criterion 
which may become much more central whether the study deals with more than two 
factors. Every table considered throughout this AHP analysis gives pairwise 
comparisons made from an energy analysis viewpoint. 
 












Factor reversal 1 5 9 7 7 
Time reversal  1 5 3 3 
Proportionality   1 1/3 1/3 
Ad & mult usability    1 1 
Add-Mult relation     1 
 
 
6.3.3 Calculation of implied weights 
Once these pairwise comparisons are carried out, the next step is the computation of a 
vector of priorities from the given matrix. There is no one correct way to calculate 
relative scores or weights. Saaty (1980) proved that the eigenvector of the matrix when 
normalized provides a robust estimator. He proposed four methods to approximate it.  
 
• Method 1 
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Sum the elements in each row and normalize by dividing each sum by the total of all 
the sums, thus the result now add up to unity. The first entry of the resulting vector is 
the weight of the first factor, the second of the second factor and so on. 
 
• Method 2 
Take the sum of the elements in each column and form the reciprocals of these sums. 
Then normalize so that these numbers add up to unity 
 
• Method 3 
Normalize each column then add the elements in each resulting row and divide this 
sum by the number of elements in this row. This is a process of averaging over the 
normalized columns. 
 
• Method 4 
Multiply the n elements in each row and take the nth root. Normalize the resulting 
numbers. 
 
Saaty (1980) also proposed a method to get a crude estimate of consistency. He 
introduced a number maxλ (called the maximum or principal eigenvalue). The closer 
maxλ is to n, the more consistent is the result. Deviation from consistency may be 







. The consistency ratio (C.R.) is 
derived from the consistency index and takes the order of the matrix into account. 
According to Saaty a C.R. of 0.10 or less is considered acceptable. 
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Table 6.3 summarizes the weights obtained with the four methods, while Table 6.4 
gives the related consistency measures. 
Table 6-3  Factor weights obtained with each method 
 Method 1 Method 2 Method 3 Method 4 
Factor reversal 0.536 0.638 0.584 0.592 
Time reversal 0.225 0.148 0.199 0.197 
Proportionality 0.037 0.049 0.040 0.038 
Add & Mult usability 0.101 0.083 0.089 0.086 
Add-Mult relation 0.101 0.083 0.089 0.086 
 
Table 6-4  Consistency measures for 4 methods 
 Method 1 Method 2 Method 3 Method 4 
maxλ
 
5.243 5.326 5.178 5.176 
C.I. 0.061 0.082 0.045 0.044 
C.R. 0.054 0.073 0.040 0.039 
Given these first results, method 4 should be the best way to approximate the priority 
vector. This is therefore the method we shall use throughout this study.  
 
The comparison results indicate that the criterion “pass the factor reversal test” has the 
highest weight which is more than 59%. The “pass the time reversal test” criterion is 
also an important factor which counts for almost 20% of the theoretical criterion. The 
“usability of both additive and multiplicative formulae” and the existence of a simple 
relation between the additive version and the multiplicative one appear less important 
and count for around 9% of the objective weight each. Concerning the 
“proportionality” criterion whose weight is no more than 4%, it is by far the less 
important. Figure 6.2 shows a graphical plot of these weights as a bar chart. 
























Figure 6-2  Theoretical foundations: Local weights of 5 sub criteria 
We can now go through a similar process to deal with the sub-criteria which are related 
to the “application viewpoint” criterion. Table 6.5 summarizes these results. The 
normalized weights for the sub-criteria are given is the last column. The consistency is 
estimated by the consistency ratio C.R. 












Applicability 1 1/3 1/7 1 1/7 0.047 
Comput. ease  1 1/5 3 1/7 0.098 
Transparency   1 5 1/3 0.290 
Adaptability    1 1/7 0.051 
Formulation ease     1 0.514 
     C.R. 0.061 
 
Figure 6.3 illustrates these results.  


















Figure 6-3  Application viewpoint: Local weights of 5 sub criteria 
 
As already mentioned, the pairwise comparisons have been carried out from an energy 
analysis viewpoint. More specifically, we consider the case of an industrialised country 
such as Canada. This explain why the applicability sub-criterion is not that important. 
 
The following step of the AHP is to determine the pairwise comparisons of every IDM 
with respect to factor reversal test, time reversal, proportionality, monotonicity, 
additive – multiplicative relation, applicability, ease of computation, transparency, 
adaptability and ease of formulation respectively. These comparisons do not depend on 
the application area of the study because they reflect the intrinsic properties of each 
method. The results are given by Tables 6.6 to 6.15:  
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Laspeyres 1 1 1/7 1/7 1/9 1/9 1/9 1/7 1/5 1/9 1/9 1/9 0.011 
Paasche  1 1/7 1/7 1/9 1/9 1/9 1/7 1/5 1/9 1/9 1/9 0.011 
ME   1 1 1/3 1/3 1/3 1 3 1/3 1/3 1/3 0.053 
Walsh    1 1/3 1/3 1/3 1 3 1/3 1/3 1/3 0.053 
S / S     1 1 1 3 5 1 1 1 0.132 
Fisher      1 1/3 3 5 1 1 1 0.120 
Fisher mod       1 3 5 1 1 1 0.144 
Drobish        1 3 1/3 1/3 1/3 0.053 
AMDI         1 1/5 1/5 1/5 0.027 
LMDI 1          1 1 1 0.132 
LMDI 2           1 1 0.132 
MRCI            1 0.132 
            C.R 0.025 
 

























































































Laspeyres 1 1 1/9 1/9 1/9 1/9 1/9 1 1/9 1/9 1/9 1/9 0.012 
Paasche  1 1/9 1/9 1/9 1/9 1/9 1 1/9 1/9 1/9 1/9 0.012 
ME   1 1 1 1 1 9 1 1 1 1 0.107 
Walsh    1 1 1 1 9 1 1 1 1 0.107 
S / S     1 1 1 9 1 1 1 1 0.107 
Fisher      1 1 9 1 1 1 1 0.107 
Fisher mod       1 1 1 1 1 1 0.107 
Drobish        1 1/9 1/9 1/9 1/9 0.012 
AMDI         1 1 1 1 0.107 
LMDI 1          1 1 1 0.107 
LMDI 2           1 1 0.107 
MRCI            1 0.107 
            C.R 0.000 
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Laspeyres 1 1 1 1 1 1 1 1 1 5 1 1 0.089 
Paasche  1 1 1 1 1 1 1 1 5 1 1 0.089 
ME   1 1 1 1 1 1 1 5 1 1 0.089 
Walsh    1 1 1 1 1 1 5 1 1 0.089 
S / S     1 1 1 1 1 5 1 1 0.089 
Fisher      1 1 1 1 5 1 1 0.089 
Fisher mod       1 1 1 5 1 1 0.089 
Drobish        1 1 5 1 1 0.089 
AMDI         1 5 1 1 0.089 
LMDI 1          1 1/5 1/5 0. 018 
LMDI 2           1 1 0.089 
MRCI            1 0.089 
            C.R 0.000 
 

























































































Laspeyres 1 1 1 1 9 9 9 1 1 1 1 9 0.118 
Paasche  1 1 1 9 9 9 1 1 1 1 9 0. 118 
ME   1 1 9 9 9 1 1 1 1 9 0. 118 
Walsh    1 9 9 9 1 1 1 1 9 0. 118 
S / S     1 1 1 1/9 1/9 1/9 1/9 1 0.013 
Fisher      1 1 1/9 1/9 1/9 1/9 1 0. 013 
Fisher mod       1 1/9 1/9 1/9 1/9 1 0. 013 
Drobish        1 1 1 1 9 0. 118 
AMDI         1 1 1 9 0. 118 
LMDI 1          1 1 9 0. 118 
LMDI 2           1 9 0. 118 
MRCI            1 0. 013 
            C.R 0.000 
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Laspeyres 1 1 1 1 1 1 1 1 1/5 1/7 1/7 1 0.035 
Paasche  1 1 1 1 1 1 1 1/5 1/7 1/7 1 0.035 
ME   1 1 1 1 1 1 1/5 1/7 1/7 1 0.035 
Walsh    1 1 1 1 1 1/5 1/7 1/7 1 0.035 
S / S     1 1 1 1 1/5 1/7 1/7 1 0.035 
Fisher      1 1 1 1/5 1/7 1/7 1 0.035 
Fisher mod       1 1 1/5 1/7 1/7 1 0.035 
Drobish        1 1/5 1/7 1/7 1 0.035 
AMDI         1 1/3 1/3 5 0.155 
LMDI 1          1 1 7 0.263 
LMDI 2           1 7 0.263 
MRCI            1 0.035 
            C.R 0.004 
 

























































































Laspeyres 1 3 3 3 3 3 3 3 3 3 3 3 0.214 
Paasche  1 1 1 1 1 1 1 1 1 1 1 0.071 
ME   1 1 1 1 1 1 1 1 1 1 0.071 
Walsh    1 1 1 1 1 1 1 1 1 0.071 
S / S     1  1 1 1 1 1 1 0.071 
Fisher      1 1 1 1 1 1 1 0.071 
Fisher mod       1 1 1 1 1 1 0.071 
Drobish        1 1 1 1 1 0.071 
AMDI         1 1 1 1 0.071 
LMDI 1          1 1 1 0.071 
LMDI 2           1 1 0.071 
MRCI            1 0.071 
            C.R 0.000 
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Laspeyres 1 1 1 3 3 3 7 3 1 3 5 3 0.154 
Paasche  1 1 3 3 3 7 3 1 3 5 3 0.154 
ME   1 3 3 3 7 3 1 3 5 3 0.154 
Walsh    1 1 1 5 1 1/3 1 3 1 0.057 
S / S     1 1 5 1 1/3 1 3 1 0.057 
Fisher      1 5 1 1/3 1 3 1 0.057 
Fisher mod       1 1/5 1/7 1/5 1/3 1/5 0.014 
Drobish        1 1/3 1 3 1 0.057 
AMDI         1 3 5 3 0.154 
LMDI 1          1 3 1 0.057 
LMDI 2           1 1/3 0.024 
MRCI            1 0.057 
            C.R 0.011 
 

























































































Laspeyres 1 1 1/5 1/5 1/5 1/5 3 1/5 3 1/3 1/3 1/3 0.028 
Paasche  1 1/5 1/5 1/5 1/5 3 1/5 3 1/3 1/3 1/3 0.028 
ME   1 1 3 3 7 1 7 3 3 3 0.170 
Walsh    1 3 3 7 1 7 3 3 3 0.170 
S / S     1 1 7 1/3 7 5 5 5 0.122 
Fisher      1 7 1/3 7 5 5 5 0.122 
Fisher mod       1 1/7 1/3 1/5 1/5 1/5 0.013 
Drobish        1 7 3 3 3 0.170 
AMDI         1 1/3 1/3 1/3 0.018 
LMDI 1          1 1 1 0.052 
LMDI 2           1 1 0.052 
MRCI            1 0.052 
            C.R 0.062 
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Laspeyres 1 1 1 3 1 1 1 1 5 3 3 1 0.108 
Paasche  1 1 3 1 1 1 1 5 3 3 1 0.108 
ME   1 3 1 1 1 1 5 3 3 1 0.108 
Walsh    1 1/3 1/3 1/3 1/3 3 1 1 1/3 0.038 
S / S     1 1 1 1 5 3 3 1 0.108 
Fisher      1 1 1 5 3 3 1 0.108 
Fisher mod       1 1 5 3 3 1 0.108 
Drobish        1 5 3 3 1 0.108 
AMDI         1 1/3 1/3 1/5 0.019 
LMDI 1          1 1 1/3 0.038 
LMDI 2           1 1/3 0.038 
MRCI            1 0.108 
            C.R 0.003 
 

























































































Laspeyres 1 1 1 1 7 1 9 1 1 1 1 1 0.097 
Paasche  1 1 1 7 1 9 1 1 1 1 1 0.097 
ME   1 1 7 1 9 1 1 1 1 1 0.097 
Walsh    1 7 1 9 1 1 1 1 1 0.097 
S / S     1 1/7 5 1/7 1/7 1/7 1/7 1/7 0.016 
Fisher      1 9 1 1 1 1 1 0.097 
Fisher mod       1 1/9 1/9 1/9 1/9 1/9 0.010 
Drobish        1 1 1 1 1 0.097 
AMDI         1 1 1 1 0.097 
LMDI 1          1 1 1 0.097 
LMDI 2           1 1 0.097 
MRCI            1 0.097 
            C.R 0.008 




Table 6.16 provides a summary of the normalized relative weights for the 12 methods 
with respect to all the sub-criteria in level 3.  
Table 6-16  Summary of AHP results 



































































































0.592 0.197 0.038 0.086 0.086 0.047 0.098 0.290 0.051 0.514 
Laspeyres 0.011 0.012 0.089 0.118 0.035 0.214 0.154 0.028 0.108 0.097 
Paasche 0.011 0.012 0.089 0.118 0.035 0.071 0.154 0.028 0.108 0.097 
ME 0.053 0.107 0.089 0.118 0.035 0.071 0.154 0.170 0.108 0.097 
Walsh 0.053 0.107 0.089 0.118 0.035 0.071 0.057 0.170 0.038 0.097 
Sun / Sh. 0.132 0.107 0.089 0.013 0.035 0.071 0.057 0.122 0.108 0.016 
Fisher 0.120 0.107 0.089 0.013 0.035 0.071 0.057 0.122 0.108 0.097 
Fisher mod. 0.154 0.107 0.089 0.013 0.035 0.071 0.014 0.013 0.108 0.010 
Drobish 0.053 0.012 0.089 0.118 0.035 0.071 0.057 0.170 0.108 0.097 
AMDI 0.027 0.107 0.089 0.118 0.155 0.071 0.154 0.018 0.019 0.097 
LMDI 1 0.132 0.107 0.018 0.118 0.263 0.071 0.057 0.052 0.038 0.097 
LMDI 2 0.132 0.107 0.089 0.118 0.263 0.071 0.024 0.052 0.038 0.097 
MRCI 0.132 0.107 0.089 0.013 0.035 0.071 0.057 0.052 0.108 0.097 
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Depending on the requirements of the user, the relative importance of “theoretical 
foundations” and “application viewpoint” criteria may vary.  Figure 6.4 gives the 
overall weight of each method when the importance of the “theoretical foundations” 
criterion ranges from 0% to 100%. In the same time, the weight of the “application 




















































Figure 6-4  Overall weight depending on importance of theoretical criterion 
 
It appears that when the user gives priority to the application viewpoint, methods such 
as Marshall-Edgeworth, Walsh, Fisher and Drobish are the ones to be preferred. On the 
other hand, the most important the “theoretical foundations criterion”, the best ranked 
methods such as LMDI 1, LMDI 2, MRCI or Fisher modified. We can see that 
Laspeyres, Paasche and AMDI are never among the best ranked methods, whatever the 
trade-off between application and theoretical foundations. These considerations 
confirm the fact that usually, methods linked to Laspeyres are easier to understand but 
less robust than methods related to Divisia index number. 
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Table 6.17 details the overall weight of each IDM when the compromise between both 
criteria is around 50%. Within this range, Marshall-Edgeworth, Fisher, LMDI 1, LMDI 
2 and MRCI methods should be preferred over the others. 
Table 6-17  Overall weight of methods 
Theoretical foundation 30% 35% 40% 45% 50% 55% 60% 65% 70%
Application viewpoint 70% 65% 60% 55% 50% 45% 40% 35% 30%
Laspeyres 0.070 0.067 0.064 0.061 0.058 0.055 0.052 0.049 0.045
Paasche 0.065 0.062 0.060 0.057 0.054 0.051 0.048 0.045 0.043
Marshall-Edgeworth 0.107 0.105 0.102 0.099 0.097 0.094 0.091 0.089 0.086
Walsh 0.098 0.096 0.094 0.092 0.090 0.088 0.086 0.084 0.082
Sun / Shapley 0.073 0.076 0.078 0.081 0.083 0.086 0.088 0.091 0.093
Fisher 0.097 0.096 0.096 0.095 0.095 0.094 0.094 0.093 0.092
Fisher mofidied 0.048 0.053 0.058 0.063 0.067 0.072 0.077 0.082 0.087
Drobish 0.095 0.092 0.089 0.086 0.083 0.079 0.076 0.073 0.070
AMDI 0.072 0.071 0.071 0.070 0.070 0.069 0.069 0.068 0.068
LMDI 1 0.094 0.096 0.099 0.102 0.105 0.108 0.111 0.114 0.117
LMDI 2 0.092 0.095 0.099 0.102 0.105 0.108 0.111 0.115 0.118
MRCI 0.088 0.090 0.091 0.093 0.094 0.095 0.097 0.098 0.100
 
 
Figure 6.5 shows a graphical comparison of the overall weight of each method when 






























































Figure 6-5  Overall weights for 12 decomposition methods 
Decomposition methods can therefore be classified within three clusters.  
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• The first one gathers the already mentioned five methods whose marks are the 
highest: Marshall-Edgeworth, Fisher, LMDI 1, LMDI 2 and MRCI. 
• The second one is made of four formulae which lead to intermediate results: 
Drobish, Walsh, AMDI and Sun/Shapley.  
• Finally, three methods should be avoided, which fail at least one of the most 
important sub-criteria: either the factor reversal test (Laspeyres and Paasche) or the 
ease of formulation (Fisher modified). 
This classification of general methods may vary a little depending on the respective 
weights of the objective and of the sub criteria (levels 2 and 3 of figure 6.1). These 
specific weights have been fixed arbitrarily and as explained in section 6.3.2 may 
slightly vary with respect to the application area of a given study. However, the 
weights of the criteria (level 4 of figure 6.1) reflect the intrinsic properties of each 




In this chapter we have presented in which extent AHP can be of great interest to 
compare IDMs. Given the application area of the IDA and the features of the study, 
further analysis can be carried out. Then, results presented in Table 6.16 may vary a 
little and the AHP analysis may lead to results which enable the decision maker to 
make a choice between the five best-rated methods. However, the AHP framework we 
propose does not seem to be the most efficient way to capture the characteristics of the 
study when establishing the relative importance of each sub-criterion. We suggest 
integrating a quality tool as part of the process in order to make the comparison more 
effective from a user point of view. 
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Chapter 7 Comparison of decomposition methods: 
a QFD analysis 
 
7.1 Introduction 
Since method selection can be problem-specific, the characteristics of the situation 
should be captured through the process of comparison. The AHP approach we have 
suggested in Chapter 6 is of great interest to structure this complex choice and to 
assess the performance of the different decomposition methods with respect to each 
sub-criterion. However, this process does not seem to be the most efficient way to 
integrate the characteristics of the study when evaluating the respective weights of the 
sub-criteria. To determine them bearing the specific needs of the users in mind, we 
propose to use QFD as part of the process described in Chapter 6. 
 
First, we describe the procedure and explain in which condition QFD enables the 
expectations of the IDMs users to be taken into account. Then, we give an example 
based on the case studies of chapter 4 and on the literature. This example acts as a 
framework which shows how QFD can be used in addition of AHP to determine which 
is the most suitable IDA method in a given situation. 
 
7.2 Presentation 
Evans and Lindsay (2002) explained that a major problem in the traditional product 
development process is that customers and engineers do not speak the same language. 
We use the example proposed in Shen (2000) to illustrate this: in the case of web pages, 
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customers might express a desire for them being “interesting” and “fast in loading”.  
The translation of these requirements into technical language might be related to “use 
of graphic”, “size of page” and “speed of computer and communication”. A major 
challenge faced by engineers is therefore to understand customers’ language so that 
their requirements are met throughout the design process. 
 
Bearing this in mind, the Japanese developed a new tool called QFD. Sullivan (1986) 
defined QFD as “an overall concept that provides a mean of translating customers’ 
requirements into the appropriate technical requirements for each stage of product 
development and production” before Akao (1990) properly formalized the concept. 
This customer-driven framework was first adopted by companies such as Mitsubishi 
and Toyota in the seventies. Since it proved to incur impressive results, Xerox and 
Ford in turn introduced it in the United States in 1986. By now its benefits are widely 
acknowledged. 
 
7.2.1 House of Quality 
A set of matrices is necessary to carry out the QFD process from customers’ 
requirements to manufacturing operations. The first one shown in Figure 7.1 is the 
“House of Quality” (HOQ) matrix and is the most commonly used. It provides the 
basis for the QFD concept. 
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Voice of the customer
Technical requirements
Relationship between 











Figure 7-1  The House of Quality 
 
According to Evans and Lindsay (2002), building the HOQ consists of 6 basic steps: 
• Identify customer requirements 
• Identify technical requirements 
• Relate the customer requirements to the technical requirements 
• Conduct an evaluation of competing products or services 
• Evaluate technical requirements and develop targets 
• Determine which technical requirements to deploy 
 
We use the example given in Shen (2000) to explain how the HOQ is built: Figure 7.2 
gives a simple HOQ for “web page”. It correlates identified customers needs called the 
“Whats” with technical attributes called the “Hows”.  
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Figure 7-2  A simple house of quality for "web page" adapted from Shen (2000) 
 
The relationship matrix indicates in which extent each “How” affects each “What”. For 
example, technical attribute “speed of computer and communication” may have a 
strong influence on customer attribute “fast in loading”. The lack of a strong 
relationship between a customer requirement and any technical attribute indicates that 
the customer needs either are not addressed or that the final design will face some 
difficulties to meet them. Correspondingly, if a technical attribute does not influence 
any customer requirement, it may be redundant or some important customer need may 
be missed. 
 
The trade-offs between any pair of technical attributes are captured in the “roof” of the 
HOQ. Put another way, these relationships answer the question “How does a change in 
a technical attribute impact the others?” For instance, increasing the “use of graphic” 
will induce bigger “size of page”. 
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7.2.2 Benefits and limitations of QFD 
Since its first uses by Japanese companies, QFD has been adopted by many companies 
worldwide in a wide range of sectors: Du Pont, Ford, General Motor, IBM, AT&T, 
Motorola and Procter & Gamble are some of them. How does QFD benefit companies? 
 
QFD’s strength lies in the fact that it lays bare an organizations’ processes and how 
these processes interact to create customer satisfaction and profit (Raynor 1994). That 
is, QFD’s benefits for the company are both internal and external: 
• Within a company, the use of QFD improves communication and teamwork 
between all divisions in the production design, such as between marketing and 
design or design and manufacturing. It also reduces the time for new product 
development. 
• Regarding the interaction between the company and its customers, QFD 
organizes and makes clear the relationship between customer requirements and 
technical specifications of the product or service. In so doing, it enables the product 
or service to meet the customer needs and therefore to delight him. It also 
highlights the causes of customer dissatisfaction. 
 
On the other hand, the tedium that teams may feel is one of the major drawbacks of 
QFD. Katz (2003) notices that many teams still report that they find the process 
unbearably time-consuming, even though there are now dozens of good facilitators 
who are finding more efficient ways to facilitate teams through the process in less time 
and with less of a sense of "wandering in the desert."  
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As far as the comparison of decomposition methods is concerned, what are the benefits 
the use of QFD can induce, as compared with an AHP analysis? The QFD tool can be 
implemented within a company for a product as well as for a service. However, the 
situation in which we shall use QFD is different from the above-described general case, 
given that it is not applied within a firm. So, the intra-company benefits as well as the 
drawback mentioned are not relevant any more. 
 
Assessing a decomposition method with respect to a criterion does not require a 
precise understanding of customers needs. Nevertheless, this becomes crucial for the 
evaluation of the respective weights of the criteria (level 3 of fig 6.1). Thus, the main 
advantage in introducing this quality tool is that the expectations of the IDMs users 
shall be taken into account in a more efficient way. 
 
This section therefore aims at integrating QFD as part of the AHP process to determine 
the relative weights of the different criteria. We shall next generate the HOQ, explain 
the methodology and formulate some comments over the constraints and difficulties 
that were encountered. 
 
 
7.3 House of Quality 
As there is no formal comparative study of decomposition methods in the literature, no 
“weight” or other quantitative value is available to asses the relative importance of the 
customers requirements. Some data are missing and it is therefore not possible to 
formally establish a definitive Voice of Customer with relative weight for each of the 
customers’ requirements. The purpose of this section is to expose an application of the 
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procedure previously described. This constitutes a framework which uses QFD as a 
tool to choose the most suitable method in a given situation.  
 
The first steps in the QFD scheme are to determine the “Hows” and “Whats”. From the 
particular environment that a decomposition methods comparison represents, specific 
issues and considerations have to be addressed with regard to the definition of the 
“customer” and the “service”. We consider a decision-maker (DM) who asks an 
engineer to decompose some aggregate indicator. 
 
7.3.1 Customer requirements 
We establish a list of customer requirements which is based on previous comparative 
studies. These references include the research papers by Howarth et al. (1991), Ang 
and Lee (1994), Greening et al. (1997), Eichhammer and Schlomann (1998), Ang and 
Zhang (2000), Farla and Blok (2000), Chung and Rhee (2001), Zhang and Ang (2001) 
and Ang (2004). It appears that two types of customer can be distinguished: the 
decision maker who wants to use the results of the IDA and the engineer who realizes 
the decomposition. Their demands may be various. We shall classify them through a 










Figure 7-3  Classification of customer requirements 
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These requirements are formulated as follows: 
• Method 
- Is easy to implement (engineer viewpoint) 
- Is easily understandable:how it is derived, how it works (DM viewpoint) 
- Can be easily re-used within another issue or for another purpose (DM 
viewpoint) 
• Results 
- Are accurate (engineer viewpoint) 
- Are easily understandable: how they are derived from the method (DM 
viewpoint) 
- Provide the DM with the necessary information (DM viewpoint) 
 
This list is based on the literature and is not definitive. Depending on the 
characteristics of the IDA and its context, some particular needs may be formulated by 
either the DM or the engineer in charge of the project. The Voice of Customer must be 
comprehensive and integrate the whole set of customers requirements within the HOQ 
(Evans and Lindsay, 2002). In the process of determining which IDM is the most 
suitable, the first stage should therefore consist in specifying the requirements of both 
the DM and the engineer. 
 
Once the list of expectations is confirmed, each requirement has to be rated on a scale 
[1,3]. The input of the users is of great interest. An example of prioritization based on 
the case studies of Chapter 4 and on the literature (Eichhammer and Schlomann 1998, 
Ang 2004) is given by Table 7.1. These weights are given as examples and may vary 
depending on the needs the users may express in the stage 1 of the process. 
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Table 7-1  Customer Requirements and their respective weight 
Customer Requirements Prioritization 
coefficient 
Method is easy to implement (engineer viewpoint) 3 
Method is easily understandable: how it is derived and how it 
works (DM viewpoint) 
2 
Method can be easily re-used within another issue or for 
another purpose (DM viewpoint) 
1 
Results are accurate (engineer viewpoint) 3 
Results are easily understandable: how they are derived from 
the method (DM viewpoint) 
2 




7.3.2 Technical attributes 
The technical attributes are the characteristics that describe the customers as expressed 
in the language of the engineer. Essentially, they are the “Hows” by which the product 
will respond to the “Whats”. In this QFD analysis, the product in question is the 
decomposition method. We have discussed in Chapter 5 the criteria that describe the 
behavior and the characteristics of a method. They express the features of the method 
in the engineer language and hence match what is called “technical attributes” as 
introduced in the QFD methodology. Section 6.2.1 justifies how the definitive set of 
criteria is constituted. As a reminder, the technical attributes of a decomposition 
method we come up with are given as follows: 
- Factor reversal test 
- Time reversal test  
- Proportionality 
- Additive – multiplicative usability 
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- Simple relation between additive & multiplicative formulae 
- Applicability 
- Ease of computation 
- Transparency 
- Adaptability 
- Ease of formulation 
 
The roof of the HOQ shows the interrelationship between any pair of technical 
requirements. Ang (2004) pointed out that the “transparency” criterion is closely 
related to the theoretical foundation of the method, and especially to the size of the 
residual term, if any. This leads to a strong relationship between criteria “Factor 
reversal test” and “Transparency”. Another relationship should be taken into account 
given that the usability of both additive and multiplicative approaches is a compulsory 
preliminary before one envisages a “simple relation between additive and 
multiplicative formulae” may exist. The roof of the house should also translate the fact 
that the ease of computation is closely related to the ease of formulation. 
 
7.3.3 Relationship between customer and technical requirements 
Customer requirements are listed down the left column while technical attributes are 
written across the top. In the matrix itself is indicated the degree of relationship. The 
purpose of the relationship matrix is to show whether the technical requirements 
adequately address the customer requirements. This assessment is based on the 
experience drawn from case studies of Chapter 4 and on the comparative studies that 
have been previously published. It may be influenced by the characteristics and the 
environment in which the decomposition is required.  
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7.4 Results presentation 
As already explained, these results are drawn from the example based on the case 
studies of chapter 4 and on the literature. In a specific situation, the results may vary 
and integrate the characteristics of the context. 
 
7.4.1 Relative importance of each technical requirement 
Figures 7.4 gives the HOQ as described in the previous section. It provides normalized 
weight for each of the technical requirement. It turns out that the five technical 













How: Method thechnical attributes
Method - is easy to implement (engineer viewpoint) 1 9 3
- is easily understandable: How it is
    derived and How it works (DM viewpoint)
- can be easily reused within another 
     issue or for another purpose 1
Results - are easily understandable: How they are 
      derived from the method (DM viewpoint)
- provide the DM with the necessary
       information (DM viewpoint)
- are accurate (engineer viewpoint) 9 3 3 3 3
Technical importance 72 15 9 3 9 3 3 36 3 51












































































































Figure 7-4  House of Quality for a decomposition method 
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Figure 7.5 gives the set of results obtained by QFD and by AHP in the medium case in 
which the “theoretical foundation” criterion and the “application viewpoint” criterion 
are of the same importance. The results are fairly in line with the conclusion of 
Chapter 6 where AHP is the only tool employed. The major differences concern the 
factor reversal and the transparency requirements, whose importances are stronger than 
within the AHP analysis. The factor reversal test weight rises for instance from 30% to 
35 % of the overall technical requirements when the customers needs are taken into 
account through the use of QFD. Among the other technical attributes, “ease of 
formulation” and “transparency” are the two most important with respective weights of 
25% and 18%. The impact of the last eight sub-criteria is between 1% and 7% of the 










































































Weights as computed with QFD
Weights as computed with AHP
(equal importance of theoretical
and application viewpoint)
 
Figure 7-5  Relative importance of criteria as computed with QFD or AHP 
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7.4.2 Impact on the choice of a decomposition method 
We propose a combination  of AHP and QFD to come up with the most efficient tool 
to help in determining which IDM is the most suitable in a given situation.  
Table 7-2  Summary of results obtained by the combination of both AHP and QFD 



































































































0.353 0.074 0.044 0.015 0.044 0.015 0.015 0.176 0.015 0.250 
Laspeyres 0.011 0.012 0.089 0.118 0.035 0.214 0.154 0.028 0.108 0.097 
Paasche 0.011 0.012 0.089 0.118 0.035 0.071 0.154 0.028 0.108 0.097 
ME 0.053 0.107 0.089 0.118 0.035 0.071 0.154 0.170 0.108 0.097 
Walsh 0.053 0.107 0.089 0.118 0.035 0.071 0.057 0.170 0.038 0.097 
Sun / Sh. 0.132 0.107 0.089 0.013 0.035 0.071 0.057 0.122 0.108 0.016 
Fisher 0.120 0.107 0.089 0.013 0.035 0.071 0.057 0.122 0.108 0.097 
Fisher mod. 0.154 0.107 0.089 0.013 0.035 0.071 0.014 0.013 0.108 0.010 
Drobish 0.053 0.012 0.089 0.118 0.035 0.071 0.057 0.170 0.108 0.097 
AMDI 0.027 0.107 0.089 0.118 0.155 0.071 0.154 0.018 0.019 0.097 
LMDI 1 0.132 0.107 0.018 0.118 0.263 0.071 0.057 0.052 0.038 0.097 
LMDI 2 0.132 0.107 0.089 0.118 0.263 0.071 0.024 0.052 0.038 0.097 
MRCI 0.132 0.107 0.089 0.013 0.035 0.071 0.057 0.052 0.108 0.097 
 
First, QFD provides weights for the set of technical requirements bearing the customer 
needs in mind. Once the customers’ requirements are taken into account to assess the 
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respective importance of all the sub-criteria, we shall use AHP, which is adequate to 
assess the performance of each decomposition method with respect to a specific sub-
criterion. Table 7.2 summarizes the results obtained with the combination of both tools. 
The lowest part of the table is directly drawn from Table 6.16 while Figure 7.4 gives 
the QFD input. 
 
Table 7.3 details the overall weight obtained by each decomposition method. The left 
hand side of the table gives the results drawn from AHP when the compromise 
between “theoretical foundations” and “application viewpoint” criteria is round 50%. 
These data are directly derived from Table 6.17. The right hand side of Table 7.3 gives 
the conclusion of the comparative study when both AHP and QFD are employed.  
Table 7-3  Overall weight of methods 
Results obtained with: QFD and AHP
Theoretical foundation 30% 35% 40% 45% 50% 55% 60% 65% 70%
Application viewpoint 70% 65% 60% 55% 50% 45% 40% 35% 30%
Laspeyres 0.070 0.067 0.064 0.061 0.058 0.055 0.052 0.049 0.045 0.049
Paasche 0.065 0.062 0.060 0.057 0.054 0.051 0.048 0.045 0.043 0.046
Marshall-Edgeworth 0.107 0.105 0.102 0.099 0.097 0.094 0.091 0.089 0.086 0.094
Walsh 0.098 0.096 0.094 0.092 0.090 0.088 0.086 0.084 0.082 0.091
Sun / Shapley 0.073 0.076 0.078 0.081 0.083 0.086 0.088 0.091 0.093 0.090
Fisher 0.097 0.096 0.096 0.095 0.095 0.094 0.094 0.093 0.092 0.099
Fisher mofidied 0.048 0.053 0.058 0.063 0.067 0.072 0.077 0.082 0.087 0.073
Drobish 0.095 0.092 0.089 0.086 0.083 0.079 0.076 0.073 0.070 0.085
AMDI 0.072 0.071 0.071 0.070 0.070 0.069 0.069 0.068 0.068 0.061
LMDI 1 0.094 0.096 0.099 0.102 0.105 0.108 0.111 0.114 0.117 0.105
LMDI 2 0.092 0.095 0.099 0.102 0.105 0.108 0.111 0.115 0.118 0.108
MRCI 0.088 0.090 0.091 0.093 0.094 0.095 0.097 0.098 0.100 0.098
AHP only
 
Figure 7.6 is a graphic comparison of the results expressed in Table 7.3. The medium 
compromise is adopted to draw it. That means both criteria are meant having the same 
importance. It appears that the final rankings of methods are fairly equivalent. This is 
not surprising given that the QFD analysis is based on customers’ needs that are 
reasonable but not drawn from real decision-makers. When the framework we propose 
is used within a real situation, the specification of precise customers’ requirements 
shall enable the QFD analysis to lead to situation-specific results and therefore to the 
most suitable decomposition method. 





















































Only AHP is employed (Medium
compromise)
Both QFD and AHP are employed
 
Figure 7-6  Differences induced by the use of QFD 
 
7.5 Conclusion 
We shall finally go over the particular constraints and difficulties encountered. Given 
the particular type of “product” a QFD analysis is about, the major issue is in 
determining the Voice of Customer. Since some data are missing, we came up with a 
set of requirements that are reasonable. We also provided a matrix (see Figure 7.3) that 
shall help the users in establishing a comprehensive list of their requirements. 
Evaluating the relationship between technical and customers requirements also 
depends on the characteristics of the situation in which the IDA is to be done. The 
relationship matrix of the HOQ should therefore be amended by the users. Further 
research would be needed to better understand the Voice of Customer in the field of 
IDA. A survey of energy agencies should for instance provide us with some useful 
information about their precise needs and expectations. 
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Chapter 8 Conclusion 
 
8.1 Summary of research 
This research aimed to examine the different methodologies available for decomposing 
aggregate indicators and to provide a tool to help in determining which is the most 
suitable IDM for a given situation. This aim was accomplished through a four-step 
process. 
 
We began our research by carrying out a review on index decomposition 
methodologies. Various procedures have been developed for IDA. These procedures 
are all operational, and they have proved to be of value. We developed and explained 
the choices that have to be made before performing an IDA: it can be performed using 
different indicators, decomposition approaches, decomposition methods or time 
treatments. A scheme of investigation was drawn as a tree of alternatives to structure 
the comparison of methodologies and to act as a guideline for the study. Among the 
possible alternatives, specifying the decomposition method to be used needed further 
analysis. We therefore selected and examined thirteen methods available and classified 
them within three clusters: those related to the Laspeyres index, those linked to the 
Divisia index, and the others. A summary of formulae used in additive and 
multiplicative approaches concluded this review. 
 
Secondly, the results of two test-case scenarios, which tested the impact of using 
different indicators, decomposition methods, decomposition approaches, time 
treatments lead to several conclusions. It appears that results across the different 
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methods and approaches were numerically fairly similar. This suggests that apart from 
a few of them, it does not matter which decomposition methodology / approach is used 
in an IDA. However, the evaluation of the different decomposition methods and 
approaches is not only a matter of numbers and should be conducted against specific 
policy criteria.  
 
Thirdly, we addressed this issue and reviewed the previous comparative studies that 
have been conducted in the energy and environmental fields. The advancements made 
in economics on the occasion of works on CPI and PPI provided us with a valuable 
expertise for the theory standpoint. We eventually came up with two clusters of criteria. 
The first one is related to the theoretical foundations of the method and includes the 
size of the residual term (factor reversal test), the time reversal test, the proportionality 
property, the usability of both additive and multiplicative approaches and the existence 
of a direct and simple relation between both approaches. The second one deals with the 
application viewpoint and refers to applicability, computational ease, transparency, 
adaptability and ease of formulation. The performances of the different IDMs with 
respect to every criterion showed that none of them is obviously better than the others 
and that trade-offs between criteria make the choice complicated. 
 
We finally developed a framework deal with these trade-offs when comparing IDMs. 
First, we proposed AHP a multi attribute weighting method as a means for determining 
the weights. The AHP has been applied in a wide variety of practical settings for 
solving complex decision problems since its introduction in 1980. The procedure is 
easy to understand and breaks down a complex decision into small parts. The AHP 
model we constructed reflects the criteria framework and enables us to carry out the 
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comparison with a large number of alternatives. The combined results show that five 
of the IDMs have the highest marks and are fairly equivalent: Marshall-Edgeworth, 
Fisher, LMDI 1, LMDI 2 and MRCI. The methods known as Drobish, Walsh, AMDI 
and Sun/Shapley lead to intermediate results: Finally, three methods should be avoided, 
which fail at least one of the most important sub-criteria: either the factor reversal test 
(Laspeyres and Paasche) or the ease of formulation (Fisher modified). 
 
Bearing in mind the fact that this comparison aims to be used by IDA users, we wanted 
it to be a practical tool and to meet the users’ needs. That is, since method selection 
can be problem-specific, the characteristics of the situation should be captured through 
the process of comparison. We therefore improved the classical AHP procedure by 
integrating the QFD tool within the process: the purpose was to consider the Voice of 
Customer when evaluating the relative importance of the criteria. The framework we 
developed includes a matrix that makes the collection of the customers’ requirements 
easier. As an example of use, we built a HOQ based on six customers’ requirements 
and ten technical attributes which actually match the criteria previously discussed. 
Given that the customers’ needs are reasonable but not drawn from real decision-
makers, the final rankings of methods obtained with the introduction of QFD are fairly 
equivalent with the ones given by AHP: the LMDI 1 method is recommended, since its 
theoretical foundations are strong, it is easy to use and there is a simple relation 
between additive and multiplicative formulae. When the framework we proposed is 
used within a real situation, the specification of precise customers’ requirements shall 
enable the QFD analysis to lead to situation-specific results and therefore to the most 
suitable decomposition method. 
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8.2 Possible future research 
In view of the findings of this dissertation, several potential research avenues can be 
proposed. We developed an approach which aims at determining which IDM should be 
preferred in a given situation. With regards to the relative importance of the different 
criteria, we proposed the use of QFD to integrate the users’ needs and built a HOQ. 
Once this framework is done, further research would be needed to better understand 
the Voice of Customer in the field of IDA as well as the relationship between technical 
and customers’ requirements. A survey of energy agencies should for instance provide 
some useful information about their precise needs and expectations. 
 
Second, most of the published studies are concerned with ex post analysis. However, 
as mentioned in section 5.3 IDM can also be applied to forecast the future. This 
application should be of great interest for decision makers and researchers. Once the 
underlying drivers of changes are detected, scenarios can be elaborated for forecasting 
purpose. It would be good to develop forecasting techniques in the IDA field and 
analyze the consequences it induces on the selection of the most suitable method. 
 
Lastly, as no method is perfect, further research is needed to improve them from a 
theoretical as well as from application viewpoint. For instance, new Divisia-related 
index decomposition methods can be found whose weight functions have more 
desirable properties than the ones used in LMDI 1 and LMDI 2. The needs of the users 
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Metal Mining 
  Gold 
  Nickel – Copper – Zinc 
  Silver – Lead – Zinc 
  Uranium 
  Iron 
  Other Metals 
Non Metal Mining 
  Asbestos 
  Peat 
  Gypsum 
  Potash 
  Salt 
  Other non-metal 
Food Industry 
  Meat and poultry Products 
  Fruit & Vegetable 
  Dairy Products 
  Bakery Products 
  Other Food Industries 
Beverage Industry 
  Soft drink 




Leather and Allied Products 




  Sawmill, Planing and Shingles 
  Other wood industries 
Furniture and Fixture Industry 
Pulp, Paper and Allied Products 
  Pulp 
  Newsprint 
  Paperboard 
  Building Board 
  Other Paper Prod 
Printing, Publishing and Allied 
Industries 
Primary metal Industry 
  Iron and Steel 
  Primary Production of Aluminum 
  Other non-ferrous smelting & refining 
Fabricated Metal Products (excl 
machinery) 
Machinery Industries (excl electric 
machinery) 
Transportation Equipment  
Motor Vehicle Industry 
Motor Vehicle Parts & Accessories 
Electrical and Electronic Products  
Non-metallic mineral products 
  Cement Industry 
  Glass & Glass Products Industries 
  Lime Industry 
Refined petroleum & Coal products 
Chemical & chemical products 
  Organic Chemical 
  Inorganic Chemical 
  Agricultural Fertilizers 
  Plastic & Synthetic Resin Industry 
Other manufacturing Industry 
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Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 101,434     95,212       86,234       80,885       84,113       90,405       92,076       91,695       85,895          74,280            79,080            
Coal 1,329         1,196         1,211         227            2                350            33              10              2                   -                -                
Coke 11,269       9,711         8,702         9,535         10,435       11,278       12,359       13,320       12,317          11,578            12,305            
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 6,518         5,081         4,643         4,123         4,275         4,207         4,535         4,291         3,904            3,485              3,407              
Electricity 47,151       44,604       40,849       38,674       38,537       41,499       40,298       40,271       37,275          33,895            36,356            
Middle Dist. 16,495       16,283       13,481       11,686       11,727       13,343       16,221       15,393       13,495          10,736            11,465            
Heavy Fuel Oil 15,185       15,194       14,416       13,839       15,570       15,964       14,187       14,379       15,584          11,224            11,893            
Liq. Pet. Gases 3,216         3,005         2,716         2,675         2,930         3,190         3,959         3,472         2,819            2,932              3,581              
Steam 271            138            216            125            636            573            485            559            495               427                 70                   
Confidential (estimated) 0 0 0 0 0 -           -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 8,018         7,910         7,728         7,114         6,841         7,394         7,660         7,427         7,269            6,638              6,791              
GDP Output 4,255         4,420         4,350         4,012         3,816         4,128         4,305         4,172         4,065            3,741              3,792              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 40,140       39,991       37,100       37,523       43,472       43,348       41,980       44,097       41,811          43,620            39,736            
Coal -           -           -           -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 24,278       25,234       23,181       23,860       29,107       28,614       27,968       29,818       28,684          29,687            26,528            
Electricity 8,789         7,599         7,698         7,568         8,284         8,506         8,397         8,527         7,825            8,053              7,508              
Middle Dist. 4,071         4,096         3,787         3,626         3,723         3,467         3,397         3,189         3,373            4,129              4,135              
Heavy Fuel Oil 2,390         2,472         1,728         1,861         1,630         1,979         1,742         2,061         1,505            1,294              1,107              
Liq. Pet. Gases 300            289            333            321            333            329            322            278            229               238                 264                 
Steam 313            301            373            287            395            454            154            223            198               218                 192                 
Confidential (estimated) 0 0 0 0 0 -           -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 1,518         1,535         1,479         1,471         1,663         1,701         1,755         1,821         1,800            1,905              2,065              
GDP Output 762            782            760            760            862            879            856            910            887               966                 980                 
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 85,608       83,121       75,323       80,375       95,741       87,764       94,533       98,382       91,801          94,112            98,884            
Coal 112            56              9                -           18              -           -           -           -             -                -                
Coke -           -           -           -           -           49              39              5                -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 51,244       48,082       47,778       52,230       64,934       56,491       57,420       60,247       57,028          59,187            57,092            
Electricity 23,983       24,051       19,339       20,416       21,866       23,025       26,594       27,638       25,421          26,375            31,297            
Middle Dist. 1,847         1,737         2,134         1,835         1,676         XX XX XX XX XX
Heavy Fuel Oil 6,565         7,653         4,661         4,263         5,632         4,373         5,351         5,581         5,126            4,637              6,089              
Liq. Pet. Gases 1,857         1,543         1,402         1,631         1,616         XX XX XX XX XX XX
Steam -           -           -           -           -           1,979         1,808         970            959               971                 1,124              
Confidential (estimated) "XX" indicates hidden or confidential values 1,846         3,321         3,941         3,267            2,940              3,279              
Economic Output (1986 $ millions)
Gross Output 36,187       36,183       36,542       36,500       37,867       38,352       39,322       38,991       40,309          40,861            41,707            
GDP Output 9,422         9,643         9,793         9,832         10,173       10,228       10,560       10,434       10,779          10,943            11,216            
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 16,087       13,877       12,080       13,352       13,719       11,777       11,580       12,247       12,772          13,707            13,071            
Coal -           -           -           -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 12,360       10,903       8,966         9,643         9,915         8,697         8,150         8,825         8,994            9,623              9,020              
Electricity 2,691         2,337         2,452         2,669         2,644         2,447         2,444         2,375         2,515            2,534              2,508              
Middle Dist. 340            100            169            770            521            292            413            132            219               256                 288                 
Heavy Fuel Oil 553            390            380            214            566            326            551            888            1,006            1,251              1,210              
Liq. Pet. Gases 142            147            113            55              73              16              20              27              39                 42                   43                   
Steam -           -           -           -           -           -           -           -           -             -                -                
Confidential (estimated) "XX" indicates hidden or confidential values -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 5,184         4,944         5,324         5,523         5,592         5,611         5,506         5,668         5,919            6,121              6,211              
GDP Output 2,362         2,130         2,359         2,456         2,498         2,505         2,454         2,515         2,621            2,699              2,741              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 1,289         -           1,226         1,166         1,255         1,030         1,244         1,175         1,100            1,086              1,051              
Coal -           -           -           -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 814            -           727            669            717            578            649            667            578               565                 552                 
Electricity 465            -           487            489            525            436            571            498            508               504                 472                 
Middle Dist. 4                -           4                2                5                12              10              6                4                   5                     19                   
Heavy Fuel Oil -           -           -           -           -           -           -           -           1                   1                     1                     
Liq. Pet. Gases 6                -           7                7                8                4                14              5                9                   10                   6                     
Steam -           -           -           -           -           -           -           -           -             -                -                
Confidential (estimated) "XX" indicates hidden or confidential values -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 1,481         1,455         1,393         1,407         1,618         1,501         1,479         1,447         1,491            1,430              1,388              










Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 9,115         8,815         9,195         9,137         8,168         9,478         11,489       10,823       11,602          12,097            12,316            
Coal -           -           -           -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 3,797         3,859         4,046         3,999         4,102         4,385         5,738         5,399         5,726            5,952              5,974              
Electricity 2,968         2,980         3,047         2,986         3,105         3,530         3,891         3,799         4,133            4,516              4,651              
Middle Dist. 44              47              58              90              537            -           132            35              19                 5                     48                   
Heavy Fuel Oil 2,175         1,849         1,937         1,960         297            1,507         1,672         1,552         1,696            1,592              1,614              
Liq. Pet. Gases 131            80              108            102            127            57              55              38              29                 30                   27                   
Steam -           -           -           -           -           -           -           -           -             -                -                
Confidential (estimated) "XX" indicates hidden or confidential values -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 2,667         2,451         2,822         3,262         3,522         3,598         3,563         3,757         4,023            4,320              4,745              
GDP Output 1,058         951            1,187         1,373         1,482         1,514         1,499         1,599         1,700            1,818              1,997              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 12,019       11,234       12,764       13,612       15,224       14,312       15,913       16,823       18,171          16,377            17,688            
Coal 16              -           -           -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 5,518         4,801         4,970         5,359         6,241         5,088         5,460         6,077         6,630            5,977              6,439              
Electricity 6,064         6,033         7,362         7,904         8,441         8,219         9,763         10,335       11,145          10,206            11,105            
Middle Dist. 147            133            167            174            169            XX XX XX XX XX XX
Heavy Fuel Oil 139            104            94              24              81              XX XX XX XX XX XX
Liq. Pet. Gases 136            164            171            150            291            XX XX XX XX XX XX
Steam -           -           -           -           -           -           -           -           -             -                XX
Confidential (estimated) "XX" indicates hidden or confidential values 1,004         690            411            397               194                 144                 
Economic Output (1986 $ millions)
Gross Output 5,287         5,035         5,263         5,672         6,273         6,244         6,801         7,306         7,655            8,710              8,788              
GDP Output 1,871         1,778         1,849         1,993         2,204         2,194         2,390         2,567         2,690            3,060              3,088              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 1,238         1,123         1,186         1,336         1,394         1,023         1,159         1,238         1,236            1,204              1,167              
Coal -           -           -           -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 683            639            629            718            759            575            588            706            700               718                 732                 
Electricity 458            427            503            552            558            441            562            523            530               477                 410                 
Middle Dist. 80              44              38              36              29              XX XX XX XX XX XX
Heavy Fuel Oil -           3                2                7                16              XX XX XX XX XX XX
Liq. Pet. Gases 17              10              14              24              32              XX XX XX XX XX XX
Steam -           -           -           -           -           -           -           -           -             -                -                
Confidential (estimated) "XX" indicates hidden or confidential values 7                9                9                6                   9                     24                   
Economic Output (1986 $ millions)
Gross Output 1,030         836            800            836            862            850            752            753            689               618                 506                 
GDP Output 399            315            308            315            330            325            287            285            261               235                 192                 
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 14,293       15,546       15,693       14,766       22,934       19,335       13,829       14,765       13,842          14,535            14,429            
Coal -           -           -           -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 9,175         10,551       10,383       9,738         17,178       12,369       6,537         6,750         5,819            6,229              6,823              
Electricity 4,026         4,135         4,671         4,328         4,807         5,058         5,131         5,255         5,193            5,581              5,223              
Middle Dist. 202            200            135            211            227            XX 20              15              24                 19                   28                   
Heavy Fuel Oil 802            576            379            334            549            362            559            541            708               706                 467                 
Liq. Pet. Gases 88              85              125            155            173            XX 13              78              64                 85                   32                   
Steam -           -           -           -           -           1,537         1,569         2,127         2,035            1,912              1,854              
Confidential (estimated) "XX" indicates hidden or confidential values 9                -           -           -             -                
Economic Output (1986 $ millions)
Gross Output 2,620         2,511         2,523         2,596         2,884         2,835         2,959         3,227         3,243            3,215              3,181              
GDP Output 975            941            938            952            1,055         1,039         1,083         1,182         1,197            1,184              1,177              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 6,742         8,671         8,527         8,898         9,303         9,969         9,999         9,577         8,567            8,558              9,389              
Coal -           -           -           -           3                -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 4,322         5,678         5,606         5,724         6,079         6,425         6,530         6,041         4,740            4,987              5,850              
Electricity 1,794         2,169         2,370         2,479         2,395         2,651         2,745         2,782         3,188            3,005              3,092              
Middle Dist. 67              66              65              56              64              98              XX XX XX XX XX
Heavy Fuel Oil 414            572            320            470            510            354            446            515            412               270                 352                 
Liq. Pet. Gases 145            185            167            168            251            60              63              64              65                 87                   73                   
Steam -           -           -           -           -           -           38              38              49                 11                   -                
Confidential (estimated) "XX" indicates hidden or confidential values 381            177            136            114               196                 20                   
Economic Output (1986 $ millions)
Gross Output 3,112         2,758         2,589         2,656         2,891         2,962         2,847         3,101         3,136            3,173              3,174              
GDP Output 1,016         923            860            882            953            983            948            1,042         1,055            1,057              1,050              
Rubber Products Industry
Plastic Products Industry







Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 5,156         4,790         5,523         5,434         5,641         5,629         5,090         5,344         5,615            5,218              5,732              
Coal -           -           -           3                -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 2,664         2,194         2,515         2,410         2,664         2,848         2,651         2,611         2,734            2,373              2,823              
Electricity 2,103         2,250         2,672         2,713         2,690         2,601         2,287         2,569         2,751            2,724              2,763              
Middle Dist. 120            104            93              101            92              XX XX XX XX XX XX
Heavy Fuel Oil 191            160            179            120            116            74              XX XX XX XX XX
Liq. Pet. Gases 78              82              64              86              79              XX 10              16              14                 10                   34                   
Steam -           -           -           -           -           -           15              15              23                 28                   25                   
Confidential (estimated) "XX" indicates hidden or confidential values 106            126            132            94                 81                   85                   
Economic Output (1986 $ millions)
Gross Output 6,238         5,571         5,331         5,355         5,469         5,523         5,170         5,576         5,556            5,410              5,459              
GDP Output 2,478         2,245         2,146         2,156         2,201         2,223         2,081         2,245         2,237            2,177              2,199              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 37,357       34,468       38,229       46,903       57,629       110,808     139,516     130,521     131,907        127,787          140,851          
Coal 26              47              79              -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 16,898       15,045       17,254       22,950       31,021       29,466       30,744       32,838       32,454          31,687            33,273            
Electricity 17,192       16,444       18,276       20,553       22,313       23,689       26,686       27,434       29,655          30,991            32,423            
Middle Dist. 1,037         688            760            842            981            4,433         5,100         XX 7,415            7,167              4,086              
Heavy Fuel Oil 1,410         1,489         855            1,136         1,442         1,536         1,801         1,440         1,248            1,161              1,561              
Liq. Pet. Gases 793            755            1,004         1,422         1,872         XX 1,825         XX 1,587            1,892              1,595              
Steam -           -           -           -           -           -           37              74              58                 98                   251                 
Wood Waste 50,245       73,323       59,573       59,491          54,789            67,659            
Confidential (estimated) "XX" indicates hidden or confidential values 1,438         -           9,161            -                -                
Economic Output (1986 $ millions)
Gross Output 13,974       12,526       13,295       14,112       14,692       14,463       15,143       16,328       16,588          17,949            18,626            
GDP Output 4,898         4,384         4,731         5,016         5,221         5,140         5,377         5,788         5,876            6,358              6,591              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 5,203         4,220         5,520         6,054         6,505         6,843         6,536         6,876         6,261            6,596              7,242              
Coal 15              -           3                -           -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 3,107         2,251         2,947         3,379         3,662         3,204         3,078         3,150         2,926            3,043              3,394              
Electricity 1,779         1,690         2,284         2,373         2,542         2,442         2,518         2,294         2,543            2,687              3,142              
Middle Dist. 84              85              81              64              53              XX XX XX XX XX XX
Heavy Fuel Oil 42              18              19              35              32              XX XX XX XX XX XX
Liq. Pet. Gases 178            176            187            203            217            350            348            XX XX XX XX
Steam -           -           -           -           -           -           -           -           -             -                -                
Confidential (estimated) "XX" indicates hidden or confidential values 847            591            1,433         792               866                 705                 
Economic Output (1986 $ millions)
Gross Output 4,018         3,390         3,321         3,458         3,894         4,245         4,558         5,275         6,263            6,815              7,537              
GDP Output 1,565         1,291         1,289         1,341         1,513         1,652         1,775         2,060         2,447            2,660              2,947              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 753,644     764,345     768,176     768,042     860,165     900,336     851,217     856,159     840,058        899,419          891,116          
Coal 4,093         4,289         2,193         1,930         3,647         1,618         2,191         2,404         2,551            1,948              2,440              
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 123,467     132,632     142,789     149,547     146,409     158,123     153,174     152,650     140,231        146,668          135,308          
Electricity 151,726     148,494     155,772     150,664     182,814     194,701     197,038     199,087     204,059        217,930          221,767          
Middle Dist. 1,354         1,273         1,063         1,058         1,990         3,213         3,209         3,224         2,265            2,409              2,837              
Heavy Fuel Oil 100,537     90,258       68,197       66,113       69,488       64,281       63,213       62,980       58,737          58,188            60,477            
Liq. Pet. Gases 1,465         1,424         2,428         2,897         1,664         1,410         1,318         1,313         1,418            1,402              1,496              
Steam 3,088         3,110         1,394         2,746         4,529         5,584         9,717         10,318       10,327          14,742            15,358            
Wood Waste 98,802       99,922       111,070     115,148     128,930     127,831     123,829     121,318     121,369        126,263          129,980          
Pulping Liquor 269,112     282,943     283,270     277,939     320,694     343,575     297,529     302,864     299,101        329,863          321,448          
Confidential (estimated) "XX" indicates hidden or confidential values -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 20,786       20,169       20,389       21,054       22,041       22,244       22,036       22,156       21,798          23,343            24,048            
GDP Output 7,484         7,167         7,199         7,432         7,776         7,840         7,755         7,794         7,667            8,213              8,456              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 8,593         8,458         10,087       10,572       11,488       11,239       9,034         10,035       11,127          11,655            12,302            
Coal 11              149            15              21              18              -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 4,338         3,942         4,576         5,040         5,690         5,423         4,260         4,846         5,434            5,652              6,096              
Electricity 3,869         4,032         5,167         5,203         5,483         5,725         4,698         5,109         5,632            5,761              6,102              
Middle Dist. 95              122            103            92              95              XX XX XX -             -                -                
Heavy Fuel Oil 43              32              40              25              14              -           -           -           -             -                -                
Liq. Pet. Gases 237            180            186            191            189            XX XX XX 62                 69                   48                   
Steam -           -           -           -           -           -           -           -           -             172                 54                   
Confidential (estimated) "XX" indicates hidden or confidential values 91              75              80              -             -                -                
Economic Output (1986 $ millions)
Gross Output 11,418       10,461       9,955         9,561         9,481         8,970         8,895         9,094         9,137            8,802              9,072              
GDP Output 5,764         5,151         4,804         4,612         4,573         4,326         4,289         4,385         4,405            4,250              4,387              
Wood Industry
Furniture and Fixture Industry
Paper and Allied Products Industry






Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 426,058     466,971     487,357     503,000     478,949     507,753     521,290     527,841     530,743        546,833          524,306          
Coal 13,727       11,397       14,813       11,444       11,191       10,021       11,519       10,340       11,614          11,013            11,343            
Coke 90,045       105,833     108,605     105,028     96,067       102,086     99,950       97,221       99,227          101,764          101,842          
Ck. Oven Gas 31,877       31,300       30,035       27,089       23,404       27,435       30,836       30,866       26,534          26,859            27,120            
Petroleum Ck. 940            751            1,360         1,214         2,690         2,183         2,137         1,617         1,827            1,711              1,763              
Natural Gas 104,838     116,479     123,284     127,372     120,299     130,284     137,936     142,819     136,420        140,792          130,403          
Electricity 167,024     179,546     188,298     208,160     203,935     214,751     217,915     223,373     232,476        242,317          234,055          
Middle Dist. 3,390         3,364         4,081         2,920         3,646         2,751         2,510         2,618         2,450            2,445              2,533              
Heavy Fuel Oil 12,986       17,287       15,795       18,337       16,628       16,742       16,749       15,143       16,196          16,088            11,631            
Liq. Pet. Gases 1,231         1,014         1,087         1,437         1,089         1,007         865            864            916               965                 1,287              
Steam -           -           -           -           -           493            872            2,982         3,091            2,875              2,325              
Confidential (estimated) "XX" indicates hidden or confidential values -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 20,805       20,900       21,455       23,782       23,864       24,313       25,495       26,691       27,116          27,502            28,091            
GDP Output 6,438         6,459         6,659         7,394         7,518         7,616         7,911         8,342         8,431            8,575              8,737              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 27,549       24,978       29,056       31,798       36,459       38,860       40,764       43,547       40,654          35,562            40,338            
Coal 5                9                67              79              88              -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 18,069       16,036       18,137       20,963       24,603       27,661       27,648       28,792       26,179          22,788            24,255            
Electricity 7,802         7,578         9,428         9,516         10,510       10,282       12,025       12,744       12,609          11,857            12,639            
Middle Dist. 305            285            289            245            288            XX XX XX XX XX XX
Heavy Fuel Oil 537            255            212            170            194            -           -           XX XX XX XX
Liq. Pet. Gases 832            816            922            825            777            XX XX XX XX XX XX
Steam -           -           -           -           -           16              13              22              19                 21                   23                   
Confidential (estimated) "XX" indicates hidden or confidential values 901            1,078         1,989         1,847            894                 3,420              
Economic Output (1986 $ millions)
Gross Output 16,169       14,440       13,810       13,942       15,563       15,944       16,268       16,933       17,445          18,508            19,034            
GDP Output 6,482         5,703         5,395         5,456         6,128         6,316         6,467         6,854         7,190            7,514              7,768              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 12,640       11,629       13,637       12,136       12,795       12,707       14,494       15,736       15,200          13,752            13,692            
Coal 7                6                -           9                -           -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 8,262         7,154         7,121         7,553         7,972         7,960         9,237         10,771       9,589            8,441              8,052              
Electricity 3,683         3,559         5,674         3,938         4,244         4,362         4,922         4,645         5,272            5,051              5,183              
Middle Dist. 190            331            299            121            123            XX 146            164            166               140                 146                 
Heavy Fuel Oil 138            219            175            145            19              -           -           -           -             -                -                
Liq. Pet. Gases 360            360            368            371            437            XX 189            156            174               156                 308                 
Steam -           -           -           -           -           -           -           -           -             -                -                
Confidential (estimated) "XX" indicates hidden or confidential values 385            -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 9,352         7,808         7,470         8,439         9,528         10,452       10,416       11,466       11,115          10,296            10,677            
GDP Output 3,621         2,920         2,727         3,080         3,478         3,816         3,804         4,181         4,070            3,789              3,928              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 52,584       50,541       52,150       58,091       60,443       61,245       68,226       67,510       60,548          68,999            72,290            
Coal 1,224         903            638            650            692            745            786            829            688               678                 876                 
Coke 170            199            236            288            288            183            178            156            177               174                 183                 
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 30,301       29,697       31,300       34,935       36,900       34,884       39,279       38,518       34,258          38,811            40,009            
Electricity 17,978       17,293       17,758       19,807       20,304       21,141       22,123       22,644       21,131          25,189            26,049            
Middle Dist. 624            382            396            321            275            XX XX 788            544               399                 528                 
Heavy Fuel Oil 1,277         1,187         928            979            794            1,393         XX 1,197         972               849                 809                 
Liq. Pet. Gases 1,009         881            893            1,112         1,189         1,153         1,999         2,080         1,464            1,454              1,672              
Steam -           -           -           -           -           -           748            1,213         1,236            1,364              2,153              
Wood Waste 167            84              89                 78                   8                     
Confidential (estimated) "XX" indicates hidden or confidential values 1,746         2,944         -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 52,705       48,518       50,634       58,300       63,699       66,660       66,931       72,503       75,572          89,387            90,140            
GDP Output 13,372       12,031       12,277       13,670       15,074       15,832       16,184       17,588       18,406          21,140            21,688            
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 18,326       15,556       18,035       16,853       17,242       15,880       18,168       16,847       16,167          18,569            19,106            
Coal 14              6                -           26              6                -           -           -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 9,980         8,046         8,095         8,564         8,801         7,595         7,957         7,717         7,860            9,328              9,301              
Electricity 7,659         7,034         9,504         7,838         7,924         8,181         9,004         7,754         8,051            9,004              9,479              
Middle Dist. 159            100            84              57              97              XX XX XX XX XX XX
Heavy Fuel Oil 251            140            87              120            146            -           95              67              41                 49                   37                   
Liq. Pet. Gases 264            228            266            248            268            XX XX XX XX XX XX
Steam -           -           -           -           -           -           -           -           -             -                -                
Confidential (estimated) "XX" indicates hidden or confidential values 104            1,112         1,309         215               187                 287                 
Economic Output (1986 $ millions)
Gross Output 22,164       22,497       24,198       24,908       30,950       37,292       36,083       41,928       52,176          62,415            91,794            
GDP Output 8,192         8,003         8,506         8,766         10,793       12,955       12,584       14,231       16,192          19,421            26,124            
Machinery Industry (ex. electric machinery)
Transportation Equipment Industry
Electrical & Electronic Products Industry
Primary Metal Industry




Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 116,990     101,584     105,595     107,538     115,639     121,912     124,729     125,573     127,782        131,849          133,536          
Coal 26,720       22,970       23,567       24,238       25,620       26,491       25,849       29,091       27,747          30,762            33,978            
Coke 574            2,234         159            294            272            872            785            646            528               800                 1,335              
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. 10,838       7,714         9,870         11,655       10,872       12,933       13,496       11,160       12,886          14,431            12,419            
Natural Gas 53,707       47,371       48,858       48,980       53,525       54,509       55,312       57,163       54,771          52,750            53,454            
Electricity 17,399       15,587       16,159       15,531       16,423       17,756       18,387       18,107       17,445          17,168            18,978            
Middle Dist. 939            674            1,024         691            807            1,224         2,910         3,423         3,630            4,044              2,894              
Heavy Fuel Oil 4,376         3,611         3,982         2,968         3,109         3,811         3,727         3,445         4,279            5,274              3,580              
Liq. Pet. Gases 874            693            809            997            569            271            268            435            348               406                 744                 
Steam -           -           -           -           -           138            124            113            125               136                 111                 
Wood Waste 142            103            94              93                 71                   35                   
Waste Fuels 1,563         731            1,168         2,185         4,442         3,764         3,767         1,895         5,932            6,003              6,003              
Confidential (estimated) "XX" indicates hidden or confidential values
Economic Output (1986 $ millions)
Gross Output 6,880         5,881         5,688         5,858         6,042         5,966         6,165         6,733         7,305            7,856              7,879              
GDP Output 2,896         2,412         2,388         2,462         2,542         2,507         2,593         2,839         3,091            3,326              3,332              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 329,244     302,394     311,759     315,153     307,684     311,348     323,318     319,518     324,073        313,060          327,219          
Coal -           -           -           -           -           -           -           1,966         1,501            630                 1,221              
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. 44,611       41,310       45,004       48,706       41,676       47,266       47,786       47,375       51,495          51,828            52,946            
Natural Gas 48,766       47,178       45,308       44,502       42,158       51,014       52,781       48,698       48,642          45,505            51,484            
Electricity 20,377       20,680       21,519       21,558       21,367       17,422       18,496       18,243       18,475          18,577            19,895            
Middle Dist. 382            442            379            664            5,559         5,136         4,879         4,150         3,920            2,002              3,250              
Heavy Fuel Oil 40,884       42,608       38,401       41,832       35,944       40,030       41,525       42,522       41,535          44,054            42,986            
Liq. Pet. Gases 7,053         1,985         3,632         4,594         3,066         5,278         3,440         3,101         3,561            3,461              1,335              
Steam -           -           -           -           -           639            793            974            769               1,062              921                 
Still Gas 167169 148192 157516 153298 157913 144,562     153,619     152,488     154,204        145,937          153,178          
Confidential (estimated) "XX" indicates hidden or confidential values -           -           -             -                -                
Economic Output (1986 $ millions)
Gross Output 16,660       16,168       15,920       16,439       16,769       16,917       17,834       17,716       17,616          18,119            18,353            
GDP Output 2,075         2,046         1,994         2,059         2,100         2,119         2,234         2,219         2,206            2,269              2,298              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 247,761     254,401     242,382     240,931     256,859     285,443     283,173     298,393     307,345        310,538          298,653          
Coal 1,349         1,390         1,346         2,182         1,639         1,793         1,989         -           -             -                -                
Coke -           -           -           -           -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. 397            404            556            475            534            705            716            798            771               782                 751                 
Natural Gas 150,502     157,600     150,581     158,703     176,794     177,369     186,557     198,647     201,080        205,006          196,100          
Electricity 67,264       63,967       69,412       63,654       61,209       72,795       73,168       77,306       82,703          83,544            79,971            
Middle Dist. 625            435            329            397            371            1,157         XX XX 552               344                 756                 
Heavy Fuel Oil 5,784         5,218         2,950         5,397         8,588         4,330         8,139         8,546         9,285            7,448              7,020              
Liq. Pet. Gases 2,881         2,380         1,747         660            699            286            XX XX 962               1,016              900                 
Steam 18,959       23,007       15,461       9,463         7,026         23,204       12,376       11,718       12,001          12,397            13,152            
Confidential (estimated) "XX" indicates hidden or confidential values 3,804         227            1,379         -             -                -                
Economic Output (1986 $ millions)
Gross Output 21,168       19,509       20,203       20,998       22,131       22,788       22,912       24,041       25,207          25,608            26,072            
GDP Output 7,581         6,902         7,213         7,526         7,884         8,092         8,159         8,439         8,913            9,052              9,214              
Consumption in Terajoules 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Total Energy 7,464         6,530         7,396         7,264         7,291         6,870         7,312         7,293         7,103            8,109              8,767              
Coal -           38              23              6                18              -           -           -           -             -                -                
Coke 1,611         1,204         1,209         614            -           -           -           -           -             -                -                
Ck. Oven Gas -           -           -           -           -           -           -           -           -             -                -                
Petroleum Ck. -           -           -           -           -           -           -           -           -             -                -                
Natural Gas 3,481         2,784         3,121         3,527         3,739         3,780         4,286         4,109         3,799            4,563              4,909              
Electricity 2,055         2,257         2,729         2,800         3,209         2,853         2,622         2,871         3,042            3,403              3,719              
Middle Dist. 88              92              77              84              82              31              XX XX XX XX XX
Heavy Fuel Oil 63              39              52              74              64              XX -           -           -             -                -                
Liq. Pet. Gases 166            115            184            157            179            XX XX XX XX XX XX
Steam -           -           -           -           -           -           65              76              71                 67                   61                   
Confidential (estimated) "XX" indicates hidden or confidential values 206            339            236            191               74                   77                   
Economic Output (1986 $ millions)
Gross Output 5,804         5,698         5,480         5,506         6,082         6,278         6,523         6,851         6,880            7,157              7,172              
GDP Output 2,299         2,299         2,263         2,268         2,475         2,552         2,662         2,753         2,837            2,971              2,908              
Other Manufacturing Industry 
Non-Metallic Mineral Prod 
Refined Petroleum and Coal Prod.





Results for the Canadian industry: 
IDA of the Energy Intensity 





D Total 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
1.066 1.000 0.975 0.987 1.021 0.994 0.955 0.953 0.959 0.933
D Intensity 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 1.039 1.002 0.971 1.019 1.047 0.990 0.982 0.982 0.982 0.978
Paasche 1.037 1.001 0.970 1.019 1.046 0.990 0.980 0.982 0.982 0.978
Marshall-E. 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
Walsh 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
Fisher 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
Drobish 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
AMDI 1.024 1.015 0.971 1.019 1.047 0.990 0.981 0.982 0.982 0.978
LMDI1 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
LMDI2 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
Stuvel 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
D Structure 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 1.028 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Paasche 1.026 0.998 1.004 0.969 0.975 1.004 0.973 0.970 0.977 0.954
Marshall-E. 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Walsh 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Fisher 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Drobish 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
AMDI 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
LMDI1 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
LMDI2 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Stuvel 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
D Residual 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 0.999 0.999 0.999 1.000 0.999 1.000 0.999 0.999 1.000 0.999
Paasche 1.001 1.001 1.001 1.000 1.001 1.000 1.001 1.001 1.000 1.001
Marshall-E. 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Walsh 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fisher 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Drobish 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
AMDI 1.014 0.987 1.000 1.000 0.999 1.000 1.000 1.000 1.000 1.000
LMDI1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
LMDI2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Stuvel 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
 





 Itotal 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
1.578 -0.009 -0.630 -0.313 0.513 -0.141 -1.111 -1.127 -0.928 -1.449
 Iintensity 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 0.929 0.043 -0.736 0.463 1.146 -0.250 -0.458 -0.420 -0.413 -0.469
Paasche 0.918 0.014 -0.766 0.451 1.094 -0.240 -0.475 -0.426 -0.409 -0.459
Marshall-E. 0.923 0.028 -0.751 0.457 1.120 -0.245 -0.466 -0.423 -0.411 -0.464
Walsh 0.923 0.028 -0.751 0.457 1.120 -0.245 -0.466 -0.423 -0.411 -0.464
Sun / Shapley 0.923 0.028 -0.751 0.457 1.120 -0.245 -0.466 -0.423 -0.411 -0.464
AMDI 0.588 0.367 -0.750 0.457 1.134 -0.244 -0.467 -0.424 -0.412 -0.464
LMDI1 0.924 0.028 -0.750 0.456 1.118 -0.245 -0.466 -0.423 -0.411 -0.464
LMDI2 0.924 0.028 -0.750 0.456 1.118 -0.245 -0.466 -0.423 -0.411 -0.464
Stuvel 0.923 0.028 -0.751 0.457 1.120 -0.245 -0.466 -0.423 -0.411 -0.464
MRCI 0.923 0.028 -0.751 0.457 1.120 -0.245 -0.466 -0.423 -0.411 -0.464
 Istructure 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 0.660 -0.023 0.136 -0.764 -0.581 0.099 -0.636 -0.701 -0.519 -0.991
Paasche 0.649 -0.052 0.106 -0.776 -0.633 0.109 -0.653 -0.707 -0.515 -0.980
Marshall-E. 0.654 -0.038 0.121 -0.770 -0.607 0.104 -0.645 -0.704 -0.517 -0.985
Walsh 0.654 -0.037 0.121 -0.770 -0.605 0.104 -0.645 -0.704 -0.517 -0.985
Sun / Shapley 0.654 -0.038 0.121 -0.770 -0.607 0.104 -0.645 -0.704 -0.517 -0.985
AMDI 0.655 -0.037 0.121 -0.770 -0.607 0.104 -0.645 -0.704 -0.518 -0.986
LMDI1 0.654 -0.037 0.121 -0.770 -0.605 0.104 -0.645 -0.704 -0.517 -0.986
LMDI2 0.654 -0.037 0.121 -0.770 -0.605 0.104 -0.645 -0.704 -0.517 -0.986
Stuvel 0.654 -0.038 0.121 -0.770 -0.607 0.104 -0.645 -0.704 -0.517 -0.985
MRCI 0.654 -0.038 0.121 -0.770 -0.607 0.104 -0.645 -0.704 -0.517 -0.985
 Iresidual 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres -0.011 -0.029 -0.030 -0.012 -0.052 0.010 -0.017 -0.006 0.005 0.010
Paasche 0.011 0.029 0.030 0.012 0.052 -0.010 0.017 0.006 -0.005 -0.010
Marshall-E. - - - - - - - - - -
Walsh 0.001 -0.001 0.000 -0.000 -0.002 0.000 0.000 0.000 -0.000 -0.000
Sun / Shapley - - - - - - - - - -
AMDI 0.334 -0.339 0.000 -0.000 -0.014 -0.000 0.000 0.001 0.001 0.001
LMDI1 - - - - - - - - - -
LMDI2 - - - - - - - - - -
Stuvel - - - - - - - - - -
MRCI - - - - - - - - - -
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Appendix C2: 
Results for the Canadian industry: 
IDA of the Energy-related GHG emissions  
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Multiplicative Decomposition 
D Total 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
0.994 0.984 1.030 1.017 1.021 1.020 1.008 0.986 1.012 0.988
D Fuel Mix 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 0.997 0.974 1.015 0.961 0.962 1.012 0.999 0.993 0.988 0.986
Paasche 0.997 0.974 1.015 0.961 0.962 1.012 0.999 0.993 0.988 0.986
Marshall-E. 0.997 0.974 1.015 0.961 0.962 1.012 0.999 0.993 0.988 0.986
Walsh 0.997 0.974 1.015 0.961 0.962 1.012 0.999 0.993 0.988 0.986
Fisher 0.997 0.974 1.015 0.961 0.962 1.012 0.999 0.993 0.988 0.986
Fisher modified 0.997 0.974 1.015 0.961 0.962 1.012 0.999 0.993 0.988 0.986
Drobish 0.997 0.974 1.015 0.961 0.962 1.012 0.999 0.993 0.988 0.986
AMDI 0.997 0.973 1.015 0.961 0.962 1.012 0.999 0.994 0.988 0.986
LMDI1 0.997 0.974 1.015 0.961 0.963 1.012 0.999 0.993 0.988 0.986
LMDI2 0.997 0.974 1.015 0.961 0.962 1.012 0.999 0.993 0.988 0.986
D Em coeff 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Paasche 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Marshall-E. 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Walsh 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fisher 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fisher modified 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Drobish 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
AMDI 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
LMDI1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
LMDI2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
D Intensity 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 1.039 1.002 0.971 1.019 1.047 0.990 0.982 0.982 0.982 0.978
Paasche 1.037 1.001 0.970 1.019 1.046 0.990 0.980 0.982 0.982 0.978
Marshall-E. 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
Walsh 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
Fisher 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
Fisher modified 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
Drobish 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
AMDI 1.024 1.015 0.971 1.019 1.047 0.990 0.981 0.982 0.982 0.978
LMDI1 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
LMDI2 1.038 1.001 0.971 1.019 1.046 0.990 0.981 0.982 0.982 0.978
D Structure 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 1.028 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Paasche 1.026 0.998 1.004 0.969 0.975 1.004 0.973 0.970 0.977 0.954
Marshall-E. 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Walsh 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Fisher 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Fisher modified 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
Drobish 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
AMDI 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
LMDI1 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
LMDI2 1.027 0.999 1.005 0.969 0.976 1.004 0.974 0.970 0.977 0.954
D Activity 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
Paasche 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
Marshall-E. 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
Walsh 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
Fisher 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
Fisher modified 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
Drobish 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
AMDI 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
LMDI1 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
LMDI2 0.935 1.011 1.041 1.072 1.040 1.014 1.057 1.042 1.068 1.073
D Residual 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 0.999 0.999 0.999 1.000 0.999 1.000 0.999 0.999 1.000 0.999
Paasche 1.001 1.001 1.001 1.000 1.001 1.000 1.001 1.001 1.000 1.001
Marshall-E. 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Walsh 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fisher 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fisher modified 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Drobish 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
AMDI 1.014 0.987 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
LMDI1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
LMDI2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Additive Decomposition 
 C Total 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
-467,695 -1,123,557 2,135,602 1,246,068 1,588,260 1,528,040 634,050 -1,104,745 908,966 -957,216
 C Fuel Mix 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres -219,129 -1,895,593 1,023,745 -2,822,302 -2,774,571 920,417 -86,322 -522,211 -935,429 -1,079,275
Paasche -218,371 -1,916,577 1,039,655 -2,986,734 -2,944,768 927,736 -87,130 -518,266 -958,249 -1,080,999
Marshall-E. -219,010 -1,906,630 1,032,267 -2,905,517 -2,860,595 924,005 -86,796 -520,531 -947,444 -1,081,323
Walsh -218,555 -1,904,889 1,031,455 -2,900,963 -2,853,610 923,423 -86,716 -520,162 -946,416 -1,079,870
Sun / Shapley -218,923 -1,906,448 1,032,078 -2,905,184 -2,860,287 924,029 -86,772 -520,434 -947,243 -1,080,927
AMDI -225,744 -1,913,539 1,034,917 -2,895,902 -2,858,854 924,492 -93,565 -483,698 -946,771 -1,079,881
LMDI1 -218,738 -1,904,514 1,031,817 -2,899,280 -2,853,714 923,673 -86,563 -520,548 -946,491 -1,079,948
LMDI2 -218,738 -1,904,514 1,031,817 -2,899,280 -2,853,714 923,673 -86,563 -520,548 -946,491 -1,079,948
MRCI -217,955 -1,905,539 1,032,628 -2,903,419 -2,849,341 923,994 -96,917 -520,106 -946,956 -1,068,179
 C Em Coeff 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres - - - - - - - - - -
Paasche - - - - - - - - - -
Marshall-E. - - - - - - - - - -
Walsh - - - - - - - - - -
Sun / Shapley - - - - - - - - - -
AMDI - - - - - - - - - -
LMDI1 - - - - - - - - - -
LMDI2 - - - - - - - - - -
MRCI - - - - - - - - - -
 C Intensity 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 2,805,131 120,638 -2,039,527 1,354,971 3,456,804 -753,140 -1,417,679 -1,373,994 -1,398,257 -1,674,279
Paasche 2,584,317 38,405 -2,241,637 1,358,973 3,301,821 -743,005 -1,551,379 -1,442,146 -1,459,105 -1,732,510
Marshall-E. 2,694,041 79,215 -2,139,108 1,358,174 3,380,589 -748,230 -1,483,828 -1,407,997 -1,429,183 -1,704,360
Walsh 2,689,471 79,167 -2,137,286 1,355,967 3,377,357 -748,126 -1,482,749 -1,406,094 -1,427,801 -1,701,806
Sun / Shapley 2,694,269 79,317 -2,139,600 1,357,774 3,380,163 -748,177 -1,484,062 -1,408,021 -1,429,016 -1,704,038
AMDI 1,673,258 1,017,274 -2,136,730 1,361,032 3,422,361 -745,209 -1,482,726 -1,407,580 -1,428,465 -1,701,674
LMDI1 2,688,842 76,611 -2,136,847 1,356,683 3,373,323 -747,151 -1,482,184 -1,406,061 -1,427,474 -1,701,349
LMDI2 2,688,842 76,611 -2,136,847 1,356,683 3,373,323 -747,151 -1,482,184 -1,406,061 -1,427,474 -1,701,349
MRCI 2,704,963 78,301 -2,137,195 1,359,207 3,371,914 -748,103 -1,451,090 -1,407,460 -1,428,668 -1,597,033
 C Structure 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres 1,992,578 -64,758 376,609 -2,236,581 -1,752,663 298,830 -1,969,937 -2,290,836 -1,756,489 -3,534,898
Paasche 1,827,081 -144,149 310,847 -2,340,899 -1,910,470 336,341 -2,134,217 -2,390,964 -1,837,094 -3,701,623
Marshall-E. 1,909,187 -104,774 344,840 -2,290,042 -1,832,225 317,384 -2,051,385 -2,340,892 -1,797,368 -3,619,701
Walsh 1,904,123 -102,432 343,768 -2,285,316 -1,823,587 316,929 -2,050,401 -2,338,601 -1,796,096 -3,616,844
Sun / Shapley 1,909,401 -104,667 344,469 -2,289,608 -1,832,006 317,451 -2,051,616 -2,340,895 -1,797,176 -3,619,221
AMDI 1,906,892 -104,633 344,301 -2,288,209 -1,830,819 317,926 -2,050,789 -2,340,733 -1,796,591 -3,618,039
LMDI1 1,904,642 -102,655 343,943 -2,286,097 -1,825,962 317,248 -2,050,329 -2,339,132 -1,795,940 -3,617,112
LMDI2 1,904,642 -102,655 343,943 -2,286,097 -1,825,962 317,248 -2,050,329 -2,339,132 -1,795,940 -3,617,112
MRCI 1,901,423 -104,560 342,143 -2,288,603 -1,830,427 317,473 -2,059,088 -2,340,731 -1,796,703 -3,708,205
 C Activity 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres -4,704,106 819,069 2,913,337 5,216,061 2,924,424 1,031,444 4,355,651 3,252,218 5,220,662 5,674,664
Paasche -4,999,768 797,110 2,882,481 4,950,126 2,873,560 1,038,138 4,156,437 3,077,066 4,945,359 5,221,939
Marshall-E. -4,852,695 808,318 2,899,028 5,083,084 2,901,088 1,034,709 4,256,729 3,164,587 5,082,095 5,446,304
Walsh -4,840,783 806,580 2,896,236 5,072,904 2,892,679 1,033,998 4,253,039 3,160,083 5,079,070 5,441,638
Sun / Shapley -4,852,442 808,242 2,898,655 5,083,087 2,900,390 1,034,737 4,256,500 3,164,605 5,082,400 5,446,970
AMDI -4,848,790 808,036 2,897,992 5,080,520 2,898,862 1,034,830 4,254,377 3,163,289 5,080,313 5,442,568
LMDI1 -4,842,442 807,001 2,896,689 5,074,763 2,894,614 1,034,270 4,253,126 3,160,997 5,078,870 5,441,193
LMDI2 -4,842,442 807,001 2,896,689 5,074,763 2,894,614 1,034,270 4,253,126 3,160,997 5,078,870 5,441,193
MRCI -4,856,126 808,241 2,898,027 5,078,883 2,896,114 1,034,675 4,241,146 3,163,553 5,081,293 5,416,202
 C Residual 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000
Laspeyres -342,170 -102,913 -138,562 -266,081 -265,734 30,488 -247,662 -169,922 -221,521 -343,428
Paasche 339,045 101,654 144,257 264,601 268,118 -31,171 250,340 169,566 218,054 335,977
Marshall-E. 781 315 -1,424 370 -596 171 -670 89 867 1,863
Walsh -1,950 -1,982 1,430 3,477 -4,579 1,815 877 30 210 -334
Sun / Shapley - - - - - - - - - -
AMDI 1,026,689 -930,695 -4,878 -11,372 -43,289 -3,999 6,753 -36,024 479 -190
LMDI1 - - - - - - - - - -
LMDI2 - - - - - - - - - -
MRCI - - - - - - - - - -
 
