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Abstract
This thesis addresses problems related to the localization and recognition of urban ob-
jects in multi-source images (optical, infrared, terrain model) of very high precision ac-
quired by air.
Urban objects (lamp posts, poles, car, tree...) have dimensions, shapes, textures and
very variable colors. They can be glued to each other and are small with respect to the size
of an image. They are present in large numbers but can be partially hidden. All this makes
urban objects difficult to identify with current image processing techniques.
First, we compared traditional learning approaches, consisting of two stages - extrac-
ting features through a predefined descriptor and using a classifier - to deep learning ap-
proaches and more precisely Convolutional Neural Networks (CNN). CNNs give better
results but their performances are not sufficient for industrial use. We therefore proposed
two contributions to increase performance.
The first is to efficiently combine data from different sources. We compared a naive
approach that considers all sources as components of a multidimensional image to an
approach that merges information within CNN itself. For this, we have processed the dif-
ferent information in separate branches of the CNN.
For our second contribution, we focused on the problem of incomplete data. Until
then, we considered that we had access to all the sources for each image but we can also
place ourselves in the case where a source is not available or usable. We have proposed
an architecture to take into account all the data, even when a source is missing in one or
more images. We evaluated our architecture and showed that on an enrichment scenario,
it allows to have a gain of more than 2% on the F-measure.
The proposed methods were tested on a public database. They aim to be integrated
into a Berger-Levrault company software in order to enrich geographic databases and
thus facilitate the management of the territory by local authorities.
Résumé
Cette thèse aborde des problèmes liés à la localisation et la reconnaissance d’objets
urbains dans des images multi-sources (optique, infrarouge, Modèle Numérique de Sur-
face) de très haute précision acquises par voie aérienne.
Les objets urbains (lampadaires, poteaux, voitures, arbres. . . ) présentent des dimen-
sions, des formes, des textures et des couleurs très variables. Ils peuvent être collés les
uns aux autres et sont de petite taille par rapport à la dimension d’une image. Ils sont pré-
sents en grand nombre mais peuvent être partiellement occultés. Tout ceci rend les objets
urbains difficilement identifiables par les techniques actuelles de traitement d’images.
Dans un premier temps, nous avons comparé les approches d’apprentissage clas-
siques, composées de deux étapes - extraction de caractéristiques par le biais d’un des-
cripteur prédéfini et utilisation d’un classifieur - aux approches d’apprentissage profond
(Deep Learning), et plus précisément aux réseaux de neurones convolutionnels (CNN).
Les CNN donnent de meilleurs résultats mais leurs performances ne sont pas suffisantes
pour une utilisation industrielle. Nous avons donc proposé deux améliorations.
Notre première contribution consiste à combiner de manière efficace les données pro-
venant de sources différentes. Nous avons comparé une approche naïve qui consiste à
considérer toutes les sources comme des composantes d’une image multidimensionnelle
à une approche qui réalise la fusion des informations au sein même du CNN. Pour cela,
nous avons traité les différentes informations dans des branches séparées du CNN. Nous
avons ainsi montré que lorsque la base d’apprentissage contient peu de données, combi-
ner intelligemment les sources dans une phase de pré-traitement (nous combinons l’op-
tique et l’infrarouge pour créer une image NDVI) avant de les donner au CNN améliore
les performances.
Pour notre seconde contribution, nous nous sommes concentrés sur le problème des
données incomplètes. Jusque-là, nous considérions que nous avions accès à toutes les
sources pour chaque image mais nous pouvons aussi nous placer dans le cas où une
source n’est pas disponible ou utilisable pour une image. Nous avons proposé une ar-
chitecture permettant de prendre en compte toutes les données, même lorsqu’il manque
une source sur une ou plusieurs images. Nous avons évalué notre architecture et montré
que sur un scénario d’enrichissement, cette architecture permet d’obtenir un gain de plus
de 2% sur la F-mesure.
Les méthodes proposées ont été testées sur une base de données publique. Elles ont
pour objectif d’être intégrées dans un logiciel de la société Berger-Levrault afin d’enri-
chir les bases de données géographiques et ainsi faciliter la gestion du territoire par les
collectivités locales.
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CHAPITRE 1. INTRODUCTION
1.1 Présentation du contexte applicatif et positionnement
de la thèse
Les travaux de cette thèse ont été réalisés dans le cadre d’une convention CIFRE entre
la société Berger-Levrault et l’équipe ICAR du Laboratoire d’Informatique, de Robotique
et de Microélectronique de Montpellier (LIRMM).
La société Berger-Levrault 1 est experte du droit des administrations publiques dans
les domaines de la santé, de l’éducation, du social, du sanitaire et de la gestion de terri-
toire. Elle a vu le jour en 1676 et était à l’origine une maison d’édition d’ouvrages. Main-
tenant son activité principale (87% du chiffre d’affaire) est l’édition de logiciel. Dans le
cadre de la gestion du territoire, Berger-Levrault met notamment à la disposition des col-
lectivités locales, une application informatique appelée ATAL 2. Autour d’un tronc com-
mun, une grande diversité de modules métiers est proposée selon le domaine d’activité
concerné : du référencement du patrimoine, aux bâtiments, espaces verts, à la gestion
du parc automobiles et carburants, des fluides. . . Toute la gestion administrative et fi-
nancière est intégrée : interventions, planification, management, état des stocks et des
commandes, transferts en comptabilité... Certains modules métiers nécessitent une base
de données voire un système d’information géographique (SIG) afin de permettre aux
clients de créer des requêtes interactives, d’analyser, d’éditer ou même modifier des in-
formations spatiales.
Le but de cette thèse est la localisation d’objets urbains en utilisant des données aé-
riennes multi-sources telles que des images obtenues par caméra multispectrales ou des
relevés LiDAR (Light Detection And Ranging) permettant d’enrichir les base de données
de l’application ATAL. Les objets urbains (lampadaires, poteaux, voitures, arbres. . .) peuvent
se caractériser comme des objets relativement petits, nombreux, de forme et d’apparence
variable. Un exemple des données utilisées et d’objets urbains est donné en figure 1.1,
avec à gauche le modèle numérique surfacique et à droite l’image multispectrale cor-
respondante. Nous avons encadré différents objets urbains sur l’image multispectrale.
D’autre part, un objet urbain peut être soumis à des occultations partielles mais aussi
à la présence d’ombres, comme nous pouvons le voir dans la figure 1.2. En particulier,
dans le cas des arbres, il est très courant qu’ils soient occultés par d’autres arbres ou bien
partiellement ou entièrement à l’ombre lorsqu’ils sont à proximité d’objets de taille plus
importante tels que des bâtiments ou bien d’autres arbres.
En décembre 2014, une enquête sur la gestion des arbres en ville 3 a montré que le
coût moyen de l’entretien d’un arbre urbain par an est de 24 euros. Ainsi, en 2014, la ville
de Lyon comptait 58 000 arbres, ce qui correspond à un coût d’entretien de plus de 1 390
000 euros. De plus, le fait d’arracher un arbre et d’en replanter un nouveau coûte très cher
1. https://www.berger-levrault.com
2. http://www.aductis.com
3. https://www.plante-et-cite.fr/data/fichiers_ressources/patrimoine_arbore_lyon.
pdf
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FIGURE 1.1 – Images aériennes multi-sources, avec à gauche une image en niveaux de gris du
modèle numérique surfacique, et à droite l’image multispectrale correspondante. Les cadres
dans l’image de droite présentent différents objets urbains : 1) un arbre 2) une bouche d’égout
3) un lampadaire 4) une maison 5) une voiture et 6) une place de parking.
FIGURE 1.2 – Image aérienne : illustration des cas d’occultation et d’ombre d’un arbre avec un
bâtiment et d’un arbre avec un autre arbre.
aux communes, c’est pour cette raison qu’il est nécessaire de planifier des diagnostics
réguliers afin de vérifier l’état de santé des arbres. La planification des diagnostics et des
interventions sur les arbres nécessite de connaître leur localisation, c’est pour cette raison
que nous nous sommes concentrés sur les arbres en milieu urbain.
Dans cette thèse nous nous sommes donc focalisés sur la localisation de l’objet ur-
bain arbre. Des travaux préliminaires en 2011 et 2012 ont été réalisés sur la localisation de
tombes à partir d’images aériennes dans le cadre d’une collaboration entre l’équipe ICAR
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du LIRMM et la société Berger-Levrault. Ils ont permis de tester des méthodes connues
de la littérature à savoir l’approche de Viola et Jones [Viola et Jones, 2001] et l’approche
de Aldavert et al. [Aldavert et al., 2010] et de montrer les difficultés de cette tâche. À la
suite de ce constat, la thèse CIFRE de Jérôme Pasquet dont le sujet était "Modélisation,
détection et classification d’objets urbains à partir d’images photographiques aériennes"
a débutée en 2013. Au cours de cette thèse, Jérôme Pasquet a proposé d’utiliser un réseau
de Séparateurs à Vaste Marge (SVM) permettant d’améliorer les performances sur la dé-
tection d’objets urbains en comparaison aux approches classiques de détection [Pasquet
et al., 2015]. Ce réseau a permis d’améliorer les performances de détection mais avec un
coût calculatoire relativement important. Afin de réduire le coût calculatoire de cette nou-
velle approche, il a proposé d’utiliser un chemin d’activation qui a permis de réduire la
complexité calculatoire sans perdre en efficacité [Pasquet et al., 2015]. Sa dernière contri-
bution a été de combiner son réseau de SVM avec un réseau de neurones convolutifs [Pas-
quet et al., 2016]. La combinaison de ces deux approches, en plus du chemin d’activation,
lui a permis d’avoir un gain d’environ 8% sur les performances tout en réduisant le coût
d’activation de son réseau d’au plus 97%.
Les travaux présentés ici se placent dans la continuité de la thèse de Jérôme Pasquet,
c’est-à-dire sur le problème de localisation d’objets urbains mais en utilisant cette fois
des données provenant de sources multiples (images multispectrales et relevés LiDAR).
L’idée étant d’enrichir notre base d’images optiques avec des données additionnelles qui
peuvent être sous forme d’images ou bien de nuages de points. Dans le cadre de cette
thèse, nous nous sommes concentrés sur le cas d’informations additionnelles sous forme
d’image, notamment en ajoutant des connaissances LiDAR par le biais d’une carte d’élé-
vations issue du Modèle Numérique Surfacique (MNS) ainsi que du proche infrarouge.
Le fait de combiner des données provenant de sources différentes engendre de nouveaux
problèmes. En effet les problèmes de fusion de données et d’évaluation ne sont pas tri-
viaux. Il y a aussi le problème de données incomplètes car dans une application réelle, il
est courant de ne pas avoir accès à toutes les sources. Dans la continuité de la thèse de
Jérôme Pasquet, nous avons choisi d’utiliser dans nos travaux des réseaux de neurones
convolutifs.
Notre thèse se situe donc à l’intersection entre la télédétection et le traitement des
données visuelles. La télédétection ou remote sensing en anglais, désigne un ensemble de
techniques qui permettent d’étudier à distance des objets ou des phénomènes.
1.2 La télédétection
Pour définir la télédétection de manière plus opérationnelle et plus précise, on peut
considérer la télédétection comme un ensemble de techniques qui permettent la mesure
ou l’acquisition d’informations d’un phénomène ou d’un objet par des mesures effec-
tuées à distance, sans contact matériel avec celui-ci. La télédétection englobe l’acquisi-
tion et l’enregistrement de l’information ainsi que l’analyse et le traitement de l’informa-
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tion enregistrée.
Ce type d’étude est réalisée à partir de drones, d’avions, de ballons ou de satellites en
utilisant les propriétés du rayonnement électromagnétique émis, réfléchi ou diffusé par
ce que l’on cherche à étudier (surfaces, objets, végétation. . .). Au début de la télédétec-
tion, le principal capteur utilisé était l’appareil photographique. Les capteurs ont depuis
largement évolué, notamment avec des capteurs comme le radiomètre. Ce type de cap-
teur permet d’enregistrer les rayonnements naturels, la lumière visible mais aussi proche
infrarouge sous forme numérique. L’évolution de ces capteurs a permis de grandement
améliorer la résolution spatiale, c’est-à-dire la finesse des détails des données que l’on en-
registre. Par exemple, avec les satellites SPOT-6 et SPOT-7 lancés respectivement en 2012
et 2014, il est possible d’obtenir des images multispectrales avec une résolution spatiale
de 6 mètres.
Dans notre cas, l’acquisition a été faite à très basse altitude (900 mètres du sol) et nous
travaillons sur une résolution spatiale beaucoup plus petite, puisqu’elle est de 9 cm. De
plus, nous travaillons sur de la recherche d’objets qui ne sont pas étudiés en télédétection
classique. En effet, généralement la télédétection se concentre sur des tâches comme la
la classification de scènes [Liu et al., 2018], le détourage d’objets [Sun et al., 2010] ou bien
la segmentation sémantique [Yang et al., 2017].
1.3 Les outils actuels pour l’analyse des données visuelles
De nos jours, les données visuelles sont devenues omniprésentes dans notre quoti-
dien. En effet, nous avons pu assister ces dernières années à une explosion des infor-
mations telles que les images et les vidéos par le biais des réseaux sociaux. Par exemple,
en février 2017 Google a annoncé que plus d’un milliard d’heures de vidéo sont vision-
nées sur Youtube chaque jour 4. Facebook compte 240 milliards d’images et 350 millions
d’images sont ajoutées par jour 5. Avec cette augmentation brutale des données visuelles,
les problèmes liés à l’analyse des données visuelles et notamment l’apprentissage auto-
matique, sont devenus des problèmes cruciaux. En effet, il est devenu important de pou-
voir automatiser leur analyse afin de déterminer le contenu de ces données. C’est pour
cette raison que de nombreuses entreprises telles que Facebook et Google ont lancé de
nombreux projets de recherche et de développement afin d’aboutir sur des produits et
des services dédiés entre autres à l’analyse d’image.
On peut distinguer trois principaux objectifs :
— la classification,
— la détection / localisation,
— la segmentation.
4. https ://www.blogdumoderateur.com/chiffres-youtube/
5. https ://www.blogdumoderateur.com/chiffres-facebook/
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L’objectif de la classification est de donner la ou les catégories sémantiques du contenu
des images. Lorsque l’on souhaite réaliser une tâche de détection, l’objectif est de donner
la ou les catégories sémantiques des objets contenus dans les images, mais aussi d’être
capable de donner leurs positions dans les images. Enfin, la segmentation consiste à dé-
terminer la catégorie sémantique de chaque pixel lorsqu’il s’agit d’une segmentation sé-
mantique, c’est-à-dire lorsque nous connaissons le nombre et les catégories sémantiques
possibles (sinon le but est de partitionner les images selon un critère d’homogénéité). Les
problèmes de classification, de détection et de segmentation sont des problèmes com-
plexes. De plus, pour une automatisation acceptable, il faut que les méthodes utilisées
soient très efficaces, c’est-à-dire très proches de 100% de réussite.
Le problème de classification est très facile pour un humain, cependant pour une ma-
chine ce problème n’est pas si simple car elle ne "voit" que des nombres (c’est-à-dire les
valeurs des pixels) sans aucune sémantique. Le but est donc de faire correspondre ces
nombres avec une ou plusieurs catégories. Pour faire cela, il faut être capable de com-
prendre la sémantique d’une image en se basant uniquement sur son contenu visuel.
En se basant uniquement sur une représentation bas niveau de l’image, c’est-à-dire les
pixels, il est impossible de déduire une sémantique. Pour pouvoir classifier des images
automatiquement, nous devons extraire des représentations de haut niveau à partir des
images. De plus ces représentations de haut niveau doivent aussi être invariantes aux va-
riations intra-classe tout en restant sensibles aux variations inter-classe.
Jusqu’aux années 2000, la majorité des méthodes d’extraction de représentation de
haut niveau étaient basées sur des caractéristiques qui étaient construites "à la main".
Cette famille de méthodes nécessite un expert du domaine pour concevoir un extracteur
de caractéristiques, aussi appelé descripteur, qui transforme les pixels de l’image brute
en un vecteur de caractéristiques. Par exemple, si le but est de différencier des animaux,
il peut être intéressant d’utiliser des caractéristiques comme les formes, les couleurs et la
texture.
Depuis la victoire de Krizhevsky et al. en 2012 [Krizhevský et al., 2012] à la compétition
ImageNet Large Scale Visual Recognition Challenge (ILSVRC), les réseaux convolution-
nels profonds (CNN), c’est-à-dire les réseaux de neurones composés de plusieurs couches
de convolution, sont devenus l’état de l’art en reconnaissance visuelle. Les CNNs sont de-
puis 2012 largement utilisés, bien que la famille des réseaux de neurones existe depuis le
milieu du XXe siècle.
Le succès des algorithmes d’apprentissage automatique (Machine Learning) basés sur
des réseaux profonds a commencé en 2006 grâce à Hinton et al. [Hinton et al., 2006]
qui ont introduit une nouvelle méthode de pré-entraînement pour les Deep Belief Net-
works (DBNs). Cependant des réseaux de neurones utilisant des convolutions [LeCun
et al., 1990; Lecun et al., 1998] avaient déjà fait leurs preuves sur le problème de classifi-
cation d’images de chiffres manuscrits sur la base de données MNIST 6. Ils ont obtenu de
meilleurs résultats qu’un classifieur qui était alors considéré comme un des meilleurs, le
6. http ://yann.lecun.com/exdb/mnist/
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Séparateur à Vaste Marge [Boser et al., 1992; Cortes et Vapnik, 1995; Vapnik, 1995] (SVM).
L’accélération des calculs grâce à l’utilisation des GPUs et l’apparition de certaines mé-
thodes, comme la méthode du dropout [Srivastava et al., 2014] ont permis de réduire le
temps d’apprentissage des réseaux et d’augmenter leurs performances. Les architectures
de ces nouveaux réseaux de neurones sont profondes, c’est-à-dire avec plusieurs couches,
et permettent de modéliser les données avec un haut niveau d’abstraction [Bengio et al.,
2013] tout en réalisant la classification.
En conclusion, l’objectif de la thèse est la détection et la localisation d’objets urbains
dans des images aériennes multi-sources. Dans notre cas, nous nous sommes intéressés
à la détection d’arbres en milieu urbain. Les arbres peuvent avoir des tailles ou bien des
formes variées. Ils peuvent être très proches les uns des autres mais aussi être occultés par
d’autres arbres ou bien d’autres objets urbains tels que des bâtiments.
Afin de localiser les arbres, nous avons fait le choix d’utiliser une approche objet, cela
signifie que nous cherchons à détecter des zones qui contiennent un objet urbain de type
arbre. Pour déterminer les zones contenant un arbre, nous avons choisi de réaliser nos
travaux avec des réseaux de neurones convolutionnels.
1.4 Présentation de la base de données
Nous présentons dans cette section la base de données publique qui a été utilisée
tout au long de cette thèse et qui nous a permis d’avoir un suivi des résultats. La base
de données Vaihingen est fournie par la Société allemande de photogrammétrie, de té-
lédétection et de géoinformation (DGPF) [Cramer, 2010] 7. Cette base de données a été
acquise dans la ville de Vaihingen en Allemagne. La figure 1.4 montre la zone d’acquisi-
tion et l’ensemble des images qui composent cette base de données. Elle contient trois
types d’images :
— 33 images d’environ 2000×2500 pixels avec les canaux proche infrarouge, rouge et
vert (PirRV). Les données PirRV ont été acquises à l’aide d’une caméra numérique
de cartographie DMC Intergraph / ZI volant à 900m de hauteur, avec une résolution
au sol de 9 cm, par la société RWE Power le 24 juillet et le 6 août 2008.
— 33 images en niveaux de gris correspondant au modèle numérique surfacique (MNS).
Le MNS avec résolution au sol de 9 cm a été extrait à partir de méthodes d’apparie-
ment d’images.
— 16 images avec les canaux rouge, vert et bleu (RVB) correspondant à la vérité terrain
annotée par pixel avec :
— en bleu la classe building,
— en jaune la classe car,
— en rouge la classe clutter / background,
7. http ://www.ifp.uni-stuttgart.de/dgpf/DKEP-Allg.html.
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— en turquoise la classe low vegetation,
— en vert la classe tree,
— en blanc la classe impervious surfaces.
La figure 1.3 présente une zone de la base de données avec le MNS, une image PirRV
et la vérité terrain par pixel.
(a) (b) (c)
FIGURE 1.3 – Les différents types d’images présents dans la base de données Vaihingen : (a)
Modèle Numérique Surfacique (MNS), (b) Image avec les canaux Proche Infrarouge, Rouge et
Vert, (c) Vérité terrain par pixel.
Cette base de données comprend trois secteurs (voir figure 1.4). Le premier secteur est
situé dans le centre de la ville de Vaihingen, il se caractérise par des bâtiments historiques
ayant des formes assez complexes, mais a également quelques arbres. Le deuxième sec-
teur est caractérisé par quelques bâtiments résidentiels élevés qui sont entourés d’arbres.
Le troisième secteur est résidentiel avec de petites maisons individuelles. Le tableau 1.1
récapitule le contenu de la base de données, avec la taille de chaque image et si oui ou
non la zone a une vérité terrain correspondante.
Les images de cette base de données ont été utilisées pour deux tâches différentes :
— La segmentation sémantique. Pour cette tâche que nous avons utilisée pour notre
deuxième contribution présentée chapitre 5, nous avons utilisé la vérité terrain four-
nie avec la base de données, c’est-à-dire l’annotation par pixel.
— La localisation et la détection d’arbres. Pour cette tâche nous avons utilisé l’en-
semble des données Pir, RV et MNS. Il nous a fallu dans un premier temps construire
la vérité terrain objet puisque nous ne disposions que de la vérité terrain pixel.
Ainsi, nous avons dû annoter chaque arbre présent dans les images pour qu’ils
possèdent une boîte englobante, c’est-à-dire les coordonnées du rectangle englo-
bant l’arbre. Après annotation, nous avons 1 500 arbres localisés manuellement.
Un exemple d’annotation est présenté figure 1.5. Nous avons par la suite ajouté
8
CHAPITRE 1. INTRODUCTION
FIGURE 1.4 – Image montrant l’ensemble de l’acquisition de la base Vaihingen ainsi que les
contours de chaque zone. Le numéro des zones est indiqué en haut à droite dans les rectangles
jaune.
deux autres classes, qui sont la classe building et la classe low vegetation. Pour ex-
traire des imagettes 8 de la classe building et de la classe low vegetation, nous nous
sommes servis de la vérité terrain pixel. Pour extraire des imagettes de la classe
8. Une imagette est une partie d’une image représentant un objet correspondant à une classe (un arbre,
un bâtiment...). Dans notre cas, les imagettes sont redimensionnées à une dimension de 64×64 pixels.
9
CHAPITRE 1. INTRODUCTION
PirRV / MNS Dimensions Vérité Terrain
1 1919×2569 x
2 2428×2767
3 2006×3007 x
4 1887×2557
5 1887×2557 x
6 1887×2557
7 1887×2557 x
8 1887×2557
10 1887×2557
11 1893×2566 x
12 1922×2575
13 2818×2558 x
14 1919×2565
15 1919×2565 x
16 1919×2565
17 2336×1281 x
PirRV / MNS Dimensions Vérité Terrain
20 1866×2315
21 1903×2546 x
22 1903×2546
23 1903×2546 x
24 1903×2546
26 2995×1783 x
27 1917×3313
28 1917×2567 x
29 1917×2563
30 1934×2563 x
31 1980×2555
32 1980×2555 x
33 1581×2555
34 1388×2555 x
35 2805×1884
37 1996×1995 x
38 3816×2550
TABLEAU 1.1 – Tableau récapitulatif de la base de données Vaihingen avec les dimensions de
chaque image. Lorsque nous avons la vérité terrain d’une image, nous avons mis une croix dans
la colonne "vérité terrain".
FIGURE 1.5 – Exemples d’annotations réalisés sur la base de données Vaihingen avec en bleu les
boîtes englobantes déterminées par l’annotateur.
building, nous avons extrait des imagettes dont la zone est entièrement bleue dans
l’image correspondant à la vérité terrain. Nous avons appliqué le même processus
pour extraire les imagettes de la classe low vegetation. Nous avons extrait au total 14
666 imagettes building, 25 787 imagettes low vegetation et 41 075 imagettes back-
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ground. La classe background correspond à tout ce qui n’est pas dans les classes
arbre, low vegetation et building.
1.5 Plan de la thèse
La suite du manuscrit est composée d’une première partie sur l’état de l’art et ensuite
d’une deuxième partie consacrée à nos contributions.
Dans le chapitre 2, nous définirons l’approche par apprentissage automatique. L’ap-
prentissage automatique classique est composé de deux étapes, avec d’abord l’utilisa-
tion d’un descripteur, et ensuite l’utilisation d’un classifieur. Dans un premier temps,
nous aborderons les descripteurs, notamment en présentant les descripteurs par histo-
grammes et les descripteurs par gradient. Dans un deuxième temps nous présenterons
les classifieurs SVM et par forêts aléatoires. Ensuite nous détaillerons le fonctionnement
et la construction d’un réseau de neurones convolutionnels. Puis nous verrons leur utili-
sation pour la détection et la segmentation sémantique. Nous terminerons par aborder la
gestion des données multi-sources et des données incomplètes et/ou manquantes.
Dans le chapitre 3, nous présenterons une étude préliminaire visant à comparer les
méthodes d’apprentissage automatique classiques en deux étapes à une approche par ré-
seau de neurones convolutionnels. Dans ce chapitre, nous expliquerons la méthodologie
et les mesures utilisées qui nous ont permis de comparer ces deux approches.
Le chapitre 4 présentera une solution que nous proposons afin de traiter des données
multi-sources par le biais d’un réseau convolutif. Enfin, dans le chapitre 5 nous proposons
une nouvelle architecture de réseau permettant la gestion des données manquantes et
incomplètes.
Finalement, nous conclurons le manuscrit par le chapitre 6, dans lequel nous résume-
rons nos contributions et nous proposerons plusieurs perspectives à court et long terme.
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2.1 Apprentissage automatique en deux étapes
Dans cette section, nous décrivons plus spécifiquement les approches d’apprentis-
sage automatique en deux étapes. Nous n’aborderons pas ici les algorithmes explicites,
c’est-à-dire les algorithmes ne nécessitant pas d’apprentissage comme dans [Niigaki et al.,
2012; Pasquet et al., 2016] où les auteurs utilisent une recherche de motifs circulaires (cas
des arbres ou des plaques d’égoût) dans des images. Dans le cas d’un apprentissage auto-
matique classique ou par deep learning, nous devons utiliser une base de données d’en-
traînement afin de fixer les valeurs des paramètres de ces méthodes. La figure 2.1 illustre
les différentes étape de l’apprentissage automatique classique et la grande différence qu’il
y a avec le deep learning. En effet, même si ces deux approches font partie de la même
famille, celle de l’apprentissage automatique, dans le cas du deep learning, l’extraction
de caractéristiques et la prédiction (la partie rouge de la figure 2.1) sont faites en même
temps alors que ces étapes sont bien distinctes dans le cas d’un apprentissage automa-
tique en deux étapes.
Pré-traitement
Image	brute
Extraction	de	
caractéristiques
Image	normalisée
Prédiction
Caractéristiques
Décision
Pré-traitement
Image	brute
Extraction	de	
caractéristiques
Image	normalisée
Prédiction
Caractéristiques
Décision
Apprentissage automatique
classique Deep	learning
Apprentissage automatique
Deep	learning
FIGURE 2.1 – Présentation des différences entre l’apprentissage classique et le deep learning.
Cette section est décomposée en deux parties. Ces deux parties correspondent aux
deux étapes principales permettant de réaliser un apprentissage automatique classique,
c’est-à-dire l’extraction de caractéristiques en utilisant un descripteur et la prédiction
avec l’utilisation d’un classifieur. Dans la section 2.1.1, nous présentons des descripteurs
visuels, et dans la section 2.1.2 nous présentons des classifieurs.
2.1.1 Les descripteurs
Un descripteur est un vecteur de valeurs qui décrit le contenu d’une image ou bien
d’une partie F d’une image. Nous ne parlerons ici que de descripteurs conçus par des
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spécialistes. On appelle ces descripteurs des descripteurs handcrafted. On oppose sou-
vent ces descripteurs aux descripteurs appris.
La première stratégie consiste à décrire une image dans sa totalité. Ces types de des-
cripteurs sont très utilisés notamment pour retrouver ou bien indexer des images entières
dans des bases de données [Coelho et Ribeiro, 2010; Kertész et Oy, 2011]. La deuxième
stratégie consiste à décrire une image localement, cela veut dire que l’on va extraire plu-
sieurs descripteurs dans des sous-parties d’une image. Les descripteurs locaux sont utili-
sés en particulier pour réaliser de la détection et de la localisation d’objets dans les ima-
ges. Pour extraire ces descripteurs, on utilise une fenêtre F souvent de taille fixe, qui va
parcourir l’image. Pour chaque position de la fenêtre F, on va extraire un descripteur.
Le principe général du descripteur est de représenter le contenu de la fenêtre F tout en
étant le plus "robuste" possible. Par robuste, on veut dire que l’on souhaite être capable
de détecter un objet même si il y a eu une déformation photométrique ou géométrique
comme un changement de luminosité ou bien d’échelle. Par exemple, on voudrait que
pour toutes les images de la figure 2.2 le vecteur de caractéristiques soit le même.
(a) Image d’origine (b) Image floutée (c) Changement de luminosité
(d) Miroir horizontal (e) Image redimensionnée (f) Image étirée
FIGURE 2.2 – Exemples de différentes déformations photométriques et géométriques.
Dans la suite, nous allons présenter deux types de descripteurs : les descripteurs pho-
tométriques, les descripteurs par gradients.
Les descripteurs photométriques permettent de prendre en compte l’information d’in-
tensité lumineuse (acquisition par un capteur photographique) du contenu présent dans
la fenêtre F. Nous allons présenter ici deux types de descripteurs photométriques. Le pre-
mier va utiliser l’histogramme des intensités des pixels sur chacun des canaux de l’image,
et le deuxième se définit par un moment qui modélise la distribution des intensités des
pixels de la fenêtre F. L’extension de ces descripteurs à la couleur peut rendre le descrip-
teur très dépendant de l’espace couleur utilisé.
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2.1.1.1 Descripteurs par histogramme
Un descripteur par histogramme consiste à construire un histogramme des intensi-
tés pour chaque canal couleur de la fenêtre F. On va donc utiliser pour chaque couleur
un histogramme qui va comptabiliser les intensités des pixels pour une couleur donnée.
Ensuite, l’ensemble des histogrammes vont être concaténés afin de former un seul des-
cripteur [Gevers et al., 2006]. Dans le cas de ce type de descripteur, on ne tient pas compte
des relations de voisinages entre les pixels.
La perte de l’information spatiale est bien sûr un défaut majeur lorsque l’on souhaite
faire de la localisation d’objets. Pour pallier ce problème, il existe une solution qui consiste
à diviser F en sous-régions. Un histogramme est alors calculé et normalisé pour chacune
des sous-régions de F. L’ensemble de ces histogrammes sont concaténés, par exemple en
mettant les histogrammes les uns à la suite des autres dans un vecteur pour obtenir le
descripteur final. Cette approche permet de garder une information spatiale puisqu’il y a
plusieurs histogrammes et que ceux-ci sont concaténés.
Les descripteurs basés sur l’histogramme des intensités des pixels peuvent être très
efficaces dans certains cas. Par exemple dans [Ramli et al., 2008] et [Sergyan, 2008], les
auteurs montrent dans leur travaux qu’utiliser des descripteurs qui se basent sur des his-
togrammes des intensités des pixels est très efficace pour réaliser une tâche de classifi-
cation. Cependant il y a des cas où utiliser les intensités des pixels ou la couleur ne suffit
pas. La figure 2.3 illustre un cas pour lequel un descripteur par histogramme n’est pas
suffisant. Les images (a) et (b) de la figure sont des images qui contiennent un arbre et les
images (c) et (d) ne contiennent que de l’herbe. Comme on peut le constater sur les histo-
grammes (e), (f), (g) et (h), il est impossible de déterminer quel histogramme représente
un arbre ou bien de l’herbe.
2.1.1.2 Descripteurs par gradients
Lorsque l’on souhaite réaliser une tâche de détection et de localisation, l’information
relative à la forme et aux contours des objets d’une image est très importante. Une ap-
proche simpliste de détection des contours consiste à étudier les discontinuités d’inten-
sité des pixels par rapport à leur voisinage, le gradient peut justement nous donner cette
information [Huang et al., 2003; Aggarwal et al., 2015]. Cette détection est généralement
appliquée sur une image pré-traitée et non pas sur l’image brute. Les descripteurs par
gradients permettent d’avoir une représentation de l’arrangement spatial et des disconti-
nuités contenues dans l’image. Ces descripteurs peuvent par exemple reposer sur le cal-
culs des dérivées en chaque pixel. Pour ce faire on doit calculer les dérivées verticales et
les dérivées horizontales. On note D(x) les dérivées horizontales de l’image I et D(y) ses
dérivées verticales :
D(x) = G∗ I et D(y) = GT ∗ I, (2.1)
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(a) (b) (c) (d)
(e) (f) (g) (h)
FIGURE 2.3 – Exemples d’images pour lesquelles les descripteurs par histogramme des inten-
sités des pixels ne fonctionnent pas. Les images (a) et (b) sont des images qui contiennent des
arbres, et les images (c) et (d) sont des images qui contiennent uniquement de l’herbe. Les his-
togrammes (e), (f), (g) et (h) correspondent respectivement aux images (a), (b), (c) et (d) trans-
formées en niveaux de gris.
avec G le filtre dérivateur utilisé et ∗ l’opérateur de convolution. On peut par exemple uti-
liser le filtre de Sobel [Sobel, 1990]. C’est ce filtre qui a été utilisé dans [Huang et al., 2003;
Aggarwal et al., 2015]. Le filtre de Sobel se définit pour la direction horizontale comme
suit :
Sx =


−1 0 1
−2 0 2
−1 0 1

 . (2.2)
C’est à partir des images dérivées que l’on va calculer l’orientation du gradient et le
module du gradient en chaque pixel. Le module G et l’orientation θ sont définis comme
suit en un pixel à la position (x, y) :
Gx,y =
√
(D(x)x,y )2 + (D(y)x,y )2, (2.3)
θx,y = arctan
(
D(y)x,y
D(x)x,y
)
. (2.4)
La figure 2.4 présente un exemple qui illustre les images des dérivées horizontales et verti-
cales ainsi que l’image du module du gradient. Dans cet exemple, l’image (a) correspond
à l’image d’origine, l’image (b) correspond à l’image des dérivées horizontales, l’image
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(c) représente l’image des dérivées verticales et enfin l’image (d) correspond à l’image du
module du gradient.
(a) (b) (c) (d)
FIGURE 2.4 – Illustration des dérivées avec (a) l’image d’origine, (b) l’image des dérivées hori-
zontale D(x), (c) l’image des dérivées verticales D(y) et (d) l’image du module des gradients.
La figure 2.5 présente le cas où l’on utilise le descripteur par gradients sur des images
de la base de données présentée chapitre 1. On peut voir très facilement les arbres dans
l’image (a), cependant il est difficile de les distinguer dans les images des dérivées (b) et
(c) et dans l’image du module des dérivées (d). Même si on arrive à deviner la forme d’un
arbre sur les images dérivées et sur l’image du module des gradients, il est impossible de
voir qu’il y a deux arbres dans cette image.
La deuxième ligne de la figure 2.5 présente le cas où un arbre est difficilement visible
pour l’œil humain. Dans ce cas là, on peut voir dans les images des dérivées (f) et (g), et
dans l’image du module des dérivées (h) qu’il est impossible de voir un arbre.
Ces exemples nous montrent les limites du descripteur par gradients. Ce type de des-
cripteur peut être efficace dans des cas où les objets que l’on souhaite étudier ont des
formes bien différentiables et distinctes par rapport à ce qui l’entoure. Lorsque que comme
dans la figure 2.5, l’objet en question se confond avec ce qui l’entoure ou bien lorsqu’il y
a des occultations, ce descripteur perd en efficacité.
2.1.1.3 Le descripteur SIFT
Le descripteur SIFT (Scale-Invariant Feature Transform), est un descripteur qui est très
utilisé pour son invariance et sa capacité à décrire des objets comme des personnes. Ce
descripteur a été développé en 1999 par le chercheur David Lowe [Lowe, 1999] et amélioré
en 2004 par Lowe [Lowe, 2004].
L’idée de ce descripteur est de caractériser le contenu visuel d’une image de la façon
la plus indépendante possible de l’échelle, du cadrage, de l’angle d’observation et de la
luminosité lorsque les images sont en niveaux de gris. Pour ce faire, l’algorithme pour
obtenir un descripteur SIFT est le suivant :
Les étapes 1, 2 et 3 de l’algorithme permettent de sélectionner les points clés. Dé-
taillons maintenant les différentes étapes de la construction de ce descripteur :
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D(x) = F§ I et D(y) = FT § I (2.6)
avec F le filtre de contour utilisé et § l’opérateur de convolution.
C’est à partir des images dérivées que l’on va calculer l’orientation et le module de chaque
pixel. Le module est défini comme suit :
Gx,y =
q
(D(x)x,y )2 + (D(y)x,y )2 (2.7)
(a) (b) (c) (d)
FIGURE 2.6 – Illustration des dérivées avec (a) l’image d’origine, (b) la dérivée horizontale D(x), (c) la dérivée
verticale D(y) et (d) le module.
(a) (b) (c) (d)
(e) (f) (g) (h)
FIGURE 2.7 – Illustration des dérivées avec (a) l’image d’origine, (b) la dérivée horizontale D(x), (c) la dérivée
verticale D(y) et (d) le module.
Le descripteur SIFT
Le descripteur SIFT (Scale-Invariant Feature Transform), est un descripteur qui est très utiliser
pour détecter et identifier des éléments similaires, comme des personnes ou bien des objets dans
des images. Ce descripteur a été développé en 1999 par le chercheur David Lowe [?].
L’idée de ce descripteur est de transformer les données d’une image en coordonnées inva-
riantes à l’échelle et rapportées à des caractéristiques locales. Des améliorations ont en 2004 étés
proposées par Lowe [?].
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FIGURE 2.5 – Illustration des déri ées sur des patchs de la base e données décrite dans le cha-
pitre 1. Sur cet exemple nous montrons les limites des descripteurs par gradients. L’image (a)
contient deux arbres facilement détectables par l’œil humain, cependant on peut constater qu’il
n’est pas aisé de repérer les arbres dans les images des dérivées (b), (c) et dans l’image du mo-
dule des gradients (d). Il en est de même pour l’arbre présent dans l’image (e).
Algorithme 1 : Construction du descripteur SIFT
Données : I une image en niveaux de gris
Résultat : Descripteur SIFT
1 Détection d’extrema ;
2 Localisation des points clés ;
3 Affectation d’une orientation aux points clés ;
4 Calcul du descripteur pour chaque point clé ;
5 Concaténation et normalisation des descripteurs de tous les points clés ;
6 Retourner le descripteur final ;
1. Détection d’extrema dans l’espace des échelles : dans un premier temps on génère
un ensemble d’images par un filtrage à différentes échelles via la convolution du
canal de l’image I par un filtre gaussien G de paramètre σ. Ce résultat est noté L et a
un facteur d’échelle σ :
L(x, y,σ) = G(x, y,σ)∗ I(x, y), (2.5)
avec ∗ l’opération de convolution et
G(x, y,σ) = 1
2πσ2
e−(x
2+y2)/2σ2 . (2.6)
Cette convolution a pour but de lisser l’image I afin que les détails qui ont un rayon
inférieurs àσ soient estompés. Dans un second temps nous utilisons toutes les ima-
ges lissées obtenues pour générer un autre ensemble d’images. Pour obtenir cet en-
semble d’images, nous utilisons la différence de gaussiennes (DOG en anglais) qui
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se définit comme suit :
D(x, y,σ) = L(x, y,kσ)−L(x, y,σ), (2.7)
avec k un facteur multiplicatif qui doit être déterminé par l’utilisateur, générale-
ment k = 2. Ensuite, l’image gaussienne est sous-échantillonnée par un facteur de
2, et le processus est répété. Cette première étape est représentée figure 2.6. La par-
tie gauche du schéma représente les images résultantes de la convolution de l’image
d’origine avec les noyaux gaussiens G. La partie droite du schéma représente les ré-
sultats des DOG.
 Scale
 (first
 octave)
Scale
(next
octave)
Gaussian
Difference of
Gaussian (DOG)
. . .
Figure 1: For each octave of scale space, the initial image is repeatedly convolved with Gaussians to
produce the set of scale space images shown on the left. Adjacent Gaussian images are subtracted
to produce the difference-of-Gaussian images on the right. After each octave, the Gaussian image is
down-sampled by a factor of 2, and the process repeated.
In addition, the difference-of-Gaussian function provides a close approximation to the
scale-normalized Laplacian of Gaussian, σ2∇2G, as studied by Lindeberg (1994). Lindeberg
showed that the normalization of the Laplacian with the factor σ2 is required for true scale
invariance. In detailed experimental comparisons, Mikolajczyk (2002) found that the maxima
and minima of σ2∇2G produce the most stable image features compared to a range of other
possible image functions, such as the gradient, Hessian, or Harris corner function.
The relationship betweenD and σ2∇2G can be understood from the heat diffusion equa-
tion (parameterized in terms of σ rather than the more usual t = σ2):
∂G
∂σ
= σ∇2G.
From this, we see that ∇2G can be computed from the fi nite difference approximation to
∂G/∂σ, using the difference of nearby scales at kσ and σ:
σ∇2G = ∂G
∂σ
≈ G(x, y, kσ) − G(x, y,σ)
kσ − σ
and therefore,
G(x, y, kσ) − G(x, y,σ) ≈ (k − 1)σ2∇2G.
This shows that when the difference-of-Gaussian function has scales differing by a con-
stant factor it already incorporates the σ2 scale normalization required for the scale-invariant
6
FIGURE 2.6 – Pour chaque résolution de l’espace des échelles, l’image initiale est convoluée
avec une gaussienne (la partie gauche du chéma). Les images gaussi nn s q i so t consécu-
tives sont soustraites pour produire les images de différence de gaussiennes (la partie droite du
schéma). Ensuite, l’image gaussienne est sous-échantillonnée par un facteur de 2, et le proces-
sus est répété. Source : [Lowe, 2004].
Afin de détecter les extrema l caux de D(x, y,σ), chaque pixel est comparé à ses
huit voisins dans l’image actuelle mais aussi avec ses neuf voisins dans l’échelle au-
dessus et en-dessous (voir la figure 2.7).
Un pixel est selectionné comme extrema s’il a une valeur plus grande ou bien plus
petite que tous ses voisins (voir figure 2.7).
2. Localisation des points clés : la première étape produit généralement un grand nom-
bre d’extrema. Il faut maintenant déterminer si ces pixels extrema sont stables. Pour
déterminer si les extrema sont stables, [Brown et Lowe, 2002] ont développé une
méthode qui utilise la série de Taylor de la fonction D(x, y,σ), décalé de sorte que
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Scale
Figure 2: Maxima and minima of the difference-of-Gaussian images are detected by comparing a
pixel (marked with X) to its 26 neighbors in 3x3 regions at the current and adjacent scales (marked
with circles).
Laplacian. The factor (k − 1) in the equation is a constant over all scales and therefore does
not influence extrema location. The approximation error will go to zero as k goes to 1, but
in practice we have found that the approximation has almost no impact on the stability of
extrema detection or localization for even signifi cant differences in scale, such as k =
√
2.
An effi cient approach to construction of D(x, y,σ) is shown in Figure 1. The initial
image is incrementally convolved with Gaussians to produce images separated by a constant
factor k in scale space, shown stacked in the left column. We choose to divide each octave
of scale space (i.e., doubling of σ) into an integer number, s, of intervals, so k = 21/s.
We must produce s + 3 images in the stack of blurred images for each octave, so that fi nal
extrema detection covers a complete octave. Adjacent image scales are subtracted to produce
the difference-of-Gaussian images shown on the right. Once a complete octave has been
processed, we resample the Gaussian image that has twice the initial value of σ (it will be 2
images from the top of the stack) by taking every second pixel in each row and column. The
accuracy of sampling relative to σ is no different than for the start of the previous octave,
while computation is greatly reduced.
3.1 Local extrema detection
In order to detect the local maxima and minima ofD(x, y,σ), each sample point is compared
to its eight neighbors in the current image and nine neighbors in the scale above and below
(see Figure 2). It is selected only if it is larger than all of these neighbors or smaller than all
of them. The cost of this check is reasonably low due to the fact that most sample points will
be eliminated following the fi rst few checks.
An important issue is to determine the frequency of sampling in the image and scale do-
mains that is needed to reliably detect the extrema. Unfortunately, it turns out that there is
no minimum spacing of samples that will detect all extrema, as the extrema can be arbitrar-
ily close together. This can be seen by considering a white circle on a black background,
which will have a single scale space maximum where the circular positive central region of
the difference-of-Gaussian function matches the size and location of the circle. For a very
elongated ellipse, there will be two maxima near each end of the ellipse. As the locations of
maxima are a continuous function of the image, for some ellipse with intermediate elongation
there will be a transition from a single maximum to two, with the maxima arbitrarily close to
7
FIGURE 2.7 – Les extrema des images de différence de gauss enn s sont détectés en compar nt
un pixel (marqué avec un X) à ses 26 voisins dans des régions de 3×3 pixels à l’échelle actuelle
et aux échelles adjacentes (marquées par des cercles). Source : [Lowe, 2004].
l’origine soit l point clé :
D(x) = D+ ∂D
T
∂x
x+ 1
2
xT
∂2D
∂x2
x, (2.8)
où D et ses dérivés sont évalués au point d’échantillonnage et x = (x, y,σ)T est le dé-
calage à partir de ce point. La localisation de l’extrema x̂ est déterminée en prenant
la dérivée de cette fonction par rapport à x et en le mettant à zéro, ce qui donne :
x̂ = ∂
2D−1
∂x2
∂D
∂x
. (2.9)
Enfin, pour supprimer les extrema qui se trouvent dans des zones faiblement contras-
tées, les auteurs de [Brown et Lowe, 2002] utilisent la fonction suivante :
D(x̂) = D+ 1
2
∂DT
2∂x
x̂. (2.10)
Si D(x̂) est inférieur à un seuil (0,03 dans [Brown et Lowe, 2002]), alors cet extrema
est rejeté.
3. Affectation d’une orientation : le but d’affecter une orientation à chaque point clé
en fonction des propriétés locales de l’image est de rendre le descripteur invariant
aux rotations. L’approche pour déterm n r l’orientation d s points clés qui a permis
d’obtenir les meilleures performances utilise le gradient [Lowe, 2004].
À chaque position de l’image lissée Lx,y à l’échelle du point clé, la norme du gra-
dient, m, et l’orientation, θ, sont calculés en utilisant des différences d pixels :
m(x, y) =
√(
L(x +1, y)−L(x −1, y))2 + (L(x, y +1)−L(x, y −1))2 (2.11)
θ(x, y) = arctan
(
L(x, y +1)−L(x, y −1)
L(x +1, y)−L(x −1, y)
)
(2.12)
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Un histogramme d’orientation est construit à partir du voisinage autour du point
clé. L’histogramme d’orientation est découpé en 36 intervalles de 10◦. Chaque échan-
tillon ajouté à l’histogramme est pondéré par son amplitude et par une fenêtre cir-
culaire à pondération gaussienne avec unσ égal à 1,5 fois celui de l’échelle du point
clé.
Les orientations dominantes sont représentées par les pics de l’histogramme. On
détecte le pic avec la plus grande valeur maximale dans l’histogramme. Si un pic
atteint au moins 80% de la plus grande valeur maximale de l’histogramme, alors
on va créer un nouveau point clé à la même position et à la même échelle mais
avec une direction différente. Les points clés n’atteignant pas les 80% de la valeur
maximale ne sont pas gardés.
À partir de cette étape, les points clés sont définis par quatre paramètres (x, y,σ,θ),
c’est-à-dire ses coordonnées cartésiennes, son facteur d’échelle et son orientation.
4. Calcul des descripteurs locaux : une fois que nous avons nos points clés, nous de-
vons calculer leur descripteur. Pour commencer, on calcule les histogrammes des
orientations relatives dans un voisinage.
Ensuite, on calcule la norme du gradient et l’orientation de tous les pixels dans une
région autour du point clé. Généralement, une fenêtre gaussienne de taille 16×16
autour du point clé est utilisée.
Cette fenêtre est divisée en 16 blocs de 4×4. Pour chacun de ces blocs, on calcule
l’orientation et la norme des gradients. Ensuite, les 16 histogrammes à 8 intervalles
chacun sont concaténés et normalisés. Afin de diminuer la sensibilité du descrip-
teur aux changements de luminosité, on plafonne généralement les valeurs à 0,2
et on normalise à nouveau l’histogramme. Nous obtenons le descripteur SIFT d’un
point clé qui est un vecteur de dimension de 128.
Ce descripteur est souvent utilisé pour classifier, comme dans [Pavel et al., 2009] où
les auteurs font de la reconnaissance d’objets ou bien dans [Manickam et al., 2018] où les
auteurs font de l’identification d’empreinte digitale latente.
Le descripteur SIFT a l’avantage d’être invariant à la résolution de l’image et à l’orien-
tation de par sa construction. En effet, même avec une rotation les points clés seront pla-
cés aux mêmes endroits dans l’image. Cependant, comme décrit dans [Azad et al., 2009;
Rublee et al., 2011], ce descripteur est sensible au bruit et sa construction est très coûteuse
en temps de calcul.
2.1.1.4 Histogrammes de gradients orientés
Le descripteur d’Histogramme de Gradient Orienté (HOG) caractérise la forme locale
dans une fenêtre F en tenant compte de l’orientation de tous les pixels de la fenêtre F [Da-
lal et Triggs, 2005]. Il s’agit d’un descripteur dense car l’ensemble des pixels de la fenêtre
F permettent d’obtenir le descripteur HOG.
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Cependant l’orientation est quantifiée afin d’avoir un nombre déterminé de direc-
tions. On note Nθ le nombre de directions, et chaque angle θ(x,y) ∈]− π2 , π2 [ est quantifié
en une des Nθ directions. Généralement Nθ = 9, c’est-à-dire une quantification angulaire
de 20◦. Plus Nθ est grand et moins l’information angulaire des pixels est quantifiée, on
obtient donc une plus grande précision. De plus lorsque l’on augmente la précision, on
va aussi augmenter la taille du descripteur HOG et réduire la quantification de l’informa-
tion. Quand Nθ est trop grand, l’information n’est quasiment plus quantifiée et le vecteur
HOG deviendra alors un vecteur parcimonieux, cela signifie qu’il contiendra beaucoup
de valeurs nulles.
Chaque pixel vote pour une direction parmi les Nθ directions possibles. Pour déter-
miner le choix de l’orientation noté c(x,y) ∈ {0,Nθ− 1} du pixel à la position (x, y), nous
utilisons l’équation suivante :
c(x,y) =
⌊(
θ(x,y) +
π
2
) Nθ
π
⌋
(2.13)
Après avoir calculé la direction c(x,y) choisie par le pixel à la position (x, y), on incré-
mente la composante correspondante dans le vecteur HOG en fonction de l’intensité lo-
cale du pixel. Une fois cette étape réalisée, il est nécessaire de normaliser le vecteur HOG
noté v . Les solutions les plus utilisées pour normaliser v sont les suivantes :
— la normalisation L1, v = v(||v ||1+ε) ,
— la normalisation L2, v = v(||v ||2+ε) ,
— la normalisation L2-hys [Lowe, 2004]. La normalisation L2-hys permet de lisser les
zones où le gradient dans une direction est trop important. Elle consiste à appliquer
une normalisation L2, puis à tronquer ses valeurs lorsqu’elles atteignent un seuil et
enfin à re-normaliser le vecteur.
Le problème de cette approche est qu’elle ne permet pas de garder l’information spa-
tiale dans F. La solution qui est appliquée afin de ne pas perdre l’information spatiale
consiste à diviser la fenêtre F en sous-blocs de tailles inférieures et de calculer l’histo-
gramme HOG en chaque cellule. Les auteurs de [Dalal et Triggs, 2005] proposent de re-
grouper les sous-blocs en blocs et ensuite d’appliquer une normalisation. Ces blocs sont
composés des descripteurs HOG des sous-blocs qui sont concaténés en un vecteur v . Une
illustration de cette approche est présentée figure 2.8, avec en haut à gauche le découpage
de l’image en blocs qui sont constitués de sous-blocs de taille 2×2. En haut à droite, nous
avons l’extraction de l’histogramme de gradients orientés d’un bloc. Enfin, nous avons
en bas de la figure la normalisation et la concaténation des blocs permettant d’obtenir le
vecteur HOG final.
Le HOG est dépendant de la taille des sous-blocs et donc des blocs. C’est pour cette
raison que les auteurs de [Qiang et al., 2006] ont proposé d’utiliser des HOG en cascade.
L’idée de cette approche est de construire le descripteur HOG en utilisant différentes
tailles de bloc afin de calculer le vecteur HOG à des échelles et des résolutions différentes.
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Bloc
Cellule
Bloc 1 2 3 4
Normalisation
et	
concaténation
des	blocs
FIGURE 2.8 – Illustration de l’extraction du descripteur HOG. En haut à gauche nous avons en
rouge le découpage de l’image en blocs qui sont composés de 2×2 sous-blocs représentés en
vert. Ensuite on extrait l’histogramme de gradients orientés pour chaque bloc (en haut à droite
du schéma). Enfin on normalise et on concatène tous les blocs pour obtenir le vecteur HOG
final.
Les étapes pour calculer ce HOG-cascade sont les suivantes : 1) on fixe le nombre de sous-
blocs contenus dans chaque bloc, généralement on utilise 2× 2 sous-blocs par bloc, 2)
avec une cellule glissante on extrait et on normalise le vecteur v de chaque bloc, 3) on
fait varier horizontalement puis verticalement la taille des blocs afin de tester toutes les
combinaisons de tailles possibles, puis on relance l’étape 2).
En utilisant un HOG-cascade, on augmente considérablement la représentativité mais
aussi la taille du descripteur. En effet, si chaque bloc est composé de 2×2 sous-blocs, et
que la taille des blocs varie de Bmi nx ×Bmaxx à Bmi ny ×Bmaxy avec un pas horizontal px et
un pas vertical py , et si le recouvrement entre deux positions successives de la cellule
glissante est de 50%, alors la taille du vecteur v notée |v | sera la suivante :
|v | = 4Nθ
Bmaxx∑
x=Bmi nx
Bmaxy∑
y=Bmi ny
⌊(
4
t 2F
x × y px py
)⌋
, (2.14)
avec tF la hauteur et la largeur de la fenêtre F. On considère dans cet exemple que la fe-
nêtre F est carrée.
Comme on peut le constater dans [Pasquet et al., 2016; Karim et al., 2018], le descrip-
teur HOG semble approprié pour la détection d’objets urbains. Cependant, comme dé-
crit dans [Migniot, 2012], dans certains cas particuliers, ce descripteur perd en efficacité.
Par exemple lorsqu’il y a des occultations ou bien un arrière plan chargé, il devient plus
difficile de délimiter les objets. L’illumination peut aussi poser problème car les ombres
peuvent créer des contours ne correspondant à aucun objet.
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2.1.2 Algorithmes de classification
Pour effectuer une tâche de classification, de détection d’objets ou bien de segmen-
tation sémantique dans des images, il existe plusieurs familles de classifieurs [Nasrabadi,
2007]. On peut décomposer ces classifieurs en trois grandes familles :
— les classifieurs basés sur des modèles mathématiques : ils ne nécessitent pas d’ap-
prentissage,
— l’apprentissage automatique : les classifieurs reposent sur un apprentissage à partir
de vecteurs de caractéristiques,
— le deep learning : les classifieurs reposent sur un apprentissage par deep learning.
Dans cette thèse nous nous concentrerons sur les deux familles qui nécessitent un ap-
prentissage. Pour réaliser leur apprentissage, ces classifieurs ont besoin de bases de don-
nées d’apprentissage qui sont composées de vecteurs de caractéristiques et de labels.
L’objectif des algorithmes de classification est d’établir un modèle permettant d’éti-
queter chaque donnée en l’associant à une classe aussi appelée label. Pour aboutir à ce ré-
sultat, l’apprentissage automatique classique se décompose en deux étapes. La première
consiste à extraire un vecteur de caractéristiques par le biais d’un descripteur. On choisira
le descripteur pour : 1) réduire la dimension de la donnée d’entrée tout en faisant en sorte
que 2) les caractéristiques réagissent différemment pour chaque classe. La seconde étape
consiste à apprendre à un classifieur à séparer l’espace des caractéristiques en fonction
des différentes classes.
Le deep learning quant à lui permet à la fois de réduire la dimension des données, et
de séparer l’espace des données et tout cela en une seule étape. Cette particularité qui dif-
férencie le deep learning de l’apprentissage automatique classique est illustrée figure 2.1.
Il existe plusieurs types d’apprentissages. Dans le cas où nous connaissons la classe de
tous les objets, il s’agit d’un apprentissage supervisé. Si nous ne connaissons pas la classe
de tous les objets de notre base d’apprentissage on parle d’apprentissage semi-supervisé.
Enfin, lorsqu’aucun objet n’est étiqueté, on parle alors d’apprentissage non supervisé.
Dans le cadre de cette thèse, nous nous sommes concentrés sur le cas de l’apprentissage
supervisé.
Dans la suite du document, nous noterons di ∈ Rp un vecteur de caractéristiques de
dimension p et ti son étiquette associée, avec i ∈ {1,N}, et N le nombre de vecteurs dans
la base d’apprentissage. Lorsque nous parlerons d’un problème binaire, c’est-à-dire un
problème à deux classes, ti ∈ {−1,1}, et lorsqu’il s’agira d’un problème multi-classes, c’est-
à-dire à plus de deux classes, ti ∈ {0,Cl −1}, avec Cl le nombre de classes du problème.
2.1.2.1 Séparateur à Vaste Marge (SVM)
Les séparateurs à vaste marge (SVM) [Boser et al., 1992; Cortes et Vapnik, 1995; Vap-
nik, 1995] sont à l’origine des algorithmes de classification permettant de réaliser un ap-
prentissage supervisé, mais ils ont aussi été adaptés pour réaliser un apprentissage non
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supervisé [Ben-Hur et al., 2001]. Ces algorithmes sont très utilisés par la communauté de
la télédétection [Huang et al., 2002; Pal, 2005; Mountrakis et al., 2011; Pal et Foody, 2012].
L’objectif de ces algorithmes est de trouver la meilleure séparation entre deux ensembles
de données (problème binaire). Pour ce faire, ils vont chercher dans une dimension don-
née le meilleur hyperplan séparateur séparant les deux jeux de données. Afin de trouver
une séparation binaire le SVM calcule un vecteur appelé poids, noté w, qui est orthogonal
à l’hyperplan séparateur obtenu par la minimisation de l’expression suivante :
mi n
w
R(w)+C
N∑
i=1
L(w,di , ti ), (2.15)
où C est un paramètre défini par l’utilisateur qui contrôle le compromis entre L et R, L
la fonction de perte et R la fonction de régularisation, et w et di sont de dimension p.
La fonction de perte permet de régler le degré d’ajustement des données en mesurant la
différence entre la valeur attendue et la sortie prédite. Le choix de cette fonction est très
important puisqu’il dépend du problème et va impacter les performances. La fonction de
perte la plus connue est la fonction logistique [Ciocca et al., 2015] qui se définit comme :
L(w,d, t ) = l og (1+e−twTd). (2.16)
Les deux fonctions de régularisation les plus utilisées sont la régularisation L1 présen-
tée équation 2.17 et la régularisation L2 [Fan et al., 2008] présentée équation 2.18 :
R(w) = 1
2
wTw, (2.17)
R(w) = ||w||. (2.18)
Pour déterminer la classe d’appartenance d’un nouveau vecteur, il faut dans un pre-
mier temps effectuer un produit scalaire entre le vecteur poids w et la caractéristique du
vecteur d’entrée noté dtest et ajouter un biais b :
s = wT ·dtest +b, (2.19)
et ensuite comparer le résultat s avec un seuil pour obtenir la prédiction t̂ du classi-
fieur :
t̂ =
{
−1 si s < 0,
1 sinon.
(2.20)
Il est courant d’utiliser une fonction sigmoïde, définie comme f (x) = 11+e−x pour nor-
maliser le score obtenu entre 0 et 1 [Gao et Tan, 2006]. L’utilisation de cette fonction per-
met de connaître de quel côté est placé l’échantillon par rapport à l’hyperplan.
Cependant dans un cas réel, il est très rare de pouvoir séparer les données linéaire-
ment, c’est-à-dire dans l’espace de définition de leurs vecteurs de caractéristiques. Pour
pouvoir séparer les données avec un hyperplan il est possible de transformer l’espace de
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représentation des données dans une dimension supérieure. Une illustration représen-
tant le changement de dimension permettant ensuite de séparer les données linéaire-
ment est présentée figure 2.9. Ce nouvel espace est appelé espace de redescription. Cette
transformation d’espace est coûteuse, c’est pour cette raison que l’on utilise l’astuce du
noyau (kernel trick).
(a) (b)
FIGURE 2.9 – Illustration du changement de dimension sur l’exemple d’une ellipse, avec à
gauche le cas où les points bleus et rouges ne sont pas séparables linéairement, et à droite le
résultat après le changement de dimension où les données deviennent séparables de façon li-
néaire.
Nous allons maintenant illustrer le principe de l’astuce du noyau en prenant l’exemple
de l’ellipse de la figure 2.9. Prenons par exemple x ∈ R2 et y ∈ R2 deux vecteurs de ca-
ractéristiques de dimension 2. Pour résoudre le cas où les données ne sont pas sépa-
rables linéairement, nous devons changer de dimension et nous faisons cela à l’aide d’une
fonction. Soit φ une fonction de transformation permettant une redescription tel que
φ :R2 →R3 en utilisant la transformation suivante : φ(x) = (x21 , x22 ,
p
2x1x2). Faisons main-
tenant le produit scalaire dans l’espace de redescription :
φ(x).φ(y) = (x21 y21 +x22 y22 +
p
2x1x2
p
2y1 y2)
= (x1 y1 +x2 y2)2
= (x.y)2
(2.21)
On peut constater que le calcul du produit scalaire dans φ peut se faire sans effec-
tuer la transformation. L’astuce du noyau consiste à utiliser une fonction noyau K tel que
K(di ,d j ) = φ(di ).φ(d j ), avec di et d j des vecteurs de caractéristiques. L’équation 2.21 est
une fonction polynomiale de degré 2 définie par K(x,y) = (x.y)2. Deux des noyaux les plus
utilisés avec les SVM sont le noyau polynomial : K(x,y) = (xT ·y+1)k , avec k le degré du
polynôme et le noyau gaussien K(x,y) = e−
(x−y)2
2σ2 .
La complexité calculatoire des SVM est très importante, de l’ordre de O(p.N2), avec p
la dimension du vecteur de caractéristiques et N la taille de la base d’apprentissage [Chang
et Lin, 2011]. Les bases d’apprentissage ont un nombre d’échantillons de plus en plus im-
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portant, c’est pourquoi dans la pratique cette méthode est rarement utilisée. Il est courant
d’utiliser une approximation de SVM [Fan et al., 2008] qui essaie de résoudre le problème
sans faire de transformation en utilisant l’espace de redescription. La complexité calcu-
latoire de cette approximation de SVM est de l’ordre de O(N), ce qui permet de traiter
d’importantes bases d’apprentissage, mais ils sont aussi très efficaces pour résoudre des
problème dit parcimonieux [Aldavert et al., 2009], c’est-à-dire avec beaucoup de valeurs
nulles.
V. K. Chauhan et al.
Fig. 7 One versus one
multi-class classification
technique: an example of three
classes A, B and C in two
dimensions
where 0 ≤ αki ≤ C, α
yi
i = 0, Ai =
m!
k=1
αki , (14)
Cyij =
"
1, if yi = y j
0, if yi ̸= y j ,
i = 1, 2, . . . , l, k = 1, 2, . . . ,m
wk =
l!
i=1
#
cki Ai − αki
$
xi , k = 1, 2, . . . ,m. (15)
The decision function is:
argmax
k=1,2,...,m
%
l!
i=1
#
cki Ai − αki
$
xTi x j + bk
&
(16)
The primal formulations are equivalent toBredensteiner andBennett (1999) andGuermeur
(2002).
3.6 One-versus-one (1999)
One-versus-one technique (OVO, Kressel 1999) is also called as one-against-one (OAO, 1-
a-1) or pair-wise classification. In this classification technique, a binary SVM is trained for
each possible pair of classes. This idea of pair-wise classification was proposed by Knerr
et al. (1990) and later Friedman (1996), proposed ‘Max Wins’ algorithm which suggested
that each one-vs-one classifier contributes one vote to its predicted class and final output
is the class with the maximum number of votes. Kressel (1999), applied this idea to SVM.
Suppose there are m classes then OVO technique would lead to m(m − 1)/2 binary SVM
classification problems, each one is trained on data from two classes. Figure 7, depicts the
OVO multi-class SVM.
For training data from the i th and j th classes, the problem is given by
min
wi, j ,bi, j ,ξ i, j
1
2
(wi, j )Twi, j + C
!
t
ξ
i, j
t (17)
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Fig. 6 One versus rest,
multi-class classification
technique: An example of three
classes A, B and C in two
dimensions
Equation (6) represents the primal form, the dual form of soft margin SVM is given by
min
α
f (α) = 1
2
αT Q̄α − 1Tα
s.t. 0 ≤ αi ≤ U, ∀i,
(7)
where Q̄ = Q + D, D is a diagonal matrix, Qi j = yi y j xTi x j ,
U =
{
C for L1 loss SVM
∞ for L2 loss SVM and Dii =
⎧
⎨
⎩
0 for L1 loss SVM
1
2C
for L2 loss SVM
∀i.
3.3 One-versus-rest (1998)
One-versus-rest (OVR, Vapnik 1998) technique is also called as one-versus-all and one-
against-all. This is probably the earliest multi-class SVM implementation and is one of the
mostly used multi-class SVM. In this technique, we solvem binary SVM problems where m
is the number of classes. Each SVM classifier separates one class from the rest of the classes.
In this way, multi-class classification problem is reduced to binary classification problem.
OVR technique i pictorially represented in the Fig. 6.
min
wi ,bi ,ξ i
1
2
(wi )Twi + C
l∑
j=1
ξ ij
s.t. (wi )T x j + bi ≥ 1 − ξ ij , if y j = i,
(wi )T x j + bi ≤ −1+ ξ ij , if y j ̸= i,
ξ ij ≥ 0, j = 1, 2, . . . , l, i = 1, 2, . . . ,m.
(8)
After solving, it needs m decision functions to predict the class of a test data point as given
below:
(w1)T x + b1, (w2)T x + b2, . . . , (wm)T x + bm . (9)
A test data point is assigned a particular class only when the data point is accepted by that
class and rejected by all other classes. But this leads to a problem when a data point is
accepted by more than one class and that leads to a common region in the feature space.
Vapnik (1998) suggested that data point should be assigned to the class with highest value
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FIGURE 2.10 – Illustration des stratégies (a) one-versus-one et (b) one-versus-rest. Ce schéma
illustre la différence sur la manière de traiter un problème de classification avec 3 classes. Dans
le cas de l’approche one-versus-one, deux hyperplans sont calculés afin de séparer une classe
des deux autres. Pour l’approche one-versus-rest, le calcul d’un seul hyperplan suffit à séparer
une classe des deux autres. Source : [Chauhan et al., 2018].
Les SVM ont énormément évolué au fil des années, notamment entre 1998 et 2009. Le
tout premier SVM [Boser et al., 1992], est appelé le SVM à marge dure. Ce SVM sépare les
do nées à l’aide ’u hyperplan sans permettre la moindre erreur de classification. En
raison de la marge d re, il n’est pas applicable aux prob èmes où les données ne peuvent
pas être complètement séparées par l’hyperplan. Il est donc inutilisable lorsque les don-
nées sont bruité s ou lorsqu’il y a des données ab rrantes.
Le SVM de Cortes et Vapnik [Cortes et Vapnik, 1995] est une extension du SVM à marge
dure, ils introduisent une variable relaxée pour permettre certaines erreurs de classifica-
tion. Ainsi, il peut être appliqué à des problèmes où les données ne peuvent pas être com-
plèt ment séparées par l’hyperplan. Ce SVM est principalement utilisé sur des données
parcimonieuses de grandes dimension mais il est aussi très efficace sur des problèmes de
classification d’images et de documents. C’est le SVM le plus populaire et le plus utilisé.
En 1998, Vapnik [Vapnik, 1998] propose la première formulation d’un SVM multi-
classes qui rédui le problème multi-classes au problème binaire en con idérant une classe
à la fois et en la séparant du reste des classes (approche one-versus-rest, voir figure 2.10b).
Pour Cl classes, il résout n problèmes e SVM binaires et évalue le même nombre de fonc-
tions de décision pour classer un élément de la base de test. Il s’agit du SVM multi-classes
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le plus utilisé, mais son inconvénient est qu’il est nécessaire d’entraîner plusieurs SVM et
d’évaluer autant de fonctions de décision.
Un an plus tard, Weston et Watkins [Weston et al., 1999] proposent le premier SVM
multi-classes qui nécessite l’optimisation d’un seul SVM et l’évaluation de Cl fonctions
de décision. L’idée qu’ils ont eue consiste à généraliser le problème d’optimisation des
SVM binaires. Pour ce faire, ils ont construit une séparation linéaire par morceaux des Cl
classes en une seule optimisation.
Dans la même année, Kreßel [Kreßel, 1999] propose une approche one-versus-one
qui entraîne un SVM binaire pour chaque paire de classes, c’est-à-dire Cl (Cl−1)2 SVM bi-
naire. Il doit aussi évaluer autant de fonctions de décision. La figure 2.10 montre la dif-
férence entre l’approche one-versus-one et one-versus-rest. Comme on peut le constater
sur l’exemple de la figure 2.10, pour l’approche one-versus-one deux hyperplans sont cal-
culés afin de séparer une classe des deux autres. Pour l’approche one-versus-rest un seul
hyperplan suffit à séparer une classe des deux autres.
En 2000 [Schölkopf et al., 2000] propose un nouvel SVM appelé ν-SVM. Ce nouvel SVM
permet de supprimer le paramètre C et introduit le paramètre ν qui donne une approxi-
mation de la fraction des vecteurs de support.
En 2005, les auteurs de [Graf et al., 2005] proposent un SVM parallèle, aussi connu
sous le nom de cascade de SVM. Le principe est de diviser la base d’apprentissage en
sous-ensembles et d’entraîner plusieurs SVM en parallèle sur chaque sous-ensemble. une
illustration du fonctionnement de ce SVM est présentée figure 2.11 où les TDi avec i =
1, . . . ,4, les sous-ensembles de la base d’apprentissage.Problem formulations and solvers in linear SVM: a review
Fig. 10 Architecture of Cascade
SVM: an example of Cascade
SVM where the dataset is broken
into four subsets and four SVMs
are trained over them in the first
layer. In second layer, support
vectors of two SVMs are
combined along with datasets and
fed into a new SVM. Finally the
results of SVM5 and SVM6 are
combined along with datasets and
fed to a new SVM7 on the last
layer. The support vectors from
the SVM7 are fed to the first
layer and process is repeated until
desired accuracy is obtained
Lagrangian is:
L(w, γ ,Y,β) = C
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∥Y∥2 + 1
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SD (Aw − 1γ )+ Y − S1
%
(56)
where β is vector of Lagrangian multipliers.
Solving with KKT conditions, it gives
β =
&
I − SH
'
I
C
+ HT ST SH
(− 1
(SH)T
)
CS1 (57)
where H = D [A − 1] .
3.19 Cascade SVM (2005)
Cascade SVM also called as parallel support vector machines (Graf et al. 2 005) proposes an
algorithm for solving an SVM problem, where algorithm can be parallelized using multiple
SVMs. The dataset is broken into multiple subsets and an SVM is trained on each subset. The
partial results (support vectors) from the different SVMs are combined together by taking
two SVMat a time inmultiple layers until a single set of support vectors is obtained, as shown
in the Fig. 1 0. Single pass through this cascade of SVM produces very good accuracy but
to obtain more accurate results, outputs from the last layer is fed back to the first layer. This
process is repeated until desired accuracy is obtained. Since the output of first layer SVM is
given to the second layer and so on, this is why, it is called as Cascade SVM. This is a divide
and conquer strategy of solving the SVM problem, where in division step, it divides the
problem into multiple subproblems and in conquer step, it combines the solutions from the
subproblems and initializes a new SVM with that. Hsieh et al. (2 01 4), has further extended
the Cascade SVM to DC-SVM (Divide-and-Conquer SVM) which uses clustering of data in
the division step so most of the support vectors of subproblems are also the support vectors
of the combined problem.
3.20 GEPSVM (2006)
GEPSVM (Mangasarian and Wild 2 006) is a new SVM problem formulation with two non-
parallel hyperplanes. The data points are classified according to the proximity to one of the
two non-parallel planes. This is different from the PSVM (Fung and Mangasarian 2 001 ) and
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FIGURE 2.11 – Schéma du fonctionnement d’une cascade de SVM composée de 7 SVM et de
3 couches. Dans la première couche, les SVM 1,2,3 et 4 prennent chacun un sous-ensemble
de la base d’entraînement, respectivement TD1, TD2, TD3 et TD4. Dans la deuxième couche,
le SVM 5 prend en entrée la combinaison des résultats partiels des SVM 1 et 2, et le SVM 6
prend en e trée la combinaison des résultats partiels des SVM 3 et 4. Enfin, dans la troisième et
dernière couche, le SVM 7 prend en entrée la combinaison des résultats partiels des SVM 5 et 6.
Source : [Chauhan et al., 2018].
Les résultats partiels (vecteurs de support) des différents SVM sont combinés en pre-
nant les SVM deux à deux d’une même couche jusqu’à ce que l’on obtienne un seul en-
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semble de vecteurs de support.
La philosophie de cette approche est de diviser le problème en sous-problèmes plus
simples à résoudre, et ensuite combiner les solutions de ses sous-problèmes pour initia-
liser un autre SVM. Les auteurs de [Hsieh et al., 2014] ont proposé une amélioration de
cette approche appelée Divide-and-Conquer SVM (DC-SVM). Cette approche utilise le
clustering de données dans l’étape de division de la base d’apprentissage de sorte que la
plupart des vecteurs des sous-problèmes sont aussi les vecteurs de support du problème
combiné.
En 2006, [Farquhar et al., 2006] propose un SVM multi-vues. Ce type de SVM est utile
dans les problèmes où les données sont obtenues à partir de différentes sources ou obte-
nues en utilisant différents extracteurs de caractéristiques. L’idée est d’améliorer les per-
formances de généralisation du classifieur à travers de multiples vues du problème, par
exemple en utilisant un ensemble de descripteurs ou bien des données multi-sources.
Chang et Lin [Chang et Lin, 2011] proposent en 2011 le Kernel SVM. Il est utilisé lors-
que les données ne sont pas linéairement séparables où lorsqu’il n’est pas possible de
trouver un hyperplan séparable dans l’espace d’entrée. Tout problème SVM convexe peut
être converti en Kernel SVM correspondant.
Pour gérer le problème des données bruitées et aberrantes, comme par exemple une
donnée qui n’a pas le bon label dans une base d’apprentissage, [Nie et al., 2017] propose
le CappedSVM. Ces données aberrantes peuvent induire en erreur les classifieurs durant
l’apprentissage, ainsi, les classifieurs appris ne sont pas optimaux et leurs performances
en sont réduites. Le CappedSVM utilise une nouvelle formulation du problème en utili-
sant une fonction de perte basée sur une norme lp bornée.
2.1.2.2 Les Random Forests
Les forêts aléatoires, ou Random Forests (RF) [Ho, 1995, 1998; Breiman, 2001; Pal, 2005;
Cutler et al., 2007; Belgiu et Drăguţ, 2016; He et al., 2017b], sont des Ensembles de Classi-
fieurs, cela signifie qu’elles sont composées de plusieurs classifieurs de faible complexité.
Les RF sont composées d’une multitude d’arbres de décision [Quinlan, 1986; Utgoff, 1989,
1994] qui sont entraînés sur des sous-ensembles de la base d’apprentissage. La figure 2.12
illustre le fonctionnement d’un arbre de décision. On peut aussi voir chaque arbre de
décision comme une décomposition du problème de classification en une suite de tests
correspondant à une partition de l’espace des données en sous-régions homogènes selon
l’ensemble de variables discriminantes. Dans l’exemple de la figure 2.12, l’ensemble de
variables discriminantes sont la couleur, la taille et la forme. Pour classer une nouvelle
entrée, on part de la racine et on effectue les tests des nœuds jusqu’à ce qu’une feuille soit
atteinte.
Le fonctionnement d’un algorithme de forêt aléatoire est le suivant : nous notons Z=
{(di , ti )}i=Ni=1 la base d’apprentissage composée de vecteurs de caractéristiques di ∈ Rp et
ti ∈ {0,Cl − 1} les étiquettes associées, et i ∈ {1,N} où N est le nombre d’éléments de la
base d’apprentissage. Pour la construction d’un arbre ab de la forêt, avec b ∈ [1, . . . ,B] et
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FIGURE 2.12 – Exemple d’arbre de décision.
B le nombre d’arbres de la forêt, on tire aléatoirement des éléments de Z pour créer une
sous-base d’apprentissage Zb (de taille inférieure à N) avec remise dans Z. On construit
un arbre de décision ab avec b ∈ [1, . . . ,B] à partir de la sous-base d’apprentissage Zb .
Pour estimer la classe d’un échantillon dtest lors de la phase de test, on peut par exemple
utiliser la moyenne des prédictions de tous les arbres sur le vecteur dtest :
t̂ = 1
B
B∑
b=1
ab(dtest ), (2.22)
avec
ab : R
p → R
dtest 7→ {0, . . . ,Cl −1}
la prédiction d’un arbre ab .
Le seul paramètre à définir pour ce classifieur est B. Suivant la nature et la taille de la
base d’apprentissage, le nombre d’arbres utilisés peut être de plusieurs centaines à plu-
sieurs milliers. La valeur optimale d’arbres à utiliser peut être déterminée par validation
croisée [James et al., 2013]. Cela signifie que l’on va utiliser une base de validation ne fai-
sant pas partie de la base d’apprentissage ni de la base de test pour fixer ce paramètre.
Chaque arbre va être construit à partir d’un sous-échantillon des vecteurs de caracté-
ristiques, chaque arbre apprend donc de manière indépendante. Cette stratégie permet
d’utiliser le hasard pour améliorer les performances d’algorithmes de "faibles" perfor-
mances. Ce type de méthode s’appelle le bagging [Breiman, 1996]. L’idée est d’utiliser une
combinaison ou une agrégation d’un grand nombre de modèles tout en évitant le phé-
nomène de sur-apprentissage. Durant l’apprentissage, le but est d’obtenir des arbres les
plus décorrélés possible.
Pour améliorer les performances, la méthode du sous-espace aléatoire [Ho, 1998] (Ran-
dom Subspace Method, ou RSM en anglais) est utilisée. Cette méthode consiste à sous-
échantillonner les données d’apprentissage. Les échantillons di , sont des vecteurs de ca-
ractéristiques de dimension p. La méthode RSM consiste à sélectionner aléatoirement r
composantes parmi les p composantes des vecteurs di , avec r << p. Nous obtenons une
nouvelle base d’apprentissage Z̃= ((d̃1, t1), (d̃2, t2), . . . , (d̃n , tn)) composée de n vecteurs de
caractéristiques de dimension r . C’est sur cette base d’apprentissage que les arbres de
décision vont être entraînés.
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FIGURE 2.13 – Exemple de forêt aléatoire composée de 3 arbres de décision a1, a2 et a3.
L’avantage des forêts aléatoires est qu’elles sont multi-classes par nature et faciles à
interpréter.
Algorithme 2 : Algorithme d’apprentissage d’une forêt aléatoire
Données : Z= {(d1, t1), . . . , (dn , tn)}i=Ni=1
Parameters : B le nombre d’arbres, r le nombre de caractéristiques à sélectionner
Résultat : Une forêt composée de B arbres ab qui sont des prédicteurs
1 pour b = 1, · · · ,B faire
2 Rééchantillonnage aléatoire avec remise de Z pour obtenir Zb ;
3 Z̃b ←∅ ;
4 pour di ∈Zb faire
5 d̃i ← RSM(di ,r ) ;
6 Z̃b ← Z̃b ∪ {d̃i } ;
7 fin
8 Apprentissage de ab sur Z̃b ;
9 fin
2.1.3 Bilan de l’apprentissage automatique en deux étapes
Nous avons présenté dans cette partie différentes stratégies que propose l’apprentis-
sage automatique en deux étapes afin de réaliser une tâche de classification. L’inconvé-
nient de cette approche est qu’elle nécessite une étape d’extraction des vecteurs de ca-
ractéristiques. En effet, comme nous avons pu le voir, les résultats obtenus en utilisant un
classifieur dépendent du ou des descripteurs que l’on va utiliser pour entraîner le classi-
fieur. De plus, les descripteurs utilisés pour la détection d’un objet en particulier peuvent
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être totalement inefficaces dès que l’on se focalise sur un autre objet, cette approche est
donc difficilement généralisable.
Depuis 2012, une méthode permettant de réaliser une tâche de classification sans
avoir à extraire de vecteurs de caractéristiques est de plus en plus utilisée. Il s’agit des
réseaux de neurones et plus particulièrement des réseaux de neurones convolutionnels
(CNN) lorsque les données traitées sont des images. Cette méthode réalise l’extraction
des caractéristiques et la classification via une optimisation jointe, l’utilisation d’un des-
cripteur n’est donc plus nécessaire. Nous présentons cette approche ci-dessous.
2.2 Les réseaux de neurones convolutionnels
2.2.1 Architecture d’un réseau de neurones classiques et rétropropaga-
tion
Nous avons vu que les méthodes d’apprentissage automatique supervisées classiques
se déroulent en deux étapes. La première consiste à extraire des caractéristiques discri-
minantes qui ont été définies par l’utilisateur. La deuxième phase va utiliser un classifieur
afin d’apprendre la meilleure séparation entre les différentes classes. Cependant les ca-
ractéristiques extraites lors de la première phase ne sont pas forcément optimales pour la
classification que l’on souhaite accomplir. Cette phase d’extraction des caractéristiques
est difficilement généralisable d’un problème de classification à un autre. Afin de s’af-
franchir de cette étape, une solution consiste à utiliser des réseaux de neurones profonds.
Ce type d’apprentissage permet de réaliser la phase d’extraction des caractéristiques et
de classification de manière jointe. Un réseau de neurones est un modèle mathématique
dont la conception est inspirée des neurones biologiques. Les représentations de ces ré-
seaux sont très fortement inspirées de l’article [Lettvin et al., 1959].
Les réseaux de neurones profonds ont connu un essor important dans les années 2000
grâce à leurs records dans différentes compétitions. Ils ont notamment gagné la compéti-
tion ImageNet Large Scale Visual Recognition Competition (ILSVRC) en 2012, 2013, 2014,
2015, 2016 et 2017 [Krizhevský et al., 2012; Zeiler et Fergus, 2013; Simonyan et Zisserman,
2015; Szegedy et al., 2015; Kaiming et al., 2016; Hu et al., 2017].
Un réseau est représenté sous la forme d’un graphe et est organisé en couches de neu-
rones. Chaque couche prend en entrée une ou plusieurs couches de rang inférieur. La fi-
gure 2.14 représente un réseau de neurones. Nous noterons p(c)k le neurone k de la couche
c, avec k ∈ {1,N(c)} et N(c) le nombre de neurones de la couche c. Si la couche c est connec-
tée à la couche c −1, alors cette couche est dite cachée (la couche bleue de la figure). Si
la couche c n’est pas connectée à une couche de rang inférieur, alors c est une couche
d’entrée (la couche verte de la figure) et prend en entrée les données qui sont passées au
réseau. Enfin, si une couche c n’est pas connectée à une couche de rang supérieur, alors
il s’agit d’une couche de sortie (la couche blanche de la figure).
Un réseau peut s’organiser de deux façons différentes : soit de façon acyclique, soit
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Couche cachée
Sortie
Entrée
Couche de sortie
Couche d’entrée
FIGURE 2.14 – Structure d’un réseau de neurones
de façon cyclique. Les réseaux cycliques sont appelés des réseaux récurrents [Rumelhart
et al., 1986] et leurs couches se connectent en formant au moins un cycle. Les réseaux
acycliques sont les réseaux les plus courants et le résultat d’une couche au rang r est uni-
quement transmis à une ou plusieurs couches de rang (r + l ) avec l ∈R∗+.
La figure 2.15 représente le fonctionnement d’un neurone avec xk
(c)
i ∈ R et w k
(c)
i ∈ R
les composantes du vecteur d’entrée x(c)k et du vecteur poids w
(c)
k , i ∈ {1, . . . ,n} le nombre
de composantes et b(c)k ∈ R le biais du neurone p
(c)
k . Dans un premier temps, un neurone
réalise le produit scalaire entre le vecteur d’entrée x(c)k ∈ Rn et le vecteur poids w
(c)
k ∈ Rn
auquel nous ajoutons le biais b(c)k permettant de réguler le seuil d’activation du neurone,
ce résultat est noté o(c)k . Dans un second temps, nous appliquons une fonction f appelée
fonction d’activation sur o(c)k ∈ R, le résultat est noté s
(c)
k ∈ R. Afin que le réseau puisse
résoudre des problèmes complexes, il est nécessaire que la fonction d’activation f soit
non linéaire.
o(c)k = w
(c)
k ·x
(c)
k +b
(c)
k (2.23)
s(c)k = f (o
(c)
k ) (2.24)
x1 w (c)1
x2 w
(c)
2
•
•
•
xn
w (c)n
Neurone p(c)k
∑ | f
b(c)k
s(c)k
FIGURE 2.15 – Représentation d’un neurone p(c)k de la couche c.
À l’initialisation du réseau, les poids des neurones sont initialisés aléatoirement en
suivant une distribution donnée. Les types de distributions les plus utilisées sont la dis-
tribution gaussienne, uniforme, ou bien Xavier [Glorot et Bengio, 2010]. La loi Xavier est
une initialisation uniforme où chaque couche va calculer les bornes maximale et mini-
male optimales en tenant compte du nombre de connexions entrantes ne et sortantes ns
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d’un neurone. Les poids de ces neurones seront initialisés en suivant la loi
U
[
−
√
6
ne+ns ,
√
6
ne+ns
]
avec U une distribution uniforme.
La couche de sortie possède autant de neurones qu’il y a de classes à discriminer dans
la base d’apprentissage. Chaque neurone de sortie est donc associé à une classe et re-
tourne le score d’appartenance à sa classe. Pour connaître le score d’appartenance d’un
objet à une certaine classe, il est intéressant de normaliser les valeurs de sortie dans l’in-
tervalle [0,1]. La fonction qui est classiquement utilisée est une fonction softmax qui est
définie comme suit :
sk =
exp(o(cs )k )
N(cs )∑
j=1
exp(o(cs )j )
, (2.25)
avec o(cs )k et o
(cs )
j les sorties des neurones k et j sans fonction d’activation. Il est usuel
d’appeler le résultat de la sortie de chaque classe la probabilité d’appartenance à la classe.
Une fois que tous les paramètres du réseau de neurones sont initialisés, nous pouvons
effectuer la phase d’apprentissage. Pour ce faire, nous utilisons une méthode appelée ré-
tropropagation [Rumelhart et al., 1986]. La rétropropagation est une méthode itérative
pour calculer le gradient de l’erreur pour chaque neurone d’un réseau de neurones, de la
dernière couche vers la première.
Lors de l’activation du réseau, chaque neurone du réseau va "transmettre" une valeur
aux neurones qui lui sont connectés. Le réseau est donc "activé" en lui donnant en entrée
un vecteur (ie. une image) et un vecteur t = (t0, . . . , tCl−1) dont la jème composante vaut 1 si
la classe de l’image en entrée est la jème , et toutes les autres sont à 0. Le but de l’algorithme
de rétropropagation est de minimiser l’erreur quadratique E (définie équation 2.26) du
réseau en utilisant la descente de gradient. On souhaite donc que la sortie du neurone
s(cs )j vale 1 et que les autres sorties valent 0.
E = 1
2
N(c)∑
i=1
(ti − s(cs )i )2, (2.26)
Afin de simplifier les notations nous allons reprendre les notations de la figure 2.16.
Notons wi j ∈ R le poids reliant le neurone pc1i au neurone p
c2
j et c2 la couche qui prend
en entrée la couche c1. L’objectif de la rétropropagation est de corriger tous les poids wi j
du réseau avec une valeur de correction ∆wi j . Cette valeur de correction est choisie de
façon à ce que le poids corrigé minimise l’erreur E, elle suit donc la loi ∆wi j ∼ − δEδwi j .
L’idée est donc de mettre à jour wi j en le modifiant d’une faible valeur proportionnelle à
l’opposé du gradient. En utilisant le théorème de dérivation des fonctions composées, on
peut écrire le gradient ∂E∂wi j de la manière suivante :
∂E
∂wi j
= ∂E
∂s(c2)j︸ ︷︷ ︸
3
∂s(c2)j
∂o(c2)j︸ ︷︷ ︸
2
∂o(c2)j
∂wi j︸ ︷︷ ︸
1
, (2.27)
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FIGURE 2.16 – Schéma représentant un réseau à deux couches.
avec o(c2)j = w
(c2)
j ·x
(c2)
j +b
(c2)
j .
Détaillons les différents termes, commençons par le terme 1 :
∂o(c2)j
∂wi j
=
∂(w(c2)j ·x
(c2)
j +b
(c2)
j )
∂wi j
=
∂(
N(c1)∑
k=1
wk j · s(c1)k )
∂wi j
= s(c1)i (2.28)
avec s(c1)k = f (o
(c1)
k ).
En détaillant le terme 2, nous obtenons :
∂s(c2)j
∂o(c2)j
=
∂( f (o(c2)j )
∂o(c2)j
= f ′(o(c2)j ) (2.29)
f ′ est la dérivée de la fonction d’activation. Elle est appelée fonction de transfert et
elle détermine la force de la correction de l’erreur.
Enfin, pour le terme 3, il faut différencier deux cas, lorsque le neurone appartient à
une couche de sortie ou à une couche cachée. Si le neurone appartient à une couche de
sortie :
∂E
∂s(c2)j
=
∂12
N(c2)∑
i=1
(ti − s(c2)i )2
∂s(c2)j
=−(t j − s(c2)j ) (2.30)
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Si le neurone appartient à une couche cachée :
∂E
∂s(c2)j
=
∑
c∈F(c2)
N(c)∑
k=1
∂E
∂o(c)k
∂o(c)k
∂s(c2)j
(2.31)
Avec F(c2) les couches filles de la couche c2, c’est-à-dire les couches prenant en entrée
la sortie de c2, puisque l’on itère de la couche de sortie vers la couche d’entrée du réseau.
De plus, comme nous avons
∂o(c)k
∂s
(c2)
j
= ∂(w
c
k ·xck+b
c
k )
∂s
(c2)
j
= wk j , nous obtenons :
∂E
∂o(c)k
∂o(c)k
∂s(c2)j
= ∂E
∂s(c)k
∂s(c)k
∂o(c)k
wk j (2.32)
On reconnaît ici, les termes 2 et 3 de l’équation de départ. On note δ(c)k l’erreur du
neurone p(c)k , tel que δ
(c)
k = ∂E∂s(c)k
∂s(c)k
∂o(c)k
.
En regroupant les termes, on obtient l’équation suivante :
∂E
∂wi j
= f ′(o(c2)j )︸ ︷︷ ︸
2
× s(c1)i︸︷︷︸
1
×



(t j − s(c2)j )︸ ︷︷ ︸
3
si c2 est une couche de sortie
(
∑
c∈F(c2)
N(c)∑
k=1
δ(c)k wk j
)
︸ ︷︷ ︸
3
sinon.
(2.33)
Une fois que nous avons calculé ∂E∂wi j , nous pouvons calculer le facteur de correction
∆wi j que nous devons appliquer sur wi j . Pour éviter d’avoir des variations de poids trop
importantes et brusques pouvant être causées par des points aberrants, le facteur de cor-
rection ∆wi j est multiplié par ce que l’on appelle un coefficient d’apprentissage. Ce co-
efficient d’apprentissage noté ε ∈ [0,1], va diminuer au cours de l’apprentissage pour per-
mettre une convergence.
∆wi j =∆wi j −ε
∂E
∂wi j
(2.34)
Le problème de cette méthode c’est qu’elle permet de trouver un minimum local mais
pas forcément le minimum global. Pour empêcher ce phénomène, il est courant d’ajouter
un terme d’inertie noté λ ∈ [0,1], qui va mémoriser la direction et la force du gradient
par rapport à la mise à jour à effectuer. Le facteur de correction prenant en compte le
coefficient d’apprentissage ε et le moment d’inertie λ se définissent comme suit :
∆wi j = λ∆wi j −ε
∂E
∂wi j
(2.35)
Durant l’apprentissage, les poids vont donc se mettre à jour de la manière suivante :
wi j = wi j +∆wi j (2.36)
36
CHAPITRE 2. ÉTAT DE L’ART
Dans le cas présenté précédemment on met à jour le réseau de neurones après avoir
présenté un élément de la base d’apprentissage, c’est-à-dire après chaque itération (une
itération correspond au traitement par le réseau d’un élément de la base d’apprentis-
sage). Ce type d’apprentissage s’appelle un apprentissage en ligne (on-line). Pour que le
réseau puisse converger, il faut effectuer plusieurs passes sur la totalité de la base d’ap-
prentissage, ce qui représente un coût calculatoire important. Un autre problème lié à ce
type d’apprentissage est que les fluctuations provoquées par la diversité des échantillons
peuvent aboutir à des mises à jours importantes des poids, ce qui peut ralentir, voire em-
pêcher, un réseau de converger.
Pour éviter ce problème de fluctuation, l’utilisation d’un apprentissage dit stochas-
tique est préféré. Cette approche va calculer une seule correction des poids pour la to-
talité de la base d’apprentissage en n’effectuant qu’une seule mise à jour en considérant
la correction moyenne de tous les poids [Saad, 1998]. Ce type de descente de gradient
permet de lisser l’erreur sur l’ensemble de la base d’apprentissage, ce qui réduit les fluc-
tuations et facilite la convergence. Le problème de cette approche est lorsque l’on utilise
une base d’apprentissage de grande dimension. En effet, parcourir l’ensemble de la base
d’apprentissage pour réaliser une mise à jour devient trop coûteux.
Une solution intermédiaire consiste à utiliser des mises à jour par paquets. L’idée est
de calculer l’erreur et de faire la mise à jour des poids sur un paquet composé de k élé-
ments de la base d’apprentissage. Cette approche nous permet de lisser l’erreur sur des
paquets de petites tailles ce qui est moins coûteux que de le faire sur la totalité de la base.
Un autre avantage de cette méthode, c’est qu’elle est facilement parallélisable sur GPU
puisque nous effectuons k fois la même opération. Lorsque k = 1 nous sommes dans le
cas de l’apprentissage en ligne, et lorsque k est égal au nombre d’éléments de la base
d’apprentissage alors nous sommes dans le cas de l’apprentissage stochastique.
De nouvelles méthodes utilisant des mises à jour par paquets permettant de réduire le
temps de convergence ont vu le jour. Par exemple AdaGrad [Duchi et al., 2011] qui est un
algorithme pour l’optimisation basée sur le gradient qui adapte le coefficient d’apprentis-
sage appliqué sur les paramètres du réseau. Il effectue des mises à jour plus importantes
lorsqu’il y a des caractéristiques peu fréquentes et plus petites pour les caractéristiques
fréquentes. Cela veut dire que Adagrad va modifier le coefficient d’apprentissage géné-
ral d’un paramètre (w ou b) en fonction des gradients calculés jusque là. Pour cette rai-
son, il est bien adapté pour traiter des données parcimonieuses, c’est-à-dire des données
qui contiennent beaucoup de valeurs nulles. Dean et al. [Dean et al., 2012] ont montré
qu’Adagrad améliorait grandement les performances comparé à une mise à jour des poids
classique.
Des extensions d’AdaGrad telles que Adadelta [Zeiler, 2012] et Adam [Kingma et Ba,
2014] (Adaptive Moment Estimation) sont apparues en 2012 et 2014. Ces extensions pro-
posent de nouvelles méthodes permettant de stocker le gradient calculé lors de la rétro-
propagation et ainsi de réduire encore plus le temps de convergence.
Lors de la phase d’apprentissage, l’utilisation d’une base de validation est indispen-
37
CHAPITRE 2. ÉTAT DE L’ART
sable. Cette base est constituée d’éléments de la base d’entraînement qui ne sont pas
utilisés lors de l’apprentissage. Le rôle de la base d’évaluation est dans un premier temps
d’évaluer les performances du modèle, mais aussi d’arrêter la phase d’apprentissage lors-
que le réseau a convergé. On considère que le point de convergence est atteint lorsque
l’erreur ne diminue plus sur la base de validation au court du temps et fluctue. Si la
phase d’apprentissage n’est pas arrêtée lorsque ce point est atteint, un phénomène de
sur-apprentissage peut apparaître. Ce phénomène se caractérise par une erreur nulle sur
la base d’entraînement et une augmentation de l’erreur sur la base de validation. On parle
de sur-apprentissage lorsque le réseau apprend tous les cas spécifiques de la base d’ap-
prentissage sans généraliser les concepts, on dit aussi que le réseau a appris "par cœur"
les données.
2.2.2 Comment définir les fonctions d’activation
Comme cela a été expliqué précédemment, la fonction d’activation f est fondamen-
tale pour résoudre la non linéarité, voir équation 2.24. À l’origine, la première fonction
non linéaire utilisée comparait la sortie d’un neurone (voir équation 2.23) à un seuil [Mc-
Culloch et Pitts, 1943]. Cette fonction binaire appelée fonction Heaviside, ou marche d’es-
calier, est de la forme :
f (x) =
{
0 si x < 0
1 sinon
(2.37)
Le problème de cette fonction c’est que la binarisation du signal entraîne une perte
d’information qui peut être grande. Par la suite, d’autres fonctions ont été proposées où
la transformation du signal est bornée. On retrouve parmi les fonctions les plus utilisées
les fonctions de type tangente hyperbolique : f (x) = 2
1+e−2x − 1, sigmoïde : f (x) =
1
1+e−x ,
softsign : f (x) = x1+|x| . En 2010 [Glorot et Bengio, 2010] comparent les 3 fonctions précé-
dentes et montrent que les fonctions softsign et tangente hyperbolique obtiennent des
performances semblables. Cependant, le calcul de la dérivée de ces fonctions pour réali-
ser la rétropropagation est très "coûteux".
Durant cette même année [Nair et Hinton, 2010] propose l’utilisation d’une nouvelle
fonction d’activation, la fonction Rectified Linear Units ou ReLU. Cette fonction permet de
réduire les coûts calculatoires mais réduit aussi le temps de convergence. Cette fonction
est définie comme : f (x) = max(0, x), et sa fonction de transfert comme :
f ′(x) =
{
0 si x < 0
1 sinon.
(2.38)
Cette fonction est encore très utilisée aujourd’hui. En effet [Krizhevský et al., 2012] ont
montré que le ReLU converge 6 fois plus rapidement que avec la tangente hyperbolique.
La vitesse de convergence lors de l’utilisation du ReLU est dûe à sa fonction de transfert
simple, soit elle transmet une erreur nulle, soit l’erreur dans sa totalité. Cette fonction
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permet d’éviter le phénomène d’atténuation du gradient contrairement à la tangente hy-
perbolique par exemple.
Depuis l’apparition de cette fonction d’activation, de nombreuses fonctions basées
sur le ReLU ont vu le jour. On peut noter que ces nouvelles fonctions utilisent générale-
ment un paramètre qui est alors appris lors de l’apprentissage, comme par exemple :
— la fonction Parametric Rectified Linear Units ou PReLU [He et al., 2015] :
f (x) =
{
αx Si x < 0
x sinon,
(2.39)
— ou la fonction Exponential Linear Units ou ELU [Clevert et al., 2015] :
f (x) =
{
α(ex −1) Si x < 0
x sinon.
(2.40)
Les auteurs de [Qian et al., 2018] combinent de manière différente les fonctions de la
famille des Rectified Units pour créer des fonctions d’activation adaptatives permettant
d’avoir une réduction de 1,35% de l’erreur avec le réseau GoogleNet [Szegedy et al., 2015]
sur la base ImageNet.
2.2.3 Intégration de convolutions dans un réseau de neurones
Les réseaux de neurones convolutionnels (CNNs) [Fukushima, 1975; Fukushima et
Miyake, 1982; LeCun et al., 1995] sont des architectures très adaptées dans le domaine
de la reconnaissance dans les images ou bien les vidéos, ce sont des outils très puissants
dans les problèmes de vision.
La particularité des CNNs est qu’ils utilisent des neurones de type convolutif. Ce type
de neurone applique une opération de convolution, c’est-à-dire un filtre que l’on appelle
noyau, sur son signal d’entrée.
Traitons le cas général d’une convolution 2D. Considérons un noyau K ∈ {0 . . .k1}×
{0 . . .k2} et une image I ∈Rw×h , la convolution de I par K, notée I∗K, est définie comme :
(I∗K)(i , j ) =
k1∑
i ′=0
k2∑
j ′=0
I
(i+i ′−b k12 c, j+ j ′−b
k2
2 c)
·K(i ′, j ′) (2.41)
Dans le cas d’une image multi-canaux, nous avons la largeur, la hauteur et le nombre
de canaux à prendre en compte. Pour chaque neurone p(c)i , le noyau, ou le poids associé
est noté w(c)k ∈ Rk1×k2×c avec k1 et k2 la hauteur et la largeur du noyau et c le nombre de
canaux. Les deux premières dimensions du noyau représentent la largeur et la hauteur
de la matrice de convolution et la troisième dimension représente le canal sur lequel la
convolution est appliquée. Nous notons w(c)k (p) le noyau 2D appliqué sur le canal p.
Comme pour un réseau de neurones classiques, les neurones prennent en entrée tou-
tes les sorties des couches précédentes qui y sont connectées, cependant dans le cas d’un
CNN, la sortie d’un neurone convolutif est une image. La sortie à la position (i , j ) d’un
neurone convolutif o(c)k prenant en entrée la sortie de la couche (c −1) se définit comme :
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Convolution	+	Normalisation
Pooling
Couche	entièrement connectée
FIGURE 2.17 – Schéma d’un réseau de neurones convolutionnels.
o(c)k(i , j ) = b
(c)
k +
N(c−1)∑
l=0
(w (c)k ( j )∗ s
(c−1)
l ) (2.42)
Le biais b(c)k du neurone convolutif est une constante qui est ajoutée à toutes les posi-
tions de l’image résultante.
Comme pour un neurone classique, une fonction d’activation notée f est appliquée
sur la sortie du neurone :
s(c)k = f (o
(c)
k ) (2.43)
L’image s(c)k en sortie du neurone est ce que l’on appelle une carte de caractéristiques
ou feature map.
Il est aussi possible d’utiliser des convolutions dilatées [Yu et Koltun, 2015] ou aussi
appelées convolutions atrous [Papandreou et al., 2015]. L’idée de ce type d’opération est
d’élargir le "champ de vision" de chaque neurone. Un paramètre r est utilisé pour dé-
terminer le taux de dilatation, c’est-à-dire le pas avec lequel nous allons échantillonner
le signal d’entrée. Lorsque r = 1 nous sommes dans le cas d’une convolution standard.
Un exemple de convolution atrous où r correspond à la variable "rate" est présenté fi-
gure 2.18.
Ces couches de convolution vont permettre d’extraire ce que l’on appelle une carte de
caractéristiques [Jarrett et al., 2009] ou feature map. Afin de réduire la complexité calcula-
toire, ces réseaux utilisent le principe des poids partagés, cela signifie que plusieurs neu-
rones vont utiliser le même noyau. Ce fonctionnement, en plus de réduire la complexité
calculatoire (les noyaux ont généralement entre 9 et 121 paramètres), permet d’obtenir
différentes invariances. En effet, par exemple cela nous permet de reconnaître le même
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5
final DCNN network responses at an arbitrarily high resolu-
tion. For example, in order to double the spatial density of
computed feature responses in the VGG-16 or ResNet-101
networks, we find the last pooling or convolutional layer
that decreases resolution (’pool5’ or ’conv5 1’ respectively),
set its stride to 1 to avoid signal decimation, and replace all
subsequent convolutional layers with atrous convolutional
layers having rate r = 2. Pushing this approach all the way
through the network could allow us to compute feature
responses at the original image resolution, but this ends
up being too costly. We have adopted instead a hybrid
approach that strikes a good efficiency/accuracy trade-off,
using atrous convolution to increase by a factor of 4 the
density of computed feature maps, followed by fast bilinear
interpolation by an additional factor of 8 to recover feature
maps at the original image resolution. Bilinear interpolation
is sufficient in this setting because the class score maps
(corresponding to log-probabilities) are quite smooth, as
illustrated in Fig. 5. Unlike the deconvolutional approach
adopted by [14], the proposed approach converts image
classification networks into dense feature extractors without
requiring learning any extra parameters, leading to faster
DCNN training in practice.
Atrous convolution also allows us to arbitrarily enlarge
the field-of-view of filters at any DCNN layer. State-of-the-
art DCNNs typically employ spatially small convolution
kernels (typically 3⇥3) in order to keep both computation
and number of parameters contained. Atrous convolution
with rate r introduces r  1 zeros between consecutive filter
values, effectively enlarging the kernel size of a k⇥k filter
to ke = k + (k   1)(r   1) without increasing the number
of parameters or the amount of computation. It thus offers
an efficient mechanism to control the field-of-view and
finds the best trade-off between accurate localization (small
field-of-view) and context assimilation (large field-of-view).
We have successfully experimented with this technique:
Our DeepLab-LargeFOV model variant [38] employs atrous
convolution with rate r = 12 in VGG-16 ‘fc6’ layer with
significant performance gains, as detailed in Section 4.
Turning to implementation aspects, there are two effi-
cient ways to perform atrous convolution. The first is to
implicitly upsample the filters by inserting holes (zeros), or
equivalently sparsely sample the input feature maps [15].
We implemented this in our earlier work [6], [38], followed
by [76], within the Caffe framework [41] by adding to the
im2col function (it extracts vectorized patches from multi-
channel feature maps) the option to sparsely sample the
underlying feature maps. The second method, originally
proposed by [82] and used in [3], [16] is to subsample the
input feature map by a factor equal to the atrous convolu-
tion rate r, deinterlacing it to produce r2 reduced resolution
maps, one for each of the r⇥r possible shifts. This is followed
by applying standard convolution to these intermediate
feature maps and reinterlacing them to the original image
resolution. By reducing atrous convolution into regular con-
volution, it allows us to use off-the-shelf highly optimized
convolution routines. We have implemented the second
approach into the TensorFlow framework [83].
rate = 6
rate = 12
rate = 18
rate = 24
Atrous Spatial Pyramid Pooling
Input Feature Map
Conv
kernel: 3x3
rate: 6
Conv
kernel: 3x3
rate: 12
Conv
kernel: 3x3
rate: 18
Conv
kernel: 3x3
rate: 24
Fig. 4: Atrous Spatial Pyramid Pooling (ASPP). To classify
the center pixel (orange), ASPP exploits multi-scale features
by employing multiple parallel filters with different rates.
The effective Field-Of-Views are shown in different colors.
3.2 Multiscale Image Representations using Atrous
Spatial Pyramid Pooling
DCNNs have shown a remarkable ability to implicitly repre-
sent scale, simply by being trained on datasets that contain
objects of varying size. Still, explicitly accounting for object
scale can improve the DCNN’s ability to successfully handle
both large and small objects [6].
We have experimented with two approaches to han-
dling scale variability in semantic segmentation. The first
approach amounts to standard multiscale processing [17],
[18]. We extract DCNN score maps from multiple (three
in our experiments) rescaled versions of the original image
using parallel DCNN branches that share the same param-
eters. To produce the final result, we bilinearly interpolate
the feature maps from the parallel DCNN branches to the
original image resolution and fuse them, by taking at each
position the maximum response across the different scales.
We do this both during training and testing. Multiscale
processing significantly improves performance, but at the
cost of computing feature responses at all DCNN layers for
multiple scales of input.
The second approach is inspired by the success of the
R-CNN spatial pyramid pooling method of [20], which
showed that regions of an arbitrary scale can be accurately
and efficiently classified by resampling convolutional fea-
tures extracted at a single scale. We have implemented a
variant of their scheme which uses multiple parallel atrous
convolutional layers with different sampling rates. The fea-
tures extracted for each sampling rate are further processed
in separate branches and fused to generate the final result.
The proposed “atrous spatial pyramid pooling” (DeepLab-
ASPP) approach generalizes our DeepLab-LargeFOV vari-
ant and is illustrated in Fig. 4.
3.3 Structured Prediction with Fully-Connected Condi-
tional Random Fields for Accurate Boundary Recovery
A trade-off between localization accuracy and classifica-
tion performance seems to be inherent in DCNNs: deeper
models with multiple max-pooling layers have proven most
successful in classification tasks, however the increased in-
variance and the large receptive fields of top-level nodes can
only yield smooth responses. As illustrated in Fig. 5, DCNN
FIGURE 2.18 – Schéma représentant le fonctionnement d’une convolution atrous. Source :
[Chen et al., 2018].
motif quelque soit sa position dans l’image puisque le même noyau de convolution va
êt e utilisé. E 2015, [Zhu et al., 2015] ont montré de manière expérimentale qu’un nom-
bre suffisamment élevé de couches de convolutions permet au réseau de devenir robuste
aux orientations. Au cour de l’appr ntissage les différentes couches de convolutions se
spécialisent et forment un descripteur pertinent pour un problème donné.
La figure 2.19 montre la représentation de différents vecteurs caractéristiques en uti-
lisant une projection 2D appelée t-SNE [Maaten et Hinton, 2008]. La t-SNE est une tech-
nique de réduction de dimensionnalité particulièrement adaptée à la visualisation d’en-
s mbles de données de grande dimension. Les images (a) et (b) montrent la représen-
tation de caractéristiques obtenues avec deux descripteurs, Locality-constrained Linear
Coding [Wang et al., 2010] (LLC) et GIST [Oliva et Torralba, 2001] respectivement, et les
images (c) et (d) les feature maps extraites à la première couche d’un CNN et à la 6ème
couc respectivement. On peut constater sur les images (a), (b) et (c) que les objets des
différentes classes so t mélangés, la représentation d’un objet ne forme pas une zone ho-
mogène, les caractéristiques utilisées ne permettent donc pas de séparer les différentes
classes. On voit que la première couche du réseau ne crée pas de descripteur assez perti-
n nt pour séparer les classes. Cependant la sortie de la 6ème couche du CNN permet de
regrouper les caractéristiques d’un même objet entre elles. Au c urs de l’apprentissage les
différentes couches de convolutions se spécialisent et forment un descripteur pertinent
pour le problème donné.
DeCAF: Step 2 cont.
Feature visu lization (2-D embed ing of high dime si nal features) of ILSVRC-2012
LLC & GIST: two traditional computer vision features
DeCAF6 see s to work pretty well
FIGURE 2.19 – Représentat on de la pr jection 2D t-SNE [Maaten et Hinton, 2008] de vecteurs
caractéristiques. (a) est la représentation de caractéristiques de type LLC [Wang et al., 2010],
(b) de type GIST [Oliva et Torralba, 2001], (c) représente les feature maps extraites à la première
couche d’un CNN et (d) à la 6ème couche. Source : [Donahue et al., 2014].
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2.2.3.1 L’étape de sous-échantillonnage
Ces types de réseaux sont dotés en plus d’une couche de sous-échantillonnage ou
pooling. Cette couche permet de regrouper et de fusionner les valeurs des feature maps.
La couche de sous-échantillonnage est une couche de transition, c’est-à-dire qu’elle ne
possède pas de poids à mettre à jour. Cette couche applique une fenêtre glissante de taille
w ×h avec un pas de chevauchement donné sur toute la feature map. À chaque position,
une opération de lissage attribue une valeur au contenu de la fenêtre glissante. Les deux
méthodes les plus utilisées pour réaliser ce sous-échantillonnage sont soit la moyenne
soit le maximum. L’utilisation de la moyenne permet de considérer toutes les valeurs de
la feature map pour une fenêtre glissante donnée. Lors de la rétropropagation, l’erreur est
répartie entre les différentes valeurs de la fenêtre glissante. L’utilisation du maximum ne
conserve que la valeur la plus élevée de la fenêtre glissante donnée. Lors de la rétropro-
pagation, l’erreur n’est logiquement propagée que sur la position du pixel avec la valeur
la plus élevée. Les auteurs de [Scherer et al., 2010] ont montré que l’utilisation du sous-
échantillonnage par le maximum permet de converger plus rapidement lors de la phase
d’apprentissage. De plus, utiliser le maximum permet d’introduire une robustesse aux
translations.
Cette étape de sous-échantillonnage permet de faire aussi une réduction de la dimen-
sion. En effet, lorsque cette couche est utilisée le pas de chevauchement est généralement
supérieur à un, cela veut dire que l’on va diminuer la taille de représentation des feature
maps. Cette réduction permet un gain calculatoire non négligeable. Cependant, lorsque
l’on applique un sous-échantillonnage, on perd une partie de l’information ce qui peut
réduire les performances. Pour cette raison, le pas utilisé est petit (2 pixels), et l’utilisation
abusive de cette couche est à éviter [Springenberg et al., 2015].
Il existe également d’autres méthodes pour réaliser ce sous-échantillonnage. Par exem-
ple le Spatial Pyramid Pooling (SPP) [Grauman et Darrell, 2005; Lazebnik et al., 2006; He
et al., 2014] permet d’avoir en sortie un vecteur de taille fixe quelque soit la taille de l’en-
trée. Cette méthode est intéressante car si les couches de convolution peuvent avoir en
entrée des images de tailles variables, le vecteur en entrée d’une couche fully connected
(une couche connectée avec tous les neurones de la couche précédente, et tous les neu-
rones de la couches suivante) doit être de taille fixe. Cette méthode permet donc d’avoir
des images de taille variable en entrée du réseau pendant la phase d’apprentissage et de
test.
Le principe de cette approche est d’utiliser un nombre de régions R fixe sur les images
quelle que soit leur taille. La taille des régions R est donc proportionnelle à la taille de
l’image d’entrée. Enfin, pour obtenir un vecteur de taille fixe, on applique un pooling sur
chacune des régions.
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Fig. 3. The network structure with a spatial pyramid pooling layer.
To adopt the deep network for images of arbitrary sizes, we replace the pool5
layer (the pooling layer after conv5) with a spatial pyramid pooling layer. Fig. 3
illustrates our method. In each spatial bin, we pool the responses of each filter
(throughout this paper we use max pooling). The outputs of SPP are 256M -
d vectors with the number of bins denoted as M (256 is the number of conv5
filters). The fixed-dimensional vectors are the input to the fc layer (fc6).
With SPP, the input image can be of any sizes; this not only allows arbitrary
aspect ratios, but also allows arbitrary scales. We can resize the input image
to any scale (e.g., min(w, h)=180, 224, ...) and apply the same deep network.
When the input image is at di↵erent scales, the network (with the same filter
sizes) will extract features at di↵erent scales. The scales play important roles
in traditional methods, e.g., the SIFT vectors are often extracted at multiple
scales [19, 2] (determined by the sizes of the patches and Gaussian filters). We
will show that the scales are also important for the accuracy of deep networks.
2.3 Training the Network with the Spatial Pyramid Pooling Layer
Theoretically, the above network structure can be trained with standard back-
propagation [18], regardless of the input image size. But in practice the GPU
implementations (such as convnet [16] and Ca↵e [7]) are preferably run on fixed
input images. Next we describe our training solution that takes advantage of
these GPU implementations while still preserving the SPP behaviors.
Single-size training As in previous works, we first consider a network taking a
fixed-size input (224⇥224) cropped from images. The cropping is for the purpose
of data augmentation. For an image with a given size, we can pre-compute the
bin sizes needed for spatial pyramid pooling. Consider the feature maps after
conv5 that have a size of a⇥a (e.g., 13⇥13). With a pyramid level of n⇥n bins,
we implement this pooling level as a sliding window pooling, where the window
size win = da/ne and stride str = ba/nc with d·e and b·c denoting ceiling and
floor operations. With an l-level pyramid, we implement l such layers. The next fc
fully-connected layers
FIGURE 2.20 – Schéma représentant le fonction du SPP. En bas du schéma, nous avons les fea-
tures maps en sortie de la dernière couche de convolution qui est composée de 256 noyaux. La
partie dans le cadre représente le fonctionnement du SPP, où nous appliquons un pooling sur
R régions des feature maps. Par exemple en gris, R = 1, une seule valeur va donc être extraite. La
taille des région de R sont proportionnelles à la taille de la feature maps.
2.2.3.2 La normalisation
Une autre étape importante dans ces réseaux est la normalisation. En effet, les noyaux
de convolution étant initialisés aléatoirement, il est possible que certaines valeurs des
feature maps soient trop élevées comparées à celles des autres feature maps. Il est donc
important de normaliser les différentes feature maps entre elles. Chaque feature map est
normalisée en fonction des valeurs des autres feature maps.
Très fortement inspirés du fonctionnement de neurones biologiques [Lyu et Simon-
celli, 2008], les auteurs de [Jarrett et al., 2009] proposent de normaliser en soustrayant le
résultat de la somme des feature maps avec un noyau gaussien K ∈ Rk1×k2 (k1 la hauteur
et k2 la largeur de K) à chaque feature maps. Cette normalisation est appelée normalisa-
tion par contraste local. Considérons la normalisation la couche c, la feature map après la
normalisation s(c)k du neurone p
(c)
k est définie comme :
s(c)k = s
(c)
k −
N(c)∑
l=0
K∗ s(c)k (2.44)
En se basant sur la normalisation définie ci-dessus, une autre normalisation appelée
normalisation par luminosité a été proposée [Krizhevský et al., 2012]. L’idée est de nor-
maliser la valeur à la position (x, y) en tenant compte de la valeur des n feature maps
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adjacentes à la position (x, y). s(c)k (x, y) est la valeur de la feature map à la position (x, y)
du neurone p(c)i et n le nombre de feature maps à considérer. La normalisation par lumi-
nosité se définie comme :
s(c)k (x, y) =
s(c)k (x, y)(
k +α
mi n(N(c),v−n/2)∑
j=max(0,k−n/2)
(s(c)j (x, y))
2
)β (2.45)
avec v,α et β, des hyperparamètres qui sont déterminés avec la base de validation. Le
phénomène de saturation étant rare grâce à l’utilisation de la fonction d’activation ReLU.
En effet la fonction d’activation ReLU a la propriété de ne pas nécessiter de normalisation
sur ses entrées pour empêcher la saturation. Grâce à cela, il n’est pas nécessaire de tenir
compte de tous les noyaux d’une même couche. De plus, ne tenir compte que de n voisins
permet de réduire le coût de calcul.
Cette normalisation se base sur un concept qui nous vient de la neurobiologie appelé
«inhibition latérale». Cela fait référence à la capacité d’un neurone avec une forte activa-
tion à soumettre ses voisins. Cela tend à créer un contraste dans cette zone, augmentant
ainsi la perception sensorielle, ce qui est une bonne chose et c’est pourquoi nous voulons
avoir la même chose dans nos réseaux.
En 2015, une nouvelle normalisation permettant de régler le problème de saturation
des noyaux tout en étant robuste aux différentes distributions en entrée [Ioffe et Szegedy,
2015] a vu le jour. Cette normalisation se sert de la statistique de la feature map pour nor-
maliser chaque caractéristique. Pour que cette normalisation il est impératif de réaliser un
apprentissage stochastique, c’est-à-dire par paquets, puisque l’ensemble de paramètres
statistiques est calculé sur chaque paquet. Cette approche par paquets lui a valu le nom
de batch normalization (BN). Les paramètres statistiques utilisés par cette normalisation
sont la moyenne et la variance. Ces deux paramètres statistiques vont être calculés sur
chaque valeur des feature maps. Ces deux valeurs statistiques sont ensuite moyennées
avec l’ensemble des moyennes et variances calculées sur tous les paquets passés durant
la phase d’apprentissage. Notons µ(c)k (x, y) et σ
(c)
k (x, y) la moyenne et la variance de la fea-
ture map s(c)k à la position (x, y).
s(c)k (x, y) =
s(c)k (x, y)−µ
(c)
k (x, y)√
σ(c)k (x, y)
(2.46)
Pour normaliser les feature maps entre elles, les auteurs de [Ioffe et Szegedy, 2015]
proposent d’utiliser deux hyperparamètres γ et β qui vont être mis à jour lors de la phase
d’apprentissage. Ces deux hyperparamètres sont calculés sur chaque feature map. Le cal-
cul de la BN en prenant en compte γ et β est comme suit :
s(c)k (x, y) =
γ√
σ(c)k (x, y)
.σ(c)k (x, y)+

β−
γ.µ(c)k (x, y)√
σ(c)k (x, y)

 (2.47)
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Les auteurs de [Wu et al., 2015] montrent que l’utilisation de la BN leur permet de
gagner 1% sur leur performances sur la base de données ImageNet. Cette normalisation
est présente dans de nombreuses architectures de réseaux récents [Kaiming et al., 2016;
Gu et al., 2017; Chen et al.; Zhao et al., 2017].
2.3 Application à la détection d’objets
La tâche de localisation (appelée aussi détection) est une tâche dont le but est de dé-
tecter automatiquement différents objets dans des images ou des vidéos. Le schéma tra-
ditionnel pour réaliser cette tâche est présenté figure 2.21.
Le problème de détection d’objets peut être défini comme un problème d’étique-
tage basé sur des modèles d’objets. Étant donné une image contenant un ou plusieurs
objets d’intérêt et un ensemble d’étiquettes correspondant à un ensemble de modèles
connus du système, le système devrait attribuer les étiquettes correctes dans les régions
de l’image. Le terme de détection a été utilisé pour désigner de nombreuses capacités vi-
suelles différentes y compris l’identification, la catégorisation et la discrimination. Dans
notre cas nous parlons de détection ou de localisation lorsque l’on cherche à connaître
la classe et la position ou la région d’un ou plusieurs objets dans une image. Les régions
démarquant les objets sont localisées par ce que l’on appelle des boîtes englobantes (ou
bounding boxes en anglais).
Image
Extraction	des	
régions
Classification
Suppression	des	
boîtes englobantes
redondantes
FIGURE 2.21 – Schéma classique d’une méthode de détection d’objets.
L’étape d’extraction des régions consiste à obtenir la localisation de l’objet qui peut
apparaître n’importe où dans l’image. La taille et l’aspect de l’objet ne sont pas forcément
connus, il faut donc utiliser une fenêtre glissante avec une série d’échelle sur l’ensemble
de l’image. Cette stratégie exhaustive comprend l’ensemble des emplacements possibles
de l’objet, mais il y a aussi un inconvénient à utiliser une telle stratégie : sa grande com-
plexité en temps. Ensuite nous allons classer chacune des régions extraites pour détermi-
ner si oui ou non l’objet que l’on cherche à détecter est dans une des régions. Pour cela,
on utilise une approche d’apprentissage automatique en deux étapes :
Étape 1 : un réseau de neurones ou n’importe quelle autre technique peut être utilisée
pour détecter la présence d’un objet dans une région.
Étape 2 : on supprime les boîtes englobantes redondantes. En effet, utiliser une fenêtre
glissante à différentes tailles va créer de la redondance puisque l’on va parcourir
entièrement toute l’image plusieurs fois. Pour cette étape, la méthode la plus utili-
sée est la Non-Maximum Suppression [Kitchen et Rosenfeld, 1982] (NMS). Si deux
boîtes englobantes ont un ratio de chevauchement supérieur à un seuil, on sup-
prime celle qui a le score le moins élevé.
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La fenêtre glissante de détection d’objets a reçu une attention remarquable car elle est
considérée comme une méthode très basique de détection d’objets dans une image ou
une vidéo. La fenêtre glissante fonctionne essentiellement en cherchant à travers toute
l’image ou la scène afin de trouver l’objet qui présente un intérêt. Ainsi, la complexité
calculatoire est énorme, c’est pourquoi, aujourd’hui cette approche est très peu utilisée
car on lui préfére des approches reposant sur le même principe mais plus rapides.
Après le succès en 2012 des CNN à la compétition ILSVRC, plusieurs chercheurs se
sont tournés vers ce type de solution pour le problème de détection d’objets. En 2014,
les auteurs de [Girshick et al., 2014] proposent le R-CNN (Régions avec caractéristiques
CNN). Le R-CNN a permis d’améliorer les résultats en matière de détection de manière
conséquente. En effet, cette méthode montre que sur la base de données PASCAL VOC
2010, elle surpasse les méthodes existantes en apportant un gain de plus de 10% sur la
précision moyenne de détection. La méthode utilisée pour arriver à ces résultats est la sui-
vante : tout d’abord les auteurs commencent par extraire des régions de l’image suscep-
tibles de contenir un objet, ensuite ils extraient un vecteur de caractéristiques de chaque
région en utilisant le réseau de [Krizhevský et al., 2012], et enfin ils utilisent un ensemble
de SVM linéaires.
C’est à partir de l’article décrit précédemment que de nombreux travaux de recherche
se sont basés sur des réseaux de neurones convolutionnels pour effectuer des tâches de
détection [Jang et al., 2015; Guo et al., 2016; Portaz et al., 2018]. En effet, on peut noter
l’apparition du Fast R-CNN [Girshick, 2015] tout juste un an après celle du R-CNN. La
différence majeure avec cette nouvelle "version", c’est que l’extraction des vecteurs ca-
ractéristiques et la classification des régions se font dans une seule et même structure.
Cette nouvelle méthode prend en entrée une image et une liste de régions d’intérêt, et
possède deux sorties, une pour nous donner la classe d’appartenance d’une région, et la
deuxième sortie correspond à une regression qui est appliquée sur les coordonnées de la
région d’intérêt. Cette deuxième sortie permet de mieux cadrer l’objet présent dans une
région d’intérêt. Cette approche utilise deux sorties, et donc une fonction de perte multi-
tâches. En effet, afin d’obtenir de meilleures performances, le réseau doit minimiser la
fonction objectif sur la tâche de classification, mais il doit aussi améliorer le placement
des régions d’intérêt en minimisant la distance entre la région générée et celle de la vérité
terrain. Cette fonction de perte est de la forme suivante :
L(t̂ , t , v̂u , v) = Lcl s(t̂ , t )+λ[t ≥ 1]Lloc (v̂ , v) (2.48)
avec L(t̂ , t , v̂u , v) la fonction de perte globale, Lcl s(t̂ , t ) = −log P(t |t̂ ), la fonction de
perte pour la classification avec t̂ la classe prédite et t la classe attendue. La deuxième
partie de la fonction de perte globale correspond à la fonction de régression Lloc pour
améliorer la localisation. Lloc est définie à partir des coordonnées de la boîte englobante
de la vérité v̂ et des coordonnées prédites v . Le terme [t ≥ 1] prend la valeur 1 si t est
différent de la classe "autre", sinon il prend la valeur 0 et la fonction de régression n’est
donc pas prise en compte dans la fonction de perte globale. La fonction de régression
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utilisée pour la localisation est la suivante :
Ll oc (v̂ , v) = smoothL1(v̂ − v) (2.49)
avec
smoothL1(x) =



0.5x2 Si |x| < 1
|x|−0.5 sinon
(2.50)
De cet article a découlé une nouvelle méthode appelée Faster R-CNN [Ren et al., 2015].
La nouveauté de cette méthode est quelle intègre la dernière étape qui n’était pas encore
intégrée au réseau, c’est-à-dire la génération des régions d’intérêt. Pour générer ces ré-
gions, les auteurs utilisent un réseau entièrement constitué de couches convolutionnelles
qui sont partagées avec un réseau effectuant la classification et la régression comme dans
le cas du Fast R-CNN. Une fenêtre glissante est appliquée sur la feature map de la dernière
couche de convolution partagée et sur cette fenêtre k régions sont extraites. Pour chaque
fenêtre le réseau aura donc 4k sorties correspondant aux coordonnées des boîtes englo-
bantes extraites sur lesquelles la fonction de régression va être appliquée, et 2k sorties qui
vont servir à minimiser la fonction de perte de la classification.
2.4 Application à la segmentation sémantique
La segmentation est une opération de traitement d’images dont le but est de rassem-
bler des pixels entre eux en suivant des critères pré-définis. Les pixels sont regroupés en
régions qui constituent un pavage ou une partition de l’image. Le but est de rassembler
les pixels en régions homogènes, par exemple pour séparer un objet du fond. Dans notre
cas il s’agit de segmentation sémantique, cela veut dire que nous connaissons à l’avance
le nombre de classes présentes dans l’image.
Il existe de nombreuses méthodes de segmentation qui peuvent être divisées en deux
familles :
— La segmentation basée sur les contours,
— La segmentation basée sur les régions.
Il existe aussi des méthodes de segmentation hybrides qui utilisent les deux familles
citées précédemment.
La segmentation basée sur les contours s’intéresse aux contours des objets dans l’image.
La majorité de ces algorithmes appartenant à cette famille de segmentation sont locaux,
c’est-à-dire qu’ils travaillent au niveau des pixels. Les principaux problèmes liés à cette
approche sont qu’il faut dans un premier temps caractériser les frontières entre les objets,
mais aussi que les contours sont souvent incomplets et il faut donc être capable de les fer-
mer. De nombreux opérateurs existent afin de détecter les contours, comme par exemple
celui de [Roberts, 1963] ou bien celui de [Prewitt, 1970]. Plus récemment [Martin et al.,
2004] ont défini des opérateurs de gradient pour la luminosité, la couleur et la texture, et
les utilisent comme entrée d’une régression logistique afin de prédire les contours. Ces
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méthodes ont maintenant été améliorées [Arbelaez et al., 2011] notamment en utilisant
des informations multi-résolutions [Ren, 2008].
Une autre approche utilisée en segmentation basée sur les contours est appelée l’ap-
proche par contours actifs [Kass et al., 1988; Terzopoulos et al., 1987]. Pour former ce
contour actif, on utilise une série de points sur une courbe C que l’on va déformer au
cours des itérations (voir figure 2.22). Pour ce faire, on va chercher à minimiser une éner-
gie qui se compose : d’une énergie d’attache aux données (qui permet d’attirer les contours
vers les caractéristiques de l’image en utilisant le gradient de l’image par exemple), d’une
énergie de régularisation (qui permet de contraindre la forme et l’évolution du contour),
et d’une énergie permettant d’ajouter des contraintes sur la solution.
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FIGURE 2.22 – Déformation d’un contour actif (ellipse rose) vers un objet (ellipse blanche) au
cours des itérations. Source : [Gastaud, 2005].
Les approches de segmentation basées régions se basent sur différents critères, comme
des critères spatiaux ou bien temporels pour trouver des régions homogènes. La méthode
de segmentation basée sur les régions la plus connue est une segmentation par ligne de
partage des eaux [Beucher, 1979]. Cette méthode se base sur la morphologie mathéma-
tique qui considère une image en niveaux de gris comme un relief topologique sur le-
quel on simule une inondation. L’idée de base consistait à placer une source d’eau dans
chaque minima du relief, puis simuler une montée des eaux et enfin à construire des bar-
rières lorsque différentes sources d’eau se rencontrent. Les bassins versants obtenus cor-
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respondent aux régions de la partition. De nombreuses améliorations ont été apportées
à cet algorithme [Barnes et al., 2014], notamment sur le placement des sources d’eau. Ce
type de méthode est encore très largement utilisé, notamment en médecine et en télédé-
tection [Anand, 2017; Goldbergs et al., 2018].
Une autre méthode de segmentation par région est appelée segmentation par en-
semble de niveaux [Osher et Sethian, 1988] ou level-set. L’idée de cette méthode est de
considérer une grille sur laquelle on connaît la distance de chaque point par rapport au
contour actif. L’idée n’est donc plus de déplacer le contour actif mais de modifier la valeur
des points de la grille. Lorsque les points ont une distance nulle, cela signifie qu’ils sont
sur le contour solution. Généralement pour calculer la distance des points par rapport à
la courbe solution, on utilise la distance euclidienne avec un signe positif pour les points
à l’extérieur de la courbe et un signe négatif pour les points à l’intérieur de la courbe.
La segmentation par classification a énormément évolué au fil du temps, notamment
avec l’apparition de l’apprentissage profond. À l’origine ce type de méthode était généra-
lement utilisé en plus d’une autre méthode. Par exemple [Song et Civco, 2004] se servent
dans un premier temps d’un SVM pour faire une segmentation grossière des images en
deux classes, la classe route et la classe autre. Puis ils utilisent une approche de croissance
de région à partir du résultat obtenu par le SVM. Cette approche consiste à faire grossir
une région tant qu’elle continue de remplir un critère de similarité ou bien en optimisant
une fonction objectif. Cependant il existe aussi des méthodes utilisant uniquement une
approche d’apprentissage automatique comme [Bertelli et al., 2011] qui utilise le descrip-
teur HOG avec un SVM.
L’utilisation du deep learning pour la segmentation a commencé dès 2009 avec [Gran-
gier et al., 2009]. De plus en plus d’études se sont concentrées sur des réseaux convolutifs
de plus en plus profonds pour réaliser des tâches de segmentation et les résultats étaient
très prometteurs. En 2012 [Socher et al., 2012] proposent d’utiliser dans un premier temps
une seule couche de convolution et un pooling. Cette première étape leur sert d’extrac-
teur de caractéristiques. Sur cet extracteur, ils empilent des réseaux neuronaux récursifs
(RNN) qui sont utilisés sur des blocs locaux du résultat de l’extracteur.
En 2013 [Farabet et al., 2013] réalisent l’apprentissage de CNNs avec trois couches
de convolution et une couche entièrement connectée. Cependant, prédire la classe de
chaque pixel indépendamment de son voisinage mène à un résultat bruité. Afin de dé-
bruiter les résultats obtenus et d’améliorer les performances il faut forcer les régions de
même intensité de couleur à avoir une seule classe. Pour cela les auteurs ont testé deux
approches : l’approche par superpixels [Felzenszwalb et Huttenlocher, 2004] et l’utili-
sation d’un Champ Aléatoire Conditionnel [Lafferty et al., 2001] (Conditional Random
Field en anglais ou CRF). Le but de l’approche par superpixels est de produire une sur-
segmentation et ensuite d’agréger les prédictions des pixels dans chaque superpixel en
calculant par exemple la répartition moyenne des classes dans le superpixel. Les CRF
eux sont des modèles statistiques permettant de prendre en compte l’interaction des va-
riables voisines. Pour le cas de la segmentation, ils permettent de prendre en compte les
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voisins et ainsi d’éviter d’avoir un pixel "isolé", c’est-à-dire un pixel dont le voisinage n’a
pas la même classe.
Ces méthodes ont énormément évolué aujourd’hui, notamment avec [Chen et al.,
2018] qui proposent d’utiliser des convolutions atrous, permettant d’augmenter le champ
de vision des filtres sans augmenter le nombre de paramètres. Les auteurs proposent aussi
dans cet article un nouveau pooling, appelé Atrous Spatial Pyramid Pooling et inspiré du
Spatial Pyramid Pooling vu à la section précédente. Ce pooling permet de segmenter les
objets à plusieurs résolutions en utilisant des convolutions atrous avec des "rate" diffé-
rents. Le résultats de ce pooling est donné à un CRF afin de raffiner les résultats. On peut
aussi noter que les réseaux qu’ils ont utilisés sont nettement plus profonds qu’auparavant
puisqu’il s’agit des réseaux VGG-16 [Simonyan et Zisserman, 2015] et ResNet-101 [Kai-
ming et al., 2016] qui sont respectivement composés de 16 et 101 couches de convolution.
Les résultats de cet article obtenus sur la base de données cityscapes [Cordts et al., 2016]
sont présentés figure 2.23. Cette figure présente l’image testée, la vérité terrain, le résultat
à la sortie du réseau avant d’appliquer le CRF et après le CRF. On peut constater que les
résultats après le CRF sont plus lissés sur les contours et que le nombre de pixels isolés a
grandement diminué.
could not even be recovered by the CRF post processing
since the unary term is not confident enough. We hypothe-
size the encoder-decoder structure of [100], [102] may allevi-
ate the problem by exploiting the high resolution feature
maps in the decoder path. How to efficiently incorporate
the method is left as a future work.
5 CONCLUSION
Our proposed “DeepLab” system re-purposes networks
trained on image classification to the task of semantic seg-
mentation by applying the ‘atrous convolution’ with
upsampled filters for dense feature extraction. We further
extend it to atrous spatial pyramid pooling, which encodes
objects as well as image context at multiple scales. To pro-
duce semantically accurate predictions and detailed seg-
mentation maps along object boundaries, we also combine
ideas from deep convolutional neural networks and fully-
connected conditional random fields. Our experimental
results show that the proposed method significantly advan-
ces the state-of-art in several challenging datasets, including
PASCAL VOC 2012 semantic image segmentation bench-
mark, PASCAL-Context, PASCAL-Person-Part, and City-
scapes datasets.
ACKNOWLEDGMENTS
This work was partly supported by the ARO 62250-CS, FP7-
RECONFIG, FP7-MOBOT, and H2020-ISUPPORT EU proj-
ects. We gratefully acknowledge the support of NVIDIA
Corporation with the donation of GPUs used for this
research. The first two authors contributed equally to this
work.
REFERENCES
[1] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based
learning applied to document recognition,” in Proc. IEEE, vol. 86,
no. 11, pp. 2278–2324, Nov. 1998.
[2] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classi-
fication with deep convolutional neural networks,” in Proc. 25th
Int. Conf. Neural Inf. Process. Syst., 2013, pp. 1097–1105.
[3] P. Sermanet, D. Eigen, X. Zhang, M. Mathieu, R. Fergus, and
Y. LeCun, “OverFeat: Integrated recognition, localization and
detection using convolutional networks,” arXiv:1312.6229, 2013.
[4] K. Simonyan and A. Zisserman, “Very deep convolutional net-
works for large-scale image recognition,” in Proc. Int. Conf. Learn.
Representations, 2015.
[5] C. Szegedy, et al., “Going deeper with convolutions,”
arXiv:1409.4842, 2014.
[6] G. Papandreou, I. Kokkinos, and P.-A. Savalle, “Modeling local
and global deformations in deep learning: Epitomic convolution,
multiple instance learning, and sliding window detection,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recog., 2015, pp. 390–399.
[7] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature
hierarchies for accurate object detection and semantic
segmentation,” in Proc. IEEE Conf. Comput. Vis. Pattern Recog.,
2014, pp. 580–587.
[8] D. Erhan, C. Szegedy, A. Toshev, and D. Anguelov, “Scalable
object detection using deep neural networks,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recog., 2014, pp. 2155–2162.
[9] R. Girshick, “Fast R-CNN,” in Proc. IEEE Int. Conf. Comput. Vis.,
2015.
[10] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards
real-time object detection with region proposal networks,” in
Proc. 28th Int. Conf. Neural Inf. Process. Syst., 2015, pp. 91–99.
[11] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” arXiv:1512.03385, 2015.
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Fig. 14. Failure modes. Input image, ground-truth, and our DeepLab
results before/after CRF.
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FIGURE 2.23 – Ré ultats sur la base cityscapes [Cordts et al., 2016]. Les colonnes de gauche à
droite représentent : l’image testée, la vérité terrain, le résultat avant le CRF et le résultat après
le CRF. Source [Che et al., 2018].
2. Le problème de la fusion de données et de la gestion des
données manquantes
2.5.1 La fusion de donné
La technologie concernant les capteurs ayant grandement évolué et leur prix ét de
plus en plus bas, de plus en plus d’études se concentrent sur des méthodes de fusion afin
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d’améliorer les performances de leurs classifieurs [Kanaev et al., 2011]. En effet, combiner
les résultats de plusieurs capteurs peut fournir des informations plus précises que l’utili-
sation d’un seul capteur [Chong et al., 2000; Waltz et Llinas, 1990; Schmitt et Zhu, 2016;
Hedhli et al., 2017] et permet une précision améliorée ou la même performance mais avec
des capteurs plus petits ou moins chers.
Les techniques de fusion de données combinent les données de plusieurs capteurs,
et des informations connexes à partir des bases de données associées afin d’atteindre les
meilleurs résultats possibles et de rendre leur utilisation aussi simple qu’avec l’utilisation
d’un seul capteur [Waltz, 1986; Hall, 1992]. Bien que le concept de fusion de données n’est
pas nouveau, l’émergence de nouveaux capteurs, de techniques de traitement avancées
et de matériel de traitement amélioré ont permis de rendre la fusion de données en temps
réel possible [Llinas et Hall, 1994; Hall et Llinas, 1994; Hedhli et al., 2017].
Les applications liées à la fusion de données sont très variées. À l’origine ces applica-
tions étaient réservées à l’armée du fait de leur accès à différentes données. D’un point
de vue purement militaire, on peut noter les applications suivantes : reconnaissance au-
tomatique de cible, guidage pour les véhicules autonomes, télédétection, surveillance du
champ de bataille et automatisation des systèmes de reconnaissance des menaces [Hall
et al., 1991]. Très rapidement d’autres applications non militaires sont apparues, comme
la surveillance des processus de fabrication, la robotique [Abidi et Gonzalez, 1992] ou bien
des applications médicales.
La fusion de plusieurs capteurs était initialement réalisée en utilisant un filtre de Kal-
man [Kalman, 1960; Gao et Harris, 2002] ou bien un filtre bayésien. Plusieurs travaux
ont porté sur une approche d’apprentissage automatique en deux étapes, notamment
dans le domaine de la télédétection [Dalponte et al., 2012; Liu et Bo, 2015]. Lorsque l’on
parle de fusion de données deux approches sont souvent opposées : l’approche Early Fu-
sion [Lagrange et al., 2015; Paisitkriangkrai et al., 2015; Liu et al., 2017] (EF) et l’approche
Late Fusion [Audebert et al., 2016; Wagner et al., 2016; ?] (LF). L’approche Early Fusion
consiste à combiner toutes les informations et ensuite les donner à un classifieur. Pour
l’approche Late Fusion, on va dans un premier temps traiter chaque information indé-
pendamment, par exemple en réalisant un apprentissage sur chaque information sépa-
rémment, et ensuite on va combiner les scores ou les résultats obtenus sur chaque infor-
mation. De nombreux travaux proposent de comparer ces deux approches [Snoek et al.,
2005; Wagner et al., 2016; Petscharnig et al., 2018; Audebert et al., 2018] et montrent qu’il
n’y a pas une approche plus efficace que l’autre. Par exemple les auteurs de [Audebert
et al., 2018] montrent que l’approche Early Fusion permet d’obtenir les caractéristiques
les plus efficaces, mais que l’approche Late Fusion est capable de correctement classer
des pixels où les autres méthodes se trompent.
Plus récemment, plusieurs travaux se sont penchés sur le problème de fusion de don-
nées avec l’utilisation du deep learning [Ngiam et al., 2011]. Par exemple [Wagner et al.,
2016] proposent une nouvelle architecture de CNN pour fusionner des images RGB et
l’image de profondeur en niveaux de gris. Le schéma de cet article est présenté figure 2.24.
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Le principe de cette architecture est de séparer le traitement des données de type différent
dans des branches différentes du réseau et de fusionner les branches avant d’effectuer la
classification. Dans le schéma 2.24, la branche représentée dans le cadre bleu traite les
images avec les canaux bleu, rouge et vert, et la branche dans le cadre rouge traite l’image
de profondeur.
3.1 Fusion Architectures
We investigate an early- and a late-fusion based CNN architecture to fuse the
information of the visible and thermal image (Figure 1). The early-fusion archi-
tecture (EarlyFusion) combines the information of the two modalities on pixel-
level. In contrast, the late-fusion CNN (LateFusion) uses separate subnetworks
to generate a feature representation for each modality. These representations
are combined in an additional fully connected layer. Similar late-fusion archi-
tectures have been used in [10] to perform RGB-D object recognition and in [11]
for action recognition in videos. The structure of the early-fusion architecture,
as well as the subnetworks of the late-fusion architect re, are b sed on CaffeNet
[12]. The following introduced network paramet rs re the e ult of a rough
hand-tuned hyperparameter evaluation.
64
128
RGBT
data conv1 - conv5
C(128,2) - C(342,1) - C(512,1)
- C(512,1) - C(342,1)
fc6
2048
fc7
2048
class
2
(a) Early Fusion
64
128
64
128
RGB
T
data
conv1 - conv5
C(96,2) - C(256,1) - C(384,1)
- C(384,1) - C(256,1)
C(48,2) - C(128,1) - C(192,1)
- C(192,1) - C(128,1)
fc6
2048
2048
fc7
2048
2048
fusion
4096
class
2
CaffeNet-RGB
CaffeNet-T
(b) Late Fusion
Fig. 1: Architectures with changes compared to CaffeNet [12] visualized. C(f,s)
represents a convolutional layer with f filters and a stride of s.
Early Fusion Architecture. For this architecture, we use CaffeNet and in-
crease the number of filters per convolutional layer by a factor of 4/3, to compen-
sate the fourth input channel. Additionally, we decrease the number of neurons
in the fully connected layers to 2048 and replace the 1000 class classification
layer by a binary classification layer. Furthermore, the stride of the first con-
volutional layer is reduced to two, to obtain a sufficient spatial resolution after
the last convolutional layer. By combining the two modalities at pixel-level, we
expect a better utilization of inherent relations between the sensor modalities.
Late Fusion Architecture. The late-fusion architecture processes the data
of the two modalities separately in subnetworks and fuses the resulting feature
representations in a fully connected layer. Both subnetworks are based on Caf-
feNet without its classification layer and use, analogous to the early-fusion CNN,
2048 neurons in their fully connected layers, as well as a stride of 2 in their first
convolutional layer. In the subnetwork, which processes the thermal images we
additionally halve the number of filters per convolutional layer. The factor 0.5 is
derived based on the number of grayscale filters in the first convolutional layer
of CaffeNet. The resulting activations, generated by the second fully connected
layer, of the two subnetworks are concatenated and fused in a fully connected
layer with 4096 neurons. The fusion layer is followed by a ReLU non-linear layer,
a dropout layer, and finally a binary classification layer. The parameters of the
late-fusion network are learned in an end-to-end fashion.
FIGURE 2.24 – Schéma de l’architecture de [Wagner et al., 2016] permettant de faire de la fusion
de données multi-sources dans un CNN. Dans le cadre bleu, les images optiques avec les canaux
bleu, vert et rouge sont traitées, et dans le cadre rouge le réseau traite les images de profondeur.
Nous traiterons dans le chapitre 4 de la fusion et nous proposerons une modification
de l’approche de [Wagner et al., 2016].
2.5.2 Les données incomplètes
L plupart des t avaux sur la fusion de d nnées supposent que toutes les sources (ima-
ges optiques, MNS, Pir...) sont disponibles pour chaque point de données d’apprentis-
sage Di et al. [2010]; Lai et al. [2011]. Cette hypothèse est très limitative d’un point de
vue pratique car il est très rare d’avoir accès à toutes les modalités sur un échantillon. Ce
problème peut provenir d’une erreur lors de l’étalonnage qui peut rendre une modalité
incompatible avec les autres. Lorsque nous manquons une modalité et que nous sou-
haitons effectuer une tâche en utilisant des données multimodales, nous avons plusieurs
solutions : (i) supprimer la modalité incomplète, (ii) supprimer les échantillons qui n’ont
pas toutes les modalités, (iii) ou générer des modalités manquantes sur les échantillons
incomplets Tran et al. [2017]. Malheureusement, les deux premières solutions supprim -
ront beaucoup d’informations et donc des performances plus faibles.
La tendance générale tend vers la génération des données manquantes. Pour ce faire,
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il est courant d’utiliser des modèles à variables latentes, comme l’analyse factorielle et
les versions «plus profondes» telles que les auto-encodeurs [Kingma et Welling, 2013; Re-
zende et al., 2014] (AE) et les Generative Adversarial Networks [Goodfellow et al., 2014;
Gauthier, 2014] (GAN).
Convolution
Sous-échantillonnage
Sur-échantillonnage
Variable	latente
FIGURE 2.25 – Exemple d’auto-encodeur permettant de reconstruire une partie cachée dans
une image.
Les auto-encodeurs sont composés de deux parties, une partie encodeur qui a pour
but d’encoder les données fournies à l’auto-encodeur. L’objectif cette partie est de prédire
la distribution des variables latentes à partir des données d’entrée. La deuxième partie est
appelée le décodeur. Le rôle de cette partie est de faire correspondre les variables latentes
aux variables d’entrée, c’est-à-dire les données que nous avons dans notre base d’appren-
tissage. L’apprentissage de ce type de réseau s’effectue par le biais de la rétropropagation
en minimisant l’erreur quadratique présentée équation 2.26 de la même façon que pour
un réseau de neurones classique.
La figure 2.25 présente un cas d’application des auto-encodeurs. Nous avons en entrée
une image dont une partie est cachée par un rectangle noir et le but de l’auto-encodeur
est de reconstruire la partie cachée. De nombreux travaux ont été menés sur le cas de
données bruitées ou partiellement cachées [Xie et al., 2012; Pathak et al., 2016; Cho, 2013].
Le fonctionnement d’un GAN [Goodfellow et al., 2014; Gauthier, 2014] est présenté fi-
gure 2.26. Comme on peut le voir sur la figure, un GAN est composé de deux parties, le
générateur (en bleu) et le discriminateur (en orange). Le rôle du générateur est de générer
de nouvelles données à partir d’un bruit aléatoire tout en essayant de tromper le discrimi-
nateur. Quant au discriminateur, son rôle est de déterminer si la donnée en entrée est une
"vraie" image ou bien si elle a été générée. Comme pour les auto-encodeurs, l’apprentis-
sage est réalisé en utilisant la rétropropagation. L’objectif ici serait de générer les sources
manquantes sur certaines données de la base de données.
L’idée de ce type d’architecture n’est pas de réussir à reproduire les images de la base
d’apprentissage, mais de générer de nouvelles images dont la distribution est proche des
images de la base d’apprentissage.
Ces solutions permettent de faire fonctionner les alorithmes qui nécessitent l’ensemble
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FIGURE 2.26 – Illustration du fonctionnement d’un GAN.
des modalités pour marcher, cependant elles ne sont pas complètement satisfaisantes car
on génère une donnée synthétisée. Dans le chapitre 5 nous présentons une alternative à
ces solutions.
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Chapitre 3
Comparaison entre des méthodes d’appren-
tissage automatique classiques et du deep
learning
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CHAPITRE 3. COMPARAISON ENTRE DES MÉTHODES D’APPRENTISSAGE
AUTOMATIQUE CLASSIQUES ET DU DEEP LEARNING
3.1 Localisation des objets et fusion des résultats
La première étape de cette thèse a été de comparer les approches d’apprentissage
automatique classiques, c’est-à-dire avec une première étape d’extraction des caracté-
ristiques, puis l’utilisation d’un classifieur (voir chapitre 2) aux approches deep learning
sur la tâche de détection d’objets urbains. Nous avons donc comparé des méthodes qui
dans un premier temps utilisent un descripteur permettant d’extraire un vecteur de ca-
ractéristiques et ensuite utilisent un classifieur à une approche qui réalise l’extraction de
caractéristiques et la classification en même temps. Nous présentons dans ce chapitre
la méthodologie que nous avons utilisée afin de réaliser notre étude préliminaire sur les
réseaux de neurones convolutionnels.
Nous proposons d’évaluer la capacité des approches CNN pour la tâche de détection
d’objets dans les données aériennes multi-sources. Nous comparons les performances
de CNN avec des méthodes d’apprentissage automatique en deux étapes qui exploitent
des descripteurs conçus à la main. Nous allons comparer deux architectures CNN bien
connues, AlexNet [Krizhevský et al., 2012] et GoogLeNet [Szegedy et al., 2015] et deux
méthodes d’apprentissage automatique basées sur le descripteur d’image HOG en cas-
cade (Histogram of Oriented Gradient) [Qiang et al., 2006] avec deux classifieurs (SVM,
Random Forests). Comme exemple d’application, nous considérerons la localisation et
la détection d’arbres urbains dans des données aériennes multi-sources composées de
données multispectrales (avec les canaux rouge, vert et proche infrarouge) et de modèles
numériques de surface (MNS) des zones urbaines.
Un aperçu général de notre méthode est présenté dans la figure 3.1. Nous entraînons
un classifieur pour discriminer la classe "arbre" de la classe "autre". La base d’apprentis-
sage est composée d’imagettes ayant toutes la même taille (Figure 3.1 a). Dans ce cha-
pitre, nous avons traité l’aspect multi-sources en utilisant une approche simple. Cette ap-
proche consiste à prendre chaque composante RV, Pir et MNS comme une composante
d’une image. Pour la phase de test, une fenêtre glissante multi-résolutions est appliquée
sur l’image de test. À chaque position, le contenu de la fenêtre glissante est ensuite donné
au modèle appris afin d’obtenir un score d’appartenance à la classe "arbre" et "autre"
(Figure 3.1 b).
Puisque la fenêtre glissante est appliquée à différentes résolutions, plusieurs prédic-
tions vont être présentes sur une même zone. Nous fusionnons successivement toutes les
boîtes englobantes classées comme "arbre" [Sermanet et al., 2014] pour obtenir la locali-
sation finale des arbres dans les images (Figure 3.1 c). Dans nos expériences, nous avons
utilisé deux mécanismes différents pour réaliser les fusions : i) une fusion par aire [Ser-
manet et al., 2014] et ii) une fusion par chevauchement [Broggi et al., 2007].
Le reste de ce chapitre est organisé comme suit : la section 3.1.1 est consacrée à la pré-
sentation des algorithmes utilisés pour réaliser la détection. Dans la section 3.1.2 nous
présentons les différents algorithmes que nous mettons en compétition. Dans la sec-
tion 3.2.1 nous détaillons le protocole expérimental utilisé et finalement nous concluons
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Descripteur + Classifieur 
—— ou —— 
Deep learning 
Modèle Fenêtre 
glissante
Entraînement (a)
Entrée
Stratégies de fusion
…
Test (b)
Résultats Post-traitement (c) 
=
FIGURE 3.1 – Schéma de la méthode proposée. La partie (a) correspond à la phase d’appren-
tissage, c’est ici que l’on donne nos imagettes au classifieur afin qu’il apprenne à discriminer
la classe "arbre" de la classe "autre". Lorsqu’il s’agit de la méthode par apprentissage automa-
tique en deux étapes, on commence par extraire des vecteurs de caractéristiques à partir des
imagettes et on donne ces vecteurs de caractéristiques à un classifieur. Lorsqu’il s’agit de l’ap-
proche deep learning, alors nous donnons directement les imagettes à notre CNN. La partie (b)
représente la phase de test. C’est pendant la phase de test que l’on applique la fenêtre glissante
multi-résolutions sur nos images de test afin de déterminer la localisation des arbres dans les
images. Enfin la partie (c) correspond à l’application d’un post-traitement sur les résultats ob-
tenus dans la partie (b). C’est ici qu’une stratégie de fusion des boîtes englobantes est appliquée
afin de supprimer les boîtes redondantes et de réduire le nombre de faux positifs.
en section 3.3.
3.1.1 Fenêtre glissante et stratégies de fusion
Pour localiser les arbres sur les images testées, nous avons utilisé une fenêtre glissante
multi-résolutions [Garcia et Delakis, 2004]. Afin de s’assurer de ne pas rater d’arbres (ou
le moins possible), et d’avoir au moins une boîte englobante parfaitement centrée sur
l’arbre, nous avons choisi de déplacer la fenêtre glissante avec un pas très faible (seule-
ment 2 pixels). De plus, puisque le diamètre de la couronne des arbres peut grandement
varier d’un arbre à un autre, cette méthode nous permet de détecter tous les arbres indé-
pendamment du diamètre de leurs couronnes.
Comme les imagettes extraites par la fenêtre glissante doivent être de la même taille
que les imagettes utilisées pendant la phase d’apprentissage, nous avons utilisé une fe-
nêtre glissante de taille fixe et nous avons fait varier la résolution de l’image testée. Nous
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redimensionnons chaque image de 30% jusqu’à 300% de leur taille d’origine avec un pas
de 10%, nous avons donc 28 images sur lesquelles nous appliquons la fenêtre glissante.
Les imagettes extraites par la fenêtre glissante sont données au modèle qui va nous four-
nir le score d’appartenance à classe "arbre". Ainsi, le modèle nous permet de déterminer
les zones de l’image qui sont susceptibles de contenir un arbre, c’est-à-dire les zones qui
ont un score d’appartenance à la classe "arbre" élevé. Ces zones susceptibles de contenir
un arbre sont marquées par ce que l’on appelle des boîtes englobantes. Les boîtes en-
globantes sont placées en utilisant les coordonnées de la fenêtre glissante dont le score
d’appartenance à la classe "arbre" est élevé. Afin de déterminer si on doit garder ou non
une boîte englobante, nous avons utilisé un seuil que nous avons fixé en utilisant une
base de validation. Pour régler ce seuil, nous avons choisi de prendre le seuil qui maxi-
mise la F-mesure sur notre base de validation. La figure 3.2 illustre le fonctionnement de
la fenêtre glissante multi-résolutions.
300%
…
30%
100%
…
FIGURE 3.2 – Illustration de la fenêtre glissante sur une image. Sur la partie supérieure du
schéma, nous faisons varier la résolution de l’image de 30% jusqu’à 300%. Nous appliquons
ensuite une fenêtre glissante de taille fixe sur toutes les images. Dans la partie inférieure du
schéma, nous montrons les boîtes englobantes qui ont été retenues après le passage de la fe-
nêtre glissante multi-résolutions. Les boîtes englobantes sont représentées en vert sur l’image,
il s’agit des zones de l’image qui ont un score d’appartenance à la classe "arbre" supérieur au
seuil qui maximise la F-mesure. Nous avons fixé ce seuil en utilisant une base de validation
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Comme on peut le constater sur la figure 3.2, l’application de notre fenêtre glissante
multi-résolutions va créer une accumulation de boîtes englobantes sur une même zone.
Pour surmonter ce problème, il faut fusionner l’ensemble des boîtes englobantes qui sont
classées comme contenant un arbre. L’idée de cette fusion est bien sûr de supprimer les
boîtes englobantes accumulées sur une même zone, mais on ne veut pas supprimer des
boîtes qui correspondent à deux arbres qui sont proches. Nous avons utilisé deux straté-
gies différentes pour réaliser la fusion : i) la fusion par aire [Sermanet et al., 2014] et ii) la
fusion par chevauchement [Broggi et al., 2007].
3.1.1.1 Fusion par aire
La fusion par aire a été employée dans [Sermanet et al., 2014]. Cette fusion va compa-
rer toutes les boîtes englobantes par paire. Pour chaque paire, nous calculons si l’indice
de Jaccard, c’est-à-dire si l’aire de l’intersection des deux boîtes englobantes divisée par
l’aire de l’union des deux boîtes est supérieure à 0,5 (voir équation 3.1). Si c’est le cas, la
boîte englobante ayant le score le plus faible de contenir un arbre est supprimée.
Ai r e(B1 ∩B2)
Ai r e(B1 ∪B2)
> 0,5 (3.1)
avec B1 et B2 les deux boîtes englobantes.
Avec ce type de fusion, si B1 est comprise dans B2 mais que son aire est au moins
deux fois plus petite, alors la condition ne sera pas remplie et on gardera les deux boîtes
englobantes.
3.1.1.2 Fusion par chevauchement
La fusion par chevauchement est utilisé dans [Broggi et al., 2007]. Cette fusion est ap-
pliquée de la même manière que la fusion par aire. Nous calculons pour chaque paire de
boîtes englobantes leur taux de recouvrement (voir équation (3.2)). Si ce ratio est supé-
rieur à 0,8 alors nous supprimons la boîte englobante qui a le plus faible score de contenir
un arbre.
Ai r e(B1 ∩B2)
mi n(Ai r e(B1), Ai r e(B2))
> 0,8 (3.2)
avec B1 et B2 les deux boîtes englobantes.
À la différence de la fusion par aire, si une boîte englobante est incluse dans une autre
boîte englobante beaucoup plus grande, il est quand même décidé de fusionner et de
garder celle qui a le score le plus élevé.
3.1.1.3 Autres solutions non retenues
Nous avons également essayé deux autres approches qui au lieu de supprimer la boîte
englobante avec le score le plus faible, consistent soit à prendre la moyenne des coordon-
nées des deux boîtes englobantes, soit à prendre la moyenne des coordonnées pondérée
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par les scores d’appartenance à la classe "arbre" des deux boîtes englobantes. Les straté-
gies de fusion par aire et de fusion par chevauchement, c’est-à-dire celles qui sont plus
agressives dans la décision de ne choisir que le résultat de la meilleure prédiction ob-
tiennent de meilleures performances. Nous n’avons donc pas retenu les deux approches
utilisant la moyenne et la moyenne pondérée des coordonnées des boîtes englobantes.
3.1.2 Algorithmes en compétition
3.1.2.1 Apprentissage automatique en deux étapes
Nous avons utilisé deux méthodes d’apprentissage automatique classiques habituel-
lement employés dans le domaine de la télédétection : un Séparateur à Vaste Marge (SVM)
et un Random Forests(RF) tous deux utilisant le descripteur HOG pour réaliser une tâche
de localisation d’arbres urbains. Le SVM, le RF ainsi que le descripteur HOG sont décris
dans le chapitre 2. Les SVM sont très populaires dans le domaine de la télédétection, ils
ont été largement utilisés pour traiter différents problèmes de classification et de locali-
sation. Par exemple, ils ont été utilisés pour des problèmes de détection d’objets, tels que
la détection de routes [Das et al., 2011] ou la détection d’avions [Sun et al., 2010; Zhang
et al., 2014, 2015].
Que ce soit pour le SVM ou bien pour le RF, nous devons fixer les paramètres de ces
algorithmes qui vont nous permettre d’obtenir les meilleures performances possibles. En
ce qui concerne le RF, les deux paramètres principaux sont le nombre d’arbres de déci-
sion qui composent le RF ainsi que la profondeur de ces arbres de décision. Pour le SVM,
comme nous l’avons vu dans le chapitre 2, le paramètre qui doit être fixé est le paramètre
de contrainte C qui permet de contrôler le compromis entre la largeur de la marge et le
nombre d’erreurs de classification. Pour fixer ces paramètres, nous avons utilisé une base
de validation sur laquelle nous avons réalisé des tests itératifs. Nous avons ainsi pu choisir
les paramètres permettant de maximiser les performances, c’est-à-dire la F-mesure.
En ce qui concerne l’approche par deep learning, nous utilisons les deux architectures
de réseaux qui ont gagné le challenge ImageNet en 2012 et en 2015. Ces deux réseaux de
classification sont AlexNet [Krizhevský et al., 2012] et GoogLeNet [Szegedy et al., 2015],
nous les présentons ci-dessous.
3.1.2.2 AlexNet
AlexNet [Krizhevský et al., 2012] apparaît en 2012 lors du challenge ImageNet 1. Ce ré-
seau a permis aux auteurs d’obtenir les meilleures performances sur la base de données
ImageNet en surpassant de loin le deuxième meilleur concurrent avec un écart de 10%
sur l’erreur top-5. Ce réseau (voir figure 3.3) se compose de 5 couches convolutionnelles.
Chaque couche convolutionnelle est suivie d’une fonction d’activation ReLU [Nair et Hin-
ton, 2010] et d’une opération max-pooling.
1. http ://www.image-net.org
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Le tableau 3.1 donne une description détaillée de l’architecture AlexNet. Dans notre
cas nous avons modifié cette architecture car à l’origine ce réseau prenait en entrée des
images de 224×224 pixels avec les canaux RVB. Nos imagettes étant de taille 64×64 pixels,
nous avons réduit le pas de la première couche de convolution à 1. De plus, puisque
nous entraînons le réseau sur 2 classes, le nombre de sorties de la couche linéaire et de la
couche softmax est 2.
Type Taille du noyau / Pas # de sorties
Convolution 11×11 / 4 96
Max pool 3×3 / 2 96
Convolution 5×5 / 1 256
Max pool 3×3 / 2 256
Convolution 3×3 / 1 384
Convolution 3×3 / 1 384
Convolution 3×3 / 1 256
Max pool 3×3 / 2 192
Fully connected 4096
Dropout(50%) 4096
Fully connected 4096
Dropout(50%) 4096
Linéaire 1000
Softmax 1000
TABLEAU 3.1 – Présentation de l’architecture AlexNet. Toutes les couches de convolution sont
suivies de la fonction d’activation ReLU. Le type "Linéaire" correspond à une couche Fully
connected sur laquelle nous n’appliquons pas de fonction d’activation.
FIGURE 3.3 – Schéma du réseau AlexNet [Krizhevský et al., 2012] composé de 8 couches en tout,
5 couches de convolution et de 2 couches entièrement connectées et 1 couche linéaire (on n’ap-
plique pas de fonction d’activation).
3.1.2.3 GoogLeNet
GoogLeNet [Szegedy et al., 2015] est la première architecture utilisant le concept "d’in-
ception". Le principe de ce concept est de réaliser en parallèle plusieurs couches de convo-
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lution avec des noyaux de taille différente (voir figure 3.4). Cela permet au réseau de "choi-
sir" la taille de noyau la plus appropriée au problème. L’idée principale de l’architecture
inception est basée sur la découverte d’un optimum local faible dans un réseau convolu-
tionnel qui peut être approximé facilement par le biais des convolutions mises en paral-
lèle. Ce réseau a obtenu les meilleures performances sur la base de données ImageNet en
2015.
Le tableau 3.2 donne une description détaillée de l’architecture GoogLeNet. Nous avons
aussi appliqué des modifications sur cette architecture. Cette architecture prend en en-
trée des images de 224× 224 pixels avec les canaux RVB, nous avons donc réduit le pas
à 1 pour la première couche de convolution et le premier pooling max. De plus, puisque
nous entraînons le réseau sur 2 classes, le nombre de sorties de la couche linéaire et de la
couche softmax est 2.
input
Conv
7x7+2(S)
MaxPool
3x3+2(S)
LocalRespNorm
Conv
1x1+1(V)
Conv
3x3+1(S)
LocalRespNorm
MaxPool
3x3+2(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
MaxPool
3x3+2(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
AveragePool
5x5+3(V)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
AveragePool
5x5+3(V)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
MaxPool
3x3+2(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
Conv
1x1+1(S)
MaxPool
3x3+1(S)
DepthConcat
Conv
3x3+1(S)
Conv
5x5+1(S)
Conv
1x1+1(S)
AveragePool
7x7+1(V)
FC
Conv
1x1+1(S)
FC
FC
SoftmaxActivation
softmax0
Conv
1x1+1(S)
FC
FC
SoftmaxActivation
softmax1
SoftmaxActivation
softmax2
Figure 3: GoogLeNet network with all the bells and whistles
7
FIGURE 3.4 – Schéma du réseau GoogLeNet [Szegedy et al., 2015] composé de 22 couches.
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Type Taille du noyau / Pas Profondeur # 1×1 # 3×3
Réduit
# 3×3 # 5×5
Réduit
# 5×5 # de sorties
Convolution 7×7 / 2 1 64
Max pool 3×3 / 2 0 64
Convolution 3×3 / 1 2 64 192 192
Max pool 3×3 / 2 0 192
Inception (3a) 2 64 96 128 16 32 256
Inception (3b) 2 128 128 192 32 96 480
Max pool 3×3 / 2 0 480
Inception (4a) 2 192 96 208 16 48 512
Inception (4b) 2 160 112 224 24 64 512
Inception (4c) 2 128 128 256 24 64 512
Inception (4d) 2 112 144 288 32 64 528
Inception (4e) 2 256 160 320 32 128 832
Max pool 3×3 / 2 0 832
Inception (5a) 2 256 160 320 32 128 832
Inception (5b) 2 384 192 384 48 128 1024
Avg pool 7×7 / 1 0 1024
Dropout (40%) 0 1024
Linéaire 1 1000
Softmax 0 1000
TABLEAU 3.2 – Présentation de l’architecture GoogLeNet. Toutes les couches de convolution, y
compris dans les modules inception, sont suivies de la fonction d’activation ReLU. Les couches
"# 3×3 Réduit" et "# 5×5 Réduit" correspondent au nombre de noyaux 1×1 qui précèdent des
noyaux 3×3 ou 5×5. Le type "Linéaire" correspond à une couche Fully connected sur laquelle
nous n’appliquons pas de fonction d’activation.
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3.2 Évaluation des différentes méthodes de classification
Nous présentons ici le protocole que nous avons mis en place afin de valider notre
approche. Dans un premier temps nous expliquons le protocole expérimental utilisé lors
de nos expérimentations. Nous présentons aussi dans cette partie les mesures que nous
avons employées afin de comparer les algorithmes que nous avons mis en compétition.
Dans un deuxième temps nous présentons les résultats que nous avons obtenus en utili-
sant les différentes méthodes.
3.2.1 Évaluation du protocole et mesures
À partir de la base de données Vaihingen décrite dans la section 1.4, nous avons utilisé
19 images avec les canaux rouge, vert, proche infrarouge et MNS pour évaluer les per-
formances des différentes méthodes. Toutes les expériences ont été réalisées avec une
validation croisée 5 fois.
Nous avons entraîné tous les classifieurs pour séparer deux classes, la classe "arbre"
et la classe "autre". Plus en détail, les imagettes pour la classe "arbre" sont obtenues par
un étiquetage manuel alors que la classe "autre" est obtenue en faisant des extractions
d’imagettes aléatoirement (qui ne sont pas des arbres) du jeu de données original. Afin de
réaliser l’apprentissage, nous avons redimensionné toutes les imagettes à une taille fixe
de 64×64 pixels. De plus, pour augmenter le nombre d’imagettes pour la classe "arbre",
nous avons appliqué une rotation de 90◦, 180◦ et 270◦ de toutes les images redimension-
nées. Après augmentation, nous avons environ 5 000 imagettes "arbre" et 40 000 imagettes
"autre". Nous avons entraîné nos classifieurs sur 4 500 imagettes "arbre" et 36 000 ima-
gettes "autre" et nous nous sommes servis de 500 imagettes "arbre" et 4 000 imagettes
"autre" pour constituer notre base de validation.
Notre base de test est composée d’une vingtaine d’images ne faisant pas parties des
images sur lesquelles nous avons extrait nos imagettes "arbre" et "autre". Les images
de la base de test sont de taille variable (de 125× 150 pixels jusqu’à 550× 725 pixels) et
contiennent une centaine d’arbres.
Pour évaluer les résultats, nous calculons l’indice de Jaccard entre la boîte englobante
détectée et la boîte correspondant à la vérité terrain. Pour déterminer si la boîte englo-
bante est correctement placée, nous avons utilisé la même évaluation que le challenge
Pascal Voc 2, cette évaluation est définie équation 3.3 3. Le principe de cette évaluation
est de tester si l’indice de Jaccard entre la boîte englobante détectée Bd et la boîte cor-
respondant à la vérité terrain Bv t est supérieur à 0,5, si c’est le cas, la méthode utilisée a
correctement détecté et localisé l’arbre présent dans la Bv t .
2. http ://host.robots.ox.ac.uk/pascal/VOC/voc2012/
3. Attention, la notion d’union tel que définie dans le challenge Pascal Voc n’est pas une union ensem-
bliste, mais correspond à l’aire d’une boîte recouvrant les deux boîtes englobantes considérées.
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l abel =



1 si Ai r e(Bd∩Bv t )Ai r e(Bd∪Bv t ) > 0,5
0 sinon
(3.3)
Une illustration de la méthode d’évaluation est présentée figure 3.5, avec en bleu la
détection, en rouge la vérité terrain, en vert l’intersection entre la détection et la vérité
terrain et en noir leur union. Dans les exemples présentés figure 3.5, nous présentons
différentes configurations possibles. À gauche il y a le cas où les deux boîtes sont presque
parfaitement superposées, dans ce cas le label sera 1. Au milieu nous avons le cas où les
deux boîtes sont très éloignées et ne s’intersectent quasiment pas, dans ce cas le label sera
0. Enfin à droite nous avons le cas où la détection est incluse dans la vérité terrain mais
l’indice de Jaccard est inférieur à 0,5 le label sera donc 0.
FIGURE 3.5 – Illustration de la méthode d’évaluation utilisant l’indice de Jaccard, avec en bleu la
détection, en rouge la vérité terrain, en vert l’intersection des deux et en noir l’union 3 des deux.
Sur la gauche nous avons le cas où deux boîtes sont presque superposée, le label sera donc 1. Au
milieu nous avons le cas où l’aire de l’intersection des deux boîtes est beaucoup plus petite que
celle de leur union, le label sera donc 0. Sur la droite nous avons le cas où la boîte de la détection
est incluse dans la boîte de la vérité terrain. Dans le cas de cet exemple l’aire de l’union des deux
boîtes étant largement supérieure à celle de leur intersection, le label sera 0.
Pour nos expériences, nous avons utilisé trois autres mesures pour évaluer les diffé-
rentes méthodes : le rappel noté R présenté équation (3.4), la précision notée P présentée
équation (3.5), et la F-mesure notée F présentée équation (3.6).
R = VP
VP+FN (3.4)
P = VP
VP+FP (3.5)
F = 2RP
P+R (3.6)
avec VP le nombre de vrais positifs, FP le nombre de faux positifs et FN le nombre de
faux négatifs.
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Une illustration de vrais positifs, de faux positifs et de faux négatifs est présentée fi-
gure 3.6. Les vrais positifs sont représentés en vert, il s’agit du cas où un arbre a correc-
tement été localisé. Les faux positifs sont représentés en jaune. Les faux positifs repré-
sentent les cas où le classifieur prédit un arbre à une certaine position qui est absent dans
la vérité terrain. Il peut s’agir d’un oubli de l’annotateur ou simplement d’une erreur du
classifieur. Les faux négatifs sont représentés en bleu dans la figure. Nous avons un faux
négatif à chaque fois qu’un arbre présent dans la vérité terrain n’a pas été détecté par le
classifieur.
FIGURE 3.6 – Illustration graphique de vrais positifs, de positifs et de faux négatifs. Dans cet
exemple, les vrais positifs sont lorsque l’on localise correctement un arbre, ils sont représentés
en vert. Les faux positifs sont représentés en jaune, et les faux négatifs sont représentés en bleu.
3.2.2 Paramètres
Nous présentons ici les différents paramètres que nous avons utilisés avec les classi-
fieurs et le descripteur HOG afin de réaliser l’apprentissage de notre base composée de 4
500 imagettes "arbre" et 36 000 imagettes "autre". Les paramètres des deux CNNs utilisés,
AlexNet et GoogLeNet, sont présentés dans le tableau 3.3. Nous arrêtons l’apprentissage
des CNNs quand ils ont convergé et avant qu’ils ne fassent du sur-apprentissage. GoogLe-
Net est un CNN plus gros qu’AlexNet, c’est pourquoi nous avons dû faire son apprentis-
sage sur plus d’itérations. De plus, nous avons divisé le learning rate par 10 toutes les 13
333 itérations pour AlexNet et toutes les 20 000 itérations pour GoogLeNet.
Pour réaliser nos expérimentations, nous avons utilisé le descripteur HOG-cascade
proposé par [Qiang et al., 2006], la construction de ce descripteur est décrite section 2.1.1.4.
Le résultat de ce descripteur est un vecteur de caractéristiques de dimension 680 pour
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AlexNet GoogLeNet
Learning rate 10−4 10−4
Batch size 64 24
Momentum 0.9 0.9
Weight decay 0.0005 0.0005
Itérations 40 000 60 000
TABLEAU 3.3 – Paramètres que nous avons utilisés pour les CNNs AlexNet et GoogLeNet.
chaque canal, que nous donnons aux classifieurs SVM et RF. Pour le RF, nous avons fixé le
nombre d’arbres aléatoires générés à 200 et nous n’avons pas imposé de limites de pro-
fondeur aux arbres aléatoires. En ce qui concerne le SVM, nous avons utilisé un noyau
RBF, un gamma à 0,1 et nous avons fixé le paramètre C à 0,8. Afin de fixer les paramètres
du RF et du SVM, nous avons utilisé la base de validation composée de 500 imagettes de la
classe "arbre" et 4 000 imagettes de la classe "autre". Pour le RF et le SVM, nous avons uti-
lisé l’implémentation en python fourni par la bibliothèque Scikit-learn [Pedregosa et al.,
2011].
3.2.3 Résultats des expérimentations
Le tableau 3.4 montre les résultats obtenus avec les différentes méthodes : AlexNet,
GoogLeNet, SVM (avec HOG) et RF (avec HOG). Toutes les méthodes ont été couplées avec
les deux stratégies de fusion, c’est-à-dire la fusion par aire et la fusion par chevauchement.
AlexNet GoogLeNet HOG+SVM HOG+RF
Aire
Rappel 41.56% 46.99% 26.66% 38.67%
Précision 24.28% 29.24% 0.95% 7.77%
F-Mesure 30.41% 35.68% 1.83% 10.91%
Chevauchement
Rappel 49.28% 48.96% 21% 33.47%
Précision 22.57% 25.71% 1.54% 10.47%
F-Mesure 30.63% 33.32% 2.88% 13.78%
TABLEAU 3.4 – Résultats obtenus sur les deux CNN et les deux méthodes d’apprentissage auto-
matique sur lesquelles nous avons appliqué la fusion par aire et la fusion par chevauchement.
Afin d’évaluer nos résultats, nous avons utilisé le rappel, la précision et la F-mesure.
Comme on peut le constater, les meilleurs résultats sont obtenus avec les CNN lorsque
la fusion par aire est utilisée. Cette stratégie de fusion semble plus restrictive que celle par
chevauchement. Puisque les CNN créent des vecteurs de caractéristiques avec un haut
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niveau d’abstraction, cette fusion leur permet de réduire considérablement le nombre de
faux positifs et donc d’avoir une meilleure précision.
FIGURE 3.7 – Exemple des résultats que nous avons obtenus : la vérité terrain est présentée sur
l’image de gauche, sur l’image du milieu nous avons les résultats obtenus avec AlexNet, et enfin
à droite nous avons les résultats obtenus avec le SVM+HOG.
Le RF et le SVM atteignent des performances bien inférieures à celles des réseaux de
neurones convolutionnels. Contrairement aux CNN, la stratégie de fusion par chevauche-
ment donne de meilleures performances que la fusion par aire. Les performances obte-
nues avec ces méthodes sont extrêmement faibles. Cela peut être dû au fait que les arbres
sont souvent très proches les uns des autres, ce qui les rend difficiles à différencier sur la
base de leur bordure (voir Figure 3.7) qui devrait être soulignée par les descripteurs HOG.
Les résultats de détection sont faibles et l’on peut se demander si cela est dû à la lo-
calisation et à l’aspect multi-résolutions ou bien si cela est dû aux méthodes utilisées.
Nous rapportons ici les résultats obtenus lors de l’évaluation individuelle des classifieurs
d’imagettes sans intégrer un mécanisme de localisation avec fenêtre glissante.
AlexNet GoogLeNet HOG+SVM HOG+RF
Rappel 97.80% 98.05% 52.81% 54.79%
TABLEAU 3.5 – Rappel pour les différentes approches.
Le tableau 3.5 montre le rappel des différentes approches. Pour cette expérience, nous
avons comparé les performances des classifieurs sans tenir compte du problème de loca-
lisation. À cette fin, nous n’appliquons aucune stratégie de fusion et nous nous concen-
trons uniquement sur le rappel obtenu par les différentes méthodes de classification.
L’objectif est de déterminer si les classifieurs sont capables de trouver tous les arbres dans
l’ensemble des images de test sans nous préoccuper des boîtes englobantes redondantes
et de la fusion, c’est pourquoi nous ne nous intéressons pas à la précision dans cette ex-
périence mais uniquement au rappel.
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Toujours dans cette expérience, on peut noter que les CNN atteignent des perfor-
mances proches de 100% alors que les techniques classiques de classification par télédé-
tection sont à peine au-dessus des 50%. Les deux architectures de réseau détectent plus
de 97% des arbres présents dans la base de test contre 52% pour les approches d’appren-
tissage automatique en deux étapes. Cette expérience permet de montrer la difficulté de
la tâche que l’on souhaite effectuer. On peut constater en regardant que le problème est
ici lié à la localisation. En effet, nous sommes capables de classifier correctement plus de
97% des arbres, cependant la phase de localisation fait chuter drastiquement les perfor-
mances. En effet, on peut noter que lorsque l’on utilise un mécanisme de localisation, le
rappel peine à atteindre les 50% même lorsqu’un CNN est utilisé.
Ce phénomène peut s’expliquer par le fait que la tâche de localisation est plus diffi-
cile que la tâche de classification. Lors de la classification les arbres sont centrés dans les
imagettes, dans le cas de la localisation il peut y avoir plusieurs arbres qui se chevauchent
et il devient difficile pour les classifieurs de déterminer la position de chaque arbre. Un
exemple de la difficulté de la tâche de localisation est illustré figure 3.8. Dans cet exem-
ple, nous montrons deux cas différents. Pour le premier cas, c’est-à-dire l’image (a) de la
figure, il s’agit d’un exemple où la localisation est facile. En effet, on peut voir sur l’image
(a) que les arbres sont bien séparés et visibles, et leurs contours sont nets. Le second cas,
c’est-à-dire l’image (b) de la figure, nous montrons un cas où la tâche de localisation est
difficile. Les arbres sont collés les uns aux autres et se chevauchent, il est très difficile de
les distinguer.
(a) (b)
FIGURE 3.8 – Illustration de la difficulté de la localisation. L’image (a) montre un cas où la lo-
calisation est simple, c’est-à-dire le cas où les arbres sont bien visibles et séparés les uns des
autres. L’image (b) montre un cas où la localisation est difficile. Les arbres sont collés, ils se
chevauchent, même pour un humain il est difficile de distinguer tous les arbres.
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Nous avons aussi remarqué durant nos expérimentations qu’il y avait des erreurs d’an-
notation. La figure 3.9 représente ce cas. La boîte orange représente un arbre qui a été ou-
blié par l’annotateur et les boîtes bleues représentent les arbres qui ont été annotés. Ces
erreurs d’annotations vont faire augmenter le nombre de faux positifs et ainsi faire baisser
la précision.
FIGURE 3.9 – Exemple d’image sur laquelle il y a une erreur d’annotation. Les boîtes bleues
représentent les arbres qui ont été annotés et la boîte orange représente un arbre qui a été oublié
par l’annotateur.
Un autre phénomène fait drastiquement baisser la précision, il s’agit de la détection
des haies. En effet, durant nos expérimentations nous avons pu observer qu’il y a une
confusion avec les haies. Les classifieurs ont tendance à classer les haies comme étant
des arbres, cela fait donc augmenter le nombre de faux positifs et donc fait baisser la pré-
cision.
La figure 3.10 présente un récapitulatif des résultats que nous avons obtenus avec les
deux approches d’apprentissage automatique classique en deux étapes et avec les deux
réseaux de neurones.
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FIGURE 3.10 – F-Mesures obtenues sur les expériences réalisées sur la tâche de localisation. En
rouge ce sont les résultats que nous avons obtenus en appliquant la fusion par aire et en bleu
ce sont les résultats obtenus avec la fusion par chevauchement.
3.3 Conclusions et discussion
En conclusion de ce chapitre, nous pouvons observer que les approches CNN sont
bien adaptées à la tâche de détection des arbres urbains dans les données aériennes
multi-sources. Nous avons montré lors de notre première expérimentation que les ré-
seaux de neurones convolutionnels donnent de meilleures performances sur la tâche de
localisation d’arbres urbains que les approches d’apprentissage automatique classique
en deux étapes (voir figure 3.10). Suite aux résultats de cette expérimentation, nous allons
continuer d’utiliser les CNN dans la suite de nos travaux.
Nos résultats montrent que le descripteur HOG [Qiang et al., 2006] n’est pas suffi-
sant pour détecter et localiser les arbres urbains sur des images aériennes multi-sources.
Comme on peut le voir sur la figure 3.8, les arbres peuvent avoir des formes et des tailles
très variables. Les expériences que nous avons menées nous ont montré que le descrip-
teur HOG [Qiang et al., 2006] n’offre pas une représentation suffisamment robuste pour
faire face à cette hétérogénéité. De plus, le fait que les arbres puissent se chevaucher entre
eux ou bien avec d’autres objets, le descripteur HOG ne permet pas de différencier leur
frontière clairement.
Un autre inconvénient lié à l’utilisation d’une méthode d’apprentissage automatique
classique en deux étapes est que les descripteurs qui peuvent être efficaces pour un objet
urbain d’un certain type peuvent être inutiles pour un objet urbain d’un autre type. Choi-
sir le bon ensemble de descripteurs pour un objet particulier implique des connaissances
et une expérience humaine qui ne sont pas toujours disponibles.
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Dans notre cas, nous avons vu que les approches CNN permettent d’obtenir les meil-
leures performances sur la localisation des arbres urbains à partir de données aériennes
multi-sources. De nombreuses études récentes [Fang et al., 2016; Liu et al., 2016; Maninis
et al., 2018] ont montré que les CNN fournissent automatiquement des caractéristiques
de haut niveau, robustes [LeCun et al., 1995] et bien adaptées à la classification [Kriz-
hevský et al., 2012; Szegedy et al., 2015; Wagstaff et al., 2018] et la localisation [Zhang et al.,
2018; Yu et al., 2018].
Notre deuxième expérimentation nous a permis de souligner que la difficulté réside
dans la localisation et non pas la classification. Nous avons pu constater que lors de la
phase de localisation, les performances de toutes les méthodes diminuent. Nous avons
identifié différents éléments qui pourraient être la cause de la chute des performances
lors du passage de la classification à la localisation.
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4.1 Introduction
Comme nous l’avons vu dans le chapitre précédent, les approches par deep learning
permettent d’obtenir de meilleurs résultats que les méthodes d’apprentissage automa-
tique en deux étapes. C’est pour cette raison que nous avons choisi de poursuivre nos
travaux avec les CNNs.
Nous présentons dans ce chapitre une première contribution où nous avons étudié
deux façons de combiner des données multi-sources. Le deuxième objectif de cette étude
est de montrer l’intérêt d’utiliser des données multi-sources. En effet, nous défendons
dans ce chapitre, la thèse selon laquelle l’utilisation de plusieurs sources de données a un
intérêt puisqu’une utilisation intelligente permet d’augmenter les résultats de classifica-
tion et de détection.
Cependant, l’utilisation de données multi-sources est complexe car chacune des sour-
ces peut nous fournir des informations complémentaires mais de nature différente et à
des échelles différentes [Schmitt et Zhu, 2016]. C’est pour cette raison qu’il est crucial de
considérer le problème de l’intégration de ces informations hétérogènes dès la concep-
tion de la méthode de détection d’objets. La manière dont ces différentes données sont
combinées peut avoir un impact important sur le résultat final.
Nous souhaitons souligner l’importance du pré-traitement des images lors de l’utili-
sation d’une approche deep learning, notamment avec la préparation et le pré-traitement
des données d’apprentissage qui sont d’une importance primordiale sur les performances
des CNN.
4.2 Localisation des objets et fusion des résultats
Afin de localiser les arbres sur les images testées, nous avons utilisé la même approche
que dans le chapitre 3, c’est-à-dire une fenêtre glissante multi-résolution. Les couronnes
des arbres ne faisant pas toutes le même diamètre, cette méthode nous permet de détec-
ter tous les arbres indépendamment de leur taille.
Comme les imagettes extraites de la fenêtre glissante doivent être de la même taille
que les imagettes utilisées lors de la phase d’apprentissage, au lieu de faire varier la taille
de la fenêtre glissante, nous avons fait varier la taille des images testées. Nous avons re-
dimensionné chaque image de 30% jusqu’à 300% de leur taille d’origine avec un pas de
10%, on doit appliquer notre fenêtre glissante sur 28 images. La fenêtre glissante balaye
les images testées à toutes les résolutions.
Comme dans le chapitre 3, l’application de la fenêtre glissante multi-résolution va en-
traîner une accumulation de boîtes englobantes sur certaines zones. Nous avons donc
ici aussi appliqué une stratégie de fusion. Comme nous avons pu le constater dans le
chapitre précédent, la fusion par chevauchement a permis d’obtenir les meilleures per-
formances, c’est-à-dire la meilleure F-mesure avec AlexNet. Étant donné que nous avons
choisi de n’utiliser que AlexNet pour cette contribution, nous avons choisi de n’utiliser
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qu’une seule fusion, la fusion par chevauchement.
Pour rappel, la fusion par chevauchement va comparer toutes les paires de boîtes en-
globantes. Pour chaque paire, nous calculons si le chevauchement des deux boîtes en-
globantes a un pourcentage supérieur à 80% (voir équation (4.1)). Si c’est le cas, la boîte
englobante ayant la plus faible probabilité de contenir un arbre est supprimée.
Ar ea(B1∩B2)
mi n(Ar ea(B1), Ar ea(B2))
> 0,8 (4.1)
avec B1 et B2 deux boîtes englobantes.
Pour rappel, nous travaillons ici avec des images optiques, avec les canaux R et V, mais
aussi avec du Pir (proche infrarouge) et du MNS.
Lorsque l’on travaille sur des image contenant de la végétation, il peut-être intéressant
d’utiliser des indices de végétation. Ces indices permettent de discriminer la végétation
du reste de l’image, mais aussi de décrire l’état d’un phénomène comme rendre compte
du stade de croissance végétale à un moment donné par exemple. De plus, ils peuvent
aussi nous permettre de détecter les zones d’eau très facilement.
Les indices de végétation les plus simples se basent uniquement sur des opérations
entre deux bandes spectrales. Généralement, c’est le proche-infrarouge ainsi que le rouge
qui sont utilisés.
Un des plus vieux indices est l’indice différentiel de végétation (DVI). Cet indice cal-
cule simplement la différence entre la bande du proche-infrarouge et celle du rouge [Ba-
cour et al., 2006]. Cet indice est présenté équation 4.2, où ρPIR est la réflectance dans la
bande proche-infrarouge et ρR la réflectance dans la bande rouge :
DVI = ρPIR −ρR (4.2)
Un autre indice, appelé indice de végétation par quotient (RVI), s’exprime également
de façon très simple. Il se calcule en faisant le rapport entre les bandes du PIR et du
rouge [Kriegler et al., 1969; Jordan, 1969].
RVI = ρPIR
ρR
(4.3)
L’inconvénient de ces deux indices est qu’ils sont sensibles aux variations atmosphé-
riques et à la contribution spectrale des sols. De plus, les valeurs de l’indice RVI saturent
sur les zones de végétation très denses car la réflectance dans la bande rouge devient alors
très faible.
L’indice le plus connu et le plus utilisé est l’indice de végétation par différence norma-
lisée (NDVI) [Rouse Jr et al., 1974; Tucker, 1979]. Cet indice est défini comme suit :
NDVI = ρPIR −ρR
ρPIR +ρR
(4.4)
Le fait de normaliser par la somme des deux bandes permet de réduire les effets d’éclai-
rement. Contrairement à l’indice DVI qui est extrêmement sensible aux variations d’éclai-
rement, le NDVI va lui conserver une valeur constante quelque soit l’éclairement global.
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Les valeurs du NDVI sont comprises en théorie entre -1 et +1. Lorsque la réflectance
du rouge et supérieure à celle du proche-infrarouge, c’est-à-dire lorsqu’il y a de la neige,
des nuages ou bien de l’eau, le NDVI donnera des valeurs négatives. Quand le rouge et le
proche-infrarouge auront des valeurs proches, ce qui est le cas pour les sols nus, le NDVI
donnera des valeurs proches de zéro. Enfin, sur les formations végétales, le NDVI donnera
des valeurs positives qui seront généralement entre 0,1 et 0,7. Pour les zones très denses,
les valeurs du NDVI seront proches de 1.
Cet indice de végétation est largement utilisé dans le domaine de la télédétection [Meyer,
2011; Alonzo et al., 2014; Madonsela et al., 2018], c’est pourquoi nous avons choisi de l’uti-
liser.
Une illustration du NDVI est présentée figure 4.1. Nous pouvons observer sur la fi-
gure 4.1 que le NDVI nous permet d’enlever des zones qui ne sont pas de la végétation.
Ainsi, nous pouvons facilement diminuer le nombre de faux positifs. En effet, les diffé-
rents objets qui ont une forme similaire à celle d’un arbre et qui ne sont pas de la végéta-
tion ne sont plus présents sur le NDVI.
(a) (b)
FIGURE 4.1 – Génération des images NDVI à partir de la base de données Vaihingen : (a) Image
avec les canaux proche infrarouge, rouge et vert, (b) image NDVI générée.
4.3 Combinaison des différentes sources
Le problème de la fusion de données multi-sources est un problème qui a déjà été
étudié. En effet, en 2005 [Snoek et al., 2005] a déjà comparé les approches Early Fu-
sion [Snoek et al., 2004] et Late Fusion [Westerveld et al., 2003; Wu et al., 2004; Morvant
et al., 2014; Zhu et Yin, 2018] en utilisant de l’apprentissage automatique en deux étapes.
Comme les auteurs le décrivent dans [Snoek et al., 2005], l’approche Early Fusion consiste
à combiner les informations en amont, c’est-à-dire avant de les donner au classifieur.
Dans le cas d’une approche par apprentissage automatique en deux étapes, l’idée est de
concaténer les vecteurs de caractéristiques extraits sur toutes les sources et de donner le
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vecteur issu de la concaténation à un classifieur. On peut dire que cette approche consiste
à réaliser un apprentissage global sur l’ensemble des informations en une seule fois.
Pour le cas de l’approche Late Fusion, dans un premier temps un apprentissage sur
chacune des informations est réalisé, et dans un deuxième temps on va chercher à com-
biner les scores de tous les classifieurs. On peut voir dans cette approche que le but est
d’essayer de diviser le travail, en ne se concentrant que sur une source à la fois et en com-
binant les différents scores obtenus pour chaque source afin d’obtenir un score global.
VisualFeaturesExtraction
AuditoryFeaturesExtraction MultimodalFeaturesCombination SupervisedLearner
TextualFeaturesExtraction
Multimedia raw dataFeature vectorConcept scoreAnnotations
Data flow conventions
Figure 1: General scheme for early fusion. Out-
put of unimodal analysis is fused before a concept is
learned.
representation. After combination of unimodal features in
a multimodal representation, early fusion methods rely on
supervised learning to classify semantic concepts. We define:
Definition 1 (Early Fusion). Fusion scheme that in-
tegrates unimodal features before learning concepts.
Early fusion yields a truly multimedia feature represen-
tation, since the features are integrated from the start. An
added advantage is the requirement of one learning phase
only. Disadvantage of the approach is the difficulty to com-
bine features into a common representation. The general
scheme for early fusion is illustrated in Figure 1.
2.2 Late Fusion
Indexing approaches that rely on late fusion also start
with extraction of unimodal features. In contrast to early
fusion, where features are then combined into a multimodal
representation, approaches for late fusion learn semantic
concepts directly from unimodal features. In [9] for exam-
ple, separate generative probabilistic models are learned for
the visual and textual modality. These scores are combined
afterwards to yield a final detection score. In general, late
fusion schemes combine learned unimodal scores into a mul-
timodal representation. Then late fusion methods rely on
supervised learning to classify semantic concepts. We de-
fine:
Definition 2 (Late Fusion). Fusion scheme that first
reduces unimodal features to separately learned concept scores,
then these scores are integrated to learn concepts.
Late fusion focuses on the individual strength of modali-
ties. Unimodal concept detection scores are fused into a mul-
timodal semantic representation rather than a feature rep-
resentation. A big disadvantage of late fusion schemes is its
expensiveness in terms of the learning effort, as every modal-
ity requires a separate supervised learning stage. Moreover,
the combined representation requires an additional learning
stage. Another disadvantage of the late fusion approach is
the potential loss of correlation in mixed feature space. A
general scheme for late fusion is illustrated in Figure 2.
3. FUSION SCHEME IMPLEMENTATION
We perform feature extraction on the visual and textual
modality. After modality specific data processing, we com-
bine features into a multimodal representation using an early
VisualFeaturesExtraction
AuditoryFeaturesExtraction MultimodalFeaturesCombination SupervisedLearner
TextualFeaturesExtraction
SupervisedLearner
SupervisedLearner
SupervisedLearner Multimedia raw dataFeature vectorConcept scoreAnnotations
Data flow conventions
Figure 2: General scheme for late fusion. Output
of unimodal analysis is used to learn separate scores
for a concept. After fusion a final score is learned
for the concept.
fusion and late fusion scheme. The supervised learner is re-
sponsible for classifying the semantic concepts based on the
feature patterns.
3.1 Visual Features Extraction
Visual feature extraction is based on the method described
in [6]. In short, the procedure first extracts a number of in-
variant visual features per pixel. Based on these features the
procedure labels each pixel in an image with one of 18 low-
level visual concepts, like concrete, sand, sky, water body,
and so on. This pixel-wise classification results in a labeled
segmentation of an image f in terms of regional visual con-
cepts. The percentage of pixels associated to each of the
regional visual concepts is used as a visual content vector
w⃗f . To decide which f is the most representative for i, we
select from all w⃗f in a shot the one that yields the highest
score for a semantic concept. The feature vector v⃗i, contain-
ing the best labeled segmentation, is the final result of the
visual features extraction stage.
3.2 Textual Features Extraction
In the textual modality, we aim to learn the association
between uttered speech and semantic concepts, see [6]. A
detection system transcribes the speech into text. From the
text we remove the frequently occurring stopwords. To learn
the relation between uttered speech and concepts, we con-
nect words to shots. We make this connection within the
temporal boundaries of a shot. We derive a lexicon of ut-
tered words that co-occur with ω using shot-based annota-
tions from training data. For each concept ω, we learn a
separate lexicon, Λω, as this uttered word lexicon is specific
for that concept. For feature extraction we compare the text
associated with each shot with Λω. This comparison yields
a text vector t⃗i for shot i, which contains the histogram of
the words in association with ω.
3.3 Supervised Learner
A large variety of supervised machine learning approaches
exists to learn the relation between a concept ω and pattern
xi. For our purpose, the method of choice should handle
typical problems related to semantic video analysis. Namely,
it must learn from few examples, handle unbalanced data,
and account for unknown or erroneous detected data. In
such heavy demands, the Support Vector Machine (SVM)
FIGURE 4.2 – Représentation de l’approche Early Fusion (gauche) et de l’approche Late Fusion
(droite). Dans le cas de l’approche Early Fusion, on peut voir sur le schém de gauch qu les
caractéristiques extraites sur chacune des sources sont combinées et données directement à un
classifieur. Dans le cas de l’approche Late Fusion à droite sur le schéma, on voit que juste après
l’extraction des caractéristiques il y a une phase d’apprentissage qui est réalisée sur chacun
des vecteurs de caractéristiques de manière indépendante. Ce sont les sorties des différents
classifieurs qui vont êtr combinées et données à un autre classifieur. Source : [Snoek et al.,
2005].
En 2016, les auteurs de [Ergun et al., 2016] proposent d’appliquer les approches Early
Fusion et Late Fusion en utilisant des CNN. Les auteurs proposent notamment de fusion-
ner les caractéristiques extraites à partir de différents CNN.
4.3.1 Early Fusion
La première faço d’intégrer des données provenant de différentes sources est une
méthode "naïve" qui consiste à considérer les composantes rouge, vert, proche infrarouge
et MNS comme les composantes d’une image. Nous avons appliqué cette méthode dans
nos expérimentations du chapitre 3. Nous appelons ce type d’architecture Fusion pré-
maturée ou Early Fusion (EF). Nous avons testé en utilisant les composantes rouge, vert,
proche infrarouge et MNS comme composantes d’une image mais aussi en utilisant les
composantes NDVI et MNS. La figure 4.3 représen le f ctionnement e cett approche.
Dans le cadre bleu nous avons la combinaison des différentes sources, cela signifie que
dans notre cas, nous allo s créer une nouvelle image avec les composantes proche infra-
roug , rouge, vert et MNS.
Nous rappelons que nous utilisons ici le CNN AlexNet. L’architectur globale de ce
CNN est présentée figure 3.3, et une description détaillée e t présentée tableau 3.1.
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L’idée dans le cas de cette approche "naïve" est de donner l’ensemble des informa-
tions directement au réseau.
Conv Conv
Fully	Connected Class
FIGURE 4.3 – Représentation de l’approche Early Fusion. Dans le cadre bleu nous avons les
différentes sources que nous voulons combiner, c’est-à-dire le MNS, le Pir et une image optique
avec les canaux R et V, et en sortie nous avons une image de 64×64 pixels, avec les composantes
proche infrarouge, rouge, vert et MNS qui est donnée au réseau.
4.3.2 Late Fusion
Nous présentons dans cette section la deuxième architecture que nous avons utilisée.
Cette architecture CNN est inspirée du modèle d’un Ensemble de CNN [Xu et al., 2016;
Huang et Kong, 2016]. L’idée principale d’un Ensemble de CNN est de diviser l’apprentis-
sage en plusieurs sous-modèles, c’est-à-dire en plusieurs CNN. Chaque sous-modèle va
apprendre sur une partie de la base d’apprentissage, et pendant le test, nous allons fu-
sionner les résultats obtenus avec tous les sous-modèles. Cet Ensemble de CNN nous a
conduit à l’idée que nous devrions traiter les différentes informations indépendamment
comme dans [Wagner et al., 2016]. Nous utilisons l’architecture présentée Figure 4.4, nous
appelons ce type d’architecture fusion tardive ou Late Fusion (LF).
Pour construire cette architecture, nous avons utilisé AlexNet [Krizhevský et al., 2012].
Nous avons dupliqué les couches convolutives, et nous avons concaténé les deux bran-
ches, c’est-à-dire la branche qui prend en entrée le MNS et celle qui prend l’image optique
ainsi que le Pir avant les couches entièrement connectées. On peut observer à partir de la
figure 4.4 que le réseau a deux entrées. Chaque entrée correspond à un type de données
différent. Nous pensons que ce type d’architecture permet au réseau d’extraire le meilleur
descripteur pour chaque type de données et d’augmenter ainsi la F-mesure, le rappel et
la précision. En effet, nous pensons que si une branche ne doit se concentrer que sur une
seule source, ou bien des sources avec des valeurs proches comme avec l’image optique
et le Pir, elle pourra extraire des caractéristiques qui sont propres aux sources et ainsi des
caractéristiques qui seront plus discriminantes.
Durant la construction de ce réseau nous avons fait varier le nombre de paramètres.
Dans un premier temps nous avons divisé par 2 les paramètres dans chacune des bran-
ches afin d’obtenir le même nombre de paramètres que dans un AlexNet classique (voir
le tableau 3.1). Nous avons par la suite laissé les paramètres de AlexNet dans chacune des
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branches c’est-à-dire nous avons laissé les mêmes paramètres pour les couches de convo-
lution que dans le tableau 3.1. Après avoir réalisé quelques tests sur une sous-partie de la
base de test, nous avons constaté que laisser les paramètres de AlexNet dans chacune des
branches permettait d’obtenir les meilleurs résultats, nous avons donc utilisé le réseau
utilisant les paramètres de AlexNet dans chacune des branches pour réaliser nos expé-
riences.
Convolutions
Convolutions
Fully	Connected
Source	1
Source	2
Class
Fusion
Conv FusionConv Fully	Connected Class
Conv Conv
Source	1
Source	2
FIGURE 4.4 – Représentation de l’architecture Late Fusion avec dans le cadre bleu la pre-
mière branche du réseau traitant l’image optique R,V ainsi que le Pir, et dans le cadre rouge
la deuxième branche qui traite le MNS.
4.4 Évaluation expérimentale
Pour apprendre nos modèles, nous avons utilisé la même base d’apprentissage que
dans le chapitre 3. Pour rappel, dans cette base nous avons annoté manuellement les
arbres sur 19 images. Pour ces expériences, nous avons annoté manuellement 330 arbres
en plus, ce qui nous fait un total de 1 500 arbres annotés. Après avoir extrait les 1 500 ima-
gettes de la classe "arbre", puis nous avons appliqué 3 rotations de 90◦, 180◦ et 270◦. Nous
avons donc au final 6 000 imagettes de la classe "arbre" dans notre base d’apprentissage.
Pour la classe "autre", nous avons extrait 40 000 imagettes (qui ne sont pas des arbres) de
façon aléatoire sur les 19 images sur lesquelles nous avons annoté nos arbres.
Notre base de test est composée d’une vingtaine d’images ne faisant pas partie des
images sur lesquelles nous avons extrait nos imagettes "arbre" et "autre". Les images
de la base de test sont de taille variable (de 125× 150 pixels jusqu’à 550× 725 pixels) et
contiennent une centaine d’arbres.
Pour les expériences de ce chapitre, nous avons décidé d’utiliser un pas de déplace-
ment plus important de la fenêtre glissante en utilisant un pas de 8 pixels contre seule-
ment 2 pixels dans le chapitre précédent. Chaque imagette extraite par la fenêtre glissante
est donnée au réseau qui nous donne un score sur la présence d’un arbre dans l’ima-
gette. Le réseau nous permet de connaître les zones dans l’image qui ont un score élevé
de contenir un arbre. Afin de déterminer si on doit garder ou non une boîte englobante
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nous avons utilisé un seuil que nous avons fixé en utilisant une base de validation. Pour
régler ce seuil, nous avons choisi de prendre le seuil qui maximise la F-mesure sur notre
base de validation.
Pour évaluer les résultats, nous avons utilisé les mêmes métriques que dans le cha-
pitre précédent. Pour déterminer si une boîte englobante est bien placée, nous calculons
le rapport de recouvrement entre la boîte englobante détectée et la vérité terrain (voir
équation (3.3)). Ensuite nous avons calculé le rappel (voir équation (3.4)), la précision
(voir équation (3.5)) ainsi que la F-mesure (voir équation (3.6)).
Nous avons d’abord testé une classification sur une seule source. Ces tests nous per-
mettent de déterminer la source la plus intéressante, c’est-à-dire celle qui donne les meil-
leures performances en termes de F-mesure, de rappel et de précision lorsqu’elle est uti-
lisée seule. Ensuite, nous comparons différentes façons d’intégrer des données de diffé-
rentes sources dans un CNN.
Pour valider notre expérimentation, nous effectuons une validation croisée sur notre
base.
Le tableau 4.1, le tableau 4.2 et le tableau 4.3 présentent les résultats que nous avons
obtenus sur la base de données Vaihingen. Ils représentent les valeurs moyennes du Rap-
pel, de la Précision ainsi que la F-Mesuremax pour les différents modèles. Pour obtenir
notre courbe rappel/précision, on fixe un seuil pour lequel on considère que l’image
contient un arbre. Par exemple, si on prend un seuil à 0,9, si le réseau nous dit que l’image
contient un arbre avec un score de 0,8 alors on considérera que l’image ne contient pas
d’arbre. Nous avons choisi de prendre le point de la courbe de rappel/précision où la F-
mesure est la plus élevée.
4.4.1 Limites de l’utilisation d’une seule source
La table 4.1 montre les résultats obtenus en utilisant une seule source, ou bien en
combinant l’image optique avec le Pir. Comme on peut le voir les résultats entre les diffé-
rents tests sont très proches. Le NDVI nous permet d’obtenir les meilleures performances
en termes de Rappel et de F-Mesuremax . La meilleure Précision est obtenue en utilisant le
MNS. On peut observer que les meilleurs résultats en termes de F-Mesuremax sont obte-
nus lorsque nous utilisons le NDVI.
Source PirRV MNS NDVI
F-Mesuremax 60.45% 62.47% 63.97%
Rappel 57.89% 57.62% 62.34%
Précision 63.44% 68.56% 67.04%
TABLEAU 4.1 – Résultats en utilisant une seule source.
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4.4.2 Quel est le meilleur processus de fusion ?
Le tableau 4.2 montre les résultats obtenus en utilisant la méthode Early Fusion. Ici,
nous pouvons voir que les meilleurs résultats sont obtenus en utilisant le NDVI et le MNS,
nous obtenons une F-Mesuremax de 75%. Cependant, lorsque nous utilisons le PirRV, les
résultats sont inférieurs (67%).
EF PirRV/MNS NDVI/MNS
F-Mesuremax 67.12% 75.30%
Rappel 65.40% 68.37%
Précision 69.54% 84.11%
TABLEAU 4.2 – Résultats utilisant des données multi-sources et l’approche Early Fusion. Nous
avons ici les résultats des expériences menées en combinant les composantes rouge, vert,
proche infrarouge et MNS, ainsi que les composantes NDVI et MNS. Les résultats sont expri-
més par rapport au Rappel, à la Précision et à la F-Mesure.
Le tableau 4.3 montre les résultats que nous avons obtenus en utilisant l’architecture
Late Fusion décrite dans la section 4.3.2. La conclusion reste la même que dans les ex-
périences précédentes, les meilleurs résultats sont obtenus lorsque l’on utilise le NDVI
et le MNS. En utilisant le NDVI et le MNS, nous obtenons un F-Mesuremax de 72% contre
62% en utilisant PirRV et MNS. On peut également noter que cette architecture donne des
performances moindres par rapport à l’architecture Early Fusion.
LF PirRV/MNS NDVI/MNS
F-Mesuremax 62.14% 72.57%
Rappel 62.54% 70.99%
Précision 62.65% 74.83%
TABLEAU 4.3 – Résultats obtenus en utilisant des données multi-sources et l’architecture Late
Fusion. Nous avons ici les résultats des expériences menées en utilisant les composantes rouge,
vert, proche infrarouge et MNS, ainsi que les composantes NDVI et MNS. Les résultats sont
exprimés par rapport au Rappel, à la Précision et à la F-Mesure.
La figure 4.5 présente un récapitulatif des résultats que nous avons obtenus en utili-
sant une seule source, l’approche Early Fusion et l’architecture Late Fusion.
4.4.3 Comment sélectionner les sources à fusionner ?
Nous avons calculé la corrélation entre chaque source en utilisant l’index de Jaccard.
Nous calculons l’intersection des arbres trouvés dans deux sources sur l’union des arbres
trouvés dans les deux sources, il s’agit de la même formule que l’équation (3.3). Les résul-
tats sont présentés à la première ligne du tableau 4.4. La deuxième ligne du tableau 4.4
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FIGURE 4.5 – Schéma récapitulatif des résultats que nous avons obtenus durant nos expéri-
mentations en terme de F-mesure. En bleu, nous avons les résultats obtenus en utilisant durant
l’apprentissage une source, ou bien la combinaison des images optiques et le Pir. Les résultats
en rouge représentent les F-mesures que nous avons obtenues avec l’approche Early Fusion en
combinant le Pir et le MNS ainsi que le NDVI et le MNS. Enfin, nous avons en vert les résultats
que nous avons obtenus avec l’approche Late Fusion en combinant le Pir et le MNS ainsi que
le NDVI et le MNS.
représente la distribution des arbres détectés seulement en utilisant une des 2 sources.
L’idée de cette expérience est de montrer l’apport des différentes sources sur la tâche de
localisation d’arbres urbains.
Sources PirRV/MNS NDVI/MNS
Corrélation 47.86% 48.96%
Distribution 26.47% 25.66% 28.75% 22.27%
TABLEAU 4.4 – Résultats de la corrélation entre chaque source.
Comme on peut le constater en regardant le tableau 4.4, moins de 50% des arbres dé-
tectés sont corrélés entre les sources PirRV et MNS, et les sources NDVI et MNS. Cela signi-
fie que moins de 50% des arbres détectés sont détectés dans les deux sources. De plus, on
peut remarquer que les arbres restants sont répartis équitablement entre les deux sour-
ces PirRV/MNS ou NDVI/MNS. Ces résultats ne font que confirmer les résultats présentés
précédemment ainsi que l’intérêt de l’utilisation de données multi-sources.
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4.5 Discussions
Comme on peut le constater sur les tableaux 4.2 et 4.3, lorsque nous utilisons l’ar-
chitecture Late Fusion, les résultats sont toujours inférieurs à l’approche Early Fusion.
En effet, lorsque nous utilisons PirRV combiné avec le MNS, les résultats passent de 62%
avec l’architecture Late Fusion à 67% avec l’architecture Early Fusion. De même, lors-
qu’ils sont testés avec le NDVI et le MNS, les résultats passent de 72% avec l’architecture
Late Fusion à 75% en utilisant l’architecture Early Fusion.
En ce qui concerne les données, on peut noter que lorsqu’on utilise PirRV seul, le ré-
sultat n’est pas si éloigné de ceux du NDVI ou du MNS. Cependant, lorsque nous combi-
nons PirRV et MNS, le gain n’est pas significatif. En effet, comme ces données sont très dif-
férentes (leur échelle de valeur par exemple), il est très difficile pour le CNN de discriminer
correctement les arbres en combinant ces deux types de données. Une solution permet-
tant de faciliter le travail du CNN serait de normaliser les données ne pré-traitement.
De plus, nous pouvons observer que la combinaison du MNS avec le NDVI donne de
bien meilleurs résultats que l’utilisation du NDVI seul. En effet, les deux sont très impor-
tants pour détecter et localiser les arbres. Si nous détectons un objet qui a une certaine
hauteur et qui est de la végétation, il y a de grandes chances que ce soit un arbre. Ces deux
informations sont vraiment cruciales pour la détection des arbres.
Pour la tâche que nous voulons réaliser, le NDVI de par sa définition nous permet de
ne conserver que la végétation présente dans l’image. Cela nous montre l’intérêt d’utiliser
une source qui permet de mieux discriminer les arbres, même si cette source provient
d’une transformation à partir des canaux de l’image optique. Pour autant, le CNN n’arrive
pas à retrouver cette transformation lors de la phase d’entraînement à partir des images
avec les canaux rouge, vert et proche infrarouge. Nous supposons que c’est à cause de la
faible quantité de données que nous avons.
Il y a deux points très intéressants que l’on peut noter en regardant les résultats de la
figure 4.6 : Tout d’abord sur l’image b) on peut voir que le faux positif le plus au centre
de l’image est en réalité un arbre qui a été oublié par l’annotateur. Ensuite on peut aussi
remarquer que dans les deux images, la majorité des faux négatifs, c’est-à-dire des arbres
non détectés par le réseau, se trouvent en bordure de l’image. Ce phénomène vient du fait
que lors de la phase d’apprentissage, les arbres "vus" par le réseau sont tous centrés avec
quelques pixels de contexte autour. Différents travaux et notamment [Dundar et Garcia-
Dorado, 2017] ont montré l’importance du contexte lors de l’entraînement des CNN. De
plus ce phénomène vient aussi du fait que les arbres en bordure ne peuvent pas être cen-
trés correctement dans les boîtes englobantes tout en ayant du contexte. Ainsi les arbres
qui sont collés à la bordure dans les images de test ne seront pas détectés et localisés cor-
rectement. Une amélioration envisageable serait d’augmenter la base d’apprentissage en
intégrant des imagettes dans lesquelles les arbres seraient "coupés" ou bien d’ajouter du
padding.
Nous avons aussi calculé les corrélations entre les différentes sources. Ces expériences
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(a) (b)
FIGURE 4.6 – Exemples de résultats obtenus, avec en vert les arbres correctement localisés, en
bleu les faux négatifs et en jaune les faux positifs.
nous ont permis de déterminer si les différentes sources permettent d’améliorer les per-
formances. On peut observer dans le tableau 4.4 que les deux corrélations sont d’environ
50%. Ces résultats montrent que parmi tous les arbres trouvés, environ 50% des arbres se
trouvent dans les deux sources et que les 50% restants se trouvent dans la première ou la
deuxième source. Ces résultats nous montrent la complémentarité qu’il existe entre les
différentes sources.
De plus, la deuxième ligne du tableau montre que les 50% restants sont répartis dans
les deux sources et nous montre ainsi l’utilité de combiner plusieurs sources.
Nous avons également calculé la corrélation des faux positifs entre les différentes sour-
ces et nous avons remarqué que cette corrélation ne dépasse jamais 10% quelles que
soient les sources étudiées. Ainsi, la combinaison des sources réduit bien le nombre de
faux positifs.
4.6 Conclusions
Dans ce chapitre, nous avons comparé deux méthodes permettant de combiner des
données multi-sources (des images multispectrales composées des canaux rouge, vert et
proche infrarouge et des MNS). Nous avons mis en compétition une approche "naïve"
appelée Early Fusion qui consiste à mettre les différentes informations comme les com-
posantes d’une image, à l’approche Late Fusion qui utilise un sous-réseau pour chaque
source. Nous avons pu montrer avec nos expérimentations que l’approche naïve permet-
tait d’obtenir les meilleurs performances en terme de F-mesure, de rappel et de précision.
De plus, au cours de nos expérimentations, nous avons pu évaluer l’impact que pou-
vait avoir les données sur les performances du CNN. Nous avons utilisé le NDVI au lieu
d’utiliser les données avec les canaux Rouge, Vert et Proche Infrarouge. Nous avons mon-
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tré que l’utilisation du NDVI permet d’obtenir les meilleures performances et met ainsi en
évidence l’importance des données, de leurs pré-traitements ou même de leurs transfor-
mations pour apprendre un modèle avec un CNN. Nous avons pu constater que le réseau
n’était pas capable de reproduire cette transformation lors de son apprentissage, cepen-
dant ce constat serait à valider avec une base d’apprentissage plus importante. En effet,
nous pensons que la faible quantité de données que nous avons pour notre apprentissage
ne permet pas au réseau de recréer cette transformation ou de l’améliorer.
Voici une procédure que l’on pourrait établir à partir des expériences et des observa-
tions que l’on a pu faire dans ce chapitre :
1. tester chaque source indépendamment,
2. calculer la corrélation entre toutes les paires de sources,
3. combiner les sources qui ont la corrélation la plus faible dans une approche EF ou
LF.
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5.1 Introduction
Dans le chapitre précédent, nous avons vu comment prendre en compte les données
multi-sources. Mais que se passe-t-il si des sources sont manquantes ? En effet, jusque
là nous avons toujours considéré que nos données étaient complètes, c’est-à-dire que
nous avions accès à toutes les sources sur l’ensemble des données que nous utilisions.
Nous avons pour ce chapitre réfléchi au problème de l’intégration et de l’utilisation des
données incomplètes dans un réseau de neurones convolutionnels.
Les progrès concernant la technologie des capteurs ont permis de considérablement
réduire le coût de production. Cette réduction de prix a permis d’utiliser plusieurs sour-
ces pour décrire un objet, et ainsi le décrire avec des perspectives différentes. Comme
nous l’avons vu dans le chapitre 2, de nombreux travaux ont été réalisés afin de trou-
ver la meilleure façon de combiner ces informations [Waltz et Llinas, 1990; Chong et al.,
2000; Liao et al., 2013; Wang et al., 2013] pour améliorer les performances sur différentes
tâches et problématiques. La combinaison des informations a permis d’améliorer les per-
formances sur les tâches de détection d’objets [Kanaev et al., 2011], classification [Lim
et Suter, 2009; Khodadadzadeh et al., 2015] et de la segmentation sémantique [Elseberg
et al., 2011; Audebert et al., 2016; Volpi et Tuia, 2017; Audebert et al., 2018]. Nous avons
d’ailleurs montré dans le chapitre 4 l’intérêt et l’amélioration des performances qui sont
apportés par la combinaison de plusieurs sources.
Comme nous l’avons décrit dans le chapitre 2, lorsqu’il nous manque une source sur
une ou plusieurs données et que nous souhaitons effectuer un apprentissage sur l’en-
semble des données, il existe un certain nombre de solutions, dont (i) supprimer la source
incomplète dans toutes les images (ii) supprimer les données qui n’ont pas toutes les
sources (iii) générer des sources manquantes sur les données incomplètes [Shen et al.,
2015; Tran et al., 2017]. Les deux premières solutions supprimeront beaucoup d’informa-
tions et cela peut engendrer une baisse des performances. Concernant la génération des
sources manquantes, l’ajout de données est artificiel et donc pas totalement satisfaisant.
D’autre part, si il n’y a que très peu d’exemples, les images générées ne seront pas signifi-
catives.
Contrairement aux chapitre 3 et 4, nous avons fait le choix dans ce chapitre de tra-
vailler sur la tâche de segmentation sémantique. Cela signifie que nous n’avons pas un
label pour une imagette, mais que nous avons un label par pixel (voir la section 2.4 du
chapitre 2). Durant l’entraînement, notre réseau doit donc apprendre à prédire le label
de chaque pixel, et c’est aussi sur la prédiction des labels des pixels que nous évaluons
notre réseau. Le fait de nous concentrer sur cette tâche nous a permis d’utiliser une base
de données multimodales annotées plus importante que celle utilisée dans les chapitres
précédents. La tâche de segmentation sémantique est très étudiée dans le domaine de la
télédétection, notamment pour réaliser des analyses sur l’occupation du sol. L’utilisation
d’un CNN est devenue courante pour ce type d’analyses [Volpi et Tuia, 2017; Maggiori
et al., 2017; Audebert et al., 2018], cependant seul le cas où toutes les sources sont dispo-
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nibles est considéré.
Dans ce chapitre, nous avons choisi de traiter, sur la tâche de segmentation séman-
tique, deux scénarios différents :
— Dans le premier scénario nous ciblons les images avec les canaux rouge et vert (RV),
c’est-à-dire que lors de la phase de test, nous réaliserons nos tests sur des ima-
ges RV. Dans la base d’apprentissage, toutes les images ont les canaux RV et nous
supposons que seulement quelques unes ont aussi accès à la source proche infra-
rouge (Pir). Nous voulons que lorsqu’une donnée intègre la source Pir, cette der-
nière soit utilisée lors de l’apprentissage, et nous appelons ce scénario l’enrichis-
sement. L’idée est d’enrichir notre base de connaissances en ajoutant une source
lorsqu’elle est disponible, dans notre cas, en ajoutant le proche infrarouge.
— Dans le deuxième scénario, nous réaliserons nos tests sur des images PirRV. Dans ce
scénario que nous appelons le manque, nous considérons lors de l’apprentissage
comme dans le premier scénario que nous avons tout le temps accès à la source
RV mais nous supposons que quelques fois il manque des données avec la source
Pir. Lorsqu’une donnée n’a pas accès à la source Pir, nous donnons quand même
l’image avec la source RV seule au réseau durant l’apprentissage. Nous voulons
quand même utiliser les données en l’absence d’une source.
Le reste de ce chapitre est organisé comme suit : dans la section 5.2 nous présentons
l’architecture que nous proposons. Dans la section 5.3 nous présentons le protocole ex-
périmental utilisé et les résultats obtenus, et finalement nous concluons section 5.4.
5.2 Présentation de l’architecture à entrées multiples
Pour notre contribution, nous nous sommes inspirés des concepts presentés dans [Hou
et al., 2017] et [Kokkinos, 2017]. Les auteurs de [Hou et al., 2017] utilisent deux sous-
réseaux permettant d’extraire des caractéristiques (voir figure 5.1). Ces deux sous-réseaux
sont connectés à une partie commune qui réalise la classification. L’idée de cette archi-
tecture est de coordonner les deux sous-réseaux afin qu’ils apprennent des caractéris-
tiques complémentaires à partir des images qui leurs sont données. Leur but est d’extraire
une meilleure représentation de l’image pour améliorer les performances. DualNet étant
composé de 3 sorties, on peut voir cette approche comme un ensemble de classifieurs.
Dans [Kokkinos, 2017], l’auteur propose un seul CNN, appelé UberNet permettant de
réaliser plusieurs tâches comme la détection, la segmentation sémantique ou bien l’ex-
traction d’une carte de saillance, en utilisant un tronc commun, et plusieurs sorties qui
réalisent des tâches différentes. Lors de l’apprentissage, si la vérité terrain d’une donnée
n’est pas disponible pour une tâche, alors la sortie qui réalise cette tâche ne sera pas utili-
sée. La solution proposée pour pallier ce problème consiste à réaliser la rétropropagation
de manière asynchrone. Cela signifie que ce n’est que lorsqu’une tâche a vu suffisam-
ment d’exemples que l’on va appliquer la rétropropagation. L’idée est de rassembler dans
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un espace latent commun tous les objets de la même classe quelle que soit la tâche.
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Abstract
In this work we propose a novel framework named Dual-
Net aiming at learning more accurate representation for im-
age recognition. Here two parallel neural networks are co-
ordinated to learn complementary features and thus a wider
network is constructed. Specifically, we logically divide
an end-to-end deep convolutional neural network into two
functional parts, i.e., feature extractor and image classifier.
The extractors of two subnetworks are placed side by side,
which exactly form the feature extractor of DualNet. Then
the two-stream features are aggregated to the final classifi-
er for overall classification, while two auxiliary classifiers
are appended behind the feature extractor of each subnet-
work to make the separately learned features discriminative
alone. The complementary constraint is imposed by weight-
ing the three classifiers, which is indeed the key of DualNet.
The corresponding training strategy is also proposed, con-
sisting of iterative training and joint finetuning, to make the
two subnetworks cooperate well with each other. Finally,
DualNet based on the well-known CaffeNet, VGGNet, NIN
and ResNet are thoroughly investigated and experimental-
ly evaluated on multiple datasets including CIFAR-100, S-
tanford Dogs and UEC FOOD-100. The results demon-
strate that DualNet can really help learn more accurate im-
age representation, and thus result in higher accuracy for
recognition. In particular, the performance on CIFAR-100
is state-of-the-art compared to the recent works.
1. Introduction
Recent years have witnessed the bloom of deep con-
volutional neural network (DCNN), which has remark-
ably boosted the performance of various visual assign-
ments [14, 29, 5]. The success of DCNN is largely at-
tributed to its deep architecture and end-to-end learning ap-
proach, which can learn hierarchical representation of the
input. And the fundamental research on DCNN is to de-
velop advanced networks and corresponding training algo-
rithms, with the aims of extracting more discriminative fea-
tures for recognition.
Fused
Features
Subnetwork 1
Subnetwork 2
Fused
Classifier
Auxiliary
Classifier 1
Auxiliary
Classifier 2
Figure 1. Illustration of the proposed DualNet. The input images
are fed into two subnetworks, which are coordinated to learn com-
plementary features. The two-stream features are then fused to
form a unified representation, and passed into the Fused Classifier
for overall classification. The auxiliary classifiers are appended to
keep the separately learned features discriminative.
There have been considerable interests in enhancing DC-
NN with greater capacity, in which the networks are gener-
ally designed to be deeper or wider. For example, He et
al. [13] propose a 152-layer ResNet, which is 8× deep-
er than VGGNet [31] and achieves state-of-the-art perfor-
mance in several ILSVRC2015 tasks. On the other hand,
going wider has also been proven applicable [30, 37, 36].
For instance, the recent WRN [36] decreases depth and in-
creases width of ResNet and achieves comparable perfor-
mance. In fact, according to neurobiology, human visual
system only activates several neurons of cortex for a cer-
tain input pattern, but the details of visual stimulus can be
perfectly perceived in the V1 zone, especially for the area
of central fovea [9]. Such powerful capability implies that
there exist plenty of neurons in visual cortex to represen-
t the details of input stimulus, although each of them just
has a simple response pattern. Inspired by such a mecha-
nism, we particularly propose to construct a wider network
to learn richer features for image recognition, i.e., assign-
ing more sibling nodes in each layer. However, developing
innovative networks is nontrivial, which needs expertise in
neuroscience and labor-intensive parameter tuning.
In this work, we present a framework named DualNet
to effectively learn more accurate representation for image
recognition, as illustrated in Figure 1. The core idea of Du-
alNet is to coordinate two parallel DCNNs to learn features
complementary to each other, and thus richer features can
be extracted from the raw images. Specifically, we consider
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FIGURE 5.1 – Présentation de l’architecture DualNet. L’image donnée en entrée du réseau va
être transmise à 2 sous-réseaux. Les feature maps des 2 sous-réseaux vont par la suite être don-
nées à des classifieurs qui sont indépendants à chaque sous-réseau, "Auxiliary Classifier 1" et
"Auxiliary Classifier 2", mais l s fe ture maps vont au si être fusionnées et être données à un
classifieur, "Fused Classifier". Source : [Hou et al., 2017].
Nous avons appliqué ce concept sur l’architecture DeconvNet [Noh et al., 2015] sur
laquelle nous avons enlevé les couches fully connected entre l’encodeur et de décodeur
(voir figure 5.2). Cette architecture est composée pour la partie encodeur de 13 couches
de convolution, qui sont suivies d’une batch normalization (BN) et de la fonction d’ac-
tivation ReLU et d 5 max pooling. Le décodeur est lui aussi composé de 13 couches de
convolution qui sont suivies d’une batch normalization (BN) et de la fonction d’activation
ReLU et de 5 couches de déconvolution.
Conv	+	Batch	Norm	+	ReLU
Pooling
Upsampling
Softmax
FIGURE 5.2 – Prés ntation de l’architecture DeconvNet. L’ ncodeur de ce réseau est composé
de 13 couches de convolution (en bleu), qui sont suivies d’une BN et de la fonction d’activation
ReLU et de 5 pooling (en vert). Le décodeur est quant à lui composé de 13 couches de convo-
lution suivies d’une BN et de la fonction d’activation ReLU, de 5 couches de déconvolution et
enfin d’un softmax.
Dans notre cas, les images données en entrée n’ont pas toujours le même nombre de
canaux, c’est pourquoi nous avons adapté le concept d’utiliser plusieurs sous-réseaux à
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notre problématique sur DeconvNet. L’architecture du CNN que nous proposons est pré-
sentée figure 5.3. Dans la suite du manuscrit, nous appelerons cette architecture VI-Net
pour Variable number of modalities as Input - Network. Comme on peut le constater, nous
avons repris l’architecture présentée figure 5.2, sauf qu’elle est composée de deux enco-
deurs (sur la partie gauche du schéma), et d’un commutateur (au milieu du schéma) qui
connecte les deux encodeurs au décodeur. Chaque encodeur prend en entrée une source
ou bien une combinaison de sources. Dans le schéma, l’encodeur en haut à gauche prend
en entrée des images optiques avec les canaux RV, et l’encodeur en bas à gauche prend
en entrée des images optiques avec les canaux RV combinés avec du Pir. Le commutateur
nous permet de réaliser un apprentissage itératif. Cela signifie que l’on utilise nos enco-
deurs de manière alternée (on ne les utilise jamais en même temps), une fois on propage
une image d’un encodeur jusqu’à la sortie du décodeur, puis on rétropropage sur le déco-
deur et l’encodeur utilisé, et à l’itération suivante on utilise l’autre encodeur. Le décodeur,
quant à lui, est solicité à toutes les itérations.
L’idée de notre approche, est similaire à celle de [Kokkinos, 2017], par le biais de notre
apprentissage itératif des encodeurs, nous cherchons à contraindre l’espace latent de re-
présentation de nos feature maps. Quelle que soit la source utilisée, nous voulons que les
objets de la même classe soient proches dans l’espace latent. Nous avons en quelque sorte
inversé le concept de UberNet. Au lieu d’avoir un réseau à plusieurs sorties, nous avons
un réseau avec plusieurs entrées qui partagent le même espace latent.
Conv	+	Batch	Norm	+	ReLU
Pooling
Upsampling
Softmax
Input
RV
RVPir
FIGURE 5.3 – Présentation de l’architecture proposée. La partie gauche du schéma représente
les encodeurs qui sont composés de 13 couches de convolution et de 5 max pooling. L’encodeur
du haut prend en entrée les images optiques RV, et l’encodeur du bas prend en entrée les images
optiques RV + Pir. Au milieu du schéma, nous avons le commutateur nous permettant de faire
notre apprentissage alterné. Enfin, à droite nous avons le décodeur composé de 13 couches de
convolution et de 5 couches de déconvolution.
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5.3 Évaluation expérimentale
5.3.1 Protocole expérimental
Pour réaliser nos expérimentations, nous avons divisé la base de données Vaihingen
en deux parties. La première correspond à la base d’apprentissage qui nous permet d’en-
traîner nos modèles. Cette partie contient 14 images (voir figure 5.4). La seconde est com-
posée de 2 images sur lesquelles nous testons nos modèles. Chaque image de la base d’en-
traînement possède environ 2500×2000 pixels. Les images que nous donnons aux entrées
du réseau lors de la phase d’apprentissage sont des imagettes de 320×320 pixels qui sont
extraits de façon aléatoire dans les images d’entraînement.
Notre base de test est composée de 2 images. Nous avons choisi de rogner la partie
centrale des images de test à une taille de 1388×1388 pixels afin de s’assurer que quelles
que soient les images utilisées lors de la phase de test, les résultats puissent être compa-
rables.
Nous rappelons que contrairement aux chapitre 3 et 4, ici nous ne faisons pas un ap-
prentissage objet mais pixel. Cela signifie que nous n’avons pas un label pour une ima-
gette, mais que nous avons un label par pixel. Durant l’entraînement, notre réseau doit
donc apprendre à prédire le label de chaque pixel, et durant la phase de test c’est aussi au
niveau de la prédiction du label des pixels que nous évaluons notre réseau.
(a) (b)
FIGURE 5.4 – Exemples d’images données au CNN. Nous avons à gauche une image PirRV et
à droite la vérité terrain associée. Dans la vérité terrain il y a les classes : building en bleu, car
en jaune, clutter / background en rouge, low vegetation en turquoise, tree en vert et impervious
surfaces en blanc.
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Pour réaliser nos expérimentations sur les applications de l’enrichissement et du man-
que présentées plus haut, nous avons supprimé la source Pir d’un certain nombre d’images,
et nous avons fait varier ce nombre entre 1 et 13 pour tester les cas de l’absence à la pré-
sence totale de la source Pir dans les 14 images. Lorsque le nombre d’images Pir est de 0
ou de 14, nous n’utilisons plus qu’un seul encodeur ce qui revient à utiliser DeconvNet.
Un exemple des images utilisées lors de la phase d’apprentissage est donné figure 5.5.
L’image de gauche de la figure est l’image PirRV et à droite l’image correspondante lors-
que l’on supprime le Pir. Afin de pallier le petit nombre d’images de notre base, nous
avons divisé notre base en 8 groupes de 2 images et nous avons réalisé l’apprentissage sur
7 groupes et testé sur le dernier groupe. Nous avons répété cette opération 5 fois.
Pour évaluer les résultats, nous avons utilisé le rappel pondéré, noté R, la précision
pondérée, notée P, ainsi que la F-Mesure pondérée notée F afin de prendre en compte les
différences en nombres de pixels de chaque classe :
R = 1∑
l∈L
|yl |
∑
l∈L
|yl |
( |ŷl ∩ yl |
|yl |
)
, (5.1)
P = 1∑
l∈L
|yl |
∑
l∈L
|yl |
( |ŷl ∩ yl |
|ŷl |
)
, (5.2)
F = 2RP
P+R
, (5.3)
avec L l’ensemble des labels, yl l’ensemble des pixels appartenant à la classe l , et ŷl l’en-
semble des pixels prédits par le réseau appartenant à la classe l .
5.3.2 Résultats
5.3.2.1 Résultats de référence
Afin de contextualiser nos résultats, nous avons réalisé nos premières expérimenta-
tions sur l’architecture DeconvNet [Noh et al., 2015] (présentée figure 5.2). Nous avons
utilisé cette architecture lorsque nous utilisons uniquement des images RV ou bien uni-
quement des images PirRV.
Le tableau 5.1 présente les résultats obtenus lorsque nous utilisons l’architecture De-
convNet, c’est-à-dire lorsque l’on utilise un nombre fixe de sources lors de la phase d’ap-
prentissage. Ce tableau présente les résultats lorsque nous effectuons la phase d’appren-
tissage et la phase de test sur les images RV pour la deuxième colonne et sur les images
PirRV pour la troisième colonne. Comme on peut le constater, les résultats obtenus sont
meilleurs lorsque l’on utilise toutes les sources, c’est-à-dire les données PirRV. Comme
on peut le constater dans le tableau 5.1, la suppression de l’information Pir fait diminuer
la précision de 4% et le rappel de 7%. Ces résultats nous permettent de confirmer l’im-
portance de l’information Pir et souligne son pouvoir discriminatif pour notre tâche. On
considère pour le reste des nos expériences qu’il s’agit des bornes minimale et maximale
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(a) (b)
FIGURE 5.5 – Exemples d’images données au CNN, avec à gauche une image PirRV et à droite la
même image avec seulement les canaux RV. Comme on peut le constater sur ces deux images,
on distingue plus facilement sur l’image PirRV que sur l’image RV.
puisque les résultats avec les données RV correspondent au cas où nous avons le moins
d’informations et sur les données PirRV au cas où nous avons accès à toutes les informa-
tions.
La deuxième est l’architecture que nous proposons que nous appelons VI-Net et qui
est présentée figure 5.3. Nous avons utilisé cette architecture lorsque nous avons réalisé
l’apprentissage sur des images RV et des images PirRV, c’est-à-dire sur les scénarios de
l’enrichissement et du manque.
5.3.2.2 Scénario de l’enrichissement
La figure 5.6 représente les expériences que nous avons menées sur le scénario de
l’enrichissement. Dans ce scénario, nous effectuons les tests sur les images RV et nous re-
gardons l’infuence de l’introduction d’une source supplémentaire en faisant varier dans
la base d’apprentissage le nombre d’image PirRV de 1 à 13. Sur la figure 5.6 nous avons
ajouté les F-mesures que nous avons présentées dans le tableau 5.1 avec les données RV
et PirRV. Ces résultats sont représentés en bleu et en rouge dans le schéma et représentent
la borne minimale et la borne maximale. Les résultats que nous avons obtenus sur le scé-
nario de l’enrichissement sont représentés en vert sur la figure. En abscisse nous avons
mis le nombre d’images PirRV utilisées durant la phase d’apprentissage et en ordonnée la
F-mesure obtenue sur la base de test. Comme on peut le constater sur la figure 5.6, ajou-
ter la source Pir sur une sous-partie de la base d’apprentissage permet d’améliorer les
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Entraînement RV PirRV
F-Mesure 68,40% 74,56%
Rappel 66,73% 73,87%
Précision 71,35% 75,38%
TABLEAU 5.1 – Résultats obtenus sur la base de données Vaihingen sur une tâche de segmen-
tation sémantique. Ce tableau présente les résultats obtenus en utilisant les 14 images pour la
phase d’entraînement et les 2 images de test avec les données PirRV et les données RV. Dans ces
expériences nous avons utilisé un nombre de sources fixe, nous avons donc utilisé l’architecture
DeconvNet.
FIGURE 5.6 – Représentation des résultats obtenus sur le scénario de l’enrichissement. Le test
est réalisé sur les images optiques RV et l’entraînement est réalisé avec VI-Net sur les images
optiques RV et PirRV lorsque le Pir est disponible (en vert). Nous avons représenté en bleu la
borne minimale et en rouge la borne maximale. La borne minimale correspond à la F-mesure
obtenue en utilisant uniquement les images RV (14 images RV), et en rouge la F-mesure obte-
nue en utilisant uniquement les données PirRV (14 images PirRV). En abscisse nous avons le
nombre d’images PirRV utilisées lors de la phase d’apprentissage et en ordonnée nous avons la
F-mesure obtenue sur la base de test.
résultats lorsque l’on teste sur des images RV. En effet, à l’exception du cas où nous avons
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utilisé deux images PirRV où nous n’avons ni gain ni perte, on peut voir que l’on obtient
toujours une F-mesure supérieure à celle obtenue en utilisant uniquement des images
RV. Ces résultats montrent que l’utilisation du Pir lors de la phase d’apprentissage, per-
met d’améliorer les résultats dans le scénario de l’enrichissement. En effet, on peut noter
une amélioration des résultats puisque nous avons en moyenne un gain de 2%, ce qui
nous permet de passer d’une F-mesure de 68,4% à 70,49% en utilisant des images PirRV
durant l’apprentissage.
FIGURE 5.7 – Représentation des résultats obtenus sur le scénario du manque. Le test est réalisé
sur le PirRV et l’entraînement est réalisé avec VI-Net sur les images optiques RV et PirRV lorsque
le Pir est disponible (en turquoise). En rouge, nous avons représenté les résultats obtenus avec
DeconvNet entraîné uniquement sur les image PirRV disponibles. Nous avons représenté en
bleu la borne minimale, c’est-à-dire la F-mesure obtenue en utilisant uniquement les images
RV. Les résultats sur le scénario du manque sont représentés en turquoise dans la figure. En
abscisse nous avons le nombre d’images PirRV utilisées lors de la phase d’apprentissage et en
ordonnée nous avons la F-mesure obtenue sur la base de test.
5.3.2.3 Scénario du manque
La figure 5.7 représente les expériences que nous avons menées sur le scénario du
manque. Comme pour l’expérience précédente, nous avons 14 images RV et nous avons
fait varier le nombre d’images avec la source Pir. Dans ce scénario, nous avons réalisé tous
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nos tests sur des images PirRV. Comme pour la figure 5.6, nous avons représenté en bleu la
borne minimale et en rouge la borne maximale. Dans le cas du scénario du manque, pour
valider nos résultats nous avons aussi réalisé des tests en utilisant uniquement les images
PirRV (entre 1 et 13 images) pendant l’apprentissage avec l’architecture DeconvNet. Cela
signifie que si une image n’a pas accès à toutes les sources, elle ne sera pas utilisée lors de
la phase d’apprentissage. Ces expérimentations nous ont permis de déterminer si le fait
d’utiliser des images qui n’ont pas la source Pir peut aider durant l’apprentissage et ainsi
permettre d’obtenir de meilleures résultats.
Comme on peut le constater sur la figure 5.7, notre architecture permet dans certains
cas d’améliorer les performances. En effet, on peut voir que lorsque nous avons accès au
Pir sur par exemple 8 images, utiliser en plus des images RV durant l’apprentissage permet
d’améliorer les résultats en passant d’une F-mesure de 69.92% à 71,83%.
Cependant, on peut noter que dans d’autres cas, l’ajout des images RV durant l’ap-
prentissage empêche le réseau d’apprendre correctement et fait baisser les performances.
Par exemple lorsque nous avons utilisé 6 et 13 images PirRV lors de la phase d’apprentis-
sage, les résultats en utilisant uniquement les images PirRV durant l’apprentissage sont
bien plus élevés que lorsque l’on utilise les images RV en plus. Lorsque l’apprentissage
est réalisé sur seulement 6 images PirRV la F-mesure est de 73,86% contre 70,17% lorsque
l’on utilise les images RV, et avec 13 images PirRV on passe d’une F-mesure de 74.89% à
71,79%.
Pour ce scénario les résultats sont donc plus contrastés que pour le scénario précé-
dent. Toutefois, lorsque l’on fait la moyenne des résultats, on obtient une F-mesure de
72.34% lorsque l’on entraîne notre réseau avec des images PirRV+RV contre une F-mesure
de 72.06% avec DeconvNet uniquement entraîné avec des images PirRV.
5.3.2.4 Résumé des expérimentations
La figure 5.8 présente un récapitulatif des résultats que nous avons obtenus sur ces
scénarios et lorsque nous utilisons uniquement des images RV ou bien uniquement des
images PirRV. En bleu, il s’agit du cas où nous n’avons utilisé que des images RV et en vert
le scénario de l’enrichissement avec le nombre d’images PirRV que nous avons utilisé
durant l’apprentissage. En rouge, nous n’utilisons que les images PirRV durant l’appren-
tissage et en bleu clair nous avons le cas du manque où nous utilisons des images PirRV
et RV durant l’apprentissage.
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FIGURE 5.8 – Représentation des résultats obtenus sur le scénario du manque. Nous avons re-
présenté en bleu la borne minimale et en rouge la borne maximale. La borne minimale corres-
pond à la F-mesure obtenue en utilisant uniquement les images RV (la borne minimale), et en
rouge la F-mesure obtenue en utilisant uniquement les données PirRV. La borne minimale et
la borne maximale ont été obtenues sur l’architecture DeconvNet. Les résultats sur le scénario
du manque sont représentés en vert dans la figure. En abscisse nous avons le nombre d’images
PirRV utilisées lors de la phase d’apprentissage et en ordonnée nous avons la F-mesure obte-
nue sur la base de test. Dans le cas du scénario du manque, les tests sont réalisés sur les images
PirRV.
5.4 Conclusions
Dans ce chapitre, nous avons proposé une nouvelle architecture que nous avons ap-
pelé VI-Net. Cette nouvelle architecture permet de réaliser un apprentissage en utilisant
un seul réseau de neurones convolutionnels mêmes lorsque nous avons des données
incomplètes, c’est-à-dire quand nous n’avons pas accès à toutes les sources de tous les
éléments de la base d’apprentissage. Notre architecture est basée sur le réseau Deconv-
Net [Noh et al., 2015] mais peut facilement être adaptée à d’autres architectures.
Afin de valider notre approche et notre architecture, nous avons réalisé des expéri-
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mentations sur deux scénarios, celui de l’enrichissement et celui du manque. Dans le
scénario de l’enrichissement, nous ciblons les données avec la source RV. Cela signifie
que notre objectif est d’améliorer les résultats sur les images RV de la base de test, et pour
ce faire nous utilisons des images PirRV durant la phase d’apprentissage pour enrichir
notre modèle. Durant cette expérience, nous avons pu constater que dans le cas de l’en-
richissement notre approche permet d’améliorer la F-mesure de plus de 2%.
Dans les cas du scénario du manque, nous ciblons les images PirRV pendant la phase
de test. L’idée derrière ce scénario est d’utiliser l’image RV même lorsque nous n’avons pas
accès à la source Pir. Comme nous l’avons vu précédemment, les résultats de ce scénario
sont plus contrastés.
Nous avons montré dans ce chapitre par le biais de nos expérimentations que notre
architecture permet d’améliorer les performances dans le scénario de l’enrichissement.
Ces résultats montrent que l’utilisation de toutes les données, même lorsqu’elles sont in-
complètes est bénéfique lors de l’entraînement d’un réseau de neurones convolutionnels.
Ces résultats sont prometteurs et demanderaient à être approfondis et validés par d’autres
expériences, et notamment par l’utilisation de plus de sources et plus de données. Nous
pourrions par exemple appliquer VI-Net sur les images de la base de données ImageNet
en donnant en entrée d’un sous-réseau l’image RV et l’image B dans un deuxième sous-
réseau. Cette base de données étant composée de plus d’un million d’images, cela nous
permettrait de valider nos résultats.
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6.1 Bilan
Dans cette thèse, nous nous sommes focalisés sur la localisation dans des images aé-
riennes multi-sources (optique, proche infrarouge et MNS) d’un objet urbain particuliè-
rement variable en termes d’apparence : l’arbre urbain.
Nous avons commencé par réaliser une étude afin de déterminer si les CNNs pou-
vaient être une solution envisageable pour la tâche de localisation d’arbres urbains. Pour
cela, nous avons mis en place une procédure d’analyse locale multi-échelles par fenêtre
glissante dans l’image. Pour l’analyse locale, nous avons comparé des approches clas-
siques d’apprentissage automatique en deux étapes (descripteur fondé sur des cascades
de HOG combiné avec un classifieur SVM et Random Forest) avec deux architectures de
CNN, ALexNet et GoogleNet. Nous avons aussi étudié l’impact de la méthode de fusion
des résultats de l’analyse locale. Cette étude nous a permis de confirmer que l’approche
par deep learning est une approche viable pour la tâche de localisation d’arbres urbains.
À partir de ce constat, nous avons cherché à améliorer les résultats obtenus par les
CNNs lors de notre étude en travaillant sur la manière de combiner les différentes sour-
ces des données. Pour cela nous avons comparé l’approche Early Fusion qui consiste à
simplement concaténer les sources à une approche Late Fusion où les sources sont trai-
tées en parallèle jusqu’à la classification. Nous avons fait une analyse sur l’utilisation des
différentes sources et nous avons pu défendre la thèse selon laquelle l’utilisation de don-
nées multi-sources a un intérêt sur la tâche de localisation d’arbres urbains. En parti-
culier, nous avons pu montrer la complémentarité qu’il peut exister entre les différentes
sources des données. Nous montrons que l’approche Early Fusion en utilisant les sour-
ces NDVI (une combinaison des sources RV et infrarouge, très utilisée en télédétection de
végétation) et MNS permet d’obtenir les meilleurs résultats mais il faudrait poursuivre les
expériences avec une base de données plus conséquente. En effet, nous pouvons penser
que le CNN est capable de combiner automatiquement dans une approche Late Fusion
les sources d’origine RV et infrarouge pour créer un équivalent du NDVI.
Nous avons alors choisi de nous intéresser au problème des données incomplètes.
En effet, jusque-là nous avions considéré que nous avions accès à l’ensemble des sour-
ces sur toutes les données mais dans certains cas (par exemple dans le cas d’un capteur
défaillant), des sources peuvent être manquantes, on peut donc avoir accès à l’image op-
tique sans avoir le proche infrarouge. Pour cette contribution nous avons réfléchi à une
stratégie nous permettant de traiter la phase d’apprentissage et de test sur la totalité des
données (c’est-à-dire sans supprimer les données incomplètes) sans générer les sources
manquantes. Nous avons proposé une nouvelle architecture permettant de prendre en
entrée des données avec un nombre variable de sources et en réalisant un apprentissage
alterné.
Nous avons montré durant nos expérimentations que lorsque nous sommes dans le
scénario de l’enrichissement, c’est-à-dire lorsque nous ciblons la source où nous avons
accès à toutes les données et nous utilisons la ou les sources incomplètes pour enrichir
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notre base d’apprentissage, notre approche permettait d’améliorer les résultats.
6.2 Perspectives
Nous présentons dans cette section une liste de plusieurs améliorations des méthodes
présentées dans la thèse, ainsi que des pistes de recherche qu’il serait intéressant d’explo-
rer.
Dans le chapitre 5, nous nous sommes inspirés du concept de l’architecture DualNet
en utilisant 2 sous-réseaux permettant de prendre une source, ou bien une combinai-
son de sources pour chaque entrée d’un sous-réseau. Nous pourrions étendre cette archi-
tecture en considérant que nous avons un réseau multi-entrées mais aussi multi-sorties.
Nous aurions ainsi un décodeur pour chaque sous-réseau en plus du décodeur commun
aux 2 sous-réseaux. L’architecture d’un tel réseau est illustrée figure 6.1. Si nous avons soit
la source RV, soit la combinaison des sources Pir et RV, le réseau aura donc 2 entrées et 3
sorties, une sortie pour chaque sous-réseau et une sortie commune. Si nous avons plus
de sources à notre disposition, il est possible d’augmenter le nombre de sous-réseaux et
le nombre de sorties.
De plus, avec une telle architecture il est très simple de pondérer les fonctions de perte
suivant les données en entrée et le scénario choisi durant l’apprentissage. Cette archi-
tecture nous permettrait de favoriser une source suivant le scénario choisi. Par exemple
dans le scénario de l’enrichissement, nous pourrions réduire l’importance de la fonction
de perte (en la divisant par 2 par exemple) lorsque les données en entrée sont la combi-
naison des sources Pir et RV. Cette stratégie permettrait de contraindre l’espace latent de
représentation, c’est-à-dire l’espace dans lequel nos données sont représentées, tout en
"forçant" le réseau à tendre vers une solution qui favorise la source qui aura le poids le
plus important.
Nous avons réalisé des tests préliminaires en utilisant l’architecture présentée figure 6.1.
Nous avons suivi le même protocole expérimental que dans le chapitre 5 et nous avons
utilisé uniquement la prédiction du classifieur RV + RVPir. En ce qui concerne les pon-
dérations des trois fonctions de perte, la fonction de perte du classifieur RV + RVPir a
un poids de 1 et les deux autres classifieurs ont un poids de 0,3. Les premiers résultats
montrent une amélioration de la F-mesure de plus de 1% sur les scénarios du manque et
de l’enrichissement (voir chapitre 5).
Une autre stratégie pour améliorer les résultats présentés dans le chapitre 5, serait
d’utiliser le même principe que les réseaux siamois [Bromley et al., 1994; Chopra et al.,
2005]. Nous réaliserions un premier apprentissage qui forcerait le réseau à placer les ob-
jets de la classe dans le même espace latent en réduisant la distance entre les feature maps
de la même classe quelques soient les sources données en entrée. Ce type d’approche a
déjà été utilisé dans [He et al., 2018], où les auteurs utilisent un réseau siamois pour faire
de la mise en correspondance d’images. Une fois ce premier apprentissage réalisé, nous
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Conv	+	Batch	Norm	+	ReLU
Pooling
Upsampling
Softmax
Input
RV
RVPir
Classifieur RVPir
Classifieur RV	+	RVPir
Classifieur RV
FIGURE 6.1 – Exemple d’architecture en adaptant DualNet sur le problème des données incom-
plètes. La partie gauche du schéma représente les encodeurs qui sont composés de 13 couches
de convolution et de 5 max pooling. L’encodeur du haut prend en entrée les images optiques
RV, et l’encodeur du bas prend en entrée les images optiques RV + Pir. Au milieu du schéma,
nous avons le commutateur nous permettant de faire l’apprentissage alterné sur le décodeur
commun prenant en entrée des données RV et RVPir. À droite nous avons les 3 décodeurs com-
posés de 13 couches de convolution et de 5 couches de déconvolution. Le décodeur du haut
n’est utilisé que lorsque ce sont des images optiques RV qui sont données en entrée, et celui
du bas n’est utilisé que lorsque ce sont des données RVPir qui sont données en entrée. Enfin le
décodeur du milieu est utilisé à chaque itération, quelles que soient les données utilisées.
ferions un deuxième apprentissage en suivant le même protocole expérimental que dans
le chapitre 5.
Une autre piste de recherche serait d’adapter l’approche présentée dans [He et al.,
2017a] à un problème multi-sources. Cette approche permet de réaliser une tâche d’instance
segmentation, c’est-à-dire de détecter et de délimiter chaque objet distinct apparaissant
dans une image (voir figure 6.2). Les auteurs de cet article utilisent un réseau qu’ils ont
appelé Mask R-CNN pour réaliser cette tâche. Mask R-CNN utilise les mêmes étapes que
Faster R-CNN (voir section 2.3), c’est-à-dire la génération des régions d’intérêt, et ensuite
la classification des régions d’intérêt et l’estimation des coordonnées des boîtes englo-
bantes, mais en plus Mask R-CNN extrait un masque binaire sur chaque région d’intérêt.
Des exemples de résultats obtenus avec Mask R-CNN sont présentés figure 6.2. Dans le
cas de la localisation d’arbres urbains qui sont souvent partiellement occultés, cette ap-
proche nous permettrait d’avoir une segmentation plus fine des arbres, ce qui est plus fin
que les boîtes englobantes que nous avons utilisées dans les chapitres 3 et 4.
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Figure 5. More results of Mask R-CNN on COCO test images, using ResNet-101-FPN and running at 5 fps, with 35.7 mask AP (Table 1).
backbone AP AP50 AP75 APS APM APL
MNC [10] ResNet-101-C4 24.6 44.3 24.8 4.7 25.9 43.6
FCIS [26] +OHEM ResNet-101-C5-dilated 29.2 49.5 - 7.1 31.3 50.0
FCIS+++ [26] +OHEM ResNet-101-C5-dilated 33.6 54.5 - - - -
Mask R-CNN ResNet-101-C4 33.1 54.9 34.8 12.1 35.6 51.1
Mask R-CNN ResNet-101-FPN 35.7 58.0 37.8 15.5 38.1 52.4
Mask R-CNN ResNeXt-101-FPN 37.1 60.0 39.4 16.9 39.9 53.5
Table 1. Instance segmentation mask AP on COCO test-dev. MNC [10] and FCIS [26] are the winners of the COCO 2015 and 2016
segmentation challenges, respectively. Without bells and whistles, Mask R-CNN outperforms the more complex FCIS+++, which includes
multi-scale train/test, horizontal flip test, and OHEM [38]. All entries are single-model results.
can predict K masks per RoI, but we only use the k-th mask,
where k is the predicted class by the classification branch.
The m⇥m floating-number mask output is then resized to
the RoI size, and binarized at a threshold of 0.5.
Note that since we only compute masks on the top 100
detection boxes, Mask R-CNN adds a small overhead to its
Faster R-CNN counterpart (e.g., ⇠20% on typical models).
4. Experiments: Instance Segmentation
We perform a thorough comparison of Mask R-CNN to
the state of the art along with comprehensive ablations on
the COCO dataset [28]. We report the standard COCO met-
rics including AP (averaged over IoU thresholds), AP50,
AP75, and APS , APM , APL (AP at different scales). Un-
less noted, AP is evaluating using mask IoU. As in previous
work [5, 27], we train using the union of 80k train images
and a 35k subset of val images (trainval35k), and re-
port ablations on the remaining 5k val images (minival).
We also report results on test-dev [28].
4.1. Main Results
We compare Mask R-CNN to the state-of-the-art meth-
ods in instance segmentation in Table 1. All instantia-
tions of our model outperform baseline variants of pre-
vious state-of-the-art models. This includes MNC [10]
and FCIS [26], the winners of the COCO 2015 and 2016
segmentation challenges, respectively. Without bells and
whistles, Mask R-CNN with ResNet-101-FPN backbone
outperforms FCIS+++ [26], which includes multi-scale
train/test, horizontal flip test, and online hard example min-
ing (OHEM) [38]. While outside the scope of this work, we
expect many such improvements to be applicable to ours.
Mask R-CNN outputs are visualized in Figures 2 and 5.
Mask R-CNN achieves good results even under challeng-
ing conditions. In Figure 6 we compare our Mask R-CNN
baseline and FCIS+++ [26]. FCIS+++ exhibits systematic
artifacts on overlapping instances, suggesting that it is chal-
lenged by the fundamental difficulty of instance segmenta-
tion. Mask R-CNN shows no such artifacts.
5
FIGURE 6.2 – Exemples de rés ltats qui ont été obtenus en utilisant le réseau Mask R-CNN.
Source : [He et al., 2017a].
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